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Abstract 
Computer simulation has become a useful tool for studying chemical reactions and 
spectroscopy. However, the reliable application of computational modeling to large and 
complex reactive systems involving electronically excited states is still limited. Two of 
the most important challenges in these applications are the accurate and efficient first-
principles calculation of coupled ground- and excited-state potential energy surfaces 
(PESs), and the modeling of such PESs. For the former challenge, accurate electronic 
structure methods including static and dynamic electron correlation are often too costly 
for complex systems, while more affordable methods such as density functional theory 
(DFT) at their current stage of development are still not satisfactorily accurate for many 
such systems. For the latter challenge, the high dimensionality and complicated 
topography of the PESs of complex systems make it difficult to choose a model 
representation.  
This thesis presents several responses to these challenges: (a) Improvements to 
time-dependent DFT are made to provide better accuracy for excited states and for PESs. 
(b) A diabatization scheme is developed for more accurate and efficient modeling of 
coupled PESs. (c) Simple models are presented for efficient simulation of the band shape 
of the electronic spectroscopy of complex molecules. (d) State-of-the-art methods are 
applied to simulate the electronic spectrum, and to build the PESs for the photochemistry, 
of a complex reactive system, thioanisole.  
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Chapter 1. Introduction 
 
Photochemistry is the study of chemical processes caused by light. The 
understanding of the mechanism of photochemical processes will help us with many 
applications, including designing of functional materials such as systems that convert 
solar energy to electricity, using light to trigger molecular devices, and exploiting light 
energy to facilitate chemical reactions. In contrast to thermochemistry, which has been 
studied for a long time and has well established principles, photochemistry is a relatively 
less well understood area of research because it involves electronically excited states and 
ultrafast processes that are difficult to probe accurately by experiments.  
Many advanced experimental techniques have been developed to study 
photochemistry; most of these are based on spectroscopy. Spectroscopy is the study of 
how a molecular system absorbs or emits electromagnetic radiation, and in my work I am 
especially concerned with visible and ultraviolet light. Absorption or emission spectra 
can be used to probe the behavior of chemical and material systems. However, the 
experimental spectra give only indirect information about the system, and the 
interpretation of the collected data is often a difficult task.  
Theory and computation play a crucial role in addressing these challenges. All 
physical and chemical processes at the molecular level, including spectroscopy and 
photochemistry, are governed by quantum mechanics. In principle, we can use quantum 
mechanical theories to understand all types of spectroscopic and photochemical 
processes. Although in practice the application of quantum mechanics is limited by the 
computational difficulties in coping with the Schrödinger equation, many approximate 
quantum mechanical theories and models have proved to be very useful. We can use 
those theories to interpret and understand the experimental spectra, and we can carry out 
computer simulations to reveal details of chemical reactions at the atomic level that are 
unavailable from experiments.  
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Quantum mechanical electronic structure calculations can be used to generate some 
of the key quantities necessary for the understanding of photochemistry and 
spectroscopy. Foremost among these quantities are potential energy surfaces (PESs), 
whose gradient fields are sometimes called force fields. A PES is the electronic energy of 
a molecule in a given electronic state as a function of the positions of the atomic nuclei. 
The computation and modeling of PESs for complex systems, however, are difficult 
problems. This thesis addresses this difficulty by focusing specifically on the 
development and application of state-of-the-art quantum chemical theories and 
computational methods to compute and model the PESs for studying the spectroscopy 
and photochemistry of complex molecules.   
This introductory chapter gives a brief overview of the various aspects of the 
background knowledge that underlies and motivates my research. The reader is referred 
to the cited references for details.  
1.1. THE QUANTUM MECHANICAL DESCRIPTION OF CHEMICAL 
DYNAMICS 
1.1.1. Fundamental equations 
To apply quantum chemical theories to study photochemistry, we need to start from 
the quantum mechanical description of chemical dynamics. The fundamental equations 
are well established,1,2,3 and I give a brief overview here.  
We limit ourselves in this thesis to nonrelativistic quantum mechanics. The 
Hamiltonian of a quantum mechanical system determines its dynamics. An isolated 
molecular system consisting of nuclei and electrons has a Hamiltonian (in mass-scaled 
coordinates where all the components of R are scaled to the same reduced mass M) of 
 2 e C
1
( , ) ( ) ( ) ( , )
2
H T U
M
= -  + +Rx R R x x R  (1.1) 
where x denotes the electronic (spatial and spin) coordinates, R the nuclear coordinates, 
2R the Laplace operator with respect to R, Te the electronic kinetic energy operator, and 
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UC the Coulomb potential between the particles. The electronic Hamiltonian of the 
system is defined as 
 e e CH T U= +  (1.2) 
Note that, by convention, the “electronic” Hamiltonian includes the nuclear repulsion. 
Fixing R, the eigenvalues and eigenfunctions of He can be obtained from  
 e ( ; ) ( ) ( ; )i i iH VF F=x R R x R  (1.3) 
where i labels an electronic state and the notation f(x; R) means a function f of x that 
depends parametrically on R. The eigenfunctions Φi and eigenvalues Vi are called the 
adiabatic electronic wave functions and adiabatic electronic energies (although the 
energies include also contributions from the nuclei-nuclei interactions). The Φi form an 
orthonormal and complete basis in the space of x given R.  
The time-independent Schrödinger equation of the whole system is 
 ( , ) ( , )H E =x R x R  (1.4) 
The total wave function Ψ can be expanded in the basis of Φi (called the adiabatic basis),  
 ( , ) ( ) ( ; )i i
i
  F= åx R R x R  (1.5) 
Substituting eqs. (1.5) and (1.1) into eq. (1.4), left-multiplying both sides of the resulting 
equation by Φj, and integrating over x yields 
 ( )2 21 1 2
2 2
j j j j i j i i j
i
V E
M M
  F F F F  -  + -  +  × =åR R R R  (1.6) 
where the Dirac bracket denotes integration over x. This can be written in matrix form 
 ( )2
1 1
2
2 2
E
M M
æ ö
-  + - + × =ç ÷
è ø
R RV G F χ χ  (1.7) 
where χ is a vector with components χj, and the elements of matrices V, G, and F are 
given by 
 ji j jiV V d=  (1.8) 
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 2ji j iG F F= R  (1.9) 
 ji j iF F= RF  (1.10) 
where δji is the Kronecker delta function. Note that each element of the F matrix is a 
vector in the R space. Equations (1.6) and (1.7) are the starting point of the quantum 
mechanical treatment of molecular dynamics.  
The G and F matrix elements in eq. (1.7) are sometimes called the nonadiabatic 
scalar couplings and the nonadiabatic vector couplings, respectively. In practice G is 
often neglected. If F is also neglected, the result is the widely-adopted Born-
Oppenheimer (BO) approximation. In the BO approximation, since V is diagonal, eq. 
(1.7) decouples into one equation for each electronic state 
 2
1
2
j j j jV E
M
  -  + =R  (1.11) 
in which the electronic energy Vj, also called an adiabatic potential energy surface (PES), 
plays the role of an effective potential for the nuclei. The nuclear dynamics governed by a 
single uncoupled PES under the BO approximation is called the adiabatic dynamics.  
1.1.2. Nonadiabatic processes 
The neglect of G and F in eq. (1.7) can be justified under certain circumstances by 
the fact that the terms are multiplied by a small factor 1/(2M), since M, the effective mass 
of a nucleus, is ~2000 times larger than the mass of an electron involved in the V matrix. 
This is the mathematical equivalent of the physical statement that the nuclear and 
electronic motions decouple because they are in different time scales. This statement 
breaks down, however, when two PESs are close in energy. This can be seen 
mathematically by taking the nuclear derivative of both sides of eq. (1.3), left-multiplying 
by Φj, and integrating over x, which yields 
 
e( )j i
ji
i j
H
V V

=
-
R
F
F F
 (1.12) 
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so that when Vi is close to Vj, Fji can be arbitrarily large and it can no longer be neglected. 
In this case the nuclei cannot be regarded as moving under the influence of an effective 
potential given by a single PES, and the couplings and transitions between electronic 
states have to be considered. Processes where F cannot be neglected are called 
nonadiabatic processes, and photochemistry is the most important example.  
1.1.3. Conical intersections 
As mentioned in Section 1.1.2, when two adiabatic PESs come close in energy, the 
nonadiabatic vector coupling between them can be large. In particular, at geometries 
where two adiabatic PESs are energetically degenerate, the vector couplings blow up. 
Such geometries, most generally, are called conical intersections.2,3,4,5,6,7 (There are other 
types of intersections but they only occur under special conditions, such as for diatomic 
and linear geometries of polyatomic molecules.) They are “conical” because in a two-
dimensional subspace of R, called the branching space, the energy degeneracy is lifted 
linearly and the PESs in this subspace look like a double cone. In the (Nint – 2)-
dimensional subspace orthogonal to the branching space (Nint is the number of internal 
nuclear coordinates), the degeneracy is kept to the first order, so that there is a (Nint – 2)-
dimensional continuum in the R space associated with each conical intersection where 
the degeneracy is preserved. Such a continuum is called a conical intersection “seam”. 
Near such seams nonadiabatic radiationless electronic transitions can occur particularly 
efficiently, and thus they play a prominent role in nonadiabatic chemical dynamics 
including photochemistry. For this reason, the proper description of the conical 
intersections on the PESs is critical for nonadiabatic dynamics simulations, which turns 
out also to be a challenge.  
1.1.4. Diabatic basis and diabatization 
Recall from Section 1.1.1 that the eigenfunctions Φi of the electronic Hamiltonian 
form a complete basis of the wave function space of x given a fixed R, and if we expand 
the total wave function in this adiabatic basis [eq. (1.5)] we eventually get eq. (1.7). To 
make use of eq. (1.7) for nonadiabatic dynamics simulation, we need to compute V (the 
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adiabatic PES matrix) and F (the nonadiabatic vector coupling matrix) as a function of R 
(neglecting G). This can be done by modern electronic structure methods to satisfactory 
accuracy for many systems. However, we would need to fit V and F to analytic functions 
for quality control and quick simulation. This poses two serious problems: (a) V elements 
have cuspidal ridges (discontinuous first derivatives) along conical intersection seams; (b) 
F elements are high-dimensional vectors that blow up along conical intersection seams. 
This makes V and F difficult, if not impossible, to fit.  
One way to get around these problems is to work in a so-called diabatic basis.3,8,9 It 
turns out that if we make a unitary transformation of the adiabatic basis to a new basis, 
 i j ji
j
BF F= å  (1.13) 
(where Bji are elements of a unitary matrix B) and expand the total wave function in this 
new basis,  
 ( , ) ( ) ( ; )i i
i
  F= åx R R x R  (1.14) 
we will have the counter part of eq. (1.7) as 
 ( )
21
2
E
M
æ ö
-  + + =ç ÷
è ø
R F U χ χ
    (1.15) 
where 
 †=χ B χ  (1.16) 
 †=U B VB  (1.17) 
 † †= + RF B FB B B
  (1.18) 
(a dagger denotes Hermitian transpose.) If we could find a unitary matrix B such that  
 0+  =RFB B  (1.19) 
then we would have F  = 0 and get rid of the troublesome nonadiabatic vector couplings. 
(Note that the transformed potential matrix U becomes non-diagonal and so the electronic 
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states are still coupled.) Such a basis { iF } that makes F  vanish is said to be diabatic. 
The iF  are called diabatic electronic wave functions. The U is called diabatic potential 
matrix, whose diagonal and off-diagonal elements are often called diabatic potential 
energy surfaces and diabatic couplings, respectively. Unfortunately, in general eq. (1.19) 
does not have a solution and a (strict) diabatic basis does not exist.10 Fortunately, we can 
find “quasi-diabatic” bases such that F  is small and negligible for practical applications. 
Clearly such diabatic bases are not unique. It also turns out that in many quasi-diabatic 
bases the elements of U are much smoother without cusps. Therefore, by working in a 
(quasi-)diabatic basis, we can circumvent the problem of fitting V and F. Henceforth I 
will follow the convention of referring to “quasi-diabatic” as “diabatic”, which will not 
cause confusion since a strictly diabatic basis does not exist in general and I will not be 
talking about it.  
In practice, however, the convenience of using a diabatic basis is accompanied by 
the technical challenge of finding the unitary transformation B that converts the adiabatic 
basis to a diabatic basis. The process of finding a diabatic basis is called diabatization, 
and it is a field under active development. In Chapter 4 I will give more details about 
diabatization methods as well as my contribution to this field.  
1.2. ELECTRONIC STRUCTURE METHODS FOR POTENTIAL ENERGY 
SURFACES 
Electronic structure methods are methods that solve (approximately) the electronic 
Schrödinger equation [eq. (1.3)] with a fixed R. They are needed for computing the 
adiabatic electronic wave functions and PESs for actual simulations or as a starting point 
for diabatization. These methods are usually classified into wave function theories 
(WFT)11,12 and density functional theory (DFT).13,14 In this section I will omit the 
parametric R-dependence of the quantities in eq. (1.3) and simply regard them as 
functions of x.  
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1.2.1. Wave function theories 
Wave function theories and methods attempt to find an approximate solution to the 
wave functions, Φi, and the adiabatic energies, Vi, of eq. (1.3). A typical wave function 
method involves a hierarchy of approximate expansions of the complex many-electron 
wave function into smaller, more manageable units, whose expansion coefficients are 
optimized or computed by certain theories and algorithms.  
First, the wave function Φi  is expanded in a basis set of many-electron functions, 
 ( ) ( )i ji j
j
cF = åx x  (1.20) 
This is usually called a configuration-interaction (CI) expansion and the cji are called CI 
coefficients. The many-electron basis functions ψj, usually referred to as configurations, 
are generally chosen to be either Slater determinants (SDs), which satisfy the 
antisymmetry property of a wave function with respect to exchanging two electrons, or 
configuration state functions (CSFs), which are linear combinations of SDs that have 
additional desired symmetry properties.  
A Slater determinant is a linear combination of products of one-electron wave 
functions, called molecular orbitals (MOs), arranged in the form of a determinant,  
 
1 1
2 2
1 2
1 2
( ) ( )
( ) ( ) ( )
j j
j j j
x x
x x
f f
 f f=x


  
 (1.21) 
where xi denotes the spatial and spin coordinates of the ith electron. (The overall 
normalization factor is omitted here.) The set {j1, j2, …, jN} is a size-N subset of {1, 2, …, 
M} where N is the number of electrons in the system and M the number of MOs. 
Physically, an SD corresponds to N electrons occupying N MOs with (M-N) MOs 
unoccupied. (Note that here the ϕ are so-called spin orbitals, each one of which can hold 
one electron with a certain spin, rather than so-called spin-free orbitals, each one of 
which can hold two electrons, one spin-up and one spin-down.)  
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Each MO is expanded in a basis set of one-electron functions, sometimes called 
atomic orbitals (AOs),  
 
1
( ) ( )
M
i k ji j k
j
x d xf 
=
= å  (1.22) 
This is sometimes called the linear combination of atomic orbitals (LCAO) scheme, and 
the dji are called LCAO coefficients. Many flavors of the one-electron basis set of AOs, 
usually simply called the basis set when there is no confusion, are available for use. 
Different wave function methods differ by how the LCAO coefficients [dji in eq. (1.22)] 
are optimized, which configurations [ψj in eq. (1.20)] are chosen, and how the CI 
coefficients [cji in eq. (1.20)] are computed, as well as how the electronic energy Vi are 
computed from the electronic wave function Φi. A comprehensive introduction to all the 
popular wave function methods is beyond the scope of this section, so in the following I 
will only introduce the method I mainly used for computing PESs in my work, namely 
multi-reference perturbation theories.  
Multi-reference perturbation theories (MRPTs) are flavors of many-body 
perturbation theory (MBPT)11,12,15 applied to a multi-configurational zero-order wave 
function. A multi-reference wave function, such as the one given by MRPT, is a wave 
function that is built on a multi-configurational reference function.  The most commonly 
used zero-order wave function for MRPT is a multi-configurational self-consistent field 
(MCSCF) wave function, especially the complete-active-space self-consistent field 
(CASSCF) wave function. In CASSCF, the configurations used to expand eq. (1.20) are 
chosen based on a scheme for choosing the MOs in eq. (1.21) that compose each 
configuration as follows. The MOs are classified into three categories: inactive, active, 
and virtual. Inactive MOs are always occupied; virtual orbitals are always unoccupied; 
with these two conditions satisfied, the remaining electrons are distributed in the 
remaining active orbitals in all possible ways, each way corresponding to one 
configuration. This scheme specifies all the configurations in eq. (1.20), and the complete 
representation of the electronic wave function is determined by eqs. (1.20), (1.21), and 
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(1.22). The CI and LCAO coefficients are then optimized by substituting the 
representation of the electronic wave function in eq. (1.3) and minimizing the electronic 
energy; this leads to an optimal solution for the ground state within the representation by 
virtue of the variational principle.  
After the CASSCF wave function and energy are obtained, they are used as zero-
order quantities for a many-body perturbation treatment for first-order corrections to the 
wave function and second-order corrections to the energy. The resulting theories are 
called MRPTs. CASSCF and MRPTs can be extended to multi-state cases, which 
compute wave functions and energies not only for the ground state but also for multiple 
excited states. A typical multi-state extension of CASSCF is state-averaged CASSCF 
(SA-CASSCF), which optimizes the CI and LCAO coefficients by minimizing a 
weighted average of the energies of multiple states. There are also several multi-state 
formulations of MRPT; an introduction to some of them can be found in Chapter 4.  
These multi-reference methods are particularly useful for computing PESs for 
photochemistry. Photochemistry involves PESs of the excited states and at a wide range 
of geometries, whose wave functions need to be properly described by multi-reference 
representations. Multi-state MRPTs are able to treat selected ground and excited states on 
the same footing, which is important for balancing the accuracy for all the states and for 
correctly handling the conical intersections. These methods are the main workhorse for 
the PESs in my research of the photochemistry of thioanisole, as described in Chapters 7 
and 8.  
Although useful for PESs, multi-state methods have their shortcomings. They 
require quite some experience and expertise to use, since there are difficult technical 
choices to make, such as the selection of the MOs and configurations to expand the 
electronic wave function. Furthermore, they have steep scaling of computational 
complexity with respect to the size of molecule. These two shortcomings combined make 
them very time- and manpower-consuming to use, and they are affordable for only 
relatively small systems. Other methods with better scaling and that are easier to use are 
  11 
under active development; density functional methods are among the most popular of 
such methods, and they are introduced next.  
1.2.2. Density functional theory 
Different from WFTs which attempt to approximately solve the electronic 
Schrödinger equation [eq. (1.3)] for both the wave functions and energies, DFT attempts 
to obtain the energies through manipulation of the electron density, without explicitly 
dealing with the wave functions. The electron density of an N-electron wave function Φ(x) 
≡ Φ(x1, x2, …, xN) is defined as 
 
2
2 3 2 3( ) ( , , , , )N Nx N dx dx dx x x x x F= ò    (1.23) 
where x here denotes collectively the three spatial coordinates of a point in space and one 
spin coordinate, and xi denotes the three spatial coordinates and one spin coordinate of 
electron i. The quantity ρ(x)/N can be regarded as the probability density of finding an 
electron with a particular spin at a particular spatial position.  
According to the first Hohenberg-Kohn theorem,16 the electronic ground-state 
energy of a system is a universal functional of its electron density. Furthermore, 
according to the second Hohenberg-Kohn theorem16 and the later work of Levy,17 in 
principle the energy and the density can be solved variationally. Kohn and Sham18 turned 
DFT from pure theory into a practical method by developing a scheme for variationally 
solving for the energy and density. Now most of the practical DFT calculations in the 
literature are Kohn-Sham DFT (KS-DFT).  
At the core of the Kohn-Sham scheme are two smart ideas. The first idea is to 
construct a fictitious non-interacting N-electron system with a Hamiltonian 
 2s eff
1
1
( )
2
N
i i
i
H v x
=
æ ö
= -  +ç ÷
è ø
å  (1.24) 
where the Laplace operator i acts on the electronic coordinate of the ith electron xi and 
veff is the effective potential whose form we will find shortly. With this Hamiltonian, the 
ground-state energy functional of the density is 
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 s s eff[ ] [ ] ( ) ( )E T v x x dx  = + ò  (1.25) 
where TS is the kinetic energy of the fictitious system. On the other hand, the Schrödinger 
equation of this Hamiltonian can be written as N coupled one-electron equations 
 2 eff
1
( ) ( ) ( )
2
x j j jv x x x e 
æ ö
-  + =ç ÷
è ø
 (1.26) 
The solution is a set of one-electron orbitals { j } called the KS orbitals. For the ground 
state, N electrons occupy the lowest N orbitals, and the electron density is 
 2
1
( ) | ( ) |
N
j
j
x x 
=
= å  (1.27) 
If we know veff, we can solve these equations and obtain the electron density. In fact, 
requiring the electron density of this fictitious system to be the same as the real 
interacting system and using the idea in the next paragraph, it is indeed possible to find 
veff.  
The second smart idea is to express the ground-state energy functional of the 
density for the real system in the following form 
 0 s ext xc
1 ( ) ( )
[ ( )] [ ( )] ( ) ( ) [ ( )]
2 | |
x x
E x T x v x x dx dxdx E x
x x
 
   
¢
¢= + + +
¢-ò ò
 (1.28) 
where TS is the kinetic energy of the fictitious system having the same density as the real 
system, vext is the external potential (in molecular systems it is usually the Coulomb 
potential due to nucleus-electron interactions), the third term on the right-hand side of the 
equation is the classic electron-electron Coulomb interaction, and Exc is everything left. 
This is essentially a definition of Exc, which is called the exchange-correlation functional, 
although it includes also the kinetic energy difference of the fictitious system and the real 
system.  
Using the variational principle, the electron density of the fictitious system and of 
the real system can be found by taking the derivative and finding the stationary point of 
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eqs. (1.25) and (1.28) respectively, under the constraint that ( )x dx N =ò . Now if we 
require the two densities to be equal, we will find 
 xceff xc
[ ]( ) ( )
( ) ( ) ( ) ( )
| | | |
Ex x
v x v x dx v x dx v x
x x x x
d  
d
¢ ¢
¢ ¢= + + º + +
¢ ¢- -ò ò
 (1.29) 
where δ denotes functional derivative and vxc is called the exchange-correlation potential. 
Now with the expression for veff, we can find the KS orbitals by solving eq. (1.26) self-
consistently, obtain the density using eq. (1.27), and obtain the ground-state energy using 
eq. (1.28).  
However, there is still one part missing for this scheme: Exc is unknown. Without an 
expression for Exc, the KS scheme is merely a reformulation of the equations. Fortunately 
there are already many good exchange-correlation functionals available and even better 
ones are under active development. The state of the art of this field can be found in many 
review papers, for instance ref. 19.  
DFT as formulated above is a ground-state theory. Additional formulation is needed 
to extend it to excited states. The most popular one is linear-response time-dependent 
DFT (LR-TDDFT or simply TDDFT),20,21 which can be further simplified by the Tamm-
Dancoff approximation (TDA).22,23,24 LR-TDDFT and TDA-TDDFT have been 
successfully applied to many applications,25 but there are still well-known problems.19,26 
Two of the problems that affect their usefulness for PESs and spectroscopy are the 
incorrect dimensionality of conical intersections and underestimation of Rydberg 
excitation energies. In Chapters 2 and 3 I will discuss these problems in more detail and 
describe my contributions to address these two problems.  
1.3. NONADIABATIC DYNAMICS SIMULATIONS 
Having the Schrödinger equation in the adiabatic [eq. (1.7)] or diabatic [eq. (1.15)] 
representation with the PESs and couplings either computed or neglected, we now move 
on to the nonadiabatic molecular dynamics (MD) simulations. Ordinary trajectory-based 
Born-Oppenheimer (BO) MD treats the nuclei as classical particles moving on a single 
PES. To embody the nonadiabatic effect into the propagation of nuclear degrees of 
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freedom, one may adopt a fully-quantum treatment of the system, treating both the 
electrons and nuclei by quantum mechanics. A typical example of such quantum 
dynamics methods is the multi-configuration time-dependent Hartree (MCTDH)51 
method. However, the high computational cost of quantum dynamics simulations limits 
their feasibility to very small molecules with only a few degrees of freedom. To 
incorporate quantum effects while retaining the high efficiency of trajectory-based MD, 
semi-classical trajectory methods are developed to treat such nonadiabatic problems.   
The basic idea of the semi-classical trajectory methods considered here is to treat 
the propagation of nuclear degrees of freedom classically and that of electronic degrees 
of freedom quantum mechanically. (In comparison, ordinary trajectory-based MD does 
not treat electronic degrees of freedom explicitly; they are implicitly included in the 
PESs). The main focus is the treatment of the interaction between the two sets of degrees 
of freedom, i.e. how the electronic degrees of freedom affect the evolution of the nuclear 
degrees of freedom and vice versa. Differing in such treatment, many popular semi-
classical trajectory methods can be categorized into two types: surface-hopping and 
mean-field potential. Both types of methods propagate the electronic degrees of freedom 
according to the electronic time-dependent Schrödinger equation in which the nuclei 
provide a time-dependent external potential. However, they differ in how the nuclear 
degrees of freedom are propagated.  
In surface-hopping methods, the nuclei move on one PES at a time, but at some 
point the nuclei has a probability to “hop” from one PES to another. Different surface-
hopping methods differ in how the probability is calculated and where the nuclei can 
“hop”, but one of their common goals is to mimic the propagation of the nuclear quantum 
wave packet by an ensemble of independent classical trajectories. For instance, in a 
popular “fewest switches” method developed by Tully,27 surface hopping can occur at 
any geometry and the probability is specifically designed to be consistent with the change 
of occupation numbers of the electronic states. When the electronic transition occurs, the 
potential energy changes discontinuously and the nuclear velocities are adjusted so as to 
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conserve total energy. Apart from the surface hopping, the nuclei move on a single 
surface at any particular time just as in BO MD. 
In mean-field potential methods, the effective potential in which the nuclei move is 
taken as a weighted average of the involved PESs. Simple mean-field methods such as 
the semi-classical Ehrenfest (SE) method28 can correctly describe the coherent behavior 
of the electronic wave function being a superposition of the electronic eigenfunctions in 
strong-interaction regions where PESs are close in energy, but they cannot describe the 
decoherence of the electronic wave function in weak-interaction regions. A scheme to 
introduce decoherence into the mean-field method leads to the coherent switching with 
decay of mixing (CSDM) method.29  
1.4. ELECTRONIC ABSOPRTION SPECTROSCOPY AND THE SHAPE 
OF SPECTRAL BANDS 
Electronic absorption spectroscopy is the study of the absorption of radiation, 
usually in the UV and visible range, due to electronic transitions, and the resulting 
absorbance-versus-photon energy graph is called an electronic absorption spectrum. In 
practical experiments on polyatomic systems, the spectral lines due to individual nuclear 
motion states are often not resolved, and the absorption spectrum appears as continuous 
spectral bands, each band corresponding to an electronic transition from one electronic 
state to another. Three ingredients are needed to simulate a spectral band: the position, 
the strength, and the shape of the band. The position is determined by the electronic 
excitation energy and the strength by the transition dipole moment, both of which can be 
computed by electronic structure methods. With the recent improvements in electronic 
structure methods, especially equation-of-motion and linear-response methods and quasi-
degenerate and multi-state perturbation methods, it is now feasible to calculate excitation 
energies and transition dipole moments for many types of electronic transitions of fairly 
large and complex molecules, with an error of only a few tenths of an electron volt. The 
shape of a band is affected by many broadening factors, such as the finite lifetime of 
excited states, collisions (pressure broadening), thermal Doppler effects, and resolution of 
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the spectrometer. A more prominent effect in determining the band shape, which is the 
focus here, is the vibronic effect. Each electronic transition is always accompanied by 
vibrational transitions; as a result each electronic transition gives rise to a vibronic band. 
For unresolved spectra where the individual vibrational lines are not discernable, the 
spectrum simply appears as a broadened band.  
Various theories and models have been proposed to simulate the vibronic effect. 
The simplest is to employ the classical Franck-Condon principle and calculate only the 
vertical electronic transitions and convolute each transition with a broadening function, 
whose width is chosen empirically.30,31,32,33,34 This approach is convenient but has several 
flaws, especially the ambiguity in the choice of the width parameter, but also that this 
model does not recognize the asymmetry of the vibronic band shape, in particular that the 
band maximum is not located at the vertical excitation energy.  
At the other extreme are sophisticated time-independent35,36,37,38,39 and time-
dependent40,41,42,43,44 approaches to explicitly simulate the vibronic excitations. These 
methods can generate highly accurate vibronic spectra, but they require special expertise 
to use, and they may be unsuitable for complex molecules. For example, transition metal 
complexes often have tens of low-lying electronic states contributing to the electronic 
spectra. The vibronic bands often overlap, obscuring fine vibrational details and leading 
to structureless spectra. In this case it would be a substantial amount of work, and it may 
not be necessary, to simulate the vibrational structures of all the relevant bands.  
A method with sophistication intermediate between the two types of methods above 
is the ensemble method.45,46,47 It simulates vibronic excitations by single-point excitations 
at an ensemble of geometries representing the initial nuclear wave functions of the 
molecule, usually sampled from a molecular dynamics simulation. This method is 
relatively inexpensive, and it can simulate the unresolved vibronic band shape, as well as 
going beyond the Franck-Condon approximation by taking into account the dependence 
of transition dipole moment on the geometry. However, it can be difficult to generate the 
ensemble of geometries, for instance, if no convenient force field is available for the 
molecular dynamics simulation. 
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To overcome the difficulties of the aforementioned methods, I proposed two models 
that are simple enough to be applicable to complex systems without adding a major load 
to the cost and effort, yet are able to capture the overall profile of unresolved bands. The 
models are described in detail in Chapter 5.  
1.5. ORGANIZATION OF THIS THESIS 
The remainder of this thesis presents the research I have conducted during my 
doctoral training, including development and application of computational methods for 
studying the photochemistry and spectroscopy of complex molecules. Chapters 2 to 5 are 
about method development, and Chapters 6 to 8 are a computational study of the 
photochemistry and spectroscopy of a complex system, thioanisole.   
Chapter 2 develops a method called the configuration interaction-corrected Tamm-
Dancoff approximation (CIC-TDA). As mentioned in Section 1.2.2, one problem of the 
LR-TDDFT and TDA-TDDFT methods is that conical intersections of the reference state 
and a response state occur in F – 1 instead of the correct F – 2 dimensions, where F is the 
number of internal degrees of freedom. CIC-TDA is designed to fix this problem. It 
calculates the coupling between the reference state and an intersecting response state by 
interpreting the KS reference-state Slater determinant and linear response as if they were 
wave functions. Both formal analysis and test results show that CIC-TDA gives similar 
results to TDA-TDDFT far from a conical intersection, but the intersection occurs with 
the correct dimensionality.   
Chapter 3 develops a scheme called exchange-enhancement-for-large-gradient 
(XELG) to improve the accuracy of TDDFT on Rydberg excitations. TDDFT with 
conventional local and hybrid functionals such as the local and hybrid generalized 
gradient approximations (GGA) seriously underestimates the excitation energies of 
Rydberg states, which limits its usefulness for applications like spectroscopy and 
photochemistry. The XELG scheme modifies the exchange enhancement factor to 
improve GGA functionals for Rydberg excitations within the TDDFT framework while 
retaining their accuracy for valence excitations and for the thermochemical energetics 
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calculated by ground-state density functional theory (DFT). The scheme is applied to a 
popular hybrid GGA functional and tested on datasets of valence and Rydberg excitations 
and atomization energies, and the results are encouraging.  
Chapter 4 introduces a method called model space diabatization (MSD) for 
diabatizing MS-MRPT wave functions. An advantage over previous diabatization 
schemes is that dynamical correlation calculations are based on standard post-MCSCF 
multi-state methods even though the diabatization is based on state-averaged MCSCF 
results. The strategy is illustrated by applications to LiH, LiF, and thioanisole, with the 
fourfold-way diabatization and XMC-QDPT, and the results illustrate its validity. 
Chapter 5 presents two Franck-Condon models for the band shape of electronic 
absorption spectroscopy. These models are suitable for simulating the unresolved 
vibronic band shapes of electronic spectra that involve many vibrational modes. The 
models are straightforward and can be easily applied to simulate absorption spectra that 
are composed of many electronic transitions. As compared to carrying out molecular 
dynamics simulations, they require relatively few electronic structure calculations, and 
the additional cost for constructing the spectra is negligible. 
Chapter 6 simulates and interprets the low-lying excited states and the electronic 
absorption spectrum of thioanisole. The nature of the four lowest singlet states  are 
investigated using electronic structure calculations by MRPT, by completely-
renormalized equation-of-motion coupled cluster theory with single and double 
excitations and noniterative inclusion of connected triples (CR-EOM-CCSD(T)), and by 
TDDFT. The assignment of the electronic spectrum is clarified by simulating it using a 
normal-mode sampling approach combined with TDA-TDDFT. 
Chapter 7 investigates the diabatization of two singlet states of thioanisole in the S-
CH3 bond stretching and C-C-S-C torsion two-dimensional nuclear coordinate space 
containing a conical intersection, which is important for its photochemistry. Two 
systematic methods are used: the (orbital-dependent) fourfold way and the (orbital-free) 
Boys localization diabatization method. These very different methods yield strikingly 
similar diabatic potential energy surfaces that cross at geometries where the adiabatic 
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surfaces are well separated and do not exhibit avoided crossings, and the contours of the 
diabatic gap and diabatic coupling are similar for the two methods. The validity of the 
diabatization is supported by comparing the nonadiabatic couplings calculated from the 
diabatic matrix elements to those calculated by direct differentiation of the adiabatic 
states. 
Chapter 8 constructs the analytic potential energy surfaces (PESs) and state 
couplings of the ground and two lowest singlet excited states of thioanisole in a diabatic 
representation based on electronic structure calculations including dynamic correlation. 
They cover all 42 internal degrees of freedom and a wide range of geometries including 
the Franck-Condon region and the reaction valley along the breaking S-CH3 bond with 
the full ranges of the torsion angles. The parameters in the PESs and couplings are fitted 
to the results of smooth diabatic electronic structure calculations including dynamic 
electron correlation by the XMC-QDPT method for the adiabatic state energies followed 
by diabatization by the fourfold way. The fit is accomplished by the Anchor Points 
Reactive Potential method with two reactive coordinates and 40 nonreactive degrees of 
freedom, where the anchor-point force fields are obtained with a locally modified version 
of the QuickFF package.  
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Chapter 2. Configuration Interaction-Corrected Tamm-Dancoff 
Approximation: A Time-Dependent Density Functional Method 
with the Correct Dimensionality of Conical Intersections. 
 
2.1. INTRODUCTION 
The Kohn-Sham density functional theory (KS-DFT) of electronic structure is 
intrinsically a ground-state theory, but excited states show up as poles in the response of 
the ground state to an external perturbation, and based on this a time-dependent 
formulation (TDDFT) has been used to obtain excited-state energies.1 One typically 
makes the adiabatic linear response (LR) approximation to KS theory (LR-TDDFT), and 
this leads to a set of equations (often called the Casida equations2) that are very 
convenient for computation and that are analogous in form to the linear-response time-
dependent Hartree-Fock approximation in wave function theory3,4 (WFT); these 
equations can be called respectively the Kohn-Sham and Hartree-Fock linear response 
approximations (LR-TDDFT and HF-LR). The LR-TDDFT equations can be further 
simplified by the Tamm-Dancoff approximation5,6 (TDA) to obtain a set of equations7 
(we will call them the TDA-TDDFT equations) with an analogous form to the WFT 
configuration interaction method in which only single excitations are considered8,9,10 
(usually called "configuration interaction singles" or CIS, but sometimes called the TDA); 
to avoid confusion with TDA-TDDFT, we will call this WFT method HF-TDA. TDA-
TDDFT typically gives similar results to the full LR-TDDFT equations, but is more 
stable near state intersections.11 Whereas HF-TDA is usually too inaccurate for practical 
work, due to missing dynamical correlation energy, TDA-TDDFT is now known to 
provide reasonable accuracy for electronic excitation energies of singly excited valence 
states,12,13 and with some functionals good results can be obtained for Rydberg states or 
long-range charge transfer states, although no single exchange-correlation functional has 
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been shown to be very good for all three kinds of excitation, and doubly excited states are 
still problematic.11,14  
Despite the above difficulties for some types of excitations, LR-TDDFT and TDA-
TDDFT are becoming the workhorses of electronic spectroscopy for all but the smallest 
molecules. However, their application to photochemistry is impeded by a problem of 
another type that occurs in both LR-TDDFT and TDA-TDDFT, even for singly excited 
valence states. This problem is well understood, and precisely the same problem occurs 
in HF-TDA.  It is well known that for a molecule with F internal degrees of freedom, 
conical intersections occur in a subspace of F – 2 dimensions.15,16,17 However, in TDA-
TDDFT and HF-TDA conical intersections between the reference state and a response 
state occur in F – 1 dimensions.18 In the present chapter we show how to eliminate this 
problem, by combining ideas from HF-TDA and TDA-TDDFT.  The resulting method, 
which we call configuration interaction-corrected TDA (or CIC-TDA), gives results very 
similar to TDA-TDDFT far from a conical intersection, but it has the correct 
dimensionality for conical intersections. 
Further discussion of TDDFT relevant to photochemical problems is provided 
elsewhere.19,20,21,22 
2.2. THEORY 
For simplicity, we give equations only for closed-shell reference states; the 
generalization to open-shell reference states is straightforward. The procedure starts with 
the solution of the usual Kohn-Sham self-consistent-field problem for the reference state; 
this yields a set of doubly occupied molecular orbitals i, j, … and a set of virtual 
molecular orbitals a, b, … (We call this reference state the KS-SCF state. It is usually the 
ground state at the equilibrium geometry, but it may correspond to an excited state 
elsewhere, for example on the “other side” of an intersection. Nevertheless it is often 
convenient to call it the ground state more generically and to call the response states the 
excited states.) The TDA-TDDFT equations for excited singlet states constitute a 
Hermitian eigenvalue problem given by 
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 w=AZ Z  (2.1) 
where w  is the excitation energy, Z is the amplitude vector describing the excited state, 
and, assuming real orbitals, the matrix elements of A are (all equations are in hartree 
atomic units): 
 Aia, jb
KS-TDA = dijdab(ea -ei )+ ai | jb( ) -
X
100
ab | ji( ) + (1- X
100
) ai | fxc | jb( )  (2.2) 
where X is the percentage of Hartree-Fock exchange if a hybrid exchange-correlation (xc) 
functional is used; the spin-free two-electron integrals are defined, following Szabo and 
Ostlund,23 by 
 ai | jb( ) = d3r1d
3r2
fa (r1)fi (r1)f j (r2)fb(r2)
r1-r2
òò  (2.3) 
and fxc  is the “xc kernel” with matrix elements 
 ( )
2
3 3 xc
xc 1 2 1 1 2 2
1 2
| | ( ) ( ) ( ) ( )
( ) ( )
a i j b
E
ai f jb d d
d
f f f f
d d
= òò r r r r r rr r
 (2.4) 
where f  is a molecular orbital,   is the electron density, Exc is the xc functional, and d  
denotes functional variation. The dimension of the square A matrix is occ virt 2( )N N× , 
where N occ  and N virt  are respectively the number of doubly occupied and virtual 
orbitals in the reference state.  
HF-TDA theory has the same structure as eq. (2.1), but A is replaced by,24  
 H ¢i ¢a , ¢j ¢b = F ¢i
¢a H F ¢j
¢b =d ¢i ¢j d ¢a ¢b (e ¢a -e ¢i )+ ¢a ¢i | ¢j ¢b( ) - ¢a ¢b | ¢j ¢i( )  (2.5) 
where F ¢i
¢a  denotes the singly excited determinant with occupied orbital i' replaced by 
virtual orbital a' (the primes denote HF orbitals instead of KS orbitals). This matrix 
involve only singly excited determinants and no ground-state (closed-shell) determinant 
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F0
HF , because the coupling between the ground-state determinant and any singly excited 
determinant,  
 HF HF OCC00, ( | (1 , 2 ,..., ) | )
a
i a iH H a f N iF F
¢
¢ ¢ ¢
¢ ¢ ¢ ¢º = , (2.6) 
vanishes by virtue of Brillouin’s theorem, where the Fock operator is defined as 
 
occ occ
HF OCC(1 , 2 ,..., ) 2
N N
j j
j j
f N h J K¢ ¢
¢ ¢
¢ ¢ = + -å å  (2.7) 
which is composed of the "core" operator h (kinetic energy plus external potential), the 
Coulomb operator J ¢j , and the exchange operator K ¢j , the latter two summed over all 
doubly occupied Hartree-Fock orbitals. The same argument applies to TDA-TDDFT: the 
KS reference ground state F0
KS
 
and linear-response excited determinants do not couple. 
However, such de-coupling is an artifact. For instance, if doubly excited determinants are 
included in the configuration-interaction basis set, the singly excited determinants will 
couple to the reference determinant indirectly via doubly excited determinants. This 
artificial de-coupling is the cause of the incorrect 1F -  dimensionality of conical 
intersections between the ground (reference) state and the excited (response) state in HF-
TDA and TDA-TDDFT where F  is the number of internal degrees of freedom. This 
point has been discussed by Levine et al.,18 and it can be also seen from the fact that HF-
TDA and TDA-TDDFT, because of the absence of coupling of the reference ground state 
and the response excited states, automatically satisfy one of the constraints proposed by 
Longuet-Higgins16 for the energetic two-fold degeneracy of the ground state and an 
excited state to occur.  
By introducing coupling between the reference state and the intersecting response 
state into TDA-TDDFT, the dimensionality of the conical intersection is corrected. Here 
we propose a method, to be called CIC-TDA, for including such coupling in TDA-
TDDFT. Coupling between the closed-shell determinant and any singly excited 
determinant vanishes in HF-TDA because the primed HF orbitals are eigenvectors of the 
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self-consistent Fock operator HF OCC(1 ,2 ,..., )f N¢ ¢ . The analogue in TDA-TDDFT, 
KS
0, ( | | )iaA a f i= , vanishes for the same reason, where the KS operator is defined as  
 f KS = h+ 2J j
j
N occ
å + vxc  (2.8) 
where vxc  is the exchange-correlation potential defined as the functional variation of the 
exchange-correlation functional Exc with respect to electron density. It is well known that 
the Kohn-Sham determinant and the TDA response written as a linear combination of 
singly excited Slater determinants are not actually wave functions for the physical system 
under consideration; for example, the Kohn-Sham determinant of the ground state is an 
antisymmetrized product of orbitals that yields the same density as the real system, but it 
is the wave function of a reference system in which the electrons do not interact. Our 
solution to the conical intersection problem is to calculate 0,iaA  by wave function theory 
as if the Kohn-Sham determinant and the TDA response written as a linear combination 
of singly excited Slater determinants were approximate wave functions of the real system. 
This yields: 
 A0,ia
CIC = H0,ia º F0
KS H Fi
a = (a | h+ 2J j
j
N occ
å - K j
j
N occ
å | i) (2.9) 
which does not vanish. By including this coupling, the conical intersection will appear 
with the correct dimensionality. An important point is that A0,ia
CIC should usually be small 
since its finiteness is due to the difference between the KS orbitals and the HF orbitals, 
which are generally similar. More detailed analysis of the coupling is given later in this 
chapter, but first we explain in more detail how we implement eq. (2.9). 
CIC-TDA proceeds in four steps. Firstly, the dominant determinant Fi
a  
(corresponding to an i→a single excitation) of the intersecting excited state is identified. 
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Secondly, the coupling between this determinant and the reference determinant is 
calculated using eq. (2.9). Thirdly, the TDA-TDDFT A matrix is expanded to a new 
square matrix A´ of dimension (N occ × N virt +1)2 that includes the reference determinant 
in the basis,  
  (2.10a) 
 ( )0000 CIC,0T  iaA=c  (2.10b) 
It includes additionally a (N occ × N virt ) -dimensional column vector c, a row vector  
(which is the transpose of c), and the energy of the reference state EKS. Note that in 
TDA-TDDFT the absolute energy of the reference state is usually subtracted from the 
diagonal elements of A so that the eigenvalues are excitation energies, and in this case 
EKS in A´ is set to zero. The c vector has the new coupling matrix element of eq. (2.9) in 
the row of the dominant determinant of the intersecting excited state and zeros as all 
other components. In this way the coupling between the states of interest is included 
without changing the TDA-TDDFT energies significantly (as demonstrated in the results 
given later in this chapter). Finally, the expanded matrix is diagonalized to obtain the 
energies of the ground state and the intersecting excited state as the smallest eigenvalues.  
Since the KS orbitals are not eigenvectors of the Fock operator, the coupling given 
in eq. (2.9) does not vanish identically; instead, it can be expressed as   
 
occ occ
occ
occ
CIC
0, xc xc
KS
xc
xc
( | | ) ( | 2 | ) ( | | ) ( | | ) ( | | )
( | | ) ( | | ) ( | | )
( | | ) ( | | )
N N
ia j j
j j
N
j
j
N
j
j
A a h i a J i a v i a K i a v i
a f i a K i a v i
a K i a v i
= + + + - -
= + - -
= - -
å å
å
å
 (2.11) 
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This shows that the coupling is equal to the difference between the matrix elements of HF 
exchange and KS exchange-correlation. Basic matrix algebra shows that CIC-TDA 
lowers the ground-state energy E0
KS-TDA  and raises the excited-state energy E1
KS-TDA  
by a similar amount D . Near an intersection, where E1
KS-TDA - E0
KS-TDA  0, it is 
easily shown that D A0,ia
CIC ; and far from an intersection, 
D A0,ia
CIC
2
/ E1
KS-TDA - E0
KS-TDA( ) . According to our tests (see below), A0,iaCIC is 
typically of the order of magnitude of 0.1 eV, while KS-TDAΔE  is generally several eV 
in regions where E0
KS-TDA  and E1
KS-TDA  are well separated. Therefore, it is anticipated 
that CIC-TDA is able to lift the incorrect degeneracy of TDA-TDDFT states around a 
true intersection whereas it does not change the TDA-TDDFT energies significantly 
where the potential energy surfaces (PESs) are well-separated. At a symmetry-allowed 
conical intersection, A0,ia
CIC is zero by symmetry and CIC-TDA gives the same position of 
intersection as TDA-TDDFT; however, CIC-TDA surfaces, unlike TDA-TDDFT 
surfaces, also have the correct topology for same-symmetry conical intersections.  
 If desired, oscillator strengths may be calculated using the same methods as are 
used without the configuration-interaction correction. 
 We note that conical intersections between two excited states already have the 
correct dimensionality and do not require this correction. We also note that another way 
to correct the treatment of conical intersections is to use spin-flip TDDFT, where the 
reference state is a triplet18,25,26,27,28 but the present chapter is concerned with a correct 
treatment based on conventional TDDFT with a singlet reference state. 
2.3. COMPUTATIONAL DETAILS 
The CIC-TDA method has been implemented in a locally modified version of the 
GAMESS29,30 package for both closed-shell singlet ground states and doublet ground 
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states, and all calculations were performed using this software. For practical convenience, 
the CIC-TDA matrix in this implementation of the CIC-TDA method is built from the 
TDA-TDDFT A matrix of dimension (N occ ×N virt )2 by replacing the row and column 
corresponding to the excitation from the lowest occupied molecular orbital (LOMO) to 
the highest unoccupied molecular orbital (HUMO) with  and c  as defined in eq. 
(2.10b) and by setting the element at the intersection of that row and column to zero. In 
other words, we employ a CIC-TDA matrix A' of dimension  (N occ ×N virt )2 rather than 
(N occ ×N virt +1)2  by excluding the Slater determinant corresponding to the LOMO→
HUMO excitation from the basis set of Slater determinants used in eq. (2.5). This 
approximation has a negligible effect on the energy of the low-lying excited states 
because we know from chemical intuition (and it has also been tested) that such LOMO
→HUMO configuration has negligible contribution to those states.   
Diagonalization of the CIC-TDA matrix is carried out by the Davidson algorithm, 
which is much less expensive than a direct diagonalization. The spatial symmetry 
restriction is turned off in all calculations. 
We found, for both TDA-TDDFT and CIC-TDA, that in order to get electronic 
excitation energies that are smooth functions of geometry, one must use fine grids and 
very tight convergence criteria in the SCF iterations that produce the KS reference state.  
2.4. TESTS AND DISCUSSION 
Calculations were performed on two test systems. These two systems are good test 
cases because their conical intersections have been studied previously, and the conical 
intersections are well understood. In the examples, it happens that the first excited 
electronic state is dominated by the HOMO→LUMO singly excited determinant, where 
the HOMO is the highest occupied molecular orbital (orbital i in eq 2.9) and LUMO is 
the lowest unoccupied (or virtual) molecular orbital (orbital a in eq 2.9). In this case, 
A0,ia
CIC, where ia corresponds to the HOMO→LUMO excitation, is the first element of c. 
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Therefore this single coupling matrix element and its transpose are added to the TDA-
TDDFT matrix A to produce the CIC-TDA matrix A´. One- and two-dimensional cuts 
through the PESs of the ground state and an intersecting excited state in the vicinity of 
the conical intersections were calculated using both TDA-TDDFT and CIC-TDA. A 
practical point that is worth noting is that the KS-SCF solution tends to be relatively 
unstable near state crossings and in regions where the KS closed-shell reference state is 
not the ground state, making it harder, both for TDA-TDDFT and for CIC-TDA, to 
converge to smooth orbitals and smooth potential energy curves. Therefore we used a 
tight grid and strict convergence criteria.  
Test case 1. The first system is ammonia (NH3). The coordinates are the same as 
used previously32; in particular, r1, r2, and r3 are the N–H bond lengths, θ1, θ2, and θ3 are 
H–N–H bond angles, T is a vector that trisects the three N–H bonds, β is the angle 
between T and any of the bonds, and θ'1, θ'2, and θ'3 are are the angles between the 
projections of the bonds on a plane perpendicular to T. Multi-reference perturbation 
theory predicts a symmetry-allowed conical intersection between the ground state (of 
symmetry A1) and a singlet excited (B1) states at a C2v geometry with a stretched N-H 
bond r1, with the other two N-H bond lengths at r2 = r3 = 1.039 Å and the three H-N-H 
bond angles at θ1 = θ2 = θ3 = 120°.
31,32 To investigate the behavior of TDA-TDDFT and 
CIC-TDA in the vicinity of this conical intersection, the M0633,34 exchange-correlation 
functional with the 6-31+G(d)35,36,37 basis set was used to calculate the PESs of the two 
lowest-energy states (A1 and B1) along N-H bond stretching r1 and inversion angle β, 
with r1 and r2 fixed at 1.039 Å and the three projected bond angles θ'1, θ'2, and θ'3 fixed at 
120°. The B1 state mainly corresponds to an excitation from the HOMO to the LUMO of 
the closed-shell A1 reference state.
31 At the conical intersection, the HOMO has b1 
symmetry and np character, and the LUMO has a1 symmetry and σ* character; thus the 
HOMO→LUMO singly excited determinant is denoted as nσ*.  
A two-dimensional cross section of the PESs of the two lowest-energy singlet states 
(S0 and S1) in the r1-β subspace is shown in Figure 2.1. Moving away from the planar 
intersection by decreasing β from 90°, the degeneracy of the two states is lifted and a 
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cone results.31,32 However, TDA-TDDFT method shows a spurious seam of degeneracy 
for β < 90°. By contrast, CIC-TDA gives a correct double-cone topology.  
Several one-dimensional cross-sections of the 2-dimensional PESs with different β 
are shown in Figures 2.2 and 2.3. For β = 90°, the CIC-TDA and TDA-TDDFT potential 
energy curves overlap because the coupling vanishes by symmetry; thus this result is not 
shown in the figures. For β = 89°, TDA-TDDFT gives an artificial intersection at r1 = 
2.24 Å, and CIC-TDA lifts the degeneracy by 0.058 eV. For β = 88.5°, the degeneracy is 
lifted by 0.093 eV, which is larger than for β = 89° as it should for a double-cone 
topology. We also note that TDA-TDDFT gives an unphysical “double crossing” for β = 
88.5° which is fixed by CIC-TDA. Moving away from the crossing, CIC-TDA converges 
to TDA-TDDFT, as can be seen for β = 88.5°.  
Test case 2. The second system is penta-2,4-dieniminium cation, which will be 
denoted as PSB3 because it is a model molecule of the retinal protonated Schiﬀ base 
(PSB) with three conjugated double bonds. Previous studies28,38 found a conical 
intersection between the ground and the first singlet excited states of PSB3 near a bond 
length alternation (BLA) path connecting the saddle points of two reaction paths of the 
cis-trans isomerization. For the present study, we used the 14 structures along BLA path 
from the original literature,38 then added more structures by quadratic interpolation 
between the 9th and 12th structures to increase the density of points in the region closest 
to the conical intersection.  Then TDA-TDDFT and CIC-TDA calculations were 
performed with the M05-2X34,39 xc functional and the 6-31G(d)35,36 basis set (the same as 
used in previous work28) to calculate potential energy curves of the two states along this 
path. The reference state is a closed-shell 2 state; the response state is a * state which 
corresponds to the HOMO→LUMO excitation. To obtain smooth convergence, a tighter 
grid and convergence than the previous study28 are used in the present calculations. 
The TDA-TDDFT and CIC-TDA potential energy curves for PSB3 along the BLA 
path are shown in Figure 2.4. In this case CIC-TDA again corrects an unphysical “double 
crossing” obtained by TDA-TDDFT. The degeneracy at the first crossing of TDA-
TDDFT at a BLA coordinate of ~0.0224 Å is lifted by 0.04 eV by CIC-TDA. The 
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deviation of CIC-TDA from TDA-TDDFT increases from ~0.025 Å onward because 
| A0,ia
CIC| increases and, according to the formal analysis above, the deviation is 
approximately equal to | A0,ia
CIC | when two PESs are close. 
Further discusssion. We note that the present treatment does not remove the 
adiabatic approximation, and so it is not an attempt to make TDDFT more accurate 
(closer to formally exact TDDDFT) in general, but rather to improve the description of 
excited stated in the vicinity of S0–S1 conical interaction schemes. 
A procedure called Brillouin-corrected dressed TDDFT (b-D-TDDFT), described in 
a thesis,40 was proposed as an extension of conventional dressed TDDFT. In dressed 
TDDFT one uses a modified correlation functional to take account of two-particle–two-
hole states.4142 In order to implement dressed D-TDDFT with a nonlocal exchange-
correlation functional in a computer program that did not have SCF capability for 
nonlocal functionals, the SCF ground state determined with a local functional was 
modified by adding all possible single excitations with perturbation theory; this gives a 
nonvanishing contribution since the perturbation theory is applied with a nonlocal 
functional on a zero-order state obtained with a local functional.40 That method has some 
similarity to the present method, but differs in fundamental ways, including: (1) the 
motivation and justification for the method is entirely different, in particular the present 
method is explicitly designed to correct the conical intersection problem that occurs with 
either local or nonlocal exchange-correlation functionals; (2) we include the coupling of 
the ground state to a single excitation in the TDA calculation, not as a prior step; (3) we 
include only one single excitation, not all of them (although one could add additional 
single excitations if the character of S1 at S0-S1 conical intersections changes qualitatively 
as a function of geometry). Difference (3) is very important; including all single 
excitations would lead to a much larger change from conventional TDDFT, but the 
present method is designed to make a significant change only in the vicinity of the S0–S1 
conical intersection. 
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2.5. SUMMARY  
We propose a new approximation called configuration-interaction-corrected TDA 
(CIC-TDA) that corrects the dimensionality problem of TDA-TDDFT for conical 
intersections. The new scheme includes a coupling between the reference state and the 
intersecting response excited state and thus removes the unphysical state crossings of 
TDA-TDDFT, but not the physical crossings of dimensionality F – 2. In regions of 
nuclear configuration space where the reference state is well separated from the excited 
states, CIC-TDA energies converge to TDA-TDDFT and therefore it gives the same 
accuracy as TDA-TDDFT in those regions. The new method was tested on two molecules, 
ammonia and PSB3, and the results are consistent with the expectations based on formal 
analysis in all respects: the coupling A0,ia
CIC is a small quantity, CIC-TDA lifts artificial 
state crossings of TDA-TDDFT, and it converges to TDA-TDDFT far from an 
intersection.  
We emphasize that CIC-TDA is aimed at remedying the incorrect dimensionality of 
conical intersections in TDA-TDDFT, but it does not improve the TDA-TDDFT energy 
more generally, as can be seen from the formal analysis given in this chapter. Improving 
TDA-TDDFT more generally requires improved xc functionals, which is a separate issue.  
The new method is general and can be applied with any approximate xc functional and 
hence can be applied with better functionals when they become available. However, as 
mentioned in the introduction, there are many problems where the currently available 
functionals already provide useful accuracy.12,13 The CIC-TDA approximation is well 
defined, easy to implement, and simple to use. The results presented here show that this 
scheme will allow realistic application of density functional methods to photochemical 
problems involving conical intersections. 
 
  34 
 
 
Figure 2.1. PESs of the two lowest-energy states of NH3 in r1-β nuclear configuration 
space as calculated by (top) TDA-TDDFT and (bottom) CIC-TDA.  
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Figure 2.2. Potential energy curves of the two lowest-energy states and the coupling 
c of NH3 (c is shorthand for A0,ia
CIC) as a function of the N-H bond length r1 with the 
inversion angle β fixed at 89°. (top) Potential energy curves as calculated by TDA-
TDDFT and the new CIC-TDA. (bottom) Coupling c used in CIC-TDA calculation.  
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Figure 2.3. Potential energy curves of the two lowest-energy states and the coupling c 
(c is shorthand for A0,ia
CIC) of NH3 as a function of the N-H bond length r1 with the 
inversion angle β fixed at 88.5°. (top) Potential energy curves as calculated by TDA-
TDDFT and the new CIC-TDA. (bottom) Coupling c used in CIC-TDA calculation.  
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Figure 2.4. Potential energy curves of the two lowest-energy states and the coupling c 
of PSB3 (c is shorthand for A0,ia
CIC) along the BLA path. (top) Potential energy curves 
as calculated by TDA-TDDFT and the new CIC-TDA. (bottom) Coupling c used in 
CIC-TDA calculation. 
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Chapter 3. Improving Rydberg Excitations within Time-
Dependent Density Functional Theory with Generalized Gradient 
Approximations: The Exchange-Enhancement-for-Large-
Gradient Scheme 
 
3.1. INTRODUCTION 
Linear-response time-dependent density functional theory (TDDFT) with 
conventional local functionals such as the local spin-density approximation (LSDA) and 
generalized-gradient approximation (GGA) is well known to suffer from severe 
underestimation of the energies of Rydberg excitations.1,2,3 This can be ascribed to the 
self-interaction error (SIE) due to the failure of local exchange approximations to exactly 
cancel the spurious Coulomb interaction of an electron with itself. Global hybrid 
functionals alleviate the SIE by mixing a fraction of self-interaction-free nonlocal 
Hartree-Fock exchange, but this does not solve the problem. The exchange-correlation 
(xc) potential (vxc) derived from these functionals is everywhere too shallow (not 
negative enough) and does not exhibit the –1/r limit as r→∞, where r is the distance 
from an electron to the nearest nucleus of a finite system. This leads to overall large 
upshifts of the core and valence Kohn-Sham (KS) orbital energies and small upshifts of 
the Rydberg orbital energies, resulting in still reasonable valence-valence orbital energy 
gaps but much too narrow valence-Rydberg energy gaps.4 These too narrow gaps are the 
cause of the underestimation of the Rydberg excitation energies with TDDFT. It greatly 
limits the applicability of TDDFT for spectroscopy and photochemistry of molecules. It 
is worth emphasizing that this can be a problem even for cases where the excitation 
energies of interest are lower than the energies of any Rydberg states because the 
underestimated energies of the Rydberg states by TDDFT brings them down to where 
they mix with valence states and muddy the whole spectrum. 
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There have been attempts in the literature to correct the SIE within the framework 
of KS DFT; examples include methods that directly model the xc potential,5,6,7,8,9 the 
range-separated hybrid scheme,10 and the HOMO (highest occupied molecular orbital) 
depopulation method.11,12 They are able to significantly improve the Rydberg excitations 
but also have their own problems. Directly correcting the xc potential does not generate 
an xc energy functional and therefore cannot be used to predict total energies.13 The 
schemes for correcting xc potentials also often involve system-dependent parameters like 
the ionization potential, making them inconvenient to use. Range-separated hybrid 
functionals have adjustable parameters that control the mixing of short- and long-range 
exchange, and it is not always clear how they should be determined to balance the 
performance for energetics and different types of electronic excitations.14 HOMO 
depopulation is not size-extensive and is thus unsuitable for photochemistry.15 In this 
chapter, with the aim of developing better functionals suitable for both spectroscopy and 
potential energy surfaces for photochemistry, we propose a new scheme to improve the 
description of Rydberg excitations of local and hybrid GGA functionals without 
sacrificing their good performance for valence excitations, ground-state energetics, and 
bond energies. The new scheme is fundamental in the sense that it modifies the 
exchange-correlation functional rather than a derived property or methodological step. 
Apart from providing a correction to existing GGAs, it can also serve as a component of 
a new strategy for the development of new xc functionals.  
3.2. THEORY 
The theoretical foundation of our method is based on the arguments of Tozer and 
Handy.16 It is well known that the exact KS xc potential is discontinuous with respect to 
the fractional number of electrons when the number changes through integers,17 but the 
model xc potentials derived from LSDA and GGA lack such derivative discontinuity due 
to the self-interaction error.18 One consequence is that the model potentials produce 
HOMO energies (εHOMO) higher than the negative of the ionization potential (−I) of the 
system, as opposed to εHOMO = −I given by the exact potential. Tozer and Handy 
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argued,16 however, that the potential and the HOMO energies given by LSDA and GGA 
can be regarded as reasonable if one views the potential as modeling an average over the 
derivative discontinuity, but with this viewpoint the xc potential should asymptotically go 
like −1/r + I + εHOMO, which approaches a positive value I + εHOMO as  r→∞,  instead 
of −1/r, which vanishes as  r→∞. Therefore, to improve the LSDA and GGA potential 
one may push the potential up in the large-r region as Tozer and Handy did in their AC 
scheme,6,19 as an alternative to pulling it down in the small-r region to make it closer to 
the exact potential as van Leeuwen and Baerends did in their LB94 potential.5 In this 
chapter, we follow the philosophy of Tozer and Handy but pursue it in a different manner. 
Instead of correcting the xc potential, we correct the GGA xc functional so that it 
generates the kind of potential that we desire. In particular, we utilize the fact that the 
value of the reduced density gradient is small in the core and valence regions of a finite 
system but blows up exponentially in the Rydberg and asymptotic regions. We show that, 
by augmenting the enhancement factor of an existing GGA exchange functional for large 
values of the reduced density gradient, we can shift the exchange potential upward in the 
Rydberg region (as discussed below, the exchange energy functional is more negative, 
but the exchange potential is shifted upward) with only a minor effect on the potential in 
the core and valence regions. The scheme is therefore called exchange-enhancement-for-
large-gradient (XELG). It gives a more reasonable low-lying Rydberg orbital energy 
spectrum and in turn better Rydberg excitation energies, while keeping the performance 
for valence excitations and ground-state energetics of the original GGA.  
Analysis of the exchange potential derived from GGA functionals in the 
asymptotic region. To see how the form of the exchange functional can affect the 
behavior of the exchange potential, we start with a formal asymptotic analysis. A GGA 
exchange functional can be written in the following form,20  
 GGA GGA 3 LSDAx x, x x
, ,
( ) ( )E E d F ss s s s
s   s  
 e 
= =
= =å å ò r  (3.1) 
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where s  is the spin density, 
LSDA
xe  is the exchange energy density per electron of the 
LSDA functional,21  
 
1/3
LSDA 1/3
x 1 1
3 6
( ) ,
4
C Cs se   
æ ö
= = - ç ÷
è ø
, (3.2) 
ss  is the reduced spin density gradient consistent with the definition in ref. 22,  
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and x ( )F ss  is the exchange enhancement factor that defines a particular approximate 
exchange functional. In this chapter we will always work with functionals of spin 
densities rather than of total density.  
Next we will see how the behavior of x ( )F ss  affects the exchange potential in the 
asymptotic region where ρσ decays exponentially. To obtain an expression for the 
exchange potential, we first rewrite eq. (3.1) as 
 3x
,
( , )E d f ss s
s  

=
= å ò r , (3.4) 
which defines f. The exchange potential for orbitals of spin σ is then given by23 
 xx,
E f f
v s
s s s
d
d  
 
= = - ×
 
 (3.5) 
where the vector 
f
s


 is defined as 
 
( / ) ( / ) ( / )
f f f f
x y zs s s s   
   
º + +
         
i j k  (3.6) 
where i, j, k are the unit vectors associated with the Cartesian coordinates x, y, and z, and 
f depends on s  via sσ.  
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In the asymptotic region far away from the nuclei of a finite system, the spin 
density decays exponentially19 and can be written as 
 ( ) ~ rr Ae gs
-
 (3.7) 
where r is the distance from the nuclei, A is a positive constant, and γ is related to the 
ionization potential I of the system by 
1/22( 2 )Ig = - . Accordingly sσ is given by 
 1/3 (1/3)2~
rs C A e gs g
- . (3.8) 
In this region sσ grows exponentially and acquires large values, while in the valence and 
core regions of a finite system the value of sσ is much smaller (typically less than 3). 
Substituting eqs. (3.7) and (3.8) in eq. (3.5), we can derive the expression of the 
exchange potential in the asymptotic region,  
 
2
x x x x
x, 1 2 1 22
1 1
~ 4 4 2
3
F dF d F dF
v C C s C C
s ds r dsds
s s
s s ss
g
æ ö
- + +ç ÷
ç ÷
è ø
. (3.9) 
As already discussed by Engel et al.,24 it is possible to recover the −1/r asymptotic form 
of x,v s  by setting 
1
x 1 2~ ( 2 )F C C ss
--  asymptotically. However, Engel et al. showed 
that the correct asymptotic form is irrelevant for recovering the atomic exchange 
energies,24 and it is also irrelevant for our purpose of raising the potential to positive 
values in large-r regions.  
For our purpose, we require that x,v s  goes asymptotically to a positive constant. 
This can be achieved by requiring 
 xlim ~ ln
s
F s s
¥
 (3.10) 
asymptotically.  It is straightforward to show that with this form of xF  eq. (3.9) becomes 
 
1/3
2
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(note that 1 0C < ). With the XELG scheme introduced next, we will modify xF  of a 
standard GGA to obtain an asymptotic form like eq. (3.10) as sσ →∞ while keeping the 
form of xF  of the standard GGA in the valence and core regions where sσ is small.  
 Exchange-enhanced GGA. The exchange-enhanced GGA (xe-GGA) is defined by 
multiplying GGAx,E s  in eq. (3.1) by a XELG factor ( )g ss , namely,  
 xe-GGA 3 LSDAx, x x( ) ( ) ( )E d F s g ss s s s s e = ò r . (3.12) 
Essentially it defines a new enhancement factor , but we write it 
as a product because we will take x ( )F ss  from a standard GGA functional (or the local 
part of a global hybrid GGA functional) that performs well for valence excitations and 
apply the correction ( )g ss  to improve the Rydberg excitations. The resulting exchange-
enhanced functional will be called xe-GGA, where GGA is the name of a standard local 
or global hybrid GGA functional to be corrected. Since xe-GGA is itself a GGA, it has 
the desirable formal properties that a GGA has, e.g., DFT and TDDFT with xe-GGA are 
size-extensive.  
As a test of the formalism, we choose the PBE exchange functional22 as the 
standard GGA exchange functional to be corrected (combined with the standard PBE 
correlation functional). The reason for this choice is that PBE0,25 a reasonably simple 
global hybrid GGA that mixes 25% Hartree-Fock nonlocal exchange with 75% PBE local 
exchange, is widely available in popular computer programs, it has good performance for 
valence excitations (see, for example, refs. 26, 27, and 28), and the corrected xe-PBE 
exchange functional can be readily combined with 25% Hartree-Fock exchange to 
construct an xe-PBE0 functional. The exchange enhancement factor of PBE is given by 
 
PBE
x 2
( ) 1 , 0.804, ~ 0.21951
1 /
F s
s
s
s

  
 
= + - =
+
 (3.13) 
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and it goes asymptotically to a constant (1+κ) as sσ→∞. To satisfy the asymptotic form of 
eq. (3.10) and also to maintain the form of eq. (3.13) for small sσ, we choose the 
following form of g(sσ),  
 ( ) 1 ln(1 )g s bs ass s s= + +  (3.14) 
where a and b are (positive) parameters. This function is smooth and simple and has the 
following properties: 
(1) g(0) = 1, which preserves the LSDA limit of PBE. 
(2) 2( ) 1g s abss s +  as sσ→0, which is smooth at sσ = 0.  
(3) ( ) ln( )g s bs ass s s  as sσ→∞, which satisfies the asymptotic requirement of eq. 
(3.10). In particular, the asymptotic form of x,v s  in the region where 
( ) ~ rr Ae gs
-  is 
vx,s ~ -
1
3
C1C2gb+2C1C2b
ln(C2gaA
-1/3)+1
r
; lim
r¥
vx,s = -
1
3
C1C2gb > 0. (3.15) 
where the parameters C1 and C2 are defined above. 
(4) With appropriate parameters a and b, g(sσ) is close to one for small sσ, which is 
necessary to preserve the behavior of PBE in the valence and core regions of 
finite systems.  
 
Having chosen the functional form, we next need to determine the parameters a and 
b. One may determine them by analyzing the asymptotic form, eq. (3.15), but we will 
show later that it is the shape of the potential in the intermediate-r region rather than in 
the asymptotic region that determines its performance for Rydberg excitations. Therefore, 
to properly model the potential in regions that are important for electronic excitations, we 
optimize the parameters against the 11 experimental gas-phase vertical excitation 
energies (two valence and nine Rydberg) of formaldehyde collected by Caricato et al.29 
The calculations were performed with the Tamm-Dancoff approximation30 to TDDFT31 
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(denoted as TDA-TDDFT) with the xe-PBE0 functional, which combines 75% xe-PBE 
exchange given by eqs. (3.12)–(3.14) and 25% Hartree-Fock exchange, and the 6-
31(2+,2+)G(d,p) basis set.32 (TDA-TDDFT is used throughout this chapter in favor of 
full linear-response TDDFT. It has been shown that the performance of TDA-TDDFT is 
on average very similar to that of full TDDFT, but it is more stable near state 
intersections, which is a significant advantage when applied to potential energy surfaces 
for photochemistry.2) The optimized parameters (which are unitless) are a = 0.0035, b = 
2.0. The exchange enhancement factor Fx of PBE and xe-PBE is plotted in Figure 3.1. 
The two curves are very close up to sσ = 2 where they start to diverge, with 
PBE
xF  going 
to a constant (1+κ) and xe-PBExF  increasing as (1 )[1 ln(1 )]bs ass s+ + + . (The 
enhancement factor of the B88 exchange functional33 also increases to infinity as sσ→∞; 
however, it increases as ~(sσ/ln sσ), which is much slower than xe-PBE and, unlike xe-
PBE, it still leads to an exchange potential that vanishes at r→∞. Furthermore it is not 
designed to increase in the region important for Rydberg orbitals while having a 
negligible effect on the region important for valence orbitals.) 
Next we will analyze the behavior and test the performance of xe-PBE0 with the 
optimized parameters. Although we optimized the functional against the excitation 
energies of formaldehyde, we will test it on datasets of various molecular and atomic 
excitation energies. In this way we can examine the generality of the functional form and 
the transferability of the parameters. We will also test xe-PBE0 on a dataset of 
atomization energies to show that the XELG scheme applied to PBE0 does not 
compromise its performance on ground-state energetics. This is critical for the modeling 
of potential energy surfaces.    
3.3. COMPUTATIONAL DETAILS 
All ground- and excited-state calculations were performed with standard KS-DFT 
and TDA-TDDFT, using a locally modified version of the GAMESS34 electronic 
structure package.  
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For the first test on the Be atom, the aug-cc-pVQZ35,36 basis set was used. To 
produce the plots of the reduced spin density gradient sσ and of the local exchange 
potential vx,σ of PBE and xe-PBE, the quantities were computed by substituting the spin 
density and its gradient, given by PBE0 for sσ and 
PBE
x,v s  and by xe-PBE0 for 
xe-PBE
x,v s , 
into the analytic expressions of sσ and x,v s . (The difference of the self-consistent-field 
densities given by PBE0 and xe-PBE0 is very small.) 
For the second test on molecular and atomic excitation energies, two large 
databases were used: (1) the MEE69 database containing 69 molecular excitation 
energies (30 valence, 39 Rydberg) of 11 organic molecules (acetaldehyde, acetone, 
ethylene, formaldehyde, isobutene, pyrazine, pyridazine, pyridine, pyrimidine, s-tetrazine, 
t-butadiene) as used in refs. 15, 26, and 29; (2) the AEE24 database containing 24 atomic 
excitation energies (eight valence, 16 Rydberg) of six atoms and atomic cations (Be, B+, 
Ne, Na+, Mg, Al+) as used in refs. 15 and 47. All molecular excitation energies were 
computed by TDA-TDDFT on geometries taken from ref. 26. The basis set used for the 
organic molecules is 6-31(2+,2+)G(d,p).32 The basis sets used for the atoms and atomic 
cations are: aug-cc-pVQZ35,36 for Be and B+, d-aug-cc-pVQZ35,36 for Ne, aug-cc-
pCVQZ37 for Na+, and  aug-cc-pV(Q+d)Z35,36,38 for Mg and Al+. These diffuse basis sets 
are suitable for describing the low-lying Rydberg excitations as well as the valence ones. 
The tested functionals are PBE0 and xe-PBE0 as well as two local GGAs (PBE, 
BLYP33,39), one global hybrid GGA (B3LYP40), four range-separated hybrid GGAs 
[CAM-B3LYP,41 LC-BLYP (μ = 0.33),10,33,39 LC-BOP (μ = 0.33),10,33,42 LC-BOP (μ = 
0.47),10,33,42,43 where μ is the parameter in the LC scheme that controls range separation], 
and two hybrid meta-GGAs (M06, M06-2X44,45). 
For the third test on atomization energies, a database called AE6/11 was used, 
which is a representative subset of the MGAE109/11 database46 and which contains the 
atomization energies of six small molecules [SiH4, S2, SiO (multiplicity = 1), C3H4 
(propyne), HCOCOH, C4H8 (cyclobutane)]. The KS-DFT calculations were carried out 
with the aug-cc-pV(T+d)Z basis set.35,36, 38 
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3.4. RESULTS AND DISCUSSION 
Test case 1: Be atom. As the first test, we apply DFT and TDA-TDDFT with xe-
PBE0 to a simple but very interesting system, namely the Be atom, and compare to 
standard PBE0 to investigate the effect of XELG. The orbital energies given by DFT and 
excitation energies given by TDA-TDDFT are collected in Tables 3.1 and 3.2 
respectively. Table 3.1 shows that from PBE0 to xe-PBE0 the energies of the core (2s) 
and valence orbitals (2s and 2p) change by a few hundredths of an eV while the energy of 
the 3s Rydberg orbital increases by 0.72 eV. As a result, Table 3.2 shows that the valence 
excitation energies given by PBE0 and xe-PBE0 differ by less than 0.05 eV while xe-
PBE0 improves the Rydberg excitations by 0.2–0.3 eV. Although the performance of xe-
PBE0 here on Be is not very satisfactory, it is not surprising because the xe functional is 
optimized against an organic molecule, and previous tests have shown that atomic 
excitations are more difficult for TDDFT than excitations of organic molecules.26,47 
Nevertheless, molecular excitations are more important in practical applications, and we 
will show later that xe-PBE0 performs very well on molecular excitations. The important 
message here is that we have achieved our goal: improving Rydberg excitations without 
sacrificing the accuracy of valence excitations.  
To gain more insight into how the scheme works, we plot in Figure 3.2 the reduced 
spin density gradient sσ and the exchange potential x,v s  generated by PBE and xe-PBE 
for the Be atom as a function of the distance from the nucleus. Note that sσ is small in the 
core and valence regions and starts to grow rapidly after r ≅ 5 bohr. Accordingly, the 
shape of xe-PBEx,v s  matches that of 
PBE
x,v s  in the core and valence regions whereas in the 
Rydberg region xe-PBEx,v s  keeps increasing to positive values, as expected. Such rise of the 
exchange potential causes the rise of the Rydberg orbital energies and improves the 
calculated Rydberg excitation energies. 
Figure 3.2 plots sσ and vx,σ only up to r = 20 bohr. As r→∞, however, the current 
calculation does not generate an exchange potential that has the correct asymptotic 
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behavior due to the use of Gaussian basis set for molecular orbitals. A finite number of 
Gaussian basis functions, which behave as 
2re- , cannot describe the re-  tail of the 
density all the way out to infinite separation. The r→∞ tail of the calculated density is 
dominated by the most diffuse basis function and behaves as 
2re- . In fact, the limitation 
of the basis set is already obvious in Figure 3.2. Figure 3.2(a) is a plot of vx,σ versus sσ in 
logarithmic scale; if sσ has the correct exponentially increasing asymptotic behavior as eq. 
(3.8) shows, the plot should be a straight line in the asymptotic region. This is indeed 
(approximately) the case in the range of r ~ 4–10 bohr, in which the xe-PBEx,v s  plotted in 
Figure 3.2(b) is also well behaved. However, beyond this region, ln sσ has an unphysical 
deviation from linearity with r, and correspondingly the xe-PBEx,v s  plotted in Figure 3.2(b) 
also has an unphysical fluctuation. To properly describe the large-r region one needs to 
use a better and more diffuse Gaussian basis set or a Slater-type basis set. Nonetheless, 
we do not regard this as a serious drawback of the XELG scheme because such large-r 
regions are irrelevant for most electronic states of chemical interest, and in the case that it 
is relevant one can improve the behavior by improving the basis set.  
Test case 2: molecular and atomic excitation energies. In this subsection we test 
the performance of our xe-PBE0 functional on the MEE69 and AEE24 databases of 
excitation energies. Table 3.3 summarizes the mean signed error (MSE) and mean 
unsigned error (MUE) of the MEE69 molecular excitation energies, as compared to 
reference values. There are several interesting messages in this table. PBE0, B3LYP, and 
M06, which are global hybrid functionals with low Hartree-Fock exchange (25%, 20%, 
and 27%, respectively), are quite good for valence excitations but underestimate Rydberg 
excitations. M06-2X, a global hybrid meta-GGA with high percentage of Hartree-Fock 
exchange (54%), and LC-BOP (μ = 0.33), LC-BLYP (μ=0.33), and CAM-B3LYP, which 
are three range-separated GGAs, are good for Rydberg excitations but not as good for 
valence excitations. LC-BOP (μ = 0.47), whose parameter μ was re-optimized43 against 
atomization energies and which was shown to give better geometries, barrier heights, and 
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reaction enthalpies,43 is inaccurate for both valence and Rydberg excitations. Comparing 
the results for the two LC-BOP functionals demonstrates the difficulty of simultaneously 
predicting accurate values for ground-state properties, valence excitations, and Rydberg 
excitations with DFT and TDDFT and a single functional. In terms of orbitals, the 
ground-state properties involve only occupied orbitals, while valence and Rydberg 
excitations involve also valence and Rydberg virtual orbitals. In a sense the problem is 
the difficulty of properly describing all of those orbitals.6  
Turning back to Table 3.3, we see that xe-PBE0 has a balanced performance for 
valence and Rydberg excitations. Compared to PBE0, the error for the valence excitations 
slightly increases by only 0.03 eV, but the error for the Rydberg excitations is reduced by 
0.23 eV. We have achieved this by improving the Rydberg virtual orbitals while 
maintaining the reasonably good description of occupied and valence virtual orbitals 
provided by PBE0.  
The errors in the atomic excitation energies of the AEE24 database are summarized 
in Table 3.4, which shows that the situation for atoms is rather different. All the tested 
functionals, including the range-separated functionals, have satisfactory accuracy for the 
valence excitations but they all severely underestimate the Rydberg excitations. 
Nonetheless xe-PBE0 still improves the Rydberg excitations over PBE0 by 0.74 eV. Also, 
if we compare LC-BLYP (μ = 0.33) to BLYP and CAM-B3LYP to B3LYP, we see that 
the inclusion of more Hartree-Fock exchange for long electron-electron distances by the 
range separation scheme improves the Rydberg excitations but by only a relatively small 
amount. The reason why neither the range separation nor our XELG scheme improves the 
Rydberg excitations to a satisfactory extent seems to be that the atomic Rydberg 
excitations are less diffuse than the molecular ones, i.e. the Rydberg orbitals are closer to 
the valence region in space. Therefore, with the range separation scheme the electron-
electron distance is not large enough to include enough Hartree-Fock exchange; with the 
XELG scheme the reduced spin density gradient is not large enough for the XELG factor 
to take effect. On the other hand, to obtain good atomic excitations, if the Hartree-Fock 
exchange rises too rapidly with r in the range separation scheme or if the XELG factor 
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rises too rapidly with sσ in the XELG scheme, the valence properties may be 
compromised. We did re-optimize our xe-PBE0 against some atomic excitation energies, 
but as expected the functional is worse for molecular excitations, so we retain the 
optimization against formaldehyde as our standard set of parameters. 
The difficulty of calculating accurate Rydberg energies for atoms with a scheme 
that also yields accurate results for molecules poses a great challenge for conventional 
TDDFT. Xu et al.47 showed that spin-flip TDDFT,48,49 when carried out noncollinearly, is 
able to obtain good atomic excitation energies, but the proper way to carry out the 
calculation can be complicated and it has not been systematically tested on molecular 
excitations. Nevertheless, molecular excitations are of more interest in practical 
applications than atomic excitations (because essentially all atomic excitation energies of 
interest are already known from old experiments), and we will not pursue atomic 
excitations further in this chapter.  
Test case 3: atomization energies. Next we confirm that xe-PBE0 does not spoil 
the ground-state properties by testing it on the AE6/11 database of atomization energies 
and comparing the results to PBE0. Table 3.5 compares the unsigned error per bond for 
each molecule given by PBE0 and xe-PBE0. The mean unsigned error of xe-PBE0 is 0.46 
kcal/mol larger than that of PBE0, which is acceptable. The XELG method increases the 
exchange energy density in all regions of a system. The increase is small in the core and 
valence regions where there is substantial amount of electron density, and it is not small 
in the Rydberg and asymptotic regions where the electron density is exponentially small; 
accordingly the increase of exchange energy at a point (which equals electron density 
times the increase of exchange energy density) in any region of space is expected to be 
small. However, the integration of exchange energy per point over the whole space does 
contribute a non-negligible amount of additional exchange energy to the system, and 
therefore the total exchange energy of each atom and molecule is more negative. When 
atomization energy is computed, however, such additional exchange energy of the 
molecule and of the atoms cancels to a large extent, bringing on an additional mean 
unsigned error of less than 0.5 kcal/mol. If one were to re-optimize the GGA in the 
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presence of the XELG exchange enhancement factor, the small averaged increase in the 
magnitude of the error in atomization energies could be mitigated.  
3.5. FURTHER DISCUSSION AND CONCLUDING REMARKS 
We have demonstrated that xe-PBE0 improves the Rydberg excitations by 
upshifting the Rydberg orbital energies. Although the design of the XELG factor g(sσ) in 
eq. (3.12) makes use of the asymptotic analysis with the aim to raise the sσ→∞ asymptote 
of g(sσ) to a positive constant, we observe that the good performance for Rydberg states 
is attributed to the better modeling of the potential in the middle-r region (e.g. ~5–10 
bohr for Be in Figure 3.2(b)) rather than of the asymptote. This was confirmed by 
optimizing another form of g(sσ) that has different asymptotic behavior but has equally 
good performance for Rydberg states. This observation provides more flexibility in 
choosing the functional form of g(sσ) for optimizing future density functionals. We also 
remind the readers that, despite the rather good overall performance of xe-PBE0 given in 
this work, the parameters in g(sσ) are optimized against the excitation energies of only 
one molecule. Optimization against more molecular excitation data may lead to more 
balanced modeling of the region of the potential relevant to more diverse excitations.  
As an alternative to doing TDA-xe-PBE0 with xe-PBE0 orbitals as we did in this 
work, one could carry out TDA-PBE0 calculations with xe-PBE0 orbitals.  This can yield 
similar results to the xe-PBE0 method presented here, but the optimal parameters are 
different. However, we do not advocate this because the advantage of the xe-PBE0 
method presented here is that everything is done in a standard way; we have simply 
improved the xc functional. Nevertheless this is one more way of showing that the 
essence of the present approach is that we have improved the Rydberg orbitals. 
An important point worth emphasizing is that the XELG scheme accomplishes its 
objective by changing the exchange-correlation functional in such a way as to improve 
the asymptotic potential. We accomplished this by improving the xc functional instead of 
directly manipulating the xc potential. The strategy employed here should be 
distinguished from methods that attempt to minimize the self-interaction error by means 
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of Hartree-Fock exchange, for example, by using global or range-separated hybrid 
functionals. The distinction can be readily understood by the fact that, with XELG, the 
energies of the core and valence orbitals barely change compared to the standard 
gradient-approximation functional that is being improved. Nevertheless, the Rydberg 
orbitals are improved in the sense that they are more compatible with the valence orbitals 
and the orbital energy gaps are more reasonable, although all orbital energies are less 
negative or more positive than those generated by the exact xc potential. The excitation 
energies are improved because it is the orbital energy gaps instead of the individual 
orbital energies that are relevant in the TDDFT calculations.  
Another class of problematic cases for TDDFT that are of broad interest is charge-
transfer excitations. We have not discussed this class in the present work because this 
problem has other sources.2,50 It is not to be remedied by better modeling of only the xc 
potential and is thus beyond the scope of the present work.  
To summarize, we propose a scheme, called exchange-enhancement-for-large-
gradient (XELG), that improves the description of TDDFT with GGA functionals for 
Rydberg excitations, with only minor influence on the accuracy for valence excitations 
and ground-state energetics. The improved performance for Rydberg states is achieved by 
enhancing the exchange energy for large reduced spin density gradient, giving rise to an 
upshift of the exchange potential in the Rydberg region, which in turn raises the Rydberg 
orbital energies. The first application of the scheme to the PBE0 functional shows 
encouraging results. The scheme also has the merits that it is simple, it can be easily 
implemented in any DFT and TDDFT code, it provides size-extensive energetics (since it 
generates nothing more than a GGA), it is flexible as regards the choice of the functional 
to be corrected, and there is flexibility in choosing the form of the XELG factor g(sσ). A 
possible drawback is the difficulty to precisely control the potential by controlling the 
functional since the relation between them is complicated; more exploration would be 
required to fully achieve the potential of the scheme. Nevertheless the scheme offers a 
new and general strategy to develop better density functionals for Rydberg excitations, 
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which is very important for the application of TDDFT to the modeling of spectroscopy 
and photochemistry.  
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Table 3.1. Orbital energies of Be (in eV) calculated by 
DFT with the PBE0 and xe-PBE0 functionals.  
 
1s 
(core) 
2s 
(HOMO) 
2p 
(LUMO) 
3s 
(Rydberg) 
PBE0 -111.92 -6.49 -1.22 0.32 
xe-PBE0 -111.99 -6.50 -1.19 1.04 
 
 
Table 3.2. Excitation energies of Be (in eV) from experiment 
and calculated by TDA-TDDFT with the PBE0 and xe-PBE0 
functionals.  
 
T1 (2s2p ) S1 (2s2p) T2 (2s3s) S2 (2s3s) 
 
(valence) (valence) (Rydberg) (Rydberg) 
exp.a 2.73 5.28 6.46 6.78 
PBE0 2.29 5.20 5.72 6.09 
xe-PBE0 2.28 5.24 5.95 6.39 
a ref. 47. 
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Table 3.3. Mean signed errors (MSE) and mean unsigned errors (MUE) over the 
MEE69 database as calculated by TDA-TDDFT. a 
 MSE (eV) MUE (eV) 
xc functional valence Rydberg all valence Rydberg all 
LC-BOP (μ = 0.33) 0.32 -0.13 0.07 0.40 0.21 0.29 
LC-BLYP (μ = 0.33) 0.15 -0.17 -0.03 0.43 0.24 0.32 
xe-PBE0 0.25 0.14 0.19 0.33 0.36 0.35 
CAM-B3LYP 0.35 -0.23 0.02 0.41 0.31 0.35 
M06-2X 0.36 -0.17 0.06 0.45 0.29 0.36 
PBE0 0.21 -0.57 -0.23 0.30 0.59 0.46 
LC-BOP (μ = 0.47) 0.61 0.51 0.55 0.64 0.51 0.56 
B3LYP 0.09 -0.85 -0.44 0.25 0.86 0.59 
M06 -0.10 -1.28 -0.77 0.27 1.28 0.84 
PBE -0.38 -1.36 -0.93 0.47 1.36 0.97 
BLYP -0.41 -1.54 -1.05 0.48 1.54 1.08 
a The functionals are listed in order of increasing overall MUE. 
 
  60 
 
Table 3.4. Mean signed errors (MSE) and mean unsigned errors (MUE) over the 
AEE24 database as calculated by TDA-TDDFT.a 
  MSE (eV) MUE (eV) 
xc functional valence Rydberg all valence Rydberg all 
xe-PBE0 -0.20 -0.86 -0.64 0.25 0.86 0.66 
M06-2X 0.09 -1.21 -0.78 0.27 1.21 0.90 
LC-BOP (μ = 0.47) -0.16 -1.59 -1.11 0.23 1.59 1.13 
PBE0 -0.21 -1.60 -1.14 0.25 1.60 1.15 
CAM-B3LYP -0.12 -1.76 -1.21 0.22 1.76 1.25 
B3LYP -0.13 -1.89 -1.30 0.22 1.89 1.33 
LC-BOP (μ = 0.33) -0.09 -2.24 -1.52 0.18 2.24 1.55 
LC-BLYP (μ = 0.33) -0.09 -2.33 -1.58 0.22 2.33 1.62 
M06 -0.20 -2.50 -1.73 0.23 2.50 1.75 
PBE -0.16 -2.53 -1.74 0.24 2.53 1.77 
BLYP -0.11 -2.70 -1.84 0.23 2.70 1.88 
a
 The functionals are listed in order of increasing overall MUE. 
  61 
 
 
 
Table 3.5. Unsigned error per bond (in kcal/mol) for the molecules in the AE6/11 
database as calculated by DFT with two functionals.  
SiH4 S2 SiO C3H4 HCOCOH C4H8 MUE 
PBE0  2.44 1.28 5.17 0.25 0.03 0.50 1.61 
xe-PBE0  2.89 0.08 6.62 0.79 1.39 0.65 2.07 
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Figure 3.1. Plot of the GGA enhancement factor of PBE and xe-PBE as a function of 
the reduced spin density gradient.  
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Figure 3.2. Plots of the reduced spin density gradient (a) and the exchange potential 
(b) of a Be atom as a function of the distance from the nucleus.  
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Chapter 4. Model Space Diabatization for Quantum 
Photochemistry 
 
4.1. INTRODUCTION 
The Born-Oppenheimer approximation decouples the motion of electrons from that 
of nuclei in molecular systems, and this leads to the concepts of adiabatic electronic 
states and potential energy surfaces (PESs). The adiabatic electronic states and their 
energies are calculated with fixed nuclear positions, and the nuclei move in the potential 
created by the electrons in a single electronically adiabatic state. This approximation is 
valid when the electronic states are separated by a large energy gap but breaks down near 
intersections or avoided crossings where two or more electronic states become close in 
energy and are consequently closely coupled.1,2,3 In this case the coupling of electronic 
states by the nuclear momentum vector operators cannot be neglected, and more than one 
adiabatic electronic state has to be taken into account in the equations of motion for the 
nuclei. For N atoms the nuclear momentum couplings, often called nonadiabatic 
couplings, are 3N-dimensional vectors that are unsmooth near, and singular at, conical 
intersections, making them cumbersome to use in dynamics simulations. Nevertheless, by 
changing the electronic basis from the adiabatic states to so-called diabatic states,4 it is 
possible to reduce the magnitude of those vector couplings to be negligible for most 
purposes.  
Sometimes the diabatic states are called “quasi-diabatic” while “diabatic” is 
reserved for the basis in which the vector couplings strictly vanish, but since strict 
diabatic states do not exist in general,5 we – as do many others – simply use the term 
“diabatic” to refer to bases in which the vector couplings are negligible (or neglected) but 
do not necessarily vanish. In a diabatic basis the electronic states are still coupled by the 
electronic Hamiltonian operator, and the couplings appear as off-diagonal elements of the 
electronic Hamiltonian matrix, but these couplings, usually called diabatic couplings, are 
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smooth scalars that are relatively easy to use in dynamics calculations and are suitable for 
analytic representations. Therefore diabatic bases are preferable to adiabatic basis for 
many aspects of dynamics calculations. 
Diabatic states are not unique, and many methods have been proposed for obtaining 
them for specific problems;4,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31 for 
example in some methods this is done by enforcing the smoothness of some molecular 
properties. Of special interest are methods applicable to electronic structure calculations 
that add dynamical correlation to multi-configurational self-consistent field (MCSCF)-
type wave functions32,33,34,35,36 since currently these are the most reliable wave function 
approximations for describing potential energy surfaces of closely coupled electronic 
states. The present chapter is concerned with quasidegenerate perturbation theory (QDPT) 
methods in which the final step is the diagonalization of a low-dimensional effective 
Hamiltonian in a model space where the dimension is the number of adiabatic states of 
interest. The most popular of such methods37,38,39.40,41,42 are in principle able to treat 
several states in a balanced manner and recover a large part of the dynamical correlation 
with a relatively modest computational cost compared to the more expensive 
multireference configuration interaction (MRCI) or multireference coupled cluster 
(MRCC) theories. Examples of such methods are the state-averaged complete active 
space self-consistent field method (SA-CASSCF) followed by second-order multi-
configurational quasi-degenerate perturbation theory (MC-QDPT),37 extended MC-
QDPT  (XMC-QDPT),38 multi-state complete active space second-order perturbation 
theory (MS-CASPT2),39 extended MS-CASPT2 (XMS-CASPT2),42 and quasi-degenerate 
second-order n-electron valence state perturbation theory (QD-NEVPT2).40  
The fourfold way18,19,21,29 is a diabatization method that enforces the smoothness of 
wave functions by first constructing diabatic molecular orbitals (DMOs) by a threefold 
density criterion and a sometimes employed fourth criterion based on reference orbitals 
and then applying a configurational uniformity step originally proposed by Atchity and 
Ruedenberg.13,15 The fourfold way was developed to have general applicability to diverse 
types of electronic states and electronic excitation problems. It was formulated in the 
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context of SA-CASSCF and MC-QDPT, but it is straightforwardly extended to the other 
QDPT methods mentioned in the previous paragraph. However, as currently formulated, 
the fourfold way with any of these QDPT theories evaluates second-order perturbation 
energies in the DMO basis. Although it is possible to formulate QDPT in a way that is 
invariant to certain transformations of orbitals (see, for example, ref. 38 for the case of 
XMC-QDPT), such a reformulation is computationally inefficient and is not implemented 
in electronic structure packages. In the original paper on applying the fourfold way with 
MC-QDPT19 we pointed out the dependence of MC-QDPT energies on orbital rotations, 
and we resolved the ambiguity by defining the adiabatic energies as those calculated 
using the DMOs rather than the canonical molecular orbitals (CMOs). In the original 
work and subsequent work43,44,45,46,47,48,49 we found, when we checked, only small 
differences between the two sets of adiabatic energies; however, for a current application 
to thioanisole we found differences of up to 0.8 eV when using DMOs obtained by the 
fourfold way and up to 0.05 eV when using DMOs obtained by the threefold way. 
Therefore, we developed the scheme presented here to give a diabatic potential energy 
matrix that, when diagonalized, gives precisely the adiabatic energies of standard QDPT 
with CMOs. 
The diabatization strategy for MC-QDPT and XMC-QDPT (denoted collectively as 
(X)MC-QDPT) developed here is called model space diabatization (MSD). It utilizes 
information from an initial CASSCF-level diabatization and a standard QDPT calculation 
to perform a final diabatization at the QDPT level. In this chapter we will use the 
fourfold-way diabatization at the CASSCF level and the XMC-QDPT method to 
demonstrate the strategy, but by construction MSD can also be applied with other 
diabatization schemes50 or other MCSCF-type wave functions41 for the initial 
diabatization step. As will be shown later, the MSD scheme requires that the MCSCF-
level diabatization generates diabatic states that span the same space as do the MCSCF 
adiabatic states for the subset of states being considered, but its formulation does not 
involve the details of the MCSCF-level diabatization. All information needed for MSD is 
already generated by the MCSCF-level diabatization and by standard QDPT calculations, 
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and the additional calculations only involve elementary matrix algebra like multiplication 
and transpose, whose computational cost and complexity are negligible compared to the 
MCSCF and QDPT steps.  
To test the new strategy, we choose three challenging test cases, namely the 
potential energy curves of the ground and excited states of LiH, LiF, and thioanisole. 
These systems all have state crossings, and are challenging because the positions of the 
crossings are sensitive to dynamical correlation; thus the crossings occur at quite different 
places for MCSCF and QDPT. To give the reader an example, Figure 4.1 shows the 
potential energy curves of the three lowest 
1Σ+  states of LiF as calculated by SA-
CASSCF and XMC-QDPT. (The details of the calculations will be given later.) The 
difference of the positions of the avoided crossings is clear, and this poses the question of 
whether the new strategy can account for such a shift of state crossings while keeping the 
potential curves smooth, especially in the intermediate region between the two state 
crossing locations. 
The present chapter is about using model space quantities in certain steps of the 
generation of diabatic states.  As such, it is not about the fourfold way per se. 
Nevertheless, our examples use the fourfold way, and hence some discussion of the 
fourfold way is useful as background.  Some steps of the fourfold way are automatic, but 
others are not. The fourfold way produces diabatic molecular orbitals (DMOs, which are 
smoothly varying), and then the transformation of the usual configuration state 
functions (CSFs) written in terms of canonical (adiabatic) MOs into orthogonal diabatic 
CSFs (CSFs written in terms of DMOs) is unique.  Next one must specify the diabatic 
prototype CSFs that produce smooth diabatic states.  The choice of diabatic prototypes 
near the equilibrium geometry usually corresponds to what one would expect on the basis 
of a valence bond analysis (for example, distinguishing a valence excitation from a 
charge transfer one) or other conventional way of classifying the character of the states 
(for example, distinguishing an n  * excitation from a   * one), but every 
molecule is different and has its own nuances so no general prescription can be 
given.  Ideally one would need only one diabatic prototype per diabatic state, but in 
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practice, one obtains smoother results if one adds some dominating 
correlating configurations to the diabatic prototype lists.  Once the diabatic prototypes are 
specified, the method becomes automatic, and it generates orthogonal diabatic state 
functions.  The resulting diabatic states will depend, to some extent on the choice of 
reference orbitals (if needed) in the fourth term of the DMO generation and on the choice 
of diabatic prototypes in the CSF transformation step, but if the choices made are 
physically correct, the various results should be qualitatively similar; the lack of 
uniqueness was already mentioned in an earlier paragraph and is a well known issue in 
generating diabatic states, i.e., unique diabatic states do not exist because strictly diabatic 
states do not exist.  An instructive analogy is with multiconfiguration self-consistent-field 
calculations, such as CASSCF and RASSCF.  CASSCF results depend quantitatively on 
the choice of active space, and RASSCF results also depend quantitatively on the 
restrictions, but in either case — if one makes physical choices — the various results 
should be qualitatively similar. For a dissociation process, the diabatic states might (but 
need not) correspond to the lowest energy states at an asymptote.  For example, in an 
alkali hydride or alkali halide, one clearly has a mixture of ionic and covalent states 
at equilibrium, but the ionic diabatic state might cross several covalent states between 
equilibrium and dissociation.  In some experiments, the actual production of ionic 
dissociated states might be energetic forbidden, but a diabatic treatment of the 
photodissociation to produce various neutral excited states will nevertheless require one 
to have an ionic state included in the diabatic state list. 
The present chapter uses example of conical intersections where two adiabatic 
states intersect. In general, one expects that there are also points of confluence of three or 
more potential energy surfaces.1 Although the method presented here would be expected 
to be valid also for such cases, we limit explicit discussion to the intersection of just two 
states. 
The rest of the chapter is organized as follows. In Sections 4.2.1 and 4.2.2 we will 
review the fourfold-way diabatization and the relevant theoretical aspects of (X)MC-
QDPT (the differences between MC-QDPT and XMC-QDPT have no effect on the 
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procedures, so we can discuss them both at the same time). Section 4.2.3 then introduces 
the MSD strategy and the detailed algorithm for calculations. Section 4.3 presents the 
computational details of three test cases, namely LiH, LiF, and thioanisole, and Section 
4.4 presents the results and discussion. Section 4.5 gives a summary.  
4.2. THEORY 
4.2.1. Review of the fourfold way 
The fourfold way18,19,21,29 is a general diabatization scheme based on 
configurational uniformity that generates diabatic states spanning the same model space 
as the selected adiabatic states; the diabatic states and the adiabatic states are related by 
an orthogonal transformation. The fourfold way was first formulated at the CASSCF 
level18 and then extended to the MC-QDPT level19 and to include spin-orbit coupling.45 
At the MC-QDPT level, it can be used with diabatic molecular orbitals obtained at either 
the MC-QDPT level19 or the CASSCF level.29 It has been successfully applied to a 
variety of systems at both the CASSCF and MC-QDPT levels.43,44,45,46,47,48,49 However, as 
mentioned in the Introduction, for some cases the original fourfold way at the MC-QDPT 
level may give results that are quite different from the standard MC-QDPT method. 
These problematic cases are the motivation for developing the present MSD strategy.  
The fourfold way generates diabatic states that are smooth and retain their valence 
character for all molecular geometries of interest; it accomplishes this by means of 
configurational uniformity. In particular, the “valence character” of a diabatic state is 
determined by a group of configuration state functions (CSFs) called diabatic prototypes 
of which at least one is dominant at each molecular geometry of interest, with the 
requirement that the diabatic prototype groups corresponding to different diabatic states 
cannot have any CSFs in common. For the many-electron CSFs to be smooth functions of 
geometry, they must be expressed in terms of smooth one-electron molecular orbitals 
(MOs), but the canonical MOs (CMOs) generated by SA-CASSCF or indeed by any 
variational procedure often change character due to avoided crossings and so are not 
suitable for this purpose. The first step of the fourfold-way diabatization is therefore to 
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generate smooth MOs, which are called diabatic MOs (DMOs). We next review the 
procedure for obtaining DMOs from SA-CASSCF wave functions.  
In the inactive and external orbital spaces, the DMOs are identical to CMOs since 
these orbitals are doubly occupied or unoccupied in all the “internal” CSFs (CSFs 
generated by distributing all active electrons in all active orbitals in all possible ways, 
from which the CASSCF wave functions are constituted) and thus inconsequential in 
characterizing the internal CSFs. In the active orbital space the DMOs are obtained by an 
orthogonal transformation of the CMOs that satisfies the “threefold density criterion” and, 
if needed, the “maximum overlap of reference MOs” (MORMO) criterion.  
The threefold density criterion is to maximize the following functional of the 
orbitals,  
 
NO ON TD
3 N R TD D D D  = + +  (4.1) 
where 
NOD , called the natural orbital term, measures how close the MOs are to state-
averaged natural orbitals; 
OND , called the occupation number term, is the sum of the 
diagonal elements of the one-particle density matrix of all the states; and 
TDD , called the 
transition density term, is related to the transition density matrix. The 3D  functional is 
the weighted average of these three functionals of the orbitals with the weights usually 
taken as N  = 2, R  = 1, and T  = 0 to 0.5. The threefold density criterion with these 
particular weights is shown18 to generate satisfactory DMOs in many situations, but there 
are difficult cases that require an additional criterion, the MORMO criterion. The 
reference orbitals for the MORMO criterion can be obtained in two ways. One way is to 
choose a reference geometry at which the adiabatic states are already approximately 
equal to the desired diabatic states and use the threefold density criterion to obtain 
preliminary DMOs, from which a subset of λ DMOs are chosen as reference orbitals. 
Another way is to use appropriately modified CMOs at a reference geometry, where the 
modification would typically be to drop some components on all but one center. At any 
geometry other than the reference geometry, λ DMOs are constructed by maximizing a 
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functional related to a generalized "overlap" with the reference DMOs. The rest of DMOs 
are constructed by the threefold density criterion.  
After the DMOs are generated, complete active space configuration interaction 
(CAS-CI) calculations are carried out in the DMO basis. These calculations give the same 
wave functions and energies as CASSCF calculations in the CMO basis. Dominant CSFs 
for each state are identified at one or several key geometries and are grouped into diabatic 
prototype groups. Finally, diabatic states at the CASSCF level are constructed by 
maximizing the preponderance of one of the CSFs in each of the diabatic prototype 
groups in one or another of the diabatic CSFs. For diabatization at the MC-QDPT level, 
one performs MC-QDPT calculations in the DMO basis (either the CASSCF DMO basis 
or a new DMO basis determined at the MC-QDPT level) and diabatizes the MC-QDPT 
wave functions in the same manner.  
In this chapter, the calculations of fourfold way diabatization at the XMC-QDPT 
level use only the CASSCF DMO basis since this basis gives smoother diabatic 
potentials.29  
4.2.2. Analysis of the (X)MC-QDPT wave functions 
In this chapter we use Granovsky’s XMC-QDPT,38 which is an extension of 
Nakano’s original MC-QDPT.37 The XMC-QDPT and MC-QDPT differ in the choice of 
the zero-order Hamiltonian. Granovsky showed that XMC-QDPT gives smoother 
potential energy surfaces than MC-QDPT. However, the choice of zero-order 
Hamiltonian is irrelevant to the construction and analysis of our MSD strategy, and hence 
we outline here only the relevant theoretical framework shared by XMC-QDPT and MC-
QDPT (denoted together as (X)MC-QDPT) and give an analysis of the wave functions. 
For more details, we refer the readers to the original papers.37,38,51  
In (X)MC-QDPT, the zero-order wave function space is partitioned into three parts: 
the P space including all CASSCF states of immediate interest (also called the model 
space in this chapter), the O space consisting of the other CASSCF states, and the S space 
consisting of CSFs that have excitations out of the active space (known as external CSFs). 
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The P and O spaces together form the CAS-CI space (R space) spanned by the CSFs with 
active electrons distributed among the active orbitals (known as internal CSFs). (The P, 
O, S, and R spaces were denoted 0P , 1P , Q, and P, respectively, in ref. 19.) The O and S 
spaces together form the Q space complementary to the P space. The zero-order wave 
functions are chosen to be the CASSCF states in the R space and the individual external 
CSFs in the S space. The corresponding partitioning of the electronic Hamiltonian matrix 
in the basis of zero-order wave functions is illustrated in Figure 4.2, following ref. 38.  
The (X)MC-QDPT method uses a unitary transformation G to block-diagonalize 
the electronic Hamiltonian H in the basis of zero-order wave functions, 
  (4.2) 
Here  is a block-diagonal matrix whose PQ and QP blocks are zero; the QQ block is 
not of interest, and the PP block is defined as the effective Hamiltonian matrix, 
effH . 
Upon left-multiplication of both sides of eq. (4.2) by G, it can be written as 
  (4.3) 
where each block is a rectangular matrix. Diagonalization of 
effH  gives eigenvectors and 
eigenvalues of 
effH  as well as of . For the i-th eigenvector, we have  
  (4.4) 
where ,P im  is a column vector of the same dimension as the P space; ,P im  is an 
eigenvector of 
effH , and we will call it a “model state”; iE  is the corresponding 
eigenvalue. By right-multiplying eq. (4.3) by the model state we have  
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Thus we see that iE  is also an eigenvalue of the Hamiltonian matrix H in the chosen 
(finite) basis of zero-order wave functions. According to eq. (4.6), the eigenvector of the 
effective Hamiltonian, ,P im , and the (X)MC-QDPT wave function (eigenvector of H), 
i , are related by  
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Recalling that the Q space is composed of O and S spaces, we can rewrite eq. (4.7) as 
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In (X)MC-QDPT at the second order, as implemented in the GAMESS52 electronic 
structure software package and as we use it here, PPG  is unity and the OPG  part of 
QPG  is zero,
37 so eq. (4.8) becomes  
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Note that all components of ,SP P iG m  are in the S space, and therefore all components of 
i  in the CAS-CI space are from ,P im . This means the model states are the projection 
of the (X)MC-QDPT wave functions on the CAS-CI space at the second order of 
perturbation. This is the key relationship to be exploited by our proposed model space 
diabatization strategy.  
4.2.3. The model space diabatization (MSD) strategy 
Notation. In a given basis, e.g., the zero-order wave functions described above or 
the individual CSFs, an adiabatic or diabatic wave function can be expressed as a column 
vector. For example, in the CSF basis, a wave function can be written as 
 
CSF
1
CSF
N
v v 
=
= å  (4.10) 
where CSFN  is the number of CSFs. A vector v with components v  can be used to 
represent this wave function. Hereafter in this section we use collections of such vectors 
{ iv } (i runs from 1 to the number of states) to represent the adiabatic and diabatic states 
without explicit reference to the basis.  
The CASSCF diabatic states { id } are given by an orthogonal transformation of the 
CASSCF adiabatic states of interest { ic }. This transformation is denoted 
CDB , and we 
have 
 CD
1
N
i j ji
j
B
=
= åd c  (4.11) 
where N is the dimension of the model space. The (X)MC-QDPT model states { im } 
(representing the same wave functions as the ,P im  in the previous section) are also 
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obtained by orthogonally transforming the CASSCF states, and the transformation is 
denoted 
CMB ,  
 CM
1
N
i j ji
j
B
=
= åm c  (4.12) 
Its inverse transformation, 
MCB , that converts the model states to CASSCF states, is the 
transpose of 
CMB ,  
 ( )
TMC CM=B B  (4.13) 
All of the transformations are represented by N×N orthogonal matrices.  
The MSD strategy applied with fourfold-way diabatization and (X)MC-QDPT. 
We seek a transformation of the wave functions given by eq. (4.9) such that each diabatic 
state thus generated has the largest projection on the configuration space of a specific 
diabatic prototype group, i.e., that it is dominated by the configurations of this group; the 
equations for such a transformation are given by Atchity and Ruedenberg.15 The 
prototype groups for (X)MC-QDPT diabatic states are taken to be the same as for 
CASSCF diabatic states. Therefore, only the components of the wave functions in the 
CAS-CI space are relevant for the diabatization. Diabatizing the QDPT wave functions 
(eq. (4.9)) is equivalent to diabatizing the model states, resulting in the same 
transformation. Since the model states span the same N-dimensional model space as the 
selected CASSCF adiabatic states, diabatization of the CASSCF states and of the model 
states will result in exactly the same diabatic states. From these discussions we conclude 
that diabatic states obtained by configurational uniformity from the (X)MC-QDPT wave 
functions are equivalent within the CAS-CI space to the diabatic states obtained from the 
CASSCF wave functions.  
By virtue of this conclusion, the transformation from the (X)MC-QDPT wave 
functions to the QDPT diabatic states, 
MDB , is exactly the same as the transformation 
from the model states to the CASSCF diabatic states. Such transformation is equivalent to 
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first transforming the model states back to CASSCF states and then transforming the 
CASSCF states to the diabatic states: 
 
MD MC CD=B B B  (4.14) 
The diabatic electronic Hamiltonian U (which is the potential energy matrix governing 
nuclear motions) is given by similarity-transforming the diagonal adiabatic potential 
energy matrix V whose diagonal elements are the (X)MC-QDPT energies: 
 U = BMD( )
T
VBMD (4.15) 
where BMD is an orthogonal matrix (unitary matrix if we were using a complex 
treatment). All the necessary ingredients (the matrices 
MCB , CDB , and V) are standard 
outputs of the CASSCF-level fourfold way and the (X)MC-QDPT calculations. 
Additional calculations are simply matrix multiplication and transposes.  
Although in this chapter we discuss and apply the MSD method with the fourfold 
way and (X)MC-QDPT, by construction it can also be used with other MCSCF-level 
diabatization and other QDPT methods if they produce the corresponding 
MCB  and 
CDB  matrices. This is equivalent to the requirement that the MCSCF-level diabatization 
and the QDPT generate diabatic states and model states that span the same space as do 
the MCSCF adiabatic states.  
Consistency of the phases of wave functions. The consistency of the phases of 
wave functions is an important technical issue that has to be handled carefully when the 
strategy is applied to potential energy surfaces. Any procedure that generates consistent 
phases would be acceptable, and the best scheme probably depends on the particular 
problem (for example, whether the system has an even or odd number of electrons) and 
on the software used. In the rest of this section we discuss the general problem and 
present one scheme (the one we used for the applications in this chapter) for ensuring 
consistent phases. 
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The wave functions are defined up to a phase factor ie  , which is ±1 if the wave 
functions are taken to be real, which is the case for almost all practical calculations. 
Accordingly, the sign of the rows and columns of the transformation matrices depends on 
the phases of both the wave functions being transformed and the transformed wave 
functions. Although the absolute phases are arbitrary, it is essential for calculating 
dynamics that the phases be defined consistently from point to point.  In general, one can 
determine the phase along a path through coordinate space (for example, along a 
trajectory) by enforcing continuity of the signed matrix elements as a function of 
coordinate change.  This strategy is general and applies to the case of either an even or an 
odd number of electrons.  However, for an even number of electrons, we have devised a 
way to do this very efficiently by using intermediate quantities  in the calculation, and the 
rest of this section is devoted to explaining this algorithm. 
In particular, the MSD strategy concatenates two transformations obtained from two 
separate calculations, namely 
MCB  from a CASSCF diabatization and CDB  from a 
(X)MC-QDPT, to calculate 
MDB  and uses eq. (4.15) to calculate the diabatic potential 
energy matrix U. The signs of the matrix elements of 
MCB  and CDB  are affected by the 
phases of the many-electron wave functions, the signs of whose CAS-CI coefficients are 
further affected by the phases of the orbitals, which will be discussed below.  
Whereas the phases of the diabatic states (affecting the signs of the columns of 
CDB ) and of the (X)MC-QDPT model states (affecting the signs of the rows of MCB ) 
are not important since they influence eventually only the signs of the off-diagonal 
elements of U (diabatic couplings), the phases of the CASSCF adiabatic states are critical 
and must be consistent in 
MCB  and CDB ; otherwise we would get an incorrect MDB  
(the mathematical details behind this statement are given in Appendix A1). Unfortunately 
standard implementations of the methods do not automatically generate phases that are 
consistent between the (X)MC-QDPT part of the calculation (giving 
MCB ) and the 
fourfold way part of the calculation (giving 
CDB ); nor do they generate phases consistent 
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from point to point in coordinate space. Nevertheless, we do not need uniquely defined 
phases; we only need the phases to be consistent, and we are able to ensure this by 
examining their CAS-CI coefficients.  
We note that the signs of the CSFs and thus of the CAS-CI coefficients can also be 
arbitrary because of the undetermined phases of the orbitals, with the important exception 
that closed-shell singlet CSFs with all occupied orbitals being doubly occupied are 
unaffected by the signs of orbitals, and the signs of their CAS-CI coefficients are 
determined by the overall phase of the wave function only. We used this exception in the 
scheme we used in this chapter, taking advantage of the fact that all systems considered 
in this chapter have an even number of electrons. For such systems we can determine the 
phases of the CASSCF states in the (X)MC-QDPT and fourfold way calculations by the 
sign of the CAS-CI coefficient of a closed-shell CSF, and we can then adjust the signs of 
the rows of 
CDB  so that it is consistent with MCB . After attaining consistency between 
MCB  and CDB  at one geometry, we can enforce the smoothness of the two matrices at 
all geometries as a convenient way to ensure that 
MCB  and CDB  are also consistent in 
phase for those geometries. Based on this analysis, the scheme we used to adjust the signs 
of the elements of 
MCB  and CDB  so that they are consistent in the phases of the 
CASSCF states and across the molecular geometry space of interest is as follows: 
(1) Choose a molecular geometry where DMOs are close to CMOs, and find the 
CASSCF wave functions and their CAS-CI coefficients.  
(2) Choose a certain CSF with all occupied orbitals doubly occupied, for example, 
the ground-state closed-shell CSF.  Examine its CAS-CI coefficient for each 
state, whose sign is used as the “indicator” of the phase of that state. Note that 
in the diabatization output the CSFs are in the DMO basis and their coefficients 
are different from those in the CMO basis in the (X)MC-QDPT output. 
However they will be close when DMOs are close to CMOs.  
(3) If for the i-th CASSCF state the sign of the “indicator” coefficient is different in 
the fourfold way and (X)MC-QDPT, then change the signs of all elements of 
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the i-th row of 
CDB . This adjustment will account for the different phase of the 
i-th CASSCF state in the two calculations. Do this for all the CASSCF states. 
(4) A geometry is used as a reference after 
CDB  at this geometry has been adjusted 
using the above steps. At a geometry adjacent to the reference geometry (the 
“current” geometry), the signs of the matrix elements of 
MCB  and CDB  are 
determined as follows. By changing the signs of any rows and columns of the 
matrices at the current geometry in all possible ways, we maximize an overlap-
like function M for 
MCB  and CDB  respectively,  
 
(ref ) (curr)
, ij iji j
M B B=å  (4.16) 
where ijB  are elements of matrix B, which is either 
MCB  or CDB ; the sum is 
over all matrix elements; superscripts “ref” or “curr” means the matrix is for the 
reference or current geometry. The current geometry is then used as the new 
reference and the matrices for the next adjacent geometry are adjusted in the 
same manner. We can follow a path of geometries and repeat this step for all 
geometries of interest. This is equivalent to enforcing the smoothness of the 
transformation matrices across the geometries, which is more efficient than 
applying steps (1)-(4) at each geometry individually. Of course one can use 
steps (1)-(4) to check the results if needed. The path to follow can be general; 
for example, it can encircle a conical intersection, in which case the adiabatic 
wave functions change sign due to the geometric phase effect53 while the 
diabatic wave functions do not. 
The procedure of ensuring the consistency in the phases of matrices across different 
geometries is applicable to any system. However, the procedure used here for making the 
phases of CASSCF wave functions consistent in 
MCB  and CDB  at a given geometry is 
limited to systems with an even number of electrons since it utilizes the CI coefficients of 
a singlet CSF with all occupied orbitals being doubly occupied but there is no such CSF 
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for systems with an odd number of electrons. For such systems, one practically 
convenient alternative is to try all possible combinations of the phases of CASSCF wave 
functions in  
MCB  and CDB  and generate a set of diabatic potential energy curves for 
each combination of phases following a path while ensuring the consistency across the 
path. By looking at the sets of potential energy curves one should be able to select the 
correct one, because the curves generated with consistent phases should be smooth and 
reflect the difference of positions of state crossings in the CASSCF-level and (X)MC-
QDPT-level diabatizations. This procedure is convenient due to the fact that there are 
only a limited number of combinations of phases ( 12N-  combinations for a model space 
of dimension N where N is usually a small number in practical calculations of coupled 
potential energy surfaces) and that the procedure of generating diabatic potential energy 
curves using MSD is very efficient without the need of additional electronic structure 
calculations. More efficient schemes can probably be devised, but they will probably be 
software dependent. 
4.3. COMPUTATIONAL DETAILS 
All SA-CASSCF, fourfold-way diabatizations, and XMC-QDPT calculations were 
carried out with the GAMESS52 software package. Intruder state avoidance54 for XMC-
QDPT was used throughout with the energy denominator shift parameter52 set equal to 
0.02. The model space diabatization strategy was performed, using in-house developed 
codes, to extract the needed information from the outputs of the CASSCF diabatization 
and XMC-QDPT calculations, to adjust the phases of the matrices, and to calculate the 
diabatic potential energy matrices. The strategy was applied to the potential energy 
surfaces of three molecules: LiH, LiF, and thioanisole.  The fourfold way at the XMC-
QDPT level was also performed, with CASSCF DMOs in all cases, on these molecules 
for comparison.  
The potential energy curves of the three lowest 
1Σ+  states of LiH were calculated 
with SA-CASSCF averaging over the three states with equal weights, and with XMC-
QDPT with a three-dimensional model space, for internuclear distances from 1.5 to 6.0 Å. 
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The coordinate system is defined by putting Li at the origin and H on the positive z axis. 
The active space consists of two electrons in five orbitals, which have the character of 2s 
and 2 zp  of Li and 1s, 2 xp , and 2 yp  of H. Further increase of the active space results in 
no qualitative difference in the potential energy curves. The basis set used was aug-cc-
pVDZ.55 The SA-CASSCF calculations were constrained to 1A  states in 4vC  spatial 
symmetry. The XMC-QDPT calculations were carried out with 1C  spatial symmetry.  
The potential energy curves of LiH were diabatized using the fourfold way. The 
threefold density criterion with parameters N  = 2, R  = 1, and T  = 0.5 is sufficient 
to generate satisfactory DMOs. The diabatic prototypes include one CSF for each state, 
corresponding nominally to configurations ( H1s )
2, ( H1s )( Li1s ), and ( H1s )( ,Li1 zp ).  
The potential energy curves of the three lowest 
1Σ+  states of LiF were calculated 
with SA-CASSCF by averaging over the three states with equal weights, and with XMC-
QDPT with a three-dimensional model space, for internuclear distances from 3.0 to 8.0 Å. 
The coordinate system is defined by putting Li at the origin and F on the positive z axis. 
In 2vC  spatial symmetry, the active space consists of eight electrons in eight orbitals, 
which have the character of one s and one yp  on Li and one s, one yp , two xp , and 
two zp  on F. (Here the labeling of x and y is arbitrary and interchangeable; notice, 
however, that the 2vC  symmetry does not treat the degenerate x and y components of the 
 space equivalently.) Further increase of the active space results in no qualitative 
difference in the potential energy curves. The basis set used was aug-cc-pVTZ.55,56 The 
SA-CASSCF and XMC-QDPT calculations were constrained to 1A  states in 2vC  spatial 
symmetry.  
The potential energy curves of LiF were diabatized using the fourfold way. The 
threefold density criterion with parameters N  = 2, R  = 1, and T  = 0.5 is sufficient 
to generate satisfactory DMOs. The diabatic prototypes include one CSF for each state, 
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corresponding nominally to three configurations: closed-shell Li F+ - , excitation ( ,Fzp )
→( Lis ) from the closed shell, and excitation ( ,Fyp )→( ,Liyp ) from the closed shell.  
The geometry of thioanisole was first optimized by density functional theory with 
the M06-2X exchange-correlation functional57,58 and the MG3S basis set59 using the 
Gaussian 0960 software package. The optimized geometry has sC  symmetry, and the 
coordinate system is defined by taking the symmetry plane as the xy plane with the Ph-S 
bond on the x axis. The potential energy curves of the three lowest singlet states of 
thioanisole, which are two A' and one A" states, were calculated along the 3S-CH  bond 
distance coordinate from 1.8 to 4.0 Å while other coordinates were fixed at their values at 
the equilibrium geometry, with SA-CASSCF averaging over the three states with equal 
weights and XMC-QDPT having a three-dimensional model space. The active space 
consists of 14 electrons in 13 orbitals, which have the character of three π and three π* 
orbitals on the phenyl ring, one σ and one σ* orbital on the Ph-S bond, one σ and one σ* 
orbital on the 3S-CH  bond, and one s, one zp , and one d orbital on the sulfur. (The d 
orbital is a combination of xzd  and yzd , and its orientation changes with 3S-CH  
distance.) The σ and σ* canonical orbitals on the 3S-CH  bond become more localized 
when the diabatic orbitals are formed, as discussed below. The basis set used is a mixed 
one with 6-311+G(d)61,62 for C and H and MG3S59 for S. The SA-CASSCF and XMC-
QDPT calculations were carried out in 1C  spatial symmetry.  
The potential energy curves of thioanisole were diabatized using the fourfold way. 
The threefold density criterion with parameters N  = 2, R  = 1, and T  = 0.5 together 
with the MORMO criterion was used to generate DMOs. Two MORMO reference 
orbitals were used. One of them was prepared by taking a π CMO at 
3S-CH
r  = 4.0 Å and 
keeping its components in the atomic orbitals (AOs) of Ph-S and dropping the 
components in the AOs of 3CH . The other one was prepared by taking a sulfur yp -like 
CMO and keeping its components in the AOs of sulfur only. With this choice of 
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MORMO reference orbitals, the DMOs are close to CMOs except that at short 3S-CH  
distances the σ and σ* CMOs on the 3S-CH  bond become a yp -like DMO on sulfur and 
a 
3sp -like DMO on 3CH .  
The selection of MORMO reference orbitals and diabatic prototypes is complicated 
because we chose them to be appropriate for calculating global potential energy surfaces, 
not just for the local cuts presented here.  The diabatic prototypes are chosen as follows. 
For conciseness of description, we define a reference CSF corresponding to the closed-
shell [Ph-S]- anion, with the bonding- and non-bonding-like DMOs on Ph-S doubly 
occupied (one s, one yp , and one zp  orbital on sulfur, three π orbitals on Ph, and one 
bonding orbital on the Ph-S bond) and the other anti-bonding-like orbitals on Ph-S and 
the 
3sp -like orbital on 3CH  unoccupied. The prototype for the first state is one CSF 
corresponding to a single excitation from the yp -like orbital on sulfur to the 
3sp -like 
orbital on 3CH . Prototypes for the second state are three CSFs, two corresponding to 
single excitations from π to π*, and the other one corresponding to a double excitation 
from the zp -like orbital on sulfur to a π* orbital on Ph-S and the 
3sp -like orbital on 
3CH . Prototypes for the third state are two CSFs, one corresponding to a single 
excitation from the zp -like orbital on sulfur to the 
3sp -like orbital on 3CH , the other 
corresponding to a single excitation from a π orbital to the 
3sp -like orbital on 3CH .  
4.4. RESULTS AND DISCUSSION 
4.4.1. LiH 
The ionic-covalent crossing of LiH is a classic problem whose study dates back to 
the early days of quantum chemistry.63,64 The lowest three 
1Σ+  states of LiH, denoted 
here as 1V , 2V , and 3V , are one ionic [( H1s )
2] and two covalent [( H1s )( Li2s ), 
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( H1s )( ,Li2 zp )] states. The adiabatic and diabatic potential energy curves given by SA-
CASSCF and the fourfold way are shown in Figure 4.3(a). The curve of 3V  is unsmooth 
at internuclear distance ~2.6 Å because it has an avoided crossing with a higher state, and 
it also affects 1V  and 2V  via state averaging. However the higher state is not calculated 
since it has no significant influence on the diabatization. The ionic diabatic state 1U  
transforms smoothly from adiabatic state 1V  near the equilibrium bond length of 1.595 Å 
(ref. 65) to 3V  in the dissociation limit as the internuclear distance increases. The two 
covalent diabatic states 2U  and 3U  change from 2V  and 3V  at short bond lengths to 1V  
and 2V  respectively at the dissociation limit. There are two diabatic crossings, one at 2.8-
2.9 Å between 1U  and 2U  and the other at ~3.7 Å between 1U  and 3U . The squared 
diabatic couplings shown in Figure 4.3(b) are overall smooth except a small “kink” at 
Li-Hr  ~ 2.5 Å caused by the sudden change of character of 3V . The couplings peak in the 
region where the diabatization mixes different adiabatic states and they decrease toward 
zero in the asymptotic region, as expected.  
The adiabatic potential energy curves given by XMC-QDPT are shown in Figure 
4.4 together with the ones given by SA-CASSCF for comparison. The zero of energy for 
each theory is chosen to be the 0S  energy at Li-Hr  = 6.0 Å given by that theory. The 
figure shows that XMC-QDPT deviates from SA-CASSCF significantly for 0S  at short 
bond lengths, for 1S  in the intermediate region, and for 2S  at the dissociation limit. This 
is because in those regions the particular adiabatic state has ionic character. The 
dynamical correlation introduced by XMC-QDPT for the covalent states is similar for 
different internuclear distances, leading to an overall downshift of the absolute energies 
without significant effect on the relative energies, while the dynamical correlation for the 
ionic state is more pronounced, resulting in further lowering of the energies. Because of 
this, the diabatic crossing between the ionic and a covalent state should occur at different 
internuclear distances in SA-CASSCF and in XMC-QDPT. Such a difference has to be 
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incorporated by the transformation 
MCB  that converts XMC-QDPT model states to 
CASSCF states since 
CDB , the transformation of CASSCF adiabatic states to diabatic 
states, has no information about this difference.  
The XMC-QDPT-level diabatic potential energy curves given by the MSD strategy 
are shown in Figure 4.5(a). The sign of 
CDB  has been adjusted for Li-Hr  = 1.5 following 
steps (2)-(4) discussed in Section 4.2.3 as well as for all other Li-Hr  following step (5) to 
ensure the consistency of phases in 
MCB  and CDB  for each geometry and consistency 
over all geometries. The diabatic crossings occur at 3.0-3.1 Å between 1U  and 2U  and at 
4.2-4.3 Å between 1U  and 3U , both at longer Li-Hr  compared to CASSCF. To 
emphasize the significance of phase consistency, diabatic potential energy curves 
obtained with inconsistent phases in 
MCB  and CDB  (but the individual matrices are 
smooth over different geometries) are also given in Figure 4.5(b)–(d) for comparison. 
(There are four possible combinations of the signs of rows in a 3×3 matrix 
CDB , with 
CDB  and – CDB  considered as the same, only one of which is consistent with a given 
MCB .) The diabatic curves in Figure 4.5(b)–(d) are still smooth, but the shapes are 
incorrect. For instance, in Figure 4.5(b) and Figure 4.5(c) the crossing between 1U  and 
3U  occurs at similar position as for CASSCF diabatization, and the same happens for the 
crossing between 1U  and 2U  in Figure 4.5(d). The squared diabatic couplings shown in 
Figure 4.6 are qualitatively similar to those at the CASSCF level in Figure 4.3(b).  
For this system the DMOs generated by the threefold density criterion are close to 
CMOs and as a result the XMC-QDPT energies in the DMO basis differ only slightly 
from those in the CMO basis (mean unsigned deviation = 0.01 eV, maximum deviation = 
-0.03 eV); therefore we have an additional check for the diabatic curves generated by the 
MSD strategy, namely to compare them to those generated by the fourfold way at the 
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MC-QDPT level. Figure 4.7 shows they match well, further verifying the validity of the 
MSD strategy.   
4.4.2. LiF 
The potential energy curves of the ground 
1ΣX +  and the excited 11 Σ+  states of LiF 
also provide a challenging case for electronic structure methods because of their 
intrinsically multi-configurational character (usually called multireference character) 
when the bond stretches and because of the ionic-covalent avoided crossing66,67 at 
internuclear distance Li-Fr  ~ 7.2 Å.
67 On the left side of the avoided crossing where Li-Fr  
is less than 7.2 Å, the 
1ΣX +  state has ionic character and the 11 Σ+  state has covalent 
character, while the character of the two states switches on the other side of the crossing.  
Obtaining the correct distance for the avoided crossing depends on calculating the 
asymptotic energies of the ionic and covalent states accurately, and this requires a very 
high level calculation, especially for F-.  However, the present work is focused on 
diabatization methodology, not on obtaining a converged calculation of the crossing point. 
As for LiH, the ionic state of LiF is more sensitive than the covalent states to dynamical 
correlation, and SA-CASSCF and XMC-QDPT give significantly different locations of 
the ionic-covalent avoided crossings as discussed below. It therefore constitutes another 
difficult test case for MSD which utilizes information from diabatization at the CASSCF 
level to perform diabatization at the XMC-QDPT level.. 
The adiabatic and diabatic potential energy curves calculated by SA-CASSCF and 
the fourfold-way diabatization are shown in Figure 4.8(a). The ionic diabatic state 1U  
corresponds to adiabatic state 1V  at short Li-F distances, to 2V  at intermediate distances, 
and to 3V  at long distances, similar to LiH. The diabatic crossings occur at 4.1-4.2 Å 
between the ionic 1U  and covalent 2U  and at ~7.0 Å between 1U  and the covalent 3U . 
The squared diabatic couplings shown in Figure 4.8(b) are again smooth and decrease 
toward zero in the asymptotic region.  
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The XMC-QDPT adiabatic and diabatic potential energy curves are shown in 
Figure 4.9(a). The adiabatic curves are considerably different from the CASSCF ones due 
to the significantly different amount of dynamical correlation for different states and at 
different geometries. As a consequence, the avoided crossing between 0S  and 1S  occurs 
at much longer Li-Fr , and the avoided crossing between 1S  and 2S  vanishes in the 
calculated region of geometry. These differences are fully captured by the MSD strategy. 
The resulting diabatic potential energy curves have only one crossing at ~6.1 Å between 
1U  and 2U . Like what we have done for LiH, the diabatic curves of LiF generated from 
inconsistent 
MCB  and CDB  are shown in Figure 4.9(b)–(d). It is even more obvious here 
that the consistency of phase is essential for the correct diabatization, otherwise the 
diabatic curves will exhibit erratic shapes. (There are exceptions for which the phase is 
practically unimportant, to be discussed in the next subsection.) The squared diabatic 
couplings, shown in Figure 4.10(a), have small bumps at ~4.5 Å and ~7.1 Å but the 
curves are still overall smooth. We note that the bumps originate from the fourfold way 
rather than the MSD strategy, as explained in the following.  
As for LiH, the DMOs are also similar to CMOs for LiF and so the XMC-QDPT 
energies in the DMO basis are essentially the same as the standard XMC-QDPT energies 
in the CMO basis. Consequently the fourfold way at the XMC-QDPT level is in principle 
equivalent to MSD. Indeed they give essentially the same diabatic potential curves, 
differing by less than 0.01 eV (not shown here). The squared diabatic couplings (Figure 
4.10) given by the two schemes are also essentially the same despite some numerical 
differences. Obviously the bumps at ~4.5 Å and ~7.1 Å are also present in the curves 
given by the fourfold way at the XMC-QDPT level (Figure 4.10(b)), showing that it is 
not an inaccuracy introduced by MSD. Nonetheless this “unsmoothness” is minor without 
noticeable influence on the potential energy curves and should not be a problem.  
To test the sensitivity of the MSD strategy to suing a model space of a different 
dimension, calculations were also carried out by SA-CASSCF averaging over only two 
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states (again with equal weights) and with a two-dimensional model space for XMC-
QDPT. The conclusions about the success of the MSD strategy are unchanged. 
 
4.4.3. Thioanisole 
Thioanisole has 66 electrons, which is rather larger than is typical for a system used 
for testing new methods. We chose it because the use of MORMO reference orbitals in 
fourfold-way diabatization results in DMOs that are significantly different from CMOs, 
such that XMC-QDPT in the CASSCF DMO basis gives inaccurate energies, making the 
original MC-QDPT diabatization scheme19,29 unsuitable.  
At equilibrium geometry of thioanisole, the ground state 0S  and the first excited 
singlet state 1S  belong to the A' irreducible representation (irrep) in the sC  group, while 
the second excited singlet state 2S  belongs to A". 0S  is a closed-shell state, 1S  is a ππ* 
state, and 2S  is an nπ* state. Within sC  symmetry, as the distance, 3S-CHr , between 
sulfur and 3CH  increases, a symmetry-allowed conical intersection occurs first between 
1S  and 2S . After this intersection, 1S  becomes an A" state, and the second intersection 
occurs between 1S  and 0S  at longer 3S-CHr . The intersections can be seen in the 
CASSCF adiabatic and diabatic potential energy curves in Figure 4.11(a), located at 
3S-CH
r  = 2.0–2.1 Å and ~3.3 Å. The crossing states should not mix in diabatization since 
they belong to different irreps, and the diabatic energies essentially overlap with the 
adiabatic ones. The diabatic states simply connect different adiabatic states as they pass 
the intersections so that 1U  and 2U  remain A' states and 3U  remains a A" state. The 
squared diabatic couplings, shown in Figure 4.11(b), are overall small. 23U  undergoes an 
abrupt increase at 
3S-CH
r  = 2.5 Å because 3V  passes another crossing (with the 
uncalculated 4V ) and acquires a major configuration shared by 1V  so that the fourfold 
way distinguishes the two states less well. The coupling is nevertheless unimportant since 
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its magnitude is still far smaller than the energy gap between the two states. At the XMC-
QDPT level, the intersections occur at different locations, 
3S-CH
r  = 1.9-2.0 Å and ~3.5 Å, 
due to the inclusion of dynamical correlation (Figure 4.12(a)). The diabatic potential 
energies again match the adiabatic ones, and the difference of location of the intersections 
is properly reflected. The fact that the CASSCF diabatic wave functions are essentially 
the same as the adiabatic wave functions means that 
CDB  serves only to map the 
adiabatic states to diabatic states one-to-one with virtually no mixing, and as a 
consequence the phase inconsistency is not a problem since it affects only the mixing of 
states. (All four possible phase choices of 
CDB  give essentially the same diabatic curves, 
which are not shown individually.) Diabatization at the XMC-QDPT level again 
introduces a minor unsmoothness to the squared diabatic couplings in Figure 4.12(b) 
compared to Figure 4.11(b), but the couplings are so small that the lack of smoothness is 
insignificant.  
4.5. SUMMARY 
We have proposed a diabatization strategy called model space diabatization that, 
when used with an MCSCF-level diabatization and a QDPT post-SCF method, generates 
diabatic states and diabatic potential energy matrix at the standard QDPT level. 
Diagonalizing the diabatic potential energy matrix produced by model space diabatization 
gives states and energies that agree exactly with usual adiabatic states and energies.  
The new diabatization method has been applied with the fourfold-way SA-
CASSCF-level diabatization and XMC-QDPT adiabatic energies to obtain diabatic 
potential energy curves for LiH and LiF and cuts through the diabatic potential energy 
surfaces for thioanisole. These cases provide a critical challenge to  the new method 
because shape of potential energy curves at the XMC-QDPT level are qualitatively 
different from those at the SA-CASSCF level for these molecules as a result of the 
inclusion of dynamical correlation; in particular the avoided crossings or conical 
intersections occur at different geometries according to the two levels of theory. We find 
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that these differences are properly accounted for by the MSD method, and the resulting 
diabatic potential energy curves are smooth with the correct shape.  
The original fourfold way for QDPT calculations used diabatic molecular orbitals 
(DMOs) determined at the QDPT level.19 We have now made two changes. First, in a 
previous paper,29 we showed that the method could be used, even for QDPT calculations, 
with DMOs determined at the CASSCF level. Second, in the present chapter, we show 
that it can be used, even for QDPT calculations, with an adiabatic-to-diabatic 
transformation determined at the CASSCF level; this preserves the accuracy of the QDPT 
adiabatic energies even when the DMOs differ largely from the canonical molecular 
orbitals.  With these two changes, the method becomes more convenient and more 
general. Although we have mainly discussed MSD as an extension of the fourfold way, it 
is also a general scheme that can in principle be used with any other MCSCF-level 
diabatization scheme that produces diabatic states spanning the same space as do the 
MCSCF adiabatic states. Furthermore it can be used with any QDPT method that 
produces model states spanning the same space.  
The MSD strategy is simple in that it can be applied as an independent step after the 
MCSCF diabatization calculations and QDPT calculations are finished, and its use does 
not require one to modify the electronic structure codes; furthermore the additional 
computational cost is negligible. With these advantages the strategy is recommended for 
QDPT-level diabatization of potential energy surfaces involving avoided crossings or 
conical intersections.  
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Figure 4.1. Adiabatic ( 1V - 3V ) potential energy curves of LiF as functions of the 
internuclear separation as calculated by (a) SA-CASSCF and (b) XMC-QDPT. 
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Figure 4.2. Schematic of the partitioning of the electronic Hamiltonian matrix into 
blocks corresponding to subspaces of the wave function space (see the text for an 
explanation of the notation).  
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Figure 4.3. Potentials and couplings for LiH as functions of the internuclear 
separation as calculated by SA-CASSCF and the fourfold way at the CASSCF level. 
(a) Adiabatic ( 1V - 3V ; solid lines) and diabatic ( 1U - 3U ; open symbols) potential 
energy curves and (b) the squared diabatic couplings ( ijU )
2 between diabatic states i 
and j (i, j = 1-3). 
 
  99 
 
 
 
Figure 4.4. Adiabatic ( 1V - 3V ) potential energy curves of LiH as functions of the 
internuclear separation as calculated by SA-CASSCF (solid lines) and XMC-QDPT 
(open symbols). The zero of energy is set to be the ground-state energy at 
dissociation limit ( Li-Hr  = 6.0 Å) given by the respective theories.  
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Figure 4.5. Adiabatic ( 1V - 3V ; solid lines) and diabatic ( 1U - 3U ; open symbols) 
potential energy curves of LiH as functions of the internuclear separation as 
calculated by XMC-QDPT and the MSD strategy with transformation matrices 
corresponding to (a) consistent phases and (b–d) inconsistent phases of the wave 
functions. Only (a) is the proper result from the correct application of the MSD 
strategy (indicated by the check mark, as opposed to a red x for the other cases).  
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Figure 4.6. Squared diabatic couplings ( ijU )
2 between diabatic states i and j (i, j = 
1-3) of LiH as functions of the internuclear separation as calculated by the MSD 
strategy. 
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Figure 4.7. Adiabatic and diabatic potential energy curves of LiH as functions of the 
internuclear separation. Black lines: adiabatic curves calculated by XMC-QDPT with 
CMOs. Red lines: diabatic curves calculated by MSD. Black triangles: adiabatic 
curves calculated by XMC-QDPT with CASSCF DMOs. Red circles: diabatic curves 
calculated by the fourfold way at the XMC-QDPT level with CASSCF DMOs. 
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Figure 4.8. Potentials and couplings for LiF as functions of the internuclear 
separation as calculated by SA-CASSCF and the fourfold way at the CASSCF level. 
(a) Adiabatic ( 1V - 3V ; solid lines) and diabatic ( 1U - 3U ; open symbols) potential 
energy curves; (b) the squared diabatic couplings ( ijU )
2 between diabatic states i and 
j (i, j = 1-3) . 
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Figure 4.9. Adiabatic ( 1V - 3V ; solid lines) and diabatic ( 1U - 3U ; open symbols) 
potential energy curves of LiF as functions of the internuclear separation as 
calculated by XMC-QDPT and the MSD strategy with transformation matrices 
corresponding to (a) consistent phases (indicated by a check mark) and (b–d) 
inconsistent phases (indicated by a red x) of the wave functions. Only the one with 
the check mark is the proper result from the correct application of the MSD strategy. 
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Figure 4.10. Potentials and couplings of LiF as functions of the internuclear 
separation as calculated by MSD. (a) Squared diabatic couplings ( ijU )
2 between 
diabatic states i and j (i, j = 1-3) and (b) the fourfold way at the XMC-QDPT level 
with CASSCF DMOs. 
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Figure 4.11. Potentials and couplings for thioanisole along the 3S-CH  distance with 
the other coordinates fixed at the 0S  equilibrium geometry, as calculated by SA-
CASSCF and the fourfold way at the CASSCF level. (a) Adiabatic ( 1V - 3V ; solid 
lines) and diabatic ( 1U - 3U ; open symbols) potential energy curves. (b) Squared 
diabatic couplings ( ijU )
2 between diabatic states i and j (i, j = 1-3). 
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Figure 4.12. Potentials and couplings for thioanisole along the 3S-CH  distance with 
the other coordinates fixed at the 0S  equilibrium geometry, as calculated by XMC-
QDPT and the MSD strategy. (a) Adiabatic ( 1V - 3V ; solid lines) and diabatic ( 1U -
3U ; open symbols) potential energy curves. (b)Squared diabatic couplings ( ijU )
2 
between diabatic states i and j (i, j = 1-3). 
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Chapter 5. Franck-Condon Models for Simulating the Band 
Shape of Electronic Absorption Spectra 
 
5.1. INTRODUCTION 
As described in Section 1.4, simulation of line shapes is an important ingredient 
needed for understanding and interpreting experimental UV/Vis spectra, and vibronic 
broadening makes an especially important contribution to the line shapes. The present 
chapter attempts to account for vibronic broadening without calculating all the individual 
vibronic-state-to-vibronic-state transition probabilities, which is usually impractical. 
I am especially interested in an approach that is suitable for the electronic 
spectroscopy of complex systems, such as transition metal complexes, that are composed 
of a fairly large number of electronic excitations. Some approaches to simulate vibronic 
effects are already available, 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18 as described in Section 1.4; 
however, most of the existing methods are not suitable for this kind of system. First, 
many of the methods are too complicated to be applied to many electronic excitations of 
complex systems. Second, most experimental spectra of complex systems are not 
resolved, which makes the effort of accurately simulating the fine vibrational structure 
unnecessarily ambitious. In many situations, what we care about is just an unresolved 
spectrum, such as the ones usually obtained experimentally. In this chapter I present two 
models suitable for this purpose, and their usefulness is demonstrated by testing on two 
multi-mode, multiple-electronic-transition molecules, namely naphthalene and 
permanganate.   
The models are a symmetric Gaussian model and an asymmetric bell-shaped model 
derived from the time-dependent formulation of absorption spectroscopy developed by 
Heller and co-workers19,20,21,22 and that is implemented in the ORCA 11,23 computer 
program. The Gaussian model was derived in ref. 17 but was not tested. Here I correct 
some mistakes in the derivation, extend it to the asymmetric model, and show that the 
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simple models are satisfactory for simulating unresolved vibronic spectra. One particular 
scenario in which these models will be useful is the evaluation of electronic structure 
methods for simulating an unresolved experimental spectrum. In many of such 
applications, by using the methods presented here for the width and shape of the bands, 
combined with the electronic structure method for the location and strength of the bands, 
we can ensure that the factor that limits the quality of comparison of the simulation to 
experiment is the electronic structure method itself rather than the treatment of the band 
shape. 
5.2. THEORY 
5.2.1. Assumptions about the potential energy surfaces and the 
transition dipole moments 
We will work under the Franck-Condon (FC) approximation, which assumes that 
the transition dipole moment does not vary with the geometry in the Franck-Condon 
region relevant to spectroscopy. We also assume that the potential energy surfaces (PESs) 
are harmonic and that the PESs of the excited states have the same frequencies and 
normal modes (without Duschinsky rotation24,25) as the ground state and that only the 
equilibrium geometry is shifted. These approximations to the PESs have been evaluated 
in previous studies, in which they are called the IMDHO (independent mode, displaced 
harmonic oscillator),26 LCM (linear coupling model),27 or VG (vertical gradient)28 model. 
Those studies showed that these approximations can often yield satisfactory results when 
combined with either time-independent or time-dependent methods. In this work we will 
call these approximations collectively the Franck-Condon displaced-harmonic-oscillator 
(FC-DHO) approximations. Theses approximations are desirable in practice, especially 
for complex systems like transition metal complexes, since under these approximations 
the only quantities needed for simulating a spectrum using the models presented in this 
work are the vertical excitation energies, oscillator strengths, ground-state vibrational 
frequencies, and the gradients of excited state PESs with respect to nuclear coordinates at 
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the ground state equilibrium geometry. We also assume zero temperature so that all the 
excitations start from the vibrational ground state of the electronic ground state. 
5.2.2. The Gaussian FC-DHO model for the vibronic band shape 
We present here a straightforward derivation of the model; readers are referred to 
the literature for more details of this kind of method.11,16,19,20,21,22 We start from the time-
domain expression of the absorption cross section of the nth excited state under the Born-
Oppenheimer (BO) and FC approximation, incorporating homogeneous and 
inhomogeneous broadening11,16  
  (5.1) 
where n labels an electronic excited state, E is the energy of the incident photon,  fn 
is the oscillator strength of the electronic transition, Re is the operator that takes the real 
part, χ00 is the nuclear wave function of the vibrational ground state on the electronic 
ground state PES, χn is the time-dependent nuclear wave function on the excited 
electronic state PES defined by  where Hn is the nuclear-motion 
Hamiltonian of the excited state, E00 is the energy of the ground vibrational state of the 
ground electronic state, Γn is the homogeneous broadening factor, and Θn is the 
inhomogeneous broadening factor. The Dirac bracket denotes integration over the nuclear 
coordinates. This is the expression for a single excited electronic state; if multiple excited 
electronic states are involved, one must sum their contributions. Figure 5.1 illustrates E00 
and other energetic quantities to be used in following equations. 
Next we employ an approximation to the overlap integral of the nuclear wave 
functions, under the FC-DHO assumption,22  
  (5.2) 
where the sum runs over all normal modes j, Δnj is the displacement of dimensionless 
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normal coordinate j from the ground-state equilibrium geometry to the excited-state 
equilibrium geometry, ωj is the frequency of mode j, and 
a
0nED  is the electronic energy 
difference between the excited electronic state and the ground electronic state at their 
respective equilibrium geometries (sometimes called the classical adiabatic excitation 
energy).  
Equations (5.1) and (5.2) can already be used for numerical simulation, and they are 
implemented in ORCA. For simplicity we will call this model the “full FC-DHO model”. 
However, our goal is a simpler model, and next we derive a simple Gaussian model. This 
model was reported in ref. 17 but here we present a more straightforward derivation, by 
keeping only the low-order terms in the Taylor expansion of the exponential term in eq 
(5.2). Such low-order terms will give a useful approximation to the vibronic band.  
Expanding the exponential term in eq (5.2) to second order, 
 e
-iw jt 1- iw jt -
1
2
w j
2t2  (5.3) 
it gives 
  (5.4) 
By using eq (5.4) and neglecting the broadening factors, eq (5.1) can be rewritten as 
  
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and 
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With the harmonic approximation, we have   
  (5.8) 
and 
  (5.9) 
so that eq (5.6) simplifies to 
 ( )v01( )n nE E E D= -

 (5.10) 
where v0nED  is the vertical excitation energy. Combining eqs (5.5), (5.7), and (5.10) 
yields the Gaussian FC-DHO approximation: 
  (5.11) 
This is a Gaussian function centered at the vertical excitation energy, with a half width at 
half maximum (HWHM) of , and with height proportional to the 
oscillator strength.  
To apply the above model, we need fn (oscillator strength), 
v
0nED  (vertical 
excitation energy), ωj (ground-state vibrational frequencies), and Δj (displacements of the 
excited-state equilibrium geometry relative to the ground state equilibrium geometry in 
dimensionless normal coordinates) from electronic structure calculations. The first three 
can be readily obtained from electronic structure calculations. Under the FC-DHO 
approximations, the displacements can be calculated from the normal modes and 
frequencies of the ground-state PES and the gradient of the excited-state PES with 
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respect to nuclear coordinates at the ground-state equilibrium geometry, as discussed in 
the next subsection. 
5.2.3. Deriving the displacement of excited-state equilibrium 
geometry relative to the ground state equilibrium geometry in the FC-
DHO approximation 
In this section we are concerned with electronic states only, and by “ground state” 
and “excited state” we mean electronic ground and excited state, respectively. Let q be 
the vector of the mass-weighted Cartesian displacements from the ground-state 
equilibrium geometry to an arbitrary geometry, defined by 
 ( )0i i i iq m x x= -  (5.12) 
where i labels one of the 3N Cartesian coordinates (N is the number of atoms), xi is the ith 
Cartesian coordinate of an arbitrary geometry, mi is the mass of the atom corresponding 
to xi, and 
0
ix  is a Cartesian coordinate of the ground-state equilibrium geometry. The 
excited-state potential energy is expanded to second order about the ground-state 
equilibrium geometry as 
 
0 1( )
2
T T
n nE E= + +q g q q Fq  (5.13) 
where En
0 is the energy, g is the gradient, and F is the Hessian of the excited-state PES at 
the ground-state equilibrium geometry. Notice that because of the mass weighting in eq 
(5.12), F has units of frequency squared. Because we made the FC-DHO approximations, 
F is the same as for the ground state. Therefore, the unitless matrix A whose rows are 
ground-state normal mode eigenvectors diagonalizes the Hessian: 
 T =AFA Λ  (5.14) 
where Λ is a diagonal matrix whose diagonal elements are squares of the ground-state 
harmonic frequencies.  
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The equilibrium geometry of the excited state, q0, is found by setting ∂En/∂q = 0,  
 
0
00
nE
=

= = +
 q q
g Fq
q
 (5.15) 
Therefore 
 1 10
T- -= - = -q F g A Λ Ag  (5.16) 
Then the displacement in terms of dimensionless normal coordinates is 
 1/4 0
1
=Δ Λ Aq

 (5.17) 
(Notice that both sides of eq (5.17) are unitless.) The components Δj of the vector Δ can 
be used for eq (5.11).  
5.2.4. The third-order FC-DHO model 
The Gaussian FC-DHO model of eq (5.11) is obtained by expanding the 
exponential term in eq (5.2) to the second order. A natural extension is to expand it to a 
higher order. If we expand it to the third order, we have  
 ( )
2 3 2[ ( ) ] 3
0 0
( ) Re cos ( )nt i E t t tn n n nE f dte f dte E t t
  g s  g
¥ ¥- + + - = +ò ò  (5.18) 
where α and βn(E) are given by eqs (5.7) and (5.10), and  
 
2 31
12
j j
j
g D w= å  (5.19) 
The integrand on the right-hand side of eq (5.18) involves a Gaussian centered at t = 0, 
whose amplitude is modulated by a cosine function. The integral will have large values if 
the cosine function oscillates slowly near t = 0 and have small values otherwise. The 
integral will have its maximum when βn(E)t + γt
3 is close to zero near t = 0, which occurs 
if βn (E) is a small negative value since γ > 0. Therefore, this model gives the maximum 
of the band being slightly red-shifted compared to the vertical excitation energies. This 
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red shift of the band maximum is consistent with the observation that the band maximum 
is normally to the red of the vertical excitation energy.17 Moreover, if we numerically 
integrate eq (5.18), we will see, as shown in the Results and Discussion section, that it 
gives a bell-shaped band with a heavier tail on the high-energy side along with the red-
shifted maximum.  
In the remainder of the text we will call this model the third-order FC-DHO model.  
5.3. COMPUTATIONAL DETAILS 
Following the choice of electronic structure method in ref. 42, the ground-state 
equilibrium geometry of naphthalene was optimized and the vibrational modes and 
harmonic frequencies computed, by BHandHLYP/TZVP29,30 as implemented in Gaussian 
09.31 TDDFT calculations for the vertical excitation energies, oscillator strengths, and 
analytic energy gradients were done with the same exchange-correlation functional and 
basis set.  
Following the choice of electronic structure method in ref. 43, the ground-state 
equilibrium geometry of permanganate anion was optimized, and the vibrational modes 
and harmonic frequencies computed, by BPW9132 and the Slater-type TZ2P basis set.33 
Vertical excitation energies and oscillator strengths were computed by the statistical 
average of orbital potential (SAOP) method34,35 and the TZ2P basis set. The gradients of 
the excited states were computed numerically for this molecule. 
Gaussian 0931 was used for the DFT and TDDFT calculations for naphthalene. 
ADF36,37,38 was used for the DFT and SAOP calculations for permanganate. The 
ORCA_ASA module of ORCA23 was used for the simulation of spectra based on the full 
FC-DHO model (eqs (5.1) and (5.2)). A Python package, FCBand,39 was used for the 
simulation of spectra based on the Gaussian (eq (5.11)) and third-order (eq (5.18)) FC-
DHO models. 
5.4. RESULTS AND DISCUSSION 
In this section we validate the Gaussian FC-DHO model against the full FC-DHO 
model and against the experimental spectra of two molecules, naphthalene and 
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permanganate. These two molecules were chosen because their experimental vibronic 
spectra are available in the literature,40,41 and also because there have been previous 
attempts to simulate these spectra.42,43 Because we used the electronic structure methods 
that were previously shown to have good performance for the systems in those studies, 
we can reduce the error caused by the electronic structure calculations when simulating 
the spectra so as to better examine the error caused by the band shape assumptions in the 
models.  
We remind the readers that accurately reproducing the vibrational structures of the 
experimental spectra would require more sophisticated models beyond the full FC-DHO 
model with the FC-DHO approximations, which is not the purpose of this work. The 
purpose of the present work is to show that the simple models requiring only a small 
amount of electronic structure calculation can simulate an unresolved spectrum. Because 
of the simplicity of the model, it can be applied with a low cost to spectra that are 
composed of a fairly large number of excited states, even for a fairly complex system like 
a transition metal complex. We will show that the models give a reasonable shape for the 
vibronic bands and thus strike a balance between accuracy and computational cost. 
5.4.1. Naphthalene 
The S0→S2 transition is the first dipole-allowed transition of naphthalene that has 
π→π* (HOMO→LUMO) character. It is considered a prototypical system of the bright 
excitations of aromatic systems and has been extensively studied.40,42,44,45 Figure 5.2 
compares two models to experiment. The full FC-DHO model, despite the simple FC-
DHO approximations, reproduces the vibrational features of the experimental spectrum 
quite well, especially in the low-energy region. The Gaussian FC-DHO model, which is 
an approximation to the full FC-DHO model, gives a satisfactory overall shape of the 
band, although, as expected from the symmetry of the Gaussian function, the Gaussian 
FC-DHO model gives a symmetric band, while the experimental band is heavier on the 
right tail than on the left tail. 
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The third-order FC-DHO model does a better job of simulating the asymmetry of 
the band. Figure 5.3 shows three simulations for the same excitation of naphthalene. The 
third-order FC-DHO model has a maximum shifted to lower energy by ~650 cm-1 (0.08 
eV) compared to the Gaussian FC-DHO model, whose maximum is located at the vertical 
excitation energy. The third-order FC-DHO model also has an asymmetric shape with a 
heavier right tail; although it has a non-physical negative left tail, one can simply replace 
the negative values with zeros for the purpose of simulation. Another interesting 
comparison can be made between the third-order FC-DHO model and the full FC-DHO 
model convoluted with a large empirical inhomogeneous broadening of Θn = 800 cm
-1; 
such a large broadening is adopted to simulate an unresolved spectrum. The third-order 
FC-DHO model and the full FC-DHO model have an excellent match (except for the 
negative left tail of the third-order FC-DHO model). Although the match would not be as 
good if a different broadening factor were used, the important point here is that the third-
order FC-DHO model (like the very close Gaussian FC-DHO model) is capable of 
simulating the overall shape of an unresolved spectrum.  
5.4.2. Permanganate 
The permanganate ion, MnO4
-
, has a closed-shell ground state belonging to the A1 
irreducible representation (irrep) of the Td point group,
46 and only A1→T2 singlet-singlet 
transitions are dipole and spin allowed. The absorption spectrum of the four lowest 
A1→T2 transitions has been studied experimentally
40 and theoretically.43 We followed 
ref. 43 for the electronic structure calculations and the empirical adjustment of vertical 
excitations, and combined them with our models to simulate the spectrum and to compare 
with the experimental one in ref. 40. Tables 5 and 5 list the computed vibrational 
frequencies of the ground state and the vertical excitation energies respectively. 
Figure 5.4 shows that for such a complex system as permanganate the full FC-DHO 
model with the FC-DHO approximation reproduces less well the vibrational features of 
the experiment than the model does for naphthalene; as ref. 43 shows it needs more 
sophisticated methods to simulate the vibrational features of permanganate. The 
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simulated 2 T2 and 3 T2 bands are stronger than experiment; such stronger bands may be 
partly due to the electronic structure as well as to the band shape model. Nonetheless, the 
Gaussian FC-DHO model is able to produce an overall unresolved profile of the full FC-
DHO model. For this case consisting of many bands across a wide energy range, the 
difference between the Gaussian FC-DHO model and the third-order FC-DHO model 
(not shown here) is inconsequential. 
5.5. SUMMARY 
In this work we presented the derivation of a simple Gaussian model and an 
asymmetric bell-shaped model (the third-order model) for the calculating the vibronic 
band shape of the electronic spectroscopy of molecules under the FC-DHO (Franck-
Condon, displaced harmonic oscillator) approximations. These models are 
approximations to a more sophisticated time-dependent model (the full FC-DHO model). 
By testing the new models on the low-lying excitations of two molecules, naphthalene 
and permanganate, we showed that the models are capable of capturing the unresolved 
band shape of the full FC-DHO model. The resulting band shapes compare well to the 
experimental spectra when the FC-DHO approximations are reasonable and when the 
underlying electronic structure is good for the problem.  
Among the two models, the Gaussian model is simpler but does not describe the 
asymmetry of the bands, whereas the third-order model introduces an asymmetry shape 
and a red-shifted maximum but needs numerical integration. The third-order model also 
gives a region of small negative values in the low-energy tail of the spectrum, but in 
practice these negative values can simply be set to zero.  
These models are suitable for simulating the unresolved electronic spectra of 
complex molecules for the following reasons. First, most experimental spectra of 
complex systems do not have resolved vibrational fine structure. Second, the models are 
relatively black-box and do not require decision making or human intervention; therefore 
they can be easily streamlined to simulate spectra of complex systems such as transition-
metal complexes that involve tens or even hundreds of electronic excitations. Third, the 
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required electronic structure calculations such as ground-state vibrational frequencies and 
excited-state gradients are relatively inexpensive, and no complicated or error-prone 
calculations like excited-state geometry optimization are needed. The models are 
independent of the electronic structure and can be used along with any electronic 
structure method that is good for the problem at hand. Given the quantities provided by 
the electronic structure calculations, the added cost for simulating the spectrum is 
negligible. 
  124 
 
Table 5.1. Vibrational frequencies of the ground state of permanganate. a  
mode irrep frequency (cm-1) 
1–2 e 349 
3–5 t2 399 
6 a1 875 
7–9 t2 940 
a Computed by BPW91/TZ2P. 
 
 
Table 5.2. Oscillator strengths and vertical excitation energies of permanganate. 
 
f a Evert (eV) 
a ΔEadj (eV) 
b Eadj-vert (eV) 
c 
1 T2 6.89E-03 3.00 -0.54 2.46 
2 T2 2.10E-03 4.03 -0.44 3.59 
3 T2 9.58E-03 4.92 -0.79 4.13 
4 T2 2.30E-03 5.95 -0.52 5.43 
a Oscillator strengths (f) and vertical excitation energies (Evert) computed by 
SAOP/TZVP.  
b Empirical adjustment of vertical excitation energies following ref. 43.  
c Adjusted vertical excitation energies, Eadj-vert = Evert + ΔEadj 
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Figure 5.1. Illustration of the PESs of the electronic ground ( 0 ( )E q ) and excited 
( ( )nE q ) states and of some important energies (E00 and En
0) and energy differences 
( a0nED and 
v
0nED ).  
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Figure 5.2. Absorption spectrum of the S0→S2 transition of naphthalene as given 
by the full FC-DHO model (red solid line), the Gaussian FC-DHO model (black 
dash line), and the experiment 40 (blue dotted-dash line). (The spectra are 
horizontally translated to align the 0-0 excitation peak at the zero of energy so as to 
reduce the error in the position of the bands caused by the electronic structure 
method. The absorption strengths are scaled for good visual comparison.)  
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Figure 5.3. Absorption spectrum of the S0→S2 transition of naphthalene given by 
the Gaussian FC-DHO model (black dash line), the third-order FC-DHO model 
(red solid line), and the full FC-DHO model with a large empirical broadening 
(blue dotted-dash line). (Although it is not necessary in this case, for consistency 
with the treatment in Figure 5.2, the spectra are horizontally translated to align the 
0-0 excitation at zero of energy. The absorption strengths are scaled to have a 
maximum of unity.) 
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Figure 5.4. Absorption spectrum of the lowest four A1→T2 singlet-singlet 
transitions of permanganate given by the full FC-DHO model, the Gaussian FC-
DHO model, and the experiment.40 (The absorption strengths are scaled for proper 
comparison.) 
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Chapter 6. Photochemistry and Spectroscopy of Thioanisole. I. 
Computational Simulation and Interpretation of the Low-Lying 
Excited Electronic States and Electronic Spectrum 
 
6.1. INTRODUCTION 
As discussed by Sobolewski,  Domcke, and coworkers,1,2,3,4 many organic 
molecules with aromatic rings and heteroatoms have photoinduced hydrogen detachment 
channels in the gas phase and proton transfer channels in protic solvents that are mediated 
by a repulsive 1s* or 1ns* state. Among these, phenol and thiophenol, as well as their 
derivatives anisole and thioanisole, exhibit qualitatively similar potential energy profiles 
that may be considered prototypes of this behavior.5,6,7,8,9,10,11,12,13 For thioanisole, the 
existence and nature of the 1ns* state has been identified and discussed in previous 
work.13,14 It was conjectured, based on complete active space self-consistent field 
(CASSCF) calculations and spectroscopic studies, that the ultrafast dynamics of the 
photodissociation of thioanisole into thiophenoxyl and methyl radicals is facilitated by 
the coupling of the optically accessible 1ππ* state to the dark 1ns* state. The detailed 
mechanism of the reaction is, however, still open to question.  
Our ultimate goal is to use theory and computation to gain more insight into the 
mechanism, by constructing the potential energy surfaces of the relevant ground and 
excited states and performing dynamical simulation on the coupled surfaces. As the first 
step, in this chapter we study the ultraviolet absorption spectrum of thioanisole to obtain 
more information about the character of the electronic excited states in the Franck-
Condon region and to validate electronic structure methods for calculating these states. A 
vapor-phase experimental spectrum was reported in a recent article14 but has yet to be 
fully interpreted and understood. Instead of assigning states to the spectral bands simply 
according to their vertical excitation energies and transition probabilities, we attempt to 
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simulate the spectrum using a normal-mode sampling strategy as detailed below so as to 
directly compare the simulated profile to the experimental spectrum.  
The rest of this chapter will proceed as follows. After describing the computational 
details in Section 6.2, we discuss in Section 6.3 the optimized geometries of S0 and S1, 
the character of the excited states, and the interpretation of the electronic spectrum based 
on our simulation. Finally we conclude our discussion in Section 6.4.  
6.2. COMPUTATIONAL DETAILS 
6.2.1. Basis sets, electronic structure methods, and software 
We used five basis sets. In order of decreasing completeness, they are: 
• augmented correlation-consistent polarized valence triple zeta with an additional 
tight d function for sulfur: aug-cc-pV(T+d)Z;15,16,17 
• minimally augmented, multiply polarized valence triple zeta: MG3S;18  
• minimally augmented, polarized valence triple zeta (multiply polarized for sulfur), 
denoted as MB hereafter: 6-311+G(d)19,20 for carbon and hydrogen and MG3S for 
sulfur; 
• partially augmented, correlation-consistent polarized valence double zeta with an 
additional tight d function for sulfur: jun-cc-pV(D+d)Z;15,16,17, 21  
• minimally augmented, polarized valence double zeta: 6-31+G(d);20,22,23,24  
We used both Kohn-Sham density functional theory (KS-DFT) and wave function 
theory (WFT) for electronic structure calculations. The levels of theory and their 
abbreviations are listed in Table 6.1 along with 
references25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42 that explain each level of theory. 
We used the following software to perform various types of calculations: Gaussian 
09,43 GAMESS,44,45 NWChem,46 ANT (incorporating the MOPAC 5.021mn code),47,48 and 
Multiwfn.49 The calculations done with each software package are listed in Table 6.2. 
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6.2.2. Coordinates and geometry optimization  
The equilibrium geometry of both S0 and S1 has Cs symmetry with the symmetry 
plane in the phenyl ring. The equilibrium geometry of S0 is shown in Figure 6.1, which 
also illustrates our convention for numbering the carbon atoms. The molecular orientation 
is defined by putting the C2, C1, and S atoms in the xy plane with the C1-S bond pointing 
to the positive x direction.  
The ground-state equilibrium geometry was optimized by M06-2X/MG3S and by 
CASSCF(12,11)/MB.50 The equilibrium geometry of S1 was also optimized by 
CASSCF(12,11)/MB. The 11 active orbitals used in the CASSCF(12,11) calculations 
nominally correspond to three π and three π* on the phenyl ring, two σC-S and two σC-S* 
on the C1-S and S-C7 bonds, and n(pz) on the sulfur. (See Figure 6.2.) All the active 
orbitals delocalize to some extent; for example, the two σC-S have components on both 
the C1-S and S-C7 bonds, and the orbital we label as n(pz) has both a component on S 
and a π component on the ring. 
6.2.3. Excitation energies and simulation of the electronic absorption 
spectrum in the vapor phase 
The vertical excitation energies (VEEs) to the two or three lowest singlet excited 
states in the Franck-Condon region were calculated by MC-QDPT, XMC-QDPT, EOM-
CCSD, CR-EOM-CCSD(T), TDDFT, and TDA-TDDFT. (X)MC-QDPT calculations 
were carried out with a three-dimensional model space based on an SA(3)-
CASSCF(12,11) reference. The 11-orbital active space has the same character as 
described in Section 6.2.2.   
Our strategy to simulate the spectrum of the vapor-phase thioanisole at low pressure 
is to sample a certain number of representative geometries according to the ground-state 
vibrational distribution, calculate their contributions to the spectrum, and add the 
contributions. In particular, we first optimized the ground-state geometry of thioanisole 
and performed normal mode analysis by the semiempirical PM3 method. We then 
  136 
sampled 200 geometries with a ground-state harmonic oscillator distribution along each 
Cartesian normal coordinate. For each sampled geometry, we calculated the VEEs and 
oscillator strengths of the four lowest excited states using TDA–τ-HCTHhyb/6-31+G(d).  
These VEEs and oscillator strengths from the sampled geometries were collected to 
generate a stick spectrum. This stick spectrum accounts for the broadening and peak shift 
of the spectrum due to the statistical distribution of geometries generated by ground-state 
molecular vibrations, taking into account also the dependence of transition probabilities 
on geometry. Finally, we broadened the sticks with Gaussian functions with half width at 
half maximum (HWHM) equal to 0.15 eV to produce a smooth profile of electronic 
spectrum. The Gaussian broadening mimics the missing effects such as broadening due to 
lifetime broadening, thermally excited vibrations, rotational broadening, anharmonic 
broadening, and instrumental resolution.  At the longest wavelengths, the resolution is 
presumably limited by spectral congestion (the jet-cooled excitation spectrum in ref. 51 
shows resolved rovibrational structure). At shorter wavelengths, lifetime broadening 
probably dominates.  
6.3. RESULTS AND DISCUSSION 
6.3.1. Optimized geometries of S0 and S1 
The optimized geometry of S0 has Cs symmetry with phenyl, S, C7, and one H of 
the methyl group in a plane and the other two hydrogens of the methyl group above and 
below the plane. The length of the C1–S and S–C7 bonds given by M06-2X (by CASSCF) 
are 1.76 Å (1.80 Å) and 1.80 Å (1.83 Å) respectively. The C1-S-C7 bond angle given by 
M06-2X (by CASSCF) is 102.88° (103.84°). The length of the C–C bonds in the phenyl 
ring is in the range of 1.38–1.40 Å by either method. Originally there was debate on 
whether the C2-C1-S-C7 torsion at the ground-state equilibrium of thioanisole is zero or 
not, but recent experiments and electronic structure calculations support the former,51,52 
with which our results are consistent. Since M06-2X is more reliable for geometries than 
CASSCF (because the latter lacks dynamic correlation), we use the M06-2X geometry as 
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the equilibrium geometry for S0 in the following calculations, except for the calculation 
of adiabatic excitation energy as will be discussed below.   
The optimized geometry of S1 by CASSCF(12,11)/MB is similar to the S0 
equilibrium geometry optimized at the same level, with the C–C bonds in the phenyl ring 
lengthened by ~0.03 Å, the C1–S bond shortened by 0.03 Å, the S-C7 bond lengthened 
by 0.02 Å, and the C1-S-C7 bond angle increased by 1°, which is also consistent with 
previous work.51 
6.3.2. Nature of the four lowest singlet states and electronic 
spectroscopy 
For the photochemistry of thioanisole with the low excitation energies (~4.2–4.5 
eV) used in the experiments,13,14 only the two lowest singlet electronically excited states 
(S1 and S2) are deemed to be important. However, the third excited singlet state (S3) 
makes an important contribution to the spectrum, so in this section we consider the four 
lowest singlet states. At the equilibrium geometry of the ground state with Cs symmetry, 
S0 is a closed-shell state belonging to the A´ irreducible representation (irrep), S1 and S3 
are 1* states (simply to be called *) belonging to the A´ irrep, and S2 is a 
1ns* state  
(simply to be called ns*) belonging to the A" irrep. The dominant configurations of the 
four states given by SA-CASSCF are listed in Table 6.3. Table 6.3 actually shows that 
one of the dominant configurations of both S1 and S3 has n* character, but considering 
the facts that the other dominant configuration is * and that the n orbital also has  
character, we simply follow other authors13,14 and label S1 and S3 as *. 
The vertical excitation energies (VEEs) calculated by a variety of electronic 
structure methods are listed in Table 6.4. There are several messages we can take from 
this table. Firstly, MC-QDPT and XMC-QDPT based on the same SA-CASSCF 
reference give essentially the same VEEs at the S0 equilibrium geometry. Secondly, 
SA(3)-MC-QDPT(12,11) and CR-EOM-CCSD(T), which are very different kinds of 
high-level methods, give very similar VEEs when used with the extensive aug-cc-
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pV(T+d)Z basis set, which suggests that both should be quite accurate. Thirdly, TDA–τ-
HCTHhyb with a small 6-31+G* basis set gives VEEs close to our best estimate values 
from CR-EOM-CCSD(T)/aug-cc-pV(T+d)Z. Because of the accuracy and low 
computational cost of TDA–τ-HCTHhyb/6-31+G*, we use it for the simulation of 
electronic spectrum discussed later. 
To further validate the methods we use, we calculate the S1← S0 adiabatic 
excitation energy by using the following formula:  
 (0 0) 1 0 1 1 0 0(S S ) (S ) (S ) (S ) (S )e eE V ZPE V ZPED
-  = + - -  (6.1) 
where Ve (Si) (i = 0, 1) is the electronic energy of Si calculated by SA(3)-MC-
QDPT(12,11)/MB at the Si geometry optimized by CASSCF(12,11)/MB, and ZPE(Si) is 
the zero-point energy of Si calculated by CASSCF(12,11)/MB. The calculated adiabatic 
excitation energy is 4.22 eV, in excellent agreement with the experimental value of 4.28 
eV.13,14,51  
The S1 state is often called a “bright” state;
14 even though this description makes 
sense as compared to the dark ns* state, some readers may think it corresponds to the 
bright band of the experimental vapor-phase UV absorption spectrum which peaks at 
4.96 eV [see Figure 6.3(a)]. This view may be strengthened by our EOM-CCSD/aug-cc-
pV(T+d)Z calculation, which gives the S1← S0 VEE equal to 4.84 eV (see Table 6.4). 
However, if we compare our best estimate of S1← S0 VEE by CR-EOM-CCSD(T) (4.53 
eV)  to the maximum of the experimental spectrum (4.96 eV), the discrepancy is as large 
as 0.4 eV. On the other hand, the experimental adiabatic excitation energy of 4.28 eV13,14 
also differs significantly from the maximum of the spectral band. These facts imply that 
the experimentally bright band may not correspond to the S1← S0 excitation.  
There have been disagreements in the literature about the nature of states and the 
interpretation of the electronic spectrum. For instance, Lim et al.13 and Roberts et al.14 
reported S1 as a bright ππ* state and S2 a dark nσ* state, and Roberts et al. assigned the 
strong absorption band peaked at ~4.9 eV to S3← S0 transition based on their single-
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point TD-CAM-B3LYP, LR-CCSD, and CCSDR(3) calculations, although their 
calculated S3← S0 VEE is higher than 5.3 eV. Liu et al.,
53 on the other hand, reported S1 
as a dark ππ* state, S2 a bright ππ* state, and S3 a dark ns* state based on their TD-
B3LYP/6-31G(d) calculation, assigning the experimental band to S2← S0 transition. Our 
calculations of VEEs (Table 6.4) and oscillator strengths (Table 6.5) suggest the same 
assignment as refs. 13 and 14. Interestingly, our TD-B3LYP/MB calculation disagrees 
with the TD-B3LYP/6-31G(d) calculation in ref. 53 on the nature of the states while our 
calculation agrees with ref. 14. The reason why the TD-B3LYP/6-31G(d) calculation in 
ref. 53 gave incorrect results is that the lack of diffuse functions in the 6-31G(d) basis set 
fails to properly describe the ns* state because it has a significant amount of Rydberg 
character, which makes their calculated excitation energy for the first ns* state (which 
should be S2) higher than the second ππ* state (which should be S3). We confirmed this 
explanation of the source of error in their calculation by performing a TD-B3LYP/6-
31+G(d) calculation, which gives the first ns* state lower than the second ππ* state.  
To further clarify the nature of states and the interpretation of the electronic 
spectrum, we simulated the spectrum in the vapor phase using a normal-mode sampling 
approach as described in Section 6.2.3. The experimental spectrum shown in Figure 
6.3(a), as a reproduction of Figure S6 in the Electronic Supplementary Information of ref. 
14, has two closely located peaks at 239 nm (5.19 eV) and 250 nm (4.96 eV) respectively. 
We aim to simulate the lower-energy peak at 250 nm only, in order to verify our 
understanding of the lowest excited states (but we will discuss the other peak later in this 
section). We are interested in the three lowest excitations because we expect that, 
according to our calculated vertical excitations, the second ππ* state (S3 at the 
equilibrium geometry) may be responsible for the strong band at 250 nm. In practice we 
calculated the four lowest excitations because at some sampled geometries the second 
ππ* state is S4.  
The simulated spectrum shown in Figure 6.3(b) has a strong band peaked at 243 nm 
(5.10 eV) and a tail extending to longer wavelengths. Compared to Figure 6.3(a), Figure 
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6.3(b) has an overall shift to higher energy, but the profile reasonably resembles the 
experiment. Although the peak of the experimental spectrum is at 250 nm (4.96 eV), 0.14 
eV is an acceptable error for this type of simulation. The other peak of Figure 6.3(a) at 
higher energy does not appear in the simulation, which will be discussed further later. 
Despite the small quantitative differences, this simulation further supports our 
characterization of the excited states and our interpretation of the electronic spectrum.  
Another important datum here is that the peak of the simulated spectrum (5.10 eV) 
shifts to longer wavelength compared to the VEE calculated at the same TDA–τ-
HCTChyb/6-31+G* level (5.18 eV) by a non-negligible amount (0.08 eV). This result is 
computed with harmonic vibrations, and if anharmonicity were taken into account the 
shift could be even larger.54 This indicates that one should not take the wavelength of the 
peak of an unresolved electronic spectrum as a “benchmark” of VEE, a conclusion that 
has long been recognized but is still often ignored.  
A noteworthy point is that our TDDFT (with B3LYP and τ-HCTHhyb) and SA-
CASSCF calculations do not reveal another electronic state energetically near the bright 
ππ* state that has comparable transition probability to that state, at either the equilibrium 
geometry or nearby geometries in the Franck-Condon region. Accordingly the two peaks 
of the experimental spectrum at 239 and 250 nm may correspond to the same electronic 
state but be split vibronically, although the splitting is rather large (0.23 eV). More study 
will be needed to clarify why there are two peaks. We emphasize that the aim of the 
present simulation is to clarify the nature of the excited states and the spectrum—not to 
quantitatively reproduce the experimental band shape. Achieving a quantitative 
simulation of the band shape, including reproducing the fine features at ~280–290 nm, 
may require more realistic sampling of the ground-state potential energy surface, 
explicitly taking into account the anharmonicity of the surfaces and hot bands, and 
accounting for the quantization of vibrations. 
The transitions between the states can be further understood by examining their 
oscillator strengths and transition dipole moments. All of these transitions are allowed 
since in the Cs symmetry the x and y components of the dipole operator transform as the 
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A´ irrep and the z component as the A" irrep, and accordingly the x and y components of 
the dipole operator couple S1 and S3 (A´) to S0 (A´) and the z component couples S2 (A") 
to S0. As displayed in Table 6.5, SA-CASSCF, EOM-CCSD, and TDDFT qualitatively 
agree on the large oscillator strength of the S3← S0 transition. EOM-CCSD and TDDFT 
agree as well on the oscillator strengths of S1← S0 being one order of magnitude smaller 
than that of S3← S0 and on the oscillator strength of S2← S0 being negligible. The small 
oscillator strength of the S2← S0 transition may be attributed to the relatively small 
spatial overlap of the n(pz) and σ* orbitals involved in the transition. SA-CASSCF 
predicts the oscillator strength of S1← S0 to be smaller than of S2← S0, both two orders 
of magnitudes smaller than that of S3← S0, which is inaccurate due to lack of dynamical 
correlation.  
6.4. CONCLUDING REMARKS 
In this chapter, we clarified the nature of the four lowest singlet states of thioanisole 
at the equilibrium geometry using various wave function and density functional methods. 
We simulated the electronic absorption spectrum using a normal mode sampling 
approach, and its good agreement with experiment confirms our understanding of the 
spectrum, which is as follows. The transitions from S0 (closed-shell) to S1 (ππ*) and to 
S2 (nσ*) both have relatively small probability and contribute to the low-energy tail of 
the spectrum, whereas S3← S0 is mainly responsible for the bright band at 250 nm. We 
also confirmed that TDDFT, CR-EOMCCSD(T), MC-QDPT, and XMC-QDPT are all 
reasonably accurate for computing the excitation energies. For potential energy surfaces, 
however, MC-QDPT and XMC-QDPT are more desirable at the current stage of 
development. Since XMC-QDPT generates smoother potential energy surfaces near state 
intersections,36 it appears suitable for future work of constructing the potential energy 
surfaces of thioanisole.   
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Table 6.1. Electronic structure methods a 
Abbreviation Name of method Ref. 
M06-2X M06-2X exchange-correlation functional 25 
TD–M06-2X linear-response time-dependent density functional theory 
(TDDFT) with the M06-2X exchange-correlation functional 
25,26 
TD–B3LYP TDDFT with the B3LYP exchange-correlation functional 27 
TDA–τ-HCTHhyb TDA-TDDFT (TDDFT with the Tamm-Dancoff approximation) 
 with the τ-HCTHhyb exchange-correlation functional 
28,29,30, 
31 
CASSCF(n,m) single-state complete active space self-consistent-field theory with 
n active electrons in m active orbitals 
32 
SA-CASSCF(n,m)b state-averaged complete-active-space self-consistent-field theory 
with n active electrons in m active orbitals 
33 
MC-QDPTc multi-configurational quasi-degenerate perturbation theory 34,35 
XMC-QDPTc extended multi-configurational quasi-degenerate perturbation 
theory 
36 
EOM-CCSDd equation-of-motion coupled cluster theory with singles and 
doubles 
37,38 
CR-EOM-
CCSD(T)d,e 
completely-renormalized equation-of-motion coupled cluster 
theory with singles, doubles, and noniterative connected triples 
39,40 
PM3 parametrized model 3 41,42 
a All KS-DFT calculations in this chapter used an ultrafine (99,590) grid with 99 radial shells and 590 grid 
points per shell for numerical integration except the TDA-TDDFT calculations for simulating the 
electronic spectrum, which used a fine (75,302) grid. 
b SA(N)-CASSCF denotes that the average is over N states. In this chapter, state averages are always 
carried out with equal weights for all states averaged.  
c All MC-QDPT and XMC-QDPT calculations were carried out with intruder state avoidance55 with an 
energy denominator shift of 0.02 hE . 
d In these calculations, the 1s orbitals on H and C and the 1s, 2s, and 2p orbitals on S were not correlated. 
e All CR-EOM-CCSD(T) calculations were carried out with variant IA of the method for the so-called δ-
corrected excitation energies which incorporates a noniterative connected triples correction to EOM-
CCSD excitation energies rather than to state energies.  
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Table 6.2. Software and calculations 
Software Ref. for software Calculations done with the software 
Gaussian 09 43 KS-DFT, TDDFT, TDA-TDDFT 
GAMESS 44,45 CASSCF, SA-CASSCF, MC-QDPT, XMC-QDPT 
NWChem 46 EOM-CCSD, CR-EOM-CCSD(T) 
ANT 47,48 Geometry sampling for the simulation of electronic 
spectrum 
Multiwfn 49 Gaussian broadening for the simulation of electronic 
spectrum 
 
 
Table 6.3. The CI coefficients of the dominant configurations of the four lowest singlet 
states of thioanisole at the equilibrium geometrya as calculated by SA(4)-
CASSCF(12,11)/MB.  
state dominant configuration(s)b CI coefficient 
0S  222222 00000 0.93 
1S  222221 10000 
222212 00100 
0.62 
0.58 
2S  222221 01000 
222122 01000 
0.84 
0.33 
3S  222221 00100 
222122 00100 
0.86 
0.26 
a Geometry optimized by M06-2X/MG3S.  
b The occupation numbers of the dominant configurations correspond to orbitals in Figure 6.2 
in the same order. 
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Table 6.4. Vertical excitation energies (in eV) as calculated by different methods and 
basis sets. a  
method basis 1S (2 A') 2S (1 A") 3S (3 A') 
EOM-CCSD aug-cc-pV(T+d)Z 4.84 5.21 5.52 
CR-EOM-CCSD(T) aug-cc-pV(T+d)Z 4.53 5.03 5.25 
TD–M06-2X MG3S 4.94 5.05 5.30 
TD–B3LYP MB 4.60 4.82 5.00 
TDA–τ-HCTHhyb 6-31+G* 4.65 4.97 5.18 
TD-CAM-B3LYP b aug-cc-pVTZ 4.95 5.14 5.31 
SA(3)-MC-QDPT(12,11) MB 4.64 5.13 - 
SA(3)-XMC-QDPT(12,11) MB 4.64 5.13 - 
SA(3)-MC-QDPT(12,11) aug-cc-pV(T+d)Z 4.52 5.02 - 
a All data are from this work, calculated at the equilibrium geometry optimized by 
M06-2X/MG3S, unless specified otherwise. 
b Ref. 14.  
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Table 6.5. Oscillator strengths as calculated by different methods and basis sets . a  
method basis 1S (2 A') 2S (1 A") 3S (3 A') 
EOM-CCSD jun-cc-pV(D+d)Z 0.0086 0.0000 0.2745 
TD–M06-2X MG3S 0.0177 0.0001 0.2628 
TD–B3LYP MB 0.0158 0.0001 0.2433 
TDA–τ-HCTHhyb 6-31+G* 0.0177 0.0001 0.2938 
TD-CAM-B3LYP b aug-cc-pVTZ 0.0154 0.0005 0.2311 
SA(4)-CASSCF(12,11) MB 0.0005 0.0014 0.3832 
a All data are from this work, calculated at the equilibrium geometry optimized by 
M06-2X/MG3S, unless specified otherwise. 
b Ref. 14. 
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Figure 6.1. Equilibrium geometry of thioanisole with Cs symmetry as optimized by M06-
2X/MG3S. Orientation of the x and y axes and numbering of the carbon atoms for 
convenience of description are also shown. 
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Figure 6.2. Schematic of three-state-averaged active orbitals at the equilibrium geometry 
with Cs symmetry from SA-CASSCF calculations. The character and the irrep of the 
orbitals are given in parantheses.  
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Figure 6.3. (a) Experimental vapor-phase UV spectrum of thioanisole. (Adapted from 
Figure S6 in the Electronic Supplementary Information of ref. 14 with the permission of 
the authors.) (b) Simulated electronic spectrum of thioanisole (red curve) and the position 
of vertical excitation energies (blue sticks) as calculated by TDA-τ-HCTHhyb/6-31+G*.  
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Chapter 7. Photochemistry and Spectroscopy of Thioanisole. II. 
Nonintuitive Diabatic Potential Energy Surfaces 
 
7.1. INTRODUCTION 
Diabatization is a transformation of the basis of electronic wave functions from the 
adiabatic basis, in which the electronic wave functions are eigenfunctions of the 
electronic Hamiltonian and are coupled by the nuclear momentum operator, to a diabatic 
basis in which the diabatic wave functions are smooth and are coupled by the electronic 
Hamiltonian operator.1 The coupling matrix elements in the adiabatic representation are 
vectors and are usually called nonadiabatic couplings, and the coupling matrix elements 
in the diabatic representation are scalars and are usually called diabatic couplings. A 
diabatic basis has the advantages over the adiabatic basis that the potential energy 
surfaces and couplings are smooth even at and near adiabatic state crossing seams, where 
the adiabatic surfaces have cuspidal ridges and the nonadiabatic couplings are singular; 
therefore the diabatic basis is more suitable for dynamical simulations, which is its raison 
d'être. A recent brief overview of diabatization methods may be found in an article by 
Eisfeld et al.2  
It has been proven that a strictly diabatic basis in which the nonadiabatic couplings 
vanish does not exist in general,3 and we seek instead a diabatic basis in which the 
nonadiabatic couplings, though not vanishing, can be neglected for realistic dynamical 
simulations. Diabatic states are usually defined chemically so as to have a definite 
valence character (for example, n  *,   *, charge transfer, etc.) and to retain that 
character over the whole important range of coordinate space. Two diabatic potential 
energy surfaces cross when the adiabatic states switch their character, which is in many 
cases associated with the presence of a locally avoided crossing or a conical intersection. 
We present here, however, a case where the diabatic potential energy surfaces cross at 
geometries where the adiabatic surfaces are widely apart in energy, and no avoided 
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crossing is present. This is a difficult case for diabatization since there is no obvious hint 
from the adiabatic surfaces about what the diabatic surfaces may be like. A similar 
situation can occur for mixed-valence charge-transfer systems when the electronic 
coupling between the electron donor and acceptor is strong,4 although in such systems the 
diabatic surfaces may be inferred from a double-well model.  
The molecule under consideration here is thioanisole. Its photochemistry is very 
intriguing because experimentally an unusual dynamical “resonance” of the branching 
ratio of photoproducts was observed but is yet to be fully interpreted.5,6,7,8 Furthermore, 
thioanisole is an example of a σ*-mediated photodissociation, which is “a centerpiece for 
understanding exceptionally efficient radiationless relaxation mechanisms in many 
heteroatom-containing aromatic species.”6 The construction and diabatization of the 
potential energy surfaces for this kind of system will enable the performance of 
dynamical simulations to study the mechanisms of the photochemical processes. A cut of 
the three lowest singlet adiabatic potential energy surfaces (labeled S0, S1, and S2) of 
thioanisole relevant to the photodissociation of the S-CH3 bond is shown in Figure 7.1, 
where the bond distance is labeled R. There are two conical intersections, one between S1 
and S2 at shorter R (labeled CI1) and another between S0 and S1 at longer R (labeled CI2). 
In this chapter, we focus on the region (indicated by the blue rectangle in Figure 7.1) 
containing two lowest states for R = 2.2–3.6 Å; this region contains CI2. The 
diabatization of all three surfaces in the whole region relevant to the photochemistry is a 
larger problem and is not considered in this chapter.  
The diabatization is performed in this chapter by using wave functions and 
adiabatic surfaces calculated by the state-averaged complete-active-space self-consistent-
field (SA-CASSCF) method in a two-dimensional nuclear coordinate subspace spanned 
by R and the C2-C1-S-C7 torsion (denoted by ϕ) with all other internal coordinates fixed 
at their values in the equilibrium geometry of S0. We note that additional coordinates, for 
example, the sulfur atom moving out of the plane of the phenyl ring, may be important be 
important in the actual dynamics,7,8 but these two coordinates are sufficient for the 
present discussion of diabatization. The definitions of the coordinates are illustrated in 
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Figure 7.2, which also shows our numbering of the carbon atoms and the orientation of 
the coordinate axes we will use. Two diabatization methods are used, namely the fourfold 
way,9,10,11,12 which enforces the smoothness of diabatic wave functions, and Boys 
localization,13 which maximizes the difference of the dipole moments of the two diabatic 
states.  
7.2. COMPUTATIONAL DETAILS  
The equilibrium geometry of thioanisole was optimized by Kohn-Sham density 
functional theory with the M06-2X functional14,15 and the MG3S16 basis set. (Details of 
the optimized geometry can be found in ref. 17.) All the nuclear coordinates except R and 
ϕ were fixed at their ground-state equilibrium values in the calculation of potential energy 
surfaces.  
The fourfold way and Boys localization diabatizations were applied to the two 
lowest singlet states by the method of three-state state-averaged complete active space 
self-consistent field with 12 active electrons in 11 active orbitals [SA(3)-CASSCF(12,11)] 
by using the algorithm of ref. 18.  The details of the active space can be found in ref. 17. 
The fourfold way calculations used two reference orbitals, namely n(py) and n(pz) on the 
sulfur. The basis set used was 6-311+G(d)19,20 for carbon and hydrogen and MG3S for 
sulfur; this combined basis is labeled MB.  
The direct calculation of nonadiabatic couplings was performed by finite difference 
using the DDR program in the MOLPRO package.21,22 The transformation from diabatic 
matrix elements to nonadiabatic couplings between adiabatic states was carried out using 
the formula23 
 
2 2
0 1 1 2
2 1 1 1
1
S S k l kl
k l
d d U
V Vf f= =
 
=
 - 
åå  (7.1) 
where V1 and V2 are the adiabatic energies of S0 and S1, Ukl are matrix elements of the 
diabatic potential energy matrix, and dij are matrix elements of the (real) adiabatic-to-
diabatic transformation matrix defined by 
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where ϕi and ψi are respectively the i-th diabatic and adiabatic state. (In terms of the 
notations S0, S1, DS1, and DS2 used to denote the states in earlier discussions, the ϕi 
correspond to S0 and S1 and the ψi correspond to DS1 and DS2.) 
Other software packages used for the calculations are: Gaussian 0924 for DFT, 
GAMESS25,26 for the fourfold way and the related CASSCF, and a development version 
of Molcas27,28,29 (incorporating a DQ diabatization30 code) for Boys localization and the 
related CASSCF. 
7.3. RESULTS AND DISCUSSION 
We will first consider two limiting situations, namely the potential energy curves 
along R with ϕ = 0° and with ϕ = 90°, and discuss the diabatization with the fourfold way 
in some detail in light of the electronic structure. Then we will perform the two-
dimensional diabatization with both the fourfold way and Boys localization in the whole 
two-dimensional R and ϕ space for the range of R in the blue rectangle of Figure 7.1. 
Finally we will discuss the nonintuitiveness of the diabatization.  
To discuss the characters of the wave functions as a function of R with ϕ fixed at 0°, 
we label the important canonical molecular orbitals (CMOs) as follows: orbital a is σS-C7 
at small R and n(py) on the sulfur at large R, b is n(pz) on the sulfur at all R, and c is σS-
C7* at small R and n on the methyl at large R. Figure 7.3(a) illustrates the adiabatic 
potential energy curves (adiabats) along R, and it shows the dominant configurations of 
the adiabatic wave functions at R = 2.2 and 3.6 Å, as represented by the occupation 
numbers of a, b, and c. The shapes of the orbitals at four values of R are shown in Figure 
7.3(b): At R = 2.2 Å, although the S-C7 bond is already stretched, the adiabatic ground 
state S0 is still dominated by the closed-shell configuration a2b2, while the excited state 
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S1 is dominated by a configuration a2bc with nσ* character. At R = 3.6 Å where the S-C7 
bond is more than half broken, S0 is dominated by a2bc while S1 is dominated by ab2c. 
Thus the electronic configurations at R = 3.6 Å are already consistent with those at R = ¥ 
where experiments and calculations agree that the ground state of the thiophenoxyl 
radical has a singly-occupied non-bonding pz orbital on the sulfur, and the excited state 
has a singly occupied  py orbital.
31,32  
Diabatization with the fourfold way requires specification of dominant 
configurations (called diabatic prototypes) in each diabatic state, but the CMOs a and c 
change character with R and ϕ and are therefore unsuitable for characterizing the 
important configurations of the diabatic states. Therefore we use the fourfold way to 
transform the CMOs in the CASSCF active space to diabatic molecular orbitals (DMOs) 
that preserve their character at different geometries, and then we apply the 
configurational uniformity criterion of Achity and Ruedenberg33 to transform the many-
electron wave functions to a diabatic representation. Computational details of this 
transformation are given in Computational Details section below. The three resulting 
DMOs, α, β, and γ, that correspond to the CMOs a, b, and c are shown in Figure 7.4(b). 
They have respectively the character of n(py) on the sulfur, n(pz) on the sulfur, and n on 
the methyl, regardless of geometry. In terms of these DMOs the two diabatic states can 
be characterized by the αβ2γ and the α2βγ configuration respectively. (We leave the α2β2 
configuration out of the prototypes even though it is dominant in the ground state at short 
R; we will discuss this point below.) The resulting diabatic states have smooth diabatic 
potential energy curves (shown in Figure 7.4(a)) that energetically match the adiabatic 
curves for ϕ fixed at 0°. We label the diabatic state characterized by αβ2γ as DS1 and that 
characterized by α2βγ as DS2, and we label the corresponding diabatic potential curves as 
U1 and U2. The diabatic couplings U12 between DS1 and DS2 are essentially zero for the 
geometries in Figure 7.4.  
The corresponding situation for ϕ fixed at 90° is shown in Figure 7.5; the canonical 
orbital a' is n(py) on the sulfur at all R, b' is σS-C7 at small R and n(pz) on the sulfur at 
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large R, and c' is σS-C7* at small R and n on the methyl at large R. At R = 2.2 Å, S0 is 
closed-shell, and S1 is dominated by the (a')(b')
2(c') configuration. At R = 3.6 Å, the 
situation is similar to the case with ϕ = 0°. This similarity can be understood from the fact 
that R = 3.6 Å is close to the bond-breaking limit where the electronic structure of the 
thiophenoxyl moiety is only mildly affected by the position of the separated methyl. The 
DMOs for ϕ fixed at 90° are shown in Figure 7.6(b); we can again characterize the two 
diabatic states by the αβ2γ and α2βγ configurations respectively, as indicated in Figure 
7.6(a). The diabatic potential energy curves are also similar to the adiabatic ones in 
energy, and the diabatic couplings are close to zero.  
The two diabatic states can also be distinguished by their dipole moments, and Boys 
localization gives qualitatively the same results for both ϕ = 0° and ϕ = 90° as those by 
the above fourfold way calculations. The two-dimensional diabatic potential surfaces 
given by Boys localization are shown in Figure 7.7, which will be discussed below. 
Next we apply both the fourfold way (with the same strategy as employed above) 
and Boys localization to diabatize the potential energy surfaces in the whole two-
dimensional R-ϕ space for the R range of the blue box of Figure 7.1. Figure 7.7 compares 
the adiabatic and diabatic potential surfaces. In Figure 7.7(a) the degeneracy of the S0 
and S1 conical intersection that occurs in Cs  geometries (ϕ = 0) is lifted in the space 
shown for nonsymmetrical geometries. Figure 7.7(b) shows that the diabatic surfaces 
generated by the fourfold way are indeed smooth. Boys localization gives qualitatively 
the same result [Figure 7.7(c)]. Figures 7.8 and 7.9 plot the difference of the two diabatic 
energies (the "diabatic gap") for a given diabatization scheme and also show the squared 
diabatic couplings given by the fourfold way and Boys localization. For both methods of 
diabatization, the diabatic crossing seam (the zero contour in Figures 7.8(a) and 7.9(a)) 
can be clearly seen to start from CI2 at ϕ = 0° and R ~ 3.3 Å and end at a nonsymmetrical 
geometry (i.e., ϕ neither 0° or 90°) with R = 2.2 Å. Figures 7.8 and 7.9 show striking 
agreement between the two very different diabatization methods for the shapes of the 
contours of both the diabatic gap and the magnitude of the diabatic coupling, and this is 
very encouraging. 
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Figure 7.10 demonstrates the nonintuitive nature of the diabatization by showing 
the one-dimensional cut of the adiabats and diabats along ϕ with R = 2.2 Å. In the kind of 
cases that one usually sees in discussions of diabatic potential curves, the diabats cross 
where the adiabats come close in energy and there is a conical intersection or a locally 
avoided crossing, which is a local minimum of the magnitude of the difference of the 
adiabatic energies within the considered coordinate subspace. In the case of Figure 7.10, 
however, the two adiabatic potential energy curves along ϕ with R = 2.2 Å are widely 
separated energetically and no avoided crossing is present. This is an example where 
diabatization methods based on electronic structure have advantages over those by ansatz. 
The latter method2,34,35 requires an educated guess of the form of diabatic states or 
potentials, which may not be obvious. In the case of Figure 7.10 it is difficult to 
conjecture a physically motivated form of the diabatic potentials by inspecting the 
adiabatic potentials. 
One may wonder if such nonintuitive result is reasonable or if it is an artifact of the 
specific diabatization methods. One criterion for the quality of the diabatization is how 
well the outcome of dynamical simulations on the diabatic surfaces compares to 
experiment; but we can also test the diabatization in the absence of a full dynamical 
simulation. We do this by calculating the nonadiabatic couplings between adiabatic states 
by a transformation from the diabatic matrix elements and compare them to the ones 
calculated by directly differentiating the adiabatic wave functions. Figure 7.11 shows the 
ϕ component of the nonadiabatic coupling between S0 and S1, defined as 
 12, 0 1S SF f f

=

, (7.3) 
as a function of ϕ at R = 2.2 Å, the same path as in Figure 7.10. The three sets of 
nonadiabatic couplings will not be the same in general due to the existence of the non-
removable part3 of nonadiabatic couplings and due to the approximation36,37 of neglecting 
even the removable part of the coupling in the diabatic representation, but Figure 7.11 
shows that they are similar in magnitude, within about a factor of two or better. All three 
sets of couplings are small, which means there is no unphysical overestimation of the 
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nonadiabatic coupling arising from the diabatic crossing. Since the diabatizations are able 
to reproduce the adiabatic energies exactly (by construction) and since they give 12,F f  
close to that calculated by direct differentiation, we conclude that they are reasonable.  
We have mentioned that in our definition of the diabatic prototypes for the fourfold 
way we have left out the closed-shell α2β2 configuration. The reason is that it is 
ambiguous whether α2β2 should be in the same prototype list as αβ2γ or α2βγ. The 
configuration α2β2 is dominant in the wave function characterized by αβ2γ at ϕ = 0° and 
short R (see Figure 7.4) but it is also important in the wave function characterized by 
α2βγ at ϕ = 90° and short R (see Figure 7.6), yet αβ2γ and α2βγ should be in distinct 
prototype lists that do not share any configuration. In two alternative schemes to 
diabatization of thioanisole, we have tried putting α2β2 in the same prototype list as αβ2γ 
and putting α2βγ in the other list. They also give reasonable diabats, but the diabats are 
less smooth around the diabatic crossings at short R and large ϕ. In the fourfold way 
diabatization of a similar system, phenol,38 a scheme similar to one of the alternative 
schemes for thioanisole mentioned above was used, and the results are similar to those 
for thioanisole with the same scheme. The different outcomes of the schemes are due to 
quantitative differences in the application of the fourfold way algorithm and are not due 
to qualitative chemical differences.  
It is worth emphasizing here that diabatic potential energy surfaces are not unique, 
and different diabatization patterns can be equally good. We advocate the following 
criteria for the quality of a diabatization: (1) the diabatic potential energy matrix elements 
(diabatic surfaces and couplings) should be smooth functions of nuclear coordinates; (2) 
the diabatic potential energy matrix, when diagonalized, should reproduce, approximately 
or exactly, a selected set of adiabatic energies (for example, the difference between the 
calculated adiabatic potentials and those obtained by diagonalization of the diabatic 
potential matrix should be smaller than the uncertainty (reliability) of the calculated 
adiabatic potentials); and (3) the nonadiabatic couplings between adiabatic states 
calculated by transforming the diabatic potential energy matrix elements should be 
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similar in magnitude to the ones calculated by differentiating the adiabatic states, or else 
the nonadiabatic coupling between the diabatic states39 should be small. It is not always 
necessary to check criterion 3, but it is certainly comforting when one checks it and it is 
satisfied, as in the present work. The ultimate test is that the outcome of dynamical 
simulations with the diabatic potential energy matrix should agree with experimental 
observables, but if disagreement is found it could be due to errors in the calculated 
adiabatic states and potentials, not in the diabatization. The diabatizations of thioanisole 
presented in this work have met criteria (1), (2), and (3). The diabatization of phenol 
presented in previous work was justified by criteria (1) and (2) and the reasonable 
agreement of simulations with experiment.40  
7.4. SUMMARY 
In this chapter we presented the diabatization of two electronic states of thioanisole 
along the S-CH3 bond-stretching and C-C-S-C torsional coordinates in the vicinity of a 
conical intersection using two diabatization methods, the orbital-dependent fourfold way 
and orbital-free Boys localization. Diabatization by either method produces reasonable 
and similar, yet counterintuitive, results: the diabatic surfaces cross at nuclear coordinates 
where the adiabatic surfaces exhibit no avoided crossings. Nevertheless the diabatic 
potential energy matrix elements are smooth, are able to reproduce the adiabatic energies, 
and can be transformed to reasonable nonadiabatic couplings between adiabatic states. 
There is striking agreement between the two very different diabatization methods for the 
contours of both the diabatic gap and the magnitude of the diabatic coupling, even in this 
nonintuitive case where the diabatic potential energy surfaces cross at nonsymmetrical 
geometries where the adiabatic potential curves show no avoidance. This demonstrates 
that systematic diabatization schemes can generate useful diabatic states for dynamics 
calculations even when there is no obvious valence bond argument to provide guidance. 
In future work we hope to use one of the diabatization schemes to generate global 
potential energy surfaces of the three lowest singlet states of thioanisole over a broader 
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range of nuclear coordinates important for its photochemistry, which will open the way 
for dynamical simulation of the photochemical process.  
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Figure 7.1. The potential energy curves of the three lowest adiabatic singlet states 
of thioanisole along the S-CH3 bond-stretching coordinate R with other coordinates 
fixed at their ground-state equilibrium values, as calculated by SA(3)-
CASSCF(12,11)/MB. (See Computational Details for the explanation of this 
abbreviation.) The blue rectangle indicates that in this chapter we are interested in 
S0 and S1 in the range of R = 2.2–3.6 Å. The cut shown here is for ϕ = 0, which 
yields a geometry with Cs symmetry; see Figure 7.2 for the definition of ϕ.  
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Figure 7.2. Labeling of the carbon atoms and the two coordinates of interest (S-C7 
distance R and C2-C1-S-C7 torsion ϕ) and the definition of molecular orientation. 
We assume that the phenyl group and S are in the xy plane, with the C1–S axis along 
x. 
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Figure 7.3. (a) Adiabatic potential energy curves as functions of R with ϕ = 0° as 
calculated by SA(3)-CASSCF(12,11)/MB. (See Computational Details for an 
explanation of this abbreviation.) The dominant configurations of the adiabatic wave 
functions at R = 2.2 or 3.6 Å in terms of the occupation numbers of the canonical 
orbitals a, b, and c are also shown. (b) The shapes of canonical molecular orbitals a, 
b, and c at several R.  
 
  165 
 
 
Figure 7.4. (a) Diabatic potential energy curves as functions of R with ϕ = 0° as 
calculated by the fourfold way. The dominant configurations of the diabatic wave 
functions at R = 2.2 or 3.6 Å in terms of the occupation numbers of the diabatic 
orbitals α, β, and γ are also shown. (b) The shape of diabatic molecular orbitals α, β, 
and γ at several R. 
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Figure 7.5. (a) Adiabatic potential energy curves as functions of R with ϕ = 90° as 
calculated by SA(3)-CASSCF(12,11)/MB. (See Computational Details for an 
explanation of this abbreviation.) The dominant configurations of the wave functions 
at R = 2.2 or 3.6 Å in terms of the occupation numbers of the canonical orbitals a', b', 
and c' are also shown. (b) The shapes of the canonical molecular orbitals a', b', and c' 
at several R. 
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Figure 7.6. (a) Diabatic potential energy curves as functions of R with ϕ = 90° as 
calculated by the fourfold way. The dominant configurations of the diabatic wave 
functions at R = 2.2 or 3.6 Å in terms of the occupation numbers of the diabatic 
orbitals α, β, and γ are also shown. (b) The shapes of diabatic molecular orbitals α, β, 
and γ at several R. 
 
  168 
 
 
Figure 7.7. (a) Two-dimensional adiabatic potential surfaces as calculated by SA(3)-
CASSCF(12,11)/MB. (See Computational Details for an explanation of this 
abbreviation.) (b) Corresponding diabatic potential surfaces given by the fourfold 
way. (c) Corresponding diabatic potential energy surfaces given by Boys localization.  
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Figure 7.8. Contour plot of (a) the diabatic gap (U2–U1) in eV and (b) the squared 
diabatic coupling ( 212U ) in (eV)
2 as functions of nuclear coordinates R and ϕ, as 
given by the fourfold way.  
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Figure 7.9. Contour plot of (a) the diabatic gap (U2–U1) in eV and (b) the squared 
diabatic coupling ( 212U ) in (eV)
2 as functions of nuclear coordinates R and ϕ, as 
given by Boys localization.  
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Figure 7.10. Adiabats given by SA(3)-CASSCF(12,11)/MB and diabats given by 
Boys localization as a function of ϕ with R fixed at 2.2 Å.  
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Figure 7.11. The ϕ component of nonadiabatic coupling between S0 and S1 along ϕ 
at R = 2.2 Å, as calculated by three approaches.  
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Chapter 8. Photochemistry and Spectroscopy of Thioanisole. III. 
Full-dimensional ground- and excited-state potential energy 
surfaces and state couplings 
 
8.1. INTRODUCTION 
Nonadiabatic transitions happen most efficiently near conical intersection 
seams,1,2,3,4,5 and the characteristics of coupled potential energy surfaces near such seams 
are critical for understanding many spectroscopic observables and electronically 
nonadiabatic processes.6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27 The photodissociation 
of thioanisole, as well as that of similar molecules such as phenol, thiophenol, and 
anisole,28,29,30,31,32,33,34,35,36 is a prototype of the photo-induced hydrogen/methyl 
detachment and proton transfer reactions mediated by conical intersections between a 
bound 1ππ* state and a repulsive 1s* or 1ns* state.37,38,39,40 For thioanisole, the role that 
conical intersections play in the mechanism has been studied both theoretically and 
experimentally.13,41,42 The proposed mechanism can be understood based on Figure 8.1, a 
schematic of the relevant adiabatic potential energy surfaces along the S-CH3 bond 
stretch coordinate, R. At the equilibrium geometry (with R ≅ 1.8 Å), the molecule is first 
excited (by an ultraviolet photon with energy 4.3–4.5 eV) from the closed-shell ground 
state S0 to the bound singlet excited state S1 with ππ* character. The reactive flux then 
transfers in the region near the S1-S2 conical intersection (labeled CI1) to the repulsive 
nσ* state and proceeds to the region near the S0-S1 conical intersection (labeled CI2) with 
elongated S-CH3 bond. Finally the flux bifurcates near CI2, and the molecule dissociates 
to either the D0 or D1 state of thiophenoxyl radical plus methyl radical. In Figure 8.1 and 
also in the remainder of this chapter, “ππ”, “ππ*”, and “nσ*” are used as diabatic labels 
based on the character of the diabatic states; the diabatic potential energy surfaces (PESs) 
are the diagonal elements of the diabatic potential energy matrix and are denoted by U11, 
U22, U33.  On the other hand, “S0”, “S1”, and “S2” are used as adiabatic labels for the 
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potential energy functions of the adiabatic states, whose PESs are denoted by V1 < V2 < 
V3. 
Previous theoretical studies have focused on either the local topography of the PESs 
at the minimum-energy conical intersection (MECI) geometries or on the global 
topography of the PESs along only two dimensions, namely the S-CH3 bond stretch and 
the C-C-S-C torsion.13,14 Although these two coordinates are considered to be the most 
important “reaction coordinates,” the PESs can still have important dependence on the 
other 40 “spectator” degrees of freedom. In particular, the conical intersection seam is 
multi-dimensional in nature, and the reactive flux can access the seam or a low barrier 
near the seam at geometries where the 40 “spectator” degrees of freedom are away from 
their values for the equilibrium geometry or the MECI geometry. Therefore, all degrees 
of freedom can be important for nonadiabatic dynamical simulations. This is a challenge 
because a set of full-dimensional analytic potential surfaces and couplings has never 
previously been presented for a system with this many degrees of freedom. We shall 
address the challenge by using a diabatic representation. The advantage of a diabatic 
representation is that PESs and state couplings are smooth scalars in a diabatic 
representation, whereas in an adiabatic representation the PESs have cuspidal ridges at 
high-dimensional seams of conical intersection, and the state couplings are vectors 
become singular at these ridges. Note that we define a diabatic representation as one that 
reduces the coupling of electronic states due to nuclear momentum and nuclear kinetic 
energy “to a level comparable to the nonadiabatic coupling that occurs in the BO 
representation in regions where the Born-Oppenheimer approximation is a good 
approximation”43 so they may be neglected, and all the coupling that needs to be retained 
for a realistic treatment of dynamics comes from the electronic Hamiltonian. Furthermore, 
we assume that the fourfold way diabatization scheme44 produces a good approximation 
to such a diabatic representation. 
In the present work we present an analytic fit to the full-dimensional diabatic PESs 
and diabatic state couplings of the three lowest singlet states of thioanisole. Note that, 
following the usual conventions, the couplings in the diabatic representation are called 
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diabatic couplings, whereas the couplings in the adiabatic representation are called 
nonadiabatic couplings. The diabatic PESs are diagonal elements of the diabatic potential 
energy matrix, and the diabatic couplings are off-diagonal elements of this matrix; thus – 
as mentioned in the previous paragraph – the diabatic PESs and diabatic couplings are 
scalars.  The scalar adiabatic PESs and vector nonadiabatic couplings are also available 
from these fits since they are easily calculated45 by a diabatic-to-adiabatic diagonalization 
with a small number of states, in particular three states in the present case.  
The present fits cover a wide range of geometries from the Franck-Condon region 
to the dissociation of the S-CH3 bond. By using the Anchor Points Reactive Potential 
(APRP) scheme developed by our group,33,46 we treat two coordinates, which are called 
reactive coordinates, globally, and we treat other coordinates by system-specific, 
reaction-coordinate-specific molecular mechanics (MM). In constructing the PESs of 
thioanisole we have made two improvements of the APRP scheme as compared to its 
previous employment: (1) we generalized the scheme, which originally was implemented 
with one reactive coordinate, to include two reactive coordinates (and the same kind of 
generalization could be used in the future to treat more than two reactive coordinates); (2) 
we made the fitting of the potential functions along the non-reactive coordinates much 
more convenient by using a locally modified version47 of the QuickFF package48 for 
"automatic" force field generation.  
The PESs are full-dimensional in the sense that they are functions of all the 42 
internal degrees of freedom of thioanisole. By construction, however, the PESs are most 
accurate near the anchor points, which are the most important for the photodissociation of 
the S-CH3 bond. The PESs are not appropriate for study of other reaction channels of 
thioanisole.  
The rest of this chapter is arranged as follows. Section 8.2 gives the technical 
details of the construction of the APRP potential energy matrix. Section 8.3 compares the 
APRP potential energy matrix elements and derived properties, such as equilibrium and 
saddle point geometries, conical intersections, excitation energies, and vibrational 
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frequencies, with experiment and with electronic structure calculations. Section 8.4 is a 
summary.  
8.2. METHODS AND COMPUTATIONAL DETAILS 
8.2.1. Introduction  
The APRP can be applied to a single potential energy surface or to a diabatic 
potential energy matrix, whose diagonal elements are called diabatic potential energy 
surfaces, and whose off-diagonal elements are called diabatic couplings. The whole 
potential energy matrix is referred to as the “potential” in this work. In the present case 
we fit three diabatic surfaces and their couplings. The APRP scheme involves two steps. 
In the first step of the present work we fit the diabatic potential energy matrix in the 
reactive degrees of freedom, which are called the primary and secondary degrees of 
freedom. 
First we review the fitting of a single one of the diabatic potential energy surfaces. 
The reactive coordinates must be able to describe any bond breaking, bond making, or 
bond rearrangements and any other coordinates that have wider-amplitude motion than 
can accurately be described by nonreactive molecular mechanics. The reactive 
coordinates can be subdivided into two groups; those with a strong coupling to 
nonreactive degrees of freedom are called primary coordinates, and those, if any, with a 
negligible coupling to nonreactive degrees of freedom are called secondary coordinates. 
The method that can be used for fitting the dependence of the surface on the reactive 
degrees of freedom is completely general and depends on the system under study; for the 
present application it is described in Section 8.2.3.1. The dependence of the potential for 
the reactive degrees of freedom is fitted with the remaining coordinates fixed, for 
example, at their equilibrium values in the reactant or product or at partially optimized 
values with fixed secondary and tertiary coordinates; these remaining coordinates are 
called the tertiary coordinates. In the second step we add the dependence of the potential 
on the tertiary coordinates. This is done by identifying a number of points, called anchor 
points, specified by their values of the primary and secondary coordinates (the primary 
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coordinates differ among the anchor points, but the secondary coordinates, if any, do not), 
and fitting a nonreactive molecular mechanics potential to each surface and coupling in 
the tertiary coordinates at each anchor point. The regional potentials at the anchor points 
are then sewn together into a single tertiary potential by functions called tent functions. In 
this way the potential as a function of the tertiary coordinates also depends on, i.e., is 
coupled to, the primary coordinates. To make the procedure more robust, the nonreactive 
molecular mechanics potential is expressed in terms of Simon-Parr-Finlan coordinates49 
for stretches (rather than the usual bare bond extension coordinates) and trigonometric 
functions33 for bends (rather than as the usual bare bond angles). Because these 
coordinates extend the region over which the fits are valid, as compared to using the 
usual internal coordinates, we label the anchor-point fits as regional potentials rather than 
local potentials.  
In the present case, we use one primary coordinate, one secondary coordinate, and a 
set of 73 or 67 redundant internal coordinates as tertiary coordinates for diabatic potential 
energy surfaces. We use two primary coordinates, no secondary coordinates, and a set of 
8 tertiary coordinates for diabatic couplings. The diabatic potential energy surfaces in the 
primary coordinates and all the diabatic couplings are fitted to the corresponding 
quantities obtained by extended multi-configurational quasi-degenerate perturbation 
theory (XMC-QDPT)50,51,52 followed by the fourfold way44,53,54,55 and model space 
diabatization56. The diabatic potential energy surfaces in the tertiary coordinates are fitted 
to those computed by Kohn-Sham density functional theory (DFT)57,58 and linear-
response time-dependent DFT (TDDFT).59  (Details are given in Section 8.2.5.) 
Figure 8.2(a) shows our convention for numbering the atoms. We do not distinguish 
elements for the numbering; for instance, we have “C1” and “H9” rather than “C1” and 
“H1”. We will refer to the atoms by “element + number” (e.g., S7), by number only (e.g., 
7), or by element only (e.g. S), depending on the context.  
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8.2.2. Primary and secondary coordinates 
In the APRP scheme we need to define a set of “reactive” internal coordinates that 
must be treated globally to describe the reaction; in the present application of the APRP 
scheme, these are primary and secondary coordinates. Primary coordinates can have 
arbitrarily large amplitude of motion in the reaction, and they have strong potential 
energy coupling to other coordinates. Secondary coordinates can have arbitrarily large 
amplitude of motion in the reaction and are treated globally as well, but they have weaker 
coupling to coordinates other than the primary ones. For photodissociation of thioanisole, 
the S-CH3 bond stretch and C-C-S-C torsion are the conventional internal coordinates 
that play the most prominent roles. In our previous work60 we studied the diabatic PESs 
of thioanisole along these two coordinates, and we showed that they both play significant 
roles in the adiabatic-to-diabatic transformation. A more detailed examination, though, 
shows that the diabatization depends most strongly on the orientation of the S-CH3 bond 
relative to the phenyl plane. The C-C-S-C torsion is a good representation of this 
orientation only when C2, C1, C6, and S are coplanar. Therefore, in the present work, in 
which these four atoms are not constrained to be coplanar, we use an alternative angular 
coordinate as a primary or secondary coordinate (secondary for fitting the diabatic 
potential energy surfaces and primary for fitting the diabatic couplings); in particular, we 
use the angle between the vector C6-C2 and the projection of vector S-C8 on the plane 
defined by the vector C6-C2 and the normal vector of the C6-C1-C2 plane. Hereafter we 
label this angular coordinate as ϕ and the S-C8 bond length as R. They are defined 
explicitly as 
 R = r7-8  (8.1) 
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cosf =
r6-2 × vp
r6-2 vp
vp = r7-8 - vx
vx ×r7-8
vx
2
vx = r6-2  r6-1r1-2( )
 (8.2) 
where ri-j  is the vector from atom i to atom j. These two coordinates are illustrated in 
Figure 8.2(b). For treating the diabatic potential energy surfaces, R is a primary and ϕ is a 
secondary coordinate, whereas for treating the diabatic couplings, both R and ϕ are 
primary. The key distinction between the treatments of diabatic potential energy surfaces 
and diabatic couplings is that the tertiary couplings depend on both R and ϕ, while the 
tertiary potential energy surfaces depend only on R.  
We note that some coordinates involving the S-CH3 bond such as the C-S-C bond 
angle can have large amplitude of motion when the S-CH3 bond stretches and may be 
treated as secondary coordinates. However, based on the excessive energy of S1 
compared to the dissociation asymptote and our previous work on a similar system, 
phenol,32 we expect that the molecule will dissociate quickly once it goes past CI1 into 
the repulsive region and will not have time to distribute energy to such coordinates as the 
C-S-C bond angle to have large amplitude of motion. Therefore we treat those 
coordinates as tertiary coordinates for simplicity. Our sample trajectories show that the 
molecule dissociates in less than 0.5 ps after entering the repulsive region, which 
supports our decision.  
8.2.3. Anchor points reactive potential (APRP) for constructing the 
diabatic potential energy matrix 
To apply the APRP scheme to thioanisole, the diabatic potential energy matrix 
elements for diabatic states i and j are written as  
 [1,2] [3]( , , ) ( , ) ( | , )ij ij ijU R U R U Rf f f= +Q Q  (8.3) 
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where R and ϕ denote the two reactive coordinates; Q denotes collectively all the other 
internal coordinates, which are the tertiary coordinates; and the notation f(Q | R, ϕ) means 
a function f of Q that depends parametrically on R and ϕ.  
The diagonal elements of U are the diabatic potential energy surfaces and the off-
diagonal elements are the diabatic couplings. The two terms on the right-hand side of eq. 
(8.3) are respectively called reactive-coordinates diabatic potential energy surfaces and 
tertiary diabatic potential energy surfaces for i = j and are respectively called primary and 
tertiary diabatic couplings for i ≠ j. The reactive-coordinates diabatic potential energy 
surfaces and primary diabatic couplings are fitted globally with general functional forms. 
The tertiary diabatic potential energy surfaces and diabatic couplings are fitted regionally 
with MM functional forms. Standard MM fits are local, by which we mean that they are 
valid only in a quadratic or near-quadratic region around their central point, except for 
torsions, which are usually fitted with more widely valid trigonometric functions; our 
tertiary potential goes beyond standard MM in two ways: (i) we use more widely valid 
internal coordinates than those usually used in MM; (ii) we tie several such MM fits 
(each centered at an anchor point) together via tent functions of the primary coordinates. 
Thus the molecular mechanics expressions in the tertiary diabatic potential energy 
surfaces depend parametrically on the primary coordinates. 
1. Reactive-coordinates diabatic potential energy surfaces and primary 
diabatic couplings. As mentioned in Section 8.2.1, the reactive-coordinates matrix 
elements are fitted to values calculated by XMC-QDPT followed by fourfold way and 
model space diabatization. These are single-point calculations at geometries on a two-
dimensional grid of R and ϕ values, while the other coordinates are fixed at values of the 
S0 equilibrium geometry. These diabatic potential energy surfaces and diabatic couplings 
are then fitted with general analytic functions.  
For diabatic state ππ (corresponding to S0 in the Franck-Condon region), the surface 
is fitted with the following function including a Rydberg model potential61 term:  
 
1 11( )[1,2]
1 1 1 1111
2
1 1 12
( , ) [1 ( )]
exp[ ( ) ](1 cos 2 )
b R RU R A D b R R e
B R R
f
 f
- -= - + -
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where A1, D1, b1, R11, B1, α1, and R12 are parameters.  
Diabatic state ππ* (corresponding to S1 in the Franck-Condon region) is 
energetically accessible only for small-R geometries, and it is fitted with the following 
function including a Morse potential62 term: 
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where A2, D2, b2, R21, B2, α2, and R22 are parameters. 
For diabatic state nσ* (corresponding to S2 in the Franck-Condon region), the 
surface is fitted with the following function: 
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where A3, D3, b3, B3, C3, α3, and R3 are parameters.  
The primary diabatic couplings are fitted with 
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where ( )ijkB , 
( )ij
k , 
( )ij
kR , and 
( )ij
kc  (i, j = 1, 2, 3; k is an integer) are parameters. These 
functional forms are chosen to have the correct symmetry about ϕ = nπ/2 (where n is an 
integer, including zero), namely U12 is even and U13 and U23 are odd.  
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2. Tertiary diabatic potential energy surfaces. The tertiary diabatic potential 
energy surfaces are constructed via interpolation of MM-like potentials modeled at 
predetermined anchor point geometries, each of which has primary and secondary 
coordinates fixed at certain values (referred to as “anchor point nodes” for the individual 
primary and secondary coordinates and as "anchor point locations" for the set of primary 
and secondary coordinates) and tertiary coordinates relaxed by partial geometry 
optimization.  
The tertiary diabatic potential energy surfaces are given by 
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where A(ii)  is the number of anchor point nodes for fitting Uii
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set of the nodes specifying these anchor points, where [3]( )aiiU  is tertiary surface i at 
anchor point node a, and where T , called a tent function, gives the weight of the anchor 
point node in the interpolation. The tent functions are given by 
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where qa  is the value of q at anchor point node a, and the anchor point nodes are 
arranged in ascending order of qa .  
The tertiary surface [3]( )aiiU  at an anchor point location is modeled by force field 
terms whose parameters are optimized to reproduce the Hessian matrix at a partially 
optimized anchor point geometry calculated by DFT and TDDFT. (The procedure of 
optimizing the parameters will be discussed later in this section.) In particular, it is 
written as 
 [3]( ) [3]( ) S( ) B( ) T( ) D( )
rel,
a a a a a a
ii ii ii ii iiiiU U U U U U= + + + +  (8.14) 
where [3]( )
rel,
a
iiU  is the energy of the partially optimized anchor point geometry relative to 
the geometry with primary and secondary coordinates fixed at their anchor point values 
and tertiary coordinates fixed at values corresponding to the S0 equilibrium geometry. 
Notice that eq. (8.14) does not contain the optional van der Waals terms or electrostatic 
terms of the QuickFF procedure; they could be included in the general case but were 
deemed unnecessary for the present problem. The last four terms on the right-hand side 
of eq. (8.14) are contributions from bond stretches, valence angle bends, torsions, and 
out-of-plane distances (defined as the distance d from one atom to the plane formed by 
another three atoms).48 These terms are given respectively by 
 
2( )
0,S( ) S( )
,
1
({ })
2
a
iia a
ii ii
R R
U R k
R
 
 

æ ö-
ç ÷=
ç ÷
è ø
å  (8.15) 
  188 
 B( ) B( ) ( ) 2, 0,
1
({ }) (cos cos )
2
a a a
ii ii iiU k  

  = -å  (8.16) 
 ( )T( ) T( ) ( ), 0,1({ }) 1 cos ( )2
a a a
ii ii iiU k n   

f f f = - -
 å  (8.17) 
 D( ) D( ) ( ) 2, 0,
1
({ }) ( )
2
a a a
ii ii iiU d k d d  

= -å  (8.18) 
where μ runs over the appropriate tertiary coordinates (note that eq. (8.17) is equivalent to 
eq. 14c of ref. 33); the k quantities are force constants, the variables with a subscript 0 are 
force field parameters representing position of the minimum of the term, and the n 
parameters are dihedral multiplicities. The dihedral multiplicities are predetermined 
based on local or regional symmetry, and the force constants and minimum-position 
parameters are determined by the fitting procedure described in Section 8.2.3.3 rather 
than fixed at values for the partially optimized anchor point geometry. The functional 
forms of the stretches, valence bends, and torsions terms in eqs. (8.15)–(8.18) have better 
global behavior than simple harmonic terms. Notice that the force field used here has no 
cross terms that couple different tertiary coordinates; this would be a poor approximation 
if made in Cartesian coordinates, but it is much safer to neglect cross terms when one 
uses internal coordinates.63 
The tertiary coordinates used are all the (redundant) bond stretches, valence bends, 
torsions, and out-of-plane distances based on the connectivity of the atoms shown in 
Figure 8.2. They are listed in Table 8.1 along with the dihedral multiplicities. 
3. Determination of force field parameters for tertiary diabatic potential 
energy surfaces. A four-step procedure is used to determine the force field parameters 
for the tertiary diabatic potential energy surface of each diabatic state. (1) A set of anchor 
point values of R is chosen. (2) An anchor point geometry is obtained for each anchor 
point value of R by partial geometry optimization on the corresponding adiabatic state 
using DFT or TDDFT with the constraint that R is fixed at the chosen node and ϕ fixed at 
0°. (In the original QuickFF procedure, force fields are constructed around one location, 
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which is the equilibrium geometry. Here with multiple anchor point locations, partial 
optimization is needed for each anchor point.) (3) The Cartesian Hessian matrix is 
obtained for each partially optimized anchor point geometry by DFT or TDDFT. (4) The 
force field parameters are optimized against the DFT or TDDFT Hessian matrix. This 
procedure is repeated for each of the three diabatic states.  
For step (1), anchor point nodes of R = 1.8, 2.2, 3.2, and 6.0 Å are chosen for [3]11U , 
R = 1.8 and 2.2 Å for [3]22U , and R = 1.9, 2.2, 3.2, and 6.0 Å for 
[3]
33U . All these anchor 
point geometries have Cs symmetry, for which we can model the dependence of the 
diagonal diabatic potentials on the tertiary coordinates as being the same as the 
dependence of the adiabatic potentials on these coordinates; therefore we use the Hessian 
matrix of the adiabatic state for modeling the tertiary diabatic potential energy surfaces. 
The first anchor point value is chosen to be at or near the S0 equilibrium value of 1.8 Å. 
(1.9 Å is chosen for [3]33U  because at R = 1.8 Å the partial geometry optimization for this 
state does not converge.) The last anchor point is chosen in the asymptotic region, and the 
geometry optimizations at this anchor point were carried out separately for the 
thiophenoxyl and methyl radicals.  
Step (4) was carried out by using our own modified version47 of the QuickFF 
package.48 For each anchor point, QuickFF takes as input the anchor point geometry, the 
set of internal coordinates and the corresponding force field functions in eqs. (8.15)–
(8.18), and the ab initio Cartesian Hessian matrix.  The internal coordinates are the 
tertiary coordinates listed in Table 8.1, plus the S7-C8 bond stretch, the C2-C1-S7-C8 
torsion, and the C6-C1-S7-C8 torsion for anchor points with R ≠ 6.0 Å. The last three 
coordinates are closely correlated with primary and secondary coordinates. They are 
needed for QuickFF to construct the force field, but their corresponding potential 
functions are replaced by the reactive-coordinates surface terms when the reactive-
coordinates and tertiary diabatic potential energy surfaces are combined for the full 
surface.  QuickFF optimizes the force field parameters by optimizing the Cartesian 
Hessian derived from the force field against the ab initio Hessian. The details of how 
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QuickFF derives force field parameters using information in the ab initio Hessian matrix 
can be found in ref. 48. With our improved force field functional forms, the procedure is 
essentially the same, except that the simple quadratic functions in eqs. (2.11) and (2.12) 
of ref. 44 are replaced by our improved functions, with the parameters to be fitted being 
the ones in eqs. (8.15)–(8.18) of this chapter. For asymptotic anchor points with R = 6.0 
Å, we use force constants derived from isolated thiophenoxyl and methyl radicals in 
order that the diabatic potential energy surfaces will have the correct asymptotic behavior.  
4. Born-Mayer potential. To avoid the non-bonded carbons from coming too close 
during a trajectory, we added additional Born-Mayer potentials between all pairs of para 
carbon atoms (C1-C4, C2-C5, C3-C6) to all diagonal elements of the diabatic potential 
energy matrix. The Born-Mayer potential is given by 
 BM -
- 1-4,2-5,3-6
exp( )i j
i j
V B r
=
= -å  (8.19) 
where the parameters are set to B = 42000 kcal mol-1 and α = 3.58 Å-1.64  
5. Tertiary diabatic couplings.  Similar to tertiary diabatic potential energy 
surfaces, tertiary diabatic couplings are built by interpolating the couplings modeled at 
preselected anchor point locations. However, the set of anchor point locations for the 
tertiary couplings is different from the set used for tertiary diabatic potential energy 
surfaces, and we will refer to the set for tertiary couplings simply as “anchor point 
locations for couplings” throughout Section 8.2.3.5. Unlike those for tertiary diabatic 
potential energy surfaces, the anchor point geometries for couplings differ from the S0 
equilibrium geometry only in the values of R and ϕ; the tertiary coordinates are not 
optimized for fitting the couplings. The expression for the tertiary couplings is 
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The argument of the second tent function is chosen to be y = –cos2ϕ so that it has 
the correct periodicity along ϕ and so that the argument is monotonically increasing in 
[0, / 2]f  . Eq. (8.20) can describe the tertiary diabatic couplings for geometries of any 
ϕ value by choosing anchor point nodes of ϕ only in [0, π/2]. The additional 
multiplicative factor sij is given by 
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where the sign function is defined by 
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The ijs  factor is introduced because U12 is even and U13 and U23 are odd about ϕ = nπ/2 
(where n is an integer, including zero). The double sum over anchor points in eq. (8.20) 
will be constructed, as described in Section 8.2.3.6, such that it is zero at ϕ = nπ/2 (where 
n is an integer, including zero) and that the sij factor does not cause discontinuity.  
The [3]ijU  so defined have periodicity along ϕ because of the definition of y in eq. 
(8.20) and the ijs  factor in eq. (8.21). Such periodicity exists only for a relaxed scan 
along ϕ, where the molecule has Cs symmetry for ϕ = 0 or 90 deg. In practice, however, 
we make an approximation of assuming such periodicity for general geometries in the 
anchor point interpolation along ϕ.   
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A set of nonredundant internal coordinates is used to expand the tertiary diabatic 
couplings. These coordinates are different from those used for the tertiary diabatic 
potential energy surfaces. We examined the magnitude of diabatic couplings introduced 
by changing each angular coordinate (valence bends, torsions, and out-of-plane bends), 
and we chose only eight coordinates that are symmetric and make the most significant 
contributions to the variations of the couplings; these are listed in Table 8.2.  
The diabatic coupling at an anchor point, 
[3]( , )a b
ijU , is a sum of terms, each term 
corresponding to one coordinate,  
 [3]( , ) [3]( , ),( ) ( )
a b a b
ij ijU U Q

= åQ  (8.23) 
For most coordinates Qμ, the corresponding term in the sum is a second-degree 
polynomial damped by a Gaussian function,  
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where the K parameters are to be fitted and the parameters with subscript e are fixed at 
values for the S0 equilibrium geometry. The Gaussian function is used to damp the 
diabatic couplings when e,( )Q Q -  is large, because the polynomial may have too large 
values for those unphysical distorted geometries. The parameter σ is set to 100 deg so that 
it does not compromise the physical region with small e,( )Q Q - .  
For the C-S-C bending coordinate (coordinate 8 in Table 8.2), however, the term is a 
second-degree polynomial of the cosine of the coordinate,  
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The reason for this treatment is that cosθCSC has better behavior for large amplitude 
motion of θCSC, which can occur as R increases and the S-CH3 bond weakens.  
6. Determination of force field parameters for tertiary diabatic couplings. A 
three-step procedure, different from the modified QuickFF procedure used for the tertiary 
diabatic potential energy surfaces, is used to numerically fit the polynomial coefficients 
in eqs. (8.24) and (8.25). (1) A set of anchor point locations are chosen and the 
corresponding anchor point geometries are built. Every pair of ( Ra
C,fb
C) corresponds to 
an anchor point location. Every anchor point geometry has primary coordinates specified 
by the anchor point location, with the other coordinates fixed at values of S0 equilibrium 
geometry. (Partial optimization is not used in this fit.) (2) For each anchor point geometry, 
each coordinate in Table 8.2 is in turn displaced by -30, -20, -10, -5, -4, -3, -2, -1, 1, 2, 3, 
4, 5, 10, 20, 30 deg and the tertiary diabatic couplings are computed by XMC-QDPT 
followed by the fourfold way and model space diabatization. (3) The K parameters in eqs. 
(8.24) and (8.25) are determined by fitting eq. (8.24) or (8.25) to the difference of the ab 
initio data from step (2) and the primary diabatic couplings.  
For step (1), we choose Ra
C = 1.97 and 3.5 Å and fb
C = 0, 10, 45, 80, and 90 deg as 
anchor point nodes. The two anchor point nodes of R are chosen to be near the two 
conical intersections where the state couplings are most important.  
For steps (2) and (3), for each anchor point location with fb
C = 10, 45, or 80 deg, ab 
initio calculations were carried out and the K parameters in eqs .(8.24) and (8.25) are 
determined by fitting eqs. (8.24) or (8.25) to the difference of the ab initio diabatic 
couplings and the already-determined primary diabatic couplings. For each anchor point 
location with fb
C = 0 or 90 deg, the K parameters are set to zero so that [3]( , ),
a b
ijU   = 0 and 
that the sij factor in eq. (8.20) does not cause discontinuity.  
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8.2.4. Gradients, adiabatic potentials, and nonadiabatic couplings.  
The gradients of diabatic matrix elements with respect to Cartesian coordinates are 
given by the chain rule,  
 ij ij
U U q
x q x

  
  
=
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å  (8.26) 
where xα and qμ are Cartesian and internal coordinates and μ runs over all internal 
coordinates on which Uij depends. The derivatives /q x    are given by the Wilson B 
matrix,65 which is coded in the FORTRAN PES subroutine.  
The adiabatic potentials are obtained by diagonalizing the diabatic potential energy 
matrix,  
 i ji jk ki
j k
V C U C=åå  (8.27) 
where C is the orthogonal matrix that diagonalizes U.  
The gradients of adiabatic potentials and the nonadiabatic couplings are given by45 
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where i  is the ith adiabatic state.  
8.2.5. Additional computational details 
The ab initio data used for constructing the reactive-coordinates diabatic potential 
energy surfaces and all the diabatic couplings were calculated by extended 
multiconfigurational quasidegenerate perturbation theory (XMC-QDPT) followed by the 
fourfold way and model space diabatization, with a mixed, minimally augmented basis 
set of 6-311+G(d)66,67 for carbon and hydrogen and MG3S68 for sulfur, denoted by maTZ 
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in this chapter (standing for minimally augmented triple zeta). (The same basis set was 
denoted by MB in refs. 60 and 69.) Details of the calculations such as active orbitals and 
diabatic prototypes, as well as detail discussion about the diabatization, can be found in 
refs. 60 and 56. The GAMESS70,71 electronic structure package was used for these 
calculations.  
The partial geometry optimizations and Hessian calculations for constructing the 
tertiary diabatic potential energy surfaces were performed by Kohn-Sham DFT for the 
ground state and linear-response TDDFT for the excited states. The M06-2X72,73 
exchange-correlation functional and the jul-cc-pV(D+d)Z74,75,76,77 basis set were used for 
DFT. The τ-HCTHhyb78 functional and the jul-cc-pV(D+d)Z basis set were used for 
TDDFT. The Gaussian 09 79 electronic structure package was used for these calculations. 
The minimum energy conical intersections (MECIs) between adiabatic states i and j 
are obtained by minimizing the following function using an in-house BFGS optimizer,80 
 
2( )
2
i j
i j
V V
V V
+
+ -  (8.30) 
where Vi is the adiabatic energy of state i and the parameter α is set to 10
5 Eh–2.  
The geometry optimization, vibrational analysis, and minimum energy path 
calculations with the fitted APRP potential matrices were done with POLYRATE.81 We 
have run thousands of sample trajectories with the APRP potential matrices interfaced to 
ANT82 to ensure they conserve energy and do not visit unphysical geometries.  
8.3. RESULTS AND DISCUSSION 
8.3.1. Excitation energies in the Franck-Condon region.  
Tables 8.3 and 8.4 compare the vertical, adiabatic, and 0–0 excitation energies 
given by APRP to various electronic structure methods and to experiment.  Here vertical 
excitation energy is defined as the difference of potential energies at the S0 equilibrium 
geometry; adiabatic energy is defined as the difference of potential energies of S1 and S0 
at their respective equilibrium geometry (S2 is not considered since it does not have a 
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minimum); 0–0 excitation energy is defined as the adiabatic excitation energy plus the 
difference of zero-point vibrational energy of S1 and S0 at their respective equilibrium 
geometry. (The zero point energies are computed in the harmonic approximation).  
Table 8.3 shows that APRP compares well with the best estimates of vertical 
excitation energy, which are the ones given by completely-renormalized equation-of-
motion coupled cluster theory with singles, doubles, and noniterative connected triples 
(CR-EOM-CCSD(T))83,84   with the aug-cc-pV(T+d)Z basis set74,75,76,77 and by SA(3)-
MC-QDPT(12,11)/aug-cc-pV(T+d)Z. Table 8.4 shows that the adiabatic excitation 
energy given by APRP also compares well with XMC-QDPT, while the 0–0 excitation 
energy is underestimated by 0.2 eV compared to experiment. This deviation is 
presumably due to the difficulty of modeling the topography and thus the vibrational 
frequencies of S1, as will be discussed in Section 8.3.2.  
8.3.2. Equilibrium geometries and vibrational frequencies 
Whether the equilibrium geometry of S0 has the methyl carbon in the phenyl plane 
(with Cs symmetry) or out of the plane is a question that has been under debate for years. 
The older literature concluded that it is out of the plane,85 but more recent experimental 
and theoretical studies consistently agree on the opposite.86,87,88,89 Our geometry 
optimization by M06-2X/MG3S leads to a Cs geometry, which is consistent with the 
recent experimental and theoretical studies.  
Geometry optimization with our fitted APRP PES of S0 also leads to a Cs geometry. 
Table 8.5 lists the bond lengths and bond angles of the equilibrium geometry of S0 given 
by APRP, by M06-2X, and by experiments. APRP compares quite well with experiment, 
with errors less than 0.01 Å and 0.5 deg for most bond lengths and bond angles. Larger 
deviations from the experiment values from ref. 89 occur for the S7-C8 (0.014 Å) and C-
H (0.028 Å) bond lengths and the C1-S7-C8 (1.6 deg) bond angle. The deviations of the 
C-H bond length and the C1-S7-C8 bond angle are due to the deviation of the ab initio 
values to which APRP is fitted. The deviation of the S7-C8 bond length is due to the fact 
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that its ab initio value is not used explicitly in the fitting. Nevertheless, all the deviations 
are small.  
The equilibrium geometry of S1 (ππ* in the Franck-Condon region) is a more 
complicated issue. Experimentally the electronic spectrum exhibits resolved S1←S0 
origin band structure14 and the origin band further shows resolved rotational structure.87 
The observed rotational constants in S1 are similar to those in S0, which implies that S1 is 
a bound state with an equilibrium geometry not too different from the S0 one. Our 
CASSCF/maTZ geometry optimization also resulted in an S1 equilibrium geometry with 
Cs symmetry similar to that of S0. However, geometry optimization by TDDFT with 
various functionals (M06-2X, τ-HCTHhyb, B3LYP) and basis sets (6-31+G(d), jun-cc-
pV(D+d)Z, maTZ) was not successful. Optimizations with a Cs symmetry constraint all 
resulted in one imaginary frequency for the C-C-S-C out-of-plane torsional mode. 
Optimizations without symmetry constraint went through a S1-S2 conical intersection and 
were unable to locate a minimum for the ππ* state. This disagrees with the experimental 
findings. The reason is likely to be that the barrier separating the S1 minimum from the 
S1-S2 conical intersection is very small and thus hard to calculate accurately. This barrier 
is likely to be located along the C-C-S-C torsional path, because our CASSCF/maTZ 
calculation gives the frequency of the corresponding torsional mode to be as low as 22 
cm-1. Failure of TDDFT for calculating this shallow potential well leads to the negative 
frequency along the torsional mode. Nevertheless, we fitted the tertiary APRP potential to 
the geometry optimized with the Cs constraint and the Cartesian Hessian matrix 
computed by TD-τ-HCTHhyb.  The resulting tertiary surface does not have the correct 
terms for the C-C-S-C torsional motion. However, these terms essentially correspond to 
the secondary coordinate ϕ, and they are therefore replaced by the reactive-coordinates 
surface terms in the full surface. 
Table 8.6 compares the bond lengths and bond angles of the S1 equilibrium 
geometry optimized with APRP to those obtained with TDDFT. APRP matches well with 
TDDFT, to which the tertiary diabatic potential energy surfaces are fitted, with most 
deviations within 0.01 Å for bond lengths and 0.5 deg for bond angles. This accuracy is 
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also achieved for the D0 and D1 states of the thiophenoxyl radical (not shown here). 
These results are very encouraging for the ability of APRP to fit complex-molecule 
potential energy surfaces. 
Figure 8.3 compares APRP and DFT for the vibrational frequencies of the 
thioanisole S0 state. Although the parameters of the tertiary APRP surface are fitted to the 
M06-2X frequencies, they do not perfectly match because of the restricted form of the 
tertiary surface (especially the lack of cross terms between internal coordinates). 
Nonetheless, the median signed and absolute percentage deviations in the 42 frequencies 
are -4% and 5% respectively, and 38 of the 42 frequencies are well reproduced with a 
deviation of less than 10%. APRP gives the frequency of the C-C-S-C torsional mode of 
the S1 equilibrium geometry to be 38 cm
-1, a small value consistent with the preceding 
discussion.  
8.3.3. S1 saddle point geometry separating equilibrium and repulsive 
regions 
Previous work13,14 has indicated the important role of the S1-S2 conical intersection 
at R ~ 2 Å in the dynamics; it was proposed that the photodissociation starts with reactive 
flux from the bound ππ* state to the repulsive nπ* state through the conical intersection. 
However, we emphasize that the reactive flux need not go through the conical 
intersection. In fact, when moving away from the conical intersection in the branching 
space, the energy of the lower state often decreases as the degeneracy is lifted, and such a 
decrease is found in the present case. Thus there is often a saddle point on the shoulder of 
a conical intersection,90,91,92 and such a saddle point is found here. Therefore the barrier 
on the S1 PES separating the equilibrium and repulsive regions is likely to occur at a 
geometry near, but not at, the conical intersection seam.  
The optimization of saddle points on an excited state PES is a very difficult task for 
electronic structure methods because it requires calculation of the excited state Hessian. 
With the analytic APRP PESs, however, we are able to do it with little computational 
cost. The energies and geometric parameters of the S1 saddle point and the S1-S2 MECI 
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optimized with the APRP PES are listed in Table 8.7. The saddle point is 0.20 eV lower 
than the MECI, with a similar S-CH3 distance R. Previous work has indicated the 
possibility that such a saddle point may be located with a large value of the C-C-S-C 
torsion.14 This is indeed the case in our calculation. Moreover, the C6H5S moiety is 
significantly distorted from planar. For instance, the C1-C2-C3-C4 torsion is 7.9 deg, and 
there is an angle of 11.0 deg between the C1-S7 bond and the C6-C1-C2 plane.  
In terms of energies relative to the S0 equilibrium geometry, the saddle point is 4.33 
eV while the S1 equilibrium geometry is 4.35 eV. The reason that the saddle point is 
lower in energy than the equilibrium geometry of S1 is that there is another saddle point 
(4.36 eV) and another local minimum (4.33 eV) near the equilibrium, located on a path 
corresponding to the torsional motion of C-C-S-C. The aforementioned “true” saddle 
point leading to dissociation is between the 4.33 eV local minimum and the repulsive 
region. Recalling the preceding discussion of the difficulty of modeling the S1 PES 
around its equilibrium geometry, the existence of the 4.36 eV saddle point and the 4.33 
eV local minimum is likely due to the minor unsmoothness of the S1 PES. Nevertheless, 
the difference of 0.02 eV should not have significant effect on the dynamics.  
To ensure the profile of the APRP PES of S1 in the Franck-Condon region is 
reasonable, we selected a set of plots at which we compare V2 (which is the adiabatic 
potential energy of S1) as computed by APRP with its value computed by several high-
level ab initio methods. The geometries are specified in Table 8.8, and the comparison is 
in Table 8.9, which shows that V2 of APRP, which is fitted to data from XMC-QDPT and 
TD-τ-HCTHhyb, but not at these geometries, deviates from these two methods by only 
~0.1 eV or less.  
8.3.4. Conical intersections.  
The MECIs are important qualitative features of the PESs. We optimized the S1-S2 
MECI (MECI1, belonging to the CI1 seam in Figure 8.1) and S0-S1 MECI (MECI2, 
belonging to the CI2 seam in Figure 8.1) with the fitted APRP PESs. Both MECIs have 
Cs symmetry, with R equal to 1.96 Å at MECI1 and 3.22 Å at MECI2.  
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In addition to the MECIs, with the fitted full-dimensional PESs, we can also map 
cuts of the conical intersection seams along some paths. As illustrations, here we map 
one-dimensional cuts of the S1-S2 CI1 seam and the S0-S1 CI2 seam along two paths. The 
first path is determined by minimizing eq. (8.30) with R fixed at certain values and other 
coordinates relaxed. The second path is determined by minimizing eq. (8.30) with the 
bond lengths r2-1 and r1-7 and the bond angle θ2-1-7 fixed at the equilibrium values for S0, 
with the torsion 2-1-7-8  fixed at certain values, and with the other coordinates relaxed. 
The two paths are computed for each of the two conical intersection seams, which yield 
four one-dimensional conical intersection cuts.  
The adiabatic energies and some geometric parameters along these four cuts are 
given in Tables 8.10–8.13. The geometric parameters include the coordinates R and ϕ, the 
C-S-C bend θ2-1-7 , and three torsional coordinates of the ring that measure its distortion 
from planar. It can be clearly seen that away from the MECI of states i and j, the 
adiabatic energies of the two states increase, and the C6 ring becomes more distorted.  
Table 8.14 compares the adiabatic energies of S0 and S1 given by the APRP model 
and by XMC-QDPT for the geometries in Table 8.10. The mean unsinged deviation of 
the APRP energies from the XMC-QDPT ones is 0.10 eV, and the deviation is less than 
0.30 eV even for the significantly distorted geometry with R = 3.0 Å. Note that the 
location of conical intersections is sensitive to potential energies, so it is not surprising 
that conical intersections within the APRP model are not precisely degenerate in XMC-
QDPT; the seams are slightly shifted. 
8.3.5. Cuts of adiabatic and diabatic potential energy surfaces and 
diabatic couplings  
To evaluate the quality of our fitting, Figures 8.4–8.6 compares the diabatic 
potential energy curves, diabatic couplings, and adiabatic potential energy curves given 
by APRP and XMC-QDPT along R with four ϕ values and with the other coordinates 
fixed at their values for the S0 equilibrium geometry. The fit is very good for ϕ = 0 deg. 
For ϕ ≠ 0, the error is larger where the XMC-QDPT data are less smooth. The U13 for R < 
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1.7 Å and ϕ = 30 deg in Figure 8.5(a) has noticeable error, but the two diabatic potential 
energies U11 and U33 at those points are widely separated so that the error in the diabatic 
couplings does not affect the adiabatic energies much, as can be seen in Figure 8.6(b). 
The small bump in 212U  and 
2
23U  between R = 2.5 and 3.0 Å in Figure 8.5(b) is an artifact 
due to a crossing of the second diabatic state (ππ*) with a higher state that is not 
computed, and thus the bump is intentionally not fitted. Overall itthese plots show that 
the fit is a satisfactory. Figure 8.7 shows the overall topography of the diabatic and 
adiabatic PESs along R and ϕ.  
Next we test our fit outside the set of training data. Figure 8.8 shows diabatic 
potential energy curves along R with the C-S-C bond angle (θC-S-C) not equal to its value 
for the S0 equilibrium geometry (103 deg) and with the other coordinates fixed at their 
values for the S0 equilibrium geometry. For θC-S-C = 120 deg the fit remains good 
agreement with XMC-QDPT. For θC-S-C = 90 deg the error is larger but still in an 
acceptable range (~0.2 eV).  As an additional test, we compared adiabatic energies by 
APRP and XMC-QDPT for two distorted geometries arbitrarily selected from a trajectory. 
The geometric parameters and the energies are listed in Table 8.15. The mean unsigned 
difference between APRP and XMC-QDPT is 0.21 eV for these geometries not in the 
training set, which is consistent with the accuracy of the APRP fit observed in the other 
tests.  
8.4. SUMMARY 
In this work, we constructed analytic full-dimensional diabatic potential energy 
surfaces and state couplings of the three lowest singlet electronic states of thioanisole by 
using an improved APRP scheme. The diabatic potential energy surfaces and diabatic 
couplings form a 3  3 matrix of scalar functions of the internal coordinates and were 
fitted for geometries extending from the Franck-Condon region to the asymptote for 
breaking the S-CH3 bond; they are thus suitable for the study of the dissociation of the 
bond following photo-excitation. Various tests confirm that the APRP PESs are usefully 
accurate compared to ab initio calculations and experimental data. The analytic 
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representations allowed us to optimize upper surface saddle points and trace out the 
potential energy surfaces along seams of conical intersection. The PESs can be interfaced 
with software packages such as ANT for dynamical simulations in either the diabatic or 
adiabatic representation.32  
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Table 8.1. Tertiary coordinates used for modeling tertiary diabatic potential energy 
surfaces.a 
Coordinate type Tertiary coordinates for anchor 
points with R ≠ 6.0 Å b 
Tertiary coordinates for anchor 
points with R = 6.0 Å c 
Bond stretches  C-C (6), C-H (8), C1-S7 C-C (6), C-H (8), C1-S7 
Valence bends  C-C-C (6), C-C-H (10), 
C-C-S (2), C-S-C, S-C-H (3), H-
C-H (3) 
C-C-C (6), C-C-H (10), 
C-C-S (2), H-C-H (3) 
Torsions d  C-C-C-C (6,2), C-C-C-H (10,2), 
C-C-C-S (2,2), H-C-C-H (4,2),  
H-C-C-S (2,2), C-S-C-H (3,3) 
C-C-C-C (6,2), C-C-C-H (10,2),  
C-C-C-S (2,2), H-C-C-H (4,2),  
H-C-C-S (2,2) 
Out-of-plane distance e H9-C1-C3-C2, H10-C2-C4-C3, 
H11-C3-C5-C4, H12-C4-C6-C5, 
H13-C1-C5-C6, S7-C2-C6-C1 
H9-C1-C3-C2, H10-C2-C4-C3, 
H11-C3-C5-C4, H12-C4-C6-C5, 
H13-C1-C5-C6, S7-C2-C6-C1, 
H14-H15-H16-C8 
a For bond stretches and valence bends, the number in parentheses, if given, is the 
number of coordinates of the given type; for example, C-C (6) means six C-C bond 
stretches are used. If no number is given there is just one. 
b Internal coordinates are chosen based on the connectivity in Figure 8.2.  
c Internal coordinates are chosen based on the connectivity in Figure 8.2 except that C7 
and C8 are disconnected due to R being large.  
d The first number in parentheses is the number of coordinates of the given type, and the 
second number in parentheses is the dihedral multiplicity. 
e Notation for out-of-plane distances: a-b-c-d denotes the distance from atom d to the a-b-
c plane.  
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Table 8.2. Coordinates along which tertiary diabatic couplings are modeled.a  
 coordinate type description 
symmetry 
(ϕ = 0)b 
symmetry 
(ϕ = 90 deg)c 
1 out-of-plane bend 7-1-6-2 d 
a" a' 
2 ring puckering 
1-2-3-4 2-3-4-5 3-4-5-6
4-5-6-1 5-6-1-2 6-1-2-3
  
  
- +
- + -
 
a" a" 
3 ring asymmetric torsion 
1-2-3-4 2-3-4-5 3-4-5-6
4-5-6-1 5-6-1-2 6-1-2-3
2
2
  
  
- - +
- - +
 
a" NS 
4 ring asymmetric bend 
1-2-3 2-3-4 3-4-5
4-5-6 5-6-1 6-1-2
2
2
  
  
- + -
- + -
 
a' NS 
5 ring asymmetric bend 
1-2-3 3-4-5
4-5-6 6-1-2
 
 
- +
- +
 
a' NS 
6 asymmetric bend 
2-1-12 6-1-12 -  
a' a" 
7 ring asymmetric torsion 
1-2-3-4 2-3-4-5
4-5-6-1 5-6-1-2
 
 
- +
- +
 
a" NS 
8 bend 
1-7-8  
a' a' 
a In the table,   denotes torsion, θ denotes bond angle, NS stands for “not symmetric”, 
and symmetries are for the Cs point group. 
b
 Cs point group for geometries where ϕ = 0 deg and the symmetry plane is the coplanar 
C6H5SC.  
c Cs point group for geometries where ϕ = 90 deg and the C-S-C symmetry plane is 
perpendicular to the coplanar C6H5S.  
d Out-of-plane angle between vector C1-S7 and plane C1-C6-C2. The sign is determined 
by the sign of (v6-1×v1-2)·v1-7 where vi-j is the vector pointing from atom i to atom j. 
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Table 8.3. Vertical excitation energies (in eV) of thioanisole. a 
Method S0–S1 (2 A') S0–S2 (1 A") Reference 
APRPb 4.56 5.02 This work 
EOM-CCSD/aug-cc-pV(T+d)Z 4.84 5.21 69 
TD–M06-2X/MG3S 4.94 5.05 69 
TD–B3LYP/maTZ 4.60 4.82 69 
TDA–τ-HCTHhyb/6-31+G* 4.65 4.97 69 
SA(3)-MC-QDPT(12,11)/maTZ 4.64 5.13 69 
SA(3)-XMC-QDPT(12,11)/maTZ 4.64 5.13 69 
SA(3)-MC-QDPT(12,11)/aug-cc-pV(T+d)Z 4.52 5.02 69 
CR-EOM-CCSD(T)/aug-cc-pV(T+d)Z 4.53 5.03 69 
a All data are calculated at the equilibrium geometry optimized by M06-2X/MG3S, unless 
specified otherwise. The references for methods and basis sets not described in this chapter 
can be found in ref. 69.                
b Calculated at the equilibrium geometry optimized by APRP.  
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Table 8.4. S0–S1 adiabatic and 0–0 excitation energies (in eV) of thioanisole.
a 
 Adiabatic 0–0 
APRP 4.35 4.08 
SA(3)-XMC-QDPT/maTZ//CASSCF/maTZ 4.36 4.22 
exp.b - 4.28 
a See text for definition of adiabatic and 0–0 excitation energies.  
b Ref. 13 
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Table 8.5. Geometric parameters of the S0 equilibrium geometry of thioanisole 
 APRP M06-2Xa 
Electron 
diffractionb 
Electron 
diffractionc 
Bond lengths (Å)     
C1-C2 1.407 1.392 1.402 d 1.391 
C2-C3 1.405 1.390 1.399 d 1.391 
C3-C4 1.400 1.385 1.395 d 1.391 
C4-C5 1.405 1.391 1.399 d 1.391 
C5-C6 1.398 1.383 1.393 d 1.391 
C6-C1 1.412 1.397 1.406 d 1.391 
C1-S7 1.765 1.761 1.775 1.749 
S7-C8 1.827 1.797 1.813 1.803 
C-H (average) 1.092 1.084 1.120 1.096 
Bond angles (deg)     
C1-C2-C3 119.9 120.0 120.2 120.0 
C2-C3-C4 120.7 120.8 120.8 120.0 
C3-C4-C5 119.3 119.2 119.3 120.0 
C4-C5-C6 120.5 120.4 120.6 120.0 
C5-C6-C1 120.3 120.4 119.8 120.0 
C6-C1-C2 119.3 119.1 119.3 120.0 
C1-S7-C8 102.9 102.9 104.5 105.6 
a Basis set: MG3S.  
b Ref. 89 
c Ref. 85 
d This experiment did not distinguish the different C-C bonds in the phenyl; these values 
were refined using B3LYP.  
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Table 8.6. Geometric parameters of the S1 equilibrium geometry of thioanisole 
 APRP TD-τ-HCTHhyba 
Bond lengths (Å)   
C1-C2 1.408 1.400 
C2-C3 1.455 1.446 
C3-C4 1.426 1.418 
C4-C5 1.407 1.400 
C5-C6 1.457 1.448 
C6-C1 1.432 1.421 
C1-S7 1.758 1.758 
S7-C8 1.809 1.800 
C-H (average) 1.094 1.094 
Bond angles (deg)   
C1-C2-C3 117.7 117.4 
C2-C3-C4 118.6 118.4 
C3-C4-C5 122.9 123.3 
C4-C5-C6 119.4 119.3 
C5-C6-C1 116.8 116.4 
C6-C1-C2 124.6 125.2 
C1-S7-C8 107.0 107.0 
a Basis set: jul-cc-pV(D+d)Z. Imaginary frequency of 53i cm-1 is present for the C-C-S-C 
torsional mode.  
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Table 8.7. Energies and geometric parameters of S1 saddle point and S1-S2 MECI.  
Coordinate S1 saddle point S1-S2 MECI 
V2
a (eV) 4.33 4.53 
Rb (Å) 1.909 1.959 
ϕc (deg) 23.1 0.0 
2-1-7-8
d (deg) 32.9 0.0 
1-2-3-4
 d (deg) 7.9 0.0 
7-1-6-2
e (deg) 11.0 0.0 
a Adiabatic potential energy of S1 relative to the S0 energy at the S0 equilibrium geometry.
 
b S7-C8 bond length.  
c See Section 8.2.2 for definition.  
d Torsions.  
e Coordinate 1 in Table 8.2.  
 
  210 
Table 8.8. Values of primary and secondary coordinates at some key geometries.  
Geometry Descriptiona R (Å) ϕ (deg) 
1 Planar minimum 1.809 0.0 
2 Saddle point 1 1.811 6.1 
3 Nonplanar minimum 1.867 22.0 
4 Saddle point 2 1.909 23.1 
5 Point along MEPb at 0.529 Å from geometry 4 2.023 24.1 
6 Point along MEPb at 1.038 Å from geometry 4 2.087 25.4 
a Minimum geometries, saddle point geometries, and MEPb optimized with the APRP 
PES.  
b Minimum energy path scaled to a reduced mass of one amu.  
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Table 8.9. V2 (eV) at some important geometries as given by APRP and by electronic 
structure methods.a 
Geometryb APRP 
XMC-QDPT 
/maTZ 
TD-τ-HCTHhyb 
/jul-cc-pV(D+d)Z 
1 4.1370 4.1227 3.9972 
2 4.1376 4.1239 3.9974 
3 4.1142 3.9802 4.0489 
4 4.1152 4.0002 4.0931 
5 4.0795 4.0739 4.1875 
6 4.0380 4.0171 4.0705 
a Energies are relative to V1 at geometry 1 given by the respective methods.  
b See Table 8.8 for description of the geometries.  
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Table 8.10. Adiabatic energies and geometric parameters of S0-S1 conical intersections 
along a path with selected R values.a  
R  
(Å) 
V1 
(eV) 
V2 
(eV) 
V3 
(eV) 
ϕ 
(deg) 
θ2-1-7 
(deg) 
coord. 2b 
(deg) 
coord. 3c 
(deg) 
coord. 7d 
(deg) 
3.0 3.14 3.14 7.03 0.0 114.1 9.3 -41.4 -21.6 
3.1 2.95 2.95 6.91 0.0 111.9 0.5 -3.7 -4.8 
3.2 2.89 2.89 6.81 0.0 106.3 0.6 -0.8 -2.0 
3.3 2.90 2.90 6.79 0.0 104.6 -0.4 0.2 -1.4 
3.4 2.97 2.97 6.83 0.0 103.4 -0.7 -0.8 -3.6 
3.5 3.06 3.06 6.90 0.0 102.6 -2.2 -1.6 -3.3 
a See text for details of the path. Adiabatic energies are relative to V1 at the S0 equilibrium 
geometry.  
b Coordinate 2 in Table 8.2 (ring puckering). 
c Coordinate 3 in Table 8.2 (ring asymmetric torsion). 
d Coordinate 7 in Table 8.2 (ring asymmetric torsion).  
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Table 8.11. Adiabatic energies and geometric parameters of S0-S1 conical intersections 
along a path with selected 2-1-7-8  values.
 a  
2-1-7-8
 (deg) 
V1 
(eV) 
V2 
(eV) 
V3 
(eV) 
R  
(Å) 
ϕ 
(deg) 
θ2-1-7 
(deg) 
coord. 2b 
(deg) 
coord. 3c 
(deg) 
coord. 7d 
(deg) 
0 2.88 2.88 6.81 3.217 0.0 108.9 0.0 0.0 0.0 
5 2.90 2.90 6.79 3.220 0.0 109.3 -12.2 19.3 -6.2 
10 2.94 2.94 6.82 3.221 0.0 110.4 -17.7 23.4 -15.1 
15 3.03 3.03 6.85 3.294 8.2 104.6 -5.4 8.3 -46.1 
20 3.07 3.07 6.88 3.271 8.4 107.0 -11.0 15.0 -49.7 
a See text for details of the path. Adiabatic energies are relative to V1 at the S0 equilibrium 
geometry. 
b Coordinate 2 in Table 8.2 (ring puckering). 
c Coordinate 3 in Table 8.2 (ring asymmetric torsion). 
d Coordinate 7 in Table 8.2 (ring asymmetric torsion).  
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Table 8.12. Adiabatic energies and geometric parameters of S1- S2 conical intersections 
along a path with selected R values. a 
R  
(Å) 
V1  
(eV) 
V2  
(eV) 
V3  
(eV) 
ϕ  
(deg) 
θ2-1-7  
(deg) 
coord. 2b 
(deg) 
coord. 3c 
(deg) 
coord. 7d 
(deg) 
1.8 1.79 5.53 5.53 0.0 98.0 -53.5 -60.0 55.8 
1.9 0.48 4.78 4.78 0.0 99.1 -0.6 1.0 -3.5 
2.0 0.54 4.62 4.62 0.0 107.0 2.4 -2.2 3.8 
2.1 0.87 4.83 4.83 0.0 105.7 0.0 0.0 0.0 
2.2 1.58 5.21 5.21 0.0 106.5 5.5 -8.2 1.1 
a See text for details of the path. Adiabatic energies are relative to V1 at the S0 equilibrium 
geometry. 
b Coordinate 2 in Table 8.2 (ring puckering). 
c Coordinate 3 in Table 8.2 (ring asymmetric torsion). 
d Coordinate 7 in Table 8.2 (ring asymmetric torsion).  
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Table 8.13. Adiabatic energies and geometric parameters of S1-S2 conical intersections 
along a path with selected 2-1-7-8  values. 
a 
2-1-7-8
 (deg) 
V1 
(eV) 
V2 
(eV) 
V3 
(eV) 
R  
(Å) 
ϕ 
(deg) 
θ2-1-7 
(deg) 
coord. 2b 
(deg) 
coord. 3c 
(deg) 
coord. 7d 
(deg) 
0 0.31 4.53 4.53 1.959 0.0 105.2 0.0 0.0 0.0 
5 0.33 4.53 4.53 1.960 0.0 105.8 -9.0 10.4 -0.1 
10 0.35 4.55 4.55 1.954 8.7 105.5 -26.7 26.4 14.0 
15 0.38 4.57 4.57 1.952 12.4 105.9 -39.4 41.1 5.7 
20 0.42 4.60 4.60 1.943 20.3 105.9 -47.3 49.3 19.0 
a See text for details of the path. Adiabatic energies are relative to V1 at the S0 equilibrium 
geometry. 
b Coordinate 2 in Table 8.2 (ring puckering). 
c Coordinate 3 in Table 8.2 (ring asymmetric torsion). 
d Coordinate 7 in Table 8.2 (ring asymmetric torsion).  
 
  216 
Table 8.14. Adiabatic energies a given by APRP and XMC-QDPT of the S0-S1 conical 
intersections along a path with selected R values.b 
APRP XMC-QDPT/maTZ 
R (Å) V1 V2 V1 V2 
3.0 3.14 3.14 3.08 3.43 
3.1 2.95 2.95 2.94 3.15 
3.2 2.89 2.89 2.88 3.04 
3.3 2.90 2.90 2.88 2.99 
a Energies in eV relative to those for the S0 equilibrium geometry.  
b Geometries are the same as the first four in Table 8.10. 
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Table 8.15. Adiabatic energies and geometric parameters of S1-S2 conical intersections 
along a path with selected R values. a 
R (Å) ϕ  
(deg) 
θ2-1-7  
(deg) 
coord. 
2b 
(deg) 
coord. 
3c 
(deg) 
coord. 
7c 
(deg) 
APRP (eV) XMC-QDPT/maTZ 
(eV) 
      V1  V2  V3  V1  V2  V3  
1.831 -1.3 110.0 0.8 -2.3 -1.0 0.62 4.66 5.28 0.37 4.47 5.52 
1.781 -2.2 104.9 -0.9 0.8 -3.3 0.41 4.67 5.30 0.18 4.49 5.45 
a Adiabatic energies are relative to V1 at the S0 equilibrium geometry.
 
b Coordinate 2 in Table 8.2 (ring puckering). 
c Coordinate 3 in Table 8.2 (ring asymmetric torsion) 
d Coordinate 7 in Table 8.2 (ring asymmetric torsion)  
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Figure 8.1. Schematic cut of the adiabatic potential energy surfaces of thioanisole along 
the S–C bond stretch coordinate, R.  
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Figure 8.2. (a) Numbering of atoms. (b) Definition of coordinates R and ϕ; the blue 
plane contains C2 and C6 and is normal to the C6-C1-C2 plane.   
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Figure 8.3. Frequencies of S0 equilibrium geometry of thioanisole computed by APRP 
and by DFT with M06-2X.  
 
  221 
 
 
Figure 8.4. Diabatic potential energy curves given by APRP (solid lines) and XMC-
QDPT/maTZ (open symbols) along R for different values of ϕ. (Other internal 
coordinates are fixed at values for the S0 equilibrium geometry.) 
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Figure 8.5. Diabatic couplings given by APRP (solid lines) and XMC-QDPT/maTZ 
(open symbols) along R for different values of ϕ. (Other internal coordinates are fixed 
at values for the S0 equilibrium geometry. Those for ϕ = 0 and 90 deg are not shown 
since the couplings are negligible in those cases.) 
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Figure 8.6. Adiabatic potential energy curves given by APRP (solid lines) and XMC-
QDPT/maTZ (open symbols) along R for different values of ϕ. (Other internal 
coordinates are fixed at values for the S0 equilibrium geometry.) 
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Figure 8.7. APRP diabatic (a) and adiabatic (b) PESs along R and ϕ. (Other internal 
coordinates are fixed at values for the S0 equilibrium geometry.) 
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Figure 8.8. Diabatic potential energy curves given by APRP (solid lines) and XMC-
QDPT/maTZ (open symbols) along R for two values of the C-S-C bond angle not 
equal to its value for the S0 equilibrium geometry. (Other internal coordinates are 
fixed at values for the S0 equilibrium geometry.)  
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Appendices 
A1. HOW THE PHASES OF WAVE FUNCTIONS AFFECT THE MSD 
STRATEGRY 
A1.1. The relation between the phases of wave functions and the 
signs of rows and columns of a transformation matrix 
To be concrete, let us consider the transformation matrix 
CMB  converting CASSCF 
states to (X)MC-QDPT model states for a two-state problem (with two-dimensional 
model space) as an example. Suppose a valid relation is 
 ( ) ( )
CM CM
11 12
1 2 1 2CM CM
21 22
B B
B B
æ ö
ç ÷ =
ç ÷
è ø
c c m m   (A1.1) 
where bold-faced letters denote CAS-CI vectors, in particular 1c  and 2c  are CASSCF 
states, and 1m  and 2m  are model states. If ic  changes its sign, the i-th row of 
CMB  has 
to change sign accordingly; e.g. for i = 2,  
 ( ) ( )
CM CM
11 12
1 2 1 2CM CM
21 22
B B
B B
æ ö
ç ÷- =
ç ÷- -è ø
c c m m   (A1.2) 
On the other hand, if im  changes sign, the i-th column of 
CMB  has to change sign 
accordingly; e.g. for i = 2,  
 ( ) ( )
CM CM
11 12
1 2 1 2CM CM
21 22
B B
B B
æ ö-
ç ÷ = -
ç ÷-è ø
c c m m   (A1.3) 
Apparently this applies to any N by N transformation. We conclude that the signs of the 
rows of a transformation are related to the phases of the states to be transformed, while 
the signs of the columns are related to the phases of the transformed states.  
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A1.2 The effect of the phases of the transformation matrices on the 
calculation of the diabatic potential energy matrix 
To see how the signs of the elements of the transformation matrices affect the 
calculation of the diabatic potential energy matrix U, we note first that changing the signs 
of some rows of a matrix B is equivalent to left-multiplying it by a diagonal matrix whose 
diagonal element is -1 if the corresponding row is to change sign or 1 if otherwise, e.g.  
 
11 12 11 12
21 22 21 22
1 0
0 1
B B B B
B B B B
æ ö æ öæ ö
=ç ÷ ç ÷ç ÷- - -è øè ø è ø
  (A1.4) 
Changing the signs of some columns of a matrix B is equivalent to right-multiplying it by 
a diagonal matrix whose diagonal element is -1 if the corresponding column is to change 
sign or 1 if otherwise, e.g. 
 
11 12 11 12
21 22 21 22
1 0
0 1
B B B B
B B B B
-æ ö æ öæ ö
=ç ÷ ç ÷ç ÷- -è øè ø è ø
  (A1.5) 
Therefore we can account for the sign changes of the rows and columns of a matrix by 
left- and right-multiplying it by such matrices which we will denote as J: 
 ( 1) iij ijJ
 d= -   (A1.6) 
where  i  = 0 or 1, ijd  is the Kronecker delta function. Different J matrices commute. 
Each J matrix satisfies the following equality: 
 
T 1-= =J J J   (A1.7) 
where superscripts “T” and “-1” denote transpose and inverse respectively.  
Now let us assume that a 
MCB  and a CDB  corresponding to consistent choices of 
phase for the wave functions have been found, and the following relation is valid 
(equivalent to eq. (4.15)):  
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 ( ) ( )
T TCD MC MC CD=U B B VB B   (A1.8) 
However, the matrices printed by electronic structure calculations, denoted as  and 
, may differ from the ones above by the signs of rows and columns. Using the J 
matrices, we can write in general 
   (A1.9) 
where the subscripts “r” and “c” of the J matrices signify that they are responsible for the 
sign change of rows and columns respectively. Using these matrices, the calculated 
diabatic potential energy matrix is 
   (A1.10) 
Our aim is to analyze the effect of the J matrices on the calculated , compared to the U 
in eq. (A1.8) that is correct by assumption.  
The first observation is that 
MC MC
r r =J VJ V . It means the signs of the rows of 
, corresponding to the phases of the (X)MC-QDPT model states, have no 
consequence. Secondly, if we rewrite eq. (A1.10) as 
   (A1.11) 
we see that 
CD
cJ , responsible for the signs of columns of  and the phases of the 
diabatic states, only affects the signs of the off-diagonal elements of the diabatic potential 
energy matrix without changing its nature. The only significant part is the product of 
MC
cJ  and 
CD
rJ . The calculated  will be correct (differing from U only by the signs of 
  248 
off-diagonal elements) if and only if 
MC CD
c r = J J I  where I is the identity matrix. This 
corresponds to the consistency of the phases of CASSCF wave functions used in the 
construction of the two matrices. One may keep 
MC
cJ  intact and adjust 
CD
rJ , equivalent 
to changing the signs of rows of , to satisfy the condition, which is what we adopted 
in Chapter 4.  
 
