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Résumé
Soit G un groupe de Lie nilpotent connexe et simplement connexe, K un sous-groupe fermé
connexe de G et π une représentation unitaire et irréductible de G. Nous étudions l’algèbre Dπ(G)K
des opérateurs différentiels qui laissent invariant l’espace des vecteurs C+∞ de π et qui commutent
avec l’action de K sur cet espace. Nous montrons alors que la commutativité de Dπ(G)K est
équivalente à la finitude des multiplicités de la représentation π |K de K . Nous étudions aussi le
problème de la commutativité du centralisateur d’une sous-algèbre.
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Abstract
Let G be a connected simply connected nilpotent Lie group, K an analytic subgroup of G and π a
unitary and irreducible representation of G. We study the algebra Dπ(G)K of differential operators
keeping invariant the space of C+∞ vectors of π and commuting with the action of K on that space.
We show that the commutativity of Dπ(G)K is equivalent to the fact that representation π |K has
finite multiplicities. We also study the commutativity of the centralizer of a subalgebra.
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1. IntroductionSoit G = expg un groupe de Lie résoluble exponentiel d’algèbre de Lie g, c’est-
à-dire un groupe de Lie réel tel que l’application exponentielle exp :g → G soit un
difféomorphisme de g sur G. Soit g	 l’espace vectoriel dual de g. G agit sur g	 par la
représentation coadjointe. On note Ĝ le dual unitaire de G, c.-à-d. l’ensemble des classes
d’équivalence des représentations unitaires et irréductibles de G ; Ĝ se réalise comme
l’espace des orbites coadjointes g	/G au moyen de la bijection de Kirillov Θ :g	/G→ Ĝ
(cf. [1]). Pour π ∈ Ĝ on note Ω(π)=ΩG(π)=Θ−1(π) l’orbite associée.
Considérons une représentation π dans Ĝ associée à une orbite coadjointe Ω(π)⊂ g	
d’une forme linéaire f . Soit K un sous-groupe analytique de G d’algèbre de Lie k
et considérons la restriction π |K de π à K . Soit µπ une mesure finie sur Ω(π) qui
est équivalente à la mesure G-invariante. Comme ci-dessus, l’application de Kirillov
ΘK : k
	 → K̂ induit un homéomorphisme de l’espace des orbites k	/K vers K̂ . On
considère la mesure µ = µπK = (ΘK ◦ pk)	(µπ ), qui est l’image de µπ via l’application
ΘK ◦ pk :g	 → K̂ où pk :g	 → k	 est la projection canonique. Pour σ ∈ K̂, soit nπ (σ)
le nombre de K-orbites contenues dans (π,σ) =ΩG(π) ∩ p−1k (ΩK(σ)). Alors d’après
H. Fujiwara (cf. [6]) on a :
π |K 
⊕∫
K̂
nπ (σ )σ dµ(σ).
Soit U(g) l’algèbre enveloppante de l’algèbre de Lie complexifiée gC de g et kerπ l’idéal
primitif associé à π dans U(g). On définit maintenant une certaine algèbre d’opérateurs
différentiels associée à la représentation π . Pour deux sous-espaces M et N de l’algèbre
enveloppante U(g), on note :
c(M,N )= {A ∈ U(g): [A,M] ⊂N }
le centralisateur de M mod N .
Manifestement, kerπ est un idéal bilatère de Uπ (g)k := c(k,kerπ). Soit Dπ(G)K
l’algèbre image par l’homomorphisme π du quotient c(k,kerπ)/kerπ de sorte que
Dπ(G)
K  Uπ (g)k/kerπ =
(U(g)/kerπ)K,
où la dernière algèbre est l’algèbre des éléments K-invariants de U(g)/kerπ . L’algèbre
Dπ(G)
K pourra être regardée comme une algèbre d’opérateurs différentiels qui laissent
invariant l’espace des vecteurs C+∞ de la représentation π et qui commutent avec l’action
deK sur cet espace. Nous voulons comprendre la structure de l’algèbreDπ(G)K en termes
de spectre et des multiplicités de π |K . D’ailleurs, quand la représentation π|K s’avère une
représentation irréductible de K , il n’est pas difficile de voir que Dπ(G)K est une algèbre
triviale.
L’objet du présent article est l’étude de cette algèbre d’opérateurs différentiels dans le
cadre des groupes de Lie nilpotents connexes et simplement connexes. Il est bien connu
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dans ce cas que l’une des deux éventualités suivantes est satisfaite. Les multiplicités nπ (σ)
sont uniformément infinies ou finies et bornées µ-presque partout. Nous allons prouver
alors que l’algèbreDπ(G)K est commutative si et seulement si ces multiplicités sont finies.
Ce problème est en réalité le dual d’un autre problème quand la représentation en
question est une induite τ d’un caractère unitaire d’un sous-groupe fermé connexe (voir
[3,4]). Alors le premier résultat de commutativité a été donné par Corwin–Greenleaf
dans [2] quand ils prouvent que lorsque les multiplicités de τ sont finies presque partout,
l’algèbre associée des opérateurs différentiels est commutative. Leur méthode consiste à
établir un opérateur d’entrelacement implicite de la désintégration de τ qui diagonalise
l’action des opérateurs différentiels en question. Pour réaliser ce programme, les auteurs
ont dû effectuer des analyses très détaillées des K-orbites et des G-orbites. Notre méthode
pour démontrer que Dπ(G)K est commutative sous réserve de la finitude des multiplicités
de π |K dans cet article est différente de la leur. D’ailleurs, les opérateurs d’entrelacement
de la décomposition de π |K ne diagonalisent pas en général les éléments de Dπ(G)K .
Nous généralisons d’abord le résultat de Pedersen [8] sur la construction du noyau
d’une représentation unitaire et irréductible π au Théorème 1. Cette généralisation nous
fournit un outil pour démontrer la commutatitivité de notre algèbre dans un cas essentiel.
Réciproquement, pour démontrer que la finitude des multiplicités de π |K implique la
commutativité en question (Théorème 4), nous démontrons un résultat concernant les
positions de saturation ou de non-saturation des K-orbites génériques par rapport à une
base de Jordan–Hölder de l’action de K sur g	 extraite d’une suite :
{0} = k0 ⊂ k1 ⊂ k2 ⊂ · · · ⊂ kd−1 ⊂ k= kd ⊂ kd+1 ⊂ · · · ⊂ kn−1 ⊂ kn = g
de sous-algèbres de g. Considérons alors la stratification de g	 sous l’action coadjointe de
K en des couches K-invariantes (voir le second paragraphe). Alors il existe une et une
seule couche qui soit un ouvert de Zariski non-vide de g	. D’autre part, il existe aussi
une et une seule couche Ωe telle que Ωe ∩Ω(π) soit un ouvert de Zariski de Ω(π). Soit
S(e) l’ensemble des indices de saut et T (e) celui de non-saut. Nous démontrons alors
que lors du passage de kj−1 à kj , l’algèbre Uπ(g)k s’agrandit lorsque j ∈ T (e), par contre
elle ne s’agrandit pas lorsque j ∈ S(e). Ce fait n’implique en aucune façon que l’algèbre en
question soit finiment engendrée. Nous exhibons par un contre-exemple que le Théorème 4
de la commutativité n’est plus vrai dans le cas des groupes de Lie résolubles exponentiels.
Nous regardons enfin le problème de la commutativité du centralisateur c(k) d’une sous-
algèbre donnée k dans l’algèbre enveloppante. En fait, comme conséquence immédiate du
Théorème 2, on pourrait déduire que lorsqueπ |K est à multiplicités finies pour presque tout
π ∈ Ĝ, ce centralisateur doit être abélien. Nous démontrons justement que la réciproque
de la dernière proposition est vraie (Théorème 5) et avec un contre-exemple qu’elle tombe
en défaut dans le cas des groupes de Lie résolubles exponentiels.
2. Stratification et éléments e-centraux de Corwin–Greenleaf
Soit N un groupe de Lie nilpotent, connexe et simplement connexe. On considère une
représentation unipotente de N sur un espace vectoriel réel V de dimension finie. Soit
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v ∈ V un vecteur invariant par l’action de N , i.e., n · v = v pour tout n ∈ N . Posons
pour x ∈ V arbitrairement fixé, Lx = {x + tv: t ∈ R}, la ligne droite passant par x et
ayant la direction de v. Alors, il y a deux possibilités : ou bien Lx ∩N · x = Lx , ou bien
Lx ∩N · x = {x}. Conformément à ces deux possibilités, nous dirons que l’orbite N · x est
ou bien saturée ou bien non-saturée dans la direction de Rv. Nous utiliserons dans toute la
suite ce fait appliqué à la représentation coadjointe de N (ou d’un sous-groupeK de N ), où
le vecteur invariant v sera une forme linéaire qui s’annule sur un idéal g0 de codimension 1
de g. Dans cette situation, nous dirons que l’orbite en question est ou bien saturée ou bien
non-saturée par rapport à g0.
Soient G un groupe de Lie nilpotent d’algèbre de Lie g. Pour l ∈ g	, on note Bl la forme
bilinéaire sur g définie par Bl(X,Y )= l([X,Y ]). On note aussi g(l) le radical de Bl . Soit,
{0} = g0 ⊂ g1 ⊂ · · · ⊂ gm−1 ⊂ gm = g,
une suite de Jordan–Hölder de g, c.-à-d. une suite croissante d’idéaux de g telle que
dim(gj ) = j , j = 0, . . . ,m. Soit {X1, . . . ,Xm} une base de Jordan–Hölder de g extraite
de cette suite et {l1, . . . , lm} une base de g	 telle que li (Xj ) = δi,j ,1  i, j  m. Soit
pi :g
	 → g	i la projection canonique qui entrelace les actions de G sur g	 et g	i . Pour l ∈ g	,
on pose ei(l)= dimG ·pi(l), e(l)= (e1(l), . . . , em(l)) et E = {e(l), l ∈ g	}. Pour e ∈ E , on
définit la strate G-invariante Ωe = {l ∈ g	: e(l)= e}. En posant e0 = 0, on définit aussi :
S(e)= {i: ei = 1+ ei−1}, g	S =R− vect
{
li : i ∈ S(e)
}
,
T (e)= {i: ei = ei−1}, g	T =R− vect
{
li : i ∈ T (e)
}
.
Alors on a que g	 = g	S ⊕ g	T . Il existe un ordre sur les éléments de E = {e(1) > · · ·> e(k)}
de telle sorte que Ωe(1) et
⋃
ji Ωe(j) soient des ouverts de Zariski de g	 pour tout i . Ainsi
toutes les strates Ωe sont des ensembles algébriques, c.-à-d. différence de deux ouverts
de Zariski de g	. Soit Ωe une strate arbitraire, on note S(e) = {j1 < · · · < jd} où d dé-
signe la dimension des G-orbites dans Ωe. Il existe alors des fonctions Rej :Ωe×Rd →R,
j = 1, . . . ,m telles que
(a) Pour f ∈ Ωe fixée, (x1, . . . , xd) → Rej (f, x) :Rd → R est une fonction polynomiale
en x = (x1, . . . , xd) et les coefficients sont des fonctions G-invariantes sur Ωe,
i ∈ {1, . . . ,m} ;
(b) Rej (f, x)= xk pour j = jk ∈ S(e), f ∈Ωe ;
(c) Si 1 i m, jk  j < jk+1 alors Rej (f, x) ne dépend que de x1, . . . , xk ;
(d) Pour tout f ∈Ωe, l’orbite coadjointe G · f est donnée par (voir [8]) :
G · f =
{
m∑
j=1
Rej (f, x)lj
∣∣∣ x ∈Rd}.
Soit rej (f ) l’image dans U(g) par la symétrisation de Rej (f,−iXj1, . . . ,−iXjd ) dans
l’algèbre symétrique S(g) de gC, c’est-à-dire qu’on remplace la variable xk dans Rej (f, x)
par −iXjk . Notons en particulier que rejk (f ) = −iXjk . Soit Ge le sous-espace de S(g)
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engendré par les éléments de la forme Xα1j1 · · ·X
αd
jd
, α1, . . . , αd ∈ N, et soit Fe l’imagedans U(g) de Ge par la symétrisation. D’autre part, soit Ee le sous-espace de U(g)
engendré par les éléments de la forme Xα1j1 · · ·X
αd
jd
, α1, . . . , αd ∈ N. Si e = ∅, on pose
Ge = Fe = Ee = C · 1. Pedersen a prouvé que l’idéal primitif ker π , où π ∈ Ĝ telle que
f ∈ΩG(π) est engendré par les éléments :
uej (f )=Xj − irej (f ), j ∈ T (e)
et que
U(g)= kerπ ⊕Ee = kerπ ⊕ Fe
(voir Theorem 2.1.1 et Theorem 2.2.1 de [8]). De même, l’action de π sur Ee et Fe
est fidèle (voir Lemma 2.2.12 et Lemma 2.2.13 de [8]). Ainsi, en identifiant Ee et Fe à
U(g)/kerπ et par abus de notations, nous avons :
Dπ(G)
K EKe  FKe C[Xj1, . . . ,Xjd ]K.
Ces isomorphismes sont tout simplement des isomorphismes d’espaces vectoriels.
Dans [2], Corwin et Greenleaf ont montré que la construction de Pedersen du noyau
kerπl pour l ∈Ωe mène à construire des éléments e-centraux (cf. Theorem 3.1 dans [2]).
Ce sont des élémentsA de l’algèbre enveloppanteU(g) tels que les opérateurs πl(A) soient
scalaires pour l ∈ Ωe. Alors πl′(A) = πl(A) pour toute l′ ∈ G · l. Plus précisément, soit
{X1, . . . ,Xn} une base de Jordan–Hölder de g et Ωe ⊂ g	 une des strates construites plus
haut. Alors il existe un ouvert de ZariskiZ ⊂ g	 tel queZ∩Ωe soit non-vide et G-invariant
et tel que pour tout j ∈ T (e), il existe un élément Aj ∈ U(gj ) qui est e-central sur Z ∩Ωe,
c’est-à-dire les opérateurs πl(Aj) soient scalaires pour toute l ∈Z∩Ωe avec les propriétés
suivantes :
(1) Aj = PjXj +Qj , où Pj , Qj sont dans U(gj−1).
(2) Pj est e-central sur Z ∩Ωe et il n’est pas dans kerπl .
(3) πl(Aj) = φj (l) Id pour l ∈ Z ∩ Ωe où φj (l) = p˜j (l˜)l(Xj ) + q˜j (l˜), p˜j et q˜j sont
des fonctions rationnelles non-singulières sur Z ∩ Ωe et ne dépendent que de
(l(X1), . . . , l(Xj−1)). Cependant la fraction rationnelle p˜j (l˜) est G-invariante et ne
s’annule jamais sur Z∩Ωe. D’ailleurs, on voit aisément que le système {Aj : j ∈ T (e)}
de ces éléments e-centraux sépare les orbites dans Z ∩Ωe.
Comme nous allons le voir dans la suite, ces éléments e-centraux vont servir à construire
des éléments de Uπ(g)k et jouer un rôle capital dans la démonstration de la commutativité.
Fixons maintenant une orbite coadjointe Ω =Ω(π)⊂ g	 associée à une représentation
unitaire et irréductible π . Fixons aussi une forme linéaire l ∈ Ω . Introduisons des
coordonnées dansΩ à l’aide d’une base de Malcev {X˜k: 1 k  q = dimg/g(l)= dimΩ}
relative à g(l). Cela veut dire que g(l) ⊕∑pk=1RX˜k , 1  p  q , sont des sous-algèbres
de g. Alors pour T = (t1, . . . , tq) ∈Rq , l’application,
Φ(T )= exp(tqX˜q) · · ·exp(t1X˜1) · l ∈Ω,
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est un difféomorphisme sous lequel la mesure µπ s’avère équivalente à la mesure de
qLebesgue dans R . Soit,
{0} = k0 ⊂ k1 ⊂ k2 ⊂ · · · ⊂ kd−1 ⊂ kd = k, dim ks = s, s = 0, . . . , d,
une suite de Jordan–Hölder de k et {Y1, . . . , Yd } une base de Jordan–Hölder. Considérons
maintenant les matrices Mr,1 r  d , de type (r, d) définies par :
Mr =
(
Φ(T )
([Yi, Yj ]))1ir, 1jd .
Notons er (Φ(T )|k) le rang de Mr . L’ensemble
e
(
Φ(T )|k
)= (e1(Φ(T )|k), . . . , ed(Φ(T )|k))
n’est autre que l’ensemble des indices de dimensions de Φ(T )|k ∈ k	 donné au moyen de
la suite de Jordan–Hölder ci-dessus. Posons pour 1 i  d , e0i = maxT ∈Rq ei(Φ(T )|k) et
e0 = (e01, . . . , e0d). Il est clair que D= {T ∈Rq : ei(Φ(T )|k)= e0} est un ouvert de Zariski
de Rq . Par conséquent, si l’on introduit la couche Uk(π) = Ue0 = {ζ ∈ k	: e(ζ ) = e0}
dans k	, on conclut que µ(K̂ \ΘK(Uk(π)))= 0.
Ensuite désignons par S(k) l’algèbre symétrique de kC. Pour A ∈ S(k), on définit un
fermé principal F(A) de k	 par F(A)= {ζ ∈ k	: A(ζ )= 0}. Ceci étant, il en résulte que
FA = {T ∈ Rq : Φ(T )|k ∈ F(A)} est un fermé de Zariski de Rq . D’après la construction
des éléments e-centraux comme ci-dessus, il existe un ouvert de Zariski Z de k	 tel que
Z ∩Ue0 soit non-vide et K-invariant sur lequel se fasse la construction. Si Z ∩pk(Ω)= ∅,
la construction se répète sur la sous-couche Ue0 \ (Z ∩ Ue0) qui remplace Ue0 et ainsi
de suite. S’il en est ainsi, ce procédé nous fournit un système d’éléments e0-centraux de
Corwin–Greenleaf valable µ-presque partout dans K̂ .
3. Commutativité de l’algèbre Dπ(G)K
Dans cette section, G désigne un groupe de Lie nilpotent connexe et simplement
connexe d’algèbre de Lie g. Nous considérons une représentation unitaire et irréductible π
associée à une orbite coadjointe Ω =Ω(π)⊂ g	 d’une forme linéaire f . Soit K un sous-
groupe analytique de G d’algèbre de Lie k et considérons la restriction π |K de π à K .
Soit,
S: {0} = g0 ⊂ g1 ⊂ · · · ⊂ gn−1 ⊂ gn = g,
un drapeau d’idéaux de g tel que dimgk = k (0  k  n). Soit I = {i1 < i2 < · · · < id}
l’ensemble d’indices i (1 i  n) tels que k∩ gi = k∩ gi−1, et posons :
J = {j1 < j2 < · · ·< jp} = {1,2, . . . , n} \ I (p = dimg/k).
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En posant l0 = k et lr = k + gjr pour 1  r  p, on obtient une suite des sous-algèbres
de g :
k= l0 ⊂ l1 ⊂ · · · ⊂ lp−1 ⊂ lp = g, dim(lr/lr−1)= 1.
D’autre part, en considérant ks = k∩ gis (1 s  d), nous procurons un drapeau d’idéaux
de k :
{0} = k0 ⊂ k1 ⊂ k2 ⊂ · · · ⊂ kd−1 ⊂ kd = k, dim ks = s, s = 0, . . . , d.
En extrayant un vecteur non-nul Ys ∈ ks \ ks−1 pour 1  s  d , on forme une base de
Jordan–Hölder {Y1, . . . , Yd} de k. De la même manière, en extrayant un vecteur non-nul
Xr ∈ lr \ lr−1 pour 1  r  p, on forme une base de Malcev {X1, . . . ,Xp} de g relative
à k. Le résultat suivant généralise le résultat de Pedersen [8] décrit dans la seconde section.
Théorème 1. Supposons que g(l)∩ kk = g(l)∩ kk−1 pour µπ -presque toute forme linéaire
l ∈Ω , alors il existe un élément W ∈ U(kk) ∩ kerπ ayant la forme W =∑mj=0PjY jk avec
Pj ∈ U(kk−1)(0 j m) vérifiant π(Pm) = 0.
Démonstration. Notons tout d’abord
dk = max
l∈Ω dimKk · l,
où Kk = exp(kk), et O l’ensemble constitué par les éléments < ∈Ω qui nous fournissent
les valeurs maximales de dimKk−1 · < et de dimKk · <, c’est-à-dire :
O = {l ∈Ω : dimKk · <= dk, dimKk−1 · <= dk−1}.
Alors clairement O est un ouvert de Zariski de Ω qui est non-vide. D’autre part, il n’est
pas difficile de voir que g(l)∩ kk = g(l)∩ kk−1 si et seulement si dimKk · <= dimKk−1 · <.
Notons par Z l’ensemble :
Z = {< ∈Ω : g(<)∩ kk = g(<)∩ kk−1}.
Si Z ∩O = ∅, alors Z contient un ouvert de Zariski de Ω , sinon µπ(Z)= 0. De même, en
regardant les valeurs maximales de dimKk−1 · < et de dimK ′k−1 · <, < parcourant Ω , avec
K ′k−1 = exp(kk−1 + RX1), on constate que l’ensemble V = {< ∈ Ω : X1 ∈ kk−1 + g(<)}
aussi contient un ouvert de Zariski de Ω , sinon µπ(V)= 0.
Nous procédons par récurrence sur dimg + dimg/k. Lorsque dimg/k = 0, l’assertion
n’est autre qu’un résultat bien connu de Pedersen. Prenons donc comme ci-dessus une
suite de Jordan–Hölder qui passe par le centre de g et posons l= l1 et L= exp l. Comme
dimg/l= dimg/k−1, l’assertion s’établit pour l. De même on peut supposer que k contient
le centre z de g. En outre si a = z ∩ ker< = {0} pour < ∈ Ω , nous pouvons descendre au
quotient g˜= g/a auquel s’applique l’hypothèse de récurrence. On se ramène ainsi au cas
où dim z= 1 et où <|z = 0 pour tout < ∈Ω .
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Supposons que g(<)∩ kk = g(<)∩ kk−1 pour µπ -presque toutes < ∈Ω . L’hypothèse de′récurrence appliquée à l nous assure qu’il existe W ∈ U(l ∩ gik )∩ kerπ ayant la forme :
W ′ =
m∑
j=0
a′jY
j
k , (1)
avec a′j ∈ U(l ∩ gik−1) (0 j m) vérifiant π(a′m) = 0. Cela entraîne aussitôt le résultat
si ik < j1. Supposons désormais que j1 < ik . Écrivons :
W ′ =
m′∑
j=0
ajX
j
1 , (2)
avec aj ∈ U(kk) (0 j m′). On convient de choisir l’élément (1) de telle façon qu’on ait
l’expression (2) avec le plus petit m′ possible.
Si j1 est un indice de non-saut dans le n-uplet e(l)= (e1(l), . . . , en(l)) pour l ∈Ω par
rapport au drapeau S , il existe d’après Pedersen [8],
Ŵ =X1 + Q̂ ∈ kerπ,
avec Q̂ ∈ U(kj1−1). En reportant cette expression de X1 dans l’expression (2) de W ′, on
élimine X1 pour arriver au résultat attendu.
Supposons dorénavant que j1 soit un indice de saut dans le n-uplet e(l) pour l ∈ Ω .
Notons pl :g	 → l	 la projection canonique et ΘL : l	 → L̂ l’application de Kirillov pour
L. D’après ce qu’on sait sur la désintégration centrale canonique de la restriction π |L ,
la propriété π(W ′) = 0 signifie que σ(W ′) = 0 pour presque toute σ ∈ L̂ par rapport à
µπL = (ΘL ◦ pl)	(µπ ).
Nous allons étudier les deux situations évoquées ci-dessus. Examinons le premier cas
où V contient un ouvert de Zariski de Ω . Comme X1 ∈ kk−1 + g(l) génériquement pour
l ∈Ω , on choisit dans kerπ un autre élément,
W ′′ =
n′′∑
j=0
b′jY
j
s , (3)
avec b′j ∈ U(l ∩ gis−1) (0  j  n′′) vérifiant π(b′n′′) = 0. Ici, j1 < is  ik−1 et
X1 ∈ ks + g(l), µπ -presque partout. Écrivons (3) comme
W ′′ =
n′∑
j=0
X
j
1bj , (4)
avec bj ∈ U(ks ) (0  j  n′). Nous remarquons qu’à l’expression (4) X1 apparaît
effectivement, c’est-à-dire π(bn′) = 0. En effet, si b′j ∈ U(ks ) (0 j  n′) sont contenus
dans U(ks−1), on a (π |K )(W ′′) = (π |Ks )(W ′′) = 0. D’autre part, pour µπKs -presque
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toute représentation unitaire irréductible ρ de Ks ou bien son orbite coadjointe est⊥saturée dans la direction (ks−1) ou bien il apparaît dans la désintégration de π |Ks des
représentations irréductibles mutuellement inéquivalentes en une famille à un paramètre
dont les restrictions à Ks−1 sont toutes équivalentes à ρ|Ks−1 . Cela implique comme dans
le second cas qui suit que π(b′
n′′)= 0, ce qui est contradictoire.
Nous convenons ici encore de choisir l’élément (3) de telle façon qu’on ait l’expression
(4) avec le plus petit n′ que possible. Alors, éliminonsX1 de (2), (4) pour trouver le résultat
attendu. En combinant (2) et (4) on a, lorsque m′  n′,
am′W
′′ =W ′Xn′−m′1 bn′ +
n′−1∑
j=0
X
j
1c
′
j =W ′bn′Xn
′−m′
1 +
n′−1∑
j=0
X
j
1cj ,
avec c′j , cj ∈ U(kk−1) (0  j  n′ − 1). En écrivant W ′′′ =
∑n′−1
j=0 X
j
1cj , répétons ce
procédé pour arriver à :
a2m′W
′′ = am′W ′bn′Xn′−m′1 + am′W ′′′
= am′W ′bn′Xn′−m′1 +W ′cn′−1Xn
′−m′−1
1 +
n′−2∑
j=0
X
j
1dj ,
avec dj ∈ U(kk−1) (0 j  n′ − 2). Continuons ainsi de suite jusqu’à ce qu’on obtienne
pour un certain p ∈N,
a
p
m′W
′′ = ap−1
m′ W
′bn′Xn
′−m′
1 + ap−2m′ W ′cn′−1Xn
′−m′−1
1 + · · · + W˜ , (5)
où W˜ = ∑rj=0Xj1 b˜j ∈ kerπ avec r < m′, b˜j ∈ U(kk) (0  j  r). Si W˜ contient
effectivement Yk , cela contredit le fait que m′ est minimum. Par conséquent, W˜ ne contient
pas effectivement Yk . Ensuite b˜j (0  j  r) n’appartiennent pas tous à kerπ . Sinon, en
écrivant
W ′′ =
n′∑
j=0
b′′jX
j
1
(
b′′j ∈ U(ks ), 0 j  n′
)
,
on constate que ap
m′b
′′
0 qui est égal au terme constant de (5), appartient à kerπ . D’où
b′′0 ∈ kerπ et W ′′ − b′′0 se divise par X1, ce qui entraîne la contradiction avec le choix
de W ′′.
On se ramène ainsi au cas où m′ > n′ pour finir nos arguments qui suivent. Supposons
que m′ > 0. Maintenant, il ne nous reste qu’une seule opération de même genre à faire.
Des expressions (2) et (4), on tire :
W ′bn′ = am′Xm′−n′1 W ′′ +
m′−1∑
j=0
a′′j X
j
1 ,
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avec a′′j ∈ U(kk) (0  j  m′ − 1). Comme il existe dans l’expression W ′bn′ au moins′′un exposant non-trivial de Yk dont le coefficient n’est pas dans kerπ et W ∈ kerπ ,
nous constatons que W˜ =∑m′−1j=0 a′′j Xj1 contient effectivement Yk ce qui contredit le choix
de W ′.
Supposons encore que m′ > 0 et examinons maintenant le deuxième cas où µπ(V)= 0.
Ici on se propose de prouver que π(am′)= 0. Il vient en effet que pour presque toute σ ∈ L̂
par rapport à µπL = (ΘL ◦ pl)	(µπ ), son orbite coadjointe ω = (ΘL)−1(σ ) de L est ou
bien saturée dans la direction k⊥ ou bien il apparaît dans la désintégration de π |L des
représentations irréductibles mutuellement inéquivalentes en une famille à un paramètre
dont la restriction à Kk sont toutes équivalentes à σ |Kk . Lorsque ω ⊂ l	 est saturée dans la
direction k⊥, σ se réalise moyennant une polarisation de l contenue dans k et σ(X1) n’est
autre que la dérivation partielle par rapport à la première coordonnée introduite au long
de X1. On en déduit que σ(am′)= 0 dans cette situation.
Supposons dorénavant que ω ⊂ l	 est non-saturée dans la direction k⊥. Alors il y a une
contribution non-négligeable de la partieΘL(ω+(kk)⊥)⊂ L̂ dans la désintégration de π |L.
Il en existe en une famille à un paramètre des représentations irréductibles σ< construites
aux points < ∈ ω+(kk)⊥, et qui admettent le même élément e-central ξ = PX1+Q ∈ U(l),
e étant un certain multi-indice des dimensions de L-orbites donné par le drapeau,
{0} = k0 ⊂ k1 ⊂ · · · ⊂ kk ⊂ kk +RX1 ⊂ kk +RX1 +RX2 ⊂ · · · ⊂ l,
de l telle que la sous-strate Ωe coupe essentiellement le support de µπL. Plus précisément,
P , Q ∈ U(kk) et σ<(ξ) est un scalaire donné par p¯(<′)<(X1)+ q¯(<′), où p¯, q¯ sont fonctions
rationnelles de <′ = (<1, . . . , <k) avec <i = <(Yi) (1 i  k) et où P est aussi e-central tel
que σl(P )= p¯(<′) = 0.
En rapportant ce fait à l’expression (2) de W ′ ∈ kerπ et en divisant comme plus haut
W ′ par ξ , on obtient :
Pm
′
W ′ = Pm′
m′∑
j=0
X
j
1 aˆj = ξm
′
aˆm′ +
m′−1∑
j=0
X
j
1bj ,
avec aˆj , bj ∈ U(kk), où aˆm′ = am′ . En multipliant cette égalité par Pm′−1, on répète :
P 2m
′−1W ′ = Pm′−1
(
ξm
′
am′ +
m′−1∑
j=0
X
j
1bj
)
= Pm′−1ξm′am′ + Pm′−1
(
m′−1∑
j=0
X
j
1bj
)
= Pm′−1ξm′am′ + ξm′−1bm′−1 +
m′−2∑
j=0
X
j
1cj ,
avec certains cj ∈ U(kk) (0  j  m′ − 2). Continuons ce procédé jusqu’à ce qu’on ait
pour un certain r ∈N,
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P rW ′ =
m′∑
P rj ξj hj ,j=0
avec hj ∈ U(kk) (0  j  m′), où hm′ = am′ , et des entiers 0 = r0 < r1 < · · · < rm′ .
Compte tenu de π(W ′)= 0, il en résulte que
m′∑
j=0
p¯rj (l′)
(
p¯(l′)l(X1)+ q¯(l′)
)j
σl(hj )= 0.
Cette dernière expression est un polynôme en la variable l(X1), donc son coefficient do-
minant est obligatoirement nul, ce qui nous donne σl(hm′)= σl(am′)= 0 pour µπL-presque
toute l ∈ l	. D’où π(am′)= 0, ce qui est absurde. On vérifie ainsi que m′ = 0. ✷
Nous allons prouver maintenant le premier résultat de commutativité de l’algèbre
Dπ(G)
K
.
Théorème 2. Soient G un groupe de Lie nilpotent connexe et simplement connexe, K un
sous-groupe analytique de G et π une représentation unitaire et irréductible de G. Si la
représentation π |K est à multiplicités finies, alors l’algèbre Dπ(G)K est commutative.
Démonstration. Nous procédons par récurrence sur dimg. Il est immédiat que nous
pouvons supposer que k contient le centre z de g et que, si a = z ∩ ker l, l ∈ Ω n’est
pas trivial, nous pouvons descendre au quotient g˜ = g/a, auquel s’applique l’hypothèse
de récurrence. Cela nous amène, comme d’habitude, au cas où les éléments de Ω ne
s’annulent pas sur z dont la dimension est égale à un. Soit {X,Y,Z} le triplet de Heisenberg
tel que z = RZ, [X,Y ] = Z,g = g′ ⊕ RX avec le centralisateur g′ de Y dans g, et que
l(Z)= 1 pour tout l ∈Ω . Posons G′ = exp(g′). Nous allons étudier les deux cas possibles
suivants.
Le premier cas se produit quand k ⊂ g′. D’après la description de la désintégration de
π |K , la finitude des multiplicités de π |K exige que presque toute K-orbite dans Ω est
saturée dans la direction (g′)⊥. Mais cela entraîne que Uπ(g)k ⊂ U(g′)+ kerπ . En effet
le résultat s’ensuit facilement si Y ∈ k. Si Y /∈ k, posons l = k ⊕ RY . La condition de
saturation implique qu’on a l ∩ g(l) = k ∩ g(l) pour presque toute l ∈Ω . Nous déduisons
du Théorème 1 qu’il existe
W =
m′∑
r=0
ajY
j
s =
m∑
r=0
WrY
r ∈ U(l) ∩ kerπ
pour un certain s (1  s  d), où aj ∈ U(k ∩ gis−1) (0  j  m′) avec π(am′) = 0 et
Wr ∈ U(ks ) (0  r  m). Puisque les Ks -orbites coadjointes dans k	s sont (pks )	(µπ)-
partout non-saturées dans la direction k⊥s−1 en une famille à un paramètre dont des membres
apparaissent en continuité pour ce paramètre dans la désintégration de π |Ks , on observe
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tout comme dans la démonstration du Théorème 1 queW contient effectivementY , à savoir
m> 0 et Wm /∈ kerπ .
Supposons pour l’instant que Uπ(g)k ⊂ U(g′)+ kerπ . Alors il existe V = Xa + b en
Uπ(g)k avec a, b ∈ U(g′) vérifiant a /∈ kerπ . D’où (adV )m(W) = m!amWmZm ∈ kerπ .
Cela contredit le fait que π(U(g)) ne possède aucun diviseur non-trivial de zéro. Cette
dernière affirmation se voit du fait que π(A),A ∈ U(g) agit dans H+∞π , qui n’est autre
qu’un espace de Schwartz S(Rk) pour un certain k, comme un opérateur différentiel
linéaire à coefficients polynomiaux.
Réalisons π comme π = IndGB χl à l’aide d’une polarisation b ⊂ g′ au point l ∈ Ω .
Là, B = exp(b) et χl est un caractère de B défini par χl(expX) = eil(X) pour tout X ∈ b.
Écrivons :
π |K = π |G′|K 
⊕∫
R
πt |K dt,
où πt est la représentation unitaire et irréductible de G′ associée à l’orbite (exp(tX) · l)|g′ .
Puisque π |K est à multiplicités finies, les représentations πt |K doivent aussi l’être pour
presque tout t ∈ R, d’où la commutativité de Dπt (G′)K pour presque tout t ∈ R. D’autre
part, nous voyons aisément que
Uπ(g)k =
⋂
t∈R
Uπt (g′)k,
ce qui entraîne la commutativité de Dπ(G)K .
Le second cas arrive quand k ⊂ g′. Prenons X ∈ k. Pourvu que presque toute K-orbite
dans Ω soit saturée dans la direction de (g′)⊥, nous faisons les mêmes raisonnements que
ceux employés dans le premier cas pour démontrer la commutativité en question. Il nous
reste à examiner le sous-cas où presque toute K-orbite dans Ω est non-saturée dans la di-
rection de (g′)⊥. Ici nous observons que l’hypothèse π |K est à multiplicités finies entraîne
que presque toutes les K-orbites dans k	 sont non-saturées dans la direction de (k ∩ g′)⊥
relativement à la mesure (pk)	(µ). Compte tenu des observations faites ci-dessus, il existe
un élément ξ = aX + b ∈ U(k) avec a, b ∈ U(k ∩ g′) tel que ρ(ξ) soit un scalaire pour
(ΘK ◦ pk)	(µ)-presque toute ρ ∈ K̂ . D’ailleurs il en est de même pour a /∈ kerπ . D’où
a, ξ ∈ Uπ (g)k. Maintenant, soientA, B ∈ Uπ(g)k. LorsqueA, B appartiennent à U(g′), on
obtient [π(A),π(B)] = 0 tout comme dans le premier cas en considérant k′ = (k∩g′)⊕RY
au lieu de k. Écrivons A=∑mj=0XjAj et B =∑m′j=0XjBj avec Aj ,Bj ∈ U(g′). Il en dé-
coule Am, Bm′ appartiennent à Uπ(g)k. Pour montrer la commutativité attendue, utilisons
une autre récurrence surm+m′ en supposant par exemple quem> 0. Il vient que l’élément
A˜= amA− ξmAm ∈ Uπ(g)k qui a un degré inférieur à m par rapport à X, et par suite :[
A˜,B
]≡ am[A,B] ∈ kerπ,
comme [ξ,B] et [Am,B] appartiennent à kerπ. D’où [A,B] ∈ kerπ , ce qui achève la
démonstration. ✷
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Nous allons étudier maintenant la réciproque du Théorème 2, à savoir, si la commu-
Ktativité de Dπ(G) entraîne la finitude des multiplicités de π |K . Nous commençons par
donner quelques définitions.
Définition. (1) Soient g une algèbre de Lie et k une sous-algèbre de g. Soient l ∈ g	 et Bl
la forme bilinéaire définie dans la deuxième section. Nous disons que k est coisotrope en
l ∈ g	 si l’espace kl = {X ∈ g: Bl(X, k)= (0)} est un sous-espace isotrope pour la forme
bilinéaire Bl . Cette notion de coisotropie va nous permettre de caractériser la finitude des
multiplicités de π |K .
(2) Pour une variété W , on dit qu’une propriété Pw,w ∈W , est vraie génériquement si
elle est vraie pour tout point de W à l’exception d’un ensemble de mesure nulle par rapport
à une classe de mesure canonique sur W .
(3) Soit V un espace vectoriel de dimension finie. L’algèbre des fonctions polynomiales
sur l’espace vectoriel dual V 	 sera notée par C[V 	].
Remarque 1. Notre notion de coisotropie est différente de celle de Michel Duflo dans [5].
Là, cette notion désigne l’inclusion kl ⊂ k.
Proposition 1. Soit G un groupe de Lie nilpotent connexe et simplement connexe avec
K = exp(k) un sous-groupe fermé connexe de G. Alors π |K est à multiplicités finies si et
seulement si k est génériquement coisotrope sur Ω .
Démonstration. Procédons par récurrence sur la dimension de G. Quitte à supposer que
g = k, prenons un idéal g0 de codimension un dans g tel que k⊂ g0. Soit G0 = expg0. Si
Ω est non-saturée par rapport à g0, le stabilisateur g(l) de l ∈Ω n’est pas contenu dans
g0 et la restriction π |G0 est irréductible. Désignons par Ω˜ ⊂ g	0 l’orbite coadjointe de G0
associée à π |
G0
∈ Ĝ0.
Comme π |K = (π |G0)|K , l’hypothèse de récurrence signifie que π |K est à multiplicités
finies si et seulement si k ⊂ g0 est génériquement coisotrope sur Ω˜ . Mais si l’on pose
l˜ = l|g0 pour l ∈ Ω , on a kl = kl˜ ⊕ RX(l) pour un certain X(l) ∈ g(l) n’appartenant
pas à g0. D’où k ⊂ g0 est génériquement coisotrope sur Ω˜ si et seulement si k est
génériquement coisotrope sur Ω .
Supposons que Ω soit saturée par rapport à g0. Nous allons examiner deux possibilités.
Supposons d’abord que les K-orbites sont saturées par rapport à g0 génériquement dansΩ .
On sait que la restriction π |G0 se désintègre en une famille,
π |
G0

⊕∫
R
πt dt .
En outre πt = exp(tX)π0 et π = IndGG0 πt pour t ∈R. Comme les K-orbites dans Ω sont
génériquement saturées dans la direction de g⊥0 ⊂ g	, l’ensemble{
t ∈R: ∃k ∈K: (exp(tX) · l˜ )|k = (k · l˜)|k}
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est un ensemble fini pour l ∈ Ω générique. D’où, π |K est à multiplicités finies si et
seulement si πt |K est à multiplicités finies pour presque tout t ∈R. On désigne pour t ∈R
par Ωt ⊂ g	0 l’orbite coadjointe de G0 associée à πt ∈ Ĝ0. Compte tenu de l’hypothèse
de récurrence et de ce qui précède, π |K est à multiplicités finies si et seulement si k ⊂ g0
est génériquement coisotrope sur Ωt et cela pour presque tout t ∈ R. Cette condition est
pourtant équivalente à ce que k est génériquement coisotrope sur Ω car kl ⊂ g0 pour l ∈Ω
générique.
Supposons enfin que les K-orbites sont non-saturées par rapport à g0 génériquement
dans Ω . Prenons un tel l ∈ Ω générique. Il existe X(l) ∈ kl en dehors de g0 et Y (l) qui
appartient au stabilisateur de l˜ ∈ g	0, donc a fortiori à kl , mais pas à g(l). Cela veut dire que
k n’est pas coisotrope. Considérons ici la K-orbite ω=K ·pk(l)⊂ pk(Ω)⊂ k	. Alors il est
évident que p−1k (ω)∩Ω contient une infinité de K-orbites, à savoir π |K est à multiplicités
infinies. ✷
Remarque 2. La Proposition 1 ne tient pas dans le cas des groupes exponentiels, justement
comme l’induction. Cela se voit si nous prenons par exemple g=R− vect(A,X,Y ) avec
les crochets non-triviaux [A,X] =X−Y, [A,Y ] =X+Y,π ∈ Ĝ qui n’est pas un caractère
et k=RX. Alors on constate aussitôt que π |
K
est à multiplicités infinies mais cependant k
s’avère coisotrope en l ∈Ω génériquement car kl =R− vect(X,Y ).
Nous allons donner une autre interprétation de ce fait selon le principe général dû à
Michel Duflo. Soit l ∈ pk(Ω)⊂ k	. Notons ω l’orbite coadjointe de K passant par l, σ la
représentation unitaire et irréductible deK associée à ω etK(l) le stabilisateur de l dansK .
Alors la Proposition 1 s’interprète comme :
Proposition 2. La représentation π |K est à multiplicités finies si et seulement si les K(l)-
orbites dans Ω ∩ p−1k (l) sont génériquement ouvertes. En l’occurrence la multiplicité
m(σ) est donnée par le nombre des K(l)-orbites contenues dans Ω ∩ p−1k (l).
Dans cette section, G désigne toujours un groupe de Lie nilpotent connexe et
simplement connexe d’algèbre de Lie g.
Soit,
S: {0} = g0 ⊂ g1 ⊂ · · · ⊂ gn−1 ⊂ gn = g,
un drapeau d’idéaux de g tel que dimgk = k (0  k  n). Rappelons les ensembles
d’indices I = {i1 < i2 < · · · < id} qui est l’ensemble d’entiers i (1  i  n), tels que
k∩ gi = k∩ gi−1, et
J = {j1 < j2 < · · ·< jp} = {1,2, . . . , n} \ I (p = dimg/k).
Soient ls = k ∩ gis ,1 s  d et ld+r = k+ gjr pour 1 r  p. Nous nous procurons une
suite des sous-algèbres de g :
{0} = k0 ⊂ k1 ⊂ k2 ⊂ · · · ⊂ kd−1 ⊂ k= kd ⊂ kd+1 ⊂ · · · ⊂ kn−1 ⊂ kn = g,
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avec dim kr = r,1 r  n. Alors kr est un idéal de k pour 1 r  d .
Extrayons un vecteur non-nul Xs ∈ ks \ ks−1 pour 1  s  n. En fait, la base duale
{X	1, . . . ,X	n} est une base de Jordan–Hölder de g	 pour l’action unipotente Ad	(K). Les
projections pj :g	→ k	j ,1 j  n entrelacent l’action de K qui agit aussi sur les k	j . Alors
tout comme avant, une forme linéaire l ∈ g	 nous donne un n-uplet,
e(l)= (e1(l), . . . , en(l)),
d’entiers non-négatifs définis par em(l)= dimK · pm(l),1 m n. Inversement chaque
n-uplet e = (e1, . . . , en) d’entiers non-négatifs nous fournit une couche Ωe de K-orbites
dans g	 définie par :
Ωe =
{
l ∈ g	: em(l)= em, 1m n
}
.
Alors il existe une et une seule couche qui soit un ouvert de Zariski non-vide de g	, on
l’appelle la couche maximale. D’autre part, il existe aussi une et une seule couche Ωe telle
que Ωe ∩Ω soit un ouvert de Zariski de Ω . Considérons alors l’ensemble S(e) des indices
de saut, c’est-à-dire,
S(e)= {1m n: em−1 = em}
et T (e) celui de non-saut :
T (e)= {1m n: em−1 = em},
en convenant que e0 = 0. Posons Kj = exp(kj ),1 j  n− 1, en particulier Kd =K .
Nous revenons maintenant à la situation d’avant, c.-à-d., étant donnés une représentation
unitaire et irréductible π associée à une orbite coadjointe Ω = Ω(π) ⊂ g	 d’une forme
linéaire f et un sous-groupe K analytique de G d’algèbre de Lie k, et nous regardons la
restriction π |K de π à K .
Théorème 3. Nous gardons les mêmes hypothèses. Lors du passage de kj−1 à kj , l’algèbre
Uπ(g)k s’agrandit lorsque j ∈ T (e), par contre elle ne s’agrandit pas lorsque j ∈ S(e).
Plus précisément, en posant pour j = 1, . . . , n,Uπ (kj )k = Uπ (g)k ∩U(kj ), nous avons :
(1) Si j ∈ T (e), alors Uπ (kj )k = Uπ (kj−1)k + U(kj )(U(kj−1) ∩ kerπ) et il existe
W ∈ U(kj ) qui appartient à Uπ (g)k ayant la forme W = aXj + b (a, b ∈ U(kj−1))
avec π(a) = 0.
(2) Si j ∈ S(e), alors Uπ(kj )k = Uπ(kj−1)k + U(kj )(U(kj−1)∩ kerπ).
Démonstration. Nous allons traîter d’abord le cas où j ∈ T (e). Nous remarquons
alors que l’assertion s’établit automatiquement pour le premier indice 1 ∈ T (e). Nous
la supposons vraie pour les indices qui sont inférieurs ou égals à j − 1. Quand
1 j  d , l’élément e′-central de Corwin–Greenleaf nous convient, où e′ = (e1, . . . , ed).
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Soit d + 1 j . Comme l’assertion est triviale quand k = {0}, nous allons employer une
récurrence sur la dimension de k.
L’hypothèse de récurrence appliquée à kd−1 nous affirme qu’il existe
W = aXj + b
(
a, b ∈ U(kj−1)
)
, (6)
vérifiant la condition qu’il appartient à Uπ (g)kd−1 requise. Cette condition veut dire
justement que π([Y,W ]) = 0 pour tout Y ∈ kd−1. Remarquons d’abord qu’on peut
supposer que [kd−1, a] ∈ kerπ . En effet, s’il existe Y ∈ kd−1 vérifiant [Y,a] /∈ kerπ , alors
l’élément [Y,W ] = [Y,a]Xj + b′ (b′ ∈ U(kj−1)), de kerπ nous conviendrait tout de suite.
Appliquons à plusieurs reprises adYd à W jusqu’à ce qu’on ait (adYd)m(W) ∈ kerπ pour
la première fois. Il est alors immédiat que Wr = (adYd)r−1(W), r  1, sont aussi dans
Uπ(g)kd−1 et possèdent aussi la même forme que dans (6). D’ailleurs, en remplaçantW par
(adYd)m
′
(W) avec le plus grand exposant m′ vérifiant :
(adYd)m
′
(W) /∈ U(kj−1) (mod kerπ),
nous pouvons supposer que adYd(W) ∈ U(kj−1) mod kerπ .
Si m= 1, π([k,W ])= 0 et il ne nous reste plus rien à faire. Supposons donc que m 2.
Traîtons d’abord le cas où m= 2q + 1 3. Fabriquons l’élément :
W˜ = (W1Wm +WmW1)− (W2Wm−1 +Wm−1W2)+ · · ·
+ (−1)q−2(Wq−1Wq+3 +Wq+3Wq−1)
+ (−1)q−1(WqWq+2 +Wq+2Wq)+ (−1)qW 2q+1.
Alors il est immédiat que [Yd, W˜ ] ∈ kerπ et par conséquent que [k, W˜ ] ∈ kerπ . Notons
que W˜ = (aWm +Wma)Xj + b′ avec un certain b′ ∈ U(kj−1). Quand on réalise π ∈ Ĝ
dansL2(Rq) comme représentation monomiale induite à partir d’une polarisation, l’espace
H+∞π des vecteurs C∞ s’identifie avec l’espace de Schwartz S(Rq) et π(a),π(Wm) y
agissent comme des opérateurs différentiels linéaires non-nuls à coefficients polynomiaux.
D’où π(aWm +Wma) = 0 et W˜ jouit des propriétés requises.
Supposons maintenant que m est pair. Alors on remplace W par :
W ′ =W(Wm−1 + cWm) (0 = c ∈C).
Nous voyons en posant W ′r = (adYd)r−1(W ′) pour 1 r m+ 1, que
W ′2 ≡W2(Wm−1 + cWm)+W1Wm, · · · ,
W ′m ≡Wm(Wm−1 + cWm)+ (m− 1)Wm−1Wm, W ′m+1 ≡mW 2m
mod kerπ . Notre nouveau élément s’obtient donc par :
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W˜ =m{W1(Wm−1 + cWm)W 2m +W 2mW1(Wm−1 + cWm)}
−W1Wm
{
Wm(Wm−1 + cWm)+ (m− 1)Wm−1Wm
}
− {Wm(Wm−1 + cWm)+ (m− 1)Wm−1Wm}W1Wm + V˜ ,
avec un certain V˜ ∈ U(kj−1). Comme on a mod U(kj−1) et que
W˜ ≡m(W1Wm−1W 2m +W 2mW1Wm−1)− (m− 1)(W1WmWm−1 +Wm−1WmW1)Wm
− (W1W 2mWm−1 +WmWm−1W1Wm)+ c(m− 1)
(
W1W
2
m +W 2mW1
)
Wm,
on peut visiblement choisir 0 = c ∈ C de sorte qu’on ait W˜ /∈ U(kj−1) + kerπ , puisque
π((W1W 2m +W 2mW1)Wm) = 0 comme précédemment.
Ce procédé ne marche plus lorsque m= 2. Rappelons que
Uπ(kj−1)kd−1 =
{
Ŵ ∈ U(kj−1): π
([
Ŵ , kd−1
])= 0}.
Si [Yd,Uπ(kj−1)kd−1] ⊂ kerπ , on peut élever m en multipliant W par un élément
Ŵ ∈ Uπ(kj−1)kd−1 tel qu’on ait π([Ŵ ,Yd ]) = 0. En effet, prenons un tel Ŵ vérifiant :
Ŵ1 =
[
Yd, Ŵ
]
/∈ kerπ,
mais Ŵ2 = [Yd, [Yd, Ŵ ]] ∈ kerπ . Le changement de W =W1 à W˜1 =W1Ŵ nous donne :
W˜2 =
[
Yd, W˜1
]=W2Ŵ +W1Ŵ1, W˜3 = [Yd, [Yd, W˜1]]≡ 2W2Ŵ1 mod kerπ.
Si nous formons W˜ = W˜1W˜3 + W˜3W˜1 − W˜ 21 , les deux premiers termes sont de degré 1 par
rapport à Xj mais le dernier est de degré 2. En effet,
W˜ =−(aŴ1)2X2j + a1Xj + a2
avec certains a1, a2 ∈ U(kj−1) et c’est à noter que π(aŴ1) = 0.
Pour baisser le degré, utilisons l’élément Xd+1 ∈ kd+1 qui est contenu dans le norma-
lisateur de k. Il s’ensuit que [Xd+1, W˜ ] vérifie aussi la relation π([k, [Xd+1, W˜ ]])= {0}.
Quitte à choisir Xd+1, on peut supposer que [Xd+1,Xj ] /∈ kerπ . Sinon, [k,Xj ] ⊂ kerπ et
Xj nous conviendrait. Par continuité, on peut supposer que[
Xd+1 +
d∑
i=1
αiXi,Xj
]
/∈ kerπ,
pour αi ∈C vérifiant |αi |< ε (1 i  d), avec un petit nombre réel positif ε. Pourvu que
[Xd+1, aŴ1] /∈ kerπ , nous allons remplacer W˜ par (adXd+1)q(W˜ ) pour un certain q ∈N,
ce qui nous amène à supposer que
W˜ = a′X2j + a′′Xj + a′′′
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avec a′, a′′, a′′′ ∈ U(kj−1) vérifiant π(a′) = 0 et [Xd+1 + k, a′] ∈ kerπ. Maintenant, s’il
existe des nombres complexes αˆi (1 i  d), tel que |αˆi |< ε et que[
Xd+1 +
d∑
i=1
αˆiXi,2a′Xj + a′′
]
/∈ kerπ,
alorsW	 = [Xd+1+∑di=1αˆiXi, W˜ ] nous conviendrait. Si de tels αˆi (1 i  d), n’existent
pas, on aurait [k,2a′Xj + a′′] ∈ kerπ et 2a′Xj + a′′ serait alors notre élément recherché.
Si [Yd,Uπ(kj−1)kd−1] ⊂ kerπ , l’hypothèse de récurrence pour l’indice j − 1 implique
que k ∩ kj−1(l|kj−1) = kd−1 ∩ kj−1(l|kj−1) pour l ∈Ω générique. D’où
k ∩ kj (l|kj ) = kd−1 ∩ kj (l|kj )
car j ∈ T (e). Écrivons
π |Kj =
⊕∫
K̂j
m(ρ)ρ dµ(ρ)
avec la multiplicité m(ρ) et la mesure indiquées avant. Alors, le Théorème 1 indique, pour
µ-presque toute ρ ∈ K̂j , il existe un élément Vρ ∈ U(k)∩ kerρ de la forme :
Vρ =
r∑
j=0
PjY
j
d
avec Pj ∈ U(kd−1) (0  j  r), vérifiant ρ(Pr) = 0. Baissons r  1 autant que possible
par le choix d’un tel élément. Alors, (adYd)2(W) appartenant à kerρ, nous avons :
[W,Vρ] ≡
(
r∑
j=1
jPjY
j−1
d
)
[W,Yd ] mod kerρ.
Vu que ρ([W,Vρ])= 0, on a ρ([W,Yd ])= 0, puisque ∑rj=1jPjY j−1d n’appartient pas à
kerρ et que l’algèbre de Weyl ne possède pas de diviseur de zéro non-trivial. On en conclut
que π([Yd,W ])= 0, c’est-à-dire que W ∈ Uπ(g)k.
Nous regardons maintenant le cas où j ∈ S(e). Nous engageons une nouvelle récurrence
sur la dimension de g. Remarquons d’abord que nous pouvons nous ramener au cas où
j = n. En effet si j  n − 1, considérons π ′ = π |Kn−1 . Pourvu que π ′ soit irréductible,
rappelons l’hypothèse de récurrence. Sinon, π ′ se désintègre en une famille π ′t (t ∈ R) à
un paramètre de représentations unitaires et irréductibles de Kn−1. S’il existait un élément
W ∈ U(kj )\U(kj−1) vérifiant π([Y,W ])= 0 pour tout Y ∈ k, on aurait que π ′t ([Y,W ])= 0
et ensuite par l’hypothèse de récurrence W ∈ U(kj ) ∩ kerπ ′t pour presque tout t ∈ R, ce
qui entraîne que W ∈ U(kj )∩ kerπ .
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Supposons ci-après que j = n et que, pour l ∈Ω générique, l’orbite Kd−1 · l est non-
saturée par rapport à kn−1. Sans perte de généralités, on peut supposer que k contient le
centre z de g. Lorsque dim z 2, on peut descendre au quotient de g par z ∩ kerπ auquel
s’applique l’hypothèse de récurrence. Ainsi, on se ramène au cas où dim z = 1,π |z = 0,
c’est-à-dire que z= g1 =RZ,π(Z) = 0. Soient g2 =RY ⊕ z, g˜ le centralisateur de Y dans
g et X ∈ g \ g˜ tel que [X,Y ] =Z. Donc, g= g˜+RX.
Premièrement, soit g˜ = kn−1. Si Y ∈ k, il est clair que la condition π([Y,W ]) = 0
(W ∈ U(g)), entraîne W ∈ U(g˜)+ kerπ . En effet, réalisons π = IndGB χf = IndGG˜ IndG˜B χf
à l’aide d’une polarisation b ⊂ g˜ en f ∈ g	. Il va de soi que B = expb et G˜ = exp g˜.
Écrivons :
W =
m∑
γ=0
aγX
γ , aγ ∈ U(g˜), 0 γ m, (7)
avec π(am) = 0. Si m 1, alors
π
([Y,W ])= m∑
γ=0
γπ(aγ )π(Z)π(X)
γ−1 = 0,
ce qui est contradictoire car π(X) n’est autre que l’opérateur différentiel par rapport à la
première coordonnée.
Si Y /∈ k, prenons k′ = k⊕RY = k+ g2. On constate que k′ ∩ g(l) = (kd−1 + g2)∩ g(l)
génériquement pour l ∈Ω . Compte tenu du Théorème 1, il existe V =∑rj=0PjY jd ∈ kerπ
avec Pj ∈ U(kd−1 + g2) (0 j  r), vérifiant π(Pr) = 0. En récrivant V sous la forme :
V ≡
q∑
k=0
bkY
k, bk ∈ U(k) (0 k  q), (8)
mod kerπ avec π(bq) = 0, on est persuadé que q  1. En effet, dans la désintégration
π |K =
⊕∫
K̂
m(σ)σ dµ(σ)
σ se met sous la forme χt ⊗ σ˜ , t ∈ R avec un certain caractère χt trivial sur Kd−1 et une
représentation σ˜ ∈ K̂d dont la restriction sur Kd−1 est irréductible. En plus, la mesure dµ
est équivalente à une mesure produit dt × dν(σ˜ ) avec une mesure ν dans K̂d−1. Ceci posé,
si q = 0 ou encore si V =∑rj=0PjY jd ∈ kerπ avec Pj ∈ U(kd−1) (0 j  r), on aboutit
à la contradiction π(Pr) = 0. Choisissons V ∈ kerπ de la forme (8) de façon que q  1
soit minimal.
Finalement, s’il existe W ∈ U(g) ayant la forme (7) avec m  1 et vérifiant
π([k,W ])= {0}, on obtient :
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0= π([W,V ])= q∑π(bk)π([W,Y k])= q∑π(bk)( m∑π(aγ )π([Xγ ,Y k]))
k=0 k=0 γ=0
=
(
mπ(Z)
(
q∑
k=1
kπ(bk)π(Y )
k−1
)
π(X)m−1
)
+
m−2∑
j=0
π(cj )π(X)
j
avec cj ∈ U(g˜)(0 j m− 2). D’où V ′ =∑qk=1 kbkY k−1 ∈ kerπ , ce qui contredit notre
choix de V .
Deuxièmement, soit g˜ = kn−1. Soit W ∈ U(g) vérifiant π([k,W ]) = {0}. Comme
Y ∈ kn−1, les (K ∩ G˜)-orbites sont déjà saturées par rapport à kn−1 génériquement dans Ω .
Lorsque k ⊂ g˜, d’après l’hypothèse de récurrence, W appartient à U(kn−1)+ kerπ .
Supposons maintenant que k ⊂ g˜. Pourvu que les K-orbites génériques dans Ω soient
saturées par rapport à g˜, on déduit de ce qu’on vient d’observer que W ∈ U(g˜)+ kerπ , et
puis l’hypothèse de récurrence permet de conclure que W ∈ U(g˜∩ kn−1)+ kerπ .
Examinons enfin la dernière possibilité, où les K-orbites génériques dansΩ soient non-
saturées par rapport à g˜. Cela veut dire que l’orbite K · (<|kn−1) ⊂ k	n−1 est non-saturée
par rapport à g˜ ∩ kn−1 pour < ∈ Ω générique. Il existe donc V = aX + b ∈ U(kn−1)
avec a, b ∈ U(g˜∩ kn−1), π(a) = 0, vérifiant π([k,V ]) = {0}. Ici, on convient de prendre
X ∈ g \ g˜ introduit plus haut de sorte qu’on ait X ∈ kn−1. Écrivons W =∑mk=0Xkck ,
ck ∈ U(g˜) (0  k  m), et supposons que m  1. Sinon, l’hypothèse de récurrence
appliquée à g˜ impliquerait que W ∈ U(g˜∩ kn−1)+ kerπ . Comme
W ′ = [Y,W ] =
m∑
k=1
kXk−1ck
satisfait lui aussi à la condition π([k,W ′])= {0}, l’hypothèse de récurrence sur le degré de
W par rapport à X exige que ck ∈ U(kn−1) (1 k m), mod kerπ . Enfin, écrivons :
V m = amXm +
m−1∑
j=0
Xjbj
avec bj ∈ U(g˜∩ kn−1) (0 j m− 1). En notant π([k, a])= {0},
W ′′ = amW − V mcm =
m−1∑
j=0
(
amXjcj −Xjbj cm
)= m−1∑
j=0
Xj c˜j
vérifie lui aussi π([k,W ′′])= {0}. Le degré de W ′′ par rapport à X étant inférieur ou égal
à m− 1, tous les c˜j (0 j m− 1), qui se trouvent dans U(g˜), appartiennent mod kerπ
à U(g˜ ∩ kn−1) compte tenu de l’hypothèse de récurrence. Le fait que c˜0 = amc0 + c′ avec
un certain c′ ∈ U(g˜ ∩ kn−1) + kerπ conclut que c0 ∈ U(kn−1) + kerπ car π(a) = 0. En
somme, W ∈ U(kn−1)+ kerπ comme prévu. ✷
Nous nous proposons maintenant de démontrer le :
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Théorème 4. π |K est à multiplicités finies si et seulement si l’algèbre Dπ(G)K est
commutative.
Démonstration. On a déjà montré dans le Théorème 2 que Dπ(G)K est commutative si
π |K est à multiplicités finies. Ici on montrera que l’algèbreDπ(G)K n’est pas commutative
si π |K est à multiplicités infinies. Supposons donc que π |K est à multiplicités infinies.
D’après la Proposition 1, il existe deux indices de non-saut j1, j2 ∈ T (e) (j1 < j2), qui
se mettent en dualité par rapport à la forme bilinéaire B< pour < ∈ Ω générique. Afin
de montrer la non-commutativité en question, nous pourrions remplacer K par Kj avec
d + 1  j si π |Kj est déjà à multiplicités infinies. Cela nous amène au cas où π |K est à
multiplicités infinies mais π |Kd+1 est à multiplicités finies, ce que nous supposons ci-après.
Alors, il n’y a qu’une seule paire j1 < j2 d’indices de non-saut mentionnée plus haut, et il
se voit que j1 = d + 1. En particulier, k contient le centre z de g. D’après le Théorème 3,
il existe deux éléments Wk = akXjk + bk (k = 1,2), avec ak, bk ∈ U(kjk−1), π(ak) = 0,
et vérifiant π([k,Wk])= {0}. En particulier, a1, b1 ∈ U(k). Ce qui est à montrer, c’est que
π([W1,W2]) = 0.
Réalisons π = IndGB χf dansL2(Rq) (q = dimG/B) comme représentation monomiale
induite à partir d’une polarisation de Vergne b, B = expb, en f ∈Ω construite au moyen
de la suite de Jordan–Hölder de départ. L’indice j1 trouve sa position dans B , et j2
dans Rq . Il en découle que π([k, a2])= {0}. D’ailleurs, comme dimG.<ˆ= dimG · <˜+ 1,
<ˆ (respectivement <˜) dénotant la restriction de < ∈ Ω sur kj1 (respectivement kj1−1), et
que l’orbite Kj1 · <ˆ est non-saturée par rapport à kj1−1 pour < ∈ Ω générique, on a
π([k, a1])= {0} car la valeur <(Xj1) varie indépendemment de <˜.
Posons a= z ∩ kerf . Si a = {0}, on peut descendre au quotient g/a auquel s’applique
l’hypothèse de récurrence. Si a= {0}, il s’ensuit que dim z= 1, i.e., z= g1 = k1 et que f
ne s’annule pas sur z. Soit g2 =RY + z, et notons g˜ le centralisateur de g2 dans g. Donc, la
polarisation b est contenue dans g˜ qui est un idéal de codimension 1 dans g. Soit X ∈ g \ g˜
tel que f ([X,Y ])= 1. Examinons les deux possibilités.
D’abord, soit g2 ⊂ k. Il résulte du Théorème 3 que W1,W2 sont mod kerπ contenues
dans U(g˜). D’autre part la restriction de π à G˜ = exp g˜ se désintègre en une somme
hilbertienne
∫ ⊕
R
πt dt de représentations irréductibles à un paramètre réel. Au fait,
πt = exp(tX) · π0 avec π0 = IndG˜B χf . Cela implique que, si t1 = t2,πt1 |K et πt2 |K se
désintègrent séparément l’une de l’autre et donc que πt |K est à multiplicités infinies. S’il
en est ainsi, l’hypothèse de récurrence appliquée à πt (pour presque tout t ∈R) nous fournit
le résultat attendu.
Ensuite, soit g2 ⊂ k. Alors, kj1 = kd+1 = k + g2 et W1 = a1Y + b′1 avec un nouveau
b′1 ∈ U(k). Plus encore kj2−1 ⊂ g˜ et Xj2 /∈ g˜. Tout compte fait, nous avons :
π
([W1,W2])= π([a1Y + b′, a2Xj2 + b2])= π([a1Y,a2Xj2 + b2])
= π(a1[Y,a2Xj2 + b2])= π(a1)π(a2)π([Y,Xj2 ]) = 0,
car 0 = [Y,Xj2 ] ∈ z et que π |z = 0. ✷
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4. Commutativité du centralisateur d’une sous-algèbreNous gardons les mêmes hypothèses, G = expg un groupe de Lie nilpotent connexe
et simplement connexe, K = exp k un sous-groupe fermé connexe de G et pk :g	 → k	 la
projection canonique. Nous allons étudier maintenant le problème de la commutativité du
centralisateur c(k) d’une sous-algèbre k dans l’algèbre enveloppanteU(g). Soit tout d’abord
O l’ouvert de Zariski des formes linéaires dont les orbites coadjointes sont de dimension
maximale. Pour φ ∈O, on note :
dK(φ)= max
l∈G·φ
dim(K · l), d ′K(φ)= max
l∈G·φ
dim
(
K · pk(l)
)
.
Nous voyons alors que dK et d ′K sont deux fonctions sur O à valeurs entières qui sont
G-invariantes. Soit aussi
dK = max
φ∈O
dK(φ), d
′
K = max
φ∈O
d ′K(φ).
On pose :
Z = {φ ∈O: dK(φ)= dK, d ′K(φ)= d ′K},
alorsZ est G-invariant et contient un ouvert de Zariski non-vide Z˜ sur lequel la dimension
des G-orbites est constante et maximale ainsi que la dimension des K-orbites et la
dimension des K-orbites coadjointes projetées dans k	. Nous appellerons représentation
K-générique, toute représentation unitaire et irréductible qui admet une forme linéaire
représentant dans Z˜ .
Soit l ∈ pk(Ω) ⊂ k	. Notons comme avant ω l’orbite coadjointe de K passant par l,
σ la représentation unitaire et irréductible de K associée à ω et K(l) le stabilisateur de
l dans K . D’après la Proposition 2, la représentation π |K est à multiplicités finies si
et seulement si les K(l)-orbites dans Ω ∩ p−1(l) sont génériquement ouvertes. Ce qui
est équivalent aussi à dire que les K-orbites dans Ω ∩ p−1(ω) sont aussi génériquement
ouvertes. En d’autres termes, π |K est à multiplicités finies si et seulement si dimΩ(π)=
2 dimK · φ − dimK · pk(φ) génériquement sur Ω(π) (voir [7]). Quand la représentation
π est K-générique, alors π |K est à multiplicités finies si et seulement si,
dimΩ(π)= 2dK − d ′K.
Remarquons que la quantité dimΩ(π) − 2dK + d ′K est un invariant sur l’ouvert Z˜ qui
est positif ou nul. Nous déduisons alors que nous avons l’une des deux éventualités : ou
bien πl |K est à multiplicités finies pour tout l ∈ Z˜ ou bien πl |K est à multiplicités infinies
génériquement sur Z .
On laisse K agir sur g	 par l’action coadjointe. Alors Z touche forcément la
couche maximale en un ouvert de Zariski. Soit T (e) et S(e) les ensembles des indices
correspondant. Rappelons le résultat suivant : Soit g une algèbre de Lie et k une sous-
algèbre de Lie de g, alors la symétrisation nous donne un isomorphisme vectoriel entre
C[g	]K et U(g)K . Nous allons utiliser ce fait lorsque g est l’un des kj , j  d + 1.
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Quand j ∈ T (e), les K-orbites génériques dans k	j ne sont pas saturées par rapport à
	kj−1, il existe alors un polynômeK-invariant P dans kj qui prend la forme P = P1Xj +P2
avec P1 et P2 sont dans C[k	j−1] et P1 n’est pas identiquement nul. Ainsi, nous pouvons
trouver un élément dans c(k, {0}) = c(k) de la forme W = aXj + b où a et b sont dans
U(kj−1) et a = 0.
Supposons maintenant que π |K est à multiplicités finies pour µ-presque tout π ∈ Ĝ, où
µ désigne la mesure de Plancherel pour la représentation régulière de G. Il en résulte que
c(k)=⋂π∈Ĝ Dπ (G)K est une algèbre commutative.
Réciproquement, soit
A= {π ∈ Ĝ: π |K est à multiplicités infinies}.
Si µ(A) = 0, alors A ∩ Θ(Z) est non-vide. Ainsi πl |K est à multiplicités infinies pour
presque toute l ∈Z . Quand on passe à l’échelle des sous-algèbres
k⊂ kd+1 ⊂ kd+2 ⊂ · · · ⊂ kn = g,
il existe un indice j0 tel que π |Kj0 est à multiplicités infinies mais π |Kj0+1 est à
multiplicités finies et ceci s’établit µ-presque partout. Alors, il nous suffit de montrer la
non-commutativité de c(kj0), c.-à-d. qu’on peut remplacer k par kj0 . Cela implique qu’on
se restreint, si nécessaire, à l’intersection de Z avec un ouvert de Zariski, et en suivant le
raisonnement du Théorème 4 nous pouvons nous ramener aux cas où il n’existe qu’une
paire d’indice (j1, j2) de non-saut uniforme pour presque tout l ∈ Z . Il existe alors deux
éléments Wi = aiXji + bi qui sont dans U(kji )K (donc dans c(k)) et donc dans Uπ(kji )k
tels que ai et bi sont dans U(kji−1) avec la condition π(ai) = 0, i = 1,2, pour au moins
une représentation K-générique π . Nous fixons donc une représentation K-générique π et
nous suivons le raisonnement fait dans la démonstration du Théorème 4. Ainsi, nous avons
que π([W1,W2]) = 0 et donc c(k) n’est pas abélienne. C’est ainsi que nous avons le :
Théorème 5. Soient G un groupe de Lie nilpotent connexe et simplement connexe, K un
sous-groupe fermé connexe de G. Alors les assertions suivantes sont équivalentes :
(1) π |K est à multiplicités finies pour presque tout π ∈ Ĝ.
(2) Il existe une représentation K-générique π telle que π |K soit à multiplicités finies.
(3) Le centralisateur de k dans U(g) est une algèbre abélienne.
5. Exemples
Exemple 1. SoitG un groupe de Lie nilpotent connexe et simplement connexe d’algèbre de
Lie g. On note z(g) le centre de g et k⊂ z(g) une sous-algèbre. Soit K = exp(k) et π ∈ Ĝ.
Alors π |K est à multiplicités finies si et seulement si π est un caractère unitaire, c’est-à-
dire π([g,g]) = {0}, où g = k< pour tout < ∈ Ω(π). Dans ce cas, l’algèbre Dπ(G)K est
triviale. Si π n’est pas un caractère, alors Dπ(G)K  U(g)/kerπ qui est non commutatif.
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Exemple 2. Soit g = R− vect(P1,P2,Q1,Q2,Z) ; [Pi,Qj ] = δi,jZ (1  i, j  2), i.e.,
g est l’algèbre de Heisenberg de dimension 5. Supposons que dimπ =∞.
(1) k = R − vect(P1,P2) ; π |K est à multiplicités finies et l’algèbre Dπ(G)K est
commutative.
(2) k = R− vect(P1,Q1,Z) ; π |K est à multiplicités infinies et l’algèbre Dπ(G)K n’est
pas commutative.
Exemple 3. Soit g = R − vect(X0,X1, . . . ,Xn) ; [X0,Xj ] = Xj+1 (1  j  n − 1).
Supposons que dimπ =∞, ce qui veut dire que dimΩ(π) = 2. Soit k = RY un sous-
espace vectoriel de dimension 1 contenu dans V =∑nj=1RXj .
(1) S’il existe l ∈Ω(π) tel que l([X0, Y ]) = 0, π |K est à multiplicités finies et l’algèbre
Dπ(G)
K est commutative.
(2) Si l([X0, Y ]) = 0 pour tout l ∈ Ω(π), π |K est à multiplicités infinies et l’algèbre
Dπ(G)
K n’est pas commutative.
Exemple 4 (Cas des groupes non-nilpotents).
(1) Soit gα = R− vect(A,X,Y ), α ∈ R \ {0}, l’algèbre de Lie avec les commutateurs
non-nuls :
[A,X] =X− αY, [A,Y ] = αX+ Y.
Alors le groupeGα = expgα est un groupe de Lie résoluble exponentiel non-complètement
résoluble. Soit {A	,X	,Y 	} la base duale à {A,X,Y } dans g	α . Les orbites de Gα qui ne
sont pas réduites à un point sont les orbites Oθ de fθ = cos θX	 + sin θY 	 (0 < θ  2π ).
On note πθ la représentation associée à une telle orbite, donc à la forme fθ . Cependant, on
peut voir que
Oθ =
{
sA	 + e−t cos(θ − αt)X	 + e−t sin(θ − αt)Y 	: s, t ∈R}.
Considérons la polarisation b=RX⊕RY en fθ qui vérifie la condition de Pukanszky.
La représentation πθ agit donc sur l’espace L2(R) et nous avons les opérateurs auto-
adjoints suivant :
iπ(A)=−i d
dt
, iπ(X)=−e−t cos(θ − αt) et iπ(Y )=−e−t sin(θ − αt)
sur L2(R) qui caractérisent bien la représentation πθ .
Soit k=R− vect(X,Y ), alors il est clair que
π |K 
⊕∫
R
χexp(tA)fθ dt 
⊕∫
R
χe−t cos(θ−αt)X	+e−t sin(θ−αt)Y 	 dt .
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D’autre part, Uπθ (g)k est le centralisateur de k dans U(g). Ainsi, Dπ(G)K  U(g)K qui est
une algèbre commutative. En effet, si
W =
m∑
j=0
AjCj , Cj ∈ U(k),
est dans U(g)K , alors
0 = [W,X+ iY ] =m(1+ iα)Am−1Cm + P,
où P est un polynôme dans U(g) de degré plus petit ou égal à m− 2 en A. Ainsi m doit
être nul et donc W ∈ U(k). Finalement,
Dπ(G)
K C[X,Y ] =C[e−t cos(θ − αt), e−t sin(θ − αt)].
(2) Considérons maintenant le cas où k = R− vect(X), alors πθ |K est à multiplicités
infinies pourtant Dπ(G)K  C[X,Y ] qui est une algèbre abélienne. Cet exemple montre
que les résultats des Théorèmes 4 et 5 peuvent être en défaut quand le groupe G est
exponentiel.
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