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BORELIC PAIRS FOR STRATIFIED ALGEBRAS
KEVIN COULEMBIER AND RUIBIN ZHANG
Abstract. We determine all values of the parameters for which the cell modules form a
standard system, for a class of cellular diagram algebras including partition, Brauer, walled
Brauer, Temperley-Lieb and Jones algebras. For this, we develop and apply a general theory
of finite dimensional algebras with Borelic pairs. The theory is also applied to give new
uniform proofs of the cellular and quasi-hereditary properties of the diagram algebras and to
construct quasi-hereditary 1-covers, in the sense of Rouquier, with exact Borel subalgebras,
in the sense of Ko¨nig. Another application of the theory leads to a proof that Auslander-
Dlab-Ringel algebras admit exact Borel subalgebras.
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1. Introduction
The theory of quasi-hereditary algebras was initiated by Cline, Parshall and Scott in [CPS1,
Sc] and provided a unified framework for studying modular representation theory of semisim-
ple algebraic groups and the BGG category O. A central role in this theory is played by the
standard modules of quasi-hereditary algebras. Cellular algebras were introduced by Graham
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and Lehrer in [GL] and include many diagram algebras such as Brauer, Iwahori-Hecke and
BMW algebras. These algebras are of central importance in representation theory and low
dimensional topology. Cellular algebras have a class of natural modules, known as the cell
modules. For many values of their parameters, Brauer and BMW algebras are also quasi-
hereditary and then the standard modules coincide with the cell modules. This remains true
for a range of cellular algebras.
In [KN, HN], it is proved that, in most cases, the cell modules of Iwahori-Hecke algebras
of type A behave as the standard modules of some quasi-hereditary algebra, even though the
Iwahori-Hecke algebra is itself not quasi-hereditary. This is formulated into the statement
that “the cell modules form a standard system”, see [DR2], and is equivalent to the condition
that the algebra admits a cover-Schur algebra, in the sense of [HHKP, Ro]. The result in [KN]
extends to Brauer algebras, by [HP], to partition and BMW algebras, by [HHKP], and to
Iwahori-Hecke algebras of type B, by [Ro]. An important consequence is that multiplicities
in cell filtrations are well-defined.
In the present paper, we determine when the cell modules form a standard system for
a variety of diagram algebras: partition, Brauer, walled Brauer, Temperley-Lieb and Jones
algebras. In the cases of the Brauer and partition algebras, this reproduces (and completes)
the corresponding results of [HP, HHKP]. We will achieve this by developing a construction
which is in part inspired by the theory of exact Borel subalgebras.
In [Ko¨], Ko¨nig introduced the notion of an exact Borel subalgebra of a quasi-hereditary
algebra, inspired by the Borel subalgebra of a semisimple Lie algebra. When an exact Borel
subalgebra exists, the standard modules are given explicitly as the modules induced from
the simple modules of that subalgebra. Not every quasi-hereditary algebra admits an exact
Borel subalgebra. However, it was proved in [KKO] that every quasi-hereditary algebra over
an algebraically closed field is Morita equivalent to a (quasi-hereditary) algebra admitting an
exact Borel subalgebra. Although the proof is constructive, it would not be trivial to apply it
to construct the Morita equivalent algebra and its exact Borel subalgebra for a given quasi-
hereditary algebra. In fact, few explicit examples of Morita equivalent algebras with exact
Borel subalgebras for prevalent quasi-hereditary algebras are known, see e.g. [Ko¨, PSW].
We will define a generalisation of the concept of exact Borel subalgebras, viz. Borelic
pairs (B,H) of arbitrary algebras A, and develop the theory of algebras with such pairs.
We prove that key structural properties of A are determined by those of H . For instance,
if H is semisimple then A is quasi-hereditary, and, roughly speaking, cellularity of H implies
cellularity of A. Furthermore, in the latter case, the cell modules of A form a standard
system if and only if this is the case for H . These and further applications are more precisely
discussed in Section 1.3.
We use this general theory to study the diagram algebras mentioned above, in particular
for (i) determining when the cell modules form standard systems and (ii) constructing Morita
equivalent algebras with exact Borel subalgebras. For any of the diagram algebras A, we
construct an algebra C, satisfying a double centraliser property with A. The algebra C
also admits a Borelic pair, which allows to prove that it is cellular, determine when the cell
modules form a standard system, and find out when it is quasi-hereditary. In the latter
case, C admits an exact Borel subalgebra. In most cases, C is Morita equivalent to A and in
the remaining cases, it is a 1-faithful cover in the sense of [Ro]. In some cases, C constitutes
a previously unknown ‘Schur algebra’. To the best of our knowledge, this is the first purely
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diagrammatic description of a Schur algebra. Aside from the new results on the algebras A,
our constructions also yields a new proof of their cellularity and quasi-heredity.
1.1. Standardly based and base stratified algebras. In [DuR], Du and Rui introduced
a generalisation of cellular algebras, called standardly based algebras. We will prove that
any algebra over an algebraically closed field can be given at least one standardly based
structure. Standardly based algebras also come with cell modules. When the standardly
based algebra is cellular, the two types of cell modules coincide.
In [HHKP], Hartman et al. defined the concept of cellularly stratified algebras, giving a
powerful tool to determine when cell modules form a standard system. We introduce the
corresponding weaker notion of base stratified algebras, which is a significant simplification
that is better compatible with the notion of Borelic pairs, and actually suffices for studying
when the cell modules of a cellular algebra form a standard system. This generalisation
will also allow the periplectic Brauer algebra, which is a non-cellular diagram algebra, to be
studied using our techniques, see [Co].
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1.2. Overview of the structures on (finite dimensional) algebras. The different struc-
tures on algebras we study are summarised in Figure 1. Properly stratified algebras were intro-
duced in [Dl, KM]. The notion of (standardly) stratified algebras were introduced in [CPS2,
Chaper 2]. The notion of strongly standardly stratified algebras was studied in [ADL], al-
though the term“standardly stratified” was used, leading to inconsistency with [CPS2]. The
term “strongly standardly stratified algebras” was coined in [Fr], which also introduced ex-
actly standardly stratified algebras, as “weakly properly stratified algebras”.
An arrow means that one structure implies the other one. For arrows between different
versions of standardly stratified algebras, the (proper) standard modules remain the same.
The arrow from quasi-hereditary to base stratified only holds when the field is algebraically
closed and in this case the standard modules are mapped to the cell modules. A general base
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stratified algebra has standard modules, cell modules and proper standard modules. The
first type of modules are different from the other two, unless the algebra is quasi-hereditary.
1.3. Borelic pairs. We generalise the notion in [Ko¨] of exact Borel subalgebras from quasi-
hereditary algebras to exactly standardly stratified algebras, where the generalisation to
properly stratified algebras was already introduced by Klucznik and Mazorchuk in [KM].
We further generalise this theory by introducing the notion of Borelic pairs (B,H) of an
arbitrary finite dimensional algebra A. We prove that, when A admits a Borelic pair (B,H),
it is standardly stratified. Moreover, if H is quasi-local, A is strongly standardly stratified.
We also consider a stronger notion of exact Borelic pairs, leading to exactly standardly
stratified algebras. Then we find that, if H is quasi-local (resp. semisimple) A is properly
stratified (resp. quasi-hereditary) and in each case B is an exact Borel subalgebra. If H is
standardly based, A is base stratified, so in particular standardly based. Furthermore, the
cell modules of H form a standard system if and only the standard modules of A form a
standard system.
1.4. Overview of main applications. Since we will almost exclusively deal with finite
dimensional, unital, associative algebras, we don’t mention these characteristics in the fol-
lowing statements.
Theorem A. Over a perfect field k, the Auslander-Dlab-Ringel algebra of a k-algebra R is
quasi-hereditary with exact Borel subalgebra.
This will be proved in Theorem 6.3.1. The weak assumption that k is perfect is not required
for the quasi-heredity of ADR algebras, see [DR1], but our construction of the exact Borel
subalgebra fails without it. This exact Borel subalgebra and the ones in Theorem C seem
unrelated to the construction in [KKO], see e.g. Remark 8.4.8. The quasi-heredity of ADR
algebras has the following consequence, see Theorem 6.4.1.
Corollary B. Any algebra over an algebraically closed field has a standardly based structure.
The following theorem, which uses a total quasi-order 4 and a partial order ≤ on the set
of simple modules, will be proved in Theorems 8.4.1, 8.5.1 and 9.2.1 and Corollary 8.6.3.
Theorem C. Consider an arbitrary field k and a fixed δ ∈ k. Let A be the partition
algebra Pn(δ), the Brauer algebra Bn(δ), the walled Brauer algebra Br,s(δ), the Jones alge-
bra Jn(δ) or the Temperley-Lieb algebra TLn(δ), with n, r, s ∈ N, n > 1, r ≥ 1 and s ≥ 1.
Then
(1) A is cellular if C3A;
(2) (A,4) is exactly standardly stratified(*) if C1A;
(3) (A,≤) is quasi-hereditary if C1A and C
2
A;
(4) A admits a cover C which is:
• Morita equivalent to A if C1A;
• quasi-hereditary with exact Borel subalgebra if C2A;
• always exactly standardly stratified(*) with exact Borel subalgebra;
• cellular and base stratified if C3A.
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algebra A C1A C
2
A C
3
A
Pn(δ) δ 6= 0 char(k) 6∈ [2, n] ∅
Bn(δ) δ 6= 0 or n odd char(k) 6∈ [2, n] ∅
Jn(δ) δ 6= 0 or n odd n odd and char(k) 6∈ [3, n] or x
i − 1 splits over k,
n even and char(k) 6∈ {2} ∪ [3, n/2] for i ∈ {n, n− 2, . . .}
TLn(δ) δ 6= 0 or n odd ∅ ∅
Br,s(δ) δ 6= 0 or r 6= s char(k) 6∈ [2,max(r, s)] ∅
When C1A is satisfied, but not C
2
A, the algebra A is not quasi-hereditary, for any order.
(*) In case A = Jn(δ), they are furthermore properly stratified.
Here and throughout the paper, ∅ represents the ‘empty’ condition. So condition ∅ is
always satisfied.
When C1A is not satisfied, it follows from [KX2] that A is not quasi-hereditary, for any
order. Hence, we obtained a Morita equivalent algebra with exact Borel subalgebra for all
cases when A is quasi-hereditary. The quasi-heredity and cellularity of A in Theorem C were
previously obtained by a variety of methods in [AST, CDDM, GL, KX2, Ma2, Xi]. Here
we find a new unified proof, which also constructs the exact Borel subalgebras. The quasi-
heredity of Jn(δ) has previously only been stated, in [KX2, Proposition 4.2], without the
explicit conditions. Next we determine when the cell modules of A form a standard system.
Theorem D. If the field k is algebraically closed, all algebras A in Theorem C are cellular.
The cell modules form a standard system if and only if the following condition is satisfied:
algebra A condition
Pn(δ) δ 6= 0 if n = 2; and
{
char(k) 6∈ {2, 3} or
char(k) = 3 and n = 2
Bn(δ) δ 6= 0 if n ∈ {2, 4}; and
{
char(k) 6∈ {2, 3} or
char(k) = 3 and n = 2
Jn(δ) δ 6= 0 if n ∈ {2, 4}; and
{
char(k) 6∈ [3, n] if n is odd
char(k) 6∈ {2} ∪ [3, n/2] if n is even
TLn(δ) δ 6= 0 if n ∈ {2, 4}
Br,s(δ) δ 6= 0 if (r, s) ∈ {(1, 1), (2, 2)}; and
{
char(k) 6∈ {2, 3} or
char(k) = 3 and max(r, s) ≤ 2
This follows from Theorems 8.4.3, 8.5.1 and 9.3.1. The results for Bn(δ) were previously
obtained in [HP] and most of the claim for Pn(δ) was proved in [HHKP]. This theorem,
together with [DR2, Theorem 2] and Lemma 5.3.1, yields the following consequence.
Corollary E. The cellular algebra A, under the condition in Theorem D, admits a Schur
algebra in the sense of [HHKP, Definition 12.1] or Definition 2.9.4. Moreover, the cell
multiplicities in modules which admit cell filtrations are independent of the specific filtration.
When the condition C1A in Theorem C is not satisfied and the cover C is hence not Morita
equivalent to A, in most cases it is still a 1-faithful cover. This yields a quasi-hereditary 1-
cover in the sense of [Ro] when C is quasi-hereditary (i.e. when C2A is satisfied).
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Theorem F. Consider an arbitrary field k and the cover C of A in Theorem C, then C is
a 1-faithful quasi-hereditary cover if C2A and the condition in the table is satisfied.
algebra A condition (along with C2A)
Pn(δ) n 6= 2 or δ 6= 0
Bn(δ) n 6∈ {2, 4} or δ 6= 0
Jn(δ) n 6∈ {2, 4} or δ 6= 0
TLn(δ) n 6∈ {2, 4} or δ 6= 0
Br,s(δ) (r, s) 6∈ {(1, 1), (2, 2)} or δ 6= 0
Under these conditions, the algebra C is the Schur algebra predicted in Corollary E.
This is proved in Theorems 9.2.2 and 8.5.1. If, for A = Bn(δ), we take the stronger
condition ‘n even or δ 6= 0’, but relax condition C2A to ‘char(k) 6∈ {2, 3}’, the Schur algebra of
Corollary E is constructed in a more combinatorial way in [HK], see also [Bo] for the walled
Brauer algebra. The combination of our methods with the ones in [HK] can be used to
construct the Schur algebras of Corollary E in full generality, see Remark 9.2.3. The result
in Theorem F also leads to the following question. The answer is likely to grow with n, r, s.
Question G. What is the maximal k ∈ N for which the quasi-hereditary covers in Theorem F
are k-faithful?
Finally, we remark that our treatment of Theorems A, C and D provide alternative proofs
for several results in [AST, CDDM, DR1, GL, HHKP, HP, KX2, Ma2, Xi]. Our approach
does not rely on any of the results in these papers.
1.5. Structure of the paper. In Section 2, we recall some useful results and introduce
some notation. Sections 3 to 5 constitute Part I. Here, the general theory of borelic pairs
is developed. In Part II we apply these results to a variety of examples. Concretely, in
Section 6 we consider Auslander-Dlab-Ringel algebras, in Section 7 a thick version of the
BGG category O and in Section 8 the class of diagram algebras. In Part III (Section 9)
we determine the precise homological connection between the diagram algebras and their
covers constructed in Section 8. In Appendix A, we recall some known technical properties
of stratified algebras, which are not easy to find with proof in the literature.
2. Preliminaries
We work over an arbitrary ground field k. Unless specified otherwise, we make no assump-
tions on its characteristic and do not require it to be algebraically closed. A field is called
perfect if every algebraic field extension of k is separable. Examples are algebraically closed
fields, fields of characteristic zero and finite fields. We set N = {0, 1, 2, · · · }.
2.1. Algebras and modules. By an algebra A over k, we will always mean an associative,
unital, finite dimensional algebra. All subalgebras of an algebra A are assumed to contain
the identity 1A. Modules over A are supposed to be unital, in the sense that 1A acts as the
identity. Furthermore, they are always assumed to be left modules and finitely generated,
unless explicitly specified otherwise. The corresponding module category is denoted by A-
mod. The Jordan-Ho¨lder multiplicity of a simple module L in M ∈ A-mod will be denoted
by [M : L].
Two algebras A and B are Morita equivalent if there is an equivalence of categories
A-mod ∼= B-mod.
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We write this as A
M
= B. A local algebra is an algebra with unique maximal left ideal. We
say that an algebra is quasi-local if it is Morita equivalent to the direct sum of local algebras,
so if there are no extensions between non-isomorphic simple modules.
2.2. Jacobson radical. The Jacobson radical radA of an algebra A is the intersection of
all maximal left ideals, see [La, Chapter 4]. An algebra A is called semisimple if its Jacobson
radical is zero, which is equivalent to the condition that A is the direct sum of simple
algebras by [La, Theorem 4.14]. All finite dimensional unital algebras are semiprimary,
meaning that A/radA is semisimple and radA is nilpotent, see [La, Theorem 4.15].
A k-algebra A is called separable if for any field extension K of k, A⊗k K is a semisimple
K-algebra. Every simple algebra over a perfect field is separable. If A has a semisimple sub-
algebra S, such that A = S ⊕ radA as vector spaces, we say that A is a Wedderburn algebra.
Wedderburn’s principal theorem states that any algebra such that A/radA is separable is
Wedderburn, see [We, Exercise 9.3.1].
For a subspace I ⊂ A (not containing 1A) and an A-module M , we denote by
(2.1) M I = {v ∈ M | xv = 0, for all x ∈ I},
the I-invariants ofM . In case I is a two-sided ideal, the spaceM I comes with a natural A/I-
module structure.
2.3. Idempotents. An idempotent e ∈ A is primitive if the left A-module Ae is indecompos-
able. Two idempotents e and f in A are equivalent if and only if Ae ∼= Af as left A-modules,
or equivalently if there are a, b ∈ A such that e = ab and f = ba.
For an algebra A, there is a one-to-one correspondence between the isomorphism classes of
simple unital modules, the equivalence classes of primitive idempotents and the isomorphism
classes of projective covers of the simple modules. So there is a (finite) set Λ = ΛA with
corresponding simple module L(λ), primitive idempotent eλ and projective module P (λ) :=
Aeλ for each λ ∈ ΛA, exhausting the classes irredundantly, such that
eλL(λ
′) 6= 0 ⇔ λ′ = λ ⇔ HomA(P (λ), L(λ
′)) 6= 0.
2.4. Centraliser algebras. For an algebra C with idempotent e, the centraliser algebra
of e is C0 = eCe. We consider the pair of adjoint functors (F,G):
(2.2) C-mod
F=eC⊗C−∼= e−∼=HomC(Ce,−)
.. C0-mod.
G=HomC0(eC,−)
nn
We have F ◦G ∼= Id on C0-mod, and F is exact while G is left exact.
2.4.1. We say that C is a cover of C0 if the restriction of F to the category of projective
C-modules is fully faithful. In other words, the canonical morphism
C
∼
→ EndC(C)
op F→ EndC0(eC)
op; c 7→ αc, with αc(x) = xc for all x ∈ eC,
is an isomorphism if and only if C is a cover.
2.4.2. Assume that C = CeC, then every primitive idempotent of C is equivalent to one
contained in eCe. Hence Ce is a projective generator for C-mod, so it follows that F is
faithful. Since we already had F ◦G ∼= Id, it follows that F is an equivalence, so C and C0
are Morita equivalent.
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2.5. Orders and partitions. A partial quasi-order (also known as pre-order) 4 is a binary
relation which is reflexive and transitive. When a partial quasi-order is also anti-symmetric,
it is a partial order, and will usually be denoted by ≤. When 4 satisfies the condition that,
for all elements s, t, at least one of s 4 t or t 4 s holds, it is a total quasi-order, or simply a
quasi-order.
For a partial quasi-order 4, we use the notation s ≺ t when s 4 t but t 64 s. We also
write s ∼ t when s 4 t and t 4 s. An extension 4e of a partial quasi-order 4 is a partial
quasi-order such that s 4 t implies s 4e t, and such that s ∼ t if and only if s ∼e t. In
particular, an extension of a partial order remains a partial order.
An n-decomposition Q of a set S is an ordered disjoint union S = ⊔ni=0Si into n+1 subsets.
In case the set S is finite, decompositions are in natural bijection with total quasi-orders.
For the decomposition Q the corresponding total quasi-order 4Q on S is given by s 4Q t
if and only if s ∈ Si and t ∈ Sj with i ≥ j. To each decomposition Q, we also associate a
partial order ≤Q, defined by s <Q t if and only if s ∈ Si and t ∈ Sj with i > j. Note that
we cannot obtain every partial order in this way.
We will use the term partition in two different situations. A partition of n ∈ N is a (non-
strictly) decreasing sequence of natural numbers adding up to n. When λ is a partition of n
we write λ ⊢ n. For p > 0, we say that λ ⊢ n is p-regular if the sequence of the partition
does not contain p times the same non-zero number. For a field k, we say that λ is k-regular
if either char(k) = 0 or λ is char(k)-regular, and write this as λ ⊢k n. Secondly, we will use
the notion of a partition of a set, which is a grouping of the elements into non-empty subsets
(or equivalence classes).
2.6. Stratifying ideals. An idempotent ideal J in an algebra A is a two-sided ideal which
satisfies J2 = J . This means J = AeA for some idempotent e, see e.g. [APT, p673]. This
idempotent e is not uniquely determined by J . However, it follows easily, see e.g. [APT,
p673], that AeA = Ae˜A, for two idempotents e and e˜, implies
(2.3) eAe
M
= e˜Ae˜.
2.6.1. We introduce some specific types of stratifying ideals, using in particular terminology
from [CPS1, CPS2, Fr, KM]. An idempotent ideal J = AeA in A is
(0) an exactly stratifying ideal if:
• the right A-module JA is projective.
(1) a standardly stratifying ideal if:
• the A-module AJ is projective.
(2) a exactly standardly stratifying ideal if:
• the left A-module AJ and right A-module JA are projective.
(3) a strongly standardly stratifying ideal if:
• the A-module AJ is projective and
• the algebra eAe is quasi-local.
(4) a properly stratifying ideal if:
• the left A-module AJ and right A-module JA are projective and
• the algebra eAe is quasi-local.
(5) a heredity ideal if:
• the A-module AJ is projective and
• the algebra eAe is semisimple.
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All these ideals are stratifying in the sense of [CPS2, Definition 2.1.1], by [CPS2, Re-
mark 2.1.2(b)]. A heredity ideal is properly stratifying by [APT, Corollary 5.3], the other
relations in Figure 1 are by definition.
Remark 2.6.2. By equation (2.3), the definitions depend only on J and not on e.
2.6.3. We say that a chain of idempotent ideals
(2.4) 0 = J0 ( J1 ( · · · ( Jm−1 ( Jm = A,
has length m − 1. With this convention, the trivial chain 0 = J0 ⊂ J1 = A has length 0.
Chains of length k are in one-to-one correspondence with k-decompositions of Λ. The de-
composition corresponding to a chain of idempotent ideals (2.4) is defined by setting λ ∈ Λi
for the minimal i for which Ji+1L(λ) 6= 0. Consequently, the chains of idempotent ideals
of A are also in one-to-one correspondence with the total quasi-orders of Λ.
2.6.4. If for a chain (2.4), each ideal Ji/Ji−1 is a standardly, exactly standardly, strongly
standardly or properly stratifying ideal in A/Ji−1, the chain is also called standardly, exactly
standardly, strongly standardly or properly stratifying. If each ideal Ji/Ji−1 is a heredity
ideal, the chain is called heredity.
We will take the convention of denoting the image of an idempotent e ∈ A, in the quo-
tient A/J , for some idempotent ideal J again by e.
Remark 2.6.5. For a chain (2.4), we can choose idempotents fi for i ∈ {1, · · · , m} such
that Ji = AfiA, with fifj = fi = fjfi if i ≤ j and fm = 1. We define the algebras
A(j) = fj+1(A/Jj)fj+1, for j ∈ {0, 1, . . . , m− 1},
which are only uniquely associated to the chain up to Morita equivalence, by (2.3).
2.7. Standardly stratified algebras. An algebra A with some partial quasi-order 4 on Λ
will be denoted as (A,4).
Definition 2.7.1. Consider an algebra (A,4), for 4 a total quasi-order, and the chain (2.4)
of idempotent ideals corresponding to 4. We say that (A,4) is
(1) standardly stratified, if the chain (2.4) is standardly stratifying;
(2) exactly standardly stratified, if the chain (2.4) is exactly standardly stratifying;
(3) strongly standardly stratified, if 4 is a total order and the chain (2.4) is strongly
standardly stratifying;
(4) properly stratified, if 4 is a total order and the chain (2.4) is properly stratifying;
(5) quasi-hereditary, if 4 is a total order and the chain (2.4) is heredity.
Remark 2.7.2. The trivial chain 0 = J0 ⊂ J1 = A is an exactly standardly stratifying chain
for any algebra A. It is thus essential to specify the quasi-order 4 when speaking about
types of standardly stratified algebras.
Remark 2.7.3. If 4 is a total order and the chain (2.4) corresponding to 4 is standardly
(resp. exactly standardly) stratifying, it is automatically strongly standardly (resp. prop-
erly) stratifying, as the algebra A(i) will only have one simple module up to isomorphism.
There is also a module theoretic approach to standardly stratified algebras, where we no
longer demand the orders to be total. The equivalence between both definitions (when the
order is total) is well-known by e.g. [CPS1, CPS2, Dl, Fr], see also Appendix A.2.
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Definition 2.7.4. Consider an algebra (A,4) for some partial quasi-order 4 on Λ. For any
λ ∈ Λ, let L(λ) denote the corresponding simple A-module and P (λ) its projective cover.
(1) If there is a set of A-modules {S(λ), λ ∈ Λ} such that for any λ, µ ∈ Λ:
• we have [S(λ) : L(µ)] = 0 unless µ 4 λ, and
• there is a surjection P (λ)։ S(λ) such that the kernel has a filtration where the
section are isomorphic to modules S(ν) for λ ≺ ν,
we say that (A,4) is standardly stratified.
(2) If (A,4) is standardly stratified and there are also modules {S(λ), λ ∈ Λ} with [S(λ) :
L(λ)] = 1 and [S(λ) : L(µ)] = 0 unless µ = λ or µ ≺ λ, such that each module S(λ)
has a filtration where the sections are isomorphic to modules S(µ) with µ ∼ λ, we
say that (A,4) is exactly standardly stratified.
(3) If 4 is a partial order and (A,4) is standardly stratified as in (1), we say that (A,4)
is strongly standardly stratified.
(4) If 4 is a partial order and (A,4) is exactly standardly stratified as in (2), we say
that (A,4) is properly stratified.
(5) If 4 is a partial order, (A,4) is standardly stratified as in (1) and in addition [S(λ) :
L(λ)]=1 for all λ ∈ Λ, we say that (A,4) is quasi-hereditary.
Observe that if (A,4) is standardly stratified, (A,4′) is also standardly stratified, for any
extension 4′ of 4.
2.7.5. The modules S(λ) in Definition 2.7.4 have simple top L(λ) and are known as standard
modules. They satisfy S(λ) ∼= Aeλ/Jj−1eλ with j the largest such that Jj−1L(λ) = 0. The
modules S(λ) are proper standard modules and are given by S(λ)/(AeλradS(λ)).
2.8. Faithful covers and standard systems. In [Ro, Definition 4.37], Rouquier intro-
duced notions of faithfulness of quasi-hereditary covers. We extend this to standardly strat-
ified algebras. Consider a cover C as in 2.4.1, which is standardly stratified. Such a cover is
called j-faithful if the functor F = HomC(Ce,−) induces isomorphisms
(2.5) ExtiC(M,N) →˜ Ext
i
C0
(FM,FN), ∀ 0 ≤ i ≤ j,
for all modules M,N admitting a filtration with sections given by proper standard mod-
ules. Important examples of quasi-hereditary 1-covers are the q-Schur algebras of the Hecke
algebra, by [HN] and the analogue of [DJM, DuS] in type B, by [Ro, Theorem 6.6].
Consider an abelian category C and a partially ordered set (S,≤). As in [DR2, Section 3]
or [HHKP, Definition 10.1], a standard system in C for S (also known as an exceptional
sequence) is a set of objects {Θ(p) | p ∈ S} in C, such that for all p, q ∈ S:
(1) EndC(Θ(p)) is a division ring;
(2) HomC(Θ(p),Θ(q)) = 0 unless p ≤ q;
(3) Ext1C(Θ(p),Θ(q)) = 0 unless p < q.
For a quasi-hereditary algebra (A,≤), the standard modules {S(λ), λ ∈ Λ} form a standard
system in A-mod for (Λ,≤), see e.g. [DR2, Lemmata 1.2, 1.3 and 1.6].
2.9. Standardly based algebras and Schur algebras. There is a close connection, and
large overlap, between quasi-hereditary algebras and cellular algebras, see [GL, Remark 3.10],
[KX1, Proposition 4.1 and Corollary 4.2], [KX2, Theorem 1.1] and [Ca, Theorem 1.1].
Moreover, an interesting concept of “cellularly stratified” algebras was recently introduced
in [HHKP], which combines properties of cellular and stratified algebras. Comparing or
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combining properties of cellular and stratified algebras is often complicated by the involu-
tive anti-automorphism ı in the definition of a cell datum in [GL, Definition 1.1]. Omitting ı
in the definition leads to the concept of standardly based algebras.
We use a reformulation of [DuR, Definition 1.2.1]. A standardly based structure of an
algebra A is a poset L, with two-sided ideals A≥p for each p ∈ L, such that for all p, q ∈ L
• A≥p ⊇ A≥q if p < q, hence A>p := ∪q>pA
≥q in A≥p is an ideal in A≥p
• we can take complements A(p) of A>p in A≥p, such that
⊕
p∈LA
(p) = A;
• A≥p/A>p ∼= W (p) ⊗k W
′(p) as A-bimodules for a left module W (p) and right mod-
ule W ′(q).
The modules W (p) will be referred to as the cell modules of A.
Remark 2.9.1. A standardly based structure of an algebra is preserved under Morita equiv-
alences, see [YL, Section 3], meaning that the ideals are naturally linked. In particular, the
cell modules are mapped to the corresponding cell modules.
By [DuR, Theorem 2.4.1], Λ can be naturally identified with a subset of L. We consider Λ
then as a poset for the inherited partial order from L. For λ ∈ Λ ⊂ L, we have furthermore
that TopW (λ) = L(λ) and
[W (λ) : L(λ)] = 1 and [W (λ) : L(µ)] = 0 unless µ ≤ λ.
By [DuR, Proposition 2.4.4], every indecomposable projective module P (λ) with λ ∈ Λ has
a filtration with sections given by modules W (p) such that
(P (λ) : W (λ)) = 1 and (P (λ) :W (p)) = 0 unless p ≥ λ.
Hence if L = Λ, the standardly based algebra is quasi-hereditary with standard mod-
ules W (λ). Conversely, over an algebraically closed field, every quasi-hereditary algebra
is standardly based for L = Λ (as posets) and W (λ) = S(λ), by [DuR, Theorem 4.2.3].
2.9.2. Example. Consider A := k[x]/(xt − 1) for a field k such that xt − 1 splits as
xt − 1 =
t∏
i=1
(x− ωi),
for not necessarily distinct ωi ∈ k. Then consider L := {1, 2, · · · , t} with usual order and
ak =
k−1∏
i=1
(x− ωi) for 2 ≤ k ≤ t and a1 = 1.
The ideals A≥i = Span{ai, ai+1, . . . , at} give a standardly based structure of A. A is even
cellular for involution ı = idA the identity, by [DuR, Lemma 1.2.4], or [GL, Example 1.3].
2.9.3. Example. For any field k, the group algebra kSt of the symmetric group St on t
symbols is cellular and hence standardly based for L = {λ ⊢ t}, equipped with the partial
order obtained by reversing the dominance order on partitions, see [GL, Example 1.2]. The
ideals are obtained from the Murphy basis and the cell modules are the Specht modules of
[Ja, Section 4]. The algebra kSt is then cellular for the involution ı, which is the linearisation
of the inversion on the group St.
The following definition is essentially [HHKP, Definition 12.1], see also [HK, Ro].
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Definition 2.9.4. A (cover-)Schur algebra of a standardly based algebra A is a quasi-hereditary 1-
cover (S,≤), such that (ΛS ,≤) = (LA,≤) and F (S(p)) ∼= W (p) for all p ∈ LA.
By [Ro, Corollary 4.46], a cover-Schur algebra of a standardly based algebra is unique,
up to Morita equivalence, if it exists. We use the specification cover-Schur algebra since
the generalised Schur algebra representing the orthogonal or symplectic group in the double
centraliser property for the Brauer algebra does not act as a Schur algebra in the above
sense.
Part I. General theory
3. Pre-Borelic pairs
In this section we introduce the notion of pre-Borelic pairs for arbitrary algebras. These
will lead to Borelic pairs in the next section, where we will also prove that these contain
Ko¨nig’s notion of exact Borel subalgebras for quasi-hereditary algebras as a special case.
3.1. Definition and properties. Fix an algebra A.
Definition 3.1.1. A pair (B,H) of subalgebras H ⊂ B ⊂ A forms a pre-Borelic pair of A if
there exists a two-sided ideal B+ in B, with B = H ⊕ B+, such that
(I) A is projective as a right B-module and B is projective as a left H-module;
(II) taking B+-invariants, (Res
A
B−)
B+ , as in (2.1), yields an equivalence of categories be-
tween simple A-modules and simple H-modules;
(III) the ideal B+ is contained in the Jacobson radical radB of B.
3.1.2. Label the set of isomorphism classes of simple A-modules by Λ as in Section 2.3.
By (II), we can use the same set for H . We use the notation L(λ) (resp. L0(λ)) for the
corresponding simple modules over A (resp. H), and hence
(3.1) L0(λ) ∼= L(λ)B+ , for all λ ∈ Λ.
By assumption (III), we also have a one-to-one correspondence between simple B-modules
and simple H-modules, so
(3.2) Λ = ΛA = ΛB = ΛH .
We use the same notation L0(λ), for the simple B-module with trivial B+-action defined as
the inflation of the H-module L0(λ). For each λ ∈ Λ, there is an idempotent e0λ ∈ H ⊂ B ⊂
A, primitive in H (but generally not in A) such that e0λL
0(λ) 6= 0.
3.1.3. For any H-module N , interpreted as a B-module with trivial B+-action, we define
∆N := Ind
A
BN = A⊗B N.
By adjunction, we have
(3.3) HomA(∆N ,M) ∼= HomH(N,M
B+), for all M ∈ A-mod.
Lemma 3.1.4. Consider a pre-Borelic pair (B,H) of A. For any N ∈ H-mod with simple
top L0(λ), for some λ ∈ Λ, we have
Top∆N ∼= L(λ).
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Proof. Equations (3.3) and (3.1) imply that, for λ, λ′ ∈ Λ, we have
dimHomA(∆N , L(λ
′)) = dimHomH(N,L
0(λ′)) = δλ,λ′ ,
proving the claim. 
Lemma 3.1.5. Given a pre-Borelic pair (B,H), define Pλ = Ae
0
λ, for any λ ∈ Λ. Then
Pλ ∼=
⊕
µ∈Λ
P (µ)⊕c
λ
µ with cλµ := [Res
A
BL(µ) : L
0(λ)].
Proof. This follows from A⊗B Be
0
λ
∼= Ae0λ and adjunction. 
3.1.6. For a fixed pre-Borelic pair (B,H), we introduce the modules
(3.4) ∆(λ) = ∆He0
λ
= A⊗B He
0
λ, and ∆(λ) = ∆L0(λ) = A⊗B L
0(λ).
We say that an A-module N has a ∆-flag M of length d ∈ N if there are submodules
(3.5) N =M0 ⊃M1 ⊃M2 ⊃ · · · ⊃Md−1 ⊃Md = 0,
such that for each 0 ≤ i < d, we have Mi/Mi+1 ∼= ∆(λ), for some λ ∈ ∆. For such a
∆-flag M, we introduce
(3.6) (N : ∆(λ))M :=
d−1∑
i=0
dimHomA (Mi/Mi+1, L(λ)) .
By definition and Lemma 3.1.4, we then have
(3.7) [N ] =
∑
µ∈Λ
(N : ∆(µ))M [∆(µ)],
in the Grothendieck group G0(A) of A-mod.
By left exactness of HomA(−, L(λ)), equation (3.6) implies the following inequality.
Lemma 3.1.7. If and A-module M has a ∆-flag M, then
dimHomA(M,L(λ)) ≤ (M : ∆(λ))M, for all λ ∈ Λ.
3.2. A special case: idempotent graded algebras. For an algebra A, we choose a
decomposition
(3.8) 1A = e
∗
0 + e
∗
1 + · · ·+ e
∗
n,
where e∗i are mutually orthogonal, but not necessarily primitive, idempotents. For notational
convenience, we allow some of these idempotents to be zero. We have a Z-grading on A:
(3.9) Aj =
min(n,n−j)⊕
i=max(0,−j)
e∗iAe
∗
i+j, for all j ∈ Z.
Indeed, we have A =
⊕
j Aj as vector spaces and furthermore
AjAk =
⊕
i
e∗iAe
∗
i+jAe
∗
i+j+k ⊂ Aj+k, for all j, k ∈ Z.
We call this the idempotent grading associated to the (ordered) choice of e∗i in (3.8) and set
A+ :=
⊕
j>0
Aj and A− :=
⊕
j<0
Aj .
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Definition 3.2.1. An N-graded subalgebra of an idempotent graded algebra A is a graded
subalgebra B such that Bj = 0 for j < 0. For such B, set
H := B0 =
⊕
i∈N
e∗iBe
∗
i and B+ :=
⊕
j>0
Bj .
An N-graded subalgebra B is complete if
(3.10) A = B ⊕A−B.
Note that any Z-graded subalgebra B satisfying (3.10) is automatically N-graded. Fur-
thermore, it is easy to check that equation (3.10) is equivalent to
(3.11) A = B ⊕ A−A.
We will use freely the fact that, as follows from the definitions, any module M , over A, B
or H, is automatically a Z-graded module, by setting
(3.12) M−j := e
∗
jM, for j ∈ {0, 1, · · · , n}.
Lemma 3.2.2. Consider a complete N-graded subalgebra B of an idempotent graded alge-
bra A. If AB and HB are projective, then (B,H) is a pre-Borelic pair.
Proof. Condition (I) in Definition 3.1.1 is given.
Condition (II) is the requirement that {L(λ)B+ , λ ∈ Λ} be a complete set of non-isomorphic
simple H-modules. Consider the simple A-module L(λ), which we equip with Z-grading as
in (3.12). Let k0 be the maximal degree for which L(λ)k0 is non-zero. We clearly have
L(λ)k0 ⊂ L(λ)
A+ . Now take some w ∈ L(λ)i, for i < k0. Since L(λ) is simple, we have
L(λ)k0 ⊂ A+w. In particular w 6∈ L(λ)
A+ . It then follows quickly that L(λ)k0 = L(λ)
A+ .
Similarly, simplicity of the A-module L(λ) implies that each L(λ)j , so in particular L(λ)
A+ =
L(λ)k0 , is simple as an A0-module. Equation (3.10) implies that A0 = H ⊕ (A−A+)0.
Consequently, we have A0v = Hv for any v ∈ L(λ)
A+ and the restriction of L(λ)A+ to
an H-module remains simple. Equation (3.10) implies A+ ⊂ AB+, from which it follows
that L(λ)B+ = L(λ)A+ as H-modules. Hence,
(3.13) L0(λ) := L(λ)B+
is a simple H-module.
Now we consider an arbitrary simple H-module L0, which we can interpret as a simple
B-module contained in one degree, say −i for i ∈ N, so L0 = e∗iL
0. The A-module M :=
IndABL
0 satisfies e∗jM = 0 unless j ≥ i, with e
∗
iM
∼= L0, by equation (3.10). It thus follows
that M 6= 0, and that any proper submodule S of M satisfies e∗iS = 0. Hence, taking
the union of all proper submodules yields the unique maximal submodule. We conclude
that IndABL
0 has simple top. It follows from adjunction that this top is L(λ) if and only
if L0 ∼= L0(λ). This implies that the simple modules in (3.13) exhaust all simple H-modules
and that L0(λ) ∼= L0(µ) implies L(λ) ∼= L(µ), which proves condition (II).
Condition (III) is immediate from the N-grading on B. This concludes the proof. 
The lemma motivates the following definition.
Definition 3.2.3. Let A be an idempotent graded algebra with complete N-graded subalge-
bra B. If AB and HB are projective with H := B0, we call B a graded pre-Borelic algebra.
The reason we just work with the algebra B for graded pre-Borelic subalgebras, instead
of a pair, is that H := B0 is defined through the grading on B.
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Remark 3.2.4. An idempotent grading on an algebra A implies a chain of idempotent ideals.
Set fk :=
∑
j<k e
∗
j , for 1 ≤ k ≤ n+ 1 and Jk := AfkA, leading to the chain
(3.14) 0 = J0 ⊂ J1 ⊂ · · · ⊂ Jn ⊂ Jn+1 = A.
Using the chain (3.14), we can rewrite equation (3.11) as
(3.15) e∗jA = e
∗
jB ⊕ e
∗
jJj, for all 0 ≤ j ≤ n.
In particular, e∗jAe
∗
j = e
∗
jHe
∗
j ⊕ e
∗
jJje
∗
j , and for the algebras in Remark 2.7.3 we find
(3.16) A(i) = fi+1(A/Ji)fi+1 = e
∗
i (A/Ji)e
∗
i
∼= e∗iHe
∗
i = He
∗
i = e
∗
iH.
Lemma 3.2.5. Let A be an idempotent graded algebra with complete N-graded subalgebra B.
Then HB is projective if and only if the left A
(j)-module fj+1A/Jj is projective for 0 ≤ j ≤ n.
Proof. By (3.16), we have He∗j
∼= A(j) and by (3.15), e∗jB
∼= fj+1(A/Jj), which implies the
statement. 
Lemma 3.2.6. Consider an idempotent graded algebra A with graded pre-Borelic algebra B,
and an He∗i
∼= A(i)-module M . We have
∆M = A⊗B M ∼= (A/Ji)fi+1 ⊗A(i) M.
Proof. We will prove that the right adjoints of the functors A⊗B − and (A/Ji)fi+1 ⊗A(i) −
are isomorphic. These right adjoints are given respectively by
e∗i (Res
A
B−)
B+ and HomA(Afi+1/Jifi+1,−).
When applied to N ∈ A-mod, the first corresponds to taking all elements in e∗iN which are
annihilated by B+ and thus by A+. The second corresponds to taking all elements in fi+1N
which are annihilated by elements of Jifi+1. These two clearly coincide. 
4. Borelic pairs
4.1. Definition. Consider an algebra A with pre-Borelic pair (B,H).
4.1.1. We define an equivalence relation ∼H on Λ, where λ ∼H µ if and only if L
0(λ)
and L0(µ) are in the same indecomposable block of H-mod. This equivalence relation is
hence trivial if and only if H is quasi-local. In particular, the equivalence relation is trivial
when B+ = radB. A partial quasi-order 4 on Λ is said to be H-compatible if
λ ∼H µ ⇒ λ ∼ µ,
where we recall that λ ∼ µ stands for λ 4 µ and µ 4 λ.
Definition 4.1.2. Consider an H-compatible partial quasi-order 4 on Λ. We say that (B,H)
is a Borelic pair of (A,4) if, for all λ, µ ∈ Λ, we have
(1) [B+e
0
λ : L
0(µ)] = 0 unless µ ≻ λ;
(2) [∆(λ) : L(µ)] = 0 unless µ 4 λ;
A Borelic pair (B,H) is called exact if [∆(λ) : L(λ)] = 1, for all λ ∈ Λ.
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4.2. Properties. Now we start exploring the properties of Borelic pairs. Whenever a partial
quasi-order 4 on Λ is considered in relation to a pre-Borelic pair (B,H) of A, we assume it
to be H-compatible.
Lemma 4.2.1. Consider an algebra (A,4) with Borelic pair (B,H), then the module Pλ =
A ⊗B Be
0
λ admits a ∆-flag. In particular, the module K defined through the short exact
sequence
(4.1) 0→ K → Pλ → ∆(λ)→ 0,
has a ∆-flag M with
(K : ∆(µ))M = 0 unless µ ≻ λ.
Proof. We start from the short exact sequence of B-modules
0→ B+e
0
λ → Be
0
λ → He
0
λ → 0.
We set N := B+e
0
λ, and apply the exact functor A⊗B−, see Definition 3.1.1(I), to the above
short. This yields the short exact sequence
0→ A⊗B N → Pλ → ∆(λ)→ 0.
We claim that the B-module N = B+e
0
λ has a filtration with sections given by the B-
modules He0µ = Be
0
µ/B+e
0
µ with µ ≻ λ. Firstly, by Definition 3.1.1(I), HBe
0
λ and He
0
λ are
projective, so also N is projective as an H-module. Since ∼ is H-compatible, we have a
decomposition
HN =
⊕
[µ]
N[µ],
where [µ] runs over the equivalence classes of ∼ and [N[µ] : L
0(ν)] = 0 unless µ ∼ ν.
Furthermore, N[µ] is projective as an H-module, so a direct sum of modules He
0
κ with κ ∈ [µ].
By Definition 4.1.2(1), N[µ] = 0 unless µ ≻ λ. Take µ ∈ Λ such that N[µ′] = 0 if µ
′ ≻ µ.
This actually constitutes a B-submodule with trivial B+ action, by Definition 4.1.2(1). We
can then proceed iteratively with the module N/N[µ]. This yields the desired filtration.
As IndAB− is exact by Definition 3.1.1(I), this filtration of N induces the desired filtration
of K := A⊗B N . 
Corollary 4.2.2. Consider an algebra (A,4) with Borelic pair (B,H), the projective mod-
ule Pλ is the direct sum of P (λ) and certain P (µ) with µ ≻ λ.
Proof. It follows from Lemmata 4.2.1 and 3.1.7 that
dimHomA(Pλ, L(λ)) = 1, and HomA(Pλ, L(µ)) = 0, for µ 6≻ λ.
This proves the requested decomposition of Pλ into projective covers. 
Lemma 4.2.3. Consider an algebra (A,4) with Borelic pair (B,H). The modules ∆(λ)
induce a k-basis {[∆(λ)] | λ ∈ Λ} of G0(A).
Proof. The indecomposable projective A-modules induce a basis {[P (λ)] | λ ∈ Λ}. Corol-
lary 4.2.2 implies that another basis is given by {[Pλ] | λ ∈ Λ}. Lemma 4.2.1 and equa-
tion (3.7) then imply that {[∆(λ)] | λ ∈ Λ} also forms a basis. 
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By equation (3.7) and Lemma 4.2.3, the multiplicities (N : ∆(µ))M coincide for all possible
∆-flags M, if (B,H) is a Borelic pair. Hence, we leave out the reference to M.
The following lemma states that, in case  is actually a partial order, the modules
{∆(λ) | λ ∈ Λ} form a standard system.
Lemma 4.2.4. For an algebra (A,4) with Borelic pair (B,H) and λ, µ ∈ Λ, we have
(1) HomA(∆(λ),∆(µ)) = 0 unless λ 4 µ;
(2) Ext1A(∆(λ),∆(µ)) = 0 unless λ ≺ µ;
(3) Ext1A(∆(λ),M) = 0 for any M ∈ A-mod for which [M : L(ν)] = 0 if ν ≻ λ.
Proof. Part (1) is a consequence of Definition 4.1.2(2) and Lemma 3.1.4. Part (2) is a special
case of part (3), by Definition 4.1.2(2).
Now we consider M as in part (3). Consider K as in Lemma 4.2.1. The contravariant left
exact functor HomA(−,M) applied to (4.1) yields a surjection
HomA(K,M)։ Ext
1
A(∆(λ),M).
By Lemmata 4.2.1 and 3.1.4, the left-hand side (and therefore the right-hand side) is zero. 
Lemma 4.2.5. Consider an algebra (A,4) with Borelic pair (B,H). If for an A-module M
with ∆-flag and λ ∈ Λ, we have
(M : ∆(λ)) 6= 0 and (M : ∆(µ)) = 0 if µ ≻ λ,
then there exists a module M ′ with ∆-flag for which we have a short exact sequence
0→ ∆(λ)→M →M ′ → 0.
Proof. This follows immediately from Lemma 4.2.4. 
Lemma 4.2.6. Consider an algebra (A,4) with Borelic pair (B,H). If we have a surjection
M1 ։ M2 where M1,M2 have ∆-flags, the kernel K also has a ∆-flag.
Proof. We prove this by induction on the length of the ∆-flag of M1. Since all ∆(λ) have
different simple top L(λ), see Lemma 3.1.4, it follows that there are no epimorphisms ∆(λ)։
∆(µ), different from identities. It follows easily that the claim in the lemma is thus true for
flags of length 1, meaning if M1 ∼= ∆(λ), for some λ ∈ Λ.
First assume that there exists µ ∈ Λ such that (M1 : ∆(µ)) 6= 0, but (M2 : ∆(ν)) = 0
for all ν < µ. Without restriction, we can take such µ such that (M1 : ∆(κ)) = 0, for all
κ ≻ µ. By Lemma 4.2.5, we have ∆(µ) →֒ M1 with cokernel with ∆-flag and such that the
composition with M1 ։M2 is zero. Thus there exists a morphism ι making
K 
 // M1 // // M2
∆(µ)
?
OO
ι
gg
commute. Clearly ι is a monomorphism and the kernel K of M1 ։ M2 will thus have a
∆-flag if the kernel K/∆(µ) of M1/∆(µ)։M2 has one.
Now we assume that there exists no µ as in the previous paragraph. We take λ ∈ Λ for
which we can apply Lemma 4.2.5 to obtain a monomorphism ∆(λ) →֒ M2. If we would have
[K : L(ν)] 6= 0, for some ν ≻ λ, then by Definition 4.1.2(2), we must have (M2 : ∆(µ)) 6= 0,
for some µ < ν ≻ λ. This contradicts the assumption in the beginning of this paragraph.
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By Lemma 4.2.4(3), we thus have Ext1A(∆(λ), K) = 0. This means we get a morphism ι,
making
K 
 // M1 // // M2
∆(λ)
*
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ι
OO
commute. Since ι is a monomorphism, K is the kernel of M1/∆(λ)։ M2/∆(λ).
In both cases, we have thus reduced the problem to a case where the length of the ∆-flag
of M1 is strictly lower. 
Corollary 4.2.7. Consider an algebra (A,4) with Borelic pair (B,H). Then the kernel K
of P (λ)։ ∆(λ) has a ∆-flag with
(K : ∆(ν)) = 0 unless ν ≻ λ.
Proof. We prove by induction that P (λ) has a ∆-flag. If there are no ν ≻ λ, then Pλ = P (λ)
by Corollary 4.2.2. Hence it has a ∆-flag by Lemma 4.2.1.
If we already established that P (µ) has a ∆-flag for all µ ≻ λ, then it follows from the
inclusion P (λ) →֒ Pλ of the direct summand P (λ) into Pλ and Lemma 4.2.6 that P (λ) has
a ∆-flag.
Lemma 4.2.6 then further implies that the kernel of P (λ) ։ ∆(λ) has a ∆-flag and the
restriction on multiplicities is inherited from Lemma 4.2.1. 
4.3. Exact Borel subalgebras for exactly standardly stratified algebras. Before we
present the properties of algebras with Borelic pairs we need to review the notion of exact
Borel subalgebras.
4.3.1. An exact Borel subalgebra of a quasi-hereditary algebra (A,≤), as introduced by Ko¨nig
in [Ko¨], is a subalgebra B satisfying the following three conditions from [KKO, Definition 2.2].
(i) The simple modules of B are also labelled by ΛA, so ΛA = ΛB = Λ and we denote the
simple B-modules by {L0(λ) | λ ∈ Λ}. The only simple subquotients in the radical of
the projective cover of L0(λ) are L0(µ) with µ > λ.
(ii) The functor A⊗B − is exact.
(iii) There is an isomorphism A⊗B L
0(λ) ∼= S(λ) for each λ ∈ Λ.
For an algebra B with simple modules L0(λ) for λ ∈ Λ, choose a decomposition 1 =∑
λ∈Λ eλ, where {eλ} is a set of mutually orthogonal idempotents, satisfying eµL
0(λ) = 0
unless µ = λ.
Lemma 4.3.2. An exact Borel subalgebra B of a quasi-hereditary algebra (A,≤) is Wedder-
burn. We have
B = H ⊕ radB with H :=
⊕
λ∈Λ
eλB eλ.
Proof. By condition (i) above, we have eµB eλ = 0 unless µ ≥ λ, showing that
⊕µ6=λeλB eµ = ⊕µ>λeλB eµ ⊂ radB.
That eλB eλ is semisimple follows immediately from the fact that [Beλ : L
0(λ)] is equal to
the number of direct summands in Beλ by condition (i). Hence, H is semisimple and the
displayed inclusion an equality. 
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In [KM, Definition 1], the notion of exact Borel subalgebras was generalised to properly
stratified algebras and it can be further generalised to exactly standardly stratified algebras.
Definition 4.3.3. An exact Borel subalgebra of an exactly standardly stratified algebra (A,4)
is a subalgebra B such that the following four conditions are satisfied.
(1) The simple modules of B are also labelled by ΛA, so ΛA = ΛB = Λ and we denote
the simple B-modules by {L0(λ) | λ ∈ Λ}. We have eµB eλ = 0 unless λ 4 µ.
(2) The functor A⊗B − is exact.
(3) The algebra
H :=
⊕
λ∼µ
eλB eµ ∼= B/
(⊕
µ≺λ
eλB eµ
)
is such that the leftH-module HB is projective. The interpretation ofH as a quotient
algebra of B allows to interpret H-modules as B-modules by inflation.
(4) There are isomorphisms A⊗B L
0(λ) ∼= S(λ) and A⊗B P
0(λ) ∼= S(λ), with P 0(λ) the
H-projective cover of L0(λ), for each λ ∈ Λ.
Remark 4.3.4. There is no conflict between Definition 4.3.3 and the special case of quasi-
hereditary algebras in 4.3.1:
• An exact Borel subalgebra B of a quasi-hereditary algebra (A,≤) is an exact Borel
subalgebra of (A,≤), interpreted as an exactly standardly stratified algebra. This
follows from Lemma 4.3.2.
• Consider an exact Borel subalgebra B of an exactly standardly stratified algebra (A,4
) which happens to be quasi-hereditary. As S(λ) ∼= S(λ), Definition 4.3.3(4) implies
that H is semisimple. It then follows that the multiplicity of L0(λ) in its projective
cover over B is 1. Hence B is an exact Borel subalgebra of (A,4) as a quasi-hereditary
algebra.
Remark 4.3.5. If (A,4) is properly stratified, Definition 4.3.3 is almost identical to [KM,
Definition 1]. The latter additionally requires projectivity of BH .
4.4. Algebras with (exact) Borelic pairs.
Theorem 4.4.1. If an algebra A admits a Borelic pair (B,H) for an H-compatible partial
quasi-order 4, then (A,4) is standardly stratified with S(λ) := ∆(λ). If moreover 4 is a
partial order (implying that H is quasi-local) then (A,4) is strongly standardly stratified.
Proof. Consider (A,4) with Borelic pair (B,H). That the modules S(λ) := ∆(λ) satisfy
Definition 2.7.4(1) follows from Definition 4.1.2(2) and Corollary 4.2.7. The same reasoning
for the case where 4 is a partial order implies that (A,4) is strongly standardly stratified
as in Definition 2.7.4(3). 
Theorem 4.4.2. Consider an algebra (A,4) for some partial quasi-order 4.
(1) Assume that 4 is a partial order. The following statements are equivalent, for any
subalgebra B of A:
• B is Wedderburn and (B,B/radB) is an exact Borelic pair.
• (A,4) is quasi-hereditary and B is an exact Borel subalgebra.
(2) Assume that 4 is a partial order. The following statements are equivalent, for any
subalgebras H ⊂ B of A:
• (B,H) is an exact Borelic pair.
20 KEVIN COULEMBIER AND RUIBIN ZHANG
• (A,4) is properly stratified and B is an exact Borel subalgebra.
(3) The following statements are equivalent, for any subalgebras H ⊂ B of A:
• (B,H) is an exact Borelic pair.
• (A,4) is exactly standardly stratified and B is an exact Borel subalgebra.
We start the proof of this theorem with the following lemma.
Lemma 4.4.3. If A is exactly standardly stratified with an exact Borel subalgebra B with
subalgebra H as in Definition 4.3.3, then (B,H) is a pre-Borelic pair.
Proof. We check the conditions in Definition 3.1.1. Condition 3.1.1(I) follows from Defini-
tion 4.3.3(2) and (3). We define the two-sided ideal B+ := ⊕λ6∼µeλBeµ = ⊕λ≻µeλBeµ, for
which we have B = H ⊕B+. Condition 3.1.1(III) is clearly satisfied.
As the modules S(λ) of 2.7.4(1) have simple top L(λ), Definition 4.3.3(4) leads, using
adjunction, to
δλ,µ = dimHomB(P
0(λ), L(µ)) = dimHomH(P
0(λ), L(µ)B+) = [L(µ)B+ : L0(λ)].
Condition 3.1.1(II) follows from this equation. 
Proof of Theorem 4.4.2. It suffices to prove part (3). Part (2) is a special case and so is
part (1) by remark 4.3.4.
Firstly, we assume that (B,H) is an exact Borelic pair. By Theorem 4.4.1, A is standardly
stratified. Furthermore, the standard module S(λ) has a filtration where the sections are
given by S(µ) := ∆(µ) by Definition 3.1.1(I), with µ ∼H λ. By Definition 4.1.2 we have
[S(µ) : L(µ)] = 1, so (A,4) is exactly standardly stratified.
Now we continue by proving that (B,4) is an exact Borel subalgebra, as in Definition 4.3.3.
Condition 4.3.3(1) is satisfied by equation (3.2) and Definition 4.1.2(1). Condition 4.3.3(2)
follows from 3.1.1(I). To prove the two remaining conditions 4.3.3(3) and (4), we just need
to show that the subalgebra of B defined in 4.3.3(3), which we denote by H ′, is the same as
the subalgebra H in the pair (B,H). Definition 4.1.2(1) implies that H ′ ⊂ H . The other
inclusion follows from the fact that ∼ is assumed to be H-compatible.
Secondly, we assume that (A,4) is exactly standardly stratified and B is an exact Borel
subalgebra. By Lemma 4.4.3, (B,H) is a pre-Borelic pair, so it remains to check the con-
ditions in Definition 4.1.2. Condition 4.1.2(1) follows from 4.3.3(1) and 4.3.3(3). Condi-
tion 4.1.2(2) follows from Definitions 2.7.4(1) and 4.3.3(4). Hence (B,H) is a Borelic pair.
The extra condition for exact Borelic pairs follows from 4.3.3(4). 
4.5. A special case: graded Borelic subalgebras. Fix an idempotent graded algebra A
as in Section 3.2. We have the corresponding chain (3.14) of idempotent ideals and hence an
n-decomposition Q of Λ = ⊔ni=0Λi, as in Section 2.6.3, with corresponding quasi-order and
partial-order. We now introduce these directly.
Definition 4.5.1. Introduce the function FA : Λ → {0, 1, · · · , n}, where FA(λ) is the min-
imal i ∈ N such that there is an idempotent f ∈ e∗iAe
∗
i , equivalent to eλ. Then we
have Λi := {λ ∈ Λ |FA(λ) = i}.
(1) The idempotent quasi-order is the total quasi-order 4Q on Λ such that µ 4Q λ if and
only if FA(µ) ≥ FA(λ).
(2) The idempotent partial order is the partial order ≤Q on Λ such that µ <Q λ if and
only if FA(µ) > FA(λ)
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Lemma 4.5.2. For any λ ∈ Λ we have e0λ ∈ He
∗
i with i = FA(λ). In particular, the partial
quasi-order 4Q is H-compatible.
Proof. It follows from equation (3.13) that L0(λ) is a vector space contained in the highest
degree of the graded vector space L(λ). This implies that e∗iL
0(λ) 6= 0 for the lowest i for
which there is an idempotent e equivalent to eλ such that ee
∗
i = e.
Hence, for that minimal i, which is FA(λ), we have e
0
λe
∗
i = e
0
λ. 
Proposition 4.5.3. Consider an algebra A with an idempotent grading. Let B be a graded
pre-Borelic subalgebra with H := B0.
(1) The pair (B,H) is an exact Borelic pair for the idempotent quasi-order 4Q.
(2) IfH is quasi-local, (B,H) is an exact Borelic pair for the idempotent partial order ≤Q.
Combining this with Theorem 4.4.2 yields the following corollary.
Corollary 4.5.4. Consider an algebra A with an idempotent grading and graded pre-Borelic
subalgebra B with H := B0.
(1) Then (A,4Q) is exactly standardly stratified with exact Borel subalgebra B.
(2) If H is quasi-local, (A,≤Q) is properly stratified with exact Borel subalgebra B.
(3) If H is semisimple, (A,≤Q) is quasi-hereditary with exact Borel subalgebra B.
Remark 4.5.5. The corollary indicates that our methods might be well-suited to extend to
the setting of [Kl]. With notation introduced in Appendix A.3, it can be paraphrased as: If
an idempotent graded algebra A has graded pre-Borelic subalgebra B with H ∈ B, then A
is B-properly stratified, for B one of the classes of algebras D, L or S.
Proof of Proposition 4.5.3. First observe that ∆(λ), with grading as in (3.12), lives in degrees
{−j,−j − 1, . . .} with j = FA(λ), by Lemma 4.5.2 and equation (3.10). Moreover, the
degree −j-component is precisely L0(λ). Each simple module L(µ) lives similarly in degree
{−k,−k − 1, . . .} with k = FA(µ). Therefore we find that
(4.2) [∆(λ) : L(λ)] = 1 and [∆(λ) : L(µ)] = 0 unless µ ≤Q λ.
Now we focus on the proof of part (1). By (4.2) we only need to check conditions (1)
and (2) in Definition 4.1.2. We have
[B+e
0
λ : L
0(µ)] =
∑
j>0
dim e0µBje
0
λ.
By Lemma 4.5.2 we find that e0µBje
0
λ 6= 0 for j > 0 implies that µ ≻Q λ, proving condi-
tion 4.1.2(1). The module ∆(λ) = A⊗BHe
0
λ has a filtration with sections ∆(ν) = A⊗BL
0(ν)
with ν ∼H λ, by Definition 3.1.1(I). Hence, by equation (4.2), [∆(λ) : L(µ)] 6= 0 implies there
is a ν ∈ Λ with
µ ≤Q ν ∼H λ and hence µ 4Q λ.
So condition 4.1.2(2) for 4Q is satisfied.
For the proof of part (2) we only need to observe that <Q and ≺Q are identical and that,
since H is quasi-local, now ∆(λ) has a filtration where each section is isomorphic to ∆(λ). 
Remark 4.5.6. By the proofs in Sections 3.2 and 4.5, we find that Corollary 4.5.4 remains
true for a N-graded subalgebra B, such that AB and HB are projective, and for which
A+ ⊂ AB+ and A0 = H ⊕ (AB+)0.
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However, in all examples of quasi-hereditary algebras with exact Borel subalgebras we will
encounter in Part II, the stronger condition (3.10) is satisfied.
5. Base stratified algebras
5.1. Definition. The following definition is inspired by [HHKP, Propositions 5.1 and 5.2].
Definition 5.1.1. A base stratifying ideal in an algebra A is an idempotent ideal J = AeA
which is exactly standardly stratifying, i.e. AJ and JA are projective, see 2.6.1, and such
that eAe is standardly based, see Section 2.9.
5.1.2. Example. By Corollary B, any exactly standardly stratifying ideal can be given the
structure of a base stratifying ideal, when working over an algebraically closed field.
Remark 5.1.3. By equation (2.3) and Remark 2.9.1, the definition above does not intrinsically
depend on the choice of the idempotent e.
We use Definition 5.1.1 to introduce a generalisation of the concept of “cellularly stratified
algebra” of [HHKP, Definition 2.1], see also [HHKP, Section 5].
Definition 5.1.4. Consider an algebra A with an n-decomposition Q: Λ = ⊔ni=0Λi. We
consider the corresponding chain of idempotent ideals {Ji | 0 ≤ i ≤ n + 1} of 2.6.3. Then
(A,Q) is base stratified if each Ji/Ji−1 is a base stratifying ideal in A/Ji−1.
Remark 5.1.5. It follows easily from Remark 2.9.1 and the equivalence of Definition 2.7.1(2)
and 2.7.4(2) that a base stratification is a property of the Morita class of an algebra.
Remark 5.1.6. A trivial example of a base stratified algebra is any standardly based algebra
with the 0-decomposition of Λ. It is hence essential to keep track of the decomposition Q of
a base stratified algebra (A,Q) in order to make non-trivial statements.
5.1.7. For a base stratified algebra (A,Q), we make a choice of idempotents {fl | 1 ≤ l ≤
n + 1} as in Remark 2.6.5 and consider the corresponding algebras A(l). By definition A(l)
is standardly based for some poset Ll. We consider the set L := ⊔
n
i=0Li = {(i, p) | 1 ≤ i ≤
n , p ∈ Li}. We make L into a poset by setting (i, p) ≤ (j, q) if i > j, or i = j and p ≤ q, so
we take the lexicographic ordering, up to reversal of the order on natural numbers.
Theorem 5.1.8. A base stratified algebra (A,Q) is standardly based for the poset L. The
cell modules of A satisfy
W (i, p) ∼= Afi+1 ⊗fi+1Afi+1 W
0
i (p),
with W 0i (p) the cell modules of A
(i), regarded as fi+1Afi+1-modules with trivial fi+1Jifi+1-
action.
Proof. We use induction on n, where Q is an n-decomposition. If n = 0, there is nothing
to prove. Assume the statement is true for n − 1 and consider the case n. Clearly the
algebra A˜ := A/J1 is base stratified and hence standardly based for the poset L
′ = ⊔ni=1Li.
We fix corresponding ideals A˜≥(l,p) with 1 ≤ l ≤ n and p ∈ Ll.
We set K := A(0) = f1Af1. By Definition 5.1.1 and Lemma A.1.1 we have
J1 ∼= Af1 ⊗f1Af1 f1A
∼= Af1 ⊗K K ⊗K f1A.
By assumption, K is standardly based and we set
A≥(0,p) := Af1 ⊗K K
≥p ⊗K f1A,
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for all p ∈ L0. The fact that the quotients A
≥(0,p)/A>(0,p) satisfy the desired properties then
follows from the exactness of the functors Af1 ⊗K − and − ⊗K f1A in Lemma A.1.1. In
particular, we have
W (0, p) ∼= Af1 ⊗K W
0
0 (p),
The set of ideals of A is then completed by taking A≥(l,p) to be an arbitrary ideal in A
containing J1 with A
≥(l,p)/J1 = A˜
≥(l,p) for l > 0 and p ∈ Ll. 
Remark 5.1.9. It follows from the considerations in Remark 2.6.2 that the cell moduleW (i, p)
of A does not depend on the actual choice of idempotents {fi}.
Our setup gives a very simple proof of a generalisation of [HHKP, Theorem 10.2].
Proposition 5.1.10. Maintain the notation and assumptions of Theorem 5.1.8.
(1) For 0 ≤ i ≤ j ≤ n, p ∈ Li and q ∈ Lj, we have
ExtkA(W (i, p),W (j, q))
∼= δi,j Ext
k
A(i)(W
0
i (p),W
0
i (q)), for all k ∈ N.
(2) The cell modules of A form a standard system for poset L if and only if, for each
0 ≤ i ≤ n, the cell modules of A(i) form a standard system for poset Li.
Proof. Part (1) follows from Theorem 5.1.8 and Lemma A.1.2, part (2) from part (1). 
As, by definition, a base stratified algebra is exactly standardly stratified, it has (proper)
standard modules S(λ) and S(λ), for λ ∈ Λ, see Section 2.7. For easy comparison with the
cell modules we actually write S(i, λ), instead of S(λ), for λ ∈ Λi ⊂ Λ, with same convention
for proper standard modules.
Corollary 5.1.11. Consider a base stratified algebra (A,Q). For any fixed i, λ ∈ Λi and p ∈
Li, we have
• S(i, λ) has a filtration where the sections are modules W (i, q), q ∈ Li with q ≥ λ;
• W (i, p) has a filtration where the sections are modules S(i, µ), µ ∈ Λi.
Proof. The filtration of S(i, λ) is induced from the filtration of the projective left A(i)-module
using its cell modules. The filtration of W (i, p) is induced from the Jordan-Ho¨lder decom-
position series of the A(i)-module W 0i (λ). 
5.2. Base-Borelic pairs. Given an algebra A, we fix a decomposition of unity as in (3.8).
Assume that we have a graded pre-Borelic algebra B as in Definition 3.2.3. We have the
corresponding decomposition Q as in Section 3.2.
Theorem 5.2.1. Consider an algebra A with a graded pre-Borelic algebra B such that H =
B0 is standardly based. Then (A,Q) is base stratified.
Proof. Corollary 4.5.4(1) and the equivalence of Definition 2.7.1 and 2.7.4 implies that the
chain (3.14) is exactly standardly stratifying. Equation (3.16) then implies the chain is base
stratifying. 
Corollary 5.2.2. Consider an algebra A with a graded pre-Borelic algebra B such that H is
standardly based. For each 0 ≤ i ≤ n consider the poset Li (containing Λi) of the standardly
based algebra He∗i . Then A is standardly based for the poset L defined in 5.1.7.
Moreover, the cell modules over A form a standard system for L, if and only if the cell
modules for He∗i form a standard system for Li, for each 0 ≤ i ≤ n.
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Proof. The first statement follows from the combination of Theorems 5.2.1 and 5.1.8. The
claim about standard systems follows from Proposition 5.1.10(2) and Theorem 3.14(1). 
Proposition 5.2.3. Maintain the notation and assumptions of Corollary 5.2.2. The cell
modules of the algebra A satisfy
W (i, p) ∼= ∆W 0i (p) = A⊗B W
0
i (p),
with W 0i (p) the cell module for He
∗
i , with p ∈ Li.
Proof. This follows from Lemma 3.2.6 and Theorem 5.1.8. 
5.3. Schur algebras. The following observation is implicit in [HHKP, Sections 11-13].
Lemma 5.3.1. Consider a standardly based algebra A. The cell modules {W (p), p ∈ L},
form a standard system for (LA,≤) in A-mod if and only if A admits a cover-Schur algebra
as in Definition 2.9.4.
Proof. The existence of a Schur algebra clearly implies that the cell modules form a standard
system. Now consider a standardly based algebra such that {W (p)} forms a standard system.
Set W = ⊕pW (p). We denote by F(W ) the exact category of A-modules with filtrations
where each section is a direct sum of summands of W . By [DR2, Section 3], F(W ) contains
unique indecomposable objects Y (p), with p ∈ L, such that Ext1A(Y (p),W ) = 0 and there
is a surjection Y (p)։ W (p) with kernel in F(W ). Since P (λ) ∈ F(W ), by Section 2.9, we
have in particular Y (λ) ∼= P (λ) for λ ∈ ΛA ⊂ LA. Hence, we can take mp ∈ N such that
A ∼= EndA(
⊕
λ∈ΛA
P (λ)⊕mλ)op, and we define S := EndA(
⊕
p∈LA
Y (p)⊕mp)op.
Consider the idempotent f ∈ S corresponding to the projection of
⊕
p∈LA
Y (p)⊕mp onto the
summand
⊕
λ∈ΛA
P (λ)⊕mλ. Then we have fSf ∼= A and we can interpret
⊕
p∈LA
Y (p)⊕mp
as a (A,S)-bimodule of the form fS.
By [DR2, Section 3], (S,≤) is quasi-hereditary and the functor
G = HomA(
⊕
p∈LA
Y (p)⊕mp ,−) : A-mod→ S-mod.
is exact and fully faithful on F(W ) and maps the cell modules of A to the standard modules
of S. Since the functor
F = f− : S-mod→ A-mod.
satisfies F ◦G = Id, it follows immediately that F induces isomorphisms of the appropriate
homomorphism spaces and first extension groups, which implies S is a 1-faithful quasi-
hereditary cover. 
Part II. Examples
6. Auslander-Dlab-Ringel algebras
In [Au], Auslander proved that each finite dimensional unital algebra R has a cover A(R)
with finite global dimension. In [DR1], Dlab and Ringel proved that A(R) is quasi-hereditary.
In this section, we prove that A(R) admits an exact Borel subalgebra (while giving an
independent proof of the quasi-heredity), under the weak assumption that R is Wedderburn.
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6.1. The Auslander construction. There are several Morita equivalent versions of the
algebra A(R) which appear in the literature. Let R be a k-algebra. Consider the right
regular R-module and its radical, which is the Jacobson radical J of R. For each i ≥ 1,
we let M iR be the largest direct summand of the right R-module R/J
i such that no direct
summand of M iR appears as a direct summand of some M
j
R for j < i. We set n to be the
largest integer for which MnR 6= 0. Alternatively, n is defined as the smallest positive integer
for which J n = 0.
The ADR-algebra A(R) is the cover of R defined as
A(R) := EndR(⊕
n
i=1M
i
R).
We label the simple right R-modules by Λ0 := ΛRop . We have idempotents {c
∗
λ | λ ∈ Λ
0} in
R such that the top of the right R-module c∗λR is of type λ and such that 1R =
∑
λ c
∗
λ.
For each λ ∈ Λ0, let ℓ(λ) be the Loewy length of c∗λR. For l ∈ N we set
c∗≥l =
∑
λ∈Λ0 | ℓ(λ)≥l
c∗λ,
so in particular c∗≥1 = 1R. Then we have
M iR
∼= c∗≥iR/J
i, for 1 ≤ i ≤ n.
In particular, every direct summand of M iR has Loewy length i.
6.2. Construction of the Borelic subalgebra. From now on, we assume that R is Wed-
derburn, meaning R = S⊕J , for a semisimple subalgebra S. Then we have a direct sum of
simple algebras
S =
⊕
λ∈Λ0
Sc∗λ,
where the idempotent c∗λ is now central in S. The space c
∗
λS is then naturally a subspace
of c∗λR/J
i, which is bijectively mapped to the top of c∗λR/J
i under the canonical surjection.
We let e∗i ∈ A(R) be the projection onto the summand M
i
R for 1 ≤ i ≤ n. This yields
a decomposition of unity as in (3.8), with e∗0 = 0. We define a subspace B =
⊕
i,j e
∗
iBe
∗
j
of A(R), by
e∗iBe
∗
j := {α ∈ HomR(M
j
R,M
i
R) |α(c
∗
≥j) ∈ c
∗
≥iS ⊂M
i
R}, ∀ 1 ≤ i, j ≤ n.
In particular, we find e∗iBe
∗
j = 0 if i > j, by considering Loewy lengths. If i ≤ j, then
c∗≥jc
∗
≥i = c
∗
≥j, so α ∈ e
∗
iBe
∗
j even implies α(c
∗
≥j) ∈ c
∗
≥jS.
Lemma 6.2.1. The subspace B is a graded pre-Borelic subalgebra of A(R) regarded as an
idempotent graded algebra.
Proof. Set A := A(R). By construction, B is a Z-graded subspace of A containing 1A. Now
we prove that B is in fact an algebra. Take α ∈ e∗iBe
∗
k and β ∈ e
∗
kBe
∗
j with i ≤ k ≤ j. It
follows easily that αβ ∈ B from the fact that S is a subalgebra of R.
To prove that B is complete, it suffices to prove equation (3.11), viz. that for i ≤ j,
(6.1) e∗iAe
∗
j = e
∗
iBe
∗
j ⊕
∑
k<i
e∗iAe
∗
kAe
∗
j .
For this we observe that the morphisms in e∗iBe
∗
j are spanned by the surjections from in-
decomposable summands in M jR onto their factor modules appearing in M
i
R. A natural
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complement of that space is given by morphisms from M jR with image in the radical of M
i
R.
As this image will have Loewy length strictly lower than i, the morphism factors through
MkR (a direct sum of all factor modules of Loewy length k of the projective R-modules) for
some k < i. This complement is hence precisely
∑
k<i e
∗
iAe
∗
kAe
∗
j .
Now we show that the complete N-graded subalgebra B is pre-Borelic. The algebra
(6.2) H = B0 ∼=
n⊕
i=1
c∗≥iS
is semisimple and therefore HB is projective. Now we prove that AB is projective. Take first
α ∈ e∗kAe
∗
1, for some k ≥ 1. By construction, α corresponds to a monomorphism D →֒ M
k
R,
with D a direct summand of the semisimple module M1R. Let e denote the idempotent in
e∗1Ae
∗
1
∼= S such that D = M1Re. In particular, we have α = αe. Since α, restricted to D
is injective, it follows that the canonical epimorphism eB ։ αB given by x 7→ αx is an
isomorphism. It follows that
Ae∗1A = Ae
∗
1B
is a projective right B-module.
Now assume that we have proved that A(
∑
k<i e
∗
i )A is projective as a right B-module,
for i > 1. We take α ∈ Ae∗i and associate a right R-module
Nα = {v ∈M
i
R |α(v)R has Loewy length strictly less than i.}
The image of Nα under the projection M
i
R ։ TopM
i
R, yields a direct summand Xα of
TopM iR. Note that Nα = Nα′ if and only if Xα = Xα′ , since the radical of M
i
R has Loewy
length i − 1. We have Xα = Top(M
i
R)f for some idempotent f ∈ Sc
∗
≥i ⊂ e
∗
iAe
∗
i . It follows
that Nα = Ne, for the idempotent e := e
∗
2 − f . Observe that A(
∑
k<i e
∗
i )A is the ideal of
morphisms whose image has Loewy length strictly less than i. For β ∈ e∗iB, we thus have
αβ ∈ A(
∑
k<i e
∗
i )A if and only if imβ ⊂ Nα = Ne. Working inside the right B-module
A/(A(
∑
k<i e
∗
i )A), it thus follows that αB
∼= eB.
Hence we find that A(
∑
k≤i e
∗
i )A/A(
∑
k<i e
∗
i )A is also projective. This means that also
A(
∑
k≤i e
∗
i )A is projective. It follows that AB is projective by iteration, which concludes the
proof. 
6.3. Main theorem on Auslander-Dlab-Ringel algebras.
Theorem 6.3.1. Consider a field k. If the algebra R is Wedderburn (for instance if k is
perfect), the simple modules of the ADR algebra A(R) are labelled by
(6.3) ΛA(R) = {(i, λ) with 1 ≤ i ≤ ℓ(λ) and λ ∈ Λ
0}.
Moreover, (A(R),≤Q) is quasi-hereditary and admits an exact Borel subalgebra.
Proof. Since H in equation (6.2) is semisimple, the statement follows from Lemma 6.2.1, by
using Corollary 4.5.4(3) and equation (3.2). 
Remark 6.3.2. By [DR1], the ADR algebra is quasi-hereditary, regardless of wether R is
Wedderburn. However, if R is not Wedderburn, Theorem 6.3.1 does not yield an exact Borel
subalgebra. In this case, the field k cannot be algebraically closed and the results in [KKO]
also do not ensure the existence of exact Borel subalgebras in Morita equivalence classes.
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6.4. All algebras are standardly based.
Theorem 6.4.1. Any algebra over an algebraically closed field k is standardly based.
Proof. Consider an arbitrary algebra R. As the field is perfect, Theorem 6.3.1 implies
that A(R) is quasi-hereditary. By [DuR, Theorem 4.2.7], A(R) is standardly based. As
R ∼= e∗A(R)e∗ for some idempotent e∗, it follows that R is also standardly based, by [YL,
Proposition 3.5]. 
6.4.2. The standardly based structure can be derived explicitly from the above proof. Take
a simple module L in the socle of the right regular R-module. Acting on this with the left
R-action leads to a two-sided ideal W ⊗ L in R for some left R-module W . Factoring out
this ideal and continuing the procedure yields the structure.
Remark 6.4.3. Jie Du informed us that he was aware of this result. In the unpublished
manuscript [DuL], it is proved that any split finite dimensional algebra over any field is
standardly based, using the same approach as in 6.4.2.
7. Example from Lie theory
We use the general theory to construct a very elementary Lie theoretic example of a
properly stratified algebra with exact Borel subalgebra. A more advanced example can be
found in [KM, Section 7]. In this section we set k = C.
7.1. Thick category O. We consider the category Ok, for k ∈ Z≥1, studied in e.g. [So].
For a reductive Lie algebra g, with triangular decomposition g = n− ⊕ h ⊕ n+ and Borel
subalgebra b = h⊕ n+, the category Ok is the category of all g-modules which
• are finitely generated;
• have a basis, where each basis element v satisfies hkv ∈ Span{hjv | j < k}, if h ∈ h;
• are locally U(n+)-finite.
If k = 1, we get the ordinary BGG category O. For a module M in Ok and ν ∈ h∗, we
consider the generalised weight space
M(ν) := {v ∈M | (h− ν(h))
kv = 0, for all h ∈ h}, so M =
⊕
ν∈h∗
M(ν).
The categoryOk decomposes into subcategories Okχ based on the central characters χ of U(g).
The simple objects in Okχ are the simple highest weight modules L(µ) with µ in the Weyl
group orbit corresponding to χ, see [Hu, Section 1.7], which we denote by Λ. We consider
the Bruhat (partial) order ≤ on Λ of [Hu, Section 5.2]. The module M˜n,k(λ) with λ ∈ Λ,
for n ∈ N, introduced in [CM, Section 4], is projective and does not depend on n, for n large
enough, by [CM, Proposition 12]. We denote this module by Pλ. By the construction in [CM,
Section 4], this module is generated by a vector vλ ∈ (Pλ)(λ), and we have an isomorphism
HomOk(Pλ,M) →˜ M(λ); α 7→ α(vλ).
As ⊕λPλ is a projective generator of O
k
χ, see [CM, KKM, So], we have
Okχ
∼= A-mod with A := EndOkχ
(⊕
λ∈Λ
Pλ
)op
.
We denote the identity morphism of Pλ by e
∗
λ. The modules Pλ are not indecomposable, but
they represent precisely the modules with corresponding notation in Lemma 3.1.5.
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7.2. Main theorem on thick O. The following theorem generalises [Ko¨, Theorem D].
Theorem 7.2.1. The algebra (A,≤) is properly stratified with exact Borel subalgebra.
The fact that (A,≤) is properly stratified was already pointed out in [KKM, Corol-
lary 9(a)], due to the Morita equivalence in [So, Proposition 1].
Proof. Let us define subalgebras B,H,N of A. For arbitrary λ, µ ∈ h∗, we set
e∗λBe
∗
µ := {α ∈ HomOk(Pλ, Pµ) |α(vλ) ∈ U(b)vµ}
e∗λHe
∗
µ := {α ∈ HomOk(Pλ, Pµ) |α(vλ) ∈ U(h)vµ}
e∗λNe
∗
µ := {α ∈ HomOk(Pλ, Pµ) |α(vλ) ∈ U(n
−)vµ}.
By construction, e∗λHe
∗
µ = 0 unless µ = λ and He
∗
λ
∼= C[x]/(xk) is a local algebra. Since Pµ
is generated by vµ, it follows from the PBW theorem in [Hu, Section 0.5] that Pµ is spanned
by vectors of the form u1u2vµ, where u2 ∈ U(b) and u1 ∈ U(n
−). Moreover, since all simple
constituents have highest weight in Λ, it follows that we can take a basis of such vectors
where each u2vµ ∈ (Pµ)(ν) for some ν ∈ Λ. This implies that A = NB.
Now consider α ∈ e∗λNe
∗
µ, with α(vλ) = Y vµ, for some Y ∈ U(n
−). For any β ∈ e∗µBe
∗
ν ,
with β(vµ) = Xβvν , we have
αβ(vλ) = β(Y vµ) = Y Xβvν .
Since the modules Pµ are U(n
−)-free, we find that αβ = 0 if and only if β = 0. It follows
that αB ∼= e∗µB and hence that AB is projective. Similarly it follows that HB is projective.
From the PBW theorem we find
(7.1) U(g) = U(n−)U(b) = U(b) ⊕ n−U(g) = U(b) ⊕ U(g)<U(g),
where U(g)< is the subspace of U(g) of all elements which are negative weight vectors for
the adjoint h-action. Now consider an arbitrary extension ≤e of ≤, which is a total order,
meaning we can identify (Λ,≤e) with a subset of N. The basis of Pµ mentioned above
and equation (7.1) imply equation (3.11). We thus find that B is a graded exact Borelic
subalgebra. The results then follow from Corollary 4.5.4(2). 
8. Algebras in diagram categories
We will obtain many examples of the types of algebras introduced in Part I, as algebras of
morphisms in the partition category. This category is a natural generalisation of the Brauer
category of [De, LZ] and the partition algebra of [Jo, Ma1].
8.1. Category algebras. For a category C with finitely many objects and morphisms, the
category algebra k[C] is given, as a vector space, by all formal sums of morphisms in C with
coefficients in k. This is an algebra for the natural product of composition. In particular, for
a finite group G, which is a category with one object where all morphisms are isomorphisms,
we denote the group algebra by kG. If C is k-linear with finitely many objects and finite
dimensional morphism spaces, we define the category algebra as
k[C] :=
⊕
x,y∈ObC
HomC(x, y) with e
∗
yk[C]e
∗
x = HomC(x, y),
where e∗z is the identity morphism of z ∈ ObC.
8.2. Categories of diagrams. Consider an arbitrary field k and a fixed element δ ∈ k.
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8.2.1. Partition category. The partition category P(δ) is k-linear with set of objects N. A
k-basis of HomP(δ)(i, j) is given by all partitions of the set {1, 2, · · · , i, 1
′, 2′, · · · , j′}. We will
also view a partition as an equivalence relation on the set.
For a partition p of the set S and a partition q of the set T , with
S = {1, 2, · · · , i, 1′, 2′, · · · , j′} and T = {1′, 2′, · · · , j′, 1′′, 2′′, · · · , k′′},
we define the partition q ∗ p of the set
S ∪ T = {1, 2, · · · , i, 1′, 2′, · · · , j′, 1′′, 2′′, · · · , k′′},
corresponding to the minimal equivalence relation generated by p and q.
We derive two properties from q ∗ p. Firstly, it induces a partition q ⊙ p of the set
{1, 2, · · · , i, 1′′, 2′′, · · · , k′′},
where two elements in the latter set are equivalent if and only if they were so in S ∪ T . The
second property is the number d(p, q) of equivalence classes in q ∗ p which are contained in
S ∩ T = {1′, 2′, · · · , j′}. Now we identify the partitions p, q and q ⊙ p with basis elements
in respectively HomP(δ)(i, j), HomP(δ)(j, k) and HomP(δ)(i, k). The product (composition)
qp = q ◦ p is defined as δd(p,q)q ⊙ p, which extends bilinearly to
HomP(δ)(j, k) × HomP(δ)(i, j) → HomP(δ)(i, k).
It is easily checked that for the above definitions, P(δ) is indeed a (k-linear) category. For
any n ∈ Z>1, the partition algebra is
Pn(δ) = EndP(δ)(n).
We will think graphically of the sets (and their partitions) by imagining the elements
of {1, 2, · · · , i} to be i dots on a horizontal line, ordered from left to right and the elements
of {1′, 2′, · · · , j′} to be similarly ordered on a horizontal line above the other one.
8.2.2. Brauer category. The Brauer category B(δ), as introduced in [LZ, Definition 2.4], is a
k-linear subcategory of P(δ), with the same set of objects ObB(δ) = N. The morphism spaces
are spanned by the partitions into subsets containing exactly two elements. Such partitions
will be graphically represented as Brauer diagrams. A (k, l)-Brauer diagram consists of k
points on a horizontal line, l points on a parallel line above the first line and (k+ l)/2 lines,
each connecting two points. Composing a (k, l)- and a (i, k)-Brauer diagram, by drawing
the first on top of the second one and using the procedure of composing general partitions
yields a (i, l)-Brauer diagram, up to a power of δ. We have for instance
◦ = δ in HomB(δ)(4, 0)×HomB(δ)(2, 4)→ HomB(δ)(2, 0).
For any n ∈ Z>1, the Brauer algebra is
Bn(δ) = EndB(δ)(n).
The lines in Brauer diagrams which connect the lower and upper line will be referred to
propagating lines. Lines connecting two points on the lower line are called caps and lines
connecting two points on the upper are cups.
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8.2.3. Walled Brauer category. The walled Brauer algebra Br,s(δ) is a subalgebra of the
Brauer algebra Br+s(δ) satisfying
Br,s(δ) ∼= Bs,r(δ) and Bn,0(δ) ∼= kSn.
There are several options to define a “walled Brauer category”. The most natural is as
the category Rep
0
(GLδ) of [CW, Section 3.2], see also [De], which has a tensor category
structure. However, that category decomposes into blocks, and each such block is equivalent
to a subcategory of the Brauer category B(δ), which we realise as follows.
For any p ∈ N, the subcategory pB(δ) of B(δ) has set of objects p + 2N ⊂ N = ObB(δ)
and the morphisms HompB(δ)(p+ 2i, p+ 2j) are spanned by the Brauer diagrams which are
“well-behaved” with respect to a straight vertical line separating the left p+ i and p+ j dots
from the right i and j dots on the two lines. Well-behaved means that propagating lines do
not cross the straight line, but cups and caps intersect it precisely once. For r ≥ s > 0, we
have
Br,s(δ) = Endr-sB(δ)(r + s).
8.2.4. Jones category. A (k, l)-Jones diagram is a partition of a set of k + l dots into pairs
(so a Brauer diagram), which can be drawn without intersections when the l dots are on the
outer boundary of an annulus and the k dots on the inner boundary of the annulus. The
Jones category J(δ) is the k-linear subcategory of B(δ), with the same set of objects N and
where the morphisms are spanned by the Jones diagrams. For n ∈ Z>1, the Jones algebra is
Jn(δ) = EndJ(δ)(n).
For instance, we have J2(δ) ∼= B2(δ).
8.2.5. Temperley-Lieb category. The Temperley-Lieb category TL(δ) is a subcategory of the
Brauer (or Jones) category with the same set of objects N, but morphisms are spanned by
the diagrams without intersections. This is the category of [BFK, Section 2.2], specialised
at q with −q − q−1 = δ. For n ∈ Z>1, the Temperley-Lieb algebra (of type A) is
TLn(δ) = EndTL(δ)(n).
For instance, we have TL2(δ) ∼= B1,1(δ).
8.2.6. The category FI. Usually, FI is introduced as the category of which the objects are
all finite sets and morphisms are all injective maps between sets. We take the equivalent full
subcategory with N as set of objects, where n ∈ N is identified with some set of cardinality n.
This is a subcategory of P(δ), for arbitrary δ, but is not k-linear.
8.3. Triangular structure and truncation. We will distinguish three types of partitions.
(1) Partitions of type H : These are partitions into subsets of exactly two elements, one
on each line (one primed and one unprimed).
(2) Partitions of type N+: These are partitions where
• each element of the upper line is contained in a set with at least one element of
the lower line and no other elements of the upper line.
• for k, resp. l, minimal in the set containing i′, resp. j′, we have i < j ⇔ k < l.
(3) Partitions of type N−: These are partitions where
• each element of the lower line is contained in a set with at least one element of
the upper line and no other elements of the lower line.
• for i′, resp. j′, minimal in the set containing k, resp. l, we have k < l ⇔ i < j.
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By definition, partitions of type H must appear in HomP(δ)(j, j), for some j ∈ N, while those
of type N+, resp. N−, must appear in HomP(δ)(i, j), for i < j, resp. i > j.
As a special case we have Brauer diagrams of the three corresponding types.
(1) Brauer diagrams of type H : These diagrams consist solely of propagating lines.
(2) Brauer diagrams of type N+: After removing all caps one is left with only non-
crossing propagating lines.
(3) Brauer diagrams of type N−: After removing all cups one is left with only non-
crossing propagating lines.
The subspace of one of the category algebras spanned by all diagrams of type H is also
denoted by H , with similar convention for N+ and N−. We draw some examples:
∈ N−, ∈ H, ∈ N+.
For all the categories, except pB(δ), we denote the identity morphism in End(i) by e∗i .
For pB(δ) we use e∗i for the identity morphism of p+ 2i ∈ Ob
pB(δ).
For each n ∈ Z>1, we introduce the full subcategory P
≤n(δ), resp. FI≤n, of P(δ), resp.
FI, with objects {0, 1, 2 · · · , n} ⊂ N. Their category algebras satisfy (3.8).
We observe that B(δ) decomposes into two subcategories, one with objects 2N and one
with objects 2N + 1. Hence, for n ∈ Z>1, we define B
≤n(δ), J≤n(δ) and TL≤n(δ) as the full
subcategories of resp. B(δ), J(δ) and TL(δ), with objects
(8.1) J(n) := {n, n− 2, · · · , n− 2⌊
n
2
⌋}.
The corresponding category algebras satisfy 1 =
∑
i∈J(n) e
∗
i . For p ∈ N and n ∈ Z>0, the
category pB≤n(δ) is the full subcategory of pB(δ) with objects
{p, p+ 2, · · · , p+ 2n}.
The category algebra satisfies equation (3.8).
8.4. The category algebras. We consider the category algebras of the previous section
with idempotents e∗i . We use the corresponding decomposition Q of Λ, and the idempotent
quasi-order 4Q and idempotent partial order ≤Q on Λ of Definition 4.5.1.
Theorem 8.4.1. Fix an arbitrary field k and δ ∈ k.
(1) The algebras k[P≤n(δ)], k[B≤n(δ)], k[pB≤n−p(δ)] and k[FI≤n(δ)] are
• quasi-hereditary for ≤Q, with exact Borel subalgebra if char(k) 6∈ [2, n];
• exactly standardly stratified for 4Q, with exact Borel subalgebra;
• base stratified for decomposition Q.
(2) The algebra k[J≤n(δ)] is
• quasi-hereditary for ≤Q with exact Borel subalgebra, if char(k) does not divide
any element of J(n);
• properly stratified for ≤Q, with exact Borel subalgebra;
• base stratified for decomposition Q if the polynomials xi − 1, for i ∈ J(n), split
over the field k.
(3) The algebra k[TL≤n(δ)] is
• quasi-hereditary for ≤Q, with exact Borel subalgebra;
• base stratified for decomposition Q.
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When the above condition for quasi-heredity is not satisfied, the category algebra is not quasi-
hereditary, for any partial order on Λ (with Λ given in Lemma 8.4.5).
Remark 8.4.2. The statements on the exact standard stratification in Theorem 8.4.1(1) can
be refined by replacing 4Q by a partial quasi-order 4, such that < is the same as ≺Q, but
∼ reflects the block decomposition of kSt, see [Ja, Section 21].
If k is algebraically closed, the algebras in Theorem 8.4.1 are all standardly based by
Theorem 5.1.8, with poset L := ⊔iLi and Li the posets for the standardly based algebra He
∗
i ,
as can be obtained from Examples 2.9.2 and 2.9.3 and Lemma 8.4.5.
Theorem 8.4.3. Assume that k is algebraically closed. The cell modules of C form a
standard system for (L,≤) if and only if the condition below is satisfied.
algebra C condition Set L = ⊔iLi
k[P≤n(δ)] char(k) 6∈ {2, 3} or char(k) = 3 and n = 2 {(i, µ) | 0 ≤ i ≤ n, µ ⊢ i}
k[B≤n(δ)] char(k) 6∈ {2, 3} or char(k) = 3 and n = 2 {(i, µ) | i ∈ J(n), µ ⊢ i}
k[J≤n(δ)] i not divisible by char(k), for i ∈ J(n) {(i, ω) | i ∈ J(n), ω ∈ k, ωi = 1}
k[TL≤n(δ)] ∅ J(n)
k[FI≤n(δ)] char(k) 6∈ {2, 3} or char(k) = 3 and n = 2 {(i, µ) | 0 ≤ i ≤ n, µ ⊢ i}
k[pB≤n(δ)] char(k) 6∈ {2, 3} {(i, µ, ν) | 0 ≤ i ≤ n,
or char(k) = 3 and n + p ≤ 2 µ ⊢ p+ i, ν ⊢ i}
We start the proofs of the theorems with the following proposition.
Proposition 8.4.4. Let C be one of the category algebras in Theorem 8.4.3, equipped with
the idempotent grading of (3.9). The subspaces H,N+ and N− of C, defined in Section 8.3
are subalgebras and B := HN+ is a graded pre-Borelic subalgebra of C.
Proof. One verifies that the subspaces are subalgebras for P(δ). The other cases follow by
restriction. Further, we can classify partitions into those where each element of the upper
line is contained in a set/class with at least one element of the lower line and no other
elements of the upper line, and the rest. In each of the cases, the first type of diagrams span
B, whereas those of the second type span C−B, proving equation (3.10). So we find that B
is a complete N-graded subalgebra of C.
It hence remains to prove that CB and HB are projective modules. We have C = N
−B and
by associating to each partition the number of classes which contain elements of both rows
(for Brauer diagrams this is just the number of propagating lines) we find a decomposition
C =
⊕
i
N−e∗iB.
For any partition q in N−e∗i we have qB
∼= e∗iB, proving that CB is projective. Similarly it
follows that for any partition q in e∗iB we have Hq
∼= He∗i , which concludes the proof. 
For the cyclic group Ct of order t, we have kCt ∼= k[x]/(x
t−1). We denote its labelling set
of simple modules by Λk,tC . In case the polynomial x
t − 1 splits over k, for instance when k
is algebraically closed, we can take {ω ∈ k |ωt = 1} for this set.
Lemma 8.4.5. The following table summarises the structure of the subalgebra H ⊂ C, its
labelling set ΛC of isoclasses of simple modules and the criterion for H to be semisimple.
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algebra C algebra H set ΛC = ΛH = ⊔iΛi semisimplicity criterion for H
k[P≤n(δ)]
⊕n
i=0 kSi {(i, µ) | 0 ≤ i ≤ n, µ ⊢k i} char(k) 6∈ [2, n]
k[B≤n(δ)]
⊕
i∈J(n) kSi {(i, µ) | i ∈ J(n), µ ⊢k i} char(k) 6∈ [2, n]
k[J≤n(δ)]
⊕
i∈J(n) kCi {(i, ω) | i ∈ J(n), ω ∈ Λ
k,i
C } char(k) ∤ i, for i ∈ J(n)
k[TL≤n(δ)]
⊕
i∈J(n) k J(n) ∅
k[FI≤n(δ)]
⊕n
i=0 kSi {(i, µ) | 0 ≤ i ≤ n, µ ⊢k i} char(k) 6∈ [2, n]
k[pB≤n(δ)]
⊕n
i=0 kSp+i × Si {(i, µ, ν) | 0 ≤ i ≤ n, char(k) 6∈ [2, p+ n]
µ ⊢k p+ i, ν ⊢k i}
Proof. The structure of the algebra H follows from its definition in Section 8.2. We use
equation (3.2). The simple modules of kSt are labelled by k-regular partitions of t, see [Ja,
Section 11]. By Maschke’s theorem, for a finite group G, the algebra kG is semisimple if
and only if the order |G| is not divisible by char(k). Hence, kSt is semisimple if and only
if char(k) > t or char(k) = 0. 
Proof of Theorem 8.4.1. We freely use Proposition 8.4.4 and Lemma 8.4.5.
That the algebras are based-stratified follows from Theorem 5.2.1 and Examples 2.9.2
and 2.9.3. The exact standard stratification follows from Corollary 4.5.4(1). The quasi-
heredity follows from Corollary 4.5.4(3). It is easily checked that the group algebra kCi is
quasi-local, hence C = k[J≤n(δ)] is properly stratified by Corollary 4.5.4(2).
Now we prove that in the remaining cases C is not quasi-hereditary. By equation (3.16)
and Lemma A.1.2, C will have infinite global dimension as soon as H has. For any finite
group G, the algebra kG is Frobenius and hence self-injective. In particular, the global
dimension of kG is finite if and only if it is zero. In conclusion, when the criteria for
semisimplicity of H in Lemma 8.4.5 are not satisfied, C has infinite global dimension. In
particular C is not quasi-hereditary for any order, by [CPS1] or [APT, Corollary 6.6]. 
The following lemma can be derived from [KN] with minor additional work.
Lemma 8.4.6. Assume that k is algebraically closed and i > 1.
• The Specht modules of kSi form a standard system if and only if{
char(k) 6∈ {2, 3} or
char(k) = 3 and i = 2.
• The cell modules of the standardly based algebra kCi of Example 2.9.2 form a standard
system if and only if char(k) does not divide i.
Proof. For char(k) 6∈ {2, 3}, [KN, Theorem 6.4(b)(ii)] implies that the Specht modules of kSi
form a standard system. When char(k) = 3, kS2 is semisimple and the (simple) Specht
modules thus form a standard system.
Now we prove that, in the remaining cases, the Specht modules do not constitute a stan-
dard system, for any order. The trivial module S1 and the sign module S2 are both Specht
modules. Assume char(k) = 2, then S1 ∼= S2, contradicting property (2) in the definition of
a standard system in 2.8. Now assume char(k) = 3 and i ≥ 3. We will prove that
Ext1kSi(S1, S2) 6= 0 6= Ext
1
kSi
(S2, S1),
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contradicting property (3) in the definition of a standard system. The modules M and N
corresponding to the extensions are given by
M = 〈v, w〉 with sjv = v + cjw and sjw = −w,
for sj , j ∈ {1, . . . , i− 1} the generators of Si and cj ∈ k arbitrary, and
N = 〈v, w〉 with sjw = −w + djv and sjv = v,
for dj ∈ k arbitrary. It can be verified that in characteristic 3, there are no conditions on
the coefficients cj , dj coming from imposing the braid relations. However, when cj 6= cj′
or dj 6= dj′, for 1 ≤ j 6= j
′ ≤ i− 1, the modules do not decompose and the extensions hence
do not split.
For kCi ∼= k[x]/(x
i − 1), the cell modules are two-by-two non-isomorphic if and only if all
i-th roots of 1 in the algebraically closed field k are different. This is equivalent to demanding
that kCi is semisimple, in which case the cell modules are simple and form a standard system
for any order. So a necessary and sufficient condition is that char(k) does not divide i. 
Proof of Theorem 8.4.3. By Corollary 5.2.2 and Proposition 8.4.4, this follows from Lem-
mata 8.4.5 and 8.4.6. 
Remark 8.4.7. Consider the case char(k) 6∈ [2, n]. We have proved that k[B≤n(δ)] is quasi-
hereditary with exact Borel subalgebra. This is not a strong exact Borel subalgebra as
defined in [Ko¨], as H is not a maximal semisimple subalgebra. In fact, generically, k[B≤n(δ)]
will be semisimple itself, as follows from [Ru] and Theorem 8.5.1 below.
Remark 8.4.8. The exact Borel subalgebra B of C := k[B≤n(δ)] does not satisfy the property
ExtkC(C ⊗B M,C ⊗B N)
∼= ExtkB(M,N), ∀ k ≥ 2,
for arbitrary M,N ∈ B-mod, which is satisfied for the exact Borel subalgebra predicted by
the general theory of [KKO], see [KKO, Theorems 1.1 and 10.5]. Indeed, we observe that B,
and hence the extension group on the right-hand side, does not depend on δ. The extension
group in the left-hand side depends heavily on δ. As mentioned in Remark 8.4.7, for generic
δ the left-hand side will vanish. It is easily checked that it does not vanish for e.g. δ = 0.
This proves that the displayed isomorphism cannot be true in general.
Remark 8.4.9. For C = k[FI≤n], we have B = H as N+ = 0. So for char(k) 6∈ [2, n], k[FI≤n]
is quasi-hereditary with semisimple exact Borel subalgebra. It can easily be checked that for
the reversal of the order ≤Q, we have that k[FI
≤n] is an exact Borel subalgebra of itself.
8.5. Morita equivalences.
Theorem 8.5.1. For an arbitrary field k, we have the following Morita equivalences under
the respective conditions given in the table:
Morita equivalence condition
Pn(δ)
M
= k[P≤n(δ)] δ 6= 0
Bn(δ)
M
= k[B≤n(δ)] δ 6= 0 or n odd
Jn(δ)
M
= k[J≤n(δ)] δ 6= 0 or n odd
TLn(δ)
M
= k[TL≤n(δ)] δ 6= 0 or n odd
Bp+n,n(δ)
M
= k[pB≤n(δ)] δ 6= 0 or p 6= 0
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Remark 8.5.2. Theorem 8.5.1 and Lemma 8.4.5 together determine the labelling set ΛA of
the simple modules of the diagram algebras A, under the condition in the right column of
the table. In almost all cases ΛA is known by [CDDM, GL, Ma2, Xi].
We start the proof of Theorem 8.5.1 by constructing special elements in the category
algebras, which will also be essential for constructions in Part III.
Lemma 8.5.3. Consider algebras C, A = e∗nCe
∗
n and i ∈ IA(n), as in the table below.
Category algebra C Diagram algebra A IA(n)
k[P≤n(δ)] Pn(δ) {0, 1, . . . , n}
k[B≤n(δ)] Bn(δ) J(n)
k[J≤n(δ)] Jn(δ) J(n)
k[TL≤n(δ)] TLn(δ) J(n)
k[pB≤n(δ)] Bp+n,n(δ) {0, 1, . . . , n}
Then there are elements ai ∈ e
∗
nCe
∗
i and bi ∈ e
∗
iCe
∗
n such that c
∗
i := aibi ∈ A and e
∗
i satisfy{
e∗i = biai and (c
∗
i )
2 = c∗i if either δ 6= 0 or i+ p 6= 0
(c∗i )
2 = 0 = aibi if δ = 0 and i+ p = 0.
Here, we set p = 0 in all cases, except for pB≤n(δ).
Proof. There are many different choices for ai and bi. The constructions given below for the
various cases produce different ai and bi in the overlapping situations.
Firstly we consider the partition category (so p = 0) and arbitrary 1 ≤ i ≤ n. We put
bi = {{1, 1
′}, {2, 2′}, · · · , {i, i′}, {i+ 1, i+ 2, · · · , n}} and
ai = {{1, 1
′}, {2, 2′}, · · · , {i− 1, (i− 1)′}, {i, i′, (i+ 1)′, (i+ 2)′, · · · , n′}}.
We have biai = e
∗
i , which implies that c
∗
i := aibi is an idempotent. In case i = 0 we define
a0 ∈ HomP(δ)(0, n) and a0 ∈ HomP(δ)(n, 0) as the partitions into one set. When δ 6= 0, we
set b0 = a0/δ, which leads to b0a0 = e
∗
0 and an idempotent c
∗
0 = a0b0. When δ = 0 we
set b0 = a0, in which case c
∗
0 := a0b0 squares to zero. The above already deals with the
partition category completely, although the diagrams that will be constructed below for the
other categories can also be used for the partition category when i ∈ J(n).
Now we consider the cases Bn(δ), Jn(δ) and TLn(δ) (so p = 0). For arbitrary i ∈ J(n) we
introduce three Brauer diagrams, which are also Temperley-Lieb and hence Jones diagrams.
We consider two diagrams ai and âi with (n − i)/2 caps and i propagating lines and ai
with (n− i)/2 cups and i propagating lines. Note that the definition of âi requires i > 0.
ai =
âi =
ai =
If δ 6= 0, we can set bi := δ
(i−n)/2ai and then we have biai = e
∗
i . If i 6= 0, we can set
bi := âi and then we have biai = e
∗
i . In either case, we automatically find that c
∗
i := aibi is
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an idempotent. When both δ = 0 and i = 0, we set b := a0 and then c
∗
0 = a0b0 squares to
zero. This completes the cases Bn(δ), Jn(δ) and TLn(δ).
The case Bp+n,n(δ) behaves similarly. For instance, if p > 0 and δ = 0, we can take
c∗0 :=
where there are p propagating lines and n cups and caps. 
Proof of Theorem 8.5.1. Any of the category algebras satisfies
1C =
∑
i∈IA(n)
e∗i ,
with IA(n) the set in Lemma 8.5.3. By Lemma 8.5.3, the condition in the right column
of the table in the theorem implies that e∗i ∈ Ce
∗
nC, for all i ∈ IA(n). Consequently, we
have 1C ∈ Ce
∗
nC, and hence C = Ce
∗
nC. The conclusion thus follows from 2.4.2. 
8.6. Cellularity. We prove that the category algebras and the diagram algebras are cellular
in the sense of [GL, Definition 1.1].
8.6.1. For all i, j ∈ N, we define a k-vector space isomorphism
ı : HomP(δ)(i, j)→ HomP(δ)(j, i),
which is determined by demanding that any partition is mapped to its “horizontal flip”, which
simply identifies the i dots on the lower line of partitions in HomP(δ)(i, j) with those on the
upper line of partitions in HomP(δ)(j, i). This clearly extends to an involutive anti-algebra
morphism of k[P≤n(δ)], which furthermore restricts to involutive anti-algebra morphisms
of k[B≤n(δ)], k[pB≤n(δ)] and k[TL≤n(δ)]. On a diagram with only propagating lines, in-
terpreted as an element of a symmetric group, ı acts as inversion. For k[J≤n(δ)] we use a
different involution ı, viz. ı is defined on a Jones diagram as its horizontal and vertical flip.
In particular, this stabilises any Jones diagram with only propagating lines.
Theorem 8.6.2. Consider an arbitrary field k. Let C be k[P≤n(δ)], k[B≤n(δ)], k[J≤n(δ)],
k[TL≤n(δ)] or k[pB≤n(δ)]. Then C is cellular for involution ı when it satisfies the condition
to be base stratified in Theorem 8.4.1.
Proof. We take an arbitrary extension of the partial order of 5.1.7 on L = ⊔iLi to a total
order, again denoted by ≤. The ideals C≥(l,p) for (l, p) ∈ L of the standardly based algebra C
then form a chain of ideals, which is a refinement of the chain of ideals Ji = CfiC. We
introduce the space J ′i spanned by all partitions where exactly i subsets contain dots of the
upper and lower row, or the intersection of that space with the relevant category algebra.
Then we have
Ji = J
′
i ⊕ Ji−1 and ı(J
′
i) = J
′
i .
By extending the cellular structures on He∗i in Examples 2.9.2 and 2.9.3 to C, we construct
similar decompositions
C≥(l,p) =
(
C≥(l,p)
)′
⊕ C≥(l,p1)
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for the refinement, where p1 is the (unique) maximal q ∈ Ll with q < p. Together with the
above decompositions, it then follows easily that [KX2, Definition 2.2] is satisfied for the
refined chain and C is hence cellular, see also [DuR, Lemma 1.2.4]. 
As ı(e∗n) = e
∗
n, [KX1, Proposition 4.3] implies the following property.
Corollary 8.6.3. The algebras Pn(δ), Bn(δ), Br,s(δ) and TLn(δ) are cellular with respect to
the restriction of ı. If the polynomials xi − 1, for i ∈ J(n), split over k, the algebra Jn(δ) is
cellular with respect to the restriction of ı.
Proposition 8.6.4. Consider any of the cellular algebras A in Corollary 8.6.3 with the
corresponding category algebra C in Lemma 8.5.3. The cell modules of A are labelled by LA :=
LC in Theorem 8.4.3, and are given by
WA(i, p) := e
∗
nWC(i, p) with WC(i, p) = C ⊗B W
0
i (p) for i ∈ IA and p ∈ Li.
Proof. We use Proposition 5.2.3. Since
e∗nC ⊗B W
0
i (p) 6= 0,
for any W 0i (p), the proposition follows from the proof of [KX1, Proposition 4.3]. 
Part III. Faithfulness of covers
9. Covers of the diagram algebras
The two main methods to prove that cell modules of a cellular algebra form a standard
system are construction of a certain quasi-hereditary 1-cover (viz. a cover-Schur algebra),
see [KN, HK]; and cellular/base stratification, see [HHKP] and Section 8.
When the diagram algebra A in Lemma 8.5.3 is Morita equivalent to C, the base strat-
ification of C solves the problem also for A. In this section, we use a combination of both
approaches above, for when A is not Morita equivalent to C. We prove that the base strat-
ified algebra C is almost always a 1-faithful cover of A, in the sense of Section 2.8. Even
though C might not be quasi-hereditary, this determines when the cell modules of A form a
standard system.
9.1. Connection with the coarse filtration. In Section 8.2, we defined the diagram alge-
bras as the endomorphism algebras of the objects of the corresponding category. Remarkably,
we can reconstruct the respective categories starting from the diagram algebra, by using the
elements {ai, bi, c
∗
i | i ∈ IA(n)} of Lemma 8.5.3.
Theorem 9.1.1. Consider an arbitrary field k, δ ∈ k and let A be P(δ), B(δ), pB(δ), J(δ)
or TL(δ). For n ∈ Z>0, set A := EndA(n). For any i, j ∈ IA(n), we have an isomorphism
HomA(j, i) →˜ HomA(Ac
∗
i , Ac
∗
j); x 7→ αx with αx(c
∗
i ) = aixbj , for x ∈ HomA(j, i).
Moreover, the composition of such morphisms on both sides agrees contravariantly.
As a special case we have the following corollary, giving an alternative description of the
category algebra C connected to the diagram algebra A.
Corollary 9.1.2. Maintain the notation of Theorem 9.1.1 and consider the category alge-
bra C := k[A≤n]. We have an isomorphism of left A-modules
Ac∗j
∼
→ HomA(j, n) = e
∗
nCe
∗
j , c
∗
j 7→ aj , for j ∈ IA(n),
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and an isomorphism of algebras
C ∼= EndA(
⊕
j∈IA(n)
Ac∗j )
op.
9.1.3. Before we prove the theorem, we elaborate on the idempotents c∗i . The partition
algebra has a filtration by two-sided ideals, known as the coarse filtration:
0 = J0 ( J1 ( J2 ( · · · ( Jn ( Jn+1 = Pn(δ),
see e.g. [Xi, Lemma 4.6]. Here, Ji is the ideal spanned by those partitions of
(9.1) S = S1 ⊔ S2 = {1, 2, . . . , n} ⊔ {1
′, 2′, . . . , n′},
where at most i−1 of the subsets contain elements of both S1 and S2, for each 1 ≤ i ≤ n+1.
Note that we have Ji = Ac
∗
i−1A for 1 ≤ i ≤ n+1. Hence, Ji is an idempotent ideal, if either
i 6= 1 or δ 6= 0. When δ = 0, we have J21 = 0.
Remark 9.1.4. When δ 6= 0, the coarse filtration is an exactly standardly stratifying chain,
even quasi-heredity when char(k) 6∈ [2, n], which leads to the corresponding properties
of Pn(δ) in Theorem C.
9.1.5. By restricting the coarse filtration of Pn(δ), we obtain coarse filtrations of Bn(δ),
Br,s(δ), Jn(δ) and TLn(δ). These coarse filtrations are based on the number of propagating
lines. The corresponding idempotents (or the nilpotent element) generating the ideals are
also given by {c∗i } in Lemma 8.5.3.
Now we start the proof of Theorem 9.1.1 with the following lemma.
Lemma 9.1.6. Let A be one of the diagram algebras in Theorem 9.1.1, with n even in case A
is Bn(δ), Jn(δ) or TLn(δ). We have an isomorphism
HomA(Ac
∗
0, A) →˜ c
∗
0A, α 7→ α(c
∗
0).
Proof. We have a monomorphism
φ : HomA(Ac
∗
0, A) →֒ A, α 7→ α(c
∗
0).
First we claim that c∗0A is contained in the image of φ. We have the A-bimodule isomorphism
Ac∗0 ⊗k c
∗
0A →˜ Ac
∗
0A; ac
∗
0 ⊗ c
∗
0b 7→ ac
∗
0b,
which is clear by construction, or follows from the cellular structure. In particular, for any
x ∈ c∗0A, the above gives rise to a morphism αx from Ac
∗
0 to A, given by αx(ac
∗
0) = ax.
Hence, φ(αx) = x, which proves the claim.
Now we will prove that the image of φ is contained in c∗0A. If c
∗
0 is an idempotent, this
follows from α(c∗0) = c
∗
0α(c
∗
0). Consider therefore (c
∗
0)
2 = 0 and some element a ∈ A in the
image of φ, so a = α(c∗0) for some α. We prove that a ∈ c
∗
0A by considering cases separately.
We will use the conventions of 9.2.6 for the elements c∗i .
Firstly, consider A = Pn(0). Observe that a must satisfy c
∗
1a = a, since c
∗
1c
∗
0 = c
∗
0. Hence,
a must be a linear combination of partitions of (9.1) where S2 = {1
′, . . . , n′} is contained in
a subset. So a = a1 + a2, where a1 is a linear combination of partitions where S2 is a subset
(hence a1 ∈ c
∗
0A) and a2 is a linear combination of partitions which have a subset which
strictly contains S2. We define u = u1 − u2, with u1, u2 partitions of (9.1) as:
(9.2) u1 := {{1, 2, . . . , n, 1
′}, {2′, 3′, . . . , n′}}, u2 := {{1, 2, . . . , n, 2
′, 3′, . . . , n′}, {1′}}.
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Since uc∗0 = 0 = ua1, we must have ua2 = 0. However, u1a2 is a linear combination of
partitions where {1′} is strictly contained in a subset, whereas u2a2 is a linear combination
of partitions where {1′} is a subset. Hence we must have u1a2 = 0 = u2a2. However, the
partition v consisting of one set satisfies vu1a2 = a2. This shows that a2 = 0 and hence
that a ∈ c∗0A.
Consider A equal to Bn(0), Jn(0) or TLn(0) with n even. As the case n = 2 is straightfor-
ward, we assume n ≥ 4. We now have that c∗2a = a. This means a is a linear combination
of diagrams with top row of the form
(9.3)
where the first two dots can be arbitrarily connected. Consider also the diagram
(9.4)
w :=
Since wc∗0 = c
∗
0 we must also have wa = a. This implies that the top rows of the dia-
grams (9.3), appearing in a, must have only caps. It now follows easily that a ∈ c∗0A.
Now set A := Br,r(0) and observe that a = c
∗
1a. We focus on the case r > 1 and define
(9.5)
v :=
which satisfies vc∗0 = c
∗
0. The conclusion follows as for the previous case. 
Proof of Theorem 9.1.1. First we prove that HomA(j, i) → HomA(Ac
∗
i , Ac
∗
j) is indeed an
isomorphism. We distinguish four different cases.
i) When c∗i and c
∗
j are idempotents, the proposed map is obviously well-defined and has
inverse α 7→ biα(c
∗
i )aj .
ii) Now assume that i = 0 and (c∗0)
2 = 0, but j > 0, so that c∗j is an idempotent. By
Lemma 9.1.6, it suffices to prove that
φ : HomA(j, 0)→ c
∗
0Ac
∗
j ; x 7→ a0xbj ,
is an isomorphism. An inverse to φ is constructed by mapping any diagram d in c∗0Ac
∗
j to d
′aj
where d′ is the diagram obtained from d by omitting the top row (essentially forgetting the
diagram a0), proving that φ is an isomorphism.
iii) The case where c∗i is an idempotent, but c
∗
j = c
∗
0 is not, follows similarly, by using
HomA(Ac
∗
i , Ac
∗
j)
∼= c∗iAc
∗
j .
iv) Finally, assume i = j = 0 and (c∗0)
2 = 0. Using the monomorphism Ac∗0 →֒ A and the
isomorphism in Lemma 9.1.6 shows that the image of the injective composition
HomA(Ac
∗
0, Ac
∗
0) →֒ HomA(Ac
∗
0, A)
∼
→ c∗0A
is the one-dimensional space c∗0A∩Ac
∗
0 = kc
∗
0. So both HomA(Ac
∗
0, Ac
∗
0) and HomA(0, 0) are
one-dimensional and it follows that the morphism in the lemma is an isomorphism.
Now take x ∈ HomA(j, i) and y ∈ HomA(k, j), so xy ∈ HomA(k, i). We claim that
αy ◦ αx = αxy.
We have αy ◦ αx(c
∗
i ) = αy(aixbj). We can take x
′ ∈ HomA(n, i) such that x
′aj = x, then
αy(aixbj) = aix
′αy(c
∗
j ) = aix
′ajybk = aixybk,
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proving the claim. 
9.2. Covers.
Theorem 9.2.1. Let C be any of the category algebras in Lemma 8.5.3 and A = e∗nCe
∗
n the
corresponding diagram algebra. Then C is a cover of A.
Proof. The condition in 2.4.1 follows from Corollary 9.1.2. 
In most cases, the cover C is Morita equivalent to A, by Theorem 8.5.1. Now we focus on
the remaining cases. Consider the full subcategory F of C-mod of modules which admit a
filtration with sections ∆(µ), µ ∈ Λ. Recall from Section 2.4 the exact functor
F := e∗nC ⊗C −
∼= e∗n− : C-mod → A-mod.
Theorem 9.2.2. Let A be Pn(0) with n > 2; Bn(0), Jn(0) or TLn(0) with n even and n > 4;
or A = Br,r(0) with r > 2. For all M,N ∈ F , the functor F induces isomorphisms
HomC(M,N) →˜ HomA(FM,FN) and Ext
1
C(M,N) →˜ Ext
1
A(FM,FN).
Hence, the cover C is 1-faithful.
Remark 9.2.3. Consider one of the algebras C in Theorem 8.4.3 under the condition that
its cell modules form a standard system. Due to the base stratification, the Schur algebra
of C can be obtained similarly to [HP, HHKP, HK]. The corresponding Schur algebra of C
is also naturally a Schur algebra of A in case C and A are Morita equivalent, but also under
the conditions in Theorem 9.2.2. This will be worked out in more detail elsewhere.
We make preparations for the proof of the theorem. The left exact functor
G := HomA(e
∗
nC,−) : A-mod → C-mod,
is right adjoint to F . Hence we have the adjoint (unit) natural transformation
η : Id→ G ◦ F.
Lemma 9.2.4. Let A be Bn(0), Jn(0) or TLn(0), for n even, Pn(0) or Br,r(0).
(1) For any M in C-mod, ηM induces an isomorphism M ∼= G ◦ F (M) if and only if
e∗0M → HomA(Ac
∗
0, e
∗
nM) : v 7→ βv, where βv(c
∗
0) = a0v,
is an isomorphism, with a0 from Lemma 8.5.3.
(2) For any M in C-mod, we have R1G ◦ F (M) = 0 if and only if
Ext1A(Ac
∗
0, e
∗
nM) = 0.
Proof. We evaluate η on M , to get the following morphism of C-modules:
ηM : M → G ◦ F (M)
∼
→ HomA(e
∗
nC, e
∗
nM); v 7→ αv, αv(c) = cv.
This restricts to vector space morphisms
ηi : e∗iM → HomA(e
∗
nCe
∗
i , e
∗
nM) for i ∈ IA.
We also introduce
ρi : HomA(e
∗
nCe
∗
i , e
∗
nM)→ e
∗
iM ; α 7→ biα(ai),
with ai, bi as in Lemma 8.5.3. Then η
i and ρi are mutually inverse if i 6= 0.
Thus we find that ηM is an isomorphism if and only if η
0 is. Part (1) then follows from
applying the isomorphism HomA(e
∗
nCe
∗
0, e
∗
nM)
∼= HomA(Ac
∗
0, e
∗
nM) from Corollary 9.1.2.
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To prove part (2), we observe that we have
R1G ∼= Ext
1
A(e
∗
nC,−)
∼= Ext1A(
⊕
j∈IA
Ac∗j ,−)
∼= Ext1A(Ac
∗
0,−),
by Corollary 9.1.2, since Ac∗j is projective for j 6= 0. 
The proof of the lemma also gives the following result.
Corollary 9.2.5. Let A be as in Lemma 9.2.4. For i 6= 0, we have
HomA(Ac
∗
i , e
∗
nM)
∼= e∗iM, for any M ∈ A-mod.
9.2.6. We fix some of the c∗i in Lemma 8.5.3. For Bn(0), Jn(0) or TLn(0) with n even, take
c∗0 = c
∗
2 =
c∗4 =
.
For A = Br,r(0), take
c∗0 := c
∗
1 :=
c∗2 :=
.
For Pn(0), take
c∗0 = {{1, 2, . . . , n}, {1
′, 2′, . . . , n′}}, c∗1 = {{1, 1
′, 2′, . . . , n′}, {2, 3, . . . , n}}, and
c∗2 = {{1, 1
′}, {2, 2′, 3′, . . . , n′}, {3, 4, . . . , n}}.
We also introduce γ = γA, where γA = 1 for A = Br,r(0) or Pn(0) and γA = 2 otherwise.
Lemma 9.2.7. Consider A equal to Bn(0), Jn(0) or TLn(0) for n even and n ≥ 4, Pn(0)
with n ≥ 2, or Br,r(0) with r ≥ 2. We have
HomA(Ac
∗
0, A/Ac
∗
0A) = 0.
Proof. This is a stronger version of Lemma 9.1.6. It can be proved using the same arguments.
Consider α : Ac∗0 → A/Ac
∗
0A and a ∈ A such that a+ Ac
∗
0A = α(c
∗
0).
For Bn(0), Jn(0) or TLn(0), we have c
∗
2c
∗
0 = c
∗
0, so we can assume that a ∈ c
∗
2A. As w in
equation (9.4) is an idempotent satisfying wc∗0 = c
∗
0, we can further assume that wa = a.
These two conditions on a show that it must be a linear combination of diagrams with n/2
caps, so a ∈ Ac∗0A and hence α = 0.
The proof for Br,r(0) is identical, by using the idempotent v in equation (9.5). Also the
proof for Pn(0) works along the same lines, by using uc
∗
0 = 0 with u = u1 − u2 in (9.2). 
Lemma 9.2.8. Let A be as in Lemma 9.2.7. There exists an exact sequence
Ac∗2γ → Ac
∗
γ → Ac
∗
0 → 0.
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Proof. First, let A be Bn(0), Jn(0) or TLn(0). The map Ac
∗
2 ։ Ac
∗
0 is defined as a 7→ ac
∗
0
for any a ∈ Ac∗2, where surjectivity follows from c
∗
2c
∗
0 = c
∗
0. Now we determine the kernel K
of this epimorphism. From the structure of c∗2 and c
∗
0 it follows that K is the spanned by all
diagrams without propagating lines and by all elements of the form d1−d2, where d1, d2 ∈ Ac
∗
2
are diagrams satisfying the following conditions. For k ∈ {1, 2}, the diagram dk has two
propagating lines, connecting 1 to ik and n to jk, giving four different dots {i1, i2, j1, j2}.
There is a cap in dk which connects dots il and jl, with {k, l} = {1, 2}. Finally, removing
these caps and propagating lines in d1 and d2 yield identical (n− 2, n− 4)-Brauer diagrams.
An example of such a d1 − d2, with i1 = 1
′, j1 = 2
′, i2 = 3
′ and j2 = 4
′, is given by
x := −
Now we claim that K = Ax. That the span of all diagrams without propagating lines is
in Ax follows easily from multiplying x with the diagram having a cup and cap connecting
the first two dots and otherwise only vertical propagating lines. For d1 − d2 ∈ K as above,
we consider the three algebras separately.
For A = Bn(0), we can consider a diagram a ∈ Sn, where 1 is connected to i1, 2 to j1, 3
to i2 and 4 to j2. It then follows easily that a can be completed such that ax = d1 − d2.
For A = TLn(0), take an arbitrary d1 − d2 as above and consider the n/2− 2 cups which
appear in both diagrams d1 and d2. It follows easily that this information determines d1−d2
uniquely, up to sign. Now we consider the unique diagram a ∈ A which contains those
n/2− 2 cups, the n/2− 2 caps which appear in c∗4 and four propagating lines. Then we find
ax = ±(d1 − d2). Finally, the case A = Jn(0) follows similarly.
As c∗4x = x, we have a surjection Ac
∗
4 ։ K, with K = Ax, proving the exact sequence.
For the two remaining algebras one proves, similarly to the above, that the kernel of Ac∗1 ։
Ac∗0 is generated by x = c
∗
2x, given by
x := −
for A = Br,r(0), and by
x := {{1, 1′}, {2, 3, . . . , n}, {2′, 3′, . . . , n′}} − {{1′}, {2, 3, . . . , n}, {1, 2′, 3′, . . . , n′}},
for A = Pn(0). 
Lemma 9.2.9. For A as in Lemma 9.2.4, let Di := e
∗
nC ⊗B He
∗
i . Then
Di ∼= Ac
∗
i /Ac
∗
i−γAc
∗
i , for i ∈ IA.
Proof. Set f ′ =
∑
j<i e
∗
j and f = f
′ + e∗i . Lemma 3.2.6 and equation (3.16) then imply that
C ⊗B He
∗
i
∼= (C/Cf ′C) f.
By Corollary 9.1.2, the A-module e∗nC ⊗B He
∗
i is a quotient of Ac
∗
i . Furthermore, the sub-
module e∗nC
∑
j<i e
∗
iCe
∗
i corresponds precisely to the submodule in Ac
∗
i spanned by diagram
which have strictly fewer than i propagating lines (subsets which contain dots on both lines).
This is precisely Ac∗i−γAc
∗
i . 
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Proposition 9.2.10. For A in Lemma 9.2.7, the unit η : Id→ G ◦F induces isomorphisms
G ◦ F (∆(i, ν)) ∼= ∆(i, ν), for all i ∈ IA and ν ∈ Λi.
Proof. First we prove the case i = 0. We have ∆(0, ∅) ∼= Ce∗0 and F∆(0, ∅)
∼= Ac∗0 by
Lemma 9.2.9. Lemma 9.2.4(1) applied toM = Ce∗0 shows that ηM is indeed an isomorphism,
by Theorem 9.1.1 for i = j = 0.
For i > 0, we have e∗0∆(i, ν) = 0 for all ν ∈ Λi, so by Lemma 9.2.4(1), we only need to
prove
(9.6) HomA(Ac
∗
0, e
∗
n∆(i, ν)) = 0.
Recall that He∗γ is a group algebra and hence self-injective. In particular, for any simple
module L0(γ, ν) of He∗γ we have L
0(γ, ν) →֒ He∗γ and consequently e
∗
n∆(γ, ν) →֒ Dγ . By
Lemma 9.2.9, Dγ is a direct summand of A/Ac
∗
0A. Hence Lemma 9.2.7 implies
HomA(Ac
∗
0, Dγ) = 0.
Thus the above equation implies equation (9.6), concluding the case i = γ. Finally, for i > γ,
we use Lemma 9.2.8, which implies that the left-hand side of equation (9.6) is a subspace
of HomA(Ac
∗
γ, e
∗
n∆(i, ν)), which is equal to e
∗
γ∆(i, ν) by Corollary 9.2.5. Now e
∗
γ∆(i, ν) = 0
since i > γ, and equation (9.6) is again satisfied. 
9.2.11. From now on we will assume that for A equal to Bn(0), Jn(0) or TLn(0) we have
n > 4. This allows to introduce diagrams y1, y2 ∈ A as
y1 := y2 :=
Similarly, for A = Br,r(0) we will assume r > 2, which allows to introduce
y1 := y2 :=
For all four algebras a direct computation shows that
(9.7) x = y1x− y2x,
with x as introduced in the proof of Lemma 9.2.8.
For A = Pn(0), we will assume that n > 2, and we introduce y ∈ A,
y := {{1, 1′}, {2, 2′}, {3, 4, . . . , n}, {3′, 4′, . . . , n′}}−
{{1, 1′}, {2′}, {3, 4, . . . , n}, {2, 3′, 4′, . . . , n′}}+ {{1′}, {1, 2′}, {3, 4, . . . , n}, {2, 3′, 4′, . . . , n′}}.
It follows immediately that yx = 0.
Lemma 9.2.12. Let A be as in Theorem 9.2.2. Then
Ext1A(Ac
∗
0, Ac
∗
0) = 0.
Proof. First we will prove HomA(Ax,Ac
∗
0) = 0. Consider φ : Ax→ Ac
∗
0 and a := φ(c
∗
0).
First, let A be Bn(0), Jn(0) or TLn(0), the case Br,r(0) is proved similarly. As c
∗
4x = x,
we have a ∈ c∗4Ac
∗
0. By equation (9.7), we must have
a = y1a− y2a.
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This means that a is a linear combination of diagrams which have the n/2 caps of c∗0, the
n/2− 2 cups of c∗4 and another cup connecting either 1
′, 2′, or 3′, 4′. The only such diagram
is c∗0. However, y1c
∗
0 = y2c
∗
0 and hence a = 0.
For A = Pn(0), we have a ∈ c
∗
2Ac
∗
0, with dim c
∗
2Ac
∗
0 = 2. With y from 9.2.11, we must
have ya = 0. It follows by direct computation that ya = 0 for a ∈ c∗2Ac
∗
0 implies a = 0.
Hence, in every case we have indeed, HomA(Ax,Ac
∗
0) = 0. Recall the short exact sequence
(9.8) 0→ Ax→ Ac∗γ → Ac
∗
0 → 0
from the proof of Lemma 9.2.8. This implies an exact sequence
(9.9) HomA(Ax,M)→ Ext
1
A(Ac
∗
0,M)→ 0,
for any A-module M , as Ac∗γ is projective. As we established that HomA(Ax,Ac
∗
0) = 0, the
statement follows. 
Lemma 9.2.13. Let A be as in Theorem 9.2.2. Then
Ext1A(Ac
∗
0, Ac
∗
2γ/Ac
∗
γAc
∗
2γ) = 0.
Proof. We will prove HomA(Ax,Ac
∗
2γ/Ac
∗
γAc
∗
2γ) = 0, then the statement follows from (9.9).
Consider φ : Ax→ Ac∗2γ/Ac
∗
γAc
∗
2γ and a := φ(c
∗
0).
First, let A be Bn(0), Jn(0) or TLn(0), the case Br,r(0) is proved similarly. As c
∗
4x = x,
we have a ∈ c∗4A/(Ac
∗
2)c
∗
4. By equation (9.7), we must have
a = y1a− y2a.
This means that a is represented by a linear combination of diagrams, where each contains
4 propagating lines, the n/2− 2 cups and caps of c∗4, but also either the cup connecting 1
′, 2′
or 3′, 4′. This is an inconsistency, so a = 0.
For A = Pn(0), the dimension of c
∗
2(A/Ac
∗
0A)c
∗
2 is 2. It follows quickly that no non-zero
element a satisfies ya = 0, so a = 0. 
Lemma 9.2.14. Let A be as in Theorem 9.2.2. Then
Ext1A(Ac
∗
0, Ac
∗
γ/Ac
∗
0Ac
∗
γ) = 0.
Proof. Set M := Ac∗γ/Ac
∗
0Ac
∗
γ. The short exact sequence (9.8) and Lemma 9.2.7 imply a
short exact sequence
0→ HomA(Ac
∗
γ ,M)→ HomA(Ax,M)→ Ext
1
A(Ac
∗
0,M)→ 0.
We will prove that for each algebra,
dimHomA(Ax,M) ≤ d := dim c
∗
γ(A/Ac
∗
0A)c
∗
γ = dimHe
∗
γ,
proving that the extension group must vanish.
First, let A be Bn(0), Jn(0) or TLn(0), the case Br,r(0) is proved similarly. If a is the
image of x under a morphism Ax→M , then, by equation (9.7), we have
a = c∗4a and a = y1a− y2a.
Hence a must be represented by a linear combinations of diagrams, containing the n/2 − 1
caps of c∗2, the n/2−2 cups of c
∗
4 and a cup which either connects 1
′, 2′ or 3′, 4′. The dimension
of the space of such a is 4 for Bn(0) and Jn(0) and 2 for TLn(0). In each case, imposing the
actual condition that a = y1a− y2a, leaves half of the dimensions. For each case, this yields
precisely d.
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For A = Pn(0), we have d = 1 and the dimension of c
∗
2(A/Ac
∗
0A)c
∗
1 is 3. The subspace of
elements that are annihilated by left multiplication with y also has dimension 1. 
Proposition 9.2.15. Maintain the notation and assumptions of Theorem 9.2.2. We have
R1G ◦ F (∆(i, ν)) = 0, for all i ∈ IA and ν ∈ Λi.
Proof. By Lemma 9.2.4(2), it suffices to prove that
(9.10) Ext1A(Ac
∗
0, e
∗
n∆(i, ν)) = 0.
By Lemma 9.2.8, this space is a subquotient of
HomA(Ac
∗
2γ , e
∗
n∆(i, ν)),
which is zero when i > 2γ, by Corollary 9.2.5. Hence we focus on i ∈ {0, γ, 2γ}.
By Lemma 9.2.9, we have e∗n∆(0, ∅)
∼= Ac∗0, so (9.10) is satisfied for i = 0 by Lemma 9.2.12.
As He∗i is self-injective, for Di in Lemma 9.2.9, we have a short exact sequence
0→ e∗n∆(i, ν)→ Di → Qν → 0,
where Qν has a filtration with sections e
∗
n∆(i, ν
′) with ν ′ ∈ Λi. This gives an exact sequence
HomA(Ac
∗
0, Qν)→ Ext
1
A(Ac
∗
0, e
∗
n∆(i, ν))→ Ext
1
A(Ac
∗
0, Di).
If i 6= 0, the left-hand space is zero by (9.6). For i ∈ {γ, 2γ}, the right-hand side is zero by
Lemmata 9.2.13 and 9.2.14. Hence the middle term is zero and (9.10) is satisfied. 
Proof of Theorem 9.2.2. By Proposition 9.2.15, we have
R1G(FM) = Ext
1
A(e
∗
nC, FM) = 0, for any M ∈ F .
Consider a short exact sequence M1 →֒ M ։M2, with Mi (and hence also M) in F . Using
the above vanishing of cohomology, we find a commutative diagram with exact rows
(9.11) 0 // M1 //
ηM1

M //
ηM

M2 //
ηM2

0
0 // GFM1 // GFM // GFM2 // 0.
This implies that, if ηM1 and ηM2 are isomorphisms, so is ηM . Proposition 9.2.10 can then
be used to prove, by induction on the length of the filtration that we have
ηM : M →˜ G ◦ F (M),
for any M ∈ F . Hence, we have an isomorphism
HomC(M,N) ∼= HomC(M,G ◦ F (N)) ∼= HomA(FM,FN),
induced by F . Now we consider arbitrary M1,M2 ∈ F . The morphism
F : Ext1C(M2,M1)→ Ext
1
A(FM2, FM1)
has left inverse induced by G, by (9.11). As furthermore F ◦G ∼= Id, the above morphism is
an isomorphism. This concludes the proof. 
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9.3. Cell modules and standard systems.
Theorem 9.3.1. Assume that the field k is algebraically closed. Let A be Bn(0), Jn(0)
or TLn(0) with n even, Pn(0) or Br,r(0). The cell modules of the cellular algebra A form a
standard system if and only if the following condition is satisfied.
algebra A condition
Pn(0) n > 2 and char(k) 6∈ {2, 3}
Bn(0) n 6∈ {2, 4} and char(k) 6∈ {2, 3}
Jn(0) n 6∈ {2, 4} and char(k) 6∈ [2, n/2]
TLn(0) n 6∈ {2, 4}
Br,r(0) r > 2 and char(k) 6∈ {2, 3}
First we prove the following lemma.
Lemma 9.3.2. The cell modules of
(1) B2(0), J2(0), TL2(0) and B1,1(0) do not form a standard system, for any partial order;
(2) B4(0), J4(0), TL4(0), P2(0) and B2,2(0) do not form a standard system.
Proof. First we prove part (1), we have
TL2(0) ∼= B1,1(0) ∼= k[x]/(x
2).
The only cellular structure on this algebra gives two cell modules which are isomorphic. If
char(k) 6= 2, we have
B2(0) ∼= J2(0) ∼= k[x]/(x
2)⊕ k,
so the result follows as above. If char(k) = 2, the algebra B2(0) ∼= J2(0) has two isomorphic
cell modules, induced from the sign and trivial kS2-module, by Proposition 8.6.4.
Now we prove part (2). We have c∗2γ = 1 and, as c
∗
γ is an idempotent, equation (9.8)
implies
HomA(Ax,A/Ac
∗
γA)
∼= Ext1(Ac∗0, A/Ac
∗
γA).
As Ac∗0
∼= W (0, ∅) and A/Ac∗γA has a filtration with sections of the form W (2γ, ν) with ν ∈
L2γ , the right-hand side must be zero in order to have a standard system for (L,≤). However,
we claim that there exists a non-zero morphism
φ : Ax→ A/Ac∗γA.
For A = TL4(0), we have A/Ac
∗
2A
∼= k and we can set φ(x) = 1. For A = P2(0) we have
A/Ac∗1A
∼= kS2 and we can set φ(x) = 1 − s, for s the generator of S2. The other cases are
left as an exercise. 
Proof of Theorem 9.3.1. By Proposition 8.6.4, under the conditions in Theorem 9.2.2, the
cell modules of A form a standard system if and only if the cell modules of C form a standard
system. The necessary and sufficient condition for the latter is given in Theorem 8.4.3.
For the remaining cases, i.e. when Theorem 9.2.2 is not applicable, the cell modules do
not form a standard system by Lemma 9.3.2. 
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Appendix A. Stratified algebras
A.1. Homological stratification. We have the following alternative characterisations of
standardly and/or exactly stratifying ideals.
Lemma A.1.1. Consider an idempotent ideal J = AeA in A.
(1) The ideal J is standardly stratifying (AJ is projective) if and only if
• multiplication induces an A-bimodule isomorphism Ae⊗eAe eA →˜ J , and
• the left eAe-module eA is projective.
(2) The ideal J is exactly stratifying (JA is projective) if and only if
• multiplication induces an A-bimodule isomorphism Ae⊗eAe eA →˜ J , and
• the right eAe-module Ae is projective.
Proof. We prove part (1), as part (2) then follows from considering Aop. If Ae⊗eAe eA →˜ J ,
then the left A-module J is induced from the left eAe-module eA. If the latter is projec-
tive then AJ is also projective, so the ideal J is standardly stratifying. If J is standardly
stratifying, the conclusion follows from the proof of [CPS2, Remark 2.1.2(b)]. 
An exact stratification of an algebra A is a chain (2.4) of ideals such that Ji/Ji−1 is
exactly stratifying in A/Ji−1, see 2.6.1(0), for 1 ≤ i ≤ m. For a chain (2.4) we consider
the algebras A(i) as in Remark 2.6.5 and we identify A(i)-modules with fi+1Afi+1-modules
having trivial fi+1Jifi+1-action. The following principle is well-known.
Lemma A.1.2. Consider an algebra A with an exact stratification (2.4). For any A(l)-
module M and A(j)-module N , with 0 ≤ l ≤ j ≤ m − 1, let M˜ := Afl+1 ⊗fl+1Afl+1 M
and N˜ := Afj+1 ⊗fj+1Afj+1 N . Then
ExtkA(M˜, N˜)
∼= δjl Ext
k
A(l)(M,N), for any k ∈ N.
Proof. First we claim that JlM˜ = 0 = JlN˜ . It suffices to show that fl acts as zero. Now fl
is included in fj+1Jlfj+1, since l ≤ j. Action of fj+1Jlfj+1 on N˜ gives
fj+1Jlfj+1 ⊗fj+1Afj+1 N = 0.
This observation and [CPS2, equation (2.1.2.1)] imply
ExtkA(M˜, N˜)
∼= ExtkA/Jl(M˜, N˜).
Consider the functors
Υi = (A/Ji)fi+1 ⊗A(i) − : A
(i)-mod→ A/Ji-mod.
By Lemma A.1.1(2) these are exact. As A/Jl-modules we have M˜ ∼= ΥlM , and as A/Jj-
modules N˜ ∼= ΥjN. Since the exact functor Υl is left adjoint to the exact functor fl+1−, we
have
ExtkA/Jl(M˜, N˜)
∼= ExtkA(l) (M, fl+1ΥjN) .
Since we have
fl+1(A/Jl)fj+1 =
{
0 for l < j,
A(l) for l = j,
we find flΥl ∼= Id and flΥj = 0 if l < j, which concludes the proof. 
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A.2. Equivalence of ring and module theoretic definitions. In case the quasi-order
 is total, Definitions 2.7.1 and 2.7.4 agree. We give an overview of where this is proved,
and use the numbering corresponding to Definitions 2.7.1 and 2.7.4.
(1) This is [CPS2, Theorem 2.2.3].
(2) By [Fr, Proposition 7], Definition 2.7.4(2) is equivalent to demanding that Defini-
tion 2.7.4(1) holds both for A and Aop. By definition the same relation holds between
Definition 2.7.1(1) and (2). So this case follows from the above case (1).
(3) Both in Definitions 2.7.1 and 2.7.4 we find that going from (1) to (3) only corresponds
to restricting from quasi-orders to orders, see Remark 2.7.3. This case thus also
follows from (1).
(4) As above, this case follows from case (2) by going from quasi-orders to orders. Al-
ternatively one can apply results in [Dl, Theorem 5].
(5) This is [CPS1, Theorem 3.6].
A.3. Comparison with Kleshchev’s terminology. For any class B of Noetherian, posi-
tively graded, connected algebras, Kleshchev introduced in [Kl, Section 6] the notions of B-
standardly stratified, B-properly stratified and B-quasi-hereditary algebras. Even though
the aim of [Kl] is to study infinite dimensional and graded algebras, the definitions also
cover all the cases in Definition 2.7.1. Therefore, we assume that every grading is reduced
to the zero component and introduce the classes S ⊂ L ⊂ D, where D contains the finite
dimensional unital algebras, L the quasi-local algebras and S the semisimple algebras. Then
we have the following identification between our notions and those in [Kl]:
B = D B = L B = S
B-standardly standardly strongly standardly quasi-
stratified stratified stratified hereditary
B-properly exactly standardly properly quasi-
stratified stratified stratified hereditary
B-quasi properly properly quasi-
-hereditary stratified stratified hereditary
This follows by comparing [Kl, Definitions 6.1 and 6.2] with 2.6.1, using Lemma A.1.1.
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