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Abstract
In [A. Melman, Geometry and convergence of Euler’s and Halley’s methods, SIAM Rev. 39(4) (1997) 728–735] the geometry and
global convergence of Euler’s and Halley’s methods was studied. Now we complete Melman’s paper by considering other classical
third-order method: Chebyshev’s method. By using the geometric interpretation of this method a global convergence theorem is
performed. A comparison of the different hypothesis of convergence is also presented.
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1. Introduction
We consider the problem of ﬁnding the zeros of a given function f , that is, ﬁnding the values x∗ for which f (x∗)=0.
To approximate these equations we can use iterative methods. One of the most studied is Newton’s method,
xn+1 = xn − f (xn)
f ′(xn)
. (1)
The geometric interpretation of Newton’s method is well known, given an iterate xn, the next iterate is the zero of
the tangent line
y(x) − f (xn) = f ′(xn)(x − xn),
to the graph of f at (xn, f (xn)).
Newton’s iteration can be considered as a ﬁxed-point iteration
xn+1 = N(xn), N(x) = x − f (x)
f ′(x)
.
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In general, an iterative method xn+1 =(xn) is of pth-order if the solution x∗ satisﬁes x∗ =(x∗), ′(x∗) = · · · =
(p−1)(x∗) = 0 and (p)(x∗) = 0. For such a method, the error |x∗ − xn+1| is proportional to |x∗ − xn|p as n → ∞.
It can be shown that the number of signiﬁcant digits is multiplied by the order of convergence (approximately) by
proceeding from xn to xn+1. For instance, Newton’s method has quadratic convergence (order two) for simple roots.
The following well-known theorem, giving enough conditions for the global convergence of Newton’s method,
follows easily from its geometric interpretation.
Theorem 1. Let f ′′ be continuous on an interval J , containing a root x∗ of f ; let f ′ = 0 and f ′′0 or f ′′0 on J .
Then Newton’s method converges monotonically to x∗ from any point x0 ∈ J such that f (x0)f ′′(x0)0.
In [4] Melman analyzes the geometry and global convergence of two classical third-order iterative schemes: Euler’s
and Halley’s methods. These methods are obtained, respectively, by considering a parabola and an hyperbola in the
following way:
y(x) = ax2 + bx + c
and
axy(x) + y(x) + bx + c = 0.
Then if we impose the following tangency conditions at a point xn:
y(xn) = f (xn), y′(xn) = f ′(xn) and y′′(xn) = f ′′(xn), (2)
we have
y(x) = f
′′(xn)
2
(x − xn)2 + f ′(xn)(x − xn) + f (xn)
and
y(x) − f (xn) − f ′(xn)(x − xn) − f
′′(xn)
2f ′(xn)
(x − xn)(y(x) − f (xn)) = 0,
respectively.
The next iterate xn+1 in both methods is obtained by calculating the intersection of the tangent curve with the
OX-axis. The corresponding iterative schemes are the following sequences1 :
xn+1 = xn − 1 −
√
1 − 2Lf (xn)
f ′′(xn)/f ′(xn)
, n0
and
xn+1 = xn − 22 − Lf (xn)
f (xn)
f ′(xn)
, n0,
that is, the well-known Euler’s and Halley’s methods, respectively (see [4,5]).
In [4] we can ﬁnd the following global convergence results for Euler’s and Halley’s methods:
Theorem 2. Let f ′′′ be continuous, f ′ = 0, and f ′f ′′′0 on an interval J containing a root x∗ of f . Then Euler’s
method converges monotonically to x∗ from any point of the interval.
Theorem 3. Let f ′′′ be continuous, f ′ = 0, and ((f ′)−1/2)′′0 on an interval J containing a root x∗ of f with
= sgn(f ′). Then Halley’s method converges monotonically to x∗ from any point of the interval.
1 Throughout this paper we denote
Lf (x) = f (x)f
′′(x)
f ′(x)2
.
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The aim of this paper is to complete Melman’s study by considering other classical third-order method: Chebyshev’s
method.
In what follows, we consider Chebyshev’s method. As we shall see later on, this method has similar geometric
interpretation as before. With Halley’s scheme, they are the most studied third-order methods in the literature. We
derive sufﬁcient conditions for its global convergence by using its geometric interpretation and compare the different
hypothesis.
The paper consist on two parts: in the ﬁrst one we present the geometric interpretation of the mentioned iterative
method and we analyze its global convergence. In the second one, some comparisons are discussed.
2. Geometry and convergence of Chebyshev’s method
Chebyshev’s method is obtained by quadratic interpolation of the inverse function of f , in order to approximate
f −1(0) [6]. But it also admits a geometric derivation, from a parabola in the form
ay(x)2 + y(x) + bx + c = 0, (3)
that after the imposition of the tangency conditions (2) can be written
− f
′′(xn)
2f ′(xn)2
(y(x) − f (xn))2 + y(x) − f (xn) − f ′(xn)(x − xn) = 0.
By calculating the intersection of this parabola with the OX-axis we obtain the next step of Chebyshev’s method
xn+1 = xn −
(
1 + 1
2
Lf (xn)
)
f (xn)
f ′(xn)
.
We refer to [1] for the geometric interpretation of other third-order methods.
By using the geometric interpretation of Chebyshev’s method, we can obtain the following global convergence
theorem.
Theorem 4. Let f ′′′ be continuous on an interval J containing a root x∗ of f , let f ′ = 0, Lf (x)> − 2 and
((/f ′(x))2)′′0 in J , with = sgn(f ′). Then Chebyshev’s method converges monotonically to x∗ from any point of
the interval.
Proof. We suppose f ′ > 0 (for f ′ < 0 the proof is similar).
First, we begin from a point on the left of x∗, xx∗.
We would like to show that the intersection x̂ of the parabola y(x) given in (3) with the OX-axis will be in [x, x∗].
By hypothesis Lf (x)> − 2, in particular, x x̂.
Thus, it will be enough, if for xx, we can proof that
y(x) = −1 +
√
1 − 4a(bx + c)
2a
f (x). (4)
In this case, we will obtain a monotonic increasing sequence, bounded from above by x∗, then it converges at the
limit x∗. So, because the construction of the method and the continuity of f the convergence is obtained, = x∗.
Inequality (4) is equivalent to
−1 + √1 − 4a(bx + c)
2a
− −1 +
√
1 − 4a(bx + c)
2a
f (x) − f (x)
or ∫ x
x
−b√
1 − 4a(bt + c) dt
∫ x
x
f ′(t) dt . (5)
As f ′ > 0 then for hypothesis ((1/f ′)2)′′0 in J , i.e., (1/f ′)2 is convex, and therefore(
1
f ′(x)
)2
 1 − 4a(bx + c)
(−b)2 ,
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Fig. 1. “f ′(x)> 0, f (x)y(x), x ∈ [x, x∗].”
because (1 − 4a(bx + c))/(−b)2 approximates (1/f ′(x))2 up to second order.
Thus,
−b√
1 − 4a(bx + c)f
′(x)> 0
and consequently the relation (5) holds.
Finally, if we begin from a point on the right of the root, we will obtain (−1 + √1 − 4a(bx + c))/2af (x) and
the convergence will be monotonic from the right (Fig. 1). 
3. A comparison of the sufﬁcient conditions for global convergence
In the situation where the sufﬁcient conditions of all theorems hold, Newton’s method will always produce a smaller
step than third-order methods. The reason for this is that when f is convex (concave), the tangent to the function at the
approximation point always lie below (above) those third-order approximations (see [4]).
In the Theorem 4, in comparison with Theorems 2 and 3„ we can see the “extra” condition Lf (x)> − 2. This,
hypothesis is necessary as we can see in the following example:
Example 1. Let us consider f (x) = x2 − 1, J = (0, 2), x∗ = 1 and x = 14 .
In this case, f ′(x)= 2x > 0, f ′′′(x)= 0, = 1, (1/(f ′(x))2)′′ = 3/2x4 > 0, but the intersection of the parabola y(x)
given in (3) with the OX-axis is
x̂ = 14 − 111532 = −4.90625 /∈ J .
On the other hand, “a priori” we need similar conditions for Euler’s and Halley’s methods. Indeed, that Lf (x) 12
and Lf (x)2, respectively. Nevertheless, these conditions are consequence of the rest of conditions appearing in the
theorems and the particular forms of these methods. We analyze the situation for Halley’s method (similar arguments
work for Euler’s method).
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Let f ′′′ be continuous, f ′ = 0 on an interval J containing a root x∗ of f . We suppose f ′ > 0 (for f ′ < 0 the proof
is similar).
We begin from a point on the left of x∗, xx∗ (for a point on the right, the proof is similar). Thus, f (x)< 0.
Let y(x) = a + b/(x + c) the hyperbola used in Halley’s method. We would like to check if it is possible that the
intersection x̂ of the hyperbola y(x) with the OX-axis can be on the left of x.
From the deﬁnition of Halley’s method, x̂ − x < 0 if and only if
Lf (x) = f (x)f
′′(x)
f ′(x)2
> 2, (6)
in particular, it is necessary that f (x)f ′′(x)0, thus f ′′(x)0.
By deﬁnition of x and x̂, we have y(̂x) = 0, f (x) = y(x), f ′(x) = y′(x) and f ′′(x) = y′′(x).
Using a Taylor’s expansion around x, we obtain
0 = y(̂x) = y(x) + y′(x)(̂x − x) + y
′′(x)
2
(̂x − x)2 + y
′′′()
6
(̂x − x)3. (7)
Since y′′′(x) = −6b/(x + c)4 and y′(x) = −b/(x + c)2, then y′′′(x)> 0 as y′(x). Moreover, x̂ − x < 0, y(x)< 0,
y′(x)> 0 and y′′(x)< 0, in particular, the right part of Eq. (7) is less than zero and this is a contradiction. Therefore,
it is not possible that
f (x)f ′′(x)
f ′(x)2
> 2.
In certain cases, it is possible to compare the third-order methods. Considering, for instance, the case f ′(x)> 0 and
that Lf (x)> − 2, the conditions of the Theorems 3 and 4 are equivalent to
3
2f
′′(x)2f ′(x)f ′′′(x),
3f ′′(x)2f ′(x)f ′′′(x),
respectively. The condition of the Theorem 2 is f ′′′(x)0, that is, the strongest one.
For the Theorems 3 and 4 the convergence conditions could also have been written in terms of the function
Lf ′(x) = f
′(x)f ′′′(x)
f ′′(x)2
.
Indeed, one can write these conditions as
3
2Lf ′(x), (8)
3Lf ′(x). (9)
Here we have obtained for the case f ′(x)> 0 the global convergence in terms of Lf ′(x). Our results agree with
some particular cases in the more general study of Chebyshev’s method given in [2,3].
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