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We use special quadrature formulas for singular and hypersingular integral to numerically solve
the Schro¨dinger equation in momentum space with the linear confinement potential, Coulomb and
Cornell potentials. It is shown that the eigenvalues of the equation can be calculated with high
accuracy, far exceeding other calculation methods. Special methods of solution for states with zero
orbital angular momentum are considered.
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I. INTRODUCTION
A numerical study of some relativistic QCD-motivated
models is reduced to solving the problems in momentum
space (for instance, Bethe–Salpeter equation [1], spinless
Salpeter equation [2], CST model [3], Poincare´-invariant
quantum mechanics (or relativistic Hamiltonian dynam-
ics) approach for description of bound states [4] and oth-
ers. Typically these integral equations are an integral
equations and reduced to the Schro¨dinger equation in
the nonrelativistic limit.
Advantages of using momentum representation for
solving physics problems have long attracted the atten-
tion of researchers for a long time[5, 6]. In momen-
tum space, in contrast to coordinate space, relativis-
tic effects are much simpler. For example there is no
need for additional constructions related to the defini-
tion of the relativistic kinetic energy operator T (k) =√
k2 +m21 +
√
k2 +m22 −m1 −m2.
The momentum space code has an additional advan-
tage of being easily adaptable to relativistic equations. It
is also relatively easy to obtain a relativistic interaction
potential with the use of appropriate elastic scattering
amplitudes [7], since the calculation is carried out ini-
tially in momentum space, which here arises naturally.
In momentum space formulation is also flexible means
of incorporating such dynamical effects as finite size of
particles, vacuum polarization and so on.
However, the problem of using momentum space is ag-
gravated by the fact that even the simplest interaction
potentials in the momentum representation lead to inte-
grals with singularities.
At present, there are many papers devoted to the solu-
tion of integral equations for bound states with singular
kernels. So in the Refs. [8–14] various methods of numer-
ical solution of equations with a logarithmic singularity
are developed.
Equations with linear confinement potentials contain-
ing a double-pole singularity are considered in Refs.
[6, 15–22]. The subtraction technique (Lande´-subtracted
approach) that isolates the singularity in an integral that
can be evaluated analytically is most often used.
Therefore, the accuracy of solutions for a number of
problems with Coulomb and linear confining potentials
was relatively low (10−4÷ 10−6) [11, 17–19], though it is
possible to reach a higher accuracy in coordinate space
∼ 10−11 ÷ 10−13 [23].
The problem of accuracy in calculating characteristics
of the bound quantum systems has more than just an
academic nature. A high precise calculation of various
energy corrections of the hydrogen-like systems is an rel-
evant problem since the experimental measurements of
such values are performed with high accuracy ∼ 10−13
[24, 25].
Thus, when calculating characteristics of the bound
quantum systems, one should allocate the problem of de-
veloping computational methods and the development of
mathematical methods, which would allow one to sim-
plify the calculation schemes and obtain results with a
high degree of accuracy required for the experiment.
The most promising method to increase the accuracy
of solution of integral equations of bound systems with
singular kernels, is the method of quadratures, where the
weight factors depend upon the location of the singular-
ity.
The idea of inclusion of singularities into the weight
factors is not new and it is actively used in the numer-
ical calculations of singular integrals [26–29, et al.]. In
[30], such an approach was used in solving Schro¨dinger
equation with the Coulomb potential (logarithmic sin-
gularity), which allowed one to increase an accuracy of
solution up to ∼ 10−13 ÷ 10−14.
The aim of this work is to develop methods for the
precision calculation of energy spectra of the Schro¨dinger
equation in the momentum representation with Coulomb,
linear confining, and Cornell potentials.
This paper is organized as follows. In the Sec. II we
review the elements of the method for solving integral
equations using quadrature formulas. In the Sec. III we
present Lande´-subtracted method of solving equations
with singular kernels.
In Sec. IV quadrature scheme for the numerical calcu-
lation of singular integrals are presented. In the section,
a method for obtaining quadrature formulas for integrals
2in which singularities are included in weight factors is
given. The weight factors are calculated analytically for
various versions of the integrands using Chebyshev poly-
nomials in Sec. V.
In Sec. VI, VII and VIII we review the numerical re-
sults of the Coulomb, linear confinement and Cornel po-
tentials in momentum space with the help of quadrature
rules that were obtained in Sec. V. In Sec. IX we sum-
marize our results and draw our conclusions.
A subtraction term for the logarithmic singularity is
given in Appendix A. The Appendix B contains a brief
information about the Chebyshev polynomials needed for
calculating quadrature formulas.
The formulas needed to solve the Schro¨dinger equation
in the coordinate space by the variational method are
presented in Appendix C. Hereafter ~ = c = 1 units are
adopted.
II. THE METHOD OF SOLVING INTEGRAL
EQUATIONS
In coordinate space the quantum system with reduced
mass µ and the binding energy E obeys the Schro¨dinger
equation
− ∇
2
2µ
ψ (r) + V˜ (r)ψ (r) = E ψ (r) . (1)
Applying the Fourier transformations according to
φ (k) =
∫
ψ (r) eik·rdr , (2)
ψ (r) =
∫
φ (k) e−ik·rdk , (3)
one obtains a Eq. (1) in momentum space
k
2
2µ
φ (k) +
∫
V (k− k′)φ (k′) dk′ = E φ (k) . (4)
The Schro¨dinger equation (4) for centrally symmetric
potentials V˜ (|r|) = V˜ (r) after partial expansion can be
written as follows:
k2
2µ
φnℓ(k) +
∫ ∞
0
Vℓ(k, k
′)φnℓ(k
′)k′2dk′
= Enℓφnℓ(k) , k = |k| , (5)
where wave function φnℓ(k) is the radial part of φ (k) and
Vℓ(k, k
′) denotes the ℓ-th partial wave projection of the
centrally symmetric potential
Vℓ(k, k
′) =
2
π
∫ ∞
0
jℓ (k
′ r) jℓ (kr) V˜ (r) r
2dr, (6)
where jℓ (x) is the spherical Bessel function .
The numerical solution of integral equation (5) will
be turned into a finite matrix equation with help of the
quadrature formulas for the integrals in this equation.
At the first stage we make the transition from the semi-
infinite interval of integration (0,∞[ to the “standard”
interval [−1, 1] by means of the change of variables∫ ∞
0
f (k) dk =
∫ 1
−1
f (k(t))
dk
dt
dt . (7)
The function k (t) satisfies the boundary conditions
k (t = −1) = 0 , k (t = 1) =∞ . (8)
Among various possibilities, the following mappings of
the domain (0,∞) onto (−1, 1) are used more frequently
[3, 18, 19, 31, 32]:
k(t) = β0
1 + t
1− t , (9)
k(t) = β0
√
1 + t
1− t (10)
or
k(t) = −β0 log
∣∣∣∣1− t2
∣∣∣∣ ,
k(t) = β0 tan
[π
4
(1 + t)
]
, (11)
where β0 is a numeric parameter. It can be used for the
additional control of the convergence rate of numerical
process.
The standard approach is based on the approximation
of integral (7) by means of the quadrature formula∫ ∞
0
f (k) dk ≈
N∑
j=1
ω˜j f (kj) , (12)
where N is the number of abscissas and the ω˜j are related
to the tabulated ωj weight factors for the interval (−1, 1)
by the relationship: ω˜j = (dk/dt)j ωj .
Now that we have approximated the integral by this
finite sum, we can take the momentum variable k equal
to the abscissas. As a result, the numerical solution of
integral equation (5) can be reduced to the eigenvalue
problem for the matrix H which arises when using the
quadrature formulas of type (12) for the integrals:
N∑
j=1
H (ki, kj)φ(kj) =
N∑
j=1
Hijφj = E
(N)φi , (13)
where E(N) ≈ Enℓ and the matrix-elementsHij are given
by:
Hij =
k2j
2 µ
δi,j + w˜j k
2
j Vl(ki, kj) . (14)
However, the description of bound states in momen-
tum space has a singular kernel for both the Coulomb
and linear confinement potentials. Let us illustrate this
statement.
3The Coulomb potential
V˜ (r) = −α
r
(15)
in momentum space has the form
Vℓ(k, k
′) = − αQℓ(y)
π(kk′)
, (16)
where the coupling parameter α is dimensionless.
Parameter y in (16) is the combination of momenta
y =
k2 + k′
2
2kk′
, (17)
and the Qℓ(y) is Legendre polynomial of the second kind:
Qℓ(y) = Pℓ(y)Q0(y)− wl−1(y) , (18)
Q0(y) =
1
2
log
∣∣∣∣1 + y1− y
∣∣∣∣ ,
wl−1(y) =
l∑
n=1
1
n
Pn−1(y)Pl−n(y) . (19)
In Eq. (18) Pℓ(y) is the Legendre polynomial of the first
kind.
From (18) and (19) it follows that potential (16) has a
logarithmic singularity in the case where k = k′ (y = 1).
The linear confinement potential with parameter σ
V (r) = σr , (20)
in momentum space is written in the form
Vℓ(k, k
′) =
σQ′ℓ(y)
π(kk′)2
. (21)
With the help of (18) and (19) we find that the deriva-
tive Q′ℓ(y) in Eq. (21) is given by the relation
Q′ℓ(y) = P
′
ℓ(y)Q0(y) + Pℓ(y)Q
′
0(y)− w′l−1(y) , (22)
Q′0(y) =
1
1− y2 = −
(
2kk′
k′ + k
)2
1
(k′ − k)2 . (23)
As follows from (23), the function Q′ℓ(y) is hypersingu-
lar in the case k = k′, and Vℓ(k, k
′) consequently the
potential itself is also hypersingular.
As follows from the above, the problem of calculating
the elements (14) for the Coulomb and linear confinement
potentials is not complex if i 6= j. However, for i =
j (k = k′) it is not possible to directly compute Hij due
to the presence of singularities.
III. LANDE´-SUBTRACTED METHOD OF
SOLVING EQUATIONS WITH SINGULAR
KERNELS
A. Linear confinement potential
Consider some methods of solving the Schro¨dinger
equation with a hypersingular kernel, using as an exam-
ple the equation (5) with a linear potential (21) for ℓ = 0,
namely,(
En0 − k
2
2µ
)
φn0(k)
=
σ
πk2
∫ ∞
0
Q′0(y)φn0(k
′)dk′ . (24)
Having substituted (23) into (24, one obtains explicitly
the equation with hypersingular kernel(
En0 − k
2
2µ
)
φn0(k)
= −4σ
π
∫ ∞
0
(
k′
k′ + k
)2
1
(k′ − k)2φn0(k
′)dk′ . (25)
To obtain the solution, the most frequently used
method assumes the “reduction” of the singularity ∼
1/(k − k′)2 with the help of a counter term (the Lande´
subtraction method) [16–18, 21, 22, 33]:∫ ∞
0
dk Q′0 (y) = 0 . (26)
Then Eq. (25) after adding (26) is written in the form(
En0 − k
2
2µ
)
φn0(k) = −4σ
π
×
∫ ∞
0
(
k′
k′ + k
)2
1
(k′ − k)2 (φn0(k
′)− φn0(k)) dk′ .
(27)
For calculating the energy spectrum, the function φ(k)
can be expanded in a complete set of functions, for ex-
ample [18, 33],
gAi (k) =
1
(i/N)
2
+ k4
, gBi (k) = exp
[
− i
2k2
N
]
, (28)
where N is the maximum number of basis functions used
in the expansion and i = 1, . . .N .
In another method, quadrature formulas like (12) are
used. In [18], to improve the efficiency of the solution,
correction method was proposed that includes additional
processing of the hypersingular term to fully reduce the
singularity. As a result, the authors of [18] managed to
increase the accuracy of energy spectrum from 10−3 (see
[18, 33]) to 10−6 for the ground state (n = 1) up to
10−2 ÷ 10−3 for n = 2, 3, 4 at N = 1400.
4In [19], the correction method was criticized, and to
improve an accuracy it was proposed to transform inte-
gral equation (25) into an integral-differential equation
by means of the relation∫ ∞
0
f(k, k′)
(k′ − k)2φn0(k)dk
′
=
∫ ∞
0
dk′
(k′ − k)
∂
∂k′
[f(k, k′)φn0(k)] , (29)
obtained after integration by parts. In this case, the func-
tion f(k, k′) does not contain the singularities at k = k′.
After using (29), Eq. (25) takes the form(
En0 − k
2
2µ
)
φn0(k) = −4σ
π
×
∫ ∞
0
dk′
(k′ − k)
{
∂φn0(k
′)
∂k′
+ φn0(k
′)
∂
∂k′
}(
k′
k′ + k
)2
,
(30)
in this case, to calculate the derivative of the unknown
function φn0(k
′), the following relationship was used af-
ter performing discretization with the help of quadrature
formulas {
∂φ(k)
∂k
}
k=ki
=
N∑
j=1
Dijφ(kj) . (31)
The matrix elements Dij can be calculated after expand-
ing the function by means of the interpolation polynomial
Gi (t)
φ(k) ≈
N∑
i=1
Gi (k) φ (ki) . (32)
This method made it possible to obtain eigenvalues E
with the accuracy at ∼ 10−6 for the ground state and
radially excited states (n = 1, . . . 4 ).
B. Coulomb potential
Consider the methods of solving Eq. (5) with Coulomb
potential (16), i.e., with the kernel having a logarithmic
singularity(
Enℓ − k
2
2µ
)
φnℓ(k) = − α
πk
∫ ∞
0
Ql(y)φnℓ(k
′)k′dk′ .
(33)
With the Eqs. (18) and (19), the relationship (33) is
transformed as(
Enℓ − k
2
2µ
)
φnℓ(k) = − α
πk
∫ ∞
0
Pℓ(y)Q0(y)k
′φnℓ(k
′)dk′
+
α
πk
∫ ∞
0
wℓ−1(y)k
′φnℓ(k
′)dk′ . (34)
A number of methods have been developed to handle
the problems associated with the logarithmic singular-
ity. Many of them use a Lande´ subtraction technique to
isolate the singularity by means of identity [11, 18, 22]:∫ ∞
0
dk
Q0 (y)
k
=
π2
2
. (35)
The Lande´-subtraced equation (34) with a Coulomb po-
tential is written in the form(
Enℓ − k
2
2µ
+ α
π
2
k
)
φnℓ(k)
= −α
π
∫ ∞
0
Pℓ(y)Q0(y)
[
k′
k
φnℓ(k
′)− k
k′
φnℓ(k)
]
dk′
+
α
πk
∫ ∞
0
wℓ−1(y)k
′φnℓ(k
′)dk′ . (36)
Since the bracketed term in (36) vanishes for k = k′, this
integral equation can be converted to a matrix equation
without singularity.
However, counter term (35) is not very convenient in
solving Eq. (33) for ℓ 6= 0. Due to this, in [9] it was pro-
posed to subtract the term (Kwon-Tabakin-Lande´ tech-
nique [34])
Sℓ =
∫ ∞
0
dk
k
Qℓ (y)
Pℓ (y)
=
π2
2
−
∫ ∞
0
dk
k
wℓ−1 (y)
Pℓ (y)
=
π2
2
− Iℓ . (37)
In (37), it is proposed to calculate the integral Iℓ at
the values ℓ = 0, 1, 2, 3 . . .10 frequently used in physical
applications. Thus, for example, I0 = 0, I1 = 1, I2 =√
3/2 and I4 =
(
8 + 5
√
10
)
/18 (see [9]). In [35], it is
proposed to reduce Iℓ to the integral of the form
Iℓ = 2
∫ ∞
1
dy
y
wℓ−1 (y)
Pℓ (y)
√
y2 − 1
∼ Inℓ = 2
∫ ∞
1
dy
y
yn
Pℓ (y)
√
y2 − 1 . (38)
Integral Inℓ in [35] can be calculated by the formula
Inℓ = 2
ℓ∑
k=1
(ξk,ℓ)
n
P ′ℓ(ξk,ℓ)
arccos (−ξk,ℓ)√
1− ξ2k,ℓ
, (39)
where ξk,ℓ is the kth zero of the Legendre polynomial
Pℓ(y).
We propose a generalization of counter term (35)
(see,also [14]) which is maximally convenient for subtrac-
tion and allows one to increase the accuracy of solution
when compared to (35) and (37):
Cℓ =
∫ ∞
0
dk
Qℓ (y)
k
. (40)
5Using the integral representation for the polynomial
Qℓ (y), we obtain after several transformations the ana-
lytical expression for Cℓ in the form (see Appendix A)
Cℓ =
∫ ∞
0
Qℓ (y)
k
dk =
[
(ℓ− 1)!!
ℓ !!
]2
×
{
π2/2 , ℓ = 2m
2 , ℓ = 2m+ 1
, m = 0, 1, 2 . . . (41)
As a result, Eq. (24) after adding (41) is written as(
E − k
2
2µ
+
α
π
Cℓk
)
φnℓ(k) =
= −α
π
∫ ∞
0
Ql(y)
(
k′
k
φnℓ(k
′)− k
k′
φnℓ(k)
)
dk′ . (42)
This method makes it possible to find the eigenvalues
Enℓ with an accuracy of ∼ 10−6 for ℓ = 0 and for ℓ = 1
with an accuracy of ∼ 10−5 for N = 100 the ground state
(n = 1) and radially excited states, respectively.
As one can see, the maximum possible accuracy in solv-
ing the Schro¨dinger equation in momentum space reaches
∼ 10−6 for both Coulomb and linear potential, though
in coordinate space one may reach a considerably higher
accuracy ∼ 10−11 ÷ 10−13 [23]. It is therefore necessary
to find such methods of finding the eigenvalues that are
comparable with the accuracy of solutions obtained in
coordinate space.
In contrast to the Lande´-subtracted approaches used
in solving the Schro¨dinger equation, the main feature of
the developed approach, which should increase the accu-
racy of solving Eq. (5) with singular potentials, is the
inclusion of singularities into the weight factors ωi of the
quadrature formula of type (12).
Furthermore, we consider the general calculation
method of such weight factors using the interpolation
polynomial
Gi (t) =
P
(α,β)
N (t)
(t− ξi,N )P ′(α,β)N (ξi,N )
, (43)
where ξi,N are the zeroes of the Jacobi polynomial
P
(α,β)
N (ξi,N ) = 0 (i = 1, 2, . . . , N) . (44)
Of all Jacobi polynomials P
(α,β)
N (z), it is better to
take polynomials with α, β = ±1/2. These polynomials
P
(±1/2,±1/2)
N (z) associated with Chebyshev polynomials.
There are several kinds of Chebyshev polynomials. These
include the Chebyshev polynomials of the first Tn(x) ,
second Un(x), third Vn(x) and fourth Wn(x) kinds [36].
Let’s introduce a function K
(α,β)
n (z) that generalizes
the Chebyshev polynomials by defining
K(α,β)n (z) =

Tn(z) , α = β = −1/2 ,
Un(z) , α = β = 1/2 ,
Vn(z) , α = −β = −1/2 ,
Wn(z) , α = −β = 1/2 .
(45)
For these polynomials, the convergence of quadratures
is maximal relative to other Jacobi polynomials. More-
over, the zeroes of polynomials can be easily calculated
(there are analytical expressions) and many integrals for
the weight factors with singularities are given by rela-
tively simple formulas [29, 37–39] (see Appendix B).
IV. QUADRATURE SCHEME FOR THE
EVALUATION OF SINGULAR INTEGRALS
Let us find the quadrature formula for the integral
I (z) =
∫ 1
−1
F (t)w(t)g (t, z) dt (46)
where g (t, z) is the singular function at t = z and
F (t), w(t) are the part of the kernel without singulari-
ties for all −1 < t, z < 1.
For this purpose, the function F (t) in (46) is replaced
by the following expression with the help of interpolation
polynomial (43)
F (t) ≈
N∑
i=1
Gi (t) F (ξi,N ) , (47)
where ξi,N are the zeroes of Jacobi polynomial (see (44)).
Substituting expansion (47) into I (z), the quadrature
formula for the integral takes the form
I (z) ≈
N∑
i=1
ωi (z)F (ξi,N ) (48)
with
ωi (z) =
ω˜N (z, ξi,N)
P
′(α,β)
N (ξi,N )
, (49)
where additional function are introduced to simplify the
notation
ω˜j (z, ξ) =
∫ 1
−1
g (t, z) w (t)
P
(α,β)
j (t)
t− ξ dt . (50)
The use of the Christoffel-Darboux formula for the Ja-
cobi polynomials
n∑
m=0
1
hm
P (α,β)m (x)P
(α,β)
m (y) =
kn
kn+1hn
× P
(α,β)
n+1 (x)P
(α,β)
n (y)− P (α,β)n (x)P (α,β)n+1 (y)
x− y , (51)
where
km =
Γ (2m+ α+ β + 1)
2mΓ (m+ α+ β + 1) Γ (m+ 1)
,
hm =
2α+β+1Γ (m+ α+ 1)Γ
(2m+ α+ β + 1)Γ (m+ 1)
× (m+ β + 1)
Γ (m+ α+ β + 1)
. (52)
6gives the result for the weight factor in the form
ωi (z) = λ
(α,β)
i,N
N−1∑
m=0
1
hm
P (α,β)m (ξi,N )J
(α,β)
m (z) . (53)
The Christoffel symbols λ
(α,β)
m,N in (53) for the Jacobi
polynomials are defined by the relation [40]
λ
(α,β)
m,N =
∫ 1
−1
w(α,β)(t)P
(α,β)
m (t)
P
′(α,β)
N (ξi,N ) (x− ξi,N )
dt
=
2α+β+1Γ (N + α+ 1)Γ (N + β + 1)
Γ (N + 1) Γ (N + α+ β + 1)
× 1(
1− ξ2i,N
) [
P
′(α,β)
N (ξi,N )
]2 , (54)
then the integral J
(α,β)
m (z) takes up the form
J (α,β)m (z) =
∫ 1
−1
g (t, z)w(t)P (α,β)m (t) dt . (55)
The coefficient λ
(α,β)
i,N is the weight factor for the inte-
gral I (z) without the singular function g(t, z), i.e.∫ 1
−1
F (t) w(α,β)(t)dt ≈
N∑
i=1
λ
(α,β)
i,N F (ξi,N ) , (56)
where the function w(α,β)(t) is a weight function of the
Jacobi polynomial P
(α,β)
N (x)
w(α,β)(t) = (1− t)α (1 + t)β , α, β > −1 . (57)
The important case of practical interest is that in
which w(t) = 1 and we have∫ 1
−1
F (t)dt ≈
N∑
i=1
ωsti F (ξi,N ) (58)
with the weights
ωsti =
1
P
′(α,β)
N (ξi,N )
∫ 1
−1
P
(α,β)
i (t)
t− ξi,N dt . (59)
Using Eqs. (53) and (55) with g(t, z) = w(t) = 1 the
weights in (59) read
ωsti = λ
(α,β)
i,N
N−1∑
m=0
1
hm
P (α,β)m (ξi,N )J
(α,β)
m , (60)
where
J (α,β)m =
2
m+ α+ β
×
[(
m+ α
m+ 1
)
+ (−1)m
(
m+ β
m+ 1
)]
. (61)
For example, when α = β = −1/2 the relation (60) is
transformed to the form [30]
ωsti = −
4
N
[(N−1)/2]∑
′
k=0
T2k(ξi,N )
4k2 − 1 , (62)
where the sign ′ indicate that the first term in the sum is
divided by two. The [n] symbol means that the integer
part of the number n is taken.
Therefore, the calculation of (49) or (55) makes it pos-
sible to find the weight factors for quadrature formula
(48) with singularities. One important fact is the calcu-
lation of the analytical expressions, since only in this case
it is possible to increase the accuracy of calculations.
V. ANALYTICAL EXPRESSIONS OF WEIGHTS
WITH A SINGULARITY
Consider the possibility of analytical calculation of the
weights for various forms of singularities, i.e., depending
on the form of the function g (t, z).
A. Cauchy integral
The most known variant of (46) in the literature is the
Cauchy integral (sign -
∫
)
g (t, z) =
1
t− z , −1 < z < 1 .
There are many works for this case (see, for example
[29, 38]), in which the different variants of quadrature
formulas are proposed. Therefore, it is possible to obtain
formulas for weight factors (49) by the direct calculation
of the integral
ω˜CN (z, ξi,N ) = -
∫ 1
-1
w (t) P
(α,β)
N (t)
(t− ξi,N ) (t− z)dt . (63)
Using the identity
1
(t− ξi,N ) (t− z) =
1
z − ξi,N
[
1
t− z −
1
t− ξi,N
]
(64)
coefficients (63) reduce to the form
ω˜CN (z, ξi,N ) =

Π
(α,β)
N (z)− Π(α,β)N (ξi,N )
(z − ξi,N ) , z 6= ξi,N ,
Π
′(α,β)
N (ξi,N ) , z = ξi,N ,
(65)
where
Π(α,β)n (z) = -
∫ 1
-1
w(t)
P
(α,β)
n (t)
(t− z) dt . (66)
7For calculating coefficients
ωCi (z) =
ω˜CN (z, ξi,N )
P
′(α,β)
N (ξi,N )
(67)
with high degree of accuracy, it is necessary to evaluate
integral (66) analytically for various forms of the function
w(t).
1. w(t) = w(α,β) (t) ≡ (1− t)α (1 + t)β
The most known representation of w(t) is the form with
the Jacobi polynomial weight function P
(α,β)
n (t); that is,
w(t) = w(α,β) (t) ≡ (1− t)α (1 + t)β .
Then for integral (66) one obtains
Π(α,β)n (z) = Q¯(α,β)n (z) ,
where
Q¯(α,β)n (z) = -
∫ 1
-1
(1− t)α (1 + t)β P
(α,β)
n (t)
(t− z) dt . (68)
In the most general case at arbitrary α and β, the
function Q¯(α,β)n (z) is related to the second order Jacobi
polynomials Q
(α,β)
n (z) by the relationship
Q¯(α,β)n (z) = (−2) (z − 1)α (z + 1)β Q(α,β)n (z) , (69)
where [41]
Q(α,β)n (z) = 2
α+β+n Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(2n+ α+ β + 2)
× (z + 1)−β(z − 1)−α−n−1
× 2F1
(
n+ 1, n+ α+ 1; 2n+ α+ β + 2;
2
1− z
)
. (70)
2. w(t) = 1
Consider the integral (66), when w(t) = 1. This is the
most economical and natural choice for practical calcu-
lations.
The subtraction procedure leads us to the relation
Π(α,β)n (z) = P(α,β)N (z) =
∫ 1
−1
P
(α,β)
N (t)
(t− z) dt
=
∫ 1
−1
P
(α,β)
N (t)− P (α,β)N (z)
(t− z) dt
+P
(α,β)
N (z) log
(
1− z
1 + z
) (71)
Consider equation (71) when α = β = ±1/2. Using
equation (B9), we obtain that
P(α,β)N (z) = K(α,β)N (z) log
(
1− z
1 + z
)
+4
[N−12 ]∑
i=0
K
(α,β)
N−2i−1(z)
2i+ 1
, (α, β = ±1/2)
(72)
to the form for all cases, except in the case α = β = −1/2
(see Eq. (B10) in Appendix B).
B. Hypersingular variant
Consider a hypersingular variant of integral (49),
where
g(t, z) = 1/(t− z)2 .
The concept of calculation of the finite part of hyper-
singular integral was first put forward by Hadamard (J.
Hadamard, Lectures on Cauchy’s Problem in Linear Par-
tial Differential Equations, Yale University Press, 1923)
and developed in [37, 42, 43, et al.]. The finite part of
hypersingular integral marked by the sign =
∫
is related to
the Cauchy integral by the equation [37]
=
∫ 1
-1
w(t)F (t)
(t− z)2 dt =
d
dz
[
-
∫ 1
-1
w(t)F (t)
t− z dt
]
, −1 < z < 1.
(73)
Useful in applications can be a subtraction, in which
the hypersingular version of the equation (46) is ex-
pressed as
=
∫ 1
-1
F (t)w(t)
(t− z)2 dt = -
∫ 1
-1
(F (t)− F (z)) w(t)
(t− z)2 dt
+ F (z)=
∫ 1
-1
w(t)
(t− z)2 dt . (74)
Correspondingly, the weight factors of the quadrature
formula
=
∫ 1
-1
w(t)F (t)
(t− z)2 dt =
N∑
i=1
ωHi (z)F (ξi,N ) (75)
are related to coefficients (65) by the relation
ωHi (z) =
d
dz
[
ωCi (z)
]
=
1
P
′(α,β)
N (ξi,N )
d
dz
[
ω˜CN (z, ξi,N )
]
. (76)
Then the weight factors of integral (75) can be calcu-
lated by the formulas
8ωHi (z) =
1
P
′(α,β)
N (ξi,N )

Π
′(α,β)
N (z)
(z − ξi,N ) −
Π
(α,β)
N (z)−Π(α,β)N (ξi,N )
(z − ξi,N )2
, z 6= ξi,N ,
1
2
Π
′′(α,β)
N (ξi,N ) , z = ξi,N .
(77)
It is worth noting that this formula for hypersingular
integral has been obtained for the first time.
1. w(t) =
√
(1 + t) / (1− t)
For the Cauchy integral at α = −β = −1/2, one ob-
tains
Π(−1/2,1/2)n (z)
=
∫ 1
−1
√
1 + t
1− t
Vn(t)
(t− z)dt = πWn(z) , (78)
where Vn(z) and Wn(z) are the Chebyshev polynomials
of the third and fourth order, correspondingly [36] (see
Appendix B).
Then the quadrature formula for hypersingular integral
has the form
=
∫ 1
-1
√
1 + t
1− t
F (t)
(t− z)2 dt ≈
N∑
i=1
ωHVi (z)F (ξi,N ) , (79)
where
ωHVi (z) =
π
V ′N (ξi,N )
×

W ′N (z)
(z − ξi,N ) −
WN (z)−WN (ξi,N )
(z − ξi,N )2
, z 6= ξi,N ,
1
2
W ′′N (ξi,N ) , z = ξi,N .
(80)
2. w(t) =
√
1− t2
The quadrature formula for a hypersingular integral
with weight function w(t) =
√
1− t2 are readily deter-
mined in a similar way from the Eq. (77)
The weight factors for hypersingular integral with a
weight function w(t) =
√
1− t2 are readily determined
from Eq. (77) and relationship
=
∫ 1
-1
Tn(t)√
1− t2 (t− z)2 dt
=
{
0 , n = 0, 1 ,
πU ′n−1(z) = 2πC
(2)
n−2(z) , n > 2 ,
(81)
where C
(α)
n (z) are Gegenbauer polynomials.
The appropriate quadrature, takes the form
=
∫ 1
-1
F (t)
(t− z)2√1− t2 dt ≈
N∑
i=1
ωHTi (z)F (ξi,N ) , (82)
where
ωHTi (z) =
π
NUN−1 (ξi,N )
×

2C
(2)
N−2 (z)
(z − ξi,N ) −
UN−1 (z)− UN−1 (ξi,N )
(z − ξi,N )2
, z 6= ξi,N ,
4C
(3)
N−3 (ξi,N ) , z = ξi,N .
(83)
or
ωHTi (z) =
4π
N
N−1∑
k=2
Tk (ξi,N )C
(2)
k−2 (z) , (84)
where
Tk (ξi,N ) = cos[(k − 1/2)π/N ] . (85)
3. Special case
In practice, a quadrature formula with subtraction can
be useful
-
∫ 1
-1
F (t)− F (z)
(t− z)2 dt ≈
N∑
i=1
ωHSi (z)F (ξi,N ) . (86)
Using (53), we find a formula for calculating weight
factor with the singularity ωHSi (z) in the form
ωHSi (z) = λ
(α,β)
i,N
N−1∑
m=0
1
hm
P (α,β)m (ξi,N )J
H
m (z) , (87)
where
JHm (z) =
∫ 1
−1
P
(α,β)
m (t)− P (α,β)m (z)
(t− z)2 dt . (88)
Using the identity
F (t)− F (z)
(t− z)2 =
d
dz
[
F (t)− F (z)
t− z
]
+
F ′(z)
t− z (89)
The integral (88) is transformed to the form
JHm (z) =
∫ 1
−1
P
(α,β)
m (t)− P (α,β)m (z)
t− z dt
+ P ′ (α,β)m (z) log
(
1− z
1 + z
)
. (90)
9This integral can be calculated in principle for arbi-
trary values of α and β. When solving physical problems,
we can restrict ourselves to α, β = ±1/2. Here we give
the formula for the case α = β = −1/2
ωHSi (z) =
2
N
N∑
′
m=1
Tm−1(ξi,N )J
H
m−1(z) , (91)
where
JHm (z) = mUm−1(z) log
(
1− z
1 + z
)
+ 4
bm∑
j=0
(
m
2j + 1
− 1
)
Um−2j−2(z)c
m
j (bm) ,
bm =
[
m− 1
2
]
. (92)
the presence of a function cmj (n) (B6) indicate that the
last term in the sum is divided by two, if m is an odd
number.
Eqs. (77), (80), (83) and (91) for the weight factors
makes it possible to calculate them with high accuracy
and, correspondingly, it can be used for solving the
Schro¨dinger equation with linear potential in momentum
space.
C. Logarithmic singularity
Let us consider weight coefficient (49) for polynomials
K
(α,β)
n (z) (45), when g(t, z) ∼ log |t− z| and w(t) =
1,
√
(1 + t)/(1− t).
1. Variant w(t) = 1
Let us consider the singular function of the form
g(t, z) = log |t− z| . (93)
Using (49),(50) and (B3), we find a formula for cal-
culating weight factor with the logarithmic singularity
ωlogi (z) in the form
ωlogi (z) =
2
K
′(α,β)
N (ξi,N )
N−1∑
m=0
K
(α,β)
N−1−m(ξi,N )J
U
m(z) .
(94)
where
JUm(z) =
∫ 1
−1
log |t− z|Um (t) dt . (95)
Thus, the analytical evaluation of the coefficients ωlogi (z)
depends on the possibility of an analytic calculation of
the integral (95).
Using integration by parts of the integral (95), we write
in the form
JUm(z) =
1
m+ 1
[
(−1)m log(z + 1) + log(1− z)
−
∫ 1
−1
Tm+1 (t)
t− z dt
]
. (96)
The Cauchy integral in the equation (96) can be cal-
culated using (72)
-
∫ 1
-1
Tm+1(t)
(t− z) dt = Tm+1 (z) log
(
1− z
1 + z
)
+ 4
[m
2
]∑
k=0
Tm−2k(z)
2k + 1
cmk ([m/2]) , (97)
where the function cmk (n) is defined by Eq. (B6)
As a result, for the integral with a logarithmic singu-
larity (93), we obtain the quadrature formula∫ 1
−1
log |t− z| F (t)dt ≈
N∑
i=1
ωlogi (z)F (ξi,N ) , (98)
where
ωlogi (z) =
2
K
′(α,β)
N (ξi,N )
N−1∑
m=0
K
(α,β)
N−1−m(ξi,N )
m+ 1
×
{
(−1)m log(z + 1) + log(1− z)
− Tm+1 (z) log
(
1− z
1 + z
)
−4
[m2 ]∑
k=0
Tm−2k(z)
2k + 1
cmk ([m/2])
}
. (99)
If α = β = −1/2, then the summation in (99) (index m)
the last term is divided by two.
Structure-analogous coefficients were obtained for
TN(t) polynomials in [30] and used to solve the
Schro¨dinger equation with the Coulomb potential in mo-
mentum space [19].
2. Variant w(t) = w(α,β)(t) =
√
(1 + t)/(1− t)
The Chebyshev polynomial Vn(t) of the third kind is
defined by [36]
Vn (t) =
cos [(n+ 1/2) arccos(t)]
cos [arccos(t)/2]
. (100)
Hence, the zeros of Vn(t) occur at (Table B in Appendix
B)
ξi,N = cos θi,N
= cos
(
2i− 1
2N + 1
)
, (i = 1, . . . , N) . (101)
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It is easy to deduce from (54) that the function
λ
(−1/2,1/2)
i,N is
λ
(−1/2,1/2)
i,N =
4π
2N + 1
cos2
[
θi,N
2
]
. (102)
After simple calculations from the general formula (53)
we obtain an equation for the weight factors in the case
when α = −β = 1/2
ωVi (z) =
4
2N + 1
cos
(
θi,N
2
)N−1∑
m=0
cos
[(
m+
1
2
)
θi,N
]
×
∫ 1
−1
√
1 + t
1− t log |t− z|Vm (t) dt . (103)
Using √
1 + t
1− t Vk(t) =
Tk+1 (t) + Tk (t)√
1− t2 (104)
it follows, from the series for the logarithmic function
log |t− z| = − log 2
− 2
∞∑
m=1
1
m
Tm(z)Tm(t) , −1 6 z, t 6 1 (105)
that ∫ 1
−1
log |t− z|
√
1 + t
1− tVk (t) dt
=
 −π
(
Tk(z)
k
+
Tk+1(z)
k + 1
)
, k > 1 ,
−π (log 2 + z) , k = 0 .
(106)
Then for integrals with a logarithmic singularity (93)
we obtain the following quadrature formula∫ 1
−1
log |t− z|
√
1 + t
1− t F (t)dt ≈
N∑
i=1
ωVi (z)F (ξi,N ) ,
(107)
where
ωVi (z) = −
4π
2N + 1
cos
(
θi,N
2
) [
(log 2 + z) cos
(
θi,N
2
)
+
N−1∑
m=1
cos
[(
m+
1
2
)
θi,N
] (
Tk(z)
k
+
Tk+1(z)
k + 1
)]
. (108)
3. Variant w(t) =
√
1− t2
For convenience, we consider not only the case α =
−β = 1/2 but also the case when α = β = −1/2. In
this case the weight factors of the quadrature formula for
integrals with a logarithmic singularity of the form∫ 1
−1
log |t− z| F (t)√
1− t2 dt ≈
N∑
i=1
ωTi (z)F (ξi,N ) , (109)
are obtained from the Eq. (53) and can be written in the
form
ωTi (z) = −
π
N
[
ln 2 + 2
N−1∑
k=1
1
k
Tk (ξi,N )Tk (z)
]
. (110)
4. Special case
Let us consider weight coefficient (49) when
g(t, z) = Q0 (t, z)
= log
∣∣∣∣∣1− tz +
√
(1− t2) (1− z2)
t− z
∣∣∣∣∣ (111)
and α, β = ±1/2 , w(t) = 1, i.e.,
ωQ0i (z) =
1
P
′(α,β)
n (ξi,N )
∫ 1
−1
Q0 (t, z)
P
(α,β)
N (t)
t− ξi,N dt .
(112)
An analytical calculation of (112) can be performed
using the Eq. (B3) with polynomials K
(α,β)
N (z). Using
(B3), expression (112) takes the form
ωQ0i (z) =
2
K
′(α,β)
N (ξi,N )
N−1∑
k=0
K
(α,β)
N−1−k(ξi,N )
×
∫ 1
−1
Q0 (t, z)Uk (t) dt . (113)
The integral in (113) is calculated after integration by
parts∫ 1
−1
Q0 (t, z)Uk (t) dt =
√
1− z2
k + 1
∫ 1
−1
Tk+1 (t)√
1− t2 (t− z) dt
=
π
√
1− z2
k + 1
Uk (z) . (114)
As a result, the quadrature formula for the integral
with logarithmic singularity of type (111)∫ 1
−1
F (t) log
∣∣∣∣∣1− tz +
√
(1− t2) (1− z2)
t− z
∣∣∣∣∣ dt
≈
N∑
i=1
ωQ0i (z)F (ξi,N ) (115)
contains the weight factors
ωQ0i (z) =
2π
√
1− z2
K
′(α,β)
N (ξi,N )
N−1∑
k=0
K
(α,β)
N−1−k(ξi,N )
Uk (z)
k + 1
. (116)
The weight coefficients (99), (108),(110) and (116) de-
spite the cumbersome form, can be calculated with a suf-
ficient degree of accuracy and used to solve the equations.
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VI. ENERGY SPECTRUM FOR COULOMB
POTENTIAL
The equation with Coulomb potential
k2
2µ
φnℓ(k)− α
πk
∫ ∞
0
Qℓ(y)k
′φnℓ(k
′)dk′ = Enℓφnℓ(k)
(117)
we transform to the form
k˜2φnℓ(k˜)− 2
π k˜
∫ ∞
0
Qℓ(y) k˜
′φnℓ(k˜
′)dk˜′ = εnℓφnℓ(k˜) ,
(118)
where
k = βk˜ , φnℓ(k˜) = β
3/2φnℓ(k) ,
β = µα , Enℓ =
β2
2µ
εnℓ .
(119)
In the case of Coulomb potential, the exact values of
energies are known, namely,
εCnℓ = −1/n2. (120)
The accuracy of solving the equation will be deter-
mined using the relative error
δnℓ =
∣∣∣∣∣εnℓ − ε
(N)
nℓ
εnℓ
∣∣∣∣∣ , (121)
where εnℓ are exact eigenvalues and ε
(N)
nℓ is the energy
spectrum obtained by the numerical solution of the eigen-
values problem for matrix H at the given number of N
N∑
j=1
Hijφnℓ(ξj,N ) = ε
(N)
nℓ φnℓ(ξi,N ) . (122)
The calculations were carried out in the Wolfram
Mathematica system [44], and the chosen accuracy of the
weight factors and zeros was equal to 90. For all calcula-
tions, we assume that numeric parameter β0 = 0.999992.
A. Quadrature rules for ℓ > 0
For the numerical solution of the Schro¨dinger equa-
tion (117) with the logarithmic singularity, we use three
realizations of the eigenvalue problem with the help of
quadrature rules.
In the first method (Method I) we use the Chebyshev
polynomials of the third kind Vn(t) with the function
w(t) =
√
(1 + t)/(1− t) and, respectively, the weight
factors (108) to eliminate the logarithmic singularity.
The second method (Method II) includes using Cheby-
shev polynomials of the first kind Tn(t) with the func-
tion w(t) = 1 and weight factors (99) for integrals with
a logarithmic singularity. In Method III, we apply the
Table I. Characteristics of methods.
Method P
(α,β)
n (t) ξi,n ωi
I Vn(t) cos
(
2i− 1
2n+ 1
π
)
ωVi (z), (108)
II Tn(t) cos
(
i− 1/2
n
π
)
ωlogi (z), (99)
III Tn(t) cos
(
i− 1/2
n
π
)
ωsti , (62)
quadrature rule with weights factors (62) to all integrals
in the subtracted integral equation (42) (Lande´ subtrac-
tion method). Some characteristics of the methods are
presented in the Table I.
By making use of mapping (9)
k˜ = β0
1 + z
1− z , k˜
′ = β0
1 + t
1− t , (123)
we transform Eq. (118) to
4β0
π
1− z
1 + z
∫ 1
−1
Qℓ(y(z, t))
(
1 + t
1− t
)
φnℓ(t)
dt
(1 − t)2
=
(
β20
(
1 + z
1− z
)2
− εnℓ
)
φnℓ(z) , (124)
where
Qℓ(y(z, t)) = Pℓ(y(z, t)) log
∣∣∣∣1− tzt− z
∣∣∣∣− wℓ−1(y(z, t)) ,
(125)
and
y(z, t) =
2(t− z)2
(1− t2) (1− z2) + 1 . (126)
To shorten the notation in this section, we introduce
functions
k¯i =
(
1 + ξi,N
1− ξi,N
)
, dki =
1
(1− ξi,N )2
. (127)
Consider the numerical solution to Eq. (124) by means
of the quadrature formulas. Employing the Method I
and putting that z = ξi,N and t = ξj,N , the integral
Eq. (124) can be approximated by the matrix equation
(122) with
Hij = β0
[
β0 δi,j k¯
2
j −
4
π
(
1/k¯i
)√
k¯jQ
V
ℓ (yij)dkj
]
, (128)
where
QVℓ (yij) = λ
(−1/2,1/2)
j,N
×
[
Pℓ(yij) log |1− ξi,N ξj,N | − wℓ−1(yij)
]
− ωlogj (ξi,N )Pℓ(yij) , yij = y (ξi,N , ξj,N ) . (129)
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The weight factors λ
(−1/2,1/2)
j,N and ω
V
j (ξi,N ) are deter-
mined by the Eqs. (102) and (108), respectively, and
the values of ξi,N by the formula (see Table I)
ξi,N = cos
(
2i− 1
2N + 1
π
)
. (130)
Calculations using the Method II adduce to a matrix
of the form
Hij = β0
[
β0 δi,j k¯
2
j −
4
π
(
k¯j/k¯i
)
QTℓ (yij)dkj
]
, (131)
where
QTℓ (yij) = ω
st
j
[
Pℓ(yij) log |1− ξi,N ξj,N | − wℓ−1(yij)
]
− ωlogj (ξi,N )Pℓ(yij) . (132)
The weight factor ωstj and ω
log
j (ξi,N ) are determined by
the Eqs. (62) and (99), respectively, and the values of
ξi,N by the relationship
ξi,N = cos
(
i− 1/2
N
π
)
. (133)
The matrix elements Hij of Lande´-subtracted integral
equation (42) with a Coulomb potential are
Hii = β0
[
β0 k¯
2
i −
2
π
Cℓ k¯i
+
4
π
N∑
r=1
ωstr Qℓ(yri 6= 1)
(
k¯i/k¯r
)
dkr
]
,
Hij = −4β0
π
ωstj
(
k¯j/k¯i
)
Qℓ(yij)dkj , (i 6= j) .(134)
The diagonal matrix elements Hii of Eqs. (128), (131)
are finite and all singularities are under control.
Numerical results calculated by three methods are
compared with each other (see Table II).
As follows from the results of the calculation, Methods
I and II have excellent convergence with increasing N
and significantly exceed the accuracy of Method III. In
addition, the accuracy of Methods I and II increases with
the increase of orbital number ℓ, unlike Method III.
Therefore, quadrature formulas (108) and (99), in
which the logarithmic singularities of integrals are in-
cluded into the weight factors, make it possible to solve
the Schro¨dinger equation with Coulomb potential in mo-
mentum space with high accuracy.
B. Special case for ℓ = 0
Using mapping (10)
k˜ = β0
√
1 + z
1− z , k˜
′ = β0
√
1 + t
1− t , (135)
Table II. Relative errors δnℓ (121) on the computed Coulomb
binding energies. Index I, II, III denotes that Methods I, II, III
are used for calculation of εNnℓ respectively and 7.1(−16) ≡
7.1× 10−16.
ℓ = 0
N n = 1 n = 2 n = 3 n = 4 n = 5
50I 2.3(−12) 2.3(−9) 1.8(−8) 7.5(−8) 2.3(−7)
100I 3.7(−14) 3.7(−11) 2.9(−10) 1.2(−9) 3.7(−9)
150I 3.3(−15) 3.3(−12) 2.5(−11) 1.1(−10) 3.3(−10)
150II 1.1(−16) 6.7(−15) 1.1(−13) 8.6(−13) 4.1(−12)
150III 7.1(−7) 1.4(−5) 1.2(−4) 5.3(−4) 1.8(−3)
ℓ = 1
N n = 1 n = 2 n = 3 n = 4 n = 5
50I 2.2(−14) 1.0(−12) 1.4(−11) 1.1(−10) 4.4(−10)
100I 2.3(−17) 1.0(−15) 1.5(−14) 1.1(−13) 5.8(−13)
150I 4.0(−19) 1.8(−17) 2.6(−16) 2.0(−15) 1.0(−14)
150II 4.7(−16) 9.2(−15) 8.7(−14) 4.5(−13) 1.8(−12)
150III 4.2(−5) 1.7(−4) 3.6(−4) 4.3(−4) 1.2(−4)
ℓ = 2
N n = 1 n = 2 n = 3 n = 4 n = 5
50I 2.2(−14) 1.0(−12) 1.4(−11) 1.1(−10) 4.4(−10)
100I 2.3(−17) 1.0(−15) 1.5(−14) 1.1(−13) 5.8(−13)
150I 4.0(−19) 1.8(−17) 2.6(−16) 2.0(−15) 1.0(−14)
150II 1.7(−19) 4.7(−18) 6.1(−17) 4.7(−16) 2.6(−15)
150III 1.4(−5) 1.1(−4) 4.8(−4) 1.6(−3) 4.3(−3)
Eq. (118) for ℓ = 0 is given by
2β0
π
√
1− z
1 + z
×
∫ 1
−1
φn0(t) log
∣∣∣∣∣1− tz +
√
(1− t2) (1− z2)
t− z
∣∣∣∣∣ dt(1− t)2
=
(
β20
(
1 + z
1− z
)
− εn0
)
φn0(z) . (136)
Consider the numerical solution to Eq. (136) by means
of the quadrature formula (115) with the weights (116).
Using (115), integral equation (124) reduces to the eigen-
values problem
N∑
j=1
Hijφn0(ξj,N ) = ε
(N)
n0 φn0(ξi,N ) , (137)
where the matrix elements of H are given by the formula
Hij = β0
[
β0 δi,j k¯j − 2
π
dkj
k¯
1/2
i
ωQ0j (ξi,N )
]
. (138)
The matrix ωQ0j (ξi,N ) is calculated by means of (116) and
the functions k¯i, dki are determined by the Eq. (127).
We carry out the calculations for two sets of poly-
nomials: the first-order Chebyshev polynomials Tn(t)
(α = β = −1/2) and the third-order Chebyshev polyno-
mials Vn(t) (α = −1/2, β = 1/2). The values of relative
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error (121), obtained as a result of numerical solution,
are given in Table III, depending on the number of nodes
N .
Table III. The five relative errors δn0 with ℓ = 0 for polyno-
mials Vn(t), obtained by solving Eq. (136).
N n = 1 n = 2 n = 3 n = 4 n = 5
50 0.0(−90) 9.5(−41) 3.0(−21) 4.6(−12) 8.8(−7)
100 0.0(−90) 3.0(−87) 1.7(−49) 1.1(−31) 4.7(−21)
150 0.0(−90) 0.0(−90) 1.6(−78) 2.0(−52) 8.4(−37)
The solution of Eq. (136) for the first-order Chebyshev
polynomials Tn(t) leads to analogous results (see Table
IV).
Table IV. Relative error δn0 for polynomials Tn(t).
N n = 1 n = 2 n = 3 n = 4 n = 5
50 0.0(−90) 8.0(−40) 1.1(−20) 1.1(−11) 1.6(−6)
100 0.0(−90) 2.7(−86) 6.5(−49) 2.8(−31) 9.6(−21)
150 0.0(−90) 0.0(−90) 6.3(−78) 5.3(−52) 1.8(−36)
As follows from the results, “nearly exact” quadrature
formula for the integral in the Schro¨dinger equation al-
lows one to reproduce the energy spectrum εn0 with a
high degree of accuracy, greatly surpassing the analogous
calculations [14, 18, 19].
VII. RESULTS FOR THE LINEAR POTENTIAL
We write the Schro¨dinger equation with linear confine-
ment potential
k2
2µ
φnℓ(k) +
σ
πk2
∫ ∞
0
Q′ℓ(y)φnℓ(k
′)dk′ = Enℓφnℓ(k) ,
(139)
in the form
k˜2φnℓ(k˜) +
1
π k˜2
∫ ∞
0
Q′ℓ(y)φnℓ(k˜
′)dk˜′ = εnℓφnℓ(k˜)
(140)
using the replacements
k = βk˜ , E =
β2
2µ
ε ,
β = (2µσ)
1/3
, φnℓ(k˜) = β
3/2φnℓ(k) .
(141)
We may deduce from Eq. (22) and Lande´ subtraction
term (26), that the Schro¨dinger equation (140) is(
εnℓ − k˜2
)
φnℓ(k˜)
=
1
πk˜2
∫ ∞
0
[
Q′0(y)
{
Pℓ(y)φnℓ(k˜
′)− φnℓ(k˜)
}
− w′ℓ−1(y)φnℓ(k˜′)
]
dk˜′
+
1
πk˜2
∫ ∞
0
Q0(y)P
′
ℓ(y)φnℓ(k˜
′)dk˜′ . (142)
To test the accuracy of calculations of the energy spec-
trum, we use the equation (121). In the particular case
ℓ = 0 the exact result is known and the binding energy
is
εLn0 = −zn , n = 1, 2, 3 . . . , (143)
where zn are zeroes of the Airy functions Ai(z).
In contrast to Coulomb potential, there are no exact
analytical solutions with linear potential for ℓ > 1. For
ℓ > 1 the values marked as exact have been computed
by solving the Schro¨dinger equation (1) in configuration
space. For this purpose we used the variational method
of solving with trial pseudo-Coulomb wave functions [45]
ψCnℓ(r, β) = N
C
nℓ (2β)
3/2 (2βr)ℓe−βrL2ℓ+2n (2βr) , (144)
NCnℓ =
√
n!
(n+ 2ℓ+ 2)!
, (145)
where Lℓn(z) are the Laguerre polynomials with n, ℓ ≥ 0.
In [45], the analytical expressions for the integrals with
functions (145) arising in coordinate space were obtained
(see Appendix C). This makes it possible to carry out
calculations with a high degree of accuracy.
Therefore, the numerical solution in momentum space
for ℓ > 1 will be compared to the solution of this equation
in coordinate space.
A. Quadrature rules ℓ > 0
To solve the Schro¨dinger equation in a momentum
space with a linear potential, we use quadrature formu-
las (82) and (86). The methods of solving the equation
with the help of formulas (86) and (82) will be called as
Method A and B, respectively.
Let us now explain a method of solution (Method A)
of the integral equation (142). Employing the variable
transformation (9)
k˜ = β0
(
1 + z
1− z
)
, k˜′ = β0
(
1 + t
1− t
)
, (146)
and then using quadrature relationships (82) and (86)
with the weight factors (98) and (91), respectively, the
subtracted integral equation (142) is approximated by
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the matrix equation (122), where the matrix elements
are
Hij = β
2
0Tij +
1
β0π
(
1/k¯2i
) (
V Hij + V
Log
ij
)
. (147)
In Eq (147)
Tij = δi,j k¯
2
j ,
V Hij = 2
[
ωHSj (ξi,N )Pℓ(yij)Zij
− δi,j
N∑
k=1
ωHSk (ξj,N )Zkj
− ωstj w′ℓ−1(yij)
]
dkj ,
V Logij = 2P
′
ℓ(yij)
[
ωstj log |1− ξi,N ξj,N |
− ωlogj (ξi,N )
]
dkj , (148)
where
Zij = −1
4
[(
1− ξ2i,N
) (
1− ξ2j,N
)
(1− ξi,Nξj,N )
]2
, (149)
yij =
2(ξi,N − ξj,N )2(
1− ξ2i,N
)(
1− ξ2j,N
) + δi,j . (150)
Weight factors ωstj , ω
HS
j (ξi,N ) and ω
log
j (ξi,N ) are deter-
mined by the Eqs. (62), (91) and (98), respectively. The
numbers ξi,N are the zeros of the Chebyshev polynomial
of the first kind Tn(t) (see the Eq. (133)).
Next we describe a quick method of solution (Method
B) of the hypersingular integral equation (140). The
characteristic (specific) features of Method B consist in
using the change of variables (135) and quadrature for-
mulas (82) and (109) with the weight function w(t) =√
1− t2 of the Chebyshev polynomial Tn(t).
As a result, the matrix H˜ for calculating the energy
spectrum using the Method B is determined by the fol-
lowing relation
H˜ij = β
2
0 T˜ij +
1
β0π
(
1/k¯i
) (
V˜ Hij + V˜
Log
ij
)
. (151)
In Eq. (151)
T˜ij = δi,j k¯j ,
V˜ Hij = ω
HT
j (ξi,N )Pℓ(y
T
ij)
(
ξ2i,N − 1
)
(1 + ξj,N )
− π
N
w′ℓ−1(y
T
ij) , (152)
V˜ Logij =
[
π
N
log
∣∣∣1− ξi,N ξj,N +√1− ξ2i,N√1− ξ2j,N ∣∣∣
− ωTj (ξi,N )
]
P ′ℓ(y
T
ij)
(1− ξj,N ) , (153)
Table V. Relative errors δnℓ (121) on the computed linear
binding energies. Index A,B denotes that Methods A,B are
used for calculation of εNnℓ respectively and 7.6(−13) ≡ 7.6×
10−13.
ℓ = 0
N n = 1 n = 2 n = 3 n = 4 n = 5
100A 2.9(−15) 1.1(−14) 2.2(−14) 3.7(−14) 5.4(−14)
150A 1.1(−16) 4.1(−16) 8.6(−16) 1.4(−15) 2.1(−15)
150B 2.6(−27) 6.2(−26) 5.5(−24) 8.8(−23) 6.2(−22)
ℓ = 1
N n = 1 n = 2 n = 3 n = 4 n = 5
100A 8.0(−14) 8.3(−14) 1.6(−13) 1.7(−13) 2.4(−13)
150A 7.0(−15) 7.1(−15) 1.4(−14) 1.4(−14) 2.1(−14)
150B 2.6(−10) 7.4(−10) 1.4(−9) 2.2(−9) 3.1(−9)
ℓ = 2
N n = 1 n = 2 n = 3 n = 4 n = 5
100A 6.5(−13) 2.3(−13) 5.6(−13) 1.5(−12) 8.0(−12)
150A 5.5(−14) 1.8(−14) 9.9(−14) 3.3(−14) 1.4(−13)
150B 1.5(−14) 6.5(−14) 1.7(−13) 3.5(−13) 6.2(−13)
ℓ = 3
N n = 1 n = 2 n = 3 n = 4 n = 5
100A 3.2(−16) 5.7(−15) 1.1(−13) 7.6(−13) 1.8(−12)
150A 3.8(−19) 5.5(−19) 1.2(−18) 1.5(−18) 3.3(−18)
150B 6.1(−19) 3.6(−18) 1.2(−17) 3.2(−17) 6.9(−17)
ℓ = 4
N n = 1 n = 2 n = 3 n = 4 n = 5
100A 3.3(−18) 9.9(−17) 7.9(−17) 1.0(−14) 2.1(−13)
150A 2.9(−24) 4.1(−24) 2.7(−22) 3.2(−21) 8.5(−20)
150B 7.3(−20) 5.4(−19) 2.2(−18) 6.8(−18) 1.7(−17)
where
yTij =
1− ξi,Nξj,N√
1− ξ2i,N
√
1− ξ2j,N
. (154)
Weight factors ωHTj (ξi,N ) and ω
T
j (ξi,N ) are determined
by the Eqs. (84) and (110), respectively.
The numerical results calculated by the Methods A
and B are compared with each other (see Table V).
As follows from the results of calculations, Method A
gives a more accurate result than method B for ℓ > 1.
Thus, a special quadrature formula (86) based on the
use of a counter term and an analytical calculation of
weight factors involving a singularity gives a highly ac-
curate solution of the Schro¨dinger equation in momentum
space for a linear potential. It should be noted that the
accuracy of calculating the spectrum of the Schro¨dinger
equation with a linear potential in the momentum space
of both methods far exceeds the accuracy of the solution
in the approaches proposed in the papers [14, 16, 18–
20, 22].
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B. Special case for ℓ = 0
By making use of mapping
k˜ = β0
√
1 + z
1− z , k˜
′ = β0
√
1 + t
1− t , (155)
we transform Eq. (140) to
1
πβ0
(
1− z
1 + z
)∫ 1
−1
Q′ℓ(y(t, z))
φnℓ(t)dt
(1− t)√1− t2
=
(
εnℓ − β20
(
1 + z
1− z
))
φnℓ(z) . (156)
In the case ℓ = 0, equation (156) after simplifications
is written in the form
− 1
πβ0
(1− z)2
∫ 1
−1
φn0(t)
√
1 + t
1− t
dt
(t− z)2
=
(
εn0 − β20
1 + z
1− z
)
φn0(z) . (157)
Starting from the structure of the integral equa-
tion, the most suitable interpolation polynomial for the
quadrature formula is the polynomial Vn(t), and the
weight function can be chosen in the form
w(t) =
√
1 + t
1− t .
As a result, the matrix of the eigenvalues problem takes
the form
Hij =
[
β20 δi,j k¯j −
ωHj (ξi,N )
πβ0dki
]
, (158)
where ξi,N are the zeros of the polynomial VN (t) (see,
Eq. (130)) and the matrix elements ωHj (ξi,N ) are calcu-
lated with the help of Eq. (80).
Therefore, it is possible to compare the results of nu-
merical calculations with matrix (158) and exact values
−zn (143). Table VI lists the values of the relative error
(121)
δ =
∣∣∣∣∣εLn0 − ε
(N)
n
εLn0
∣∣∣∣∣ , (159)
where ε
(N)
n is the energy spectrum obtained by the nu-
merical solution of the eigenvalues problem for matrix
(158) at the given number of N . Note, however, that
the special method presented here gives high-precision
results only in the case ℓ = 0. If ℓ > 1, the kernel of
Eq. (157) changes, which leads to a sharp decrease of
accuracy.
Table VI. Relative error δn0 of solving Eq. (157).
N n = 1 n = 2 n = 3 n = 4 n = 5
50 3.4(−22) 3.6(−20) 3.2(−17) 2.9(−15) 8.0(−14)
100 1.7(−39) 1.1(−35) 1.5(−32) 4.3(−31) 5.2(−28)
150 4.5(−54) 8.2(−50) 4.8(−47) 1.3(−43) 5.9(−42)
VIII. ENERGY SPECTRUM FOR CORNELL
POTENTIAL
We are going to consider the case where both
the Coulomb and the linear confinement potential are
present. For the Cornell potential V (r) = −α/r + σr,
there are no analytical solutions. Therefore, the numeri-
cal solution in momentum space will be compared to the
solution of this equation in coordinate space.
The method for estimating the accuracy of the solution
will be the same as for the case of a linear confinement
potential.
A. Quadrature scheme for ℓ > 0
From an analysis of the methods for solving the
Schro¨dinger equation in momentum space for the
Coulomb and linear potentials, the most optimal is the
use of quadrature formulas (86) and (98) in which the
weight factors ωHSi (z) (91) and ω
log
i (z) (99) depend on
double-pole and logarithmic singularities.
Using (141) and subtraction term (26), the Schro¨dinger
equation with Cornell potential V (r) = −α/r + σr in
momentum space
k2
2µ
φℓ(k)− α
πk
∫ ∞
0
Qℓ(y)k
′φℓ(k
′)dk′
+
σ
πk2
∫ ∞
0
Q′ℓ(y)φℓ(k
′)dk′ = Eφℓ(k) (160)
is written in the form(
εnℓ − k˜2
)
φnℓ(k˜)
=
1
πk˜2
∫ ∞
0
{
Q′ℓ(y)φnℓ(k˜
′)−Q′0(y)φnℓ(k˜)
}
dk˜′
− λ
πk˜
∫ ∞
0
Qℓ(y)φnℓ(k˜
′)k˜′dk˜′ , (161)
where
λ =
α (2µ)
2/3
σ1/3
. (162)
The results of calculation are presented in Table
VII. To determine the energy spectrum the appropriate
Schro¨dinger equation was solved in both the momentum
and the coordinate space. As seen from Table VII there
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Table VII. Relative errors δnℓ (121) on the computed Cornel
binding energies with λ = 1.
ℓ = 0
N n = 1 n = 2 n = 3 n = 4 n = 5
50 6.7(−13) 2.4(−12) 4.9(−12) 1.9(−10) 4.7(−9)
100 2.7(−15) 9.6(−15) 2.0(−14) 3.5(−14) 5.2(−14)
150 1.1(−16) 3.7(−16) 7.9(−16) 1.4(−15) 2.0(−15)
ℓ = 1
N n = 1 n = 2 n = 3 n = 4 n = 5
50 3.0(−12) 1.4(−11) 1.4(−10) 4.7(−10) 3.2(−8)
100 3.2(−14) 7.4(−14) 1.1(−14) 1.5(−13) 3.1(−14)
150 3.2(−15) 6.0(−15) 1.8(−15) 1.2(−14) 1.4(−15)
ℓ = 2
N n = 1 n = 2 n = 3 n = 4 n = 5
50 1.7(−10) 1.8(−9) 2.7(−9) 1.3(−7) 9.3(−7)
100 4.1(−16) 1.1(−15) 1.6(−15) 3.2(−15) 1.0(−13)
150 3.2(−17) 7.2(−17) 1.4(−16) 2.2(−16) 3.3(−16)
ℓ = 3
N n = 1 n = 2 n = 3 n = 4 n = 5
50 5.2(−10) 4.5(−10) 4.3(−8) 3.0(−7) 6.4(−7)
100 6.7(−20) 1.1(−17) 8.2(−16) 8.2(−16) 1.8(−13)
150 1.7(−22) 4.8(−22) 1.1(−21) 1.8(−21) 1.7(−20)
ℓ = 4
N n = 1 n = 2 n = 3 n = 4 n = 5
50 4.3(−10) 4.0(−10) 2.0(−8) 9.1(−8) 6.1(−7)
100 7.7(−17) 1.7(−17) 1.4(−14) 1.2(−13) 1.1(−13)
150 7.0(−24) 2.8(−23) 2.8(−21) 2.3(−20) 4.8(−20)
is excellent agreement between these two methods of cal-
culation.
Thus, the use of the quadrature rules on the base of
Eqs. (86) and (98) will allow us to find the spectrum
of the system with the Cornell potential with a relative
error of 10−15 for ℓ = 0 and 10−22 for ℓ > 1.
B. Special quadrature scheme for ℓ = 0
Using (138) and (158) , matrix Hij for the equation
with Cornell potential at ℓ = 0 is written in the form
Hij = β
2
0 δi,j k¯j −
ωHj (ξi,N )
πβ0dki
− λβ0
π
dkj
k¯
1/2
i
ωQ0j (ξi,N ) , (163)
Table VIII represents the values
δn0 =
∣∣∣∣∣ ε˜n0 − ε
(N)
n
ε˜n0
∣∣∣∣∣ , (164)
where ε˜n0 are the eigenvalues obtained in coordinate
space.
This method, as in the case of a special quadrature
rules for a linear potential (158), is highly accurate only
for ℓ = 0. It is to be noted that numerical calculations
with the help of (163) completely agree with results [23].
Table VIII. Value of δn0 for polynomials VN(t) with λ = 1.
N n = 1 n = 2 n = 3 n = 4 n = 5
50 4.9(−23) 5.6(−20) 1.7(−17) 1.5(−15) 9.7(−14)
100 8.5(−40) 2.7(−36) 9.6(−34) 1.9(−30) 3.9(−28)
150 5.0(−55) 8.7(−51) 2.8(−47) 1.5(−44) 1.4(−41)
IX. CONCLUSIONS
In this paper, we solve numerically the Schro¨dinger
equation in momentum space with the Coulomb, linear
confinement and Cornell potentials by using new quadra-
ture rules.
The numerical results demonstrate the efficiency of the
created method. The new quadrature formulas, in which
the singularities of integrals are included into the weight
functions, make it possible to solve the Schro¨dinger equa-
tion for the momentum space with high accuracy.
The achieved accuracy of calculations is many orders of
magnitude higher than in similar calculations in momen-
tum space conducted in the papers [14, 16, 18–20, 22].
Special high-precision methods of solution for states with
zero orbital angular momentum are considered.
These methods are easily generalized to the relativistic
equations, where the potentials are generally derived in
momentum space. Consequently, the developed proce-
dure to obtain the energy spectra can be used to study
and calculate various effects in the two-body quantum
systems, such as hydrogen-like atoms, hadronic atoms
and bound quark systems.
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Appendix A: A subtraction term for the logarithmic
singularity
We consider a one-dimensional integral,
Cℓ =
∫ ∞
0
Qℓ (y)
k
dk , (A1)
where
y =
k2 + p2
2pk
. (A2)
Using the integral representation for Legendre polyno-
mials of the second kind Qℓ (y) [46]
Qℓ (y) =
1
2
∫ 1
−1
Pℓ (x)
y − x dx (A3)
we can modify Eq. (A1) as
Cℓ =
∫ 1
−1
Pℓ (x)
[
lim
η→0
∫ ∞
0
p
(k2 + p2 + η2)− 2pkxdk
]
dx .
(A4)
After integrating over the variable k in the Eq. (A4),
we can obtain
Cℓ =
∫ 1
−1
Pℓ (x)
[
π
2
√
1− x2 +
arcsin x√
1− x2
]
dx . (A5)
Using the integrals [47]
π
2
∫ 1
−1
Pℓ (x)√
1− x2 dx
=
 π
2
2
[
(ℓ− 1)!!
ℓ !!
]2
, ℓ = 2m
0 , ℓ = 2m+ 1
, m = 0, 1, 2 . . .
(A6)
and∫ 1
−1
arcsin x√
1− x2 Pℓ (x) dx
=
 2
[
(ℓ− 1)!!
ℓ !!
]2
, ℓ = 2m+ 1
0 , ℓ = 2m
, m = 0, 1, 2 . . .
(A7)
one obtains for the integral Cℓ
Cℓ =
∫ ∞
0
Qℓ (y)
k
dk =
[
(ℓ− 1)!!
ℓ !!
]2
×
{
π2/2 , ℓ = 2m
2 , ℓ = 2m+ 1
, m = 0, 1, 2 . . . (A8)
where
ℓ !! = ℓ(ℓ− 2)(ℓ− 4) . . . , ℓ ∈ Z .
The subtraction term (A8) includes the known relation
for the counter term with ℓ = 0 (35) and it is somewhat
easier to use in solving the equations than the counter
term (37) represented in [9].
Appendix B: The Chebyshev polynomials
Let us define the function
K(α,β)n (z) =

Tn(z) , α = β = −1/2 ,
Un(z) , α = β = 1/2 ,
Vn(z) , α = −β = −1/2 ,
Wn(z) , α = −β = 1/2 ,
(B1)
which includes the Chebyshev polynomials of 1, 2, 3, 4
kinds (the details can be found in [36]).
The zeros of Chebyshev’s polynomials are determined
by the relation
ξi,n = cos θi,n , (i = 1, . . . , n) . (B2)
The trigonometric representations and expressions for
θi,n are given in Table B.
Table IX. Relations for Chebyshev polynomials (x = cos θ).
Designation Expression θi,n
Tn (x) cosnθ (i− 1/2) π/n
Un (x) sin (n+ 1) θ/ sin θ iπ/(n+ 1)
Vn (x) cos (n+ 1/2) θ/ cos (θ/2) (2i− 1) π/(2n+ 1)
Wn (x) sin (n+ 1/2) θ/ sin (θ/2) (2i) π/(2n+ 1)
We can prove that
K
(α,β)
N (t)−K(α,β)N (z)
t− z
= 2
N−1∑
j=0
UN−1−k(z)K
(α,β)
j (t)
= 2
N−1∑
j=0
K
(α,β)
N−1−j(z)Uj (t) . (B3)
In particular, α = β = −1/2 for relation (B3) leads to
the expansion of the form
TN(t)− TN (z)
t− z = 2
N−1∑
′
k=0
UN−1−k(z)Tk(t)
= 2
N−1∑
′′
k=0
TN−1−k(z)Uk(t) , (B4)
where the signs ′ and ′′ indicate that the first and last
term in the sum is divided by two, respectively.
In order not to use notation with signs ′ and ′′ we
introduce additional functions
rnk =
{
1/2 , k = n ,
1 , k 6= n , (B5)
cmk (n) =
 1/2 , k = n and m is odd number ,1 , k = n and m is even number ,1 , k 6= n . (B6)
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Using the integral and the equation (B3),∫ 1
−1
Uk (t) dt =
1− (−1)k+1
k + 1
(B7)
we calculate the analytic expression of the integral
R(α,β)n (z) =
∫ 1
−1
K
(α,β)
n (t)−K(α,β)n (z)
(t− z) dt . (B8)
The integral (B8)
R(α,β)n (z) = 4
[n−12 ]∑
i=0
K
(α,β)
n−2i−1(z)
2i+ 1
, (α, β = ±1/2) (B9)
to the form for all cases, except in the case α = β = −1/2
(Chebyshev polynomial of the first kind). The [n] symbol
means that the integer part of the number n is taken.
If α = β = −1/2, the Eq. (B9) is transformed to the
form
R(−1/2,−1/2)n (z)
= 4
bn∑
i=0
Tn−2i−1(z)
2i+ 1
cni (bn) , bn =
[
n− 1
2
]
, (B10)
where cmk (n) is defined by the equation (B6). The pres-
ence of this function leads to the fact that in the sum
in (B9) the last term is divided by two if n is an odd
number.
Appendix C: Matrix elements for the variational
method
The most common method of numerical solving
Eq. (1) with centrally symmetric potential V (|r|) is
a variational method. In this approach the solution of
equation (1) reduces to an eigenvalue problem
∞∑
k=0
ak 〈Ψk| Hˆ |Ψk′〉 ≡
∞∑
k=0
〈H〉k k′ ak′ = E ak (C1)
by expanding the initial wave function with respect to
some complete set of trial wave function Ψ
Φ =
∞∑
k=0
akΨk . (C2)
For an approximate solution of the series (C2) terminate
at a value N − 1 and get the eigenvalue problem
N−1∑
k=0
ak 〈Ψk| Hˆ |Ψk′〉 = Eˆn ak′ (C3)
for the matrix 〈H〉k k′ .
Entries of the matrix 〈Ψn| Hˆ |Ψn′〉 = 〈H〉n n′ , after
calculating the angle part with the trial wave functions
Ψn,ℓm(r) = ψnℓ(r)Yℓm(θr, φr) ,
Ψ˜n,ℓm(k) = ψ˜nℓ(k)Yℓm(θk, φk) (C4)
represent the integrals of the form
〈H〉n n′ =
∫ ∞
0
ψ˜∗nℓ (k)
[
k2
2µ
]
ψ˜n′ ℓ (k) k
2dk +
+
∫ ∞
0
ψ∗nℓ (r) V (r)ψn′ ℓ (r) r
2dr . (C5)
The function ψ˜nℓ (k) is Fourier transform of the wave
function ψnℓ (r).
The principal aim here is to compute the expectation
value of V (r) = rp and kinetic energy k2/(2µ) with the
trial pseudo-Coulomb wave functions
ψCnℓ(r) = N
C
nℓ (2β)
3/2
(2βr)ℓe−βrL2ℓ+2n (2βr) ,
NCnℓ =
√
n!
(n+ 2ℓ+ 2)!
, (C6)
ψ˜Cnℓ(k) = N˜
C
nℓ
(
β
k2 + β2
)ℓ+2
kℓ
× P (ℓ+3/2,ℓ+1/2)n (
k2 − β2
k2 + β2
) ,
N˜Cnℓ =
2
√
βn!(n+ 2ℓ+ 2)!
Γ(n+ ℓ+ 3/2)
. (C7)
In Eqs. (C6) and (C7) the functions Lℓn(z) and P
α,β
n (z)
are Laguerre and Jacobi polynomials accordingly. With
these basis functions the matrix element of the poten-
tial between the initial and final states is calculated in
configuration space.
The potential part of Eq. (C5) with V (r) = rp written
in the form
〈rp〉nℓ,n′ =
∫ ∞
0
ψCnℓ(r, β)r
pψCn′ ℓ(r, β)r
2dr
= NCnℓN
C
n′ ℓ(2β)
2ℓ+3
×
∫ ∞
0
drr2ℓ+2+pe−2βrL2ℓ+2n (2βr)L
2ℓ+2
n′ (2βr) . (C8)
A change of integration variable to the combination
z = 2βr in (C8) yields
〈rp〉nℓ,n′
=
NCnℓN
C
n′ ℓ
(2β)p
∫ ∞
0
dz z2ℓ+2+pe−zL2ℓ+2n (z)L
2ℓ+2
n′ (z) .
(C9)
To use the Chu-Vandermonde sum formula with param-
eters α = 2ℓ+ 2, β = 2ℓ+ 2 + p [47]
Lαn−1(z) =
n∑
j=1
(α− β)n−j
(n− j)! L
β
j−1(z) , (C10)
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and the orthogonality relation for the Laguerre polyno-
mials∫ ∞
0
dzzβe−zLβj (z)L
β
j′(z) =
Γ(j + β + 1)
j!
δj,j′ (C11)
we obtain a general expression for the integral (C8)
〈rp〉nℓ,n′ = 1
(2β)
p
√
n!n′!
(n′ + 2ℓ+ 2)!(n+ 2ℓ+ 2)!
×
n+1∑
j=1
(−p)n+1−j (−p)n′+1−j
(n+ 1− j)! (n′ + 1− j)!
× Γ (2ℓ+ 1 + p+ j)
(j − 1)! , n 6 n
′ , (C12)
where (z)N is Pochhammer symbol. Because of the sym-
metry of the matrix 〈rp〉nℓ,n′ under interchange of n′ and
n it is easy to obtain the result for n > n′. Formula (C12)
generalizes the relation from [45], where the calculations
were made for special cases with p = −1 and p = 1.
From (C12), we may deduce the relations for p = −1
(Coulomb potential) and p = 1 (linear potential) in the
form
〈1/r〉nℓ,n′ = β
ℓ+ 1
√
n′!(n+ 2ℓ+ 2)!
n!(n′ + 2ℓ+ 2)!
, n 6 n′ , (C13)
〈r〉nℓ,n′ =
1
2β
[
δn′,n (2n+ 2ℓ+ 3)
− δn′,n−1
√
n (n+ 2ℓ+ 2)
−δn′,n+1
√
(n+ 1) (n+ 2ℓ+ 3)
]
, n 6 n′ . (C14)
Part associated with the kinetic energy can be calcu-
lated exactly [45]
〈
k2
〉
nℓ,n′
= β2
√
n′!
n!
√
(n+ 2ℓ+ 2)!
(n′ + 2ℓ+ 2)!
×
(
2 +
4n
2ℓ+ 3
− δn′,n
)
, n 6 n′ . (C15)
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