In this paper, new definitions of observability are introduced. They include states and/or inputs estimation, as well as partial or global observability. From these definitions, problems of left invertibility, fault detection, observability, identifiability, unidirectional synchronization,... can be studied in the same context. Moreover, we propose the definitions for both nonlinear continuous-time systems and switched systems. Two examples are introduced to illustrate the efficiency of the proposed definitions and related propositions introduce in the paper.
Introduction
In this paper, the concept of observability for nonlinear systems and switched systems is investigated with new definitions in an extended context. Relative to the classical concept of observability, the proposed definitions are applicable to a much broader family of variables including unmeasured state, unknown input, unknown parameters, and even uncertainties and disturbances in a control system. Moreover, the proposed definition takes into account the notion of partial observability which may be useful, for example, in the context of networked systems. In addition, the first definition in this paper has a distinctive extension to switched systems and thus taking into account also the partial observability with respect to the time (i.e. some variable may be unobservable during some bounded time interval). It is well known that the definition of linear observability is universal for all linear systems, but there exist many different definitions of observability in the literature of nonlinear control systems. Without exhaustibility purposes, these definitions include weakly local observability (Herman & al., 1977) , algebraic observability (Diop & al., 1991) , infinitesimal observability (Gauthier & al., 2001) , unboundedness observability (Angeli & al., 1999) ,... It is a technical question at the crossway of several factors such as the generality of the concept, easy to check, and practical observer design. In this paper, the notation Z represents a variable or function associated with a control system. The first definition of observability proposed in this paper is the Z-observability. It is an effort to take into account the consideration of three factors that are not considered all together in existing definitions:
• Partial observability (observability of a part of the system variables, not all the state variables)
• Observability with partial model of a dynamical system, i.e. part of the equations in the system model is completely unknown (in contrast to the case with full known model with possibly unknown parameters);
• The observability of unknown input and unknown parameters.
This new definition is inspired by the observability definition adopted by moving horizon type of observers. However, the following definition has some fundamental differences from the existing ones. It defines the observability of individual variables, instead of the entire system. In addition to the classical case of observability of the entire system, this definition is applicable to the estimation of a subset of variables. It is also applicable to the unknown input and unknown parameters in a system. Consequently, this definition can be easily applied to fault detection and, more particularly, to some approaches using subsystems of connected or switched systems. Such definition can also be used in many observer based applications, such as cryptography of chaotic systems; identification problems; and general left invertible problems. After the introduction of Z-observability, it is introduced the notion of Z(T N )-observability for switched systems. This new definition takes into consideration of five factors not considered all together in classical definitions:
• Partial state observability
• Observability with partial model of a dynamical system
• The observability of unknown input and unknown parameters
• Systems with algebraic constraints
• Partial time observability
One of the main advantage of this is to relax the assumption that requires all switched subsystems be observable (see for example (Bemporad & al., 2000; Boutat & al., 2004; Vu & al., 2006) ). The efficiency of both definitions Z-observability and Z(T N )-observability are highlighted with two examples: the first one is dedicated to Fault Detection in networked oscillator and the second one is dedicated to an academical switched system.
Z-observability for smooth system
Consider a general nonlinear control systeṁ u(t) exist. For the state, we assume ξ(t) absolutely continuous. If (ξ(t), u(t)) satisfies the differential equation in (2.1) for all t in [t 0 , t 1 ] except for finite many points, then (t, ξ(t), u(t)) is called a trajectory. In this note, equations involving u(t) always mean " equal almost everywhere," and the notation is "a.e. in [t 0 , t 1 ]." Definition 1 The function z = Z(t, x, u) is said to be Z-observable in U with respect to the system 2.1 if for any two trajectories, (t, ξ i (t), u i (t)), i = 1, 2, in U defined on a same interval [t 0 , t 1 ], the equality
Now, suppose for any trajectory (t, ξ(t), u(t)) in U , there always exists an open set U 1 ⊂ U so that Z(t, x, u) is Z-observable in U 1 . Then, z = Z(t, x, u) is said to be locally Z-observable in U .
For simplicity, "Z-observable in U " means "Z-observable in U with respect to the system 2.1". In linear control theory, the control input is assumed to be a known variable. So, Y = [y, u] T where y is the output in the classical definition. Then, the observability of a linear control system is equivalent to the observability of all state variables in x. For nonlinear systems, all the state variables in an uniformly observable system must be observable under the definition 1 with the function Z(t, x, u) equal to x and Y = [y, u] T . However, a system that is not uniformly observable may be observable under the definition 1 with particular Z(t, x, u). Thus, a system could be unobservable under all existing definitions, but part of the state variables can be observable. This partial observability is a new concept that is especially important for subsystems in a system of systems, in which the observability of the entire system is either impossible or unnecessary.
It is also important to notice that the input u is a variable treated equally as the state variable x in the definition 1. So, it automatically handles both the left invertibility problem and the parameter identification problem. Moreover, it will be proved later that z is Z-observable impliesż is also Z-observable (whenż exists), no matter we know or don't know the dynamic equations in the model that are not directly related toż . The local Z-observability is defined differently from some typical local properties. In fact, the meaning of local in Definition 1 is not around a point in the state space. The local neighborhood U 1 is around a trajectory. A local observer around a single point would be too restrictive for many applications. Meanwhile, it is possible to design nonlinear observers applicable to non-local trajectories, but with local initial estimation (the observer converges if the initial estimation error is small), like the observer in (Krener & al., 2003) . If a variable is observable, it can be estimated by Kalman type of filters (EKF or UKF), or moving horizon type of observables (Kang, 2006) and (Gong & al., 2007) , sliding mode observer (Levant, 1998) , high gain observer (Gauthier & al., 2001) ,... but the choice and design of observers are beyond the scoop of this paper.
In the next, we prove several sufficient conditions for the Z-observability. Some of them are numerically checkable. For the simplicity of notations, we denote ξ 0 = ξ, ξ 1 = u. We define the differentiation operator D by
for all (t, ξ, u) ∈ U (the equality implies that the value of ξ j+1 can be arbitrary for j ≥ 1). Then z(t, x, u) is Z observable.
Proof. Given two trajectories (ξ 1 (t), u 1 (t)) and (ξ 2 (t), u 2 (t)) in U with outputs Y 1 (t) and Y 2 (t). Suppose
It is obvious that for i = 1, 2
.
Because of (2.2), we know
Therefore,
So, the variable z is observable.
Lemma 2 Let U ⊂ R × R n × R m be an open set. Suppose z ∈ R is a scaler valued variable. Suppose there are k functions:
T from the row components of the vector
However, there exists a row vector a(t) ∈ R k so that
Therefore, z = Z(t, ξ(t, v, w), u(t, v, w)) is a function of v, which is independent of w. Because v is from the vector (2.3), z is a function of
Given any trajectory (t, ξ(t), u(t)) in U . Then it is contained in some compact subset of U . There exist finite many open balls
so that the entire trajectory stays inside the open set
and z is Z-observable in every ball. There exists an open subset U 2 ⊂ U 1 containing the trajectory so that, for any two points (t, ξ i , u i ) ∈ U 2 with the same t, both points must lie in a same ball B(s i , ξ(s i ), u(s i )). In U 2 , z must be Z-observable because it is observable in all the balls B(s i , ξ(s i ), u(s i )). So, z is locally Z-observable in U .
Lemma 3 Consider a control systeṁ
is Z-observable in U .
Proof. Given two trajectories (t, ξ 1 (t), u 1 (t)) and (t, ξ 2 (t), u 2 (t)). Assume h((t, ξ 1 (t), u 1 (t)) − h((t, ξ 2 (t), u 2 (t)) = 0 for all t. Then, Z(t, ξ 1 (t), u 1 (t)) = Z(t, ξ 2 (t), u 2 (t)) for all t. Therefore,
So, Dz is Z-observable. It is also interesting to deduce the Z-observability of variables constrained by algebraic equations. It is a result applicable to systems defined by DAEs.
Lemma 4 Consider a sequence of functions
along all trajectories and
Proof. Given any point (t 0 , ξ 0 , u 0 ) in the closure of a trajectory (t, ξ(t), u(t)) (If u(t) is continuous, no need to consider the closure). Consider the point
There exists an open ball B(t 0 , ξ 0 , u 0 ) around (t 0 , ξ 0 , u 0 ) so that for any (t, ξ, u) in B(t 0 , ξ 0 , u 0 ),
According to the assumption, we can assume
are all observable in B(t 0 , ξ 0 , u 0 ). Given two trajectories (t, ξ 1 (t), u 1 (t)) and (t, ξ 2 (t), u 2 (t)) in B(t 0 , ξ 0 , u 0 ). If they have the same output, then for
Because z 1 = Z 1 (t, ξ, u), · · · , z k 1 = Z k 1 (t, ξ, u) satisfy (2.4) and because the equation has a unique solution, we know that
Because the entire trajectory (t, x(t), u(t)) can be covered by finite many ball in which
there exists an open neighborhood around the trajectory in which
z i = Z i (t, ξ, u), i = 1, · · · , k 1 , are Z observable. Therefore, z 1 = Z 1 (t, ξ, u), · · · , z k 1 = Z k 1 (t, ξ, u) are locally Z-observable in U .
Z(T N )-observability
Let us consider the following class of switched systems:
Where Q is a finite index set, f q R × R n × R m → R m is sufficiently smooth, the dwell time [t i,0 , t i,1 ] between two switches of the structure (i.e. change of q ) is such that ∃τ min > 0 /(t i,1 −t i,0 ) > τ min (this exclude Zeno phenomena). For the input u in any time interval [t i,0 , t i,1 [⊆ [t ini , t end [, we assume that u(t) is bounded and C ∞ . For switched systems the observation concept is strongly linked to the dwell time and the sequence of switch, thus it is important to recall (in our context) the following definition of hybrid time trajectory (Lygeros & al., 2003) (see also (Goebel & al., 2004) ).
Definition 2 A hybrid time trajectory is a finite or infinite sequence of intervals T N = {I i } N i=0 , such that
• For all i < N t i,1 = t i+1,0
• t 0,0 = t ini and t N,1 = t end Moreover, we define T N as the ordered list of q associated to T N (i.e. {q 0 , ..., q N } with q i the value of q during the time interval I I ).
From these it is possible to define a new concept of observability:
Definition 3 The function z = Z(t, ξ, u) is said to be Z(T N )-observable in U with respect to system 3.5 and hybrid time trajectory T N and T N if for any two trajectories, (t, ξ i (t), u i (t)), i = 1, 2, in U defined on the interval [t ini , t end ], the equality
Suppose for any trajectory (t, ξ(t), u(t)) in U , there always exists an open set U 1 ⊂ U so that (t, ξ(t), u(t)) is contained in U 1 and Z(t, x, u) is Z(T N )-observable in U 1 with respect to system 3.5 and hybrid time trajectory T N and T N . Then, z = Z(t, x, u) is said to be locally Z(T N )-observable in U with respect to system 3.5 and hybrid time trajectory T N and T N .
Lemma 5 Consider system 3.5 and hybrid time trajectory T N and T N . Let U be an open set in time-state-control space. Suppose Z(t, x(t), u(t)) is always continuous under admissible control input. Suppose there exist N + 1 linear projections {P i } so that
(2) Rank{P T 0 , ..., P T N } = dim(Z) = n z ; and (3) dP i Z(t, ξ(t), u(t)) dt = 0 for t ∈ [t i,0 , t i,1 [ and (t, ξ(t), u(t)) ∈ U , where
-observable in U with respect to system 3.5 and hybrid time trajectory T N and T N Proof. By the assumption, within each I i the unobservable parts of the function Z are constant; and they are observable in some other time intervals. More specifically, the integration of condition (3) yields P i Z(t, ξ(t), u(t)) = Constant for t in I i . However, P j Z(t, ξ(t), u(t)) is uniquely determined in the time interval I j . Because Rank{P T 0 , ..., P T N } = n z ,P i Z is unquely determined. Because {P T i , P T i } has full rank, lemma 4 ensures that Z(t, ξ(t), u(t)) is observable in I i for all 0 ≤ i ≤ N .
In the following, "Z(T N )-observable in U " means "Z(T N )-observable in U with respect to system 3.5 and hybrid time trajectory T N and T N ".
Remark 1
The Hybrid time trajectory T N and T N influence the observability property in the way similar to an input. Therefore, in the future work it is interesting to define the universal hybrid time trajectory as the time trajectory which preserves the observability (see (Gauthier & al., 2001) for the definition of universal input).
Remark 2 Thus if system 3.5 is Z(T N )-observable, then it is possible to design an observer for the system. But this is beyond the scoop of the paper.
It is important to mention that all lemmas of the section 2 are valid for each time interval I i . However, the generalization of the Z(T N ) observability with nonlinear projections is not so obvious because, in this case, the projection can be function of unknown parameters. In the next section the usefulness of the Z-observability is highlighted by a system of networked oscillators.
Network Systems
This section is dedicated to a networked system, more particularly to the influence of the small world effect with respect to the Z-observability. In (Watts & al., 1998) ). Consider the case of no fault in the system. With one output, the system is not observable, and the dimension of the observable space is only 20; with two successive outputs the dimension of the observable space is 36; with three successive outputs the dimension of the observable space is 38; and only for four and more successive outputs the regular system is observable. Moreover, if a fault detection problem is considered vertex by vertex, then the state of a vertex can be observable even if the entire system is not. Define Z(t, ξ, m) for the i th vertex as follows
The outputs are defined by ξ i−2,1 = y −2 , ξ i−1,1 = y −1 , ξ i,1 = y 0 , ξ i+1,1 = y 1 and ξ i+2,1 = y 2 the following differential algebraic equations are obtains:
Then the lemma 1 guaranty that Z(t, ξ, m) = (ξ i,2 , m i ) T is Z-observable. In this case, the entire system is not observable without information about all m i . However, the fault of a vertix is observable Now consider the same network (with the same vertex dynamics) but with small world effect (see figure 1 ). Assuming no fault, then with one output the dimension of the observable space is 36; with two successive outputs the system is observable. This seems a beneficial effect on observability of small world network architecture (i.e. less outputs are necessary in order to observe the full state of the system). Nevertheless, from this architecture and without assumption on the m i , it is impossible to detect fault on each vertex with only the knowledge of the two upper and lower outputs neighborhood (i.e. ξ i−2,1 = y −2 , ξ i−1,1 = y −1 , ξ i,1 = y 0 , ξ 1+1,1 = y 1 and ξ i+2,1 = y 2 ). This shows that the sensors repartition is of first importance for fault detection in network with small world structure. Moreover the choice of sensor localization must be done with the Z-observable concept because detection of m i is requested and the observation of the full state is not necessary.
Switched System
Let us consider the following switched system without jump.
x 1 = −x 1 + q i,1 x 2 + q i,2 x 3 x 2 = −q i,1 (q i,1 x 2 + q i,2 x 3 ) (5.8) with τ = τ min > 0 and < T N > the order list of q i = (q i,1 , q i,2 ) is defined as follow:
q 1 = (1, −1) and for j = 3k + 1, q j = q 1 q 2 = (−1, 1) and for j = 3k + 2, q j = q 2 q 3 = (1, 1) and for j = 3k, q j = q 3
For a function z = Z(t, x) = (x 1 (t), x 2 (t), x 3 (t)) T , a choice of projections matrixes is:
P 1 = P 2 = 1 0 0 0 1 −1 P 1 =P 2 = 0 1 1 and P 3 = 1 0 0 0 1 1 ,P 3 = 0 1 −1
Moreover, the P j andP j for j > 3 are defined as follow:
P j = P 1 andP j =P 1 for j = 3k + 1 P j = P 2 andP j =P 2 for j = 3k + 2 P j = P 3 andP j =P 3 for j = 3k
From the lemma 5 it is clear that all state components are Z(T N ) observable (if the hybrid time trajectory ends at least after 3τ ), even if the function z is not observable for any couple (T i , q i ).
