Abstract. In this paper we obtain new characterizations of the q-uniformly convex and smooth Banach spaces by using Carleson measures. These measures are defined by Poisson integral associated with Bessel operators and Banach valued BM O-functions. By the way we describe q-uniformly convexity and smoothness of a Banach space in terms of the mapping properties of the Lusin integral defined by the Poisson semigroup for Bessel operators.
Introduction
It is well-known that vector valued harmonic analysis and geometry of Banach spaces are closely connected. Some geometric properties of a Banach space B are characterized by the boundedness in B-valued L p or BM O spaces of some harmonic analysis operators (Riesz transforms, imaginary powers, Littlewood-Paley g-functions, . . . ). These properties have also a description by using martingales transforms. The celebrated papers of Bourgain [12] and Burkholder [13] concerning to U M D (Unconditional Martingale Difference) spaces contain the first main results of this theory. In the last years this area has a great activity. In [29] Xu studied the one side Littlewood-Paley theory for Banach valued functions and he obtained new characterizations for the uniformly convex and smooth Banach spaces. The results in [29] were generalized by Martínez, Torrea and Xu [22] to the diffusion semigroup setting. Harmonic analysis operators associated with Bessel, Hermite, Laguerre and Ornstein-Uhlenbeck operators allow also to characterize U M D, convexity and smoothness properties of Banach spaces (see [1] , [2] , [7] , [8] , [9] , [18] , amongst others).
Recently, Ouyang and Xu [26] have studied the relationship between vector valued BM O functions and the Carleson measures defined by their Poisson integrals. They obtained new characterizations for those Banach spaces admitting an equivalent norm which is q-uniformly convex or q-uniformly smooth.
In this paper we use the Poisson integrals associated with Bessel operators to define Carleson measures that allow us to characterize (modulus renorming) q-uniformly convex and smooth Banach space. We consider the Banach valued odd BM O functions on R. In [6] the scalar space of odd BM O functions was described by using Carleson measures.
Assume that B is a Banach space. We say that a locally integrable function f : R −→ B has bounded mean oscillation, written f ∈ BM O(R, B), when
where the supremum is taken over all bounded intervals I in R. Here f I =
f (x)dx, where the integral is understood in the Bochner sense, and |I| denotes the length of I, for every bounded interval I in R. By BM O o (R, B) we represent the space of the odd functions in BM O(R, B). According to the well-known John-Nirenberg property we can see that a B-valued locally integrable and odd function f on R is in BM O o (R, B) if, and only if, for some (equivalently, for any) 1 ≤ p < ∞, there exists C > 0 such that f (x) B /(1 + x 2 )dx < ∞.
In [24] Muckenhoupt and Stein developed the harmonic analysis theory in the ultraspherical and Bessel settings. Taking as a starting point the ideas in [24] in the last years several authors have investigated boundedness properties of harmonic analysis operators associated with Bessel operators ( [3] , [4] , [5] , [10] , [11] , [25] ).
We consider, for every λ > 0, the Bessel operator ∆ λ = −x We define the operator∆ λ as follows,
where the domain D(∆ λ ) of∆ λ is
∆ λ is a closed and positive operator. Note that∆ λ f = ∆ λ f , f ∈ C ∞ c (0, ∞). In the sequel we refer to∆ λ also by ∆ λ .
By {P λ t } t>0 we represent the Poisson semigroup associated with ∆ λ , or, in other words, the semigroup of operators generated by − √ ∆ λ . According to [24, (16.4) ] we can write, for every f ∈ L p (0, ∞), 1 ≤ p ≤ ∞, [(x − y) 2 + t 2 + 2xy(1 − cos θ)] λ+1 dθ, x, y, t ∈ (0, ∞).
Since the kernel function P λ t (x, y) ≥ 0, x, y, t ∈ (0, ∞), the operator P λ t is also a contraction in the Lebesgue-Bochner space L p ((0, ∞), B), for every 1 ≤ p ≤ ∞ and t > 0.
We say that a positive measure µ on (0, ∞)×(0, ∞) is Carleson when there exists C > 0 satisfying µ(I × (0, |I|)) |I| ≤ C, for every bounded interval I in (0, ∞). It is well-known that the functions of bounded mean oscillation on R n can be characterized by using Carleson measures. In [6] the following result was established.
Theorem ([6, Theorem 1.1]). Let λ > 0. Assume that f is a locally integrable function in [0, ∞). If we define f o as the odd extension of f to R, then f o ∈ BM O o (R) if and only if (1+x 2 ) −1 f ∈ L 1 (0, ∞) and the measure γ f given by dγ f (x, t) = t∂ t P λ t (f )(x) 2 dxdt t is Carleson on (0, ∞) × (0, ∞).
We now recall the definitions of convexity and smoothness for a Banach space B. The modulus of convexity δ B and of smoothness ρ B are defined by δ B (ε) = inf{1 − a + b 2 B : a, b ∈ B, a B = b B = 1, a − b B = ε}, 0 < ε < 2, and ρ B (t) = sup{ a + tb B + a − tb B 2 : a, b ∈ B, a B = b B = 1}, t > 0.
We say that B is uniformly convex (respectively, uniformly smooth) when δ B (ε) > 0 (respectively, lim t→0 ρ B (t)/t = 0). Also, B is called q-uniformly convex, q ≥ 2 (respectively, q-uniformly smooth, 1 < q ≤ 2) when there exist C > 0 such that δ B (ε) ≥ Cε q , 0 < ε < 2 (respectively, ρ B (t) ≤ Ct q , t > 0).
Pisier [27] proved that B has an equivalent norm that is q-uniformly convex (respectively, quniformly smooth) if and only if B has martingale cotype q (respectively, martingale type q). Xu [29] established the corresponding characterization when the martingale type and cotype is replaced by the Lusin type and cotype associated with the Poisson semigroup for the torus. The result of Xu was extended to the diffusion semigroup setting in [22] . Similar properties have been obtained in the Bessel ( [7] ) and Laguerre ( [9] ) contexts. Recently, Ouyang and Xu [26] characterized those Banach spaces having an equivalent norm that is q-uniformly convex or smooth by using Carleson measures and B-valued BM O functions, and lately Jiao [20] gave the martingale version of this result.
In this paper we obtain new characterizations for q-uniformly convexity and smoothness of a Banach space by using Carleson measures associated with the Bessel Poisson integrals P
The main results of this paper are the following ones. Theorem 1.1. Let B be a Banach space, λ > 1 and 2 ≤ q < ∞. Then, the following statements are equivalent.
(i) There exists C > 0 such that, for every f ∈ BM O o (R, B), the measure dµ f defined by
where the supremum is taken over all bounded intervals I in (0, ∞).
(ii) B has an equivalent norm which is q-uniformly convex.
Theorem 1.2. Let B be a Banach space, λ > 1 and 1 < q ≤ 2. Then, the following assertions are equivalent.
(i) There exists C > 0 such that, for every odd B-valued function f , satisfying that (1+x
(ii) B has an equivalent q-uniformly smooth norm. In order to prove our theorems we need to obtain characterizations of the convexity and smoothness for a Banach space by using certain area integrals involving the Poisson semigroup {P λ t } t>0 .
We define the following sets
We extend the definition of the Poisson kernel P λ t (x, y) given in (3) to R × R, for every t > 0, as follows
[(x − y) 2 + t 2 + 2xy(1 − cos θ)] λ+1 dθ. Note that, for every t > 0,
We consider the Lusin integrals associated with the Poisson semigroup {P λ t } t>0 defined by
and
where q > 1 and f is a strongly B-valued measurable function defined on (0, ∞) such that
It is not hard to see that 
is a sequence of strongly measurable B-valued functions defined on (0, ∞) such that, for every j ∈ N, a j is an ∞-atom supported on (0, ∞) or there exists β > 0 for which supp(a j ) ⊂ [0, β] and a L ∞ ((0,∞),B) ≤ 1/β. Also, we can characterize the elements of H 
is a sequence of strongly measurable B-valued functions defined on (0, ∞) such that, for every j ∈ N, a j is an ∞-atom supported on (0, ∞) or a j = b j χ (0,δj ) /δ j , for a certain b j ∈ B, being b j B = 1 and δ j > 0. Here, χ (0,δ) denotes the characteristic function of (0, δ), for every δ > 0. The topology of H 1 o (R, B) is defined by the norms associated in the usual way with the above atomic representations.
In [7] the martingale type and cotype of a Banach space is characterized by using LittlewoodPaley g-functions associated with the Poisson semigroup {P λ t } t>0 . In the next result we establish the corresponding properties involving Lusin area integrals S q λ,+ . This proposition has interest in itself and it is useful in the proof of Theorems 1.1 and 1.2. Proposition 1.3. Let B be a Banach space, λ > 0 and 2 ≤ q < ∞. Then, the following assertions are equivalent.
(i) For some 1 < p < ∞, there exists C > 0 such that
(ii) For every 1 < p < ∞, there exists C > 0 such that
(iii) There exists C > 0 for which
(iv) B has an equivalent q-uniformly convex norm.
(v) B * , the dual space of B, has an equivalent q -uniformly smooth norm, where q = q/(q − 1).
This paper is organized as follows. In Section 2 we prove Proposition 1.3. Proofs of Theorems 1.1 and 1.2 are presented in Sections 3 and 4, respectively. In order to make Sections 3 and 4 more legible we include in Section 5 (Appendix) the proofs of some auxiliary results that we need to show Theorems 1.1 and 1.2.
Throughout this paper by C we always denote a positive constant that is not necessarily the same in each occurrence. The duality pairing between a Banach space B and its dual B * will be represented by ·, · B×B * or simply ·, · .
Acknowledgements. The authors would like to thank Professor José Luis Torrea our always helpful discussions with him about vector valued harmonic analysis.
Proof of Proposition 1.3
In order to proof Proposition 1.3 we use [26, Lemma 4.2] where the convexity and smoothness of a Banach space B is described in terms of the boundedness properties of the Lusin area integral associated with the classical Poisson integral.
If f is a strongly measurable B-valued function defined in R such that
where P t (f ) represents the Poisson integral of f given as follows
As usual, we denote the Poisson kernel by
We also consider the following partial Lusin integrals
with q > 1.
We prove Proposition 1.3 in two steps. Firstly, we establish that the L p -boundedness of S q is equivalent to the L p -boundedness of S q λ,+ , for every 1 < p < ∞. Lemma 2.1. Let B be a Banach space, λ > 0, 2 ≤ q < ∞, and 1 < p < ∞. Then, the following assertions are equivalent.
(
We have that
is also an even function and
. In a similar way we obtain
. The above inequalities allow us to show that (ii) implies (i).
(ii) ⇔ (iii). We are going to see that there exists C > 0 such that
. We can write
By applying Minkowski's inequality we get
, and the operators J i , i = 1, 2, are defined by
Our objective (6) will be established when we prove that the operators J 1 and J 2 are bounded from
First, we observe that
Here, I x,z represents the interval (min{x, z}, max{x, z}). We also get
These estimates lead to, for i = 1, 2,
where H 0 and H ∞ denote the Hardy type operators defined by
Since H 0 and H ∞ are bounded from L p (0, ∞) into itself (see [23] ), we conclude that J 1 and J 2 are bounded from L p (0, ∞) into itself. Now the desired equivalence follows from (6).
(iii) ⇔ (iv). This property will be proved when we show that there exists C > 0 such that
We decompose the Bessel Poisson kernel as follows
where
Our objective is to see that K j is a bounded operator in L p (0, ∞), for j = 1, 2, 3.
According to [6, p. 481-482] we have that
Also, we get
By proceeding as in (7) and (8) we can see that
Then, we get that
Next, we deal with the most involved operator K 3 . In order to do this we introduce the new kernels
By arguing like in [6, p. 483-487], we deduce that, for each x ∈ (0, ∞) and x/2 < z < 2x,
There (in [6, p. 483-487]), the case q = 2 is considered, but the same arguments are still valid for 2 ≤ q < ∞.
Hence, we have that
We denote
du. By using Jensen's inequality we get
Putting together the above estimations we obtain (9) , and the proof of (iii) ⇔ (iv) is finished.
In the following lemma we establish the endpoint result p = 1.
Lemma 2.2. Let B be a Banach space, λ > 0 and 2 ≤ q < ∞. Then, the following statements are equivalent.
Proof. (i) ⇒ (ii).
We claim that the properties below are equivalent.
.
This implies what we are looking for.
(a) ⇔ (b). This equivalence can be proved by proceeding as in the proof of (i) ⇔ (ii) of Lemma 2.1.
, where
, and
A straightforward manipulation leads to
Hence, by proceeding as in (7) we obtain
Then, we get
Moreover, according to (8), we have that
and it follows that
Hence, we conclude that
. By (11) we have to analyze the operators
and from (15) we deduce, in a similar way, that
Finally, (16) implies that
By combining the above estimates we get
It is clear that
We define H 
, x ∈ R, and j ∈ N. We define b j and γ j , j ∈ N, as follows
From now on we write h = ∞ j=1 2γ j g j , where g j (x) = b j (|x|)/2, x ∈ R and j ∈ N, and b j and γ j , j ∈ N, are those ones we have just defined.
We can write
Assume that g is an even
For every x ∈ (0, ∞), by using Minkowski's inequality we get
Note that it is possible to introduce the factor t∂ t P t (y + β), because g is even and has zero mean.
Our goal is to see that, for a certain C > 0 independent of g,
According to (7) it follows that
and then
In a similar way (8) leads to
By using again (7) and (8) we obtain
Since the Hardy operator H ∞ is bounded from L 1 (0, ∞) into itself, we conclude that
In order to analyze H j ( g B ), j = 2, 5, we claim that
If (21) holds we obtain
Note that the constants C > 0 in (18)- (22) do not depend on g.
To justify (21) we observe that
Moreover, if 0 < y < ∞ and 0 < z < β, |y − z| ≤ y + β, and
In a similar way we can see, for each 0 < y < ∞ and 0 < z < β,
By proceeding as in (7) we obtain (21) .
Putting together all the above estimations we conclude that
By combining (17) and (23) we conclude that
Thus the proof of this lemma is completed. 3. Proof of Theorem 1.1
Proof of (ii) ⇒ (i).
Assume that B has an equivalent norm which is q-uniformly convex.
Let f ∈ BM O o (R, B) and take I = (a, b) such that 0 ≤ a < b < ∞. We denote by 2I the interval (0, ∞) ∩ (x I − |I|, x I + |I|) where x I = (a + b)/2. We decompose f as follows:
We are going to show, for i = 1, 2, 3,
where the constant C > 0 depends neither on I nor on f .
Firstly, we prove (24) for i = 1. Note that |I ∩ (x − t, x + t)| ∼ t, when x ∈ I and 0 < t < |I|. We have that
By using Proposition 1.3 and John-Nirenberg's inequality we get
On the other hand, from [24, (b) , p. 86] we deduce that
Then, we can write, for every x ∈ I and t > 0,
Hence,
Finally, we show (24) for i = 3. Observe that in the classical case (see [26] ) this term does not appear because the corresponding integral vanishes. First of all, we notice that
Then, in order to establish (24) for i = 3 it is sufficient to show that (27) 
where C > 0 does not depend on I.
By taking into account that |t∂ t P λ t (x, y)| ≤ CP λ t (x, y), x, y, t ∈ (0, ∞), (see (26)) we can write
According to [24, (b) , p. 86] we have that,
We need also to estimate J 2 in a different way. The classical Poisson kernel is introduced as follows
The function under the integral sign in J 2,1 is decomposed as follows
where as above P λ t,1 and P λ t,2 is defined in (10).
Firstly note that
, by using the mean value theorem we obtain
We have used that
Finally, by proceeding in a similar way and using that
Putting together (31)-(34) we obtain
Moreover, we have that
Hence, it follows that
We now prove (27) . Suppose firstly |I| ≤ x I . Then, since q ≥ 2, (28) , (30) and (35)).
Assume now that |I| > x I . From (28) and (30) we deduce
Finally, from (29) and (35) it follows that
Hence, (27) is established and the proof of (ii) ⇒ (i) is finished.
Proof of (i) ⇒ (ii).
Assume that (i) holds. According to Proposition 1.3, in order to see that B has an equivalent q-uniformly convex norm it is enough to prove that there exists C > 0 such that
Note firstly that (36) is a finite dimensional inequality in the following sense: if (36) holds when B is replaced by E, where E is a finite dimensional subspace of B, with a constant C > 0 independent of E, then (36) is also true for every f ∈ L q ((0, ∞), B) with the same constant C > 0. This fact is a consequence of the density of
. . , n, and n ∈ N.
Let E be a subspace of B such that dim E < ∞. Applying again Proposition 1.3, instead of proving (36) for functions taking values in E, it is sufficient to show that
, being C > 0 a constant independent of E. Moreover, (37) holds provided that, for a certain C > 0,
that have compact support. To make easier the reading of this part, the proof of that (38) implies (37) will be included in Section 5 (see Proposition 5.1).
Observe that (38) can be written as follows
Inequality (39) will be proved by using duality. Our objective is to show that, there exists C > 0
, by density arguments it is suf-
. We can write,
where, for every N ∈ N, the truncated cone Γ N (0) is defined by (41) Γ N (0) = {(y, t) ∈ Γ(0) : 1/N < t < N }.
Note that the above limit exists because the integral is absolutely convergent. Indeed, for every
. By applying Hölder's inequality and by taking into account that f and h have compact support we deduce that the integral under analysis is absolutely convergent.
Interchanging the order of integration we get
where, for each N ∈ N,
The interchange in the order of integration is justified because by using Hölder's inequality we obtain
Then, since supp(f ) and supp(h) are compact, by using (12) and (13) we conclude that
For the incoming reasoning it is convenient to consider the operator g −→ t∂ t P λ t (Ψ N (g))(x + y). In order to make this proof more legible the main properties of this operator will be shown in Section 5 (Appendix 2).
By interchanging the order of integration we can write, for each x, t ∈ (0, ∞), y ∈ R, and N ∈ N,
where the kernel k λ s,t is given by
The interchange in the order of integration is justified because the integral is absolutely convergent. Indeed, according to (4), (12) and (13) we have that
In Section 5, Proposition 5.2, we establish that the sequence of operators {Φ N } N ∈N is uniformly
We now return back to (42). Let N ∈ N. We can write
This equality can be shown by proceeding as in the proof of [6, Proposition 4.4] and by taking into account the following facts:
. Indeed, arguing as in (43) it can be proved that
where the supremum is taken over all bounded intervals I ⊂ (0, ∞) such that x ∈ I, then C
2). By using Hölder's inequality and (45) if follows that (see [6, Proposition 4.3])
Finally, since (i) holds we get
Thus the proof of (ii) is completed.
Proof of Theorem 1.2

Proof of (ii) ⇒ (i).
Assume that (ii) holds. Let f be an odd B-valued function such that
where the supremum is taken over all the bounded intervals I ⊂ (0, ∞), we have nothing to prove. Assume that
According to [6, Propositions 4.3 and 4.4], for every
Moreover, by using [29, Colloraries 2.6 and 3.2] and Proposition 1.3 we deduce that
Let I = (a, b), being 0 < a < b < ∞. By applying [17, Lemma 2.3] and taking into account that C c (I) ⊗ B * = L 2 (I, B * ) and (f − f I ) I = 0, we obtain,
Hence, by applying (46) and (47), we deduce
Suppose now that I = (0, β), for some β > 0. By proceeding as before we get
and the same conclusion follows because h = gχ (0,
Thus (i) is established. (5), we prove that, for some C > 0,
Proof of (i) ⇒ (ii
Moreover, it is sufficient to see that, there exists C > 0 such that
for every subspace E of B, being dim E < ∞. Indeed, assume that (49) holds and take g ∈ L q ((0, ∞), B * ). By [17, Lemma 2.3], we can write
Observe that in the last equality we have applied that
. . , n and n ∈ N. If we define E = span{a j } n j=1 , it is clear that t∂ t P λ t (g)(x + y), G(x, y, t) B * ×B = t∂ t P λ t (g)(x + y), G(x, y, t) E * ×E , x ∈ (0, ∞), (y, t) ∈ Γ(0), because every element of B * can be seen by restriction as an element of E * . Hence, by Hölder's inequality and (49) we conclude that
and this gives (48).
Let E be a finite dimensional subspace of B. In order to prove (49), by the equivalences shown in Proposition 1.3, we are going to see that there exists C > 0, independent of E, such that 
Estimations (4), (12) and (13) 
where C > 0 does not depend on G.
Hence, recalling the atomic representation of the elements of
According to [17, Lemma 2.3] we have that
By using Hölder's inequality and repeating the above manipulations we can see that
Then, we can interchange the order of integration to write
where, as above,
According to (4) and (26) we get
where C > 0 depends on m and N . Thus, this function is locally integrable.
Suppose for a moment that there exists C > 0 independent of E, m and N ∈ N such that (50) sup
where the supremum is taken over all the bounded intervals I ⊂ (0, ∞). Since (i) holds, by using duality, (50) leads to
, where C depends neither on m, N ∈ N nor on E.
We conclude, by taking m → ∞, that
where C > 0 is independent of N ∈ N, and by taking N → ∞, it follows that
. We now prove (50). Fix m, N ∈ N and a bounded interval I ⊂ (0, ∞). We decompose H m = χ (0,m) h as follows
By proceeding as in (25) and by using Proposition 5.2 we get
where C > 0 does not depend on m and N . Here Φ N is defined as in (44).
On the other hand, for each x, t ∈ (0, ∞),
We claim that
Indeed, let v, x, s, t ∈ (0, ∞) and u, y ∈ R. Since {P λ t } t≥0 is a semigroup of operators we have that
Then, we can write
By [7, in the bottom of the p. 280] it follows that (52) holds.
From (52) we deduce that, for every x, v, t ∈ (0, ∞),
In order to estimate the last integral we distinguish several cases. We have that
Hence, we obtain
Finally, we deduce
where C > 0 depends neither on m, N nor on I.
By combining (51) and (53) we establish (50).
Thus the proof of this theorem is completed.
Appendices
In this section we show two results that have been very useful in the proof of Theorems 1.1 and 1.2.
5.1. Appendix 1. The following property was used in Subsection 3.2.
Proposition 5.1. Let B be a Banach space, λ > 0 and 2 ≤ q < ∞. Suppose that
Proof. According to (5) to show (55) it is sufficient to see that, for every
. We write f = ∞ j=1 λ j a j on (0, ∞) where, for every j ∈ N, a j is an o-atom and λ j ∈ C, being ∞ j=1 |λ j | < ∞. Here by o-atom we mean the class of atoms defined in the introduction, as follows: a is an ∞-atom supported on (0, ∞) or a = bχ (0,δ) /δ, for a certain b ∈ B, being b B = 1 and δ > 0.
This equality is justified because the serie
is uniformly convergent in y ∈ R ant t ∈ K, for every compact subset K ⊂ (0, ∞). Indeed, let K be a compact subset of (0, ∞). By (4) and (26) we get
Then, since a j is an o-atom, for every j ∈ N, it follows that
Hence, we can write
In order to see (56) it is sufficient to show that there exists C > 0 such that
To prove (57) we use a procedure employed by Journé ([21, p. 49-51]). Let a be an o-atom supported in the interval I = (z 0 − |I|/2, z 0 + |I|/2) ⊂ (0, ∞) and a L ∞ ((0,∞),B) ≤ 1/|I|. We denote again 2I = (z 0 −|I|, z 0 +|I|)∩(0, ∞) and by J we represent the interval (z 0 +|I|, z 0 +|I|+|2I|). 
Hence, since J ⊂ (0, ∞) \ 2I and |J| = |2I|,
By writing P λ t (y, z) = P λ t,1 (y, z) + P λ t,2 (y, z), t, z ∈ (0, ∞), y ∈ R, where
it follows that
dx.
According to (4) and (15) and using Minkowski's inequality we have that
where C > 0 does not depend on a. Here c(I) = 0, when z 0 ≤ |I|, and c(I) = 1, provided that z 0 > |I|.
We now deal with the integral involving P λ t,1 in (58). Assume first that a = bχ (0,δ) /δ, where δ > 0 and b ∈ B such that b B = 1. By using Minkowski's inequality and (14) it follows that
where C > 0 is independent of a.
Suppose now that I a(z)dz = 0. By the fundamental theorem of calculus and Minkowski's inequality we can write
We are going to see that
We have that, for every u, t ∈ (0, ∞) and y ∈ R,
Since sin θ ∼ θ and 2(1 − cos θ) ∼ θ 2 , when θ ∈ [0, π/2], it follows that
We analyze firstly A λ t (y, u). Assume 0 < λ ≤ 1. We get
By proceeding as in (7) we obtain
Also notice that
and that |x − u| ≥ |x − z 0 |/2 provided that u ∈ I and x ∈ (0, ∞) \ 2I. By combining these facts we conclude
We have used that (a + b)
α ≤ a α + b α , when a, b > 0 and 0 < α ≤ 1.
Suppose now λ > 1. We have that
Then, by using what we have proved in the above case we get
Finally, to treat the term B λ t (y, u) we make the change of variables θ = φ (|y| − u) 2 + t 2 / |y|u and we obtain
As above it follows that
Note that the constants C in (60), (61) and (62) do not depend on I. Thus (59) is shown.
Putting together all the estimations that we have just obtained, (57) is proved and the proof of this proposition is finished.
Appendix 2.
In this part we study in detail the operator Φ N , N ∈ N, which appears in Subsections 3.2 and 4.2. We prove that the sequence {Φ N } N ∈N can be seen as a uniform (in a suitable sense) family of vector valued Calderón-Zygmund operators. Consequently, the mapping properties that we need for Φ N , N ∈ N, follow from the general theory ( [28] ).
Let B be a Banach space, 1 < q < ∞ and
In Subsection 3.2 it was proved that the integral defining Φ N (h)(x, y, t) is absolutely convergent for
, y ∈ R and 2 ≤ q < ∞. Notice that this property is also true for 1 < q < 2.
To simplify the notation we write in the sequel
Lemma 5.1. Let B be a Banach space, λ > 0 and 1 < q < ∞. Then, for every N ∈ N, the operator Φ N is bounded from L q ((0, ∞), F q ) into itself. Moreover, there exists C > 0 such that, for every
Proof. Let N ∈ N and g ∈ L q ((0, ∞), F q ). Hölder's inequality implies that
By (52) it follows that
Note that C does not depend on N . Now (63) leads to
In the next lemma we introduce, for every N ∈ N, a family {K
Lemma 5.2. Let B be a Banach space, λ > 1 and 1 < q < ∞. For every N ∈ N, and x, v ∈ (0, ∞),
, N ∈ N, is bounded from F q into itself and there exists C > 0 such that for every N ∈ N and x, v ∈ (0, ∞),
(b) There exits C > 0 such that, for every N ∈ N,
Proof. (a) Note firstly that if h ∈ F q we have that, for every N ∈ N and v, x ∈ (0, ∞), with x = v,
being C > 0 independent of N . Then, (a) is established when we prove that for a certain C > 0
We write
where P λ r,1 (y, u) and P λ r,2 (y, u) are given by (10) . We have that
It is clear that |L 
Then, since |y − u| + t + s ∼ |x − v| + t + s, when (y, t) ∈ Γ + (x) and (u, s) ∈ Γ + (v), we obtain
In a similar way we can get that
Hence (64) is established and (a) is proved.
(b) By proceeding as above and using Minkowski's inequality we can see that
Hence, (b) is shown when we prove that
From now on, we take into account that λ > 1. Suppose that
By keeping the notation in the proof of (a), straightforward manipulations lead to [(y − u) 2 + (s + t) 2 + yuθ 2 ] λ+2 dθ ≤C u(s + t) (|y − u| + s + t) 6 ≤ C |u − y| + y (|y − u| + s + t) 5 ≤ C (|z − v| + s + t) 4 ≤ C |z − v|(|z − v| + s + t) 3 , y ≤ |z − v|, (y, t) ∈ Γ + (z), (u, s) ∈ Γ + (v).
The same computations made in the proof of (a) give us (c) The proof of (c) is essentially the same one of (b).
We now obtain a representation of the operator Φ N as a vector valued integral operator, for every N ∈ N. • for every v ∈ (0, ∞), g(v)(y, t) = g(v, y, t), (y, t) ∈ Γ(0), • for every x ∈ (0, ∞), Φ N (g)(x)(u, s) = Φ N (g)(x, u, s), (u, s) ∈ Γ(0).
The integral in (67) is understood in the F q -Bochner sense.
Proof. It is sufficient to show the result when B has finite dimension. Let g ∈ L ∞ c ((0, ∞), F q ). We are going to see that, for almost all x / ∈ supp(g), In order to show (68) it is enough to see that, for every H ∈ (L q ((0, ∞), F q )) * and x / ∈ supp(g)
H(x, y, t), such that
Hence, we can write
H(x, y, t), To obtain (69) we only need to show that the last integral is absolutely convergent. For this purpose we apply Hölder's inequality and (63) as follows The proof is finished.
By using Lemmas 5.1, 5.2 and 5.3 and as a consequence of the theory of vector valued Calderón-Zygmund operators (see [28] ) we obtain the following result that we used in the proof of Theorems 1.1 and 1.2.
Proposition 5.2. Let B be a Banach space, λ > 1, 1 < q < ∞. Then, for each N ∈ N, the operator Φ N can be extended (a) to L p ((0, ∞), F q ) as a bounded operator from L p ((0, ∞), F q ) into itself, for every 1 < p < ∞; (b) to H 1 ((0, ∞), F q ) as a bounded operator from H 1 ((0, ∞), F q ) into L 1 ((0, ∞), F q ).
Moreover, for every 1 < p < ∞ there exists C p > 0 such that
and there exists C 1 > 0 such that
for every N ∈ N.
