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Методы предварительной обработки изображений на основе нейропарадигмы 
Модель геометрических преобразований  
Предложен метод изменения разрешения изображений на основе машинного обучения. Инструментом для обучения избраны 
нейроподобные структуры парадигмы Модель геометрических преобразований, поскольку они уменьшают вычислительные и 
временные ресурсы работы подобных методов и предоставляют возможность быстрого автоматического переобучения. Про-
веден ряд имитационных экспериментов на разных изображениях, а также сравнение эффективности работы разработанного 
метода с существующим. 
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Запропоновано метод зміни роздільної здатності зображень на основі машинного навчання. Інструментом для навчання обра-
но нейроподібні структури парадигми Модель геометричних перетворень, оскільки вони зменшують обчислювальні і часові 
ресурси роботи подібних методів і надають можливість швидкого автоматичного перенавчання. Проведено ряд імітаційних 
експериментів на різних зображеннях, а також порівняння ефективності роботи розробленого методу з ефективністю за існу-
ючим. 
Ключові слова: роздільна здатність зображення, машинне навчання, нейропарадигма, Модель геометричних перетворень. 
 
Введение. Топологические подходы в задачах 
изменения разрешения изображений преду-
сматривают использование различных конеч-
ных покрытий открытыми множествами, что 
дает возможность строить различные векторы 
признаков, характеризирующие элемент опре-
деленной на изображении топологии [1, 2]. 
Существование в пространстве признаков зна-
чительного количества векторов, иногда также 
большой размерности, – весомый аргумент для 
использования или разработки методов ма-
шинного обучения в задачах предварительной 
обработки цифровых изображений [3, 4]. 
Постановка задачи 
В общем случае каждое изображение C  
можно представить в виде результата действия 
некоторой непрерывной функции C (далее 
функция цвета): 
 2,:C Color N , (1) 
  2,C C N . (2) 
Пусть задано изображение C  (2) и имеет 
место: 
  
1,
, 1,
i l
i j j h
c


C . (3) 
Тогда задачу изменения разрешения можно 
сформулировать так: 
Задача увеличения разрешения заключается 
в том, чтобы сформировать новое изображение 
C  с C  (3) такое, чтобы: 
  
1,
, 1,
( , ) i li j j hc l h


     C  , (4) 
где ( ),  l h   – размерность матрицы, l l h h     
с минимальными потерями качества изобра-
жения. В случае уменьшения размерности – 
l l h h  < . 
Метод изменения разрешения изображе-
ний на основе нейропарадигмы Модель гео-
метрических преобразований 
Задача изменения разрешения изображений 
на основе машинного обучения состоит в пе-
редискретизации входного изображения до це-
левого коэффициента изменения с использова-
нием инструментария машинного обучения. 
Для использования этого подхода необходимо 
применить ряд процедур: предварительная об-
работка изображений, обучение и применение. 
Основная идея – разделение пар изображений 
на фреймы для реализации обучения [3, 5]. В 
статье рассматривается нейросетевой аппарат 
для реализации процедуры обучения [6]. Ос-
новной недостаток существующих методов 
передискретизации изображений на основе ма-
шинного обучения это то, что они базируются 
на итерационных подходах [7], что и есть при-
чиной очевидных недостатков, в частности: 
 большие вычислительные затраты на реа-
лизацию процедуры обучения, существенно ог-
раничивающие возможности решения задач 
большой размерности; 
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 зависимость решений от начальной слу-
чайной инициализации сети; 
 отсутствие гарантии решения в случае 
вхождения функции активации сети в насыще-
ние или неудовлетворительные решения при 
попадании в локальные оптимумы. 
В статье рассматривается альтернатива суще-
ствующим парадигмам нейронных сетей – Мо-
дель геометрических преобразований, которые 
базируются на принципиально отличных про-
странственно-геометрических принципах [4, 8]. 
Основными преимуществами этой нейропа-
радигмы, вытекающими из основных характе-
ристик модели, есть неитерационность обуче-
ния, ортогональность шагов решения и сходст-
во процедур обучения и функционирования 
[8–10]. К основным особенностям, имеющим 
практическую ценность для решения постав-
ленной задачи, следует отнести: 
 высокое быстродействие обучения, что 
создает предпосылки для решения задач боль-
шой размерности; 
 повторяемость результатов и их матема-
тическая интерпретация; 
 способность решать задачи в условиях как 
крупных, так и малых выборок; 
 выделение экстраполяционных точек; 
 линейность в экстраполяционных областях. 
Допустим задана пара изображений низкого 
и высокого разрешения (рис. 1), на основе ко-
торых проводится обучение нейроподобной 
структуры Модели геометрических преобразо-
ваний (НПС МГП) [6]. 
  
     а               б 
Рис. 1. Пара 8-битных изображений: а – 168 × 168 пикселей;  
б – 504 × 504 пикселей 
Предварительная обработка изображений 
Допустим, что изображение низкого разре-
шения есть матрицей C , размерности ,l l  
, 0,l l N  а изображение высокого разреше-
ния – матрицей C (m), размерности ,h h  
, 0h h N  из значений интенсивности пик-
селей [2]. Тогда: 
 , , 1..i j i j lc    C , ( ) ( ), , 1..m mi j i j hc    C , (5) 
где ci,j, ( ),mi jc  – значение функции интенсивности 
в пикселях с координатами (i, j) изображений с 
низким C  и высоким C (m) разрешением соот-
ветственно; , 0m m N  – коэффициент изме-
нения разрешения; h l m   – переменная, оп-
ределяющая размерность матрицы изображе-
ния с высоким разрешением C (m). 
Для реализации технологии обучения оба 
изображения делятся на одинаковое количе-
ство фреймов ( ), ,, mi j i jFR FR  (квадратных пло-
ских областей значений функции интенсивно-
сти изображения) [9]: 
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     
 
     
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      
       
 (6) 
где , 0k k N  – переменная, определяющая 
размерность фрейма ,i jFR  изображения с низ-
ким разрешением, ,dim( )i jFR k k  . 
Переменная n, которая определяет количе-
ство фреймов ,i jFR  изображения низкого раз-
решения вычисляется так: 
 , N, 0l
k
n nn   . (7) 
Отметим, что k кратно l. Если ввести обо-
значения: 
 ( )mk mk , (8) 
то размерность фрейма ( ),mi jFR  изображения с вы-
соким разрешением будет равной  ,dim( )mi jFR   
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   m mk k  . Согласно этому ( ) ( ), 0m mk k N  – 
переменная, определяющая размерность фрей-
ма ( ),mi jFR . 
Очевидно, что , 2( ),{ } {di }m dim .mi j i jFR FR n   
Тогда в соответствии с (8) и определением 
значения h, значение k(m) кратно значению h. 
Покрытие фреймами – дизъюнктивно. Та-
ким образом, матрицы (5) можно представить в 
виде наборов соответствующих фреймов: 
 , , 1..i j i j nFR    C , ( ) ( ), , 1..m mi j i j nFR    C . (9) 
Решение задачи увеличения разрешения 
изображения выражается равенством (8). В 
случае решения задачи уменьшения разреше-
ния изображения должно выполняться сле-
дующее равенство: 
 ( ) %mk k m , (10) 
где % – операция целочисленного деления. 
Один из немногих недостатков НПС МГП – 
формат представления входных и выходных 
данных (в виде таблицы). Поэтому, дальней-
шая подготовка пары изображений к обучению 
заключается в следующем. 
Каждый полученный фрейм ,i jFR  из C  пред-
ставляем в виде вектора  1l ij
k
A 
 (11), а каждый 
фрейм ( ),mi jFR  из C (m) – в виде вектора  
 
1l i
j
k
mA

 (12): 
 
 
1
1, 1 1, , 1 ,,..., ,..., ,..., ,
l i
j
k
ki k kj k ki k kj ki kj k ki kj
A
c c c c

       


 (11) 
 
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1
1, 1 1, , 1 ,,..., ,..., ,..., .
l i
j
k
ki k kj k ki k kj ki kj k ki kj
A
c c c c
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       


 (12) 
Отметим, что множества  1l ij
k
A 
     
 и 
 
 
1l i
j
k
mA

   
 одинаковы по размерности: 
    
 
11
2dim dim  
l i
j
k
m
l i
j
k
A A n


           

 
. (13) 
Следующий шаг процедуры – формирова-
ние обучающей выборки из соответствующих 
множеств  1l ij
k
A 
     
 и  
 
1l i
j
k
mA

   
. 
Матрица учебного набора данных M  для 
решения задачи увеличения разрешения изо-
бражения на основе НПС МГП при выполне-
нии (8) формируется так: 
 
 
 
2 2
1 1
... ...
n
m
m
n
A A
M
A A
       
, (14) 
где размерность вектора dim  1A  определяет 
количество входов НПС МГП, а размерность 
вектора dim   1 mA  – количество выходов. 
Матрица учебного набора данных M  для 
решения задачи уменьшения разрешения изо-
бражения на основе НПС МГП при выполне-
нии (10) формируется так: 
 
 
 
22
1 1
... ...
n
m
m
n
A A
M
A A
       
, (15) 
где dim   1 mA  определяет количество входов, а 
dim  1A  – количество выходов НПС МГП. 
Обучение нейроподобных структур моде-
ли геометрических преобразований 
Полученная матрица обучающей выборки 
согласно (14) или согласно (15) (в зависимости 
от поставленной задачи) подается на НПС 
МГП. Топология НПС МГП для задачи увели-
чения разрешения приведена на рис. 2. а; для 
задачи уменьшения разрешения – на рис. 2. б. 
Для обобщения описания технологии обу-
чения при решении обеих задач матрицу M , 
учитывая (14) или (15), представим в следую-
щем виде: 
 
2 2
2 2 2 2
1,1 1, ( )
,1 , ( )
...
... ... ...
...
k mk
n n k mk
x x
M
x x


      
. (16) 
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Рис. 2. Топология НПС МГП для решения задачи изменения 
разрешения изображения: а – для увеличения разреше-
ния; б – для уменьшения 
Технология обучения НПС МГП для реше-
ния задачи изменения разрешения изображе-
ния предполагает выполнение следующих ша-
гов [8, 9]. На первом этапе избирается базовая 
строка (1)bx ,  2 2(1) (1) (1),1 , ( ),...,b b b k mkx x x   из учебной 
матрицы M, сумма квадратов элементов кото-
рой максимальна 21 b n  . Каждая строка ис-
ходной матрицы превращается в (2)Nx  как раз-
ница между каждым вектором–строкой (1)Nx ,   2 2 2(1) (1) (1), , ( ),...,N N r n k mkx x x   из матрицы M, и 
произведением выбранной строки (1)bx  на ко-
эффициент (1)NK : 
 (2) (1) (1) (1)N N N bx x K x   , (17) 
где 21 N n  . 
Величина (1)NK  для каждой строки определя-
ется из условия минимума разницы в смысле 
критерия наименьших квадратов: 
 
 
 
2 2
2 2
( )
(1) (1)
, ,
(1) 1
( ) 2(1)
,
1
k km
N r b r
r
N k km
b r
r
x x
K
x








. (18) 
Для каждой строки (1)Nx  учебной матрицы 
M  вычисляем дополнительный параметр, яв-
ляющийся, по сути, первой компонентой чи-
словой характеристики первой реализации: 
 
 
 
(1) (1)
, ,
(1) 1
2(1)
,
1
z
N r b r
r
N z
b r
r
x x
G
x






, (19) 
где 2z k  – в случае (14) или  2z mk  для 
случая (15). 
Коэффициент (1)*NK  задаем как функцию 
(1)F  от параметра (1)NG : 
  (1)* (1) (1)N NK F G . (20) 
Интерполирующая зависимость (20) для 
строк учебной матрицы на дискретном множе-
стве узловых значений воспроизводиться с ну-
левой методической погрешностью [8]. Для всех 
строк из множества матрицы реализации – 
приближенно. 
На следующем шаге выбирается строка (2)bx  
из учебной матрицы M, сумма квадратов эле-
ментов которого максимальна. При этом зна-
чение элементов (2)bx  вычисляются так: 
 (2) (1) (1)* (1)b b N bx x K x    (21) 
Для  q-го  шага  вычислений,  где 
 221,q k km  , имеем: 
 ( 1) ( ) ( )* ( )q q q qN N N bx x K x    ; (22) 
УСиМ, 2017, № 1 63 
  ( )* ( ) ( )q q qN NK F G ; (23) 
 
 
 
( ) ( )
, ,
( ) 1
2( )
,
1
z
q q
N r b r
q r
N z
q
b r
r
x x
G
x






; (24) 
 ( 1) ( ) ( )* ( )q q q qb b N bx x K x    . (25) 
Выражения (23) – (25) для случая точного 
воспроизведения в узлах реализуют процедуру 
ортогонализации Грама–Шмидта [11]. На их 
основе строки исходной матрицы реализаций 
M  из (16) можно представить конечной сум-
мой вида: 
 
 22
( )* ( )(1)
1
q q
k mk
N N N
q
x K x


  . (26) 
Результатами обучения на основе совокуп-
ности процедур (23) – (25) есть определенные 
векторы ( )qNx  и набор функций  qF – переда-
точные для НПС МГП. 
Основное преимущество такого обучения – 
его неитерационность. Это обеспечивает ско-
рость работы метода и как следствие – воз-
можность его применения в современных ин-
теллектуальных системах, основанных на on-
line обработке изображений как программного, 
так и аппаратного типов [4, 12]. 
Процедура применения 
В режиме применения на вход НПС МГП 
подается матрица tM , где 
2
1
...t
n
A
M
A
      
 при ре-
шении задачи увеличения разрешения изобра-
жения, или 
 
 
2
1
...
n
m
t
m
A
M
A
       
 при решении задачи 
уменьшения разрешения изображения. 
Для обобщения описания работы НПС МГП 
в режиме реализации для обеих задач, пред-
ставим матрицу tM  в следующем виде: 
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 (27) 
где z  определяется так же, как и для (15). 
Процедура использования НПС МГП в ре-
жиме применения такова. Для заданных вход-
ных компонентов вектора ( )qNx  из матрицы tM  
(23) вычисляется (1)NG  согласно (20). Согласно 
(18) находятся значения коэффициентов *(1)NK . 
Для q = 1, в соответствии с (20), выполняется 
первый шаг преобразований входного вектора 
( )q
Nx . 
На основе (22) – (24) выполняются последо-
вательные преобразования для 2max 1,q k . Ос-
новная цель преобразований – поиск величин: 
*(1)
NK ,
*(2)
NK ,…,
*
max( )q
NK . На основе суммы (26) 
вычисляются искомые исходные компоненты 
каждого вектора из tM . 
Строки матрицы tM  – векторы (11) или (12) 
из полученных значений функции интенсивно-
сти уменьшенного или увеличенного изобра-
жения. Поэтому, последним шагом процедуры 
есть сбор матрицы в результирующее изобра-
жение rC  или ( )mrC . 
Эта процедура предусматривает обратное 
представление строк полученной матрицы из 
формы векторов (11) или (12) к форме соответ-
ствующих фреймов ,i jFR  или ( ),mi jFR  из (6). Ис-
ходное изображение уменьшенного или увели-
ченного разрешения формируется путем сбора 
полученных фреймов соответственно ,i jFR  для 
rC  или ( ),mi jFR  для ( )mrC , подобно (9): 
, , 1..r i j i j nFR    C  или ( ) ( ), , 1..m mr i j i j nFR    C , (28) 
где rC  – результирующее изображение умень-
шенного разрешения, ( )mrC  – результирующее 
изображение увеличенного разрешения. 
Особенность описанного метода это то, что 
обученная на одних образцах НПС МГП может 
решать поставленную задачу совсем на других. 
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Эта возможность обеспечивается высокой спо-
собностью НПС МГП к обобщению. Значение 
целевого коэффициента изменения разрешения 
при этом определено на стадии обучения. 
Еще одним преимуществом НПС МГП при 
обработке, например, набора изображений раз-
личных классов с флуктуациями функции ин-
тенсивности есть возможность быстрого пере-
обучения НПС МГП. Его реализация возможна 
в автоматическом режиме, т.е. не требует до-
полнительной настройки параметров ее струк-
туры. 
Экспериментальное моделирование 
Для реализации процедуры обучения в ста-
тье используется пара изображений из рис. 1. 
В режиме применения использовались изо-
бражения, приведенные в табл. 1. Следует от-
метить, что для представления в статье все 
изображения масштабированы. Тестовая вы-
борка сформирована из самых известных изо-
бражений и взята из базы изображений Инсти-
тута обработки сигналов и изображений Уни-
верситета Южной Калифорнии [13]. 
Практическая реализация метода увеличе-
ния разрешения изображений с использовани-
ем НПС МГП проводилась по следующим па-
раметрам (рис. 1, а) [9]: количество входов 
,dim( )i jFR , скрытых слоев – 1, количество ней-
ронов в скрытом слое равно ,dim( )i jFR , коли-
чество выходов НПС МГП определяется из ус-
ловия решения задачи увеличения разрешения 
изображений (4) и составляет ( ),dim( )mi jFR , ли-
нейное значение синапсов. Коэффициент уве-
личения m принимает значение три. 
Оценки качества полученных изображений 
на основе индекса структурного сходства 
(SSIM), соотношение пикового сигнала к шуму 
(PSNR), универсального индекса качества 
(UIQ) и среднеквадратичного отклонения 
(MSE) приведены в табл. 2. 
Т а б л и ц а  2. Оценка качества изображений, полученных 
методом на основе НПС МГП 
Показатель качества 
№ изображения
MSE PSNR UIQ SSIM 
1 32,1122 33,064 0,685 0,9629 
2 50,3645 31,11 0,6108 0,9487 
3 15,8538 36,13 0,7183 0,9762 
4 361,861 22,545 0,6467 0,9397 
5 306,362 23,268 0,5573 0,822 
6 135,29 26,818 0,6183 0,9292 
7 51,8225 30,986 0,5962 0,9387 
8 29,5228 33,429 0,7733 0,9654 
9 151,453 26,328 0,637 0,8896 
10 102,57 28,021 0,6361 0,9306 
 
Эффективность работы разработанного ме-
тода сравнивалась с эффективностью работы 
известного метода – на основе конволюцион-
Т а б л и ц а  1. Изображения низкого разрешения (168 × 168 пикселей) тестовой выборки  
   
1 2 3 4 5 
   
6 7 8 9 10 
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ной нейронной сети [14]. Следует отметить, 
что этот метод (на основе конволюционной 
нейронной сети или SRCNN) показывает луч-
шие результаты по качеству исходных изобра-
жений повышенного разрешения в своем клас-
се. Однако подход к решению задачи увеличе-
ния разрешения несколько отличается от раз-
работанного. Известный метод на стадии обу-
чения требует большую размерность обучаю-
щей выборки. Авторами метода установлено, 
что для качественных результатов работы ме-
тода она должна содержать не одно изображе-
ние [15]. 
Оценки качества изображений, полученных 
методом SRCNN, приведены в табл. 3. 
Т а б л и ц а  3. Оценка качества изображений, полученных 
методом SRCNN 
Показатель качества 
№ изображения 
MSE PSNR UIQ SSIM 
1 25,0477 34,1431 0,7269 0,974 
2 36,57 32,4996 0,6534 0,9648 
3 6,6135 39,9265 0,8062 0,9884 
4 44,8272 31,6154 0,7546 0,9748 
5 264,1633 23,9121 0,6104 0,8582 
6 82,8428 28,9483 0,6922 0,9606 
7 31,9959 33,0799 0,6688 0,9734 
8 17,2002 35,7755 0,8192 0,9806 
9 109,6566 27,73 0,7057 0,9212 
10 78,3252 29,1918 0,6925 0,9526 
 
При рассмотрении двух таблиц видно, что 
по всем четырем показателям качества суще-
ствующий метод показывает несколько лучшие 
результаты в сравнении с разработанным. Не-
смотря на это, разработанный метод имеет ряд 
существенных преимуществ, в частности [9]: 
 процедура обучения по методу SRCNN 
требует наличия большого количества пар 
изображений, а учебная модель по предложен-
ному методу содержит только одну пару изо-
бражений; 
 SRCNN предусматривает использование 
итерационного алгоритма обратного распро-
странения ошибки и при одинаковых настрой-
ках может давать разные результаты (т.е. су-
ществует проблема однозначности решения). 
Процедура обучения согласно разработанному 
методу предусматривает выполнение лишь од-
ной итерации и обеспечивает однозначность 
решения при прочих равных условиях; 
 процедура обучения по методу SRCNN 
продолжается в течение трех суток [15], тогда 
как разработанный метод, благодаря неитера-
ционности, обеспечивает высокое быстродей-
ствие в режиме обучения; 
 SRCNN предназначен для реализации толь-
ко процесса увеличения разрешения изобра-
жения. Разработанный метод позволяет осу-
ществлять передискретизацию с коэффициен-
тами (как увеличение, так и уменьшение). 
Совокупность этих преимуществ делают 
возможным практическое использование раз-
работанного метода в прикладных системах 
искусственного интеллекта, основанных на on-
line обработке, особенно в случаях сценарных 
изображений. 
Заключение. В статье приведен метод из-
менения разрешения изображений на основе 
машинного обучения. Подытоживая изложен-
ный материал можно констатировать: 
 благодаря реализации вышеуказанного 
подхода удалось расширить функциональные 
возможности методов на основе обучения, в 
частности: осуществлять процесс передискре-
тизации с целевыми коэффициентами как уве-
личения, так и уменьшения, что обеспечивает 
высокое качество передискретизации при 
уменьшении времени обучения. 
 разработанный нейросетевой метод изме-
нения разрешения изображений обеспечивает 
высокую эффективность передискретизации 
по критериям на основе PSNR и SSIM и харак-
теризуется уменьшением вычислительных ре-
сурсов, необходимых для таких процедур. 
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R.O. Tkachenko, P.R. Tkachenko, I.V. Іzonіn, D.A. Batyuk 
Methods of Image Pre-Processing Based on Neuro-Paradigm of Geometric Transformation Model 
Keywords: image resolution, machine learning, neuro-paradigm, Geometric Transformation Model. 
Introduction. The task of image preprocessing for the problems of the intellectual analysis become a significant spread in 
our time.  It is explained by the increasing necessity to apply similar procedures in the areas such as medicine, criminology, 
video, and more. The realization of problem solution for improving the digital images quality sometimes of the large dimen-
sion in online mode and while minimizing the computing resources continues to be very relevant. Similar restrictions required 
the use of the effective methods and tools for its solution. One possible approach to solve this problem may be the use of the 
fast and effective machine learning procedures. 
Purpose. There are many tools for the machine learning implementation. In this article the  authors use the tools of compu-
tational intelligence – artificial neural networks. This apparatus allows the rapid and efficient learning. The use of such tools 
for solving the problem of improving the quality of digital images is not new. However, the existing methods are based on the 
classical neural networks have the significant drawbacks. It imposes a number of restrictions. 
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In the article the  authors use a new paradigm of building artificial neural networks. It is based on the geometric transforma-
tion machine. Exactly this advantage is providing the possibility of solution the problem of improving the quality of digital 
images in online mode. 
The authors describe the topology of the neural network of solution to the problem of improving the quality of digital im-
ages, the basic steps of the training algorithm. The proposed learning algorithm is different from the existing ones by speed and 
accuracy, It provides an effective solution of the problem of increasing the quality of the digital images. Also, the authors in 
detail describe the process of applying trained neural network to solve the problem. 
Conclusions. Therefore, in this article a new method of image preprocessing to improve its quality for further intellectual 
analysis is described. The method is simulated in different images. The estimation of the images quality, using four indica-
tors, is carried out. It is established that the efficiency of the method is the best on one class of images. A comparison of the 
proposed method with existing ones is conducted. The basic advantages of the developed method for its application in real-
time vision systems are described. 
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