All of the predicted values for the power are for normally distributed data, and are derived from Cohen (1988) . Obviously, the predicted value may not apply for non-normal data. 
Appendix B Use of 100 Bootstrapping Resamples
A question could be asked concerning our decision to use 100 bootstrapping resamples for each PLS analysis, rather than a larger number such as 500 or 1,000. It is true that Chin (1998) recommends using 500 bootstrapping resamples to determine statistical significance, and it is also true that the bootstrapping literature recommends that amount or more. The reason is that when using a small original sample, or a sample from a difficult or irregular distribution, 500 resamples gives confidence that the resulting bootstrapping distribution is close to the underlying distribution. We decided to use only 100 resamples in our analyses of each PLS run for both substantive and practical reasons.
We can explain the substantive reason by looking at the difference between two different research situations. Consider a typical researcher who was interested in reporting the significance of the Gamma2 link in Figure 1 , from his or her sample of 40 questionnaires. Analogously, we are interested in reporting an estimate of the likely significance that would be found by any researcher studying Gamma2 with 40 questionnaires. Both the typical researcher and we are interested in reporting a single value: the researcher wants to report the t-statistic of a single data set of n = 40; we want to report the power achieved by the PLS analyses of 500 data sets of n = 40 each.
If that researcher reported a value based on only 100 bootstrapping resamples for their PLS analysis, there is a danger that random chance in the data analysis could distort the findings. We agree it would be better for that researcher to use 500 or 1,000 resamples to bolster confidence that the single reported value is very close to the true value.
We also want to report a single value. But we develop that single value from PLS analyses of 500 data sets, and 100 resamples for each of those. In other words, if the typical researcher used only 100 resamples for his or her data set, the reported value would be based on only 100 resamples. When we use only 100 resamples for each data set, we are also using 500 data sets. Therefore, every reported PLS power value in our study is based on 50,000 resamples.
To be very clear, in all of our tables every reported value generated by bootstrapping is based on at least 500 samples and 50,000 resamples. With this much replication, we doubt there is much likelihood the picture would change by doing 5 or 10 times as much replication (i.e., with 500 or 1,000 resamples per data set giving 250,000 or 500,000 bootstrapping resamples for each value reported in our tables). To test this assumption, we reran the 500 data sets with N = 90 from the more complex model in Figure 4 , now using PLS with 1,000 bootstrapping resamples. The comparison between 100 resamples and 1,000 resamples is shown in Table B1 . Each reported value in the 1,000 resamples columns of Table B1 is based on 500,000 bootstrapping resamples.
The differences between 100 and 1,000 resamples are quite small: the average difference in power is .002; the largest difference is .018. None of these changes are statistically significant either individually or as a group. Changes of this magnitude do not impact the overall results of the study. Given the above logical analysis and the spot checking displayed in Table B1 , we believe an increase to 500 or 1,000 bootstrapping resamples is not necessary.
Our practical reason for using 100 resamples is the surprising amount of work that would be involved in using more resamples. Given the large numbers of runs involved in the total research project, it should be clear to the reader that this type of research would not be practical if it were not somehow automated. The automation process we used for every PLS analysis in our tables involved creating a large "deck" file of 50,500 PLS runs; for example, the 3 indicator N = 200 run (including Gamma1 through Gamma4) required us to create a PLS command file or "deck" file which is .7 gigabytes in size.
The problem with processing files this large is magnified significantly by the fact that PLS-Graph has some peculiarities that cause it to crash occasionally (especially with larger files). In general for an individual analysis this is not a problem-the same PLS run can be rerun immediately, and virtually always completes the second time. But when we execute a deck file of 50,500 PLS runs, it virtually always crashes somewhere in the process. When a crash occurs, our solution is to chop the large deck file into smaller and smaller pieces until no crashes occur, and then reassemble the results at the end. This, however, moves us away from an automated process, and to a more manual one. Increasing the number of resamples to 500 would have required the processing of deck files with 252,500 PLS runs each. Although we would have liked to use 500 or 1,000 resamples instead of 100, it simply wasn't practical to do so; we would have been unable to complete our analyses. 
Appendix C Detailed Presentation, Studies 2 and 3

Study 2: Simple Model and Non-Normal Data
Since much of the data used in behavioral research is not normally distributed and PLS could have an advantage with non-normal data, we tested the impact of non-normal data on the performance of the three techniques with Study 2. To determine initial realistic values of skew and kurtosis, we first used a convenience sample of four IS-related data sets that we considered as representative of IS research, and then chose more extreme values of skew and kurtosis from the literature (Fleishman 1978; Vale and Maurelli 1983) . For the four representative IS data sets, we examined the distributions of the data for all of the measurement indicators used in each. From this we obtained values for what we call the "average" degree of skewness (0.63) and kurtosis (0.45) across the responses for the indicators. We then added one standard deviation to both the average skew (0.63 + 0.50 = 1.13) and the average kurtosis (0.45 + 1.16 = 1.61) to determine values for "more non-normal" distributions. These two conditions we labeled "average skew" and "moderate skew."
To test the possible influence of more extreme values, we chose the most extreme value of skew and the most extreme value of negative kurtosis from Fleishman's (1978) table of possible values of skew and kurtosis, resulting in two new conditions to test. The first, which we termed "high skew," had values of 1.8 for skew and 3.8 for kurtosis. The second, which we termed "negative kurtosis," had values of .25 for skew and -1.00 for kurtosis.
For these four new conditions of non-normality (each with the values for skew and kurtosis stated above), we used Figure 1 as our model and Fleishman's tables and his approach for generating non-normal data. Because at n = 20 and n = 150 the results are quite predictable (at n = 20 all techniques have much less than 40% power for a medium effect size; at n = 150 all techniques have power much greater than 80% for a medium effect size) we focused on n = 40 and n = 90 in this study. Once again, for each distribution and sample size combination, we generated 500 data sets, and analyzed them as we had for the normally distributed data. Table A4 (parameter estimates) and Table A5 (power) paralleling the earlier Tables A1 and A2 , are included in Appendix A. The key results for n = 40 and n = 90 can be seen in Figure 4 of the paper proper. The picture is not very different for the two sample sizes. Skew up to about 1.1 and kurtosis up to 1.6 has only a slight impact on the statistical power of the analysis, regardless of which technique is used. When skew is increased to 1.8 and kurtosis to 3.8, there is a noticeable drop in power and accuracy from what would be seen with normally distributed data. However, going to the other extreme on kurtosis with a large negative (-1.00 in our study), power and accuracy are not much reduced from the moderate skew condition.
Interestingly, there doesn't seem to be any important difference between the abilities of these three statistical techniques to handle non-normal data. The one exception to this is that for n = 40, high negative kurtosis, and a medium effect size, LISREL's power (.33) has a statistically significant drop (p < .05) below PLS's (.39). Since neither of these power values is even close to .80, and since no one would suggest using LISREL for such small sample sizes, this is not a surprising or interesting finding.
Study 3: Number of Indicators, Reliability
The data in Studies 1 and 2 utilized three indicators per construct with loadings of 0.70, 0.80, and 0.90. However, researchers doing field studies often have a greater number of indicators available to measure each of the constructs in the research model, and empirical work has demonstrated that the number of indicators used in the analysis can impact the path estimates of PLS (McDonald 1996) . As the number of indicators used to represent a construct increases, so too does the reliability. Similarly, researchers often work with construct items that have lower loadings. It seems important, therefore, to extend our previous studies by examining the impact, if any, that changes in the number of indicators and changes in reliability have on the results.
To explore the impact of increasing the number of indicators, we generated a group of data sets using six indicators per construct (with loadings of two at .7, two at .8, and two at .9). The results for the path estimates and power are shown in Appendix A, Tables A6 and A7 . The results from these tests were consistent with our previous analyses. Since the number of indicators (and therefore the overall reliability, now .91) of the construct measures increased, the path estimates and the power were slightly higher than when three indicators were used. Nevertheless, there were no changes in the relative efficacy of the three analysis techniques. Differences between the three techniques were modest and not statistically significant. As with Studies 1 and 2, LISREL produced higher and more accurate path estimates for the large and medium effect sizes at sample sizes of 90 and above; PLS generally produced estimates that were slightly higher than regression.
With respect to power, the same observations held. Increasing the number of indicators did increase the power for all techniques-for example, at n = 40 and medium effect size, regression's power went from .40 to .47; the power for PLS went from .41 to .48. However, the larger number of indicators did not alter the relative efficacy of the three techniques. Furthermore, moving to six indicators did not change the fact that the rule of 10 is not a useful guide to appropriate sample size when power is a consideration.
The reliability of each of the constructs in the Study 1 model can be considered comfortably high (0.84). To test the impact of less reliable and more diverse indicators, we generated an additional group of data sets. The indicator loadings were set at 0.6, 0.7, and 0.8 for each of the constructs, which resulted in a Cronbach's alpha of .74. We note that with lower indicator loadings and a sample size of n = 40, we begin to run the risk of "empirical underidentification" in the LISREL runs. Although the Gamma4 submodel is theoretically just identified, if one of its indicators is not significantly different from zero in a particular run, LISREL may not converge.
The results of the analyses for these data sets are shown in Table A8 for the path estimates and A9 for power, and were also consistent with previous analyses. Although the path estimates were lower and the percentage of estimates that were statistically significant declined slightly for the lower loading data set, the overall pattern of results (when compared across the three techniques or against accepted standards) remained the same. 
Generating Non-Normal Data
Replacing the three lines generating values for X1, X2 and X3 on the previous page with the following will generate highly negative kurtosis data for X1NN, X2NN, and X3NN. Similar code can be used to generate the other non-normal data. Changing the values of "a" through "d" in the code according to the table in Fleishman will give data of different specified characteristics. 
