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ABSTRACT

For a recently constructed disease detection agricultural ground robot, the segregation of unhealthy leaves from strawberry plants is a major task of the robot’s manipulation
subsystem in field operations. In this dissertation, the motion planning of a custom-designed
picking mechanism in the ground robot’s subsystem is studied in two sections. First, a set
of analytical, suboptimal semi-analytical and numerical algorithms are studied to solve the
inverse kinematics problem of the handling mechanism in firm circumstances. These premeditated approaches are built on the computation of the joint variables by an identified
3D position data of the target leaf only. The outcomes of the three solution algorithms are
evaluated in terms of the performance indexes of energy change and the CPU time cost.
The resultant postures of the mechanism for different target point locations are observed
both in simulations and the hardware experiments with each IK solution. Secondly, after
the manipulation task of the mechanism via the proposed inverse kinematic algorithms is
performed, some compensation may be needed due to the sudden and unpredicted deviation of the target position under field conditions.For the purpose of finding optimal joint
values under certain constraints, a trajectory optimization problem in image-based visual
servoing method via the camera-in-hand configuration is initiated when the end-effector is
in the close proximity of the target leaf. In this part of the study, a bio-inspired trajectory
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optimization problem in image-based visual servoing method is constructed based on the
mathematical model derived from the prey-predator relationships in nature. In this biological phenomenon, the predator constructs its path in a certain subspace while catching the
prey. When this motion strategy is applied to trajectory optimization problems, it causes a
significant reduce in the computation cost since it finds the optimum solution in a certain
manifold. The performance of the introduced bio-inspired trajectory optimization in visual
servoing is validated with the hardware experiments both in laboratory settings and in field
conditions.
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CHAPTER 1
INTRODUCTION

1.1

Motivation

The part of the information in this chapter is from the author’s studies [2, 3].

1.1.1

Motivation of the Project

In today’s agriculture market, elevated rates of persistent end user demand are required to
be fulfilled by closing up the gap between the yield production and the consumption rate
which proportionally raises by the increase in the world population. Due to inadequate
cultivation areas, this high demand forces the growers to reach advanced efficiency in the
agricultural production. In other words, there is minimum tolerance for any failure in the
growers market. In agricultural industry, meticulous production operations with accuracy
and speed are needed to stay competitive and it can be accelerated by the implementation
of automation and robotic technologies.
Up to date, a variety of agricultural robotic technologies have been studied by many
researchers for challenging tasks such as harvesting, sorting/packing, delivery of the fruits,
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weed destruction and blossom removal. There are further complex agricultural operation
that automation and robotic technologies can be employed. For example, the presence of
crop diseases during the production steps of any fruit and vegetable are extremely vital
and their devastating effects cannot be neglected in the agricultural industry. It might
cause huge losses and situate any grower behind in this competitive business. In todays
conditions, disease detection of crops is performed by labor-scouting at the latest stage of
the diseases because their symptoms become visible to human-eye inspection at this time
when the disease already spreads all over the plant. Therefore, there is an urgent need of
developing platforms for early close detection by the help of state-of-the-art sensors and
robotic technologies. The early inspection and detection of diseases provide an opportunity
to avoid the financial defeat due to crop losses.

2

Figure 1.1: The autonomous robot network for the disease detection of strawberry plants in
a commercial field

To this purpose, an autonomous robot network project is initiated to study a method
for the early close detection of crop diseases and the exclusion of infected sections of strawberry plants in commercial fields. The robot network for disease detection of strawberry
plants has a collaborative process that consists of two main robot platforms such as a custom designed unmanned aerial vehicle (UAV) and autonomous ground robot (AGR) in Figure 1.1. In the initial stage, the UAV scans strawberry field for a preliminary inspection of
the crops due to its excessive mobility. Upon detection of possible unhealthy plant locations
by processing the spectral measurements and digital camera images taken by the UAV, a
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collection of 3D coordinates is directed to the AGR for close examination. The AGR employs
navigation algorithms with continuous sensory input to direct itself to the designated plant
location. Then, a custom-designed handling mechanism is executed to reach and pick the
infected leaves with on-board spectrometer for the supplementary assessment. Later, the
AGR transfers to the next goal location for the similar process of the operation.

1.1.2

Motivation of the Dissertation Study

Initial inspection of the yield diseases aids to avoid failure in the volume and the excellence
of the harvest in agriculture industry. Among the various robotic studies for the agricultural
revolution, the initiation of a disease detection robot idea for strawberry plants is a new and
a state-of the-art application [4].
In strawberry plants, botrytis fruit rot (gray mold) is a fungus correlated infection
and it initiates on the leaves first, covers all crops, hence creates contusions whiling reducing
quality and quantity [5].
In this study, the segregation of the suspected unhealthy sections of the strawberry
plants for future examinations is one of the foremost tasks of a lately built agricultural
ground robot. In the scope of the project scheme, a custom-designed picking mechanism
Figure 1.2 [2, 4] in the ground robot requires to accomplish a precise manipulation task to
approach and grab the target. The operation of the robotic picking mechanism involves two
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main processes to achieve the goal. In this dissertation, these two processes are studied as
follows.

Figure 1.2: 3D CAD model of the handling mechanism in AGR

First, a cluster of analytical, suboptimal semi-analytical and numerical algorithms
are premeditated to resolve the inverse kinematics problem of the robotic mechanism under
firm restrictions. These approaches are founded on the computation of the joint variables
by utilizing only the 3D position data of the target. This is also aimed to simplify the
resultant output from image processing algorithms of vision subsystem in the ground robot.
The efficiency of three proposed algorithms is compared by the performance indexes of
consumed energy and CPU time cost. The outcomes of all three algorithms are obtained
by the simulations in MATLAB R and the hardware experiments in laboratory settings.The
performance of the robotic picking mechanism is also validated in field demonstrations.
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Secondly, after the manipulation of the robotic mechanism via the proposed three
inverse kinematic solution methods is performed, some compensation may be needed due
to the rapid and unexpected deviation of the targets 3D position in field conditions. To
overcome this possible aberration, a bio-inspired trajectory optimization method in imagebased visual servoing via camera-in-hand arrangement is activated when the end-effector is
nearby to the target location. In this part of the study, a bio-inspired trajectory optimization
problem in image-based visual servoing method is constructed based on the mathematical
model derived from the one prey-predator motion strategy. In this biological motion strategy,
the predator creates its path in a certain subspace while approaching the prey. When this
strategy is applied to trajectory optimization problems, it forms a substantial reduction in the
computation cost since it reaches the optimum result in a certain manifold. For that reason,
a new methodology in trajectory optimization in visual servoing approach is premeditated
by execution of virtual motion camouflage (VMC) strategy on the optimal trajectory design.
The performance of the bio-inspired trajectory optimization in visual servoing method is
simulated in MATLAB R and the results of the algorithm for different target points are
tabulated. The hardware experiments of the mechanism are performed in the laboratory
and in the field conditions.
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1.1.3

Scope of the Dissertation

The dissertation is organized as follows. In Chapter 1, the motivation of the project, the
motivation of the dissertation study and the conducted literature review about the robotic
studies in strawberry agriculture are mentioned. In Chapter 2, the literature review of the
manipulator designs in strawberry robotics studies are discussed and the picking mechanism’s
design and kinematic model is introduced. In Chapter 3, kinematic analysis of the mechanism
is studied. The inverse kinematic analysis is performed by three proposed solution methods
such as analytical, suboptimal semi-analytical and numerical methods. In Chapter 4, the
simulation results of three inverse kinematic algorithms are presented and their performances
are compared. In Chapter 5, the hardware experiments of the inverse kinematics solution
methods are conducted on the mechanism in the robot platform and the results are discussed.
In Chapter 6, the proposed methodology of the bio-inspired optimal trajectory design in
visual-servoing is introduced and the details of methodology and the optimal control problem
are studied. In Chapter 7, the simulation results of the bio-inspired trajectory optimization
in visual servoing are presented and discussed. In Chapter 8, the hardware experiments
are performed in the laboratory setting and field conditions. In Chapter 9, the dissertation
study is concluded.

7

1.2

Literature Review

Information in this chapter is coming from the author’s works [1, 3].

1.2.1

Robotic Technologies in Strawberry Agriculture

One of the top consumed fruits all over the world is the fresh strawberry. From the years
of 1970 to 2012, strawberry production volume has been amplified from 143.335 million
kg to 1097.239 million kg while the farmer’s earnings are declined from 186.73 to 173.28
cents per kg during this time period [6]. Main part of the strawberry production costs is
caused by the worker costs particularly through labor-dependent tasks such as harvesting
and packaging/sorting [7, 8]. By the help of specific agronomy features of the strawberry
plants, the robotic technologies can be employed for high speed and low cost automated
production solutions.
First, the compact volume of a strawberry plant is quite small as opposed to the
fruits which have already an automated high-volume production such as apple and citrus.
Therefore, it is easy to reach via comparatively smaller and low-cost robots in both indoor and
outdoor cultivation fields. Second, by help of the color distinction of the mature strawberries
from the plant itself, standard vision sensors can be applied for the detection subsystem.
Harvesting operation of the strawberries are tougher due to its delicate nature compared to
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apples and oranges. To overcome any damage or bruise to the strawberries, most robotic
studies focus on trying to grab the stems of the fruits [9].
To advance the financial return of strawberry cultivators, many scientific and technical efforts have been studied to build robotic applications to help a diversity for various
agricultural processes, such as harvesting, packing, sorting and disease detection, either
in greenhouses or in commercial fields. Numerous developments associated to robotics for
strawberry production processes in the United States have been lately sponsored by the
National Institute of Food and Agriculture (NIFA) via the Special Crop Research Initiative
and the National Robotic Initiative (NRI) programs [10].
The agricultural production routine for strawberry begins with the groundwork of
the soil excluding the hydroponic structures. The preparation and agronomy of plantation
rows (in open field) or cultivation benches (in greenhouses or tunnels) continues with the
seedlings of cultivars.
In outdoor cultivation, the controlling the field conditions is less possible than controlling the greenhouses environment. The design and system requirements of robots for
strawberry production are dependent on various factors such as operation environment and
process type. Throughout the worlds overall strawberry production, United States has a
leading role in the market share such as 28% of world production in 2010 and it is followed
by Turkey and Spain [11]. The types of the cultivation regions employed in many countries differ such as old-style open field farms, greenhouses (glasshouses, conservatories) and
tunnels. For example, in Netherlands and Belgium, the tunnels are commonly occupied; on
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the other hand, greenhouse table top cultures and hydroponic systems in Japan and South
Korea, and open fields in California are very widely-used [12]. Among all studies, robotic
harvesting for strawberry production is the most common effort. Although it is considered
as a primary mission to be solved via robotic technologies in strawberry production, there
are other certain agricultural operations to be advanced such as classifying, transporting,
packaging, weed destruction, and stress/disease detection. These robotic innovations are
classified for the diverse operation steps in strawberry agriculture.
The major task of a robotics effort in strawberry agriculture can be classified according
to the operation type of the robot while it is directly interaction with plant sections such
as fruits, stems, leaves, or weeds. For instance, the key role in the harvesting is to grasp
mature strawberries deprived of any damage/bruise and the picking subsystem is designed
consistent with this functional requirement [7–9, 13–16]. The main element of the picking
subsystem is the end-effector/gripper which is directly interaction with the target part of
the plant with diverse approaches. For example, in packing and some of the harvesting
robots, the end-effector is built to apply suction to fruits [9,14,17] while in disease detection
robot, an end-effector will be used to hold and cut diseased leaves for sampling [4]. For weed
destruction, autonomous robots are employed in open farm fields and weed/blossom removal
is performed by end-effectors using mostly mechanical methods [18].
Moreover, strawberry robotic studies can be characterized according to their operation
environments. Commonly, a record of the harvesting and sorting/packing robots are occupied
in greenhouses or well-organized indoor applications. For example, in many indoor harvesting
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systems of greenhouses, a rail system is constructed to transfer the robotic platform between
rows [9, 14, 16, 19, 20]; while some of the harvesting robots are built as wheeled vehicles
[7, 8]. For some studied strawberry sorting/packaging robotic applications in greenhouses,
the robot is constructed as fixed unit while a conveyor belt transmits the fruits in front
of the robot to be analyzed [17, 21]. Some challenges in the research of the robots for
commercial orchards operations can be alleviated if the field is well-structured. Among the
current market products, Agrobot has a capability of picking the fruits in the sideways of
strawberry plant bed rows in field and then they are packaged by hand [22, 23].
Secondly, semi-autonomous and fully-autonomous robots have been established or
currently in progress for field operations of strawberry agriculture. For instance, a commercial all-electric strawberry harvester is a semi-autonomous vehicle for harvesting and then
packaging operations are done by labor when it is operated in farm [22, 24]. In another
example, the robot is an autonomous tractor containing automatic subsystems for sensing,
picking, and carrying strawberries [25]. Recently, a study on harvesting-aid robots focusing
on the transportation of the harvested and packed strawberries from the labor position to the
unloading location is performed [26–28]. For a project in Brazil, a simulation architecture
was created in a software environment, in which unmanned aerial vehicles (UAVs) for the
investigation of strawberry plants in field [29].
Continuous examination on weeds and crop diseases is required during most of the
production season in strawberry agriculture and they are very vital procedures affecting
the amount and the excellence of produced crops. In addition, these operations are more
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expected and challenging to control in field as opposed to greenhouse environments. Through
the progress of state-of-the-art sensor developments and robotic technologies, there are only
insufficient number of robotics studies for such significant agricultural operations. There are
up-to-date studies in investigation and elimination of weeds [30, 31]; however only one robot
is studied specific to strawberry fields [18]. The disease detection robot for the strawberry
plants in orchard is conducted recently [1–4].
As observed from the conducted literature review [3], robotic studies for harvesting
operation have been deeply studied since this operation needs most of the labor work. In
classifying/packaging operations, machine vision technologies are utilized to bring more accurate results than human eye perception. Due to the advantage of controlled environment
and well-structured indoor capabilities, robotic projects are developed more in greenhouse
applications than those of open field ones. Thus, more scientific and technical effort needs to
be studied for robots to be operated in strawberry commercial fields. In order to standardize
the quality and to increase the efficiency with the production speed without labor-work dependence, robotic technologies are required for all operation steps in strawberry agriculture.
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CHAPTER 2
MECHANISM DESIGN AND PARAMETERS

Information in this chapter is coming from the author’s works [1–3].

2.1

Manipulators in Robotic Studies for Strawberry Production

Among diverse production processes in strawberry agriculture, many manipulation subsystem designs of robotic studies are employed for definite duties such as picking strawberries,
sampling leaves and soil, or destroying weeds. To the purpose of satisfying the desired
posture and the motion, the robotic manipulators can be equipped with various joint connections and link configurations; hence they can be categorized according to their joint forms
as prismatic (translational), revolute (rotational), and prismatic-revolute (both translational
and rotational).
There have been numerous manipulator designs in the robotics studies for strawberry
cultivation. For example, in [9], a mobile robot translating over rails between benches has
a manipulator design with five serially connected revolute joints is studied for harvesting
process in greenhouses. In [7], an autonomous mobile robot for harvesting strawberries in
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the greenhouse has a six-DoF manipulator arm at the top of the robot and it is designed
such that its workspace encloses the strawberries hanging from the cultivation benches on
each side of the aisle. In hydroponic category of the greenhouse cultivation, a PUMA type
manipulator arm design is implemented for strawberry harvesting in [32].
To gain the capability of reaching the target such as strawberries, leaves or weeds,
translational DoFs might be engaged in the manipulation subsystem designs of the robots.
In [21, 33], a manipulator system such as an XYZ-table is designed to pick the harvested
strawberries from a storage box and put them a conveyor belt. In another study, a lately
constructed robot for strawberry grading has a one translational DoF to be employed for
separating the strawberries on the conveyor belt according to their proportions [34].
Among the manipulator designs in robotics studies for strawberry agriculture, there
have been subsystems occupying both translational and rotational DoFs in their architecture. In [35–37], the harvesting robot has a seven-DoF manipulator arm and the last link
connection is a prismatic joint that interfaces with end-effector. Similarly, [38] equipped a
harvesting robot with seven-DoF articulated type robotic arm and last prismatic joint connection slides the end-effector to the target fruit to grip and pull. In another strawberry
harvesting robot, a one-DoF rotational and two-DoF translational motion capable manipulator system is designed [9, 14, 39]. By help of prismatic joints along two axes, the system
translates along up-down and forward-backward directions and the revolute joint at the base
helps to rotate the whole subsystem to locate the harvested strawberries into the storage
containers [9, 14]. For the advancement in the motion capabilities of the robot, the subse-
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quent version has an additional one-DoF rotational joint attached to the end-effector to align
itself along various orientations [15].
In [17, 33] studies, strawberry sorting and packaging systems are developed and their
manipulation subsystem includes an XYZ-table and a wrist joint connected end-effector to
grip the strawberries on a conveyor belt and place them in trays. In a recently studied
strawberry disease detection robot has a six-DoF manipulation subsystem consisting of an
XYZ table and a three-DoF robotic arm to get a sample of the diseased leaves of the plants
during field operation [2–4].
The manipulator subsystem of the robotics studies in strawberry cultivation process
for both indoor and outdoor operations are mentioned above. The reachable volume the
mechanisms is the key point where the manipulators end-effector can reach and interface
with the target plants. The workspace of the mechanisms needs to encapsulate the possible
configurations of the target plants. The design of the manipulators is decided by the mechanical design of the robot, approach direction of the mechanism to the possible locations
and orientations of target plants and the end-effectors interaction method with target plant
for successful operation.

2.2

The Mechanism Design and Kinematic Model

The picking mechanism in AGR includes a 3-DoF XYZ table and a 3-DoF manipulator arm
as illustrated in Figure 2.1.
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Figure 2.1: 3D CAD model of the AGR and manipulation subsystem design
The translational joint variables of the XYZ table are represented by tAO , tBA and
tCB . The rotational joint variables of the manipulator arm are shown as θ, β, and ψ. A, B
and C demonstrate the prismatic (translational) joints, while D, E, and F are the revolute
(rotational) joints along the y, x, and z axes, respectively. In Figure 3.1, the fixed frame,
F0 , of the mechanism is attached at origin point O. The body-rotating frames, F1 , F2 and
F3 , are attached at points D, E, and F, respectively. The rotation of F1 (rotating frame)
with respect to F0 (fixed frame) is about the y-axis with angle, θ, and the rotation of F2
with respect to F1 is about the x-axis with angle, β, while the rotation of F3 relative to
F2 is about z-axis with angle, ψ. The end-effector has additional degree of freedom to get
open-close motion for holding the diseased leaf between its two fingers.
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The modified mechanical design of XYZ table consists of stepper motor-attached beltpulley system which utilizes the translational motion of the end-effector along three Cartesian
axes while the revolute joints of the manipulator arm are actuated by the servo motors to
contribute the rotational motion about x, y and z axes. The sliding axes are constructed
by T-slotted aluminum frames and three carriages along the axes are transmitted by roller
wheels which travel on the groves of the frames.
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CHAPTER 3
KINEMATICAL ANALYSIS OF THE MECHANISM

Information in this chapter is coming from the author’s works [1, 2].

3.1

Forward Kinematic Analysis of the Mechanism

The kinematic model of the mechanism is obtained based on the gripper tip point, G,
(0)

position vector, rG/O , with respect to the origin O in fixed frame F0 coordinates. It is
derived reflecting the kinematic relationships between the mechanism links and the rotational
(0)

joints D, E, and F; also, the translational joints A, B and C. The position vector, rG/O , is
decomposed into relative position vectors of the linkages between the joints such as

(0)

(0)

(0)

(0)

(0)

rG/O = rA/O + rB/A + rC/B + rD/C
(1)

+ Ry(0,1) (θ)rE/D

(3.1.1)
(2)

+ Ry(0,1) (θ)Rx(1,2) (β)rF /E
(3)

+ Ry(0,1)(θ) Rx(1,2) (β)Rz(2,3) (ψ)rG/F
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Figure 3.1: Sketch of the handling mechanism including links, joints and reference frames
[1, 2]
(i)

where rQ/R represents the relative 3D position vector from point R to point Q in
(m,n)

frame Fi and Rk

(α) indicates the 3D rotation matrix about the k th axis of the rotating

coordinate frame with angle α from frame Fn to Fm .
Therefore,the position vector for the tip point of the end-effector in fixed frame co(0)

(0)

(0)

(0)

ordinates rG/O = [xG/O , yG/O , zG/O ]T

(0)

rG/O



 tBA + ox − (|DE| + (|EF | + |F G|) cos(β)) sin(θ) 





=
t
+
|DC|
−
o
+
(|EF
|
+
|F
G|)
sin(β)


AO
y




−tCB + oz − (|DE| + (|EF | + |F G|) cos(β)) cos(θ)
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(3.1.2)

(0)

(0)

(0)

(0)

The scalar form of the tip point,rG/O = [xG/O , yG/O , zG/O ]T is derived as
(0)

xG/O = tBA + ox − (l2 + l3 cos β) sin θ
(0)

(3.1.3)

yG/O = tAO + l1 − oy + l3 sin β

(3.1.4)

zG/O = −tCB + oz − (l2 + l3 cos β) cos θ

(3.1.5)

and
(0)

In Eq. (3.1.3) - Eq. (3.1.5), for the sake of simplicity, l1 and l2 are used for the links
lengths |DC| and |DE|, respectively. l3 represents the total length of the link |EF + F G|.
ox , oy , and oz constant offset lengths due to the motor shaft alignments and linkages in the
mechanism.

3.2

3.2.1

Inverse Kinematic Analysis of the Mechanism

Studies on Inverse Kinematics of Manipulators

There has been an increasing attention in implementation of robotic and automation technologies in agriculture industry to cope with high labor cost and to improve the harvest
excellence and speed [40]. Recently, various robot designs have been built to aid or substitute human effect in agricultural operations such as harvesting, yield prediction, and weed
control [31, 41–44].
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By the advancements in the fields such as computer vision [45], guidance and control
[46, 47], spectrum analyses [48], several ground and aerial agricultural robots are developed.
Along all robotic studies in agriculture, a subsystem interacts with the target agricultural
product is always included in the robot design such as a manipulation subsystem consisting
of a robotic mechanism and an end-effector [4, 9, 14].
The main aim of a manipulation subsystem of the agricultural robots differs such as
fruit picking in harvesting and leaf sampling in disease detection and analysis [4, 49]. The
precise operation of the manipulation subsystem is achieved by inverse kinematics analyses
by mapping from Cartesian space to configuration space.
In an inverse kinematics (IK) problem, the purpose is to compute the joint parameters
for the mechanism to get the desired posture of the end-effector in its workspace. Among
the different type of the manipulator designs, the most challenging one is the redundant type
robot manipulators which have more degree of freedom than the required with highly nonlinear nature. Due to the larger number of the joint variables than the number of kinematic
relationships, many solution methods for the IK problem of the manipulators [50] have been
studied such as analytical methods, numerical methods, and mesh-based methods.
Among the studies, analytical solution methods are studied for different type of manipulators [51–54]. In [51], an analytical solution is proposed for a five-DoF manipulator
with all revolute joints. In [52], IK problems are solved both in the position level and the
velocity level and they are resolved analytically. An analytical solution approach is derived
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for the IK problem solution of a seven-DoF redundant type manipulator [53] by considering
the joint constraints.
Numerical solution techniques are also widely utilized for the inverse kinematic solution of the manipulators. Among the different solution processes, Jacobian based method [55]
with many versions such as Jacobian transpose [56], pseudo inverse [57], damped least
squares [58], and selectively damped least squares [59] have been broadly investigated. Most
common problem in Jacobian based solution methods is the singularity issues. IK problem has been usually formulated as a feedback control problem and Lyapunov theorem has
been implemented to demonstrate its convergence stability [60–63]. In [61] study, a filter
method and unceasing tasks are combined to assure that the Jacobian matrix state stays
stable. In [62], a sliding mode control method is studied to resolve the inverse problem and
its stability is evidenced using the Lyapunov stability method. In their study, it is specified
that no Jacobian matrix is required , the singularity issue is avoided. Lastly, a more common method in solving IK problems with constraints, is formulation of the IK problem as a
nonlinear constrained optimization problem such as in [64], [65, 66]. Numerical approaches
can be utilized to most of the manipulators IK problems; but, there is a possibility of high
computational cost and a no-solution case.
A few studies have been conducted via mesh based strategies for solving IK problems
[67, 68]. For example, in [67], several various inverse IK solutions for diverse decomposed
cells are secured in a table format on board and during application, the index of the chosen
position cell is found, and the joint command is directly obtained from the table of cells. This
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method needs a former information about the mechanism workspace and a large number of
solutions scenarios with different combinations.

3.2.2

Inverse Kinematic Analysis Solution Methods

As seen from Eq. (3.1.3) - Eq. (3.1.5), a combination of five revolute and prismatic joint
variables in the position kinematics such as qIK = {tAO , tBA , tCB , θ, β} need to be calculated
in the IK problem so that the tip point P can reach a detected target leaf location. The
ψ angle is not included in the position kinematics of tip point; however, it influences the
configuration of the end-effector (composed of a cutter and a holder) and how the end-effector
interacts with the target leaf due to the orientation kinematics. Thus, the IK problem to be
solved is a five-DoF problem.
The IK problem for a defined target position T [xT , yT , zT ]T is defined as: solve
for qIK = {tAO , tBA , tCB , θ, β} such that the end-effectors tip point 3D position vector
(0)

(0)

(0)

(0)

rG/O = [xG/O , yG/O , zG/O ]T calculated using Eq. (3.1.3) - Eq. (3.1.5) that matches for
a defined target leaf position, considering the joint constraints: tAO ∈ [tAO,min , tAO,max ],
tBA ∈ [tBA,min , tBA,max ], tCB ∈ [tCB,min , tCB,max ], β ∈ [βmin , βmax ], and θ ∈ [θmin , θmax ]. In this
defined IK problem, there are more joint variables than the kinematic relationships. The
extra redundancy is decided based on the constraints acquired by the joint limitations, the
mechanism dimensions and the target position.
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In the following section, three solution methods are derived for the defined IK problem
such as a set of analytical solutions (AS) and suboptimal semi-analytical solutions (SSAS)
defined in Section 3.2.2.1 and 3.2.2.2. Additionally, a numerical solution (NS) as a nonlinear
constrained optimization algorithm, extensively implemented in solving IK problems, is also
framed for the evaluation in Section 3.2.2.3.

3.2.2.1

Analytical Solution (AS)

The defined IK problem is formulated for the following situation. Naturally, a fully grown
individual strawberry plant has a spherical volume of foliage. For the solution of inverse
kinematic problem calculations, this characteristic property of a strawberry plant helps to
establish certain boundary values for the locations of the target leaves in the assumed spherical shape and this confines the dispersion of the probable positions of the target points as
well as joints movement limitations. Based upon this characteristic, the solution sets of two
rotational joint variables are obtained via each quadrant bounds of target leaf locations considering all the translational and rotational joint constraints. The projection of the spherical
volume of a full-sized plant is shown with a radius of R and a center point C (xC , yC ) in
Figure 3.2.
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Figure 3.2: Circular area covered by a strawberry plant

By embedding the minimum and maximum bound values of the joint variables qIK =
{tAO , tBA , tCB , θ, β} into the forward kinematics Eq. (3.1.3) - Eq. (3.1.5), the reachable
coordinates of the end effector tip points position vector in the frame F0 are obtained. Therefore, the target point T [xT , yT , zT ]T should be within the computed accessible boundaries
such as
xmin = tBA,min + ox − (l2 + l3 cos βmin ) sin θmax

(3.2.1)

xmax = tBA,max + ox − (l2 + l3 cos βmax ) sin θmin

(3.2.2)

ymin = tAO,min + l1 − oy + l3 sin βmin

(3.2.3)

ymax = tAO,max + l1 − oy + l3 sin βmax

(3.2.4)

zmin = −tCB,min + oz − (l2 + l3 cos βmin ) cos θmin

(3.2.5)

zmax = −tCB,min + oz − (l2 + l3 cos βmax ) cos θmax

(3.2.6)
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The inverse kinematics solution process starts with checking the target point T [xT , yT , zT ]T
coordinates. It is initiated after the target point coordinates satisfy the limits defined in
Eq. (3.2.1) - Eq. (3.2.6). If this requirement is not satisfied, the ground robot should
adjust itself, so that the target diseased leaf point can be in the reachable volume.
After the initial check of the coordinates, the solution process continues with Eq. (3.1.4).
Based on the known target coordinates T [xT , yT , zT ]T and the range of β ∈ [βmin βmax ], the
(1)

first set for tAO is limited by the set StAO as
(1)

StAO : [yT − l3 sin βmax − l1 + oy , yT − l3 sin βmin − l1 + oy ]

(3.2.7)

Also, tAO needs to be limited within its minimum and maximum values, which creates the
(2)

second set definition StAO : [tAO,min , tAO,max ]. Hence, an intersection set from these two
definition sets is created such as StAO and t∗AO is selected from the intersection set StAO .
(1)

(2)

StAO = StAO ∩ StAO

(3.2.8)

After t∗AO ∈ StAO is decided, β ∗ is computed by Eq. (3.1.4) as
β ∗ = sin−1 [(yT − t∗AO − l1 + oy ) /l3 ]

(3.2.9)

In Eq. (3.2.9), the computed β ∗ angle satisfies its range of motion since its limits
are already considered in generating the definition sets for t∗AO .
Next step is the creating the sets for θ angle, since it is the common joint variable in
Eq. (3.1.3) and Eq. (3.1.5). First set definition is established based on Eq. (3.1.3) and
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(1)

the range of θ is constructed by the first set Sθ
(1)
Sθ



−1

: sin



xT − tBA,min − ox
−l2 − l3 cos β ∗


, sin

as

−1



xT − tBA,max − ox
−l2 − l3 cos β ∗


(3.2.10)

(2)

Next, based on Eq. (3.1.5), the second set definition for θ is based on Sθ
(2)
Sθ



−1

: cos



zT + tCB,min − oz
−l2 − l3 cos β ∗



−1



, cos

zT + tCB,max − oz
−l2 − l3 cos β ∗

such as


(3.2.11)

Lastly, θ angle has its range of motion due to the torque capabilities of of the motors
(3)

θ ∈ Sθ : [θmin , θmax ]. As a result, an intersection set of these three set definitions is created
and θ∗ is chosen from the intersection set θ∗ ∈ Sθ as
(1)

(2)

(3)

Sθ = Sθ ∩ Sθ ∩ Sθ

(3.2.12)

After defining β ∗ , and θ∗ angles, they are placed in Eq. (3.1.3) and Eq. (3.1.5), so that
t∗BA and t∗CB are computed as follows
t∗BA = xT − ox + (l2 + l3 cos β ∗ ) sin θ∗

(3.2.13)

t∗CB = −zT + oz − (l2 + l3 cos β ∗ ) cos θ∗

(3.2.14)

respectively.
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Figure 3.3: Flowchart of the analytical solution method

Remark 1: After constructing the intersection set for tAO joint variable, there are
infinitely many solutions in StAO set. In this study, it is aimed to choose it such that the
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energy change between initial posture and the final posture will be minimum while reaching
the target coordinates.
Remark 2: For deciding θ∗ joint variable from the intersection set Sθ , the aim is to
select minimum absolute value of the intersection set Sθ as θ∗ to increase the value of cos θ∗ .
A larger value of cos θ∗ in Eq. (3.2.14) may create the possible case where the calculated
t∗CB can be kept within its min-max limits while approaching the target coordinate zT .
The algorithm steps for finding the analytical solutions is listed in Table 3.1 as
Algorithm 1. It is important to note that (i) the mechanism posture always resets to its
initial position and orientation (i.e. the original pose) after each individual picking task; and
(ii) the execution of actuators while approaching the target coordinates must follow certain
actuation sequence to avoid interaction between the manipulator arm and the plants, as
mentioned in the Remark 3.
Remark 3: (Actuation Sequence) (i) Open the gripper fingers, (ii) Translate
the z-slider along the axis by t∗CB + hof f , (iii) Translate y-slider along the axis by t∗AO , (iv)
Translate the x-slider along axis by t∗BA , (v) Rotate the arm about y-axis by θ∗ , (vi) Rotate
the arm about the x-axis by β ∗ , (vii) Rotate the arm about z-axis by ψ ∗ , (viii) Translate
z-slider along the axis by hof f to stop at t∗CB , (ix) After all joint commands are actuated,
lastly, close the gripper fingers. At the beginning, hof f is considered as the extra translation
along the z-axis, so that the arm and gripper can adjust its posture without touching the
foliage over the strawberry bed.
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Table 3.1: Algorithm 1 - Analytical Solution [1, 2]
Step 0:

Get the target plant coordinate T (xT , yT , zT ).
Check whether the target point satisfies the mechanism limits by Eq. (3.2.1) - Eq. (3.2.6).

Step 1:
If it is not satisfied, inverse kinematics solution can not be started.
Step 2:

After creating definition sets, obtain the intersection set St∗AO for t∗AO by Eq. (3.2.8).

Step 3:

Next, calculate β ∗ value by Eq. (3.2.9).

Step 4:

Create definition sets and obtain the intersection set Sθ for θ∗ by Eq. (3.2.12).

Step 5:

Compute t∗BA and t∗CB values via Eq. (3.2.13) and Eq. (3.2.14).

Step 6:

Actuate the mechanism joints as mentioned in Remark 3.

Step 7:

After the manipulation task is performed, the arm will go back to its reset position.

3.2.2.2

Suboptimal Semi-Analytical Solution (SSAS)

In Section 3.2.2.1, analytical solution method is introduced and the steps of the inverse
kinematics solution in this method are derived for a given target coordinate. The solution
is based on how t∗AO and θ∗ are selected in their defined sets.
In this IK solution method, the minimum energy solution is implemented in the
solution steps. For the minimization problem, a performance index Jtotal is defined as Jtotal =
Jpot + Jf ric where Jtotal , Jpot , and Jf ric are the total energy, the potential energy change, and
the frictional loss, respectively.
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Figure 3.4: Posture change of the arm when it reaches a certain target [2]

Figure 3.4 demonstrates the posture change of the arm and the z-axis slider when
it reaches a certain posture to reach the target. The potential energy is calculated based on
the initial and final posture of the mechanism. As seen in Figure 3.4, the initial potential
energy of the arm and the z-slider is calculated as
P Ein = m2 g (hrobot − tCB,in − l2 /2) + m3 g (hrobot − tCB,in − l2 − l3 /2)

(3.2.15)

and the potential energy of the final posture is
P Ef = m2 g (hrobot − tCB,f − 0.5l2 cos θ)
(3.2.16)
+ m3 g (hrobot − tCB,f − (l2 + 0.5l3 cos β) cos θ)
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where m2 and m3 represents the masses of the mechanism links |DE| and |EF + F G|,
respectively. Then, the potential energy change is
Jpot = P Ef − P Ein
= (m2 + m3 ) g (tCB,in − tCB,f )
(3.2.17)
+ (m2 /2 + m3 ) gl2 (1 − cos θ)
+ (m3 gl2 /2) (1 − cos β cos θ)
The friction energy due to the XYZ table translational motion is computed as
Jf ric = µW [(tAO,f − tAO,in ) + (tBA,f − tBA,in ) + (tCB,f − tCB,in )]

(3.2.18)

where µ represents the friction coefficient between the sliders and the sliding axes along the
x, y and z axes. W is the lumped weight of the all mechanism. The initial values of the slider
translational joint variables are defined as tAO,in , tBA,in and tCB,in , respectively. When the
mechanism is actuated to get the desired posture, the XYZ sliders move to tAO,f ≥ tAO,in ,
tBA,f ≥ tBA,in , and tCB,f ≥ tCB,in . Thus, Jf ric ≥ 0.
The solution of the minimum energy problem is represented as
∂Jtotal
∂Jpot ∂Jf ric
=
+
=0
∂tAO
∂tAO
∂tAO

(3.2.19)

where the partial derivatives ∂Jpot /∂tAO and ∂Jf ric /∂tAO are derived as

∂Jpot
∂θ ∂β
= − [m2 (l2 /2 + l3 cos β) g sin θ]
∂tAO
∂β ∂tAO
− [(m3 l3 g cos β sin θ)/2]

∂θ ∂β
∂β ∂tAO

+ [(−m2 − m3 /2) l3 g sin β cos θ]

32

(3.2.20)
∂β
∂tAO

and
∂Jf ric
∂θ ∂β
= [µW (l2 + l3 cos β) (cos θ + sin θ)]
∂tAO
∂β ∂tAO

(3.2.21)

∂β
+ [µW ]
+ [µW l3 sin β (cos θ − sin θ)]
∂tAO
where ∂β/∂tAO can be derived from Eq. (3.1.4) as

 q
∂β
2
2
= −1
l3 − (yT − tAO − l2 + oy )
∂tAO

(3.2.22)
(1)

There are two options for the solutions of ∂θ/∂β, where the definition sets Sθ
(1)

condsidered. The partial derivative of the definition sets, Sθ

(2)

and Sθ

are

(2)

and Sθ , with repect to the θ

angle are derived and and the values of ∂θ/∂β are compared and the lowest value is chosen
to be inserted into the energy equation.
(1)

Case 1 : From the set Sθ , ∂θ/∂β is derived as



∂
∂g1 ∂h1 ∂f
xT − tBA,min − ox
∂θ
−1
=
sin
=
∂β
∂β
−l2 − l3 cos β
∂h1 ∂f ∂β
∆

(3.2.23)
∆

∆

in which f (β) = cos β, h1 (f ) = (xT − tBA,min − ox ) / (−l2 − l3 f ), and g1 (h1 ) =
sin−1 (h1 ).
(2)

Case 2 : From the set Sθ , ∂θ/∂β is derived as



∂θ
∂
zT + tCB,min − oz
∂g2 ∂h2 ∂f
−1
=
cos
=
∂β
∂β
−l2 − l3 cos β
∂h2 ∂f ∂β
∆

(3.2.24)

∆

in which h2 (f ) = (zT + tCB,min − oz )/(−l2 − l3 f ) and g2 (h2 ) = cos−1 (h2 )
Therefore, the comparison of the values of ∂θ/∂β in Eq. (3.2.23) and Eq. (3.2.24)is
performed, and the lowest value of ∂θ/∂β is chosen to be implemented into minimum energy
equation.
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P1: For minimization problem, a nonlinear constrained optimization routine is implemented to solve for optimum t∗AO in order to establish ∂Jtotal /∂tAO |tAO =t∗

AO

= 0. In

MATLAB R , ”fmincon” is used as the numerical solver package. The performance index is
J = |∂Jtotal /∂tAO |

(3.2.25)

where the boundary constraint of t∗AO ∈ [tAO,min , tAO,max ] are corporated as the inequality
constraints of the problem formulation. Moreover, in Eq. (3.2.26) - Eq. (3.2.32), the
following inequality and equality constraints are inserted in order to prevent any singularity
cases that the sin−1 , cos−1 and square root functions in Eq. (3.2.10), Eq. (3.2.11) and
Eq. (3.2.22) can cause in the derivation steps.

[(l2 + l3 cos β) (cos θ + sin θ)]

∂β
∂θ ∂β
+ [l3 sin β (cos θ − sin θ)]
+1=0
∂β ∂tAO
∂tAO

(3.2.26)

yT − tAO − l2 + oy − l3 < 0

(3.2.27)

− yT + tAO + l2 − oy − l3 < 0

(3.2.28)

− xT + tBA,min + ox − l2 − l3 cos β < 0

(3.2.29)

xT − tBA,min − ox − l2 − l3 cos β < 0

(3.2.30)

zT + tCB,min − oz − l2 − l3 cos β < 0

(3.2.31)

− zT − tCB,min + oz − l2 − l3 cos β < 0

(3.2.32)

Here, β, θ, ∂θ/∂β, and ∂β/∂tAO are functions of tAO .
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Figure 3.5: Flowchart of the suboptimal semi-analytical solution method

The semi-analytical suboptimal algorithm is shown in Table 3.2 as Algorithm 2.
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Table 3.2: Algorithm 2 - Suboptimal Semi-Analytical Solution [2]

Step 0:

Get the target plant coordinates T (xT , yT , zT ).
Check whether the target point satisfies the mechanism limits using Eq. (3.2.1) -

Step 1:

Eq. (3.2.6). If this requirement is not satisfied, there is inverse kinematics solution can
not be started.
Solve P1 for t∗AO corporating all the constraints defined in Eq. (3.2.26) - Eq. (3.2.32)

Step 2:

value. The following initial guesses are inserted: tAO = tAO,min , tBA = tBA,min , tCB = tCB,min ,
θ = 0o and β = 0o .

Step 3:

Continue with Steps 3-7 mentioned in Algorithm 1.

Remark 4: The minimization problem P1 is solved based on the value of tAO only.
As mentioned in Remark 2, a specific solution within the algorithm set is also dependent
on how θ is chosen as well. In the proposed minimum energy solution here, the optimal
tAO values is calculated only among all joint variables. Therefore, the solution is called as
suboptimal.
Remark 5: In this IK solution method, both numerical and analytical solution
schemes are utilized to find the all joint values of the mechanism while reaching the target
coordinates. In addition to the analytical solution steps, a numerical optimization scheme is
implemented to solve P1. Therefore the solution method is semi-analytical.
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3.2.2.3

Numerical Solution (NS)

A nonlinear constrained optimization solution is briefly represented as a typical numerical
approach for solving the IK problem of the mechanism. The performance of the NS is compared with the analytical (AS) and suboptimal semi-analytical (SSAS) algorithms proposed
in this study.
P2: The performance index to be minimized is Jtotal .The fmincon function in MATLAB R
is used as the numerical solver package. tAO = tAO,min , tBA = tBA,min , tCB = tCB,min , θ = 0o
and β = 0o are inserted as the initial guesses of the numerical scheme.
In P2, the minimum energy problem is corporated with constraints. Firstly, forward
kinematic relationships stated in Eq. (3.1.3) - Eq. (3.1.5) should be satisfied in this solution
process. Secondly, the inequality constraints arise from the minimum and the maximum values of each joint variable’s range of motion and are demonstrated as t∗AO ∈ [tAO,min , tAO,max ],
t∗BA ∈ [tBA,min , tBA,max ], t∗CB ∈ [tCB,min , tCB,max ], θ∗ ∈ [θmin , θmax ], and β ∗ ∈ [βmin , βmax ].
Remark 6: Although a numerical scheme is used to solve ∂Jtotal /∂tAO |tAO =t∗

AO

=0

in the SSAS, its computation time cost is recorded as smaller than that of the NS, since
the minimization problem is only performed for one joint variables such as t∗AO and the
calculation steps for the remaining joint variables such as , β ∗ , θ∗ , t∗BA and t∗CB are performed
by analytical solution method (AS).
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CHAPTER 4
SIMULATIONS

Part of the information in this chapter is from the author’s works [1, 2].

4.1

Simulation Settings

All derived IK solution methods such as AS, SSAS and NS are executed on the computer
with a 64-bit operating system, an Intel R CoreTM i7 920 processor (2.67 GHz) and 6GB of
RAM. All algorithms are performed in the MATLAB R R2009a.

4.2

Simulation Results and Comparison of All IK Solutions

A set of target coordinates from each quadrant are entered to the analytical solution (AS),
suboptimal semi-analytical solution (SSAS) and numerical solution (NS) algorithms and the
calculated performance indexes with recorded CPU times are listed in Table 4.1.
In the simulation results, the comparison of the AS and SSAS method with respect
to NS are performed to observe the efficiency of the proposed algorithms with respect to the
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optimal solution. The performance index of the NS method has the lowest value since it
solves the minimum energy problem for all joint variables within the full search space. The
CPU time values of the algorithms show that AS method has the lowest CPU time with
average value of 15.1 ms(std 0.912 ms); on the other hand, the NS method have the highest
computation time with average value of 567.7 ms (std 22.2 ms) to reach a solution for a
given target coordinate.
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Table 4.1: Comparison of Performance Indexes and Average CPU Time of AS, SSAS and
NS [1, 2]
Simulation Results of All IK Methods
Target in F0

PI

x

y

z

NS

426

345

-331.6

450

285

489

SSAS

Comparison of SSAS vs NS and AS vs NS
CPU Time (s)

AS

NS

PI wrt NS%

CPU wrt NS%

SSAS

AS

SSAS

AS

SSAS

AS

5950.5 6326.9 6377.3 0.576

0.300

0.014

6.33

7.17

47.92

97.57

-368.6

6505.9 6882.3 6918.3 0.549

0.306

0.015

5.79

6.34

44.26

97.27

270

-375.6

6913.8 7290.3 7299.2 0.605

0.294

0.015

5.45

5.57

51.40

97.52

445

325

-323.1

5732.0 6108.4 6158.8 0.561

0.300

0.015

6.57

7.45

46.52

97.33

410

350

-355.1

6418.0 6794.4 6844.8 0.552

0.296

0.015

5.86

6.65

46.38

97.28

520

350

-298.6

6111.9 6511.5 6538.7 0.593

0.295

0.014

6.54

6.98

50.25

97.64

568

310

-349.5

7438.9 7838.6 7865.7 0.602

0.299

0.015

5.37

5.74

50.33

97.51

520

280

-350.9

6708.2 7107.9 7110.2 0.561

0.315

0.015

5.96

5.99

43.85

97.33

580

310

-377.9

8252.1 8651.6 8678.9 0.564

0.298

0.014

4.84

5.17

47.16

97.52

525

280

-353.5

6821.8 7221.4 7223.8 0.544

0.302

0.015

5.86

5.89

44.49

97.24

535

450

-350.6

8516.2 8909.0 8943.0 0.585

0.297

0.016

4.61

5.01

49.23

97.26

510

450

-339.4

7995.0 8387.9 8421.8 0.568

0.300

0.016

4.91

5.34

47.18

97.18

565

420

-340.1

8256.9 8649.8 8683.7 0.599

0.297

0.015

4.76

5.17

50.42

97.50

536

460

-382.8

9414.1 9807.0 9841.0 0.543

0.304

0.015

4.17

4.53

44.01

97.24

580

427

-387.3

9630.6 10023.5 10057.4 0.529

0.301

0.018

4.08

4.43

43.10

96.60

450

400

-314.7

6311.3 6681.3 6738.1 0.589

0.307

0.016

5.86

6.76

47.88

97.28

410

410

-385.3

7748.2 8118.2 8175.1 0.554

0.298

0.015

4.78

5.51

46.21

97.29

475

390

-300.8

6117.5 6487.5 6544.4 0.565

0.304

0.014

6.05

6.98

46.19

97.52

435

440

-372.2

7966.7 8336.6 8393.5 0.574

0.296

0.015

4.64

5.36

48.43

97.39

482

465

-381.9

8912.0 9282.0 9338.9 0.540

0.304

0.015

4.15

4.79

43.70

97.22

40

The results of the AS and SSAS algorithms compared to the NS are shown in Table 4.1. The comparison of in performance indexes is calculated for the AS with respect to
the NS using (P IAS − P IN S ) 100/P IN S and the comparison of the CPU time cost is calculated by |(tAS − tN S ) 100/tN S |. In Table 4.1, the performance indexes of the AS and the
SSAS are not significantly higher than the NS. The CPU time reduction is achieved in the
AS and SSAS compared to NS method. From Table 4.1, the performance index values of
the AS and SSAS methods are 5.84% and 5.33% higher than the optimal solution which is
obtained by NS method. In terms of CPU time values, SSAS solution is 46.95% and AS
solution is 97.33% quicker than the NS method. Therefore, it can be seen that proposed
AS and SSAS methods have a minor increase in the performance index values and substantial decrease in the CPU computation time, therefore the proposed algorithms can show
competency with optimal solution.
The mechanism postures as a result of AS, SSAS and NS algorithms for the given
target points such as [450, 485,-368.6], [520, 350,-298.6], [535, 450,-350.6] and [435, 440,372.2] are simulated in MATLAB R software and shown in Figure 4.1, Figure 4.2, and
Figure 4.3, respectively. As seen from the following figures, the handling mechanism is
animated in MATLAB R and the gray trapezoidal volume represents a plastic-culture strawberry plant bed that the robot travels over. The green spherical volume corresponds to a
fully-grown strawberry plant. All the target points to be reached are assumed to be on the
upper surface of this spherical volume.
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Figure 4.1: Animated figures for the resultant poses of the mechanism - AS

Figure 4.2: Animated figures for the resultant poses of the mechanism - SSAS
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Figure 4.3: Animated figures for the resultant poses of the mechanism - NS
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CHAPTER 5
HARDWARE EXPERIMENTS OF IK SOLUTION METHODS

Part of the information in this chapter is from the author’s works [1, 2].

5.1

Experiment Settings and Hardware Configuration

All three IK solution algorithms are validated with the picking mechanism hardware attached
to the agricultural ground robot (AGR). The mechanism is constructed based on belt-pulley
system of XYZ table and servo-controlled manipulator arm. The pulley-belt motion system
providing the translation is built by eight XL series pulleys (outer diameter: 4.14cm (1.63
inches), number of teeth: 22, max width: 0.95cm (3/8 inches)). The trapezoidal-tooth
neoprene timing belt has a pitch size of 0.51cm (0.2 inches) pitch and width of 0.95cm (3/8
inches). The revolute joints of the manipulator arm whose links are serially-connected are
actuated by Hi-Tech HS 422 servo motors. Also, the gripper has two fingers for a open/close
functionality with attached servo motor.
The kinematic model of the mechanism has certain constraints due to the geometric
limitations of the links and translational axes and motor limitations in the hardware such
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as 75 ≤ tAO ≤ 660 [mm], 80 ≤ tBA ≤ 920 [mm], 61 ≤ tCB ≤ 251 [mm], −58o ≤ θ ≤ 52o ,
−85o ≤ β ≤ 73o , and −90o ≤ ψ ≤ 90o , respectively.In IK solution algorithms, simulations
and experiments, the β angle is restricted in the positive range of motion such as 0o ≤ β ≤ 73o
to avoid the collision between the manipulator arm and the z-axis. The manipulator arm
links lengths are presented as l1 = 90 [mm], l2 = 102 [mm] and l3 = 60 [mm].
In the electronic system of the mechanism hardware, an Arduino Mega 2560 micro
controller and a Rover5 motor driver board are utilized for the data acquisition and the
actuation of the system. In the XYZ table, three quadrature encoders (100 cycles/rev and
up to 30 kHz data collection frequency) and three brushless DC motors (gear head DC
motor, 12Volt, a gear ratio of 30:1, and a maximum rotation of 200 rpm) carried out by the
Rover5 motor driver are used for the position control of the mechanism. In the manipulator
arm, the Arduino Mega 2560 micro controller commands three servo motors attached to the
revolute joints and one additional servo motor attached to actuate the fingers of the gripper.

5.2

Experiment Set up in Laboratory Environment

In Figure 5.1, the experiment set-up is presented. The white circular plane represents
the possible locations for the target points and this area is the projection of the spherical
volume of a fully grown strawberry plant. The black trapezoidal set-up is used to mimic
a strawberry bed in a commercial field. An artificial plant representing the target plant is
located on the different locations of the white circular plane. The coordinates of the target
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plants are chosen such that all four quadrants of the circular area are tested. All three
IK methods (AS, SSAS, NS) are implemented to calculate the joint variables for a given
target coordinate and the joint values are then commanded to the mechanism based on the
actuation sequence defined in Remark 3.

Figure 5.1: Experiment set up and AGR in laboratory [1, 2]

5.3

Experiment Results

To validate manipulation task of the picking mechanism in the experiments, different target
points from each quadrant are given as input to the AS, SSAS and NS algorithms. A total of
twenty four experiments were performed and the final postures of the mechanism hardware
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for each target point and for each IK solution methods are listed in Table 5.1 and Table 5.2
shown below.
Table 5.1: Resultant Postures of the Mechanism with NS, SSAS and AS for Target Points
in 1st and 2nd Quadrants [1, 2]

The results of the hardware experiments represented in Table 5.1 and Table 5.2.
All three IK solution methods are observed to reach the target plant. The resultant posture
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of the mechanism is based on the IK solution method and the coordinate of the target plant
location.
In the mechanism hardware, it is observed that there is backlash, loosening and
sliding problems with the belt-pulley XYZ table system. In the conducted experiments, the
accuracy of the end-effector tip point position is within a [-1, 1] cm distance range.
In hardware experiments, the execution times for the point of [580, 310, -377.9] are
recorded as a reference such that it is 6s in the NS, 4s in the AS, and 4s in the SSAS
experiments. For the target point of [565, 420, -340.1], the execution time is approximately
4s in the NS, 6s in the AS, and 6s in the SSAS experiments. Therefore, the overall average
execution time for the twenty four hardware experiments is 5.5s for the NS, 4.95s for the
SSAS and 4.875s for the AS.
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Table 5.2: Resultant Poses of the Mechanism with NS, SSAS and AS for Target Points in
3rd and 4th Quadrants [1, 2]
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CHAPTER 6
BIO-INSPIRED OPTIMAL TRAJECTORY DESIGN IN
VISION BASED CONTROL

The latest development in sensor technologies and processors provides a remarkable speed
in the advancement of robotic studies [69]. In particular, the measurements obtained from
vision sensors improve the flexibility of robots in performing many operation tasks by updating the information acquired from both the environment and the robot itself. The term
visual-servoing refers to controlling the robot kinematics and dynamics using continuous inputs from the image processing of the vision sensor outputs in a synchronized manner [70].
Diverse approaches in visual-servoing are implemented on robotic systems such as imagebased (IBVS) [71–76], position-based (PBVS) [77–82] and hybrid (HBVS) [83–89] methods.
The distinction between them is based on the designed error function and its definition space
(i.e. 2D image space, 3D task space, and 2.5D hybrid space) [90]. In visual servoing, the
camera configuration also varies: the camera in a fixed space (eye-to-hand) and the camera
attached to an end-effector (eye-in-hand) [69, 70, 90].
In recent agricultural robotic studies, vision-based control is applied to the control of
robotic manipulators performing tasks such as grasping fruits or vegetables [72,73,91]. In this
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study, image-based visual servoing with a camera-in-hand configuration is employed due to its
autonomy from the geometric model of the object, insensitivity to camera calibration errors,
and its robustness when the camera is in the close proximity of the target point [69–71,74,75].
To date, diverse approaches for trajectory optimization are studied in visual servoing of robotics systems: position-based [92], image-based [82, 93, 94] and hybrid [95] visual
servoing. The common objective of these studies is the actuation of the robotic systems
along optimal trajectories to obtain the desired posture while minimizing a performance
index. In [92], position-based visual servoing with a constrained optimization routine is implemented for 3D spatial motion of the manipulator. In [94], visual servoing is used for path
planning techniques based on potential field methods. In the hybrid visual servoing method,
the error functions in both the image space and the 3D workspace are minimized using an
optimal control approach in [95]. Along feasible paths in 2D image space and 3D workspace,
certain constraints such as 3D workspace constraints, joint actuation limitations, visibility
constraints, are also considered in the optimization process [92, 94].
This section derives a new visual servoing methodology based on a virtual motion
camouflage (VMC) subspace optimal trajectory design concept in a camera-in-hand configuration. Virtual motion camouflage strategy is constructed based on the mathematical model
derived from the prey-predator relationship observed in nature [96]. When this motion strategy is applied to trajectory optimization problems, it can lead to a significant reduce in the
search dimension [34, 97–99].
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In field conditions, any sudden and unexpected changes of the target position may
happen after inverse kinematic algorithms are performed for the mechanism. Next, while in
the close proximity of the target position, visual servoing scheme is activated to compensate
for these changes via the implementation of the proposed motion camouflage strategy for
the optimal trajectory design on image-based visual servoing.

6.1

Virtual Motion Camouflage Strategy

The idea behind this strategy originates from the observation of prey-predator relationships
in nature. In VMC strategy, the mathematical model is developed in order to determine
predators trajectory while approaching towards a stationary or moving target (prey) [96].
The predator path xa (t) is formulated based on the prey motion xp (t), reference point
position xr and path control parameter (PCP) function υ(t) [97–99],
xa (t) = xr + υ(t) (xp (t) − xr )

Figure 6.1: Prey-predator relationship
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(6.1.1)

In this research study, VMC strategy is applied in the trajectory design between
desired pixel location and current pixel location in IBVS method algorithms. In image
plane, current (target) pixel location is assigned as predator and the prey is chosen as the
desired pixel location. Principal points (midpoints) of the image plane are assigned as the
prey location; hence the current pixel (predator) is desired to be at the desired pixel (prey) at
the end of the designed trajectory. The reference pixel is located on the line which connects
the predator and the prey pixels.

Figure 6.2: Prey-predator relationship implementation on image plane

The trajectory of the target (predator) pixel is designed via VMC rule such as,
sa (t) = sr + υ(t) (sp − sr )

(6.1.2)

where sa (t) = [ua (t), va (t)]T predator pixel, sp = [up , vp ]T prey pixel, and sr = [ur , vr ]T
reference pixel.
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6.1.1

Boundary Conditions of VMC Strategy on Image Plane

At initial time, the PCP value at the υ(t0 ) = υ0 can be calculated from the initial position
of the predator pixel coordinates at current image,

υ0 =

ua,0 − ur
up − ur

(6.1.3)

At final time, the PCP value, υ(tf ) = υf , should satisfy the condition that predator
pixel coordinates should reach the prey location at the end-of the trajectory.

sa (tf ) = sa,f

(6.1.4)

sa,f = sp → υf = 1

(6.1.5)

In the problem definition, the prey pixels represent a stationary location. The prey pixels are
chosen as the principal coordinates (midpoints) of the image plane sp = [up , vp ]T = [u0 , v0 ]T .
The main idea for selecting the prey (desired) pixel location as principal coordinates is to
design the trajectory of the predator (target) position approaching in the middle of the image
plane of the camera-in-hand as well as the midpoint of the end-effector. The reference pixels
sr are determined such that they should be on a common line which connects the prey and
predator pixel locations along designed path.
As seen from Eq. (6.1.2), PCP function υ(t) parameterizes and controls the predator
path. In trajectory optimization problem, PCP values are the decision variables.
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6.2

Trajectory Design with VMC Strategy on IBVS Method

After VMC rule is implemented on the trajectory design of the predator (target) pixel
towards to prey (desired) pixel location, the error function required for IBVS method can
be derived by calculating the difference between prey and predator image pixels as follows,
e(t) = sa (t) − sp

(6.2.1)

Then, from Eq. (6.1.2) and Eq. (6.2.1), it is obtained as
e(t) = (υ(t) − 1) (sp − sr )

(6.2.2)

The velocity of the camera-in-hand in IBVS method is calculated as [70],
VC (t) = L+ (t)ė(t)

(6.2.3)

where L+ represents the pseudo-inverse of the interaction matrix L which consists of the
target (predator) pixel coordinates sa = [ua va ]T , focal length, f, and z-coordinate of the
target point in camera frame coordinates, Za . At each time point, the joint variables of
the mechanism and therefore the end-effector position change while following the designed
path of the predator. The initial value z-coordinate of the target point in the camera frame
coordinates, Za (t), is measured by the stereo-camera pair attached to the robot body and
updated at each iteration while the camera-in-hand moves. From VMC strategy in pixel
plane, the derivative of the error vector is derived as,
ė(t) = ṡa (t) = υ̇(t) (sp − sr )
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(6.2.4)

Hence, the camera velocity vector is written as,
VC (t) = L+ (sa (t), Za (t)) [υ̇(t) (sp − sr )]

where the interaction matrix L ∈ R2x6 [70]


(6.2.5)



0
−ua (t)/Za (t) −(ua (t)va (t))/f (f 2 + ua (t)2 )/f −va (t)
f /Za (t)


L(t) = 

0
f /Za (t) −va (t)/Za (t) −(f 2 + va (t)2 )/f (ua (t)va (t))/f
ua (t)
(6.2.6)
The resultant camera velocity vector is computed in camera frame coordinates such
(c)

as VC = [vc(c) , wc(c) ]T . From the VMC based IBVS method, the camera velocity is obtained
in camera frame coordinates. By knowing the kinematic relationships between the camerain-hand frame and the end-effector frame, also between the fixed frame and the end-effector
frame by forward kinematics shown in Figure 6.3, the velocity vector of the end-effector in
fixed frame coordinates,Ve(0) = [ve(0) , we(0) ]T , can be obtained.
The velocity of the end-effector in the end-effector frame coordinates, Ve(e) , is



Ve(e)

R(e,c)
=

[03x3 ]

(e)
r̃E/C R(e,c) 

R

 V (c)
 c

(e,c)

(6.2.7)

The velocity of the end-effector in the fixed frame coordinates, Ve(0) , is

Ve(0)



R(0,e) [03x3 ] (e)
V
=

 e
[03x3 ] R(0,e)
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(6.2.8)

R(0,e) is the orientation matrix of end-effector frame w.r.t. fixed frame. In each iteration of joint variables, the position vectors are updated with forward kinematic equations.
R(e,c) is the constant rotation matrix of camera-in-hand frame w.r.t. the end-effector frame.
(e)

r̃E/C is the cross-product matrix (skew symmetric matrix) of the position vector of the cam(c)

era w.r.t. the end-effector in end-effector frame coordinates . rT /C is the position of the
(e)

target w.r.t. camera in camera frame coordinates. rC/E is the constant camera position
vector w.r.t. end-effector frame in end-effector frame coordinates.

Figure 6.3: Kinematic relationships between fixed, end-effector and camera-in-hand reference
frames wrt target point position

As seen from Figure 6.3, the target position in camera frame coordinates can be
calculated.
n
o
(e)
(0)
(0)
rT /E = (R(0,e) )T rT /O − rE/O

(6.2.9)

n
o
(e)
(e)
) rT /E − rC/E

(6.2.10)

(c)
rT /C

= (R

(e,c) T
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(0)

(0)

where rT /O is the position of the target and rE/O is the position of the end-effector
(e)

in fixed reference frame. rT /E is the target position in the end-effector frame coordinates.
In Eq. (6.2.10), the target position in camera-in-hand frame is calculated therefore the
(c)

z-coordinate of rT /C , which is Za , can be updated for the interaction matrix L at each
iteration.
After deriving the end-effector velocity in fixed frame coordinates, the joint velocities
can be computed by inverse velocity kinematics analysis of the mechanism. It is shown in
Eq. (6.2.11) as follows,
−1
q̇ = Jm
(q)Ve

(6.2.11)

where
h
iT
q̇ = ṫBA ṫAO ṫCB θ̇ β̇ ψ̇
is joint velocities vector and q = [tBA tAO tCB θ β ψ ]T
−1
is the joint variables vector. Jm
(q) represents the inverse of the manipulator Jacobian Jm

of the mechanism which is in terms of mechanism dimensions and joint variables.


1


0



0

Jm = 

0




0


0


0

0

1

0

0 −1

−(l2 + l3 cos β)) cos θ) −l3 sin β sin θ
0

l3 cos β

(l2 + l3 cos β)) sin θ)

l3 sin β cos θ

0

0

0

cos θ

0

0

1

0

0

0

− sin θ

cos θ cos β
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0





0




0



sin θ cos β 




− sin β 



(6.2.12)

In next section, the optimal control problem of the mechanism is introduced.

6.3

Optimal Control Problem

In a trajectory optimization process, a general optimal control problem is formulated. In
common, an objective function includes both final cost at boundary conditions (Mayer term)
and integral cost along the whole path (Lagrange term). This is called as Bolza form [100].
Minimize a performance index (cost function)
Ztf
J = φ[x(tf ), tf ] +

L(x, u, t)dt

(6.3.1)

t0
p

where x ∈ R is vector of state variables and u ∈ Rq is vector of control variables. The
minimization problem is subjected to inequality constraints,
g(x, u, t) ≤ 0; g ∈ Rm

(6.3.2)

Equality constraints including boundary conditions,
h(x, u, t) = 0; h ∈ Rn

(6.3.3)

The bounds on state and control variables,
xl ≤ x ≤ xu

(6.3.4)

ul ≤ u ≤ uu

(6.3.5)

And continuous system dynamics equation,
ẋ = f (x, u, t)
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(6.3.6)

6.3.1

The Bio-inspired Trajectory Optimization Problem

In this research problem, the bio-inspired trajectory optimization is defined to find the
feasible path of predator pixel to reach the prey pixel coordinates while satisfying certain
constraints. A performance index in Lagrange form is defined to be minimized as follows,

Ztf
J=

Ztf 
L (u, t) dt =

t0

u(t) − u0
umax

T 


u(t) − u0
dt
umax

(6.3.7)

t0

where u(t) = q(t), q(t) ∈ R6 , the control efforts are the joint commands. In the
previous section, the joint variables are derived in the bio-inspired trajectory design of VMC
based IBVS method together with inverse velocity kinematics. As a result, the joint commands q(t) are expressed in terms of PCP function, υ(t), which are optimization decision
variables. While minimizing the above performance index, certain constraints should also
be satisfied.

6.3.2

Constraints

In the bio-inspired trajectory optimization problem, the constraints are classified into three
categories according to their defined task space.
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6.3.2.1

Image Space Constraints

The coordinates of the predator pixel should not exceed the size of the image plane dimensions along entire path.Ih and Iv are the number of pixels along horizontal and vertical axis
of the image, respectively. Then, Predator pixel trajectory, sa (ua (t) , va (t))T

6.3.2.2

0 ≤ ua (t) ≤ Ih

(6.3.8)

0 ≤ va (t) ≤ Iv

(6.3.9)

Joint Space Constraints

There are restrictions on the joints due to the mechanism design and the actuation capabilities. Therefore, the joint variables have upper and lower limits.
q min ≤ q(t) ≤ q max

(6.3.10)

In inverse velocity kinematics, inverse of manipulator Jacobian is needed at each iteration
of the trajectory optimization process. To this purpose, it should be invertible; hence the
determinant of the manipulator Jacobian cannot be zero.
det |J manip (q (t))| =
6 0
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(6.3.11)

6.3.2.3

Cartesian Space Constraints

The end-effector reachable volume in Cartesian space is defined via the joint limitations and
mechanism dimensions, so that, while following the optimum trajectory of the predator pixels
in image plane, the 3D position of the end-effector cannot exceed the extremum values of
the volume along the three axes [xmin , xmax , ymin , ymax , zmin , zmax ] of the fixed reference frame.
h
iT
(0)
(0)
(0)
(0)
Position vector of the end-effector in fixed frame, rG/O (t) = xG/O (t) yG/O (t) zG/O (t) ,
is constrained as,
(0)

(6.3.12)

(0)

(6.3.13)

(0)

(6.3.14)

xmin ≤ xG/O (t) ≤ xmax
ymin ≤ yG/O (t) ≤ ymax
zmin ≤ zG/O (t) ≤ zmax

6.3.3

Problem Formulation of Nonlinear Programming

As seen from the above definitions, the trajectory optimization problem (performance index
and constraints) is in terms of continuous-time functions with infinite dimensions. Hence, to
be able to solve this optimization problem, it should be turned into a finite-dimension nonlinear constrained parameter optimization problem which is called as nonlinear programming.
To this purpose, direct collocation methods are implemented to discretize the continuoustime trajectory optimization problem. Therefore, infinite dimension of continuous-time func-

62

tions are converted into finite set of parameters to be optimized. In this research problem,
Legendre-Gauss-Lobatto (LGL) pseudo-spectral collocation method is implemented.
A brief summary of LGL pseudo-spectral method is given in and explained in this
section [101]. In this orthogonal collocation method, the continuous-time functions are approximated via polynomial interpolations at collocation points. The domain of LGL collocation points are defined on t ∈ [−1 , 1]. Depending on the selected number of collocation
points N value, the points in between the bounds of the time domain are chosen based on the
zeros of the derivative of Legendre polynomial of degree N, such as L̇N . Hence, the points
are defined as t0 = −1, tN = 1, and for 1 ≤ l ≤ N − 1, tl are zeros of L̇N . In order to find
the collocation points at real-time τ (t) ∈ [τ0 , τf ],a projection from t ∈ [−1 , 1] domain to
τ (t) ∈ [τ0 , τf ] time interval is performed as follows [101],

τ (t) =

(τf − τ0 ) t + (τf + τ0 )
2

(6.3.15)

In direct collocation method, the state and control functions are written via polynomial approximations of degree N and the basis functions are formulated as the Lagrange
interpolating polynomials of order N. This method is a polynomial-based spectral approximation and in such approximation if Lagrange polynomials are used as the basis of the function
which is to be approximated by spectral-collocation method then it can be obtained better
accuracy for less number of nodes (collocation points) [102].
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The derivative of the state function in the problem formulation is obtained by the
multiplying states with the differentiation matrix D ∈ R(N +1)x(N +1) which is derived by
taking the analytical derivatives of the interpolating polynomials and collocate them at LGL
pseudo-spectral method collocation points [101].
By applying the above procedure, the trajectory optimization problem of VMC based
IBVS method can be transformed into a nonlinear programming via LGL pseudo-spectral
method.
In this study, the designed bio-inspired trajectory of the predator pixel coordinates
(states) in image plane and the joint variables (controls) of the mechanism are all derived
in terms of PCP function, υ(t).The direct collocation of bio-inspired trajectory optimization
problem starts with discretization of PCP function with approximating it with Lagrange
interpolating polynomials defined in LGL pseudo-spectral method by [101]. Hence, the
discrete values of PCP function at LGL collocation points are expressed in vector form as,
υ = [υ0 , υ1 ................, υN −1 , υN ] which are also the decision variables to be optimized.
VMC strategy is in discrete form, predator pixel is
sa,j,k = sr,j + υ k (sp,j − sr,j )

(6.3.16)

Error between predator and prey pixels is
ej,k = (υ k − 1) (sp,j − sr,j )

(6.3.17)

where j = 1...n is the pixel coordinate direction on image plane (i.e u, v) and k = 0.....N is
the discretization node. sp,j and sr,j are the constant values of the prey and reference pixel
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coordinates. The derivative of the error in pixels is,
ėj,k = υ̇ k (sp,j − sr,j )

(6.3.18)

where the derivative of the PCP values is calculated via differentiation matrix as [34,97–99],
υ̇ = D0 υ
∆

D0 =

2
D
τf − τ0

(6.3.19)

(6.3.20)

In Table 6.1, the direct collocation steps of this problem formulation in continuous-time
are expressed in discrete form to be optimized through the following process.
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Table 6.1: Nonlinear Programming Sequence of Bio-inspired Trajectory Optimization in
VMC-VS Method
Initialization Step 0: Define initial time τ0 , final time τf and number of collocation points N.
Step 1: Compute the LGL collocation points on [τ0 , τf ].
Step 2: Compute differentiation matrix D0 .
Step 3: Define boundary conditions of υ vector as υ0 and υN .
Step 4: Identify the initial guess for the PCP vector υ = [υ1 , ..........., υN−1 ]T
NLP Process Step 5: Compute the predator pixels sa,j = [sa,j,0 , ......., sa,j,N ]T via Eq. (6.3.16)
Step 6: Compute the error between predator and prey pixels ej = [ej,0 , ..., ej,N ]T via Eq. (6.3.17).
Step 7: Take the derivative of υ vector as via Eq. (??) to get υ̇ = [υ̇0 , ..........., υ̇N ]T .
Step 8: Compute the derivative of the error vector ėj = [ėj,0 , ........., ėj,N ]T via Eq. (6.3.18).
Step 9: The subsequent process for the computation of the camera velocity, end-effector velocity, joint velocity and joint variable vectors are executed
in iterative manner by contributing the initial conditions such as joint variable vector q0 .
for k = 0, ......, N
i) Calculate rotation matrix R(qk ) and position vector of the end effector rend (qk ) by forward kinematic analysis.
ii) Determine the z-coordinate of the target Za,k (qk ) in camera frame coordinates.
iii) Construct the interaction matrix with predator pixel and target z-coordinate in camera frame Lk (sa,k , Z a,k ) and take the pseudo-inverse [Lk ]+ .
h
iT
(c)
(c)
(c)
(c)
iv) Calculate the camera velocity vector V C,k = vC,k wC,k from IBVS method V C,k = L+k (sa,k , Z a,k ) ėk .
h
iT
(0)
(0)
(0)
v) Calculate the end-effector velocity vector V e,k = ve,k we,k from velocity analysis.
(0)

vi) Compute the joint velocity vector at discrete node k, via inverse velocity analysis with manipulator Jacobian such as q̇k = J −1
manip (q k )V e,k .
vii) Implement first-order forward Euler integration to calculate the joint variable at next discrete node point qk+1 .
Next, go to Step i) for the next discrete node point.
Step 10: After getting the joint commands q = [q0 , ............, qN ] at all discrete nodes, the performance index can be performed J =

N
P
k=0

−q0 ) 2
wk ( (qqkmax
)

where wk are the quadrature weights in LGL pseudo-spectral method.
Step 11: Check the constraints in Eq. (6.3.8)-Eq. (6.3.14).
Step 12: Until the convergence criteria and constraint tolerances are satisfied, iterate vector for the next iteration and restart from Step 4.
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CHAPTER 7
SIMULATIONS

7.1

Simulation Settings

The bio-inspired trajectory optimization in IBVS algorithms are executed on the same computer with a 64-bit operating system, an Intel R , CoreTM i7-2630 QM processor (2.00 GHz)
and 6GB of RAM of using a 64bit operating system. All algorithms are executed in the
MATLAB R R2014a.

7.2

Simulation Results

The initial stage of the study is performed with inverse kinematic solution for a detected 3D
target coordinates. In simulation environment, the end-effector tip point reaches the target
coordinate perfectly as expected. However in field conditions, some precautions should be
taken into account due to the unpredicted but possible deviation of the target position. In
this case, a new methodology of bio-inspired trajectory optimization in vision based control
with camera-in-hand configuration is simulated for the compensation of the deviation of
target point position. The second stage of the algorithms is fed with a camera-in-hand
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camera picture with deviated target point coordinates in pixel plane. Then, the execution
process of the bio-inspired trajectory optimization in IBVS method starts. The tabulated
results of performance index and CPU time cost for different target point locations are
presented in Table 7.1.
The target points are selected from different quadrants and entered to the bio-inspired
trajectory optimization algorithms. When the target point locations are selected from four
different quadrants, it affects the initial condition of the joint variable vector therefore the
resultant solution of the the bio-inspired trajectory optimization. The performance indexes
and the calculated CPU time cost for each target point is listed in Table 7.1.
For the optimal trajectory problem in visual servoing, the full space method (FS-VS)
is also studied . In this approach, the trajectory of the predator pixels, sa (t), towards to
the prey pixels, sp , is designed without the bio-inspired motion strategy. In full-space visual
servoing (FS-VS) case, the decision variables to be optimized are both u and v components
of the predator pixel vector such as sa (t) = [ua (t), va (t)]T . Therefore, the computation
load of the optimal trajectory problem in visual servoing is doubled as opposed to VMC-VS
problem formulation.
In Table 7.1, the proposed VMC-VS method simulation results such as performance
index (PI) and the CPU time cost values are compared with FS-VS algorithm simulation
results to observe and emphasize the improvement of the proposed VMC-VS method in the
trajectory optimization problem. In the last column of Table 7.1 namely, “tV M C vs tF S in
%”, the CPU time values of various target points compared such that (tV M C − tF S )100/tV M C .
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Table 7.1: Comparison of PI and CPU Time Values of the VMC-VS and the FS-VS Algorithms
Performance Index(PI)

CPU Time Cost [s]

Reduction in tCP U

Target Points

IK

VMC-VS

VMC-VS

FS-VS

tV M C vs tF S %

P1 = [426; 489.5; -495.95]

AS

3.30x10−4

0.95

3.05

219.68

P2 = [435; 469.5; -496.96]

AS

3.30x10−4

0.85

4.57

441.10

P3 = [510; 494.5; -473.25]

AS

9.33x10−4

1.01

4.47

343.21

P4 = [558; 490.0; -499.46]

AS

9.10x10−4

1.18

4.70

296.53

P5 = [525; 530.0; -478.48]

AS

3.14x10−4

0.66

4.09

522.95

P6 = [500; 520.0; -471.00]

AS

9.54x10−4

0.67

4.54

574.09

P7 = [465; 534.5; -476.32]

AS

4.42x10−4

0.89

4.67

423.55

P8 = [450; 520.0; -478.99]

AS

17.95x10−4

0.75

4.81

539.95

P1 = [426; 489.5; -495.95]

SSAS

2.77x10−4

0.99

4.28

334.57

P2 = [435; 469.5; -496.96]

SSAS

0.25x10−4

0.98

4.62

372.20

P3 = [510; 494.5; -473.25]

SSAS

4.08x10−4

0.68

4.11

502.32

P4 = [558; 490.0; -499.46]

SSAS

8.83x10−4

1.16

5.16

344.26

P5 = [525; 530.0; -478.48]

SSAS

0.75x10−4

0.88

4.69

436.09

P6 = [500; 520.0; -471.00]

SSAS

2.60x10−4

0.69

4.82

603.54

P7 = [465; 534.5; -476.32]

SSAS

3.38x10−4

0.92

4.79

418.58

P8 = [450; 520.0; -478.99]

SSAS

4.46x10−4

1.07

4.84

350.65

P1 = [426; 489.5; -495.95]

NS

3.64x10−3

1.42

5.94

319.09

P2 = [435; 469.5; -496.96]

NS

0.77x10−3

1.29

4.64

260.27

P3 = [510; 494.5; -473.25]

NS

0.89x10−3

1.78

5.52

210.73

P4 = [558; 490.0; -499.46]

NS

5.28x10−3

1.15

3.74

224.49

P5 = [525; 530.0; -478.48]

NS

0.29x10−3

0.94

4.76

407.87

P6 = [500; 520.0; -471.00]

NS

1.69x10−3

0.92

4.86

427.91

P7 = [465; 534.5; -476.32]

NS

2.19x10−3

1.02

2.87

182.98

P8 = [450; 520.0; -478.99]

NS

0.14x10−3

0.88

3.86

339.91
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CHAPTER 8
HARDWARE EXPERIMENTS

8.1

Experiment Settings

As sees in Figure 8.1, the experiment setup prepared in the laboratory environment is composed of the picking mechanism hardware, the camera-in-hand, stereo-camera pair, mock-up
plastic-cultured bed, artificial plant, circular area for assigning the different target values
from each quadrant.

Figure 8.1: Experiment setup of agricultural ground robot with leaf picking mechanism
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All hardware components are needed to be calibrated and tested before the experiments start. The calibration parameters (i.e. intrinsic and extrinsic) of the camera-in-hand
and stereo-camera pair are obtained and the results are tabulated in Table 8.1.
Table 8.1: Calibration Parameters of the Vision System
Camera-in-Hand Calibration Parameters
Focal Length

fCiH : [974.64466, 974.96896]

Principal Points

cCiH : [644.75896, 365.33377]

Distortion

kCiH : [−0.00504, 0.05691, 0.00137, 0.00181, 0]

Image Size

ICiH : [1280, 720]
Stereo-Camera Pair Calibration Parameters

Focal Length

fL : [1005.62756, 1005.13077]

fR : [1007.43080, 1007.34376]

Principal Points

cL : [611.97125, 328.87283]

cR : [602.08938, 312.30231]

Distortion

kL : [0.04727, −0.02692, −0.01328, −0.00957, 0]

kR : [0.04532, −0.01629, −0.01374, −0.00868, 0]

Image Size

IL : [1280, 720]

IR : [1280, 720]

Extrinsic Properties

T : [−89.40397, 0.29815, 1.30953]

R : [0.00321, −0.00635, −0.00614]

Also, the motion capabilities of the mechanism hardware are investigated through
the actuator tests under various loading conditions and under diverse travel distances. As a
result of this process, the motion limitation for each joint variable is observed and listed in
Table 8.2.

71

Table 8.2: Mechanism Link Lengths and Range of Motion of the Joint Variables
Mechanism Link Lengths
|DE|

90 [mm]

|EF |

102 [mm]

|F G|

60 [mm]

|DC|

130 [mm]

ox

15 [mm]

oy

13 [mm]

oz

45 [mm]
Range of Motion of the Joint Variables

tAO

min : 150 [mm]

max : 785 [mm]

tBO

min : 160 [mm]

max : 860 [mm]

θ

min : −58 [deg]

max : 89 [deg]

β

min : 0 [deg]

max : 73 [deg]

ψ

min : 0 [deg]

max : 180 [deg]

8.2

Experiment Results

In the experiment protocol, IK solution is executed first to get the end-effector closer to the
target leaf position. In a simulation environment, the end-effector tip point can perfectly
reach the target coordinates just following the IK commands. However, in real experiments,
the target point position may deviate during the execution of IK solution. Thus the VMCVS algorithm is activated to compensate for this deviation. In the hardware experiments, it
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is worth to note that z-axis translation is kept fixed at a optimum value to the simplify the
actuation sequence of the manipulation task.
In Figure 8.2 - Figure 8.13, the experiment results are presented for three different IK solutions (AS, SSAS, NS) and the subsequent VMC-VS algorithm. The experiment
results demonstrate the prey pixel, the predator pixel and the target area on the camera-inhand image plane. In Figure 8.2 - Figure 8.13, the first row of the pictures (a, b, e, f, i, j,
m and n) represents the camera-in-hand images taken after the IK solutions (AS, SSAS, NS)
are executed for the various target 3D position coordinates. In the filtered version of the
camera images, the white area shows the target part of the plant. The green box emphasizes
the boundaries of the target area. The red-colored ”+” point represents the predator pixel
location which is the centroid of the white target area. The light blue-colored ”♦” point
corresponds to the prey pixel location. In the second row (c, d, g, h, k, l, o and p) of Figure 8.2 - Figure 8.13, the camera-in-hand images are taken after the VMC-VS algorithms
are executed.
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Figure 8.2: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (a) AS-IK P1 result in Quad-I, (b) AS-IK P2 result
in Quad-II, (c) VMC-VS P1 result in Quad-I, (d) VMC-VS P2 result in Quad-II

Figure 8.3: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (e) AS-IK P3 result in Quad-III, (f) AS-IK P4 result
in Quad-IV, (g) VMC-VS P3 result in Quad-III, (h) VMC-VS P4 result in Quad-IV
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Figure 8.4: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (i) AS-IK P5 result in Quad-I, (j) AS-IK P6 result in
Quad-II, (k) VMC-VS P5 result in Quad-I, (l) VMC-VS P6 result in Quad-II

Figure 8.5: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (m) AS-IK P7 result in Quad-III, (n) AS-IK P8 result
in Quad-IV, (o) VMC-VS P7 result in Quad-III, (p) VMC-VS P8 result in Quad-IV
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Figure 8.6: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (a) SSAS-IK P1 result in Quad-I, (b) SSAS-IK P2
result in Quad-II, (c) VMC-VS P1 result in Quad-I, (d) VMC-VS P2 result in Quad-II

Figure 8.7: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (e) SSAS-IK P3 result in Quad-III, (f) SSAS-IK P4
result in Quad-IV, (g) VMC-VS P3 result in Quad-III, (h) VMC-VS P4 result in Quad-IV
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Figure 8.8: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (i) SSAS-IK P5 result in Quad-I, (j) SSAS-IK P6
result in Quad-II, (k) VMC-VS P5 result in Quad-I, (l) VMC-VS P6 result in Quad-II

Figure 8.9: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (m) SSAS-IK P7 result in Quad-III, (n) SSAS-IK P8
result in Quad-IV, (o) VMC-VS P7 result in Quad-III, (p) VMC-VS P8 result in Quad-IV
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Figure 8.10: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (a) NS-IK P1 result in Quad-I, (b) NS-IK P2 result
in Quad-II, (c) VMC-VS P1 result in Quad-I, (d) VMC-VS P2 result in Quad-II

Figure 8.11: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (e) NS-IK P3 result in Quad-III, (f) NS-IK P4 result
in Quad-IV, (g) VMC-VS P3 result in Quad-III, (h) VMC-VS P4 result in Quad-IV
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Figure 8.12: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (i) NS-IK P5 result in Quad-I, (j) NS-IK P6 result in
Quad-II, (k) VMC-VS P5 result in Quad-I, (l) VMC-VS P6 result in Quad-II

Figure 8.13: Camera-in-hand pictures and filtered images to illustrate the predator pixels,
prey pixels and the area of the target: (m) NS-IK P7 result in Quad-III, (n) NS-IK P8 result
in Quad-IV, (o) VMC-VS P7 result in Quad-III, (p) VMC-VS P8 result in Quad-IV
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The change in the target area and the error between the predator and prey pixel
locations before and after VMC-VS algorithms are listed in Table 8.3 - Table 8.7. The
target area seen by the camera-in-hand is increased via VMC-VS algorithms at most by 95%
and at least by 9%. The lowest increase in the target area is performed when the observed
target area was already 71%. Thus it shows that the camera is still able to see a large section
of the target area. Meanwhile, the distance between predator point with respect to the prey
point in terms of the pixels is reduced via the VMC-VS algorithm at most by 98.05% and
at least by 32.98%. Among all hardware experiments, the average value of the reduction in
the distance between predator pixel and prey pixel is 62.51% and the average value of the
increase in target area under the field of vision is 35.67%.
The execution times for each sub-section of the experiments are recorded for various
target point locations. The average time values are 1.95x10−5 s for the “IK Computation”,
7.76s for the “Hardware Actuation for IK”, 0.09s for the “Image Capture”, 0.09s for the
“Image Process”, 0.65s for the “VMC-VS Computation”, 1.56s for the “Hardware Actuation
for VMC-VS” and lastly 10.49s for the average total time of the all experiments. The
improvement in the hardware of the mechanism can contribute to obtain faster execution
times for the experiments.
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Table 8.3: Comparison of the Target Area and Pixel Error of the VMC-VS Algorithms After
the AS-IK Method
Target Area w.r.t Total Image Area in %

Distance of Predator w.r.t Prey in Pixels

Before VMC-VS

After VMC-VS

Before VMC-VS

After VMC-VS

Increase in Target Area% Decrease in Pixel Error

P1 = [426; 489.5; -496.0] AS

14

88

550.19

70.62

74

87.16

P2 = [435; 469.5; -497.0] AS

71

95

186.26

16.45

24

91.17

P3 = [510; 494.5; -473.3] AS

20

83

73.46

49.23

63

32.98

P4 = [558; 490.0; -499.5] AS

15

51

403.28

157.83

36

60.86

P5 = [525; 530.0; -478.5] AS

56

66

196.69

105.69

10

46.27

P6 = [500; 520.0; -471.0] AS

33

53

362.06

211.28

20

41.65

P7 = [465; 534.5; -476.3] AS

33

70

429.12

190.98

37

55.49

P8 = [450; 520.0; -479.0] AS

32

65

396.26

124.69

33

68.53

Target Points

IK Method
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Table 8.4: Comparison of the Target Area and Pixel Error of the VMC-VS Algorithms After
the SSAS-IK Method
Target Area w.r.t Total Image Area in % Distance of Predator w.r.t Prey in Pixels
Target Points

IK Method Before VMC-VS

After VMC-VS

Before VMC-VS

After VMC-VS

Increase in Target Area% Decrease in Pixel Error%

P1 = [426; 489.5; -496.0]

SSAS

48

70

336.05

184.89

22

44.98

P2 = [435; 469.5; -497.0]

SSAS

71

83

129.74

77.87

12

39.98

P3 = [510; 494.5; -473.3]

SSAS

47

71

339.86

144.49

24

57.49

P4 = [558; 490.0; -499.5]

SSAS

22

58

438.14

265.69

36

39.36

P5 = [525; 530.0; -478.5]

SSAS

71

80

188.40

100.68

9

46.56

P6 = [500; 520.0; -471.0]

SSAS

42

79

286.13

95.15

37

66.75

P7 = [465; 534.5; -476.3]

SSAS

29

65

449.30

218.22

36

51.43

P8 = [450; 520.0; -479.0]

SSAS

25

65

417.21

136.28

40

67.24
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Table 8.5: Comparison of the Target Area and Pixel Error of the VMC-VS Algorithms After
the NS-IK Method
Target Area w.r.t Total Image Area in % Distance of Predator w.r.t Prey in Pixels
Target Points

IK Method

Before VMC-VS

After VMC-VS

Before VMC-VS

After VMC-VS

Increase in Target Area% Decrease in Pixel Error%

P1 = [426; 489.5; -496.0]

NS

36

58

368.19

64.98

22

82.35

P2 = [435; 469.5; -497.0]

NS

4

99

618.02

12.05

95

98.05

P3 = [510; 494.5; -473.3]

NS

42

78

372.68

81.15

36

78.23

P4 = [558; 490.0; -499.5]

NS

19

75

499.65

155.18

56

68.94

P5 = [525; 530.0; -478.5]

NS

38

53

397.12

124.28

15

68.70

P6 = [500; 520.0; -471.0]

NS

15

64

540.35

209.67

49

61.20

P7 = [465; 534.5; -476.3]

NS

11

33

542.78

155.45

22

71.36

P8 = [450; 520.0; -479.0]

NS

20

68

507.75

134.45

48

73.52

8.3

Field Experiments

The robotic mechanism attached to the ground robot is tested in a semi-structured plasticcultured commercial field. According to the experiment protocol for the field test, the routine
is planned as: i) Execute the vision algorithms for the target leaf detection with image filtering and the 3D position calculation with stereo-triangulation, ii) Perform IK solution
algorithms for a detected 3D target position, iii) Actuate the mechanism with IK solution
results to direct the end-effector to the target leaf position, iv) Turn on the camera-in-hand
when the end-effector is close to the target leaf, v) Execute the vision algorithms for the
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target leaf, vi) Activate the VMC-VS algorithms to align the end-effector to the target leaf.
In Figure 8.14 - Figure 8.17, the stereo-camera images for the detection of a marked
target leaf, calculated 3D position of the marked leaf and the camera-in-hand pictures with
prey pixel, predator pixel and the target area before and after VMC-VS method are all
represented for diverse plant locations in field.

Figure 8.14: Stereo-camera pair, camera-in-hand pictures and filtered images to illustrate
the computed 3D target position, predator pixels, prey pixels and the area of the target at
P1
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Figure 8.15: Stereo-camera pair, camera-in-hand pictures and filtered images to illustrate
the computed 3D target position, predator pixels, prey pixels and the area of the target at
P2

Figure 8.16: Stereo-camera pair, camera-in-hand pictures and filtered images to illustrate
the computed 3D target position, predator pixels, prey pixels and the area of the target at
P3
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Figure 8.17: Stereo-camera pair, camera-in-hand pictures and filtered images to illustrate
the computed 3D target position, predator pixels, prey pixels and the area of the target at
P4

In Figure 8.18 - Figure 8.21, the resultant mechanism postures of VMC-VS method
for the detected corresponding target plants are compared in the software environment and
in the field experiments. The details of the mechanism performance of VMC-VS algorithms
are demonstrated in Table 8.6 - Table 8.7.
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Table 8.6: The Results of VMC-VS Algorithms in the Field Experiments
Target Area w.r.t Total Image Area in % Distance of Predator w.r.t Prey in Pixels
Target Points [mm]

Before VMC-VS

After VMC-VS

Before VMC-VS

After VMC-VS

Change of Target Area%

Improvement in Pixel Error%

P1 = [451.22; 323.53; -460.56]

5

44

460.60

342.54

39

25.63

P2 = [435.17; 307.77; -469.96]

5

27

405.99

305.40

22

24.78

P3 = [410.35; 368.18; -422.25]

32

57

349.92

214.22

25

38.78

P4 = [384.31; 383.11; -463.78]

5

51

585.89

180.74

46

69.15

Figure 8.18: The resultant mechanism posture in the simulation and the hardware experiments in field for the detected 3D position of the target plant at point P1
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Figure 8.19: The resultant mechanism posture in the simulation and the hardware experiments in field for the detected 3D position of the target plant at point P2

Figure 8.20: The resultant mechanism posture in the simulation and the hardware experiments in field for the detected 3D position of the target plant at point P3
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Figure 8.21: The resultant mechanism posture in the simulation and the hardware experiments in field for the detected 3D position of the target plant at point P4

Table 8.7: The Simulation Results of VMC-VS Algorithms in the Field Experiments

Target Points

Performance Index

CPU time [s]

P1 = [451.22; 323.53; -460.56]

0.000447

0.813966

P2 = [435.17; 307.77; -469.96]

0.000026

0.986570

P3 = [410.35; 368.18; -422.25]

0.000041

1.046485

P4 = [384.31; 383.11; -463.78]

0.000131

0.780207

In the hardware experiments, the picking mechanism is commanded with three IK
algorithms (AS, SSAS and NS) for various target points and then VMC-VS method is activated in the close proximity of the target. In Figure 8.22 - Figure 8.30, the resultant
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optimal trajectories of the joint variables, the end-effector position in Cartesian space and
the mechanism postures are presented for different target point locations.
Case 1 : The experiment is conducted with analytical solution (AS) method for IK
solution at first. Then, VMC-VS method is activated. In Figure 8.22 - Figure 8.23, the
optimal trajectories of the joint variables and the end-effector position during VMC-VS process are demonstrated and in Figure 8.24, the resultant postures of the mechanism before
VMC-VS case and after VMC-VS case are presented.

Figure 8.22: The optimal trajectories of the translational joint variables in AS-IK + VMC-VS
experiments
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Figure 8.23: The optimal trajectories of the rotational joint variables and the end-effector’s
position in AS-IK + VMC-VS experiments
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Figure 8.24: The resultant postures of the mechanism in AS-IK + VMC-VS experiments

Case 2 : The experiment is conducted with suboptimal semi-analytical method for
IK solution at first. Then, VMC-VS method is activated. In Figure 8.25 - Figure 8.26,
the optimal trajectories of the joint variables and the end-effector position during VMC-VS
process are demonstrated and in Figure 8.27, the resultant postures of the mechanism
before VMC-VS case and after VMC-VS case are presented.
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Figure 8.25: The optimal trajectories of the translational joint variables in SSAS-IK +
VMC-VS experiments

Figure 8.26: The optimal trajectories of the rotational joint variables and the end-effector’s
position in SSAS-IK + VMC-VS experiments
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Figure 8.27: The resultant postures of the mechanism in SSAS-IK + VMC-VS experiments

Case 3 : The experiment is conducted with numerical method for IK solution at first.
Then, VMC-VS method is activated. In Figure 8.28 - Figure 8.29, the optimal trajectories
of the joint variables and the end-effector position are demonstrated and in Figure 8.30,
the resultant postures of the mechanism before VMC-VS case and after VMC-VS case are
presented.
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Figure 8.28: The optimal trajectories of the translational joint variables in NS-IK + VMC-VS
experiments

Figure 8.29: The optimal trajectories of the rotational joint variables and the end-effector’s
position in NS-IK + VMC-VS experiments
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Figure 8.30: The resultant postures of the mechanism in NS-IK + VMC-VS experiments

The proposed VMC-VS method is tested on the mechanism hardware. The manipulation task consists of both IK solution and VM-VS methods for a target plant position.
The designated leaf is marked with blue-colored indicators and the extracted image feature
are the target area and the center of the target area as the predator pixel coordinates. The
prey pixel location is known form the camera calibration parameters such as principal point
of the image plane.
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On the plots in Figure 8.22 - Figure 8.23, Figure 8.25 - Figure 8.26 and Figure 8.28 - Figure 8.29; the optimal trajectories of joint variables and the end-effector
position are demonstrated. Along these paths, the constraints are also incorporated into
their motion. The contribution of the VMC-VS method after IK algorithms are at sensitive
level since the camera-in-hand is already in the close proximity of the target where the target
area in the field of vision is mostly covered. Therefore, the mechanism postures before and
after VMC-VS method in Figure 8.24, Figure 8.27 and Figure 8.30 shows a minimal
change in their posture.
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CHAPTER 9
CONCLUSION AND FUTURE WORK

In this study, motion planning of a custom designed leaf picking mechanism in an agricultural
ground robot is studied. In first section, the kinematic model of the mechanism is developed
and forward kinematic relations are constructed. Next, the inverse kinematic problem is
stated for position kinematics only and solved by three IK solution methods such as, analytical, suboptimal semi-analytical and numerical. The solution process was initiated with a
proposed analytical solution method which is derived for a 5-DoF inverse kinematics problem
of the picking mechanism. Then, a suboptimal semi-analytical is developed by the minimum
energy solution for one selected joint variable by numerical methods and the solution process
continues with the analytical solution method for the computation of the remaining joint
values. In numerical solution method, a minimum energy solution is utilized for deriving
the optimum solution set of all joint variables while cooperating the joint constraints. All
inverse kinematics solution methods are compared according to their performance indexes
and computation time. Hence, it is shown that the outcomes of the proposed analytical and
suboptimal semi-analytical algorithms are: (i) the performance index has a minor increase
compared the numerical method (nonlinear constrained optimal solution); (ii) the algorithm
CPU time is much faster then numerical method; (iii) the optimal solution within the set can
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be derived; (iv) the joint constraints are inserted in problem formulation. The simulation
results and the hardware experiments demonstrates the potency of the proposed solution
methods in terms of performance indexes and CPU time cost.
In the next section, a bio-inspired trajectory optimization problem is proposed for
image-based visual servo control. The methodology of virtual motion camouflage (VMC)
strategy is implemented on visual servoing scheme, then the optimal control problem is
formulated in terms of decision variables. The trajectory optimization problem is transformed into NLP via a direct orthogonal collocation method such as the LGL pseudo-spectral
method. The feasible trajectory in image-based visual servoing is derived onto joint space
and task space via projective and differential kinematics. The camera-in-hand configuration
and camera-to-hand configurations are both employed. The simulation results of VMC-VS
are acquired in MATLAB R .The simulation results such as the performance indexes and
the CPU time values are tabulated and compared with full-space visual servoing (FS-VS)
results. The performance comparison between VMC-VS and FS-VS is demonstrated. The
hardware experiments are performed both in the laboratory and the field environment to
validate the performance of the proposed VMC-VS method with different inverse kinematic
solution methods (AS, SSAS, NS) and various target points. The optimal trajectories of the
joint variables and the end-effector position are presented with the mechanism posture in
simulation and in experiment environment.
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For the future work of the dissertation study, new directions can be added in (i) the
kinematic analysis of the robotic mechanism, (ii) the mechanical design and (iii) the vision
subsystem, (iv) disease detection subsystem.
(i) For the further improvement of the manipulation task, some scenarios could be
studied. The obstacle avoidance and the picking sequence analysis of the mechanism for
multiple target leaf scenarios can be added in the high-level computation framework in the
control scheme of visual servoing.
(ii) Recently developed end-effector design can be implemented for compensation of
the orientation kinematics with the various leaf and strawberry configurations in field conditions. The picking approach is imposed with enclose-and-cut motion strategy for picking
operation by low-level one-DoF servo control. The camera-in-hand configuration can be inserted easily to the design. Therefore, a custom design end-effector might help to overcome
the possible orientations of the leaves and the strawberries in field conditions.
(iii) In this studied bio-inspired trajectory optimization problem in visual servoing
VMC-VS method, the target leaf area is covered by colorful indicators to differentiate it from
the other leaves. After the advanced vision subsystem algorithms are developed, the target
leaf location will be achieved the detection of the health condition and geo-referencing of the
plants by the a pre-defined set of green chromatic values. These algorithms can be validated
on the AGR field experiments with the manipulator subsystem for picking the unhealthy
leaves of the plants.
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(iv) The disease detection subsystem of the AGR, including both the sensor hardware
and the disease detection algorithms are integrated to the robot body and the software architecture. Further effort will be performed to investigate optimum height, optimum alignment
of the sensor and light source with enough density of the strawberry plant leaves.
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