Current trends show that renewable energy production costs continue to decrease with time, so that renewable energy sources (RES) are becoming more suitable as electricity sources. In addition to their environmental benefits, RES are especially appropriate for remote areas, where the expansion of existing power grid is impractical and fuel transportation for thermal generators is too expensive. In this regard, our work studies the optimal capacity sizing for a completely green village (CGV), which is an isolated residential microgrid (MG) whose power is entirely generated by RES. In particular, we consider a neighborhood composed of smart homes that contain programmable appliances, whose operations can be interrupted or automatically scheduled in time. Though there are many works in literature that investigate MG optimal capacity sizing, to our knowledge, our work is the first that utilizes the scheduling of programmable appliance to minimize MG investment costs. To establish the effectiveness of our method, we compare an optimal MG capacity sizing algorithm that utilizes appliances' programmability (Opt-P) with an algorithm that places appliances into operation as soon as they are ready without shifting in time or preempting their operation (NoSch-P). Our simulation results show that Opt-P reduces the investment cost by at least 42% compared to NoSch-P, when the ratio between the energy storage investment cost per kWh and the RES' investment cost per kW is greater or equal to 10.
I. INTRODUCTION
One of the main contributions of microgrids (MGs), which are small scale power systems comprising distributed energy sources and loads, is the MGs' improved reliability and resilience to catastrophic power outages. Combining MGs with renewable energy sources (RES), such as solar panels (SPs) and wind turbines (WTs), allows reduction of the energy costs and carbon emission ( [1] , [2] ). However, the unpredictability of RES electricity generation is a great challenge to their integration into MGs. This is particularly relevant in the context of completely green village (CGV), which is an isolated residential MG, whose energy is produced exclusively by RES. A promising solution to stabilize RES' power generation is the adoption of energy storage system (ESS) and controllable loads ( [3] ), as well as electric vehicles (EVs) ( [4] ). EVs are a special type of controllable loads, which, similarly to the ESS, can absorb the extra energy generated by RES, and can later discharge this energy when needed ( [5] ). Schedulable loads allow matching the load profile to the RES's power generation curve.
A CGV is composed of smart homes, whose load demands comprise of spontaneous loads, such as lights, TVs, and microwave ovens, as well as in-advance programmable appliances, such as laundry machines, dishwashers, and EVs. The programmable appliances have power and timing demands, which, when violated, incur customer discomfort and dissatisfaction. In this work, we address the optimal planning problem of a CGV, where we seek to determine the minimum number of RES sources and the size of ESS needed to satisfy the smart homes' load demands in a cost-efficient manner, while meeting MG reliability requirement.
II. RELATED WORKS
Although deterministic MG planning and its operation have been studied extensively in the literature in the past (e.g., [6]  [8] ), stochastic models are more suited to capture the uncertainty associated with renewable energy and with certain types of (programmable and nonprogrammable) loads. Hence, we utilize the Chance Constrained Programming (CCP) method to account for the randomness in the sizing problem constraints.
To solve the sizing problem, we use the Monte Carlo Simulation (MCS) method to generate a large number of scenarios that represent the renewable energy and load demand realizations. However, unlike previous works where MCS is combined with scenario reduction processes to reduce the computational complexity ( [9]  [11] ), our MCS solution approach allows to increase the solution accuracy ( [12] ).
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Copyright © 2016 by ASME In [13] , Bahramirad et al. utilizes the MCS method to determine the optimal size of ESS in a MG, while considering power shortage due to outage of thermal units and RES intermittency. Similarly, reference [14] seeks to determine the optimal size of ESS in order to schedule the commitment of fuel cell power plants, where a two-stage scenario-based stochastic model is used to deal with uncertainty from load demand and RES output power. However, both [13] and [14] only focus on ESS sizing, while our work considers the planning of RES (i.e., the number of RES elements) in addition to ESS sizing.
In [10] , the authors presents a stochastic model for the capacity expansion of a remote MG in terms of wind farms, thermal generators and ESS; the MCS method coupled with scenario reduction is used to account for RES uncertainty. The reference [15] seeks to simultaneously minimize the total present net cost and carbon emission for a MG with diesel generators, SPs, WTs, and lead-acid batteries and CCP is used to ensure that the capacity shortage is below a certain confidence level. However, unlike our work, none of the above works exploits the appliance schedulability feature to further reduce the MG's investment costs.
The work in [16] combines the MCS method with Particle Swarm Optimization to determine the optimal capacity of distributed-generation system and battery for a smart home with time-shiftable loads. While [16] assumes a rule-based electricity managements system for the smart household, our work makes no such assumption. Rather, our work seeks to determine the scheduling of appliances that minimizes the CGV investment cost. Additionally, our work focuses on the optimal planning of a completely green MG, which is in contrast to works [13]  [16] that consider a MG with fossil-fueled generators or with connection to the main grid.
In summary, our work's contributions include: 1) Formulation of a CCP problem to determine the optimal number of RES elements (e.g., SPs and WTs) and the size of the ESS that minimize the investment costs of a CGV. 2) Design of a MCS-based algorithm to solve the formulated CCP problem. 3) Determination of the optimal scheduling for programmable appliances that minimizes the investment costs. 4) Investigation of the impact of appliance schedulability and ESS on investment costs. A. Monte Carlo Scenario Generation MCS method can be used to account for uncertainty in the sizing problem. The main source of randomness in the sizing problem is the power production of RES and the load demand. Since the RES performance and load profile depend on weather conditions, we consider 4 representative days, each corresponding to one of the four season of the year ( [10] ).
III. NOMENCLATURE

Alphabetic Symbol Definition
The MCS method seeks to estimate the problem's random variables by evaluating a large number of representative scenarios. Each such a scenario is generated as an outcome of the random variables and represents a sample system state. Indeed, [12] indicates that the MCS approach is very suitable when analyzing large systems, such as power systems.
B. Chance-Constrained Programming CCP is typically used to solve problems with constraint stochastic variables. Since constraints might be violated in some extreme conditions, CCP allows the solutions to violate the constraints to some degree, as long as the probability to meet these constraints is above an established confidence level. A typical CCP problem can be expressed as follows:
where f(x) is an objective function, x is an n-dimensional decision variable, ζ is an m-dimensional random vector,
, and  represents the required confidence level that takes values in the interval (0,1). The probability 
where I, SF, and v are shape factor, scale factor, and wind speed, respectively. Since the wind distribution parameters change with the seasons of the year, four different values are used for the shape factor and scale factor, as per empirical studies ( [17] ). The electric output of the wind turbine w, as a function of v, is expressed as:
where Vin and Vout refer, respectively, to the turbine's cut-in speed (minimum wind speed) and cut-out speed (maximum wind speed) both in [m/s], established for safety reasons. Prate and Vrate denote the turbine's rated power and its corresponding wind speed, respectively. When the wind speed is greater or equal to Vout, the turbine rotor is stopped, so as to prevent damage. Hence, as indicated by (3), the turbine's output power is zero once v is equal to or greater than Vout.
2) Solar Panels
We model K identical solar panels. Each solar panel (SP) unit has power generating capacity of PCk [kW] and is also associated with an investment cost per generated kW of power of ICk [$/kW], which includes purchasing and installation costs. The SP output power depends on the sun irradiation ir [kW/m 2 ], which is modelled by a Beta distribution function. The probability density function of the Beta distribution is ( [18] ):
where B(α,β) is the Beta function, α and β are the shape parameters of the Beta distribution, and ir and IRmax are the actual sunlight and the maximum irradiation, respectively. The parameters α and β are calculated from the solar radiation mean (μ) and standard (σ) deviation values, as follows ( [19] ):
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Using ir, the solar panel's output power is found by: The smart homes' static load curve is due to non-programmable appliances, such as lights or TVs. We model the hourly static load using a load range, where the hourly load value is randomly chosen between a minimum and a maximum values using a uniform distribution function. Reference [20] provides an observed load range for hourly static load demand per house, as shown in Fig. 1 .
2) Programmable Appliances:
We model H smart homes, where each smart home contain J programmable appliances, such as a dishwasher, a laundry machine, and a spin dryer. A programmable appliance's operation can be interrupted and rescheduled (i.e., shifted in time) in contrast to non-programmable appliances, whose operation cannot be altered once started. (As an example, of a programmable appliance operation, consider a washing machine that can be scheduled to operate anytime between 9:00am and 5:00pm, when the owner is at work, and needs 2 hours to finish its cycle.) Each appliance j in home h is characterized by the tuple {ph,j, rh,j, ah,j, dh,j}, where ph,j is the appliance j's power consumption in kW, rh,j is its operation duration (in hours), aj,h is its earliest possible start time, and dh,j is the appliance's latest possible finish time; i.e., dh,j provides a deadline by which appliance j in home h has to complete its operation.
The start time ah,j and the deadline dh,j are modelled as random variables and are generated as follows: ah,j is a random integer drawn from the discrete uniform distribution in the interval [ The scheduling of EV's charging has to ensure that each EV has the target energy level before it departs again for driving: 
where PESS is the maximum ESS charging/discharging power. ESS' state (the amount of energy stored) t C in slot t is found by (12) and, to ensure repeatability from a day to the next, is assumed to be the same at the beginning and at the end of a day, as indicated by (13) . t C is also restricted by ESS capacity limits as shown by (14) . The parameter eff is the charging and discharging efficiency of the ESS (in %), while DoDmin and DoDmax are the minimum and the maximum allowed depth of discharge, respectively; CESS is ESS's maximum energy capacity. The ESS' state of charge is maintained within an allowed range, as specified by the depth of discharge values.
F. Power Balance The generated wind and solar powers are random variables that depend on the wind speed and the irradiation stochastic variables, respectively. In addition, the load demand is also stochastic, and depends on the appliances' earliest start times and deadlines as well EVs' arrival and departure times. Hence, the power balance constraints are expressed by probabilistic equations. This allows the following constraints to be met with a certain confidence level: Constraint (15) states that the probability of the power generated by the renewable sources and the available ESS energy meeting the load demand in every timeslot t has to be greater or equal to the predefined value of  . We restrict the variable to their respective ranges by (16) .
G. Problem Statement
Our goal is to minimize the MG investment cost, while ensuring that smart homes load is guaranteed to be satisfied with probability 
V. SOLUTION METHODOLOGY
The formulated problem has a linear objective function, and linear constraints, with some variables restricted to be integers. Hence, we could solve the problem in (17) as mixed integer linear programming problems (MILP). The difficulty lies with the joint probability constraint (15) . Equation (15)'s closed form is intractable, since the joint spatio-temporal probability distribution of the wind and the solar powers is not known and is generally non-convex ( [22] ).
To solve (17), we use the MCS to generate scenarios that capture the uncertainties in the wind speed, the solar irradiation, and the load demand. Below is the description of the MCSbased designed algorithm:
1) Generate NS scenarios, where each scenario s is characterized by a wind speed sample ws, a solar irradiation sample irs, and a load profile sample ls. Assuming that all the scenarios are independent, we set the probability of each scenario to be 1/NS.
2) Solve the sizing problem for all the NS scenarios; for each scenario s, we save the values for the computed optimal number of WTs and SPs (Ows and Ops, respectively), the optimal ESS capacity OSs, and the optimal cost OCs. We also keep track of NWmin and NWmax, the minimum number and the maximum number of wind turbines observed among returned solutions; similarly, we also record NPmin and NPmax  the minimum and the maximum number of solar panels observed, and SCmin and SCmax  the minimum and the maximum ESS capacity, as returned by the solutions of the scenarios (SCmin is rounded down to the closest integer, and SCmax is rounded up to the closest integer).
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Copyright © 2016 by ASME 3) Given the confidence level λ, we determine the minimal cost solution that ensures that λ*100% of the scenarios are satisfied as follows: The "While (k <= SCmax)" seeks to determine the portion of the scenarios whose load can be satisfied by a MG composed by x WTs, y SPs, and a ESS of size z; that is, scenarios than require x or less WTs, y or fewer SPs, and an ESS of size z or smaller.
VI. SIMULATION PARAMETERS
A. RES Parameters:
The RES parameters are shown in Table I ; we consider all WTs to be identical and all SPs to be identical. As we mentioned in Section IV, we model the wind speed distribution by considering four different values for the scale factor and shape factor, as shown in Table II 
B. EV and ESS Parameters
EVs and ESS's parameters are as shown in Table III . We assume that each home has two EVs. Since we considered a total of 5 smart homes, we modeled 10 EVs in total. In these simulations, the schedulability parameter SP is set to 5.
C. Static Load Since, as shown in Fig. 1 , the gap between the hourly minimum and the maximum static load is negligible (no greater than 1 kW), we assume for simplicity that each home's static load curve is equal to the average of the max and the min values. Table IV describes the appliance parameters. All the appliances can start operating anytime during the day based on the residents' choice. With SP = 5, the deadline for each appliance is chosen as min(T,aj+5*rj), where aj and rj are the start time and the duration of the appliance j operation, respectively. The residents' appliance use varies with the seasons of the year; in particular, we assume that the space heater is only operated during the winter, while the air conditioner is used during the other three seasons. Additionally, we assume that the air conditioner usage doubles during the summer. Table V shows the total number of operations per appliance type per season of the 5 smart homes. As an example, Fig. 2 illustrates one sample of the load profile for non-static load, resulting from the appliance power demand during the summer season. When compared to static load in Fig.1 , we note that the appliance load demand is significantly more irregular compared to the static load demand. Copyright © 2016 by ASME The scenarios were generated following the MCS method. For each season, we generate 25,000 scenarios, where each scenario is characterized by a wind speed sample, a solar irradiance sample, and a load demand sample. We simulate a total of 100,000 scenarios; that is NS = 100,000. As aforementioned, previous works that uses MCS method usually starts with a large number of scenarios, and then uses some scenario reduction process to decrease the number of scenarios (usually to less than 10 scenarios). This in turn reduces the solution accuracy. Thus, by using a large number of samples in our solution method, we improve the solution accuracy.
D. Appliance Parameters
F. Comparison Schemes
We compared two planning schemes. The first scheme is the optimal planning scheme (Opt-P) that utilizes appliances' programmability, as well as EVs and ESS' charging/discharging capacity, so as to minimize the total investment cost. We compare the Opt-P scheme to a planning scheme that does not perform any load scheduling (NoSch-P ); NoSch-P places appliances and EVs into operation as soon as they are ready, without shifting in time or interrupting their operation. Fig. 3 shows the cost reduction of the Opt-P scheme over the NoSch-P scheme, as the confidence level λ varies. For instance, λ = 0.9 mean that the returned solution has to satisfy the load demand for at least 90% of the scenarios. In these simulations 1   , which means that the ESS investment cost per kWh is equal to RES' investment cost per kW. Fig. 3 shows that as long as λ is less or equal to 0.9, Opt-P reduces the investment costs by 20% or more in comparison to NoSch-P scheme.
VII. SIMULATION RESULTS
A. Varying Confidence Level
As shown in Fig. 4 and Fig. 5 , when λ ≤ 0.9 NoSch-P generally requires more resources than Opt-P; in particular, NoSch-P's always needs more ESS capacity (24 kWh or more) in comparison to Opt-P, which explains the Opt-P's cost reduction of 20% or more in Fig. 3 . Thus, as long as we allow the power balance constraint (15) to be violated in 10% or more of scenarios, we save at least 20% in cost reduction with appliance scheduling. When λ > 0.9, the difference in RES and ESS capacity needed by Opt-P and NoSch-P diminishes (Fig. 5 and , Opt-P needs a total number of 7 RES and 113 kWh of storage, while NoSch-P needs 9 RES and 137 kWh of storage ( Fig. 7 and Fig. 8 ). Through the use of load scheduling, Opt-P is able to reduce the required number of RES and the storage capacity, thus decreasing the investment cost by 20%. Copyright © 2016 by ASME Fig.7 shows that Opt-P's ESS investment cost is always less than NoSch-P's and decreases as ESS becomes more costly than RES. For 10   , Opt-P uses load scheduling to decrease its ESS' capacity to 55 kWh or less. However, NoSch-P always needs at least 90 kWh or more for energy storage when 10   , since it does not utilize load scheduling. In addition, Fig. 8 illustrates that for 10   , NoSch-P generally needs more RES compared to Opt-P. This explains Opt-P's significant cost reduction over NoSch-P in Fig. 6 (more than 42%) when 10 

. Fig. 8 also shows that as the cost of energy storage increases, the investment in RES increases for both Opt-P and NoSch-P to take advantage of the relatively cheaper energy generation costs (compared to energy storage). , NoSch-P's number of RES increases by 690 RES (Fig. 8) . This explains the non-monotonic character of Opt-P performance over NoSch-P at these points in Fig. 6 , since NoSch-P investment cost greatly increases.
On the other hand, for 7 . 0   , Opt-P and NoSch-P returned confidence level values that were in the interval 70%  72%. This explains why, as illustrated in Fig 9, Opt-P's performance over NoSch-P increase monotonically when compared to the curve for 9 . 0   . Hence, we observe that if both schemes are evaluated at exactly the same confidence level or within 0.02 of the required confidence level, then Opt-P's performance over NoSch-P increases monotonically with the increase in  values.
Hence, the curve for 9 . 0   in Fig. 6 and 9 would be monotonically increasing if we simulated a larger number of scenarios that would allow to evaluate both Opt-P and NoSch-P at exactly 9 . 0   or within 0.02 of this value. In this section, we compare Opt-P to NoSch-P while varying the schedulability parameter SP and while maintaining the confidence level at 90% ( 9 . 0   ). Fig. 10 shows that Opt-P's cost reduction for SP=1.5 is significantly lower compared to when SP = 5 (SP = 1.5 mean that the deadline for each programmable appliance j is within 1.5* rh,j, where rh,j is the appliance's duration of operation). In fact, Opt-P's cost reduction was always less or equal to 18% relative to the NoSch-P scheme for SP = 1.5. However, for SP = 2 Opt-P registers a cost reduction of 28% or more when 10   . Hence, we observe that Opt-P leads to higher cost reduction when the residents allows for more flexibility in their appliance scheduling. In particular, when energy storage is more expensive that renewable energy, we observe considerable cost savings whenever appliances' deadlines are at least within double of their operation duration (dh,j = min(ah,j+2*rh,j, T)]). Fig. 11 illustrates Opt-P's cost reduction over NoSch-P as the load demand increases with the number of homes. For these simulations, 10   (the energy storage investment cost per kWh is 10 times greater than RES' investment cost per kW). The confidence level was set to 90% (λ = 0.9). We observe that Opt-P cost reduction remains greater than 41% even as the load demand increases (from a 5 home MG to a 50 home MG) and  varies. Hence, we note that even in medium size MGs, Opt-P's is able to schedule all the CGV's programmable appliances to decrease the investment cost.
D. Varying Load
VIII. CONCLUSION
In summary, our work demonstrates that the investment cost of a completely green MG with smart homes can be significantly reduced by accounting for the programmability of smart appliances. In particular, when the ESS investment cost per kWh is 10 time greater or more in comparison to the RES' investment per kW, we observed a cost reduction of 41% or more for small to medium size MGs (MGs that have 5 to 50 homes). When the ESS is cheaper than the RES' investment cost, NoSch-P utilizes the low-cost ESS to decrease the number of RES needed, thus only incurring 7% or less in cost increases.
Our results also demonstrated that the greatest cost savings were observed when the confidence level was less or equal to 0.9; that is when we allowed the load demand to be violated in 10% or more of the systems realization scenarios. Varying the appliances' schedulability parameter SP, we also noted that cost savings decreased as the appliances' scheduling flexibility decreased, but as long as SP  2, there is a significant cost reduction due to the appliances' programmability. 
