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Many routing algorithms have been proposed for MANETs. Reactive routing protocols are favored
and popular in MANETs because they are more scalable and generate fewer overhead on the net-
work. But, these protocols suffer from the broadcast storm problem due to the ﬂooding strategy
that is used in the route discovery process which causes redundancy, contention and collision prob-
lems. In order to reduce the effects of the broadcast problem, a Mobility and Load aware Routing
scheme (MLR) is proposed in this paper. MLR controls the ﬂooding process by restricting the
rebroadcast messages on the slow speed and low loaded nodes. Each node decides whether to for-
ward or drop the received request message based on several factors (such as speed and routing load)
using Markovian Decision Process tool. Simulation results show that MLR scheme outperforms the
original AODV protocol in terms of normalized routing load and average end-to-end delay.
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lsevier1. Introduction
Mobile ad hoc network (MANET) is an infrastructure-free
network usually constructed without a priori knowledge of
the environment (Internet Engineering Task Force, in prepara-
tion). It consists of a number of nodes distributed over a geo-
graphical area that dynamically changes their positions and
able to join, move or leave the network freely. Because of lim-
ited radio propagation range of the nodes, routes are mostly
multihop. Therefore, each node has a responsibility to be a
route to forward packets for other nodes. The network topol-
ogy changes frequently in MANET because of nodes mobility
and power limitations. Thus, routing protocols in such
networks play a signiﬁcant rule.
106 Y. Khamayseh et al.The routing process is one of the most challenging aspects
in MANETs because of its limited resources, dynamic features
and instable wireless links. The famous classiﬁcation type of ad
hoc the routing protocols divides them into proactive and reac-
tive classes based on the way the route information is deter-
mined, maintained and stored. In the proactive routing
protocol, every node keeps up-to-date information about all
nodes in the network by periodically exchanging routing infor-
mation so each node has a complete view of the network topol-
ogy. It has the advantage of shortest response time to
determine up-to-date routes but wastes the network resources
by control packets and routes that may not be used at all. The
Destination-Sequenced Distance Vector (DSDV) protocol
(Perkins and Bhagwat, 1994) is an example of this type.
In the reactive routing protocol, the routes are created only
when a node wants to send data to another node in the net-
work (i.e., on demand). There are no predeﬁned routes. Its
main advantage is the reduced overhead on the network be-
cause there is no need to exchange information about the net-
work topology. On the other hand, it increases the time to ﬁnd
the route, and the source must reinitiate a new route request
when the old has failed. Also, it has to rebroadcast a large
number of requests during the route discovery process which
causes the broadcast storm problem. Ad hoc On-demand Dis-
tance Vector (AODV) is an example of this type (Perkins and
Royer, 1999).
Reactive protocols are favored than proactive protocols be-
cause they are more scalable and generate less trafﬁc as they
discover routes only when needed (Royer and Tog, 1999).
The main goal of reactive protocols is to ﬁnd the shortest path
from the source to the destination when the communication
takes place. The route discovery process in these protocols
ﬂoods the network with route request packets and causes the
broadcast storm problem (Ni et al., 1999), which leads to deg-
radation in the performance of the network. In addition, the
percentage of link breakage is high, especially when the mobil-
ity of nodes is high because any movement can make the route
unusable and it may be lost. Solving the problem by preventing
high-speed nodes from participating of the route discovery
process can lead to ﬁnding a more stable route, and reduces
the routing overhead. But, this may lead to network conges-
tion and concentrate the routing load on certain nodes while
others remain idle.
In this paper, we focus on building a more stable route and
balancing the load among various routes in a high mobility
and high trafﬁc load environment. We propose a new scheme
called Mobility and Load aware Routing scheme (MLR),
which utilizes the speed and trafﬁc load of the intermediate
nodes, to determine the best reliable route during the route dis-
covery process and to prolong the life time of the whole net-
work. Each node decides whether to rebroadcast or drop the
arrived request using the Markovian Decision Process
(MDP) tool. The main goal of the new scheme is to maximize
the throughput of the network and minimize the average delay
and the routing overhead.
The rest of this paper is organized as follows. Section 2 pre-
sents some of the related works. Section 3 gives an overview of
the Markovian Decision Process (MDP). In Section 4, we dis-
cuss the main idea and the operation details of the MLR
scheme. Section 5 presents the simulation environment and
experimental results. The paper is concluded in Section 6.2. Related works
Many schemes have been proposed to solve the broadcast
storm problem in the reactive protocols by using different
mechanisms to control the broadcast process. The main solu-
tion theme is based on the idea of just allowing a deterministic
group of neighbors to do the rebroadcast process. This group
is chosen based on different criteria. Some schemes like loca-
tion-based scheme, counter-based scheme, distance-based
scheme and probabilistic scheme (Ni et al., 1999) differentiate
the time of rebroadcast and let the node decides to whether re-
broadcast or not, using some ﬁxed thresholds. These schemes
decrease the delay time and reduce the number of Route Re-
quest (RREQ) packets. On the other hand, they have some dis-
advantages as the need of some special devices (e.g. GPS),
using ﬁxed thresholds and miss the destination problem (low
reachability).
Other schemes have been also proposed that use other fac-
tors like mobility and trafﬁc load of the nodes to improve the
network performance. When the mobility of the nodes is taken
into account, choosing the nodes with low mobility leads to
discover a more stable route and can eliminate many redun-
dant broadcast packets.
Mobility aware agent scheme (Idrees et al., 2005) uses the
positions of the nodes to select the next hop of the route dis-
covery process so the nodes with low mobility just can partic-
ipate in the discovered routes. This leads to a decrease in the
link breakage and the overhead of the network and an increase
in the throughput of the network. The disadvantage of this
scheme is the use of special devices like GPS to compute the
location of each node and extra overhead due to using the
HELLO packets to distribute the connectivity information.
Velocity Of Node (VON) is another mobility-based scheme
that utilizes the speed of nodes to restrict the rebroadcast pro-
cess to the slow speed nodes (Liu and Qu, 2008). This process
makes the discovered path more stable. The disadvantage of
this scheme is that the threshold speed is computed in a ﬁxed
way by using a deterministic number of slow nodes and a static
view of the topology.
Reactive protocols choose the best path based on the small-
est number of hops (shortest path) to reach the destination and
ignore any other metrics. By doing so, the nodes which partic-
ipate in the shortest path will have a high load and are always
busy while other nodes are idle. Therefore, some routing pro-
tocols take into account the trafﬁc load in the intermediate
nodes during the route discovery process to balance the load
in the overall network and to get a high performance.
Associativity-Based Routing (ABR) is the ﬁrst protocol
that considers the load as a metric in the routing process
(Toh, 1997). However, it uses the load as a secondary metric
and computes the load of the node as the number of routes
the node participates in. The disadvantage of this protocol is
that it does not account for all types of trafﬁc loads of each
data session.
Dynamic Load-Aware Routing (DLAR) uses the trafﬁc
load as the main metric in the route selection process to solve
the reply storm problem (Lee and Gerla, 2001). It prevents the
heavily loaded nodes from participating in the route to make it
more stable. Although it reduces the end-to-end delay and in-
creases the delivery ratio, it still has a large overhead because
of the request-ﬂooding problem in the route discovery phase.
Figure 1 Value iteration algorithm.
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balancing the load throughout the network (Yi et al., 2003).
The main idea of LWR is to drop the redundant RREQ in
the intermediate node based on some local information like
node queue size and channel utilization. It reduces the effects
of the broadcast storm problem but, it uses a predeﬁned
threshold to compute utilization, which cannot always give
the right topology of the network. More work on AODV
was conducted in Karthikeyan et al. (2010), Khelifa and
Maaza (2010) and Mohseni et al. (2010). In Karthikeyan
et al. (2010), the authors evaluated the performance of various
routing protocol and their inﬂuence on the network perfor-
mance. In Khelifa and Maaza (2010), the Energy Multi-path
Ad hoc On-demand Distance Vector routing (EM-AODV)
protocol was proposed. EM-AODV considers two factors,
multi routes to overcome the rapid topology change problem,
and residual energy to better select the routes. Mohseni et al.
(2010) provides a performance evaluation comparison between
various routing protocols in MANETS for different network
conditions.
In this paper, we propose the MLR scheme based on the
speed and the routing load of the nodes. The advantages of
MLR include:
 Decrease the effects of broadcast storm problem by reduc-
ing the total rebroadcast trafﬁc during ﬂooding process in
the route discovery process.
 Find a more stable route consisting of slow and heavily
loaded nodes to decrease the overhead of the routes main-
tenance process and minimize the average delay.
 Save the power of the nodes by distributing the load among
all nodes and decreasing the number of broadcast messages.
Thus, the lifetime of the network is extended.
3. Markovian Decision Process (MDP)
MDP is a mathematical framework that has been proposed to
formulate and solve decision problems with some properties
(Tijms, 1984, 1994). It is used to model the situations in which
the agent can exactly observe all related aspects of the environ-
ment states and make a decision to which action must be ta-
ken. A MDP represents a control problem using four
objects. MDP = (S, A, T, R) where:
 S is the state space that presents all possible states of the
system.
 A is the set of actions that can be taken by the agent to go to
a new state.
 T is the transition function that speciﬁes the probability
that an action in a state leads to a new state.
 R is the reward function that speciﬁes the expected value of
the agent as a function of current state and action.
The transition function in MDP has the Markovian prop-
erty which means that the probability of going to the next state
depends only on the current state and the action to be taken.
The goal of using MDP framework is to develop an optimal
policy that speciﬁes which action to perform in any state. An
optimal policy is a set of actions that maximizes the expected
accumulated reward over the lifetime of the agent.Value iteration, policy iteration and modiﬁed policy itera-
tion methods are used to solve MDP problems and based on
dynamic programming (Bellman, 1957; Kaelbling et al.,
1996). Value iteration method involves iterating over a value
function to calculate the expected value of each state until
the value differential for each state reaching to convergence
point. The value function is a function of states that gives
the agent an estimation of how good to perform an action in
a given state depends on the expected future rewards. Eq. (1)
presents the value function of a state s where c is a discount
factor between 0 and 1 and it is typically close to 1:
VðsÞ ¼ RðsÞ þ c
X
s02S
Paðs; s0ÞVðs0Þ ð1Þ
After computing the expected value of each state, the opti-
mal policy (best action) p* with a maximum expected reward
can be obtained using Eq. (2). The optimal policy is a mapping
from a state to the best action that should be taken. The value
iteration algorithm is shown in Fig. 1:
pðsÞ ¼Max
a2A
RðsÞ þ c
X
s02S
Paðs; s0ÞVðs0Þ
 !
ð2Þ4. The proposed MLR scheme
4.1. Overview and the main idea
The Mobility and Load aware Routing scheme (MLR) aims to
ﬁnd a stable route with a long lifetime by letting the interme-
diate nodes to decide whether to broadcast or drop the RREQ
packets based on its speed and routing load. To make such
decision, MLR uses the Markovian Decision Process (MDP)
tool trying to ﬁnd the best action that the node can take to
maximize the overall network performance. MLR modiﬁes
the route discovery phase speciﬁcally the propagation of
RREQ packets of the original reactive protocols. Route replay
and maintenance is the same as the original protocol.
MLR aims to solve the broadcast storm problem by dealing
with the dynamic topology feature of ad hoc networks and to
distribute the load among all nodes in the network. This
Figure 2 Route selection process using three mechanisms.
Figure 4 Transition graph.
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each node. The speed of a node is considered so as to prevent
a high-speed node from participating in the route discovery
process. This leads to ﬁnding a more stable route, and it
reduces the routing overhead. But, this may lead to network
congestion and concentrate the routing load on certain nodes
(high-speed nodes). To solve this problem, MLR monitors
the trafﬁc load of each node dynamically throughout the life-
time of the network. By monitoring the node load, routes that
contain heavily loaded nodes can be avoided.
Fig. 2 illustrates the route selection process using the origi-
nal reactive protocol, speed aware reactive protocol and MLR
protocol. The original reactive protocol chooses the shortest
path ‘‘S-B-J-D’’ with number of hops equal to 3. But, this path
is not stable because it contains the high speed node J, which
moves fast and changes its position, which might lead to break
the discovered route and reinitiate a route discovery process
for a new route. The speed aware protocol chooses the path
‘‘S-C-G-J-D’’ because it does not contain a high speed node
and it is the ﬁrst shortest path back to the source node S.
But on the other hand, it contains the congested nodes C
and J which increases the average end-to-end delay of the
forwarding process. MLR protocol chooses the path ‘‘S-A-E-
H-L-D’’. Although it has 5 hops to reach the destination, it
is better and more stable than the other two protocols with 3
and 4 hops. Preventing the high speed nodes to be a part of
the selected route and distributing the load among the nodes
evenly improve the performance in terms of end-to-end delay,
delivery ratio and network throughput. Moreover, it prolongsFigure 3 Decision making system model.the nodes lifetime by preventing the battery power resulted
from broadcasting useless control packets.
4.2. Design of MLR
During the route discovery process, when an intermediate
node i receives a RREQ packet for the ﬁrst time and it is
not the destination, it decides to rebroadcast or drop this pack-
et using a decision making system as shown in Fig. 3. Node i
passes three parameters to an MDP procedure to get the action
A that should be taken in the current time.
These parameters are the speed Vi, the routing load Qi and
the current state Si of the node i. Vi is used to prevent the high
speed nodes from participating in the discovered route to make
it more stable and to decrease the number of unuseful control
packets propagated throughout the network. The routing load
Qi is the number of routing packets in the interface queue of
the node i which includes RREQ, Rout Reply (RREP) and
Rout Error (RERR) packets. It is used to save the node from
occurring congestion by preventing heavily loaded nodes to be
a part of a new route. Si, which includes forward and drop
states, presents the current state of node i based on the last
action taken. If the Si is forward, the chance to forward the
arrived packet is decreased and visa versa.
4.3. MDP model for MLR protocol
Each node will have a corresponding set of MDP parameters
S, A, P, R to pass them as input to the MDP procedure that
decides the best action to be taken. MDP parameters are:
4.3.1. Set of states (S)
The possible states for each node in the network are S=
{Forward, Drop} based on the last action that the node
performed.
4.3.2. Set of actions (A)
The actions set a node can perform when it receives a RREQ
packet are
A ¼ fForward RREQ;Drop RREQg4.3.3. Transition probability function (P)
The transition function speciﬁes the probability of reaching the
next state depending only on the current state and action:
Paij ¼ probabilityðnext ¼ jjcurrent ¼ i; action aÞ
This probability will be constructed in MLR based on the
routing load and the speed of the node. Fig. 4 shows the tran-
sition graph that presents all possible transitions of the node
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Table 2 Reward matrix.
State/action Drop_RREQ (D) Forward_RREQ (F)
Drop (1) +2 +1
Mobility and Load aware Routing protocol for ad hoc networks 109state. Also, Table 1 shows the corresponding transition matrix.
The probabilities are computed as follows:
 If the node in a Drop state
Forward (2) +2 +1    Table
State/a
Drop (
Forwa! PD11 ¼ P0 ¼
Vi
Vmax
 a  bþ Qi
Qmax
 ð1 bÞPF12 ¼ 1 P0 If the node in a Forward state! PD21 ¼ P1
¼ Vi
Vmax
 
 a
 
 bþ Qi
Qmax
 
 ð1 bÞ
 
wPF22 ¼ 1 P1
where PD11: probability(next = Drop | current = Drop, action
Drop_RREQ); PF12: probability(next = Forward | current =
Drop, action Forward_RREQ); PD21: probability(next =
Drop | current = Forward, action Drop_RREQ); PF22: proba-
bility(next = Forward | current = Forward, action Forward_
RREQ); Vi: the speed of the node i; Vmax: the maximum speed
that is allowed in the network; Qi: the number of routing pack-
ets in the interface queue of the node i; Qmax: the maximum
length of the interface queue that stores the routing packets
for the node; a: a coefﬁcient value speciﬁes the percentage that
is taken from the speed of the node and its adaptive based on
the maximum speed Vmax; b: a coefﬁcient value that describes
the weight of the speed in the probability function and also its
adaptive based on the maximum speed Vmax; w: a discount fac-
tor that gives the node in the forward state a less probability to
forward again 0 < a, b, w< 1.
4.3.4. Reward function (R)
The reward values that the state earns when it performs a tran-
sition from the current state to the next state are shown in
Table 2:
 If the action is Drop_RREQ, the node earns +2 points
regardless of the current state.
 If the action is Forward_RREQ the node earns +1 points
regardless of the current state.
To solve the MDP problem in MLR scheme, the value iter-
ation method, which described in Section 3, is used.
4.4. Adaptive property of MLR
To make the MLR scheme adaptive with respect to the maxi-
mum allowable speed in the network, the values of a, b and w
are set dynamically. The a value is used to divide the nodes
into high speed and low speed groups. So, it should be chosen1 Transition function matrix.
ction Drop_RREQ (D) Forward_RREQ (F)
1) P0 1  P0
rd (2) P1 1  P1carefully to resolve the tradeoff between reachability and re-
broadcast issues. When the speed is increased, the a value
should be increased to guarantee that the request will be
rebroadcasted by relatively large number of nodes to have a
maximum reachability.
The coefﬁcient value b is used to distribute the priority be-
tween speed and load factors. The speed is given a large prior-
ity when deciding to rebroadcast or not to make the discovered
routes more stable and the load is considered to save the heav-
ily loaded nodes from congestion. The b value is chosen adap-
tively based on the maximum speed. It is decreased when the
speed is high because the congestion level is increased.
The w value is used to avoid the congestion in the slow
speed nodes group. So, when a node is in a forward state,
the chance to forward a new request is decreased. It should
be chosen carefully to achieve balance between speed and con-
gestion. The w value is decreased with increasing the maximum
speed because the congestion level is increased.
5. Simulation results and analysis
The simulation is conducted using GloMoSim library (Zeng
et al., 1998; GloMoSim) to simulate and study the behaviors
of MLR scheme. We use the well-known AODV protocol
(Das et al., 2003) as a reference to improve that MLR achieves
better performance against the original reactive protocols.
AODV is chosen as it is a popular protocols in ad hoc net-
works, and it has shown better performance results relative
to other protocols (Jayakumar and Gopinath, 2008; Mishra
et al., 2008).
5.1. Simulation setup
The simulated network consists of 100 nodes distributed ran-
domly in a rectangular area of 2200 · 600 m. Each simulation
ran for 500 simulated s, multiple runs were made with different
random seeds to change the random simulator parameters, and
the obtained data was averaged for each point. The IEEE
802.11 is used as the underlying MAC layer communication
model (IEEE 802.11, 1999) with 2 Mpbs data rate and the
radio range is set to 250 m. The random waypoint is used as
the nodes mobility model (Camp et al., 2002) with minimum
speed equal to 0 and maximum speed varied from 0 to 30 m/
s with step 5. The pause time is set to 0. Constant bit rate
(CBR) trafﬁc with 512 byte data packets is used. The number
of CBR connections is varying between 30 and 100. The send-
ing packet rates used in the simulation are 4, 8, 12, 15 and
20 packets/s. Table3 summarizes the simulation parameters.
5.2. Performance metrics
The following are the metrics that are used to evaluate and
assess the performance of the simulated routing protocols
(Corson and Macker, 1999):
Table 3 Simulation parameters.
Parameter Value
Simulator GloMoSim (version 2.03)
Simulated protocols MLR and AODV (version 13)
Simulation time 500 s
Simulation area 2200 m · 600 m
Number of nodes 100 nodes
Transmission range 250 m
Bandwidth 2 Mbps
Mobility model Random waypoint
Minimum speed 0 m/s
Maximum speed 0–30 m/s step 5
Pause time 0 s
Traﬃc type CBR
Data packet size 512 byte
Packet rate 4, 8, 12, 15 and 20 packets/s
Number of connection 30, 40, 50, 60, 80 and 100
a, b, w Varying based on the maximum speed
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packets transmitted by the source per data packet delivered
to the destination. The loosing packets are not considered.Normalized Routing Load (NRL)
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Figure 5 The performance metrics vs. speed2. Average end-to-end delay: the average delay from the time
the packet is originated at the source to the time it reaches
the destination. This delay includes delaying time of the
route discovery process, buffering delay at the intermediate
nodes interface queue, the transmission process at the
MAC layer, packet processing, and transferring and prop-
agation times.
3. Normalized routing load: the average number of routing
packets that are transmitted per data packet delivered.
The routing packets are computed in terms of different con-
trol packets that are used by the routing protocol algo-
rithm. It gives a measure of the protocol overhead.
4. Routing overhead: the ratio of the total number of routing
packets to the number of all packets that attempted to be
sent to MAC layer. It addresses the ratio of the overhead
of the routing packets to all packets (i.e., control and data)
that transmitted by the node.
5.3. Results and analysis
To study the performance of MLR and compare it against
AODV, two different types of simulation scenarios are
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Figure 6 The performance metrics vs. packet rate at speed 25 m/s with 30 CBR connections.
Mobility and Load aware Routing protocol for ad hoc networks 111 Mobility simulation: is done by varying the maximum speed
of the nodes to see how it affects the behaviors of the pro-
tocols in terms of some measured metrics.
 Offered load simulation: is done by varying the packet rate
ratio to see how the protocols behave when the load is high.
5.3.1. Mobility simulation
5.3.1.1. Normalize routing load. Fig. 5(a) presents the normal-
ized routing load vs. speed at sending rate equal to 4 packets/s
with 30 CBR connections. It shows that the MLR scheme gen-
erates less routing load and reduced it to 39% comparing to
AODV. MLR decreases the number of RREQ packets by let-
ting only the nodes with low speed and low load to propagate
these packets. On the other hand, AODV uses the blind ﬂood-
ing and allows all nodes to broadcast the RREQ packets,
which lead to large routing load overhead. Also, the number
of collision states in MLR is reduced to 47% as shown in
Fig. 5(b) because the percentage of concurrent transmission
is decreased.
The number of RERR packets is also reduced by MLR be-
cause the number of broken links is decreased due to the stable
routes that are discovered. In AODV, the number of broken
links is increased, especially in the high mobility scenarios aspresented in Fig. 5(c) because of the nodes movement which
leads to path breakages. Then it ﬂoods the network with
RERR notiﬁcation message which increases the routing load
overhead. As a result, the overhead of the network layer at
the MAC layer is decreased by 15% as shown in Fig. 5(d).
5.3.1.2. Average end-to-end delay. Although AODV uses the
shortest path to forward the data, MLR generates less average
delay. This veriﬁes our earlier observation which says that the
shortest path is not always the best metric to choose a path.
The MLR scheme improves the average delay by nearly 8%
comparing to AODV protocol as seen in Fig. 5(e). This
improvement is due to the lower number of routing load, col-
lision and broken links in MLR. MLR scheme avoids routing
through high speed and busy nodes and deliver packets faster.
The number of broken links is decreased due to the stable
routes that being discovered by MLR which contains only
low speed nodes. Also, the buffering time in the intermediate
nodes queue is low because the congested nodes are prevented
from participating in the discovered route. In AODV, the
redundant rebroadcast causes contention and collision prob-
lems which may lead to failure in delivering of route request
to the destinations. Thus, another route request is required
and the delay is increased.
112 Y. Khamayseh et al.5.3.1.3. Packet Delivery Ratio (PDR). The goal of MLR
scheme is to reduce the routing load to the maximum possible
level while keeping the PDR as close as possible to AODV pro-
tocol. The obtained results show that PDR of the MLR scheme
is approximately same asAODVprotocol with a slight improve-
ment of 2% as seen in Fig. 5(f). AODV broadcasts large number
of routing messages during the route request process so some
packets can be lost due to the contention and collision problems.
When the speed is increased, the PDR is decreased because the
routing trafﬁc uses a large amount of nodes bandwidth.
Therefore, the PDR is decreased for both AODV and MLR.
5.3.2. Offered load simulation by varying the sending packet rate
The offered load simulation is done by varying the sending
packet rate. The maximum speed is ﬁxed at 25 m/s while the
packet rates are varied to 4, 8, 12, 15 and 20 packets/s to see
the behaviors of the two protocols in the high speed and high
load environment. Fig. 6(a), (e) and (f) illustrates that the
MLR scheme achieves better performance in terms of
normalized routing load, average end-to-end delay and Packet
Delivery Ratio, respectively, and survives under heavy load.
These improvements are due to the stable routes that are used
in the forwarding data which only involved low loaded nodes.
Therefore, the number of broken links is decreased, the num-
ber of routing packets is reduced and the collision is decreased.
The average delay and packet PDR are improved as the load
on the network increases because of the reduced congestion
in MLR at higher loads. Also, MLR scheme avoids routing
through busy nodes and deliver packets fast.
6. Conclusion
Routing is a challenging task for MANETs. Here, we propose a
new Mobility and Load aware Routing (MLR) scheme that uti-
lizes the speed and the routing load of the nodes to reduce the ef-
fects of the broadcast storm problem. MLR avoids routing
through high speeds and congested nodes to discovermore stable
routes. Thedecision towhetherbroadcast ordrop thepacket’s re-
quest is decided by a Markovian Decision Process. This scheme
can be combined with any ad hoc reactive routing protocol to
make it more efﬁcient and scalable. The results demonstrate that
our scheme achieves better performance over the original AODV
protocol in terms of average end-to-end delay and Packet
Delivery Ratio and reduces the normalized routing load. In the
future, we propose to further investigate the effect of including
other factors in the decision process such as trafﬁc type. (Other
factors such as node’s density, remaining power capacity and
wireless link quality can be taken into accounts to make this
decision. Scalable simulation can be conducted to demonstrate
the effects of changing the network size and the number of nodes
on the MLR scheme. Studying the power consumption and the
lifetime of the network inMLR scheme and comparing the result
with the AODV protocol are also recommended).
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