Reliable water quality models are needed to forecast the water quality consequences of different agricultural nutrient management scenarios. In this study, the Soil and Water Assessment Tool (SWAT), version 2000, was applied to simulate streamflow, riverine nitrate (NO 3 ) export, crop yield, and watershed nitrogen (N) budgets in the upper Embarras River (UER) watershed in east-central Illinois, which has extensive maize-soybean cultivation, large N fertilizer input, and extensive tile drainage. During the calibration (1994-2002) and validation (1985-1993) periods, SWAT simulated monthly and annual stream flows with Nash-Sutcliffe coefficients (E) ranging from 0.67 to 0.94 and R 2 from 0.75 to 0.95. For monthly and annual NO 3 loads, E ranged from -0.16 to 0.45 and R 2 from 0.36 to 0.74. Annual maize and soybean yields were simulated with relative errors ranging from -10 to 6%. The model was then used to predict the changes in NO 3 output with N fertilizer application rates 10 to 50% lower than original application rates in UER. The calibrated SWAT predicted a 10 to 43% decrease in NO 3 export from UER and a 6 to 38% reduction in maize yield in response to the reduction in N fertilizer. The SWAT model markedly overestimated NO 3 export during major wet periods. Moreover, SWAT estimated soybean N fixation rates considerably greater than literature values, and some simulated changes in the N cycle in response to fertilizer reduction seemed to be unrealistic. Improving these aspects of SWAT could lead to more reliable predictions in the water quality outcomes of nutrient management practices in tiledrained watersheds.
soybean yields were simulated with relative errors ranging from -10 to 6%. The model was then used to predict the changes in NO 3 output with N fertilizer application rates 10 to 50% lower than original application rates in UER. The calibrated SWAT predicted a 10 to 43% decrease in NO 3 export from UER and a 6 to 38% reduction in maize yield in response to the reduction in N fertilizer. The SWAT model markedly overestimated NO 3 export during major wet periods. Moreover, SWAT estimated soybean N fixation rates considerably greater than literature values, and some simulated changes in the N cycle in response to fertilizer reduction seemed to be unrealistic. Improving these aspects of SWAT could lead to more reliable predictions in the water quality outcomes of nutrient management practices in tiledrained watersheds. N ITRATE (NO 3 ) export from the intensively cultivated midwestern U.S. corn belt has been linked to hypoxia in the northern Gulf of Mexico (Rabalais et al., 2001) . As one of the most intensively fertilized regions in the USA, east-central Illinois has been identified as a major contributor to NO 3 flux in the Mississippi River (Goolsby et al., 1999) . The average annual NO 3 export from east-central Illinois watersheds typically ranges from 25 to 35 kg N ha 21 yr 21 (David et al., 1997; Demissie and Keefer, 1996; Mitchell et al., 2000; McIsaac and Hu, 2004; Kalita et al., 2006) . Tile drainage systems in the east-central Illinois region also promote the NO 3 export from agricultural fields (McIsaac and Hu, 2004) . Field observations have shown that NO 3 -N concentration in tile drainage and receiving streams often exceeds the U.S. Environmental Protection Agency (USEPA) drinking water standard (10 mg L 21 ), with individual tile NO 3 -N concentrations at times .30 mg L 21 Keefer et al., 1997; David et al., 1997; Gentry et al., 2000; Kalita et al., 2006) . Among the different nutrient management practices, eliminating excess N fertilizer application has been regarded as one of the most effective means to decrease NO 3 loadings to streams. Jaynes et al. (2001) showed that fertilizer application rates had a significant impact on NO 3 loss from tile drainage in central Iowa. Using a mass balance-based regression model, McIsaac et al. (2001) suggested that a 12% reduction in N fertilizer application in the Mississippi River basin could result in a 33% of reduction in NO 3 flux from the river into the Gulf of Mexico. A modeling study on two watersheds in Iowa indicated that reducing N fertilizer application by 10 to 33% along with implementation of other best management practices could result in a riverine N export reduction of more than 50% (Vaché et al., 2002) .
A comprehensive decision-making tool for water quality management, the Soil and Water Assessment Tool (SWAT), was developed to simulate water budgets, sediment yield, and nutrient fluxes by accounting for a wide variety of climatic, soil, topographic, and land use factors. Since its creation in early 1990s, SWAT has been continuously revised (Arnold et al., 1998; Neitsch et al., 2002) . Recently, a tile drainage component was added to the model (Neitsch et al., 2002) .
A number of SWAT studies have focused on regions with tile drainage systems. Arnold and Allen (1996) used SWAT to simulate hydrologic budgets from three watersheds, two of which were located in the extensively tile-drained Central Illinois region. The tile drainage component of SWAT had not been developed when that study was conducted. They found values of R 2 ranging from 0.63 to 0.95 for monthly streamflow simulation, with systematic overestimation in low-flow months and underestimation in high-flow months during a 3-yr period. Manguerra and Engel (1998) used SWAT on a 113.4 km 2 tile drained Indiana watershed and obtained a Nash-Sutcliffe coefficient (E) of 0.48 and an R 2 of 0.82 for monthly flow from 1991 to 1995. Without available formulations to account for the tile drainage effects, they adjusted curve number and the return flow parameters to offset the impacts of subsurface drainage on the rainfall-runoff response. They further suggested an extension of SWAT to directly handle the subsurface drainage processes. Vaché et al. (2002) applied SWAT on a 51-km 2 , tile-drained agricultural watershed in Iowa and reported an R 2 value of 0.67 for monthly flow in a 7-yr period, without mentioning the configuration of the tile drainage simulation. Singh et al. (2005) used SWAT with the new tile drainage component to simulate stream flows in a 5600 km 2 river basin in northern Illinois and Indiana, which includes intensively tile-drained subbasins. They obtained E values ranging from 0.80 to 0.93 for monthly streamflow simulation in wet and dry validation periods, respectively.
Several SWAT studies have focused on the simulation of pollutant loads in different regions in the USA (Saleh et al., 2000; Santhi et al., 2001; Vaché et al., 2002; Chu et al., 2004) . However, the model's accuracy in simulating the riverine NO 3 flux from intensively cultivated and tile-drained midwestern regions, such as east-central Illinois, has not been tested adequately. Also, few studies have focused on the model's effectiveness in simulating crop yield and N budgets, which are important aspects in agricultural nutrient management programs.
A comprehensive model structure makes SWAT a broadly applicable tool for predicting the water quantity and quality outcomes from alternative land management practices. However, only a relatively small number of studies have reported using the model to evaluate how alternative management practices might affect water quality. Fohrer et al. (2001) used SWAT to investigate the hydrologic response to land use change in a German watershed. Vaché et al. (2002) used SWAT to simulate a reduction of N fertilizer application by 10 to 33% along with implementation of other best management practices, and the model suggested that this would result in more than 50% reduction in riverine N export from tiledrained agricultural watersheds.
The objectives of our study were (i) to calibrate and evaluate the SWAT model (version 2000) for simulating stream flow, riverine NO 3 flux, crop yield, and watershed N budgets for a watershed in east-central Illinois and (ii) to use SWAT to predict the impact of reducing N application rates on watershed NO 3 export and crop yield.
MATERIALS AND METHODS Watershed Description
The upper Embarras River watershed (UER) located in east-central Illinois (Fig. 1) is 482 km 2 in area, with 97% in maize and soybean rotation (Table 1) . The dominant soils (Table 1) in UER are poorly and somewhat poorly drained Mollisols developed from loess over Wisconsinan glacial till. The majority of the soils covering 88% of the watershed are identified as Drummer and Flanagan, which are closely related and belong to the Drummer-Flanagan Association (Mount et al., 1980) . The watershed is nearly flat, with slopes mostly less than 1%. Irrigation is not significant, but tile drainage systems are widely installed in the watershed. David et al. (1997) estimated that 75 to 80% of the fields have tile drainage and later estimated drain tile density ranging from 2.8 to 5.3 km tile km 2 in different portions of the watershed, based on analysis of infrared photography (David et al., 2003) . Based on the climatic data measured at Urbana weather station in Champaign County (National Climatic Data Center, 2004) , the long-term average temperature and annual precipitation in the studied region were 11.0jC and 996 mm, respectively. On average, approximately 5% of the annual precipitation falls as snow, and 60% of the annual precipitation occurs between March and August.
Data Sources and Watershed Delineation
The watershed boundary was delineated using digital elevation data and the spatial analysis tools provided by the BASINS 3.0 software. The watershed was divided into seven subwatersheds ( Fig. 1 ) using the default threshold area (the minimum drainage area required to support a permanent headwater stream) of 2900 ha suggested by BASINS. Because the study watershed is largely uniform in land use, relief, and soil properties, the single hydrologic response unit (HRU) option was used for the HRU delineation (i.e., each subwatershed is defined as a single unit with a homogeneous soil type and land use). Because of this treatment, the land use and soil type data changed slightly after HRU delineation (Table 1) . Precipitation and temperature for UER were represented by three rain gauges at Urbana, Tuscola, and Sidell and one temperature gauge at Urbana (Fig. 1) . Daily precipitation and temperature data were obtained from the National Climatic Data Center (2004) . This study assumes that the three rain gauges, located near the three angles of the triangle-shaped UER, have accounted adequately for the spatial variability of the precipitation within the watershed. Because temperature usually does not vary significantly over a geographically uniform region such as UER, the Urbana station alone was thought to provide sufficiently accurate temperature information. For missing data (,1%) at each station, SWAT automatically generated values based on historical weather records.
All geographic information about the watershed, including boundary, elevation, soil type, and land cover, were obtained from the USEPA BASINS database (USEPA, 2002) , where the GIS data were categorized by the US Geological Survey (USGS) eight-digit hydrologic unit code. According to the USGS hydrologic unit map, UER is located in the Embarras River basin (USGS cataloging unit 05120112).
Annual crop yields and the areas of land planted with maize and soybean in the counties where the watershed was located were obtained from the National Agricultural Statistics Service (USDA-NASS, 2003) . Crop yields of the watershed were calculated in an area-weighted fashion based on the proportions of the watershed in each involved county. The statistics indicate that the acreage planted with maize in this region is generally equal to the acreage with soybean every year. This condition was reflected in SWAT configuration.
Nitrogen fertilizer application rates were estimated based on the county-level fertilizer sales data from the Illinois Commercial Fertilizer Tonnage Reports (July through June basis) from 1978 to 2002. It was assumed that all N fertilizer sold was used for maize production only because there is a negligible amount of land cultivated with other crops requiring N fertilizer. The per area fertilizer input for maize in the watershed was estimated by averaging the fertilizer application rates over the four surrounding counties (total fertilizer amount divided by the total maize acreages). A 3-yr moving average value was used for each year to adjust for late or inaccurate reporting. It was assumed that half of the fertilizer was applied in fall and the other half in spring.
Daily streamflow data were obtained from the USGS station at Camargo (site no. 03343400), which has been operated continuously since 1960. River NO 3 concentrations were measured by two different agencies. From the late 1970s, the Illinois Environmental Protection Agency measured river NO 3 concentration (cadmium reduction method) at Camargo at a frequency of about nine samples per year. From December 1992 through December 2002, the Department of Natural Resources and Environmental Sciences at the University of Illinois has measured NO 3 concentration (ion chromatography) at Camargo on a daily, weekly, or biweekly basis depending on flow (Royer et al., 2006) , resulting in a total of 492 samples.
Nitrate loads were estimated using the linear interpolation method. The method assumes that NO 3 concentration changes linearly over time between successive observations. Thus, daily NO 3 load can be estimated by the multiplying interpolated daily concentrations and the corresponding daily stream flows.
Initial Parameter Configurations
Although SWAT provides default values for all its parameters, it is recommended that users specify parameter values based on known characteristics of study area to make the simulations more reliable and physically meaningful. Table 2 displays the parameters that were specified based on the phys- ical conditions of UER. These parameters were not further adjusted during the calibration procedures.
The initialization of SWAT parameters also includes the description of a farming schedule. In this study, we assume that maize and soybean were rotated on an annual basis. The farming schedule was created based on the Illinois Agronomy Handbook (Hoeft and Nafziger, 2003) and Illinois Agricultural Statistics Service (2003) on the timing of planting and harvest. For maize years, spring N fertilizer was applied on 1 April, tillage occurred on 20 April, planting on 27 April, and harvest on 15 October. For soybean years, tillage occurred on 14 May, planting on 21 May, harvest on 10 October, and fall fertilizer application for the subsequent maize crop on 1 November. Anhydrous ammonia was chosen to be the only form of fertilizer for both spring and fall application. As suggested by the Illinois Agronomy Handbook (Hoeft and Nafziger, 2003) , anhydrous ammonia was set to be placed 15 to 20 cm deep into the soil. Accordingly, the fraction of N applied to top 10 mm of soil (an input parameter) was assumed to be 1% to account for upward diffusion of the applied ammonia.
Model Calibration and Validation
To calibrate the model, a total of 13 parameters were adjusted, including seven hydrologic parameters, four nutrient parameters, and two plant growth parameters (Table 3) . Most existing SWAT studies conducted a manual calibration, which can be tedious and inefficient and can lead to mislocation of the global optimum. In this study, we developed an automated screening technique to perform SWAT calibration. The technique is basically a systematic trial-and-error strategy that guides the computer to find sufficient approximations to the global optimum. The calibration was designed with three stages: hydrologic calibration, riverine NO 3 load calibration, and crop yield calibration. At each stage, the following steps were performed.
Step 1: Selection of Parameters A number of important parameters were selected, and each was assigned with a value range based on the SWAT manual (Neitsch et al., 2002) , existing literature (Sophocleous et al., 1999; Arnold et al., 2000; Spruill et al., 2000; Santhi et al., 2001) , and personal judgments. For parameters that have multiple values due to spatial and temporal variation (e.g., soil hydraulic conductivity and available water holding capacity vary across soil types and layers; curve numbers change between growing and nongrowing seasons), their values were increased or decreased proportionately. For instance, a change in a value in one soil type or soil layer was accompanied by a change in all others by the same ratio.
Step 2: Formation of Grid
The value range for each selected parameter was divided into a certain number of intervals so that a grid was formed in the parameter space. For example, if N parameters were used for calibration, and their value ranges were divided into n 1 , n 2 , . . ., n N intervals, respectively, then a N-dimension grid with (n 1 1 1) 3 (n 2 1 1) 3. . .3 (n N 1 1) intersections would be formed. Each of the intersections in the grid would specify a unique combination of different parameter values, which produces a corresponding set of simulation outputs.
Step 3: Enumeration
The SWAT model was run with each set of parameter values specified by the grid created in the previous step. After each run, the SWAT outputs were read out and evaluated for goodness-of-fit. The goodness-of-fit was measured by four indicators: mean relative error (D), mean squared error (MSE), Nash-Sutcliffe coefficient (E) (Nash and Sutcliffe, 1970) , and R 2 . They were calculated as follows:
where X i and X i are individual simulated and individual observed values, respectively;X and X are the mean of simulated and the mean of observed values, respectively; and N is the number of observations.
Step 4: Identify the Optimum
The optimum set of parameter values for each calibration stage should achieve the minimal MSE value subject to the following constraints:
For hydrologic calibration:
The ratio of mean annual tile flow to mean annual water yield .75%. Because there are no direct tile flow measurements available for this study, the acceptable average tile to total flow ratio was set to 75% for the calibration based on observations in a neighboring watershed (Mitchell et al., 2000) . D in mean annual water yield within 615% range. 
Evaluation of Fertilizer Reduction Scenarios
Four fertilizer reduction scenarios were evaluated in this study. The N application rates were reduced by 10, 20, 30, and 50% from the recorded values during the simulation periods to represent different nutrient management programs. Riverine NO 3 fluxes, crop yields, and soil N budgets under each level of fertilizer reduction were then predicted using the calibrated SWAT model to evaluate water quality and agricultural consequences.
RESULTS AND DISCUSSION Calibrated Parameter Values
The most notable adjustment to parameter values during calibration (Table 3 ) was a reduction of the curve numbers (CN) from the initial range of 78 to 82 to a range of 55 to 58, which is lower than the values typically used for continuous row cropping on fine textured soils. This is because the existence of tile drainage largely reduces the runoff and nutrient washout occurring at soil surface. The SWAT model would not be able to capture this change with the typical CN values. Early simulations showed that using typical CN values produced relatively high quantities of surface runoff with substantially lower NO 3 concentrations than observed values. Singh et al. (2005) calibrated the hydrologic component of SWAT to a basin similar to UER (|100 km to the north) and reported an optimal CN of 67, which is also lower than values commonly applied to annual row crops.
Stream Flow
Using the calibrated parameter values, SWAT successfully reproduced the stream runoff from UER during the calibration period. Simulated monthly and annual flows were in good agreement with the observations (Fig. 2a and 3a) , with E values of 0.85 and 0.67 and R 2 values of 0.87 and 0.76, respectively (Table 4) . During the validation period, SWAT simulations of the UER were nearly as accurate ( Fig. 2b and 3b) , with E values of 0.69 and 0.94 and R 2 values of 0.75 and 0.95 for monthly and annual stream runoff, respectively (Table 4) . There was a tendency for SWAT to overestimate by approximately 20% monthly flows in excess of 50 mm during the validation period. Examination of residuals did not allow us to identify a single cause for this overestimation, but most of the overestimation occurred from September to March, outside of the main growing season. This could be due to underestimation of dormant season ET and inadequate simulation of freeze-thaw effects. There was about 26% more September to March precipitation during the validation period than in the calibration period, which led to 80% greater observed water yield. The greater water input and output evidently magnified inaccuracies in the calibration that were not significant under the lower flow regime.
The monthly simulation results were comparable to those of Arnold and Allen (1996) , who reported R 2 values between 0.63 and 0.95 for monthly flow in three Illinois watersheds during a 22-mo period. However, Arnold and Allen (1996) reported a tendency for overestimation of low flow months and underestimation in high flow months, whereas we observed an overestimation of high flow months. Our monthly simulation results [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] .
are more accurate than Manguerra and Engel (1998) , who applied an earlier version of SWAT to two tile drained Indiana watersheds and obtained an E values between 0.48 and 0.77 for monthly simulations with little or no calibration.
Riverine Nitrate Flux
Compared with the stream runoff results, the simulations on riverine NO 3 flux were less accurate for calibration and validation periods (Table 4) . During the calibration period, the simulated monthly and annual NO 3 fluxes from the UER produced E values of 0.2 and 0.45 and R 2 values of 0.72 and 0.74, respectively. The average annual NO 3 flux was estimated adequately with a mean relative error close to zero. The simulated annual NO 3 flux generally followed the year-to-year trend of the observations (Fig. 4a) .
The seasonal variation of the monthly riverine NO 3 flux was fairly well reproduced in the calibration period (Fig. 5a) , except for four large overestimations in 1995, 1996, 1998, and 2002 . All of these overestimations occurred in the month of May, when the observed precipitation was greater than 185 mm, which is about 1989 1985 1986 1987 1988 1990 1991 1992 1993 Year (b) Fig. 4 . Time series of simulated and measured annual riverine NO 3 flux in the upper Embarras River for (a) the calibration period (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) and (b) the validation period (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) .
one other time since 1949 (the first year in which there is continuous precipitation from all three stations used to characterize precipitation in the watershed). Frequency analysis of May precipitation between 1949 and 2005 indicates a 10% probability of May precipitation in excess of 185 mm in any given year, and a 0.3% probability that four such events would occur in any 9-yr period. Thus, the sequence of high May precipitation in the calibration period is either a statistical anomaly or a manifestation of the intensification of the hydrologic cycle, possibly a consequence of global climate change, as reported by Groisman et al. (2004) . When the four outlying simulated NO 3 flux values were removed from the evaluation of the SWAT performance, the E and R 2 for monthly simulation increased to 0.53 and 0.80 (Table 4) , respectively.
The large overestimations of NO 3 flux in wet months of May might be a consequence of a number of factors. In our simulations, we set half of the N fertilizer to be applied on 1 d in April as NH 3 . In reality, this N is applied over several weeks, and a significant portion may be incorporated into soil organic matter. Due to the large pulsed application on a single day, the immobilization of fertilizer N into organic N may have been underestimated, leaving an excessive NO 3 pool created by nitrification of the applied NH 3 . If large rainfall occurred in the following month, the excessive NO 3 would likely cause considerable overestimates of NO 3 concentration in the subsurface drainage, which would exaggerate NO 3 export. Such an effect may also explain why precipitation in excess of 185 mm that occurred in other months did not lead to large overpredication of NO 3 leaching. Second, the overprediction may be associated with the simplification in the tile drainage processes. The model simplifies the tile drainage as an underground "layer" that can immediately remove the vertically moving water from the soil profile once the water reaches the layer. This assumption largely ignores the horizontal movement of soil water between drain tiles that may take a much longer time in reality. Thus, SWAT may largely underestimate the delay and mixing of subsurface flow, which have important smoothing effects on NO 3 transport. As a consequence of both effects, SWAT may overpredict NO 3 transport in drainage water if a large rainfall event occurs soon after N fertilizer application.
During the validation period (Fig. 5b) , May precipitation never exceeded 185 mm, but the riverine NO 3 flux was not as accurately reproduced as in the calibration. The E values (Table 4) were 0.31 and 20.16, and the R 2 values were 0.51 and 0.36 for monthly and annual NO 3 fluxes, respectively. Annual average NO 3 flux was underestimated by 27%. The differences between simulated and observed NO 3 fluxes were not clustered in any particular month, but large and persistent discrepancies occurred in 1992 and 1993 (Fig. 6) , which further caused substantial divergence in the annual NO 3 values (Fig. 4b) . This may have been a consequence of the model overestimating maize yield in previous years (1991 and 1988, discussed below) . Precipitation in July 1992 was greater than 300 mm, which is the largest monthly precipitation recorded since 1949, and annual precipitation in 1993 was the greatest recorded since 1949 and 35% greater than the 1971 to 2000 average. The SWAT model accurately simulated corn yields in these years but may have overestimated denitrification.
It is possible that the unusually high precipitation in May during the calibration period led to an optimum parameter set that was not applicable to other time 1985 1986 1987 1988 1989 1990 1991 1992 1993 periods. However, Louwers (2003) also used SWAT to simulate water and NO 3 fluxes in this watershed using different periods of time for calibration and obtained results that are similar to those reported here.
Crop Yield
The simulated soybean yields were generally similar to the observed values, with average relative errors of 22 and 6% for the calibration and validation, respectively (Table 4) . Soybean yield varied little during the calibration period (Fig. 7) . The E and R 2 values were low (21.36 and 0.07, respectively), partly because there was little variation for the model to simulate. During the validation period, soybean yields were more variable and better simulated with an E value of 0.53.
Maize yields were more variable than soybeans but were not well simulated during calibration, with E of 20.49 and average relative error of 210%. In the validation period, the model simulated maize yield variation better (E 5 0.8) but overestimated maize yields by 5% on average. The overestimation of yields was greatest during the droughts of 1988 and 1991. By overestimating maize yield, the model simulated more N removal from the soil, and less was available for leaching. This probably contributed to the underestimation of riverine NO 3 flux in the validation period.
Observed yields were estimated from the county level statistics, and the UER watershed is only 15% of the combined areas of Champaign and Douglas Counties. We would expect crop yields at the county level to be less variable than at the watershed level due to spatial averaging. This seemed to be reflected in the calibration period, where simulated yields were more variable than observed yields. In the validation period, however, simulated yields were less variable than observed yields. This may indicate that the effect of spatial averaging may be relatively small.
Nitrogen Budgets
Although SWAT has the ability to simulate all the major N inputs to and outputs from an agricultural watershed, few studies have examined the simulated N budgets. In this study, SWAT generated positive N budgets for the calibration and validation periods. The sum of the major N inputs (fertilizer application, fixation, and deposition of nitrogen oxides from atmospheric sources) was 8 to 10 kg N ha 21 yr 21 greater than the major N outputs (crop harvest, denitrification, and riverine NO 3 flux) ( Table 5 ). This budget does not include organic N or ammonia in riverine total Kjehldahl N flux, which McIsaac and Hu (2004) estimated to be 3.3 kg N ha 21 yr 21 . It also does not take into account the net deposition of reduced forms of N, which are often assumed to be largely derived from local volatilization. Finally, it ignores N in animal and human wastes, which McIsaac and Hu (2004) and Hu, 2004; Gentry et al., 1998; David et al., 1997) . In this study, extensive calibration failed to adjust the N fixation to a reasonable level because there is no N fixation parameter in SWAT that is directly user adjustable. Nitrogen fixation is affected by other processes, such as crop growth and soil nutrient transformations, but to a limited extent.
The simulated N in harvested crops was about 20 to 30 kg N ha 21 yr 21 greater than a previous estimate by McIsaac and Hu (2004) , who calculated the average N accumulation in crop grain in several east-central Illinois 
Evaluation of Fertilizer Reduction Scenarios
The calibrated SWAT was used to evaluate hypothetical nutrient management programs, which would reduce the fertilizer input by 10, 20, 30, and 50% from the existing application rate. Simulations suggested that the fertilizer reduction during 1985 to 2002 could decrease the average riverine NO 3 flux by 10, 18, 29, and 43%, respectively, for the same time period (Table 6 ). This prediction is similar to the results reported by Jaynes et al. (2001) , who found that moderately fertilized fields with 33% reduction in N fertilizer input rate (from highly fertilized fields to moderately fertilizer) resulted in about 28% less NO 3 export from a 22-ha maize-soybean rotation field in Iowa.
Simulated soybean yields did not change with reduced fertilizer application, but N fixation in soybeans increased as a result of less freely available NO 3 in the soil. On the other hand, SWAT predicted a 6% reduction in maize yield from a 10% reduction of N fertilizer application (from 190 to 171 kg N ha 21 yr
21
), even though these fertilizer application rates are considered sufficient to achieve maximum yields. If the agricultural land in east-central Illinois has, as widely believed, been over fertilized, we would not expect any significant change in maize yields in response to a reduction in excessive N. It is possible that the mineralization of the soil organic N pool was underestimated or that the simulated leaching or denitrification were overestimated, which depleted the N before the maize roots are able to acquire it. Alternatively, the relationships describing the maize yield response to available N may require refinement.
Regardless of the fertilizer N rate reduction, SWAT simulated a positive N budget residual, indicating an accumulation of N in the soil. It seems more likely that producing maize with insufficient fertilizer would lead to a depletion of soil N, as reported by Jaynes et al. (2004) . This result may be a consequence of overestimation of N fixation in soybeans and underestimation of N mineralization of soil organic N and subsequent losses by leaching or denitrification.
SUMMARY AND CONCLUSIONS
The SWAT model was calibrated to a central Illinois watershed for a 9-yr period, and then simulations of stream flow, riverine NO 3 flux, watershed N budgets, and crop yields for a different 9-yr period were compared with observed values. The calibrated model was also used to simulate the impact of fertilizer reduction scenarios on riverine NO 3 export.
The SWAT model successfully simulated monthly stream flow, but simulation of monthly riverine NO 3 fluxes was less accurate. During the calibration period, the model largely overestimated NO 3 flux when precipitation in May was greater than a 10-yr return frequency. The model did not simulate annual variation in maize and soybean yields well in the calibration period, although there was little variation in soybean yield to simulate. In the validation period, SWAT overestimated maize yields during droughts and underestimated riverine NO 3 flux during an unusually wet period. The annual average soybean yields were successfully predicted, but the simulated soybean N fixation was substantially higher than existing estimates.
When N fertilizer rates were hypothetically reduced by 10 to 50% from the existing values, SWAT predicted a nearly proportional decrease (10-41%) in riverine NO 3 flux. Those predictions are supported by observations reported in the literature. However, a simulated 6% decline in maize yields with a reduction in fertilizer N from 190 to 171 kg N ha 21 yr 21 and the simulated N budget indicating accumulation of N in the soil regardless of the extent of N reduction seems to be inconsistent with field observations reported in the literature.
These results suggest that SWAT had a limited ability to simulate N transformations and transport, especially during some of the low-probability hydrologic conditions encountered in this study. Although these conditions have been rare in the past, they may be an indication of a changing climate. To address this, further improvements seem to be needed in SWAT's simulation of soil N processes, soybean N fixation, and maize yield simulations to better simulate the N budgets in tiledrained agricultural lands in east-central Illinois. 
