Introduction {#Sec1}
============

High resolution detector arrays together with high quality optics constitute the most important parts of any classical camera. Nonetheless, these components, which in some cases tend to be very sophisticated and costly, are not indispensable elements of imaging systems. Simplifying the optoelectronic hardware of cameras is one of the reasons for the development of indirect imaging techniques. Single-pixel imaging^[@CR1],[@CR2]^ is a technique which makes use of a single detector, such as a photodiode or photomultiplier, and utilizes spatial and temporal modulation of the optical signal to measure an indirect, compressed and encrypted representation of an image. Currently single-pixel cameras can not compete with the low-cost widely available cameras for the visible wavelength range, however their development offers new possibilities for hyperspectral maging^[@CR3],[@CR4]^, polarimetric imaging^[@CR5],[@CR6]^, holographic imaging^[@CR4],[@CR7],[@CR8]^ THz imaging^[@CR9]^, 3D imaging^[@CR10]--[@CR12]^ or imaging though scattering media^[@CR13]^, to mention just some applications. Indirect imaging is mostly limited by the increased time of image acquisition and by the high computational requirements for image reconstruction after the measurement. The branch of mathematics known as compressive sensing^[@CR1],[@CR14]--[@CR16]^(CS) brings the tools needed to restore the image from an indirect lower dimensional measurement. The reconstruction problem of the full-dimensional image from such a compressive measurement is an ambiguous inverse problem consisting in solving an underdetermined system of linear equations.

Images measured by a single-pixel detector are modulated either with structured illumination or using a structured aperture within the detector. As a result, the detector captures a sequence of average intensities of the modulated image. Mathematically, this is a sequence of dot-products of the measured image *X* with some sampling functions *ψ* ~*i*~ which are used for modulation. Usually, the size of measurement is much smaller than the number of pixels of the image at full resolution. This may be seen as a way to capture an encoded and compressed representation of the image which is useful for transmission or storage, and at the same time to deal with the relatively low operation frequencies of current spatial light modulators. For instance, in this work we are using a state-of the art binary spatial light modulator with a maximum resolution of 1024 × 768 and the maximum frame rate of 22 kHz. A simple calculation shows that a full measurement with the dimension equal to the number of pixels would take more than half a minute and require 77 GB of memory to store the binary representation of the sampling functions *ψ* ~*i*~, which is impractical. Fortunately, the information content of most real-world images is much lower than that theoretically possible to obtain at the same resolution. In other words, most images are well compressible, and an incomplete measurement may carry enough data to obtain an accurate reconstruction of the image at the original resolution.

Most widespread digital image compression methods are adaptive, which means that the compression algorithm is adjusted to the image contents. A different algorithm may be run on various segments of the image, the algorithm may detect constant parts of the image, and after representing the image in a wavelet or other basis, only the highest resulting coefficient are retained. In effect, digital compression algorithms are usually nonlinear, which is difficult to obtain with single-pixel imaging at the stage of image acquisition. If some *a priori* information is available on the measured image on top of its compressibility, it makes sense to include this information in the measurement method and to modify the sampling functions accordingly. For instance, a geometrical transformation of the measurement patterns could lead to a nonuniform rate of collecting information from various parts of the image, with the area of interest measured more accurately than the rest^[@CR17]^. Another possibility is to select the subset of measurement patterns that belong to a given basis, for instance consisting of Walsh-Hadamard functions, not in a random way but rather according to their expected similarity with the image^[@CR18]^. A dynamic adaptive choice of the sampling patterns may lead to a significant decrease of the size of the measurement^[@CR19],[@CR20]^. The theory of compressive sensing suggests to use sampling functions which have the smallest coherence with a basis, in which the image has a sparse representation^[@CR21]^. In simple words, most images are well compressible in the wavelet or cosine basis, thus one should use sampling functions which can not be compressed in these bases. Random sampling is a universal choice. For practical reasons, Walsh-Hadamard or noiselet^[@CR22],[@CR23]^ functions are usually used instead, since they are discrete, simple to generate, and a respective representation of the image can be calculated with a fast algorithm, which facilitates image reconstruction. Binary sampling has been also recently proposed for the Fourier basis^[@CR24]^. In our approach, we develop random sampling functions which sample a specific part of the feature space that we expect to be important for representing a broad class of images.

Morlet wavelet based nonergodic random sampling {#Sec2}
===============================================

Incoherent sampling is based on patterns dissimilar to image contents. On the other hand, a sparse wavelet representation of the image could be also found rapidly by probing the image directly with wavelet functions, if the most probable elements of the wavelet representation are known beforehand. What we propose here, is to combine these two contradictory lines of reasoning into a novel sampling scheme which is both random and based on a wavelet representation at the same time. We propose to apply a novel kind of sampling, equivalent to random sampling in the feature space. A feature space is built out of vectors, whose elements correspond to specific features of images. Simple features may be associated with spatial and frequency contents of an image. For instance, a feature space may be constructed using Gabor filters which are defined as Gaussian functions modulated with a linear phase dependence. A two-dimensional Gabor filter *f*(*x*,*y*) has the following form^[@CR25]^,$$\documentclass[12pt]{minimal}
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Taking a measurement with a single-pixel detector consists in probing the measured image *X* with a set of sampling functions *ψ* ~*i*~. The set of measured dot-products *Y* ~*i*~ = 〈*X*, *ψ* ~*i*~〉 is later used to reconstruct the image *X*. Now, let us probe the feature space with random functions *ψ* ~*i*~. Since $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Psi }}}_{\sigma ,{n}_{p},\theta }$$\end{document}$ and the procedure for their calculation are illustrated in (Fig. [1a,b](#Fig1){ref-type="fig"}).Figure 1The proposed Morlet wavelet based nonergodic random sampling functions. (**a**) Schematic of the generation method: the sampling function is calculated by convolving a Morlet wavelet (see Equation ([2](#Equ2){ref-type=""})) with white zero-mean Gaussian noise. (**b**) Examples of sampling functions with varying parameters *σ*, *n* ~*p*~, *θ*. (**c**) Examples of binarized sampling functions.

Many interesting natural phenomena in physics, biology or artificial intelligence arise on the verge of random and deterministic behavior of a system. In this work, the proposed sampling functions $\documentclass[12pt]{minimal}
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                \begin{document}$${g}_{\sigma ,{n}_{p},\theta }$$\end{document}$, and they clearly combine random and deterministic properties. Mathematically, they are zero-mean random matrices with multivariate Gaussian probability density distributions. Each has a distinct power spectrum, dependent on the wavelet used for its generation. As opposed to the wavelets, the sampling functions have a similar random shape at any location, which reflects the property of stationarity. However, their ensemble properties are distinct from the properties of every single realization. This means they do not satisfy the statistical property of ergodicity. This makes them a lot different from the uncorrelated random sampling often used in compressive sensing applications, as well as from the deterministic sampling with noiselet, Walsh-Hadamard or cosine functions as well as from localized functions such as wavelets.

The choice of parameters *σ*, *n* ~*p*~, *θ* for the random wavelet-based sampling functions has an obvious influence on the quality of a compressive measurement. By decomposing an image database with 49 images of various content, we found that there exists a common parameter range that may be successfully used to represent most of the images with our sampling functions. This decomposition is not unique and finding an optimal decomposition is challenging from the computational viewpoint. Instead, we have used a simplified approach. We generated a large number of sampling functions with randomly selected parameters *σ*, *n* ~*p*~, *θ*, placed them into a rectangular matrix, and decomposed every image into these sampling functions by left-multiplying the image by the pseudoinverse of this matrix. The Moore-Penrose pseudoinverse is a generalization of matrix inverse for rectangular and singular matrices, it finds application in image reconstruction from compressive measurements^[@CR26]^, and further we also use it as one of the methods for image reconstruction in this paper. In this way, we found a typical distribution of coefficients *σ*, *n* ~*p*~, *θ* required to represent a large variety of real-world images. A graphical representation of the decomposition projected onto the parameter space *σ*, *n* ~*p*~ is shown in Fig. [2](#Fig2){ref-type="fig"}. The technical details of the calculation method are included in the supplementary materials section S1 (online). Please note, that the units of *σ* are given in proportion to the image size, and 3*σ* = 512 pixels. As we can see, the interesting part of the feature space spanned with *σ*, *n* ~*p*~ is easily identified from this plot. A method with an adaptive choice of sampling functions could be further developed through a more in-depth analysis of how the decomposition varies for different images. However, in our case the range of obtained parameters was similar for the whole image database and the non-adaptive approach taken in this paper is certainly easier to implement, especially in experimental conditions.Figure 2Average decomposition of 49 test images into a subset of Morlet wavelet-based random sampling functions.

Results {#Sec3}
=======

The practical benefit of using the proposed sampling functions becomes clear from a simple comparison with classical sampling methods based on randomly selected Walsh-Hadamard or noiselet functions. Figure [3](#Fig3){ref-type="fig"} presents results of a simulated measurement from a single-pixel detector conducted at a low compression rate of 4% with the use of three different sampling protocols, including the proposed Morlet wavelet-based random functions. The simulation was performed for two 512 × 512 images with different properties, such as spatial frequency spectrum, contrast, or richness of details. The images have been reconstructed by minimizing the total variation norm (TV), which is one of the basic image reconstruction approaches used in CS. Figure [3b,f](#Fig3){ref-type="fig"} show the reconstructions from the measurements with Walsh-Hadamard functions, which do not at all resemble the original images. The average quality of the image recovery, measured by the PSNR criterion (see Methods section), for the Walsh-Hadamard sampling is on the level of 14 dB. This is not surprising at such a low compression rate, although noiselet sampling gives considerably better results (PSNR ≈ 22 dB). On the other hand, the Morlet wavelet-based sampling, also measured at the compression rate of only 4% allowed us to reconstruct high quality images with the PSNR of 25 dB on average (see Fig. [3](#Fig3){ref-type="fig"}). We would like to emphasize that these measurements are not adaptive, and the sampling functions are randomly selected from the previously estimated range of values of *σ*, *n* ~*p*~, *θ*, as well as that images shown in (Fig. [3a,e](#Fig3){ref-type="fig"}) were not included in the training database. Moreover, the quality and resolution of these reconstructions are uniform within the entire image areas and it is not possible to notice any characteristic resolution, orientation or region of interest of the images, which is enhanced at the cost of some other property. We think that this impressive result comes from the efficient sampling of the properly selected part of the feature space which maps the images accurately both in the spatial and spatial frequency domains.Figure 3CS-based reconstruction of two 512 × 512 test images from a compressive measurement simulation at the compression rate of 4%; (**a,e**) original images; (**b,f**) reconstruction from a compressive measurement, where sampling was based on a randomly selected set of Walsh-Hadamard functions; (**c,g**) reconstruction from a compressive measurement, where sampling was based on a randomly selected set of discrete noiselet functions; (**d,h**) reconstruction from a compressive measurement, where sampling was based on the proposed Morlet wavelet-based random functions.

Morlet wavelet-based random sampling functions allow to reconstruct images from smaller number of measurements. However, these patterns are neither binary nor orthogonal. We will now discuss the practical consequences of these important limitations and show how to overcome them. In optical single-pixel detectors, light modulation is usually accomplished by using spatial light modulators, such as digital micromirror devices (DMD). The DMDs are capable of displaying binary patterns at a rate of over 20 kHz. Gray-scale modulation could be achieved with time multiplexing or would require using a different spatial modulator, for instance based on liquid crystals. However, both of these approaches offer much lower effective modulation rate. Therefore, we have decided to binarize the real-valued Morlet wavelet-based random sampling functions to retain the high measurement performance with a binary DMD. Some examples of binarized sampling functions are shown in (Fig. [1c](#Fig1){ref-type="fig"}). Although binary sampling functions are advantageous for displaying on DMD modulators, they however make the reconstruction of the image more problematic, since the CS algorithms require the basis of sampling functions to be orthogonal. While orthogonalization of a basis of continuous functions is rather straightforward, it cannot be obtained with the binarity constraint placed on the functions. To cope with this problem we use matrices precalculated with the singular value decomposition, which has been explained in the Methods section.

We have analyzed the influence of the binarization procedure on the quality of the reconstruction of compressively measured images, and we have found it negligible in the case of image recovery with the use of CS optimization method. The reconstruction quality, measured with the peak signal-to-noise (PSNR) criterion is shown in Fig. [4](#Fig4){ref-type="fig"} as a function of compression. As an alternative to compressive sensing image reconstruction methods we also make use of a direct recovery from the precalculated pseudoinverse of the measurement matrix. The mathematical details of both kinds of methods are briefly summarized in the Methods section. Sample pseudoinverse reconstructions are included in the Supplementary Information (See Supplementary section S2, online). The CS-based recovery offers better quality of the image reconstruction than the pseudoinverse method, especially when binarized sampling patterns are used for image acquisition. However, it can not be obtained in real time. On the other hand, the pseudoinverse-based recovery with the precalculated pseudoinverse matrix requires only the evaluation of a single matrix-vector multiplication, and therefore is very fast. For images of the size of 256 × 256 sampled at the compression rate of a few percent, the reconstruction stage is faster than the measurement with the DMD, and may be also realized on-the-fly in parallel with the measurement.Figure 4Comparison of the image reconstruction quality (PSNR) as a function of compression rate for the fast pseudoinverse-based reconstruction (Pinv) with the slower CS-based reconstruction obtained by minimizing the total variation (TV). PSNR is averaged over a set of ten 512 × 512 test images, which have been sampled in a numerical simulation using both real and binary Morlet wavelet-based random sampling functions.

Our single-pixel camera set-up shown in Fig. [5](#Fig5){ref-type="fig"} includes a state-of-the-art DMD with 1024 × 768 pixel resolution and maximum sampling rate of 22 kHz. Signal-to-noise ratio of the measurement is enhanced using the technique of differential photodetection^[@CR23],[@CR27],[@CR28]^. The signals measured by two large-area photodiodes are then collected at the rate of 17 MS/s and digitized with 14-bit resolution using a PC oscilloscope.Figure 5Schematic of the single-pixel detector with differential photodetection. The Si photodiodes measure the light reflected from the DMD mirrors in the on and off states, respectively.

A complete measurement at the resolution of 256 × 256 takes 3 s and enables us to reconstruct images with a high quality (see Fig. [6a](#Fig6){ref-type="fig"}), restricted only by the imperfections of the experimental set-up and the presence of optical and electronic noise. Compressive measurements take proportionally less time, however the choice of the sampling protocol is crucial for the feasibility of reconstructing the images with a reasonable quality. For instance, at the compression rate of 6%, sampling with a random set of Walsh-Hadamard functions allows to obtain a reconstruction with PSNR on the order of 18 dB on average (see Fig. [6b](#Fig6){ref-type="fig"}). At the same time, using the nonergodic Morlet wavelet-based random binary sampling functions leads to the reconstructions with PSNR of over 27 dB at the same compression rate (Fig. [6d](#Fig6){ref-type="fig"}), while the PSNR for sampling with discrete noiselet functions is on the order of 25.5 dB (Fig. [6c](#Fig6){ref-type="fig"}). Additionally, an image reconstruction obtained with the proposed sampling using pseudoinverse method yields an improved image quality over Walsh-Hadamard sampling with PSNR of 20 dB. While the noise level is increased in comparison with the iterative CS reconstruction, the pseudoinverse enables rapid image recovery by a single matrix multiplication. The sampling scheme proposed in this paper is clearly superior to both other methods also for different compression rates (see Fig. [7](#Fig7){ref-type="fig"}).Figure 6Experimental comparison of different binary sampling methods. The results are reconstructed at the resolution of 256 × 256 from (**a,f**) a complete measurement, or (**b--e**,**g--j**) from a compressive measurement conducted at the compression rate of 6%. (**b--d**,**g--i**) have been obtained with a CS algorithm and (**e,j**) with the pseudoinverse. Sampling with: (**b,g**) randomly selected Walsh-Hadamard patterns; (**c,h**) randomly selected noiselet patterns; (**d,e,i,j**) Morlet wavelet-based random binary patterns. Figure 7Experimental comparison of the image reconstruction quality (PSNR) as a function of compression rate for compressively sensed 256 × 256 image using Walsh-Hadamard, discrete noiselet, and Morlet wavelet correlated random sampling patterns. For the last case, a fast method of reconstruction based on pseudoinverse (Pinv) is also included, in addition to the CS-based recovery obtained by minimizing the total variation (TV).

Discussion {#Sec4}
==========

In this work, we proposed a novel random sampling method for single-pixel imaging. It utilizes nonergodic and stationary Morlet-wavelet-based random patterns that may also be binarized for use with binary spatial light modulators. These sampling functions are obtained as a convolution of Morlet wavelets with realizations of white Gaussian noise.

The proposed sampling functions have a rich spatial and frequency content. Individually, each is a realization of a multivariate Gaussian noise with a characteristic feature size, orientation and modulation frequency. Combined together, the sampling functions uniformly probe the feature space spanned over these image features. We have selected a subset of the feature space through the analysis of an image database.

We have tested this kind of sampling with a large variety of images, and the proposed method enabled us to reconstruct these images with a good quality at compression rates of just a few percent. Both theoretical and experimental results show that the proposed sampling is a lot better than random Walsh-Hadamard sampling. It is also better than noiselet sampling.

At such low compression rates it is still possible to use the direct and fast reconstruction method based on the pseudoinverse of the measurement matrix. A direct reconstruction based on a precalculated pseudoinverse matrix may be implemented on-the fly in parallel with image acquisition on a multicore processor. CS-based reconstruction with a better quality requires much longer reconstruction times on the order of seconds.

Methods {#Sec5}
=======

CS-based image recovery {#Sec6}
-----------------------

We calculate the singular value decomposition of the measurement matrix and following use the total variation (TV) image recovery method implemented in the *NESTA* ^[@CR29]^ numerical package. When the *k *× *n* measurement matrix *M* (with *k *\< *n*, and the compression ratio denoted as *CR *= *k*/*n*) consists of rows with nonorthogonal sampling functions $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Psi }}}_{\sigma ,{n}_{p},\theta }(x,y)$$\end{document}$, it is first decomposed with the singular-value decomposition (SVD) into a product of small *k* × *k* square orthogonal matrix *U*, diagonal *k* × *k* matrix *D* and rectangular semiorthogonal complex conjugate transposed *n* × *k* matrix *V*, i.e. *M* = *U*·*D*·*V* ^\*^. In effect the TV method operates on orthogonal matrices, as is required to reach convergence. The mathematical model of the measurement *M*·*X* = *Y* (where *X* is the captured image, *M* is the measurement matrix, and *Y* is the compressive measurement) is replaced with *M′*·*X* = *Y′* (where *M′* = *V* ^\*^, and *Y′ *= *D* ^−1^·*U* ^\*^·*Y*), with a semiorthogonal matrix *M′*. SVD calculation is computationally costly and working on the full measurement matrix is memory demanding. Still, a laptop with a 8 *GB* memory is enough to precalculate the measurement matrix used by us in the optical experiment.

Pseudoinverse-based image recovery {#Sec7}
----------------------------------

The pseudoinverse of the measurement matrix is calculated through the singular value decomposition *M* ^+^  = *V*·*D* ^−1^·*U* ^\*^. For the Morlet-based random sampling functions, the measurement matrix and its pseudoinverse have been precalculated before the measurement. In effect, image recovery has been based on a simple matrix-vector multiplication *X* ≈ *M* ^+^·*Y*, which even for a very large matrix takes a fraction of a second to calculate. Since $\documentclass[12pt]{minimal}
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Selection and binarization of Morlet-based random sampling functions {#Sec8}
--------------------------------------------------------------------
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The binarization is based on testing the sign of the real-valued functions with the Heaviside step function Θ~*H*~, i.e. $\documentclass[12pt]{minimal}
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Differential photodetection {#Sec9}
---------------------------

The two states of the DMD mirrors direct the reflected light at two different angles. Then two photodiodes measure both $\documentclass[12pt]{minimal}
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Peak signal to noise ratio {#Sec10}
--------------------------

we use a standard definition of the PSNR for the noisy image *X* and reference image *R*, $\documentclass[12pt]{minimal}
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Discrete noiselet functions {#Sec11}
---------------------------

Noiselet sampling^[@CR22]^ is a lot less popular than Walsh-Hadamard sampling so we include the definition of discrete noiselets. Let **H** ~*m*~ denote a *m*×*m* Hadamard or noiselet transformation matrix whose rows consist of the basis functions. These matrices may be defined recursively as **H** ~2*m*~ = **H** ~2~ ⊗ **H** ~*m*~ where ⊗ denotes the Kronecker product, **H** ~1~ = 1, and $\documentclass[12pt]{minimal}
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