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Complex microscopic many-body processes are often interpreted in terms of so-called “reaction
coordinates”, i.e. in terms of the evolution of a small set of coarse-grained observables. A rigorous
method to produce the equation of motion of such observables is to use projection operator tech-
niques, which split the dynamics of the observables into a main contribution and a marginal one.
The basis of any derivation in this framework is the classical (or quantum) Heisenberg equation for
an observable. If the Hamiltonian of the underlying microscopic dynamics and the observable under
study do not explicitly depend on time, this equation is obtained by a straight-forward derivation.
However, the problem is more complicated if one considers Hamiltonians which depend on time
explicitly as e.g. in systems under external driving, or if the observable of interest has an explicit
dependence on time. We use an analogy to fluid dynamics to derive the classical Heisenberg picture
and then apply a projection operator formalism to derive the non-stationary generalized Langevin
equation for a coarse-grained variable. We show, in particular, that the results presented for time-
independent Hamiltonians and observables in J. Chem. Phys. 147, 214110 (2017) can be generalized
to the time-dependent case.
INTRODUCTION
When studying a complex many-body system, it is
often a pragmatic choice to describe a process of in-
terest in terms of the evolution of a small set of rel-
evant observables (“reaction coordinates”), which cap-
ture the main features of the process. In molecular bio-
physics this view is commonly adopted: for example,
protein folding, amyloid fiber formation or DNA me-
chanics are described in terms of the size, shape and
structure of the complex molecules involved, while the
degrees of freedom of the surrounding water as well
as detailed information on the molecular structure are
“averaged over”[1–3]. Similarly, chemical reactions and
phase transitions are often described in terms of reaction
coordinates. In the context of computer simulation this
approach is particularly useful. To run a full molecular
dynamics simulation of a complex many-body system is
often computationally very demanding, therefore it is
convenient if one can systematically integrate out de-
grees of freedom to obtain a self-consistent equation of
motion for the observables of interest.
The derivation of such equations from first principles
has been discussed over many decades, starting with
Langevin in 1908 [4] and the introduction of his famous
equation, then followed by various resourceful theoret-
ical works, in particular the development of projection
operator techniques and the Mori-Zwanzig formalisms
[5, 6]. These techniques have first been introduced in
equilibrium physics, and progressively extended to non-
equilibrium systems [7–10]. In this context, we have
recently derived a non-stationary version of the Gen-
eralized Langevin Equation as a general structure for
the evolution of an arbitrary phase-space function in
a non-stationary process [11]. One central hypothe-
sis of the derivation in that paper was to work with a
time-independent Liouvillian, i.e. time-independent mi-
croscopic equations of motion.
Here we show, by two different methods, how to ex-
tend the results presented in ref. [11] to explicitly time-
dependent microscopic dynamics as well as explicitly
time-dependent observables. First, we make use of a
result derived by Holians and Evans in ref. [12] on the
evolution of phase-space observables, and we derive a
general fluctuation-dissipation-like relation that relates
the memory kernel with the fluctuating contribution to
the Generalized Langevin Equation. Second, we intro-
duce a method that is inspired by fluid dynamics. In
the case of an observable that explicitly depends on
time, we first show that adding a temporal degree of
freedom to phase-space can effectively remove this in-
convenient dependence. We then apply this method
to time-dependent microscopic dynamics in such a way
that the resulting equation of motion can be written us-
ing a propagator that has an exponential form. We show
how to compute averages in this augmented phase-space
and we show the equivalence with the derivation in the
standard phase-space.
2PROJECTION OPERATOR TECHNIQUES IN
TIME-INDEPENDENT MICROSCOPIC
DYNAMICS
We study a dynamical process, defined as the evo-
lution in time of a large set of degrees of freedom γ
(e.g. the positions q and momenta p of a system of
many particles). We work on the ensemble level, i.e. we
consider infinitely many copies of the system initialized
at time s with some distribution of states ρ(γ, t = s),
which does not need to be stationary, i.e. we could ini-
tialize the ensemble out of equilibrium. Assume now
that one is interested in the time-evolution of an observ-
able A on this ensemble. In classical statistical mechan-
ics, as in quantum mechanics, there are two approaches:
Either one works in the Schro¨dinger picture, which con-
sists in studying a phase-space distribution ρ(γ, t) that
evolves in time and a fixed observable field A(γ). Or
one works in the Heisenberg picture, which refers to
the point of view in which one follows the evolution
of the observable A(γ, s; t) = A(Γ(γ, s; t)) along each
particular trajectory, where Γ(γ, s; t) denotes the point
in phase-space reached at time t given that the trajec-
tory was located at the position γ at time s, and then
one averages over the initial distribution. The names
of these two complementary pictures are obviously bor-
rowed from quantum mechanics but the idea is similar:
in the first picture the density is time-evolved whereas
in the other the observable is. For systems in which the
microscopic propagator does not explicitly depend on
time, one usually writes
∂
∂t
ρ(γ, t) + i Lρ(γ, t) = 0 (1)
d
dt
A(γ, s; t) = iLA(γ, s; t) (2)
where
i L≡
∂
∂γ
· [γ˙ · · · ] (3)
iL ≡γ˙ ·
∂
∂γ
(4)
is the Liouvillian operator and γ˙ is a vector flow field
determined by the microscopic equations of motion.
(The case in which γ˙ does not explicitly depend on
time is what we refer to as time-independent micro-
scopic dynamics). The vector field γ˙ then defines a
flow Γ(γ, s; t) as the solution of the initial-value prob-
lem (d/dt)xs(t) = γ˙(xs(t)) with xs(s) = γ, where
the flow is defined as the mapping Γ(γ, s; t) = x(t).
Note that (d/dt)xs(t + τ) = γ˙s(x(t + τ)), but also
(d/dt)xτ (t) ◦ xs(τ) = γ˙(xτ (t) ◦ xs(τ)), where we set
xτ (t) ◦ xs(τ) ≡ Γ(Γ(γ, s; τ), τ, t). Hence, xs(t+ τ) and
xτ (t) ◦xs(τ) both obey the same first-order differential
equation with the same initial value at t = s. They are
thus identical. This identity is at the basis of writing Γ
and related quantities in terms of exponential operators.
Equation (1) is known as Liouville’s theorem, while
equation (2) is easily derived from a chain rule. Their
formal solutions are given by
ρ(γ, t) = e−i L(t−s)ρ(γ, s) (5)
A(γ, s; t) = eiL(t−s)A(γ) (6)
where we have used the fact that the phase-space fields
A(γ, s; s) and A(γ) are equal. By defining an inner
product on phase-space as
[X,Y ] =
∫
dγX∗(γ)Y (γ) (7)
where the star stands for the complex conjugate, we can
write the average of A(t) in the Heisenberg picture and
the Schro¨dinger picture.(Note that we assume in the fol-
lowing that we always deal with functions for which this
integral exists.) In the Schro¨dinger picture we obtain
〈A(t)〉 = [ρ(γ, t),A(γ)] =
[
e−i L(t−s)ρ(γ, s),A(γ)
]
(8)
while in the Heisenberg picture we obtain
〈A(t)〉 = [ρ(γ, s), A(γ, s; t)] =
[
ρ(γ, s), eiL(t−s)A(γ)
]
(9)
The definition (7) of the inner product is such that iL
and i Lare anti-adjoints, i.e. (iL)† = −i L. This ensures
the equivalence of the averages. Note that in conserva-
tive systems (i.e. such that ∂∂γ ·γ˙ = 0), we have i L= iL,
which becomes thus anti-self-adjoint. This is the case
of autonomous Hamiltonian dynamics for instance.
Projection operator techniques are commonly used to
study the time-evolution of a dynamical variable A(γ, t)
(we will omit γ in the rest of this paragraph). The main
idea is to split the dynamics of the observable in the
Heisenberg picture into a main parallel contribution and
a remaining orthogonal part. The standard derivation
[13] proceeds as follows:
Let us define an operator Pt, that can be time-
dependent, which acts in the space of phase-space func-
tions and is such that for any pair of times t and t′ the
following identity is satisfied:
Pt′Pt = Pt (10)
This property defines Pt as a projection operator: it
retrieves a certain fixed contribution from the variable
it is applied to. By decomposing the identity operator
as I = Pt+(I−Pt) and inserting it in the following way
in eqn. 6
dAt
dt
= eiLt [Pt +Qt] iLA0 (11)
3where At = A(γ, 0; t) is the value of the observable A
at time t, and Qt = 1 − Pt, it is possible to rewrite its
time-evolution as [11]
dAt
dt
=eiLtPtiLA0
+
∫ t
t′
dτeiLτPτ
[
iL− P˙τ
]
QτGτ,tiLA0
+ eiLt
′
Qt′Gt′,tiLA0 (12)
where t′ is an arbitrary reference time and Gτ,t is a
negatively time-ordered exponential defined as
Gt′,t =exp−
{∫ t
t′
dt′′iLQt′′
}
= 1+
∞∑
n=1
∫ t
t′
dt1
∫ t1
t′
dt2 · · ·
∫ tn−1
t′
dtniLQtn · · · iLQt1
(13)
The next step is then to specify the projection operator
in order to obtain a structural form for the equation of
motion of A(t). In general terms, we can write Pt as
an operator that projects onto a set of relevant phase-
space functions {Fi} , i.e. its action on any phase-space
function X is
PtX =
∑
i
Ot(X,Fi)Fi (14)
where Ot(X,Fi) is a scalar prefactor, which to choose
one has a certain freedom. In most cases the variable
under study A is itself the relevant variable that one
projects onto. In ref. [11] we have shown that, if one
intends to study the auto-correlation function C(t, t′) =
〈AtA
∗
t′〉, one would choose
PtX = 〈A
∗
tXt〉
〈
|At|
2
〉−1
A (15)
in order to obtain the following equations of motion for
At and C(t, t
′):
dAt
dt
=ω(t)At +
∫ t
t′
dτK(t, τ)Aτ + ηt′(t
′, t) (16)
dC(t′, t)
dt
=ω1(t)C(t
′, t) +
∫ t
t′
dτK(t, τ)C(t′, τ) (17)
where we have defined the following quantities
ω1(t) = 〈A
∗
t iLAt〉
〈
|At|
2
〉−1
(18)
K(t, τ) =
〈
A∗τe
iLτ
[
iL− P˙τ
]
QτGτ,tiLA0
〉〈
|At|
2
〉−1
(19)
ηt′(t
′, t) = eiLt
′
Qt′Gt′,tiLA0 (20)
However, this derivation is invalid if eqn. (2) does not
hold. In particular, care is required in the case of a time-
dependent Liouvillian operator, i.e. a system in which
the flow field in phase-space is not constant in time.
To overcome the problem, we have to adapt equations
(1) and (2) to the case of explicitly time-dependent mi-
croscopic dynamics. In the classical case as well as in
the quantum mechanical one, the Schro¨dinger picture is
easily generalized to the time-dependent dynamics. In
fact, the conservation of probability, when written with
all the space and time dependences, still reads
∂ρ(γ, t)
∂t
+
∂
∂γ
· [ρ(γ, t)γ˙(γ, t)] = 0 (21)
In words, as the total probability of finding the system
in phase-space is obviously conserved and as the trajec-
tories in phase-space are continuous, the instantaneous
change in the probability density at a local point γ is
due to the incoming and outgoing probability fluxes that
pass by the point γ. At time t, the total flux is equal to
ρ(γ, t)γ˙(γ, t) hence the structure of the balance equa-
tion (21). Defining the time-dependent generator
i Lt ≡
∂
∂γ
· [γ˙(γ, t) · · · ] (22)
we conclude that eqn. (1) remains valid for classical,
time-dependent microscopic dynamics when replacing
i Lby i Lt. It can formally be integrated for ρ because
its structure remains the one of a partial differential
equation in ρ(γ, t). We obtain
ρ(γ, t) = exp+
{
−
∫ t
s
i Lt′dt
′
}
ρ(γ, s) (23)
where exp+ denotes the positively time-ordered expo-
nential. The time-dependent average 〈A(t)〉 would then
be written as
〈A(t)〉 =
[
exp+
{
−
∫ t
s
i Lt′dt
′
}
ρ(γ, s),A(γ)
]
(24)
On the other hand, the time-evolution of an observ-
able in the Heisenberg picture in the case of time-
dependent Liouvillian operators requires more care. A
time-dependent vector field γ˙ does not readily define a
flow in the same way a time-independent vector field
does. Using the notation defined above, we would get
(d/dt)xs(t + τ) = γ˙t+τ (xs(t + τ)) but (d/dt)xτ (t) ◦
xs(τ) = γ˙t(xτ (t)◦xs(τ)), which is not identical. Hence
it does not make sense to write x or related quantities
as simple exponentials.
As Holian and Evans have shown [12], it is not correct
to simply replace iL by iLt in (2) in the case of time-
dependent microscopic dynamics. That would lead to
serious inconsistencies with eqn. (21). The problem can
be tackled in the following way: Let us denote as Us,t the
4operator that advances the implicitly time-dependent
phase variables from a previous time s to the current
time t, along the trajectory, i.e.
Γ (γ, s; t) = Ut′,tΓ (γ, s; t
′) (25)
In particular, Ut′,t is defined such that
γ˙ (Γ (γ, s; t) , t) = Us,tγ˙(γ, t), and for any pair
of observables X(γ, s; t) and Y (γ, s; t) we have
X(γ, s; t)Y (γ, s; t) = Us,t [X(γ, s; s)Y (γ, s; s)] =
Us,t [X(γ, s; s)]Us,t [Y (γ, s; s)]. Finally, we emphasize
the relation A (Γ(γ, s; t)) = Us,tA(γ). Differenciating
this identity with respect to t and using the correspon-
dance between dtΓ and γ˙ (that we will explain in more
details later) we obtain
d
dt
Us,tA(γ) = Us,t
[
γ˙ (γ, t) ·
∂
∂γ
A (γ)
]
(26)
As this equation holds for any obervable field A, by
defining iLt = γ˙ (γ, t) ·
∂
∂γ , one obtains
d
dt
Us,t = Us,tiLt (27)
This equation is solved using a negatively time-ordered
exponential, which then allows us to write
A(γ, s; t) = exp−
{∫ t
s
iLt′dt
′
}
A(γ, s; s) (28)
This result is perfectly consistent with the one previ-
ously obtained for ρ(γ, t), eqn. (23), because of the ad-
jointness identity
[
exp−
{∫ t
s
iLt′dt
′
}]†
= exp+
{
−
∫ t
s
i Lt′dt
′
}
(29)
Writing the time-dependent average 〈A(t)〉 in the
Heisenberg picture using this result would coincide with
the one shown in eqn. (24). This result is very conve-
nient in order to apply the projection operator formal-
ism. In fact we have
dAt
dt
= exp−
{∫ t
0
iLt′dt
′
}
iLtA0 (30)
where At = A(γ, 0; t) again. We can thus again insert a
time-dependent projection operator Pt as
dAt
dt
= exp−
{∫ t
0
iLt′dt
′
}
[PtiLtA0 +QtiLtA0] (31)
Following Grabert [13], one writes a differential equation
for the quantity Zt = exp−[
∫ t
0 iLt′dt
′]Qt:
Z˙t =ZtiLtQt + exp−
{∫ t
0
iLt′dt
′
}
Pt
[
iLt − P˙t
]
Qt
(32)
from which follows
Zt =Zt′Gt′,t
+
∫ t
t′
dτ exp−
{∫ τ
0
iLt′′dt
′′
}
Pτ
[
iLτ − P˙τ
]
QτGτ,t
(33)
where Gt′,t is defined in eqn. (13) and t
′ is an arbitrary
reference time. With this, we can apply the same ma-
chinery as in ref. [11] and show that equations (16) and
(17) are still valid, provided that eiLt is replaced by
exp−
{∫ t
0 iLt′dt
′
}
in ω1, K and η.
This general result is interesting, because it shows
that the structure of a Generalized Langevin Equation
is quite robust. The term “time-dependent microscopic
dynamics” encompasses time-dependent Hamiltonian
processes as well as other non-conservative processes.
We have proven that a constant structure remains valid
in all these cases and thus the tools and methods to
analyse data in terms of Generalized Langevin Equa-
tions [14–19] can be systematically applied.
A fluctuation-dissipation-like relation
The definition of the projection operator P allows us
to derive a relation which links the friction kernel and
the autocorrelation of the fluctuating force
K(t, t′)
〈
|At′ |
2
〉
= −〈η∗t′(t
′, t′)ηt′ (t
′, t)〉 (34)
This identity holds, because the proof shown in [11] re-
mains valid in the case of time-dependent microscopic
dynamics. In equilibrium physics, this structure is
known as a fluctuation-dissipation theorem. Out of
equilibrium, we cannot interpret the effect of the ker-
nel as dissipation in general. However, here we show
that the kernel is fundamentally related to the auto-
correlation of the fluctuating force. As the kernel( to-
gether with the drift ω(t)) is the main function that
controls the auto-correlation of the observable A (see
17) this FDT-like relation therefore links the autocorre-
lation of the observable with the fluctuating force. How-
ever, eqn. (34) involves the auto-correlation function of
the fluctuating force η between an arbitrary time t and
the initial (or ’reference’) time t′. It would be more
useful to derive a similar type of relation for the auto-
correlation function of η between two arbitrary times t1
and t2, i.e. for 〈η
∗
t′(t
′, t1)ηt′(t
′, t2)〉. This would for in-
stance help if one aims to numerically generate random
realisations of the fluctuating force η according to its
correct distribution. To do this, we go back to eqn. (16)
and we take its derivative with respect to t′ reading
0 = −K(t, t′)At′ +
∂ηt′(t
′, t)
∂t′
(35)
5which we can integrate to find
ηt′(t
′, t) = ηt1(t1, t)−
∫ t1
t′
dτK(t, τ)Aτ (36)
where t1 is an arbitrary reference time. Now, we calcu-
late 〈ηt′(t
′, t1)
∗ηt′(t
′, t2)〉 by multiplying (36) by itself,
once with t = t1 and once with t = t2 :
〈ηt′(t
′, t1)
∗ηt′(t
′, t2)〉 = −K(t2, t1)
〈
|At1 |
2
〉
+
∫ t1
t′
dτ
∫ t1
t′
dτ ′K∗(t1, τ)K(t2, τ
′) 〈A∗τAτ ′〉
−
∫ t1
t′
dτK∗(t1, τ) 〈A
∗
τηt1(t1, t2)〉
−
∫ t1
t′
dτK(t2, τ)
〈
Aτη
∗
t1(t1, t1)
〉
(37)
where we have already used (34) to rewrite the first term
in the right-hand side. Let us now simplify the last two
terms involving 〈A∗τηt1(t1, t2)〉 and
〈
Aτη
∗
t1(t1, t1)
〉
. Let
us first multiply (36) by A(τ) and take the average to
find
〈A∗τηt′(t
′, t)〉 =−
∫ τ
t′
dτ ′K(t, τ ′)C(τ ′, τ)
where we have used 〈A∗τητ (τ, t)〉 = 0 by definition of the
projection operator. Therefore we have∫ t1
t′
dτK∗(t1, τ) 〈A
∗
τηt1(t1, t2)〉
=
∫ t1
t′
dτ
∫ t1
τ
dτ ′K∗(t1, τ)K(t2, τ
′)C(τ ′, τ) (38)
and∫ t1
t′
dτK(t2, τ)
〈
Aτη
∗
t1(t1, t1)
〉
=
∫ t1
t′
dτ
∫ τ
t′
dτ ′K(t2, τ
′)K∗(t1, τ)C(τ
′, τ) (39)
where we have swapped the order of integration, and
relabeled the integration variables . We obtain thus, for
real-valued observables∫ t1
t′
dτK∗(t1, τ) 〈A
∗
τηt1(t1, t2)〉
+
∫ t1
t′
dτK(t2, τ)
〈
Aτη
∗
t1(t1, t1)
〉
=
∫ t1
t′
dτ
∫ t1
t′
dτ ′K(t2, τ
′)K∗(t1, τ)C(τ
′, τ)
(40)
The last three terms of eqn. (37) cancel each other and
it finally reads
K(t2, t1)
〈
|At1 |
2
〉
= −〈ηt′(t
′, t1)ηt′(t
′, t2)〉 (41)
The structure of the “fluctuation-dissipation-like rela-
tion” still holds true for two arbirtary times, in the case
of real-valued observables. Note that the relation is in-
dependent from the reference time t′ and that it might
be a practical tool if one wants to generate trajectories
that are solutions of eqn. (16).
TREATING TIME AS A PHASE-SPACE
COORDINATE
Here we introduce a concept, inspired by fluid dynam-
ics, that we consider a useful alternative pathway to the
derivation of the Heisenberg equation. This concept also
allows us to derive the Generalized Langevin Equation
for time-dependent variables, which turns out to be once
again identical to the one derived for time-independent
observables in ref. [11].
The case of time-dependent variables
Assume now one is interested in a variable that has
an explicit dependence on time and one wants to de-
rive the projection operator formalism in order to obtain
a Langevin-like equation. The notation for the phase-
space field A(γ) becomes A(γ, t) and A(γ, s; t) becomes
A ([γ, s; t] , t) (where the second time-dependence is an
explicit dependence). Both notations are related via
A ([γ, s; t] , t) = A(Γ(γ, s; t), t). In order to apply the
method of Holian and Evans in this case, we need
to define the operator Us,t such that it also advances
the explicit time-dependence of phase-space fields, i.e.
A(Γ(γ, s; t), t) = Us,tA(γ, s). The differentiation with
respect to t would then yield
d
dt
Us,tA(γ) = γ˙ (Γ(γ, s; t), t) ·
∂A
∂γ
(Γ(γ, s; t), t)
+
∂A
∂t
(Γ(γ, s; t), t) (42)
In order to recover the convenient structure of eqn. (26)
that was used for time-independent observables, we can
artificially treat the time-dependence of A as an effec-
tive phase-space coordinate and get rid of the partial
derivative with respect to time. We hence define an aug-
mented phase-space, which consists in the usual phase-
space to which we add an extra temporal dimension.
We note the coordinate in this new space
γ
′ = (γ, τ) (43)
Along a trajectory, a phase-space particle evolves for-
ward in the τ -direction at a constant rate and formally
follows the time-evolution of the process. The flow field
in this augmented space is given by
γ˙
′(γ′, t) = (γ˙(γ′, t), τ˙ (γ′, t)) = (γ˙(γ, τ), 1) (44)
6In this context A(γ′) is the observable field in this space,
and we can rewrite
d
dt
Us,tA(γ
′) = Us,t
[
γ˙′ (γ′, t) ·
∂
∂γ
A (γ′)
]
(45)
We can then change the definition of the Liouvillian
operator in this augmented phase-space accordingly and
find
d
dt
Us,t = Us,tiL
′
t (46)
The formalism developed in the previous paragraph
would then remain valid and the structure of eqn. (16)
would still be valid, together with the FDT-like relation
(41). In order to recover the true dependence of the
observable A, we make sure that the initial augmented
phase-space density ρ′(γ′, s) has a Dirac peak at τ = s,
i.e. ρ(γ′, s) = ρ(γ, s)δ(τ−s). The averages and correla-
tion functions computed in this way are then consistent,
such that eqn. (17) would also hold true. Note that this
procedure is in principle valid for any time-dependence
in the variable A.
An important example of such time-dependence is the
investigation of fluctuations in a non-stationary process.
If the time-dependent average 〈A(t)〉 of the variable A
is not constant, the autocorrelation function 〈A(t)A(t′)〉
might not be enough to study fluctuations and one may
want to study the shifted correlation function
C˜(t, t′) = 〈A(t)A(t′)〉 − 〈A(t)〉 〈A(t′)〉 (47)
This function can be seen as the true correlation func-
tion of the modified variable A˜ whose observable field is
defined as
A˜(γ, t) = A(γ)− 〈A(t)〉 (48)
which is such that C˜(t, t′) =
〈
A˜(t)A˜(t′)
〉
. For this mod-
ified variable, the arguments presented above show that
the derivation leading to (16) and (17) still holds true
and we can hence write
∂C˜(t, t′)
∂t
= ω˜(t)C˜(t, t′) +
∫ t
t′
dτK˜(t, τC˜(t′, τ) (49)
where ω˜ and K˜ are defined smililarly as in (18) and
(19) where A is replaced by A˜. Note also that the cor-
responding fluctuation term η˜ has a vanishing average
〈η˜t′(t
′, t)〉 = 0 by definition of the variable A˜.
The concept of augmented phase-space introduced
here can now be used to shed a new light on the case of
time-dependent microscopic dynamics.
Reconsidering time-dependent microscopic
dynamics
The approach presented in the previous paragraph
can be related to concepts of fluid dynamics in which,
as in statistical and quantum mechanics, one has two
choices when it comes to describing the motion of an
object. One can choose to describe a process in the
Euler picture, which consists in looking at the flow of
fluid that passes through a fixed point of space. Or one
can choose to follow the trajectory of one particle of the
fluid throughout the process, the Lagrange picture. An
introduction to these concepts is presented in ref. [20].
The analogy between Hamiltonian mechanics and fluid
dynamics has been used successfully multiple times to
solve various problems, as shown in ref. [21–23].
To derive the equation of motion, we employ the La-
grange picture, in which one follows the evolution of one
particle of “fluid” (be it a hydrodynamic volume in real
space or a volume in phase-space). The position at time
t in that space of a particle that was located at position
γ at time s is denoted by Γ(γ, s; t). The change of ref-
erence frame with respect to the Euler picture is given
by the relation
dΓ(γ, s; t)
dt
= γ˙ (Γ(γ, s; t), τ) |τ=t (50)
where γ˙(γ, t) is the flow field at the position γ at time
t and is given by the microscopic equations of motion.
We now follow the value of the observable A along a
trajectory and denote as A(γ, s; t) = A(Γ(γ, s; t)) its
time evolution along a trajectory that was initialized at
time s at a position γ in phase-space. Thus, one has
A(γ, s; t+ dt) = A (Γ (γ, s; t+ dt))
= A (Γ(γ, s; t) + γ˙(Γ(γ, s; t), t)dt) (51)
i.e. the chain rule, which yields
dA(γ, s; t)
dt
= γ˙ (Γ(γ, s; t), t) ·
∂A
∂γ
(Γ(γ, s; t)) (52)
(Note that the notation ∂A∂γ (Γ(γ, s; t)) means that we
take the derivative of A with respect to γ, and we then
evaluate it at the point Γ(γ, s; t), i.e. ∂A∂γ (Γ(γ, s; t)) 6=
d
dγ [A (Γ(γ, s; t))].
We show in the supplemental material that for time-
independent dynamics the identity
Γ(γ + γ˙(γ)dt, s; t) = Γ(γ, s; t+ dt) (53)
is enough to show the validity of the Heisenberg equa-
tion. This is due to the fact that the streamlines defined
by γ˙ are constant in time. When written with all the de-
pendences, the corresponding Heisenberg equation reads
dA(γ, s; t)
dt
= γ˙(γ) ·
∂A(γ, s; t)
∂γ
= iLA(γ, s; t) (54)
Since eqn. (53) is not valid for time-dependent flow fields
γ˙(γ, t), equation (54) cannot be valid either. Time-
dependent microscopic dynamics is often tackled in very
7mathematical words, using the tools of topology of sym-
plectic manifolds, which might be hard to read for non-
specialists [24, 25]. Here we will account for the time-
dependence of the flow field in the Lagrange picture first,
and later in the Euler picture, using hydrodynamics as a
didactic tool. As mentioned above, working in a phase-
space whose streamlines are fixed in time is intrinsically
more convenient. In fact, the very reason that makes
the Heisenberg picture valid in time-independent mi-
croscopic dynamics is the validity of eqn. (53).
To achieve this, we use the same technique as for the
case of time-dependent observables, namely we add a
temporal dimension to phase-space, exactly as defined
in eqns. (43) and (44). The streamlines of this space
are constant in time, and the trajectory of a phase-
space particle is therefore well-defined in this space. We
denote as Γ′(γ′, t) the position at time t in the aug-
mented phase-space of a trajectory that was initialized
at the position γ′ = (γ, τ). The argument that leads
to eqn. (54) can now be reproduced in the augmented
space. In particular we show
dΓ′(γ′, s; t)
dt
=
∂Γ′(γ′, s; t)
∂γ′
· γ˙′(γ′) (55)
which is the extension of eqn. (76) in the appendix. We
now split this into two parts, the phase-space part and
the temporal part, and we notice that the equation is
valid for any component of Γ′, in particular any phase-
space component Γ. Thus, we obtain
dΓ(γ′, s; t)
dt
=
∂Γ(γ′, s; t)
∂γ
· γ˙(γ′) +
∂Γ(γ′, s; t)
∂τ
(56)
where we have used τ˙ = 1. The term ∂Γ(γ
′,s;t)
∂τ can be
interpreted as the change in the position in phase-space
at time t if the system was initiliazed at time τ + dτ
instead of τ . Following the same line of arguments as
before, we write the equation of motion for the observ-
able A, i.e.
dA(γ′, s; t)
dt
= γ˙′(γ′) ·
∂A(γ′, s; t)
∂γ′
(57)
where A(γ′, t) is the value of A at time t for a trajectory
initialized at position γ′ in the augmented phase-space.
We now introduce the modified Liouvillian operator
iL′ = γ˙′(γ′) ·
∂
∂γ′
(58)
This allows to formally integrate the equation of motion
for A(γ′, s; t) as
A(γ′, s; t) = eiL
′(t−s)
A(γ′) (59)
In most concrete situations, the trajectories are all ini-
tialized at equivalent reference times, meaning that we
start all the configurations with the same value of τ that
one can arbitrarily set to τ = s. If this is the case, with
the previous notation we should have
dA(γ, s; t)
dt
= γ˙(γ) ·
∂A(γ, s; t)
∂γ
+ lim
τ→s
∂A (γ′, s; t)
∂τ
(60)
where A(γ, s; t) = limτ→sA(γ
′, s; t) has the same
meaning as in the previous paragraph, and γ˙(γ) =
limτ→s γ˙(γ
′) is the initial/reference value of the flow
field.
Regarding the Schro¨dinger picture, one might want to
write Liouville’s theorem, i.e. the conservation of prob-
ability, in the augmented phase-space. Even though
eq. (21) remains valid, it is also possible to write it in a
fixed flow field, reading
∂ρ(γ′, t)
∂t
+
∂
∂γ′
·
[
ρ(γ′, t)γ˙′(γ′, t)
]
= 0 (61)
where ρ(γ′, t) is the probability density in the aug-
mented phase-space at time t. Defining a propagator
i L′, in analogy, as
i L′ =
∂
∂γ′
·
[
γ˙′(γ′, t) · · ·
]
(62)
Liouville’s theorem becomes
∂tρ(γ
′, t) + i L′ρ(γ′, t) = 0 (63)
and thus, the propagation of density is integrated as
ρ(γ′, t) = e−i L
′(t−s)ρ(γ, s) (64)
Practically, most experiments are carried out such
that all trajectories are initialized in a hyperplane τ = s,
in which case the connection with the previous notation
is
ρ(γ′, t) = ρ(γ, t)δ(t − τ) (65)
The time-dependent picture is now complete, on the
Heisenberg level as well as on the Schro¨dinger level. (A
concrete simple example is shown in the appendix.) In
addition, we can establish a relation between these two
approaches. Making use of eqn. (65), (23) and (64), we
can write
ei L
′(t−s)[δ(s− τ)ρ(γ, s)] =
δ(t− τ) exp+
{
−
∫ t
s
iLt′dt
′
}
ρ(γ, s) (66)
This equation should be true for any reference phase-
space probability density ρ(γ, s) , thus we have
e−i L
′(t−s) [δ(s− τ)·] = δ(t− τ) exp+
{
−
∫ t
s
iLt′dt
′
}
(67)
which directly connects our approach with the one by
Holian and Evans. We can now safely define the time-
dependent averages.
8Time-dependent averages
To define the averages correctly in the augmented
phase-space, we can work directly with A(γ′, t) itself,
and therefore use eqn. (59) together with eqn. (65). In
the Schro¨dinger picture, we would have
〈A(t)〉 =
∫
dγ′ρ(γ′, t)A(γ′)
=
∫
dγ′e−i L
′(t−s) [ρ(γ, s)δ(s− τ)]A(γ′) (68)
The integration by parts that is usually performed to
switch to the Heisenberg picture is still valid in the aug-
mented phase-space. In fact,
(
i L′
)†
= −iL′, therefore
we have
〈A(t)〉 =
∫
dγ′ρ(γ, s)δ(s − τ)eiL
′(t−s)
A(γ′)
=
∫
dγρ(γ, s)
[∫
dτδ(s − τ)A(γ′, s; t)
]
(69)
Since we have A(γ, s; t) = limτ→sA(γ
′, s; t) =
∫
dτδ(s−
τ)A(γ′, s; t), we finally can write
〈A(t)〉 =
∫
dγρ(γ, s)A(γ, s; t) (70)
We recover safely the definition of the time-dependent
average of A that one would naturally define in the
Heisenberg picture using the usual phase-space.
CONCLUSION
In this paper, we have shown how to derive the equa-
tion of motion of a coarse-grained observable in the case
of a system that is governed by microscopic dynamics
that depends explicitly on time, and in the case of an
observable having itself an explicit dependence on time.
We have shown that the basic steps of the projection op-
erator formalism can still be applied although the prop-
agator of the process is more complicated than a simple
exponential operator. We have also derived an improved
version of the fluctuation-dissipation-like relation, link-
ing the memory function with the autocorrelation of the
fluctuating force between two arbitrary times.
In addition, we have introduced the notion of an aug-
mented phase-space together with a modified Liouvillian
operator, which allows us to write an effectively time-
independent equation. Although this concept is not
strictly necessary to derive the Generalized Langevin
Equation in this context, we think it is a useful con-
ceptual tool that allows to understand the problem in
geometrical terms. The fact that the streamlines in this
space are fixed by construction helps to generalize the
Heisenberg equation together with projection operator
formalism that are known for conservative systems. The
structure of the equation of motion in this space was
shown to be identical as the one of the time-independent
dynamics, but calculations of averagesmust be then per-
formed with care. In particular, we have discussed the
equivalence between this method and the one introduced
by Holian and Evans using time-ordered exponentials.
ACKNOWLDEGEMENTS
We thank F. Schmid, G. Jung and G. Amati for
useful discussions. This project has been financially
supported by the National Research Fund Luxembourg
(FNR) within the AFR-PhD programme.
[1] B. Peters, Annual review of physical chemistry 67, 669
(2016).
[2] M. A. Rohrdanz, W. Zheng, and C. Clementi, Annu.
Rev. Phys. Chem. 64, 295 (2013).
[3] F. Sittel and G. Stock, J. Chem. Phys. 149, 150901
(2018).
[4] D. S. Lemons and A. Gythiel,
Am. J. Phys. 65, 1079 (1998).
[5] R. Zwanzig, Phys. Rev. 124, 983 (1961).
[6] H. Mori, Prog. Theor. Phys. 33, 423 (1965).
[7] K. Kawasaki and J. D. Gunton, Physical Review A 8,
2048 (1973).
[8] H. Furukawa, Progress of Theoretical Physics 62, 70
(1979).
[9] A. Latz, Journal of Statistical Physics 109, 607 (2002).
[10] M. Fuchs and M. E. Cates, Journal of Rheology 53, 957
(2009).
[11] H. Meyer, T. Voigtmann, and T. Schilling,
J. Chem. Phys. 147, 214110 (2017).
[12] B. L. Holian and D. J. Evans,
J. Chem. Phys. 83, 3560 (1985).
[13] H. Grabert, Projection Operator Techniques in Nonequi-
librium Statistical Mechanics (Springer Berlin Heidel-
berg, 1982) p. 166.
[14] Y. Yoshimoto, Z. Li, I. Kinefuch, and G. Karniadakis,
Journal of Chemical Physics 147 (2017).
[15] G. Jung, M. Hanke, and F. Schmid, Journal of chemical
Theory and Computation 13, 2481 (2017).
[16] G. Jung, M. Hanke, and F. Schmid, Soft Matter 14,
9368 (2018).
[17] B. Cui and A. Zaccone,
PHYSICAL REVIEW E 97 (2018), 10.1103/PhysRevE.97.060102.
[18] O. F. Lange and H. Grubmueller, Journal of Chemical
Physics 124 (2006).
[19] A. Makroglou, Mathematics and Computers in Simulation 34, 459 (1992).
[20] K. B. Ranger and G. K. Batch-
elor, Am. Math. Mon. 76, 957 (1969),
arXiv:9780471202318.
[21] R. Salmon, Annu. Rev. Fluid Mech. 20, 225 (1988).
[22] P. Constantin, Commun. Math. Phys. 216, 663 (2001).
[23] V. I. Oseledets, Russ. Math. Surv. 44, 210 (1989).
9[24] S. Wiggins, Introduction to applied nonlinear dynamical systems and chaos
(Springer, 2003) p. 843.
[25] G. A. Sardanashvily, J. Math. Phys. 39, 2714 (1998).
10
SUPPLEMENTAL MATERIAL
Detailed derivation of the Heisenberg equation in
time-independent dynamics
We show in this appendix a geometric derivation of
the Heisenberg equation. We use the same notations as
in the main text.
Let us first consider an infinitesimal displacement
dγ in phase-space, proportional to γ˙(γ, t), i.e. dγ =
γ˙(γ, t)dt. In the case of a time-independent flow field
γ˙(γ, t) = γ˙(γ), that is for a Hamiltonian that does not
depend on time, we have
Γ(γ + γ˙(γ)dt, s; t) = Γ(γ, s; t+ dt) (71)
Now, let us consider an arbitrary displacement dγ that
we decompose into its component along γ˙(γ) and its
other components in the orthogonal subspace, i.e.
dγ = γ˙(γ)dt + dγ⊥ (72)
where dγ⊥ · γ˙ = 0, and therefore dt = dγ · γ˙/|γ˙|
2. (A
sketch of this is shown in figure 1.) We use this decom-
position to write
Γ(γ + dγ, s; t) = Γ (γ + dγ⊥ + γ˙(γ)dt, s; t)
= Γ
(
γ + dγ⊥ + γ˙(γ + dγ⊥)dt−
∂γ˙
∂γ
(γ) · dγ⊥dt, s; t
)
(73)
where we have used γ˙(γ + dγ⊥) = γ˙(γ) +
∂γ˙
∂γ (γ) · dγ⊥.
We neglect the second-order term in dγ⊥dt and we use
eqn. (53) to find
Γ(γ + dγ, s; t) = Γ(γ + dγ⊥, s; t+ dt) (74)
We finally expand this as
Γ(γ+dγ, s; t) = Γ(γ, s; t)+
∂Γ(γ, s; t)
∂γ
·dγ⊥+
∂Γ(γ, s; t)
∂t
dt
(75)
where we have again neglected the second-order term in
dγ⊥dt. We now replace dγ⊥ by dγ− γ˙(γ)dt and we use
Γ(γ + dγ, s; t) = Γ(γ, s; t) + ∂Γ∂γ (γ, s; t) · dγ to finally
obtain
dΓ(γ, s; t)
dt
=
∂Γ(γ, s; t)
∂γ
· γ˙(γ) (76)
We can now use eqn. (50) and insert the result above
into eqn. (52). Explicitly noting all the indices we obtain
dA(γ, s; t)
dt
=
∑
i,j
γ˙i(γ)
∂Γj(γ, s; t)
∂γi
∂A (Γ(γ, s; t))
∂γj
(77)
This can be rewritten as
dA(γ, s; t)
dt
=
∑
i
γ˙i(γ)
∂
∂γi
[A (Γ(γ, s; t))] (78)
γ
γ˙(γ)
γ˙(γ)dt
dγ
dγ⟂
FIG. 1. Sketch of the decomposition (??). The dotted lines
represent streamlines in phase-space.
By making use of the correspondance A(γ, s; t) =
A(Γ (γ, s; t)), one can finally rewrite
dA(γ, s; t)
dt
= γ˙(γ) ·
∂A(γ, s; t)
∂γ
= iLA(γ, s; t) (79)
This equation is the expected Heisenberg equation.
However, the derivation made use of eqn. (53), which
is valid only in the case of a flow field that does not
depend on time. Therefore, this approach cannot work
if the Liouvillian has an explicit dependence on time.
Simple example : the harmonic oscillator
To illustrate the discussion of the concept of aug-
mented phase-space, we study a simple 1-particle har-
monic oscillator, with the Hamiltonian
Ht(p, x) =
p2
2m
+
k(t)x2
2
(80)
We want to show in this part how eqn. (56) is verified,
first in a case of a constant spring constant, and then
with a time-dependence.
In the case of a time-independent Hamiltonian, i.e.
k(t) = k0, the connection with the notation defined in
the main text of this paper is as follows
γ = (x, p) (81)
γ˙(γ, t) = (x˙, p˙) = (p/m,−k0x) (82)
Γ (γ, s; t) = (X(γ, s; t), P (γ, s; t)) (83)
where X(γ, s; t) and P (γ, s; t) are respectively the po-
sition and momentum of the particle at time t is the
system was located at the position x and momentum p
at time s. We will now forget about the time s that we
set to s = 0, i.e. Γ (γ, s; t) becomes Γ (γ, t).
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The motion of the particle in phase-space can be an-
alytically solved, reading
X(γ, t) = x cos(ωt) +
p
mω
sin(ωt) (84)
P (γ, t) = −mωx sin(ωt) + p cos(ωt) (85)
with ω =
√
k0/m. Using this notation, we compute the
Jacobian matrix ∂Γ∂γ (γ, t), and obtain
∂Γ
∂γ
(γ, t) · γ˙(γ) =
(
p cos(ωt)
m −
k0x sin(ωt)
mω
−k0x cos(ωt)− ωp sin(ωt)
)
(86)
On the other hand, we have
γ˙(Γ(γ, t)) =
(
p cos(ωt)
m − ωx sin(ωt)
−kp sin(ωt)mω − kx cos(ωt)
)
(87)
Using again ω =
√
k0/m, the identity (76) is veri-
fied, and therefore eqn. (56) is also verified since both
equations are identical in the case of time-independent
Hamiltonian.
Now, we choose a time-dependent trap, i.e. k(t) =
k0e
−Ωt, and we want to verify again eqn. (56). As ex-
plained earlier, the dependence on τ can be introduced
by solving the equation of motion for a shifted Hamil-
tonian H˜t = Ht+τ . Thus, we solve the equation
mZ¨(t) + k(t+ τ)Z(t) = 0 (88)
with the initial conditions Z(0) = x and Z ′(0) = p/m.
The solution can be expressed analitycally using Bessel
functions, i.e.
X(γ′, t) =
J0(α(t+ τ))
[
ωXY1(α(τ)) − PY0(α(τ))e
Ωτ/2
]
− Y0(α(t+ τ))
[
ωXJ1(α(τ)) − PJ0(α(τ))e
Ωτ/2
]
ω [J0(α(τ))Y1(α(τ)) − Y0(α(τ))J1(α(τ))]
(89)
with α(t) = 2ωΩe
−Ωt/2, Jn is the Bessel function of
first kind and Yn is the Bessel function of second kind.
With this result, one can compute P (γ′, t) and also
compute the derivatives of these two functions with re-
spect to either x, p or τ , and we also have γ˙′(γ′) =
(p/m,−k(τ)x, 1). We have everything to verify eq.(56),
which turns out to be satisfied.
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FIG. 2. We plot here the two trajectory in the augmented
phase-space, for the particular choice x = 1, p = 0 and
τ = 0 for the initial state in the augmented phase-space,
and k0 = m = 1, Ω = 0.05. The gray arrows represent the
vectors γ′(γ).
