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x1. Introduction. It was shown in these papers that these properties hold if and only if the domains of the fractional powers of T interpolate by the complex method. In this case H is the complex interpolation space midway b e t ween the completion D T of its domain D (T) under the norm k T uk , and the completion R T of its range R(T) under T ;1 u .
PASCAL AUSCHER, ALAN M c INTOSH AND ANDREA NAHMOD
A principal result of the current paper, Theorem 4.2, is that k u k T is the norm of this complex interpolation space midway b e t ween D T and R T , whether or not T has a bounded H 1 functional calculus.
A consequence is the fact that if two operators S and T satisfy D(S) = D(T) with k Suk k T uk and R(S) = R(T) w i t h S ;1 u T ;1 u , then k u k S k u k T . Therefore, if T satis es the quadratic estimate k u k T c k u k , then k u k S c k u k .
We also present a more direct proof of this result as Theorem 3.1.
These results also hold for operators of type S ! which h a ve spectrum in the union of two sectors. In this case they can be used to show h o w known quadratic estimates for the operators a d dx and b d dx imply quadratic estimates for a particular system T , which in turn give the bound jjL . In order to prove s u c h a bound when L includes lower order terms and is de ned under boundary conditions on an interval, we need a further development of the connections between quadratic estimates, interpolation spaces, and fractional powers. Such connections are developed in this paper, while the application is presented in a second paper AM c N].
The results of this paper have a long history, so that it is not possible to give credit for all the underlying ideas. First, there is the operator theory developed in the study of semi{groups as well as fractional powers. Then there is the harmonic analysis related to Littlewood{Paley estimates as developed by Stein and many others. This is related to the interpolation theory initiated by Calder on, Lions and Peetre, and to the theory of Sobolev and Besov spaces.
These concepts all lie behind the main interpolation results, Theorems 4.2 and 5.3. Although these theorems include many k n o wn results as speci c cases, they are, so far as we a r e a ware, new as stated, as are the consequences presented in Theorems 7.3 and 8.5. Our interest stems from the fact that they provides a useful tool for the study of functional calculi of operators in Hilbert spaces.
Let us describe the contents. We review the basic background on operator theory in Section 2. In Section 3 we present a direct approach to obtaining quadratic estimates for an operator from known estimates for a related operator. This material is re-obtained and strengthened from the point o f v i e w o f i n terpolation theory in Section 4. In Section 5 w e c haracterise the real interpolation spaces of domains of fractional powers, while we show in Section 6 that these are the same as the complex interpolation spaces.
We turn our attention in Section 7 to applying this material to a class of operators obtained from multiplicative perturbations of positive self{adjoint operators. In Section 8 w e show h o w to extend these results to operators of type S ! , whose spectrum is in the union of two sectors, since that is what is needed for the motivating example in Section 9 and its generalisation in AM c N]. We describe in Section 10 some results connecting the FUNCTIONAL CALCULI AND INTERPOLATION 3 square root problem of Kato to quadratic estimates for related operators. We conclude in Section 11 with some peturbation results. This paper has had a gestation period of several years, during which time we h a ve had the bene t of constructive comments from many people, to all of whom we express our appreciation. In particular we thank Xuan Duong, Edwin Franks and Derek Robinson. We also thank Florence Lancien for suggesting improvements to an earlier version.
We are especially grateful to Atsushi Yagi, from whom the second author learned of the connections between quadratic norms and interpolation spaces during a visit to Japan in 1989, and to Jill Pipher who explained to us, during her visit to Australia in 1993, her unpublished This research w as undertaken at Universit e de Rennes I, Macquarie University i n Sydney, the Australian National University i n C a n berra, the International Centre for Mathematical Sciences in Edinburgh, and the University o f T exas at Austin, to all of whom we express our gratitude.
Whenever it is stated that two Hilbert spaces H and K are equal, H = K , i t i s implied that their norms are equivalent. Often we write a statement s u c h a s \ X Y with k uk Y c k u k X " concerning two normed spaces X and Y to mean that \ X Y and there exists a constant c such that k u k Y c k u k X for all u 2 X ". 
We s a y that T is bounded o n H if D(T) = H and k T k < 1 . The Banach algebra of all bounded operators on H is denoted by L(H) .We call T closed if its graph, f(u Tu) : u 2 D (T ) g is a closed subspace of H H .
The spectrum (T ) o f T is the set of all complex for which ( T ; I) ;1 = 2 L (H) , together with 1 if T = 2 L (H) . S !+ = f 2 C : j arg j !g f 0 1g S 0 + = f 2 C : 6 = 0 j arg j < g:
A closed operator T is said to be of type ! if (T ) N(T) is the nullspace of T and H 0 is the closure of R (T) , and moreover, the restriction of T to H 0 is a one{one operator of type ! in H 0 . S o the general theory can readily be reduced to that of one{one operators. The direct sum is in general not orthogonal.
In investigating the holomorphic functional calculus of T , w e e m p l o y the following subspaces of the space H(S Theorem 2.2. Let T be a one{one operator of type ! in H , and let 0 ! < < . Let us present v arious ways in which quadratic estimates for one operator can be deduced from quadratic estimates for a related operator. The rst result, modi ed for operators of type S ! , is precisely what is needed for the application in Section 9. We follow it with a strengthened version which is more in the nature of an interpolation result. Let us present a second version of the above result which includes these replacements, and is strengthened as well. In this form it becomes an interpolation theorem.
In the next section we shall see that H T is a real interpolation space midway b e t ween D T and R T . 
Here is a consequence which is useful in practice. We c o m e n o w to the main result which relates quadratic estimates to interpolation theory. W e follow the real interpolation method of Lions and Peetre as presented in Chapter 3 of Bergh and L ofstr om's book BL] though we abbreviate the symbol (H K) 2 for the usual real interpolation space to (H K) . Later we shall remark that these spaces are identical to the complex interpolation spaces H K] .
Recall that D T is the completion of the domain D(T) under the norm k T uk and that R T is the completion of the range R(T) under T ;1 u . These spaces are compatible in the sense that each i s c o n tinuously embedded in a larger Banach space X . F or example, we could choose X = R (T ) where ( The integral bounds on ( p p t ) (T ) 
On taking the in mum over all decompositions of u , w e conclude that (R T D T ) 1 2 H T with k u k T c k u k1 2 J :
Remark. An adaptation of this proof leads to the identities H T = ( H D T ) and H T ; = ( H R T ) when 0 < < 1 . These characterisations of H T and H T ; as interpolation spaces are due to Komatsu Kom1, Kom2, Kom3] . In the case when ! < 2 , s u c h characterisations were also obtained by Berens and Butzer BB1] and by Grisvard G1] . See also Sections 3.5 and 3.6.5 of BB2]. In these papers, speci c quadratic functionals are used. Our more general approach to quadratic estimates allow us to simplify the exposition and to interpolate between R T and D T .
The signi cance of Theorem 4.2 is that it provides a method for determining whether As an initial application, we present an alternative proof of Theorem 3.2 and hence of Theorem 3. (T ) as a contour integral as described in Section 2, we h a ve We are now ready for the main result of this section. As before, each pair of spaces considered is compatible. 
H T s+ (t;s) = ( D T s H T t ) = ( H T s D T t ) = ( H T s H T t ) :
Proof. Proceed as before. The nal statement is a consequence of the reiteration theorem. For example, on choosing > t and = ( t ; s)( ; s) ;1 , w e h a ve
(D T s H T t ) = D T s (D T s D T ) = ( D T s D T ) = H T s+ (t;s) :
On combining this interpolation result with Proposition 5.1, we obtain the following fact.
Theorem 5.4. Let T be a one{one operator of type ! for which H T = H . T h e n the spaces D T s interpolate by the real method.
We shall see in a moment that these spaces also interpolate by the complex method. This result dates back to the early days of interpolation theory in the particular case when T is positive self{adjoint. In the case when T is maximal accretive, it was rst proved by Lions L] . For general operators of type ! satisfying H T = H , see Y1, M c 2]. The result follows from the boundedness of the imaginary powers T is , s 2 R (which i s a particular case of T having a bounded H 1 functional calculus) and the three lines theorem.
Another consequence of Theorem 5.3 is the following result of Yagi Y1] . Recall that T denotes the adjoint o f T using the given inner product on H . (ii) By Theorem 4.2, H T s = H T s , and, by duality, H T ;s = H T ;s . Therefore, applying Theorem 5.3, H T = H T . Now proceed as before to conclude that H T , a s w as shown previously by Grisvard G2]. x6. Real and complex interpolation of Hilbert spaces.
It is time to observe that the real interpolation spaces of Theorem 5.3 are equal to the corresponding complex interpolation spaces. Indeed there is always an equivalence between real and complex interpolation for pairs of Hilbert spaces whose intersection is dense in each of them. This is a special case of a result of Peetre P] . As a consequence of this result, the interpolation spaces in all the preceding results can be taken as complex interpolation spaces.
x7. Special classes of operators.
Aside from maximal accretive operators, the operators of type ! which a r e m o s t commonly encountered are multiplicative perturbations AS or SA of positive s e l f { adjoint operators S by bounded invertible ! -accretive operators A . The important thing to note is that they do not necessarily have bounded H 1 functional calculi M c Y].
In other words, there exist such operators S and A for which H AS 6 = H .
In practice, a lot of work can be involved in proving the quadratic estimates required to obtain H T = H for speci c operators.
Here are some results which are automatically satis ed by operators AS and SA, starting with the known fact M c 2] that they are of type ! .
Proposition 7.1. Let The result for T is obtained by taking adjoints (using the given inner product), with A in place of A .
Remark. If the condition on S is relaxed to the statement that S is a one{one maximal accretive operator with numerical range in S + where < ; ! , then T x8. Operators of type S ! .
There is a straightforward generalisation of the theory of operators of type ! to operators with spectrum in the union of two sectors. Let us review this, and record some analogues of the preceding theory in this case. The results of Sections 2 and 3 generalise directly to the case when T is a one{one operator of type S ! , with the following modi cations. Let us draw attention to the fact that such proofs repeatedly use the equivalence of the norms k u k T de ned with di erent c hoices of . The same result holds with T = SA replacing T provided the condition on = 2 S is replaced by j j 2 BA ;1 cosec( ; !) . FUNCTIONAL CALCULI AND INTERPOLATION 19 Proof. For = 2 S and u 2 D (T ) , then k A ;1 k k (T + B ; I)u k k uk j (A ;1 (T + B ; I)u u)j j jsin( ; !) x9. First order systems and square roots of second order di erential operators in L 2 (R) .
Here is the result which stimulated the current i n vestigation.
In this section 0 ! < = 2 , and a and b denote bounded ! -accretive functions on R with bounded reciprocals, meaning that a b 
There is no essential change, and so we nd that K S = K . The fact that this result can be deduced from the same quadratic estimates as those already known for ;ib d dx , w as rst proved by Pipher using direct arguments involving integration by parts. Her work led us to state and prove Theorem 3.1, the key idea of FUNCTIONAL CALCULI AND INTERPOLATION 21 which is the rst expression for k u k 2 , which is a reformulation of her more explicit formula.
We remark that the interpolation spaces for the operator T are K T In this section we show that if an operator satis es quadratic estimates, then so do certain related operators. These results are all useful in applications. See AM c N].
