Abstract. We introduce an embedding of the free magma on a set A into the direct product of the free magma on a singleton set and the free semigroup on A. This embedding is then used to prove several theorems related to algebraic independence of subsets of the free non-associative algebra on A. Among these theorems is a generalization of a result due to Kurosh, which states that every subalgebra of a free non-associative algebra is also free.
The operation • S , which is associative, is called concatenation. It is standard notation to write, for example, the element f : {1, 2, 3} → Z with f (i) = z i for all i as z 1 z 2 z 3 .
If
f : {1, 2, . . . , n} → A is an element of S[A], then we say that the degree of f is n and we write deg(f ) = n.
The following proposition, which is analogous to Proposition 1, has a straightforward proof. ] together with the operation • N is an F-algebra, which we will denote by N [A] . N[A] is called the free (non-associative) F-algebra on the set A [10] . Rather than using the symbol • N , we will from now on denote the product of two elements p 1 , p 2 ∈ N[A] by (p 1 , p 2 ). If {a 1 , a 2 , . . . , a n } is a finite set of n elements, then we will denote the free non-associative algebra N[{a 1 , a 2 , . . . , a n }] by N[a 1 , a 2 , . . . , a n ].
Under the obvious identification,
that is a basis for the vector space N[A]. We will call elements of N[A] A-polynomials. Thus, every A-polynomial can be expressed uniquely as a linear combination of A-monomials. For a nonzero A-polynomial p, if
for nonzero c i ∈ F and A-monomials n i , where n i = n j if i = j, then the A-monomials n i are called the monomial terms of p. The degree of an A-polynomial p, denoted deg(p), is defined to be the degree of the highest-degree monomial term of p. The degree of the zero A-polynomial is left undefined. If p 1 and p 2 are any nonzero A polynomials, then we have
If, for example, F = Q and Z is as given previously, then
and p 2 = 4(z 3 , (z 1 , z 1 )) + z 2 + 3z 3 , are elements of the free Q-algebra over the set Z. We see that deg(p 1 ) = 4 and deg(p 2 ) = 3.
For a positive integer n, let {X 1 , . . . , X n } be a finite set of n indeterminates. We will refer to elements of M[X 1 , . . . , X n ] and N[X 1 , . . . , X n ] as simply monomials and polynomials, respectively.
If A is an F-algebra, then for any n-tuple (y 1 , . . . , y n ) of elements y 1 , . . . , y n ∈ A, there is a unique algebra homomorphism
For a polynomial P = P (X 1 , . . . , X n ), we will write φ (y 1 ,...,yn) (P ) = P (y 1 , . . . , y n ) .
If P is a polynomial, then we will write P = P (X 1 , . . . , X n ) to express that P is in
For a subset G of A, we will let G denote the subalgebra of A generated by G. It is easy to verify that G can be described as the set of all elements of A of the form P (g 1 , . . . , g n ), where, for some positive integer n, P ∈ N[X 1 , . . . , X n ] and g 1 , . . . , g n ∈ G.
Sequence Type and Product Type
The following theorem describes an embedding of the free magma M[A] into the direct product of two magmas which, unless A is a singleton set, are both easier to work with than M[A]. An intuitive description of this embedding is given after the proof of the theorem. Up to isomorphism, M[X] is the unique magma with this property.
be the unique magma morphism with φ(a) = (X, a) for all a ∈ A. It is easy to see that φ satisfies the two given conditions. A straightforward induction argument shows that 
by Proposition 2. In either case, we have φ(m) = φ(m ′ ). Injectivity of φ now follows easily. We now show uniqueness of φ. If ψ is any such function, then, because π 1 • ψ is both surjective and constant on A, (π 1 • ψ)(A) is a one-element generating set for M [X] . This implies that (π 1 • ψ)(A) = {X} or, equivalently, that (π 1 • ψ)(a) = X for every a in A.
Combining this together with the fact that π 2 • ψ is the inclusion map from A into S[A], we see that
Assume that there is a magma M ′ that can be used in place of M[X] in Theorem 1. Let
be the unique injective magma morphism described in the statement of the theorem. It is easily verified that π
To illustrate, let Z = {z 1 , z 2 , z 3 , z 4 }, let π Z,1 and π Z,2 be the canonical projections of
, respectively, and let φ Z be the embedding described in We point out that the core idea underlying the embedding of Theorem 1 is by no means a novel one. If you regard, as a computer scientist might, the free magma on A as the set of complete, planar, rooted binary trees with leaves labelled by elements of A, then for m in M[A], Π(m) gives the corresponding binary tree and Σ(m) gives the labelling of leaves. It is our hope that the framework provided by this embedding will lend itself well to effective computation in free non-associative algebras, and will ultimately enable us to discover a wealth of new Schreier varieties. It is the author's view that the proofs of results presented in this paper serve as a testament to the promise of this approach.
The next proposition utilizes the notion of product type. It will be used in Section 4. 
Proof 
Direct Sum Decompositions
For each positive integer n, let H n [A] be the subspace of N[A] generated by the Amonomials of degree n. We have Thus, if Z = {z 1 , z 2 , z 3 , z 4 } and F = Q, then the Z-polynomial
is homogeneous of degree 2, and the Z-polynomial
is homogeneous of degree 4.
For the remainder of our work, for any n, π n will denote the canonical projection map
For any A-polynomial p, π n (p) will be called the homogeneous component of p of degree n.
The following proposition states that homogeneity is preserved when homogeneous Apolynomials are substituted into a monomial M.
Proof. If deg(M) = 1, then the result is trivial. Assume that for some n ≥ 1, the result holds for all monomials of degree n and suppose now that deg
and so the proposition holds by induction.
A subalgebra S of N[A] is said to be homogeneous if for every positive integer n and p ∈ S we have π n (p) ∈ S [10] . The following proposition states that a subalgebra of N[A] that is generated by a set of homogeneous A-polynomials is a homogeneous subalgebra.
Proposition 5. [11]
If H is a set of homogeneous A-polynomials, then H is a homogeneous subalgebra of N[A].
Proof. Let P = P (X 1 , . . . , X n ) be a nonzero polynomial and let h 1 , . . . , h n be elements of H. Assume n is a positive integer such that π n (P (h 1 , . . . , h n )) = 0 .
We have P = 
A direct sum decomposition of each homogeneous component
This direct sum decomposition will be referred to as the product type direct sum decomposition of H n [A].
To illustrate, if t 1 = ((X, X), X) and t 2 = ((X, (X, X)), X), then
is an element of H 3,t 1 [Z] and
We now present a proposition that demonstrates the utility of the embedding described in Theorem 1. This proposition will play a key role in the proof of Theorem 3.
Proposition 6. Let M = M(X 1 , . . . , X n ) be a monomial and let p 1 , . . . , p n ∈ N[A] be linearly independent. If
, then γ is injective and
is a linearly independent subset of N[A].
Proof. We will prove the result by induction on deg(M). If deg(M) = 1, then
γ(X i ) = p i for each i , and γ(Π −1 ({Π(M)})) = {p 1 , . . . , p n } . By assumption, {p 1 , . . . , p n } is a linearly independent set. It is clear that γ is injective.
Assume that for some n > 1, the result holds for all
Suppose now that deg(M) = n, and let M 1 and M 2 be the unique monomials such that M = (M 1 , M 2 ). For each i, let
be such that
we may define a function
by letting
is a linearly independent subset of
be the unique linear isomorphism such that
and thus γ is injective and
To illustrate Proposition 6, let Z = {z 1 , z 2 , z 3 , z 4 }, F = Q, p 1 = (z 1 , z 2 ), and
and γ(Π −1 (Π(M))) consists of the elements
which are all distinct and linearly independent by Proposition 6.
Algebraic Independence
Let A be an F-algebra. A subset α of A will be called algebraically independent if for any distinct y 1 , . . . , y n ∈ α and any polynomial P = P (X 1 , . . . , X n ), P (y 1 , . . . , y n ) = 0 implies P = 0.
By considering homogeneous degree-1 polynomials, we see that every algebraically independent set is also linearly independent.
The significance of algebraic independence is the following:
Theorem 2. A nonempty subset α of an F-algebra A is algebraically independent if and only if the algebra homomorphism
with ψ(y) = y for all y ∈ α is an isomorphism.
Proof. It is clear that ψ is surjective. We will show that α is algebraically independent if and only if ψ is injective. For any y ′ ∈ ker ψ, we have
. . , y ′ n ) for some polynomial P = P (X 1 , . . . , X n ) and some y It follows easily from the definition of algebraic independence that φ (y 1 ,...,yn) is injective for any choice of distinct y 1 , . . . , y n ∈ α if and only if α is an algebraically independent set. Theorem 2 implies that a subset α of an F-algebra A is algebraically independent if and only if the subalgebra α of A generated by α is free over α. Thus, our definition of algebraic independence is equivalent to the one given in [1] . Our definition closely resembles the definition of algebraic independence that is used in ring theory [12] .
It is now that we present several key results involving algebraic independence in free nonassociative algebras. The first two results are well-known, and are both consequences of the fact that the variety of non-associative algebras possesses what is known as the Nielsen property [13] (see the paragraph following the statement of Theorem 4). We give proofs of these results in order to demonstrate our alternative framework for studying free nonassociative algebras. In particular, Proposition 6, which makes use of the embedding given in Theorem 1, is used in the final step of the proof of Theorem 3.
Theorem 3. Let α ⊂ N[A] be a set of nonzero, homogeneous A-polynomials of the same degree. If α is a linearly independent set, then α is also an algebraically independent set.
Proof. Let k ≥ 1 be such that every h ∈ α is a homogeneous A-polynomial of degree k, let h 1 , . . . , h n be distinct elements of α, and let P = P (X 1 , . . . , X n ) be a nonzero polynomial. We will show that P (h 1 , . . . , h n ) is nonzero.
For some t ≥ 1, we have
where c i ∈ F are nonzero for all i and M 1 , . . . , M t are distinct monomials. It follows from the bilinearity of the product operation on N[A] together with Proposition 4 that each
. By reindexing if necessary, we can assume that some l with 1 ≤ l ≤ t is such that
. . , h n )) = 0 . It suffices to show that P 1 (h 1 , . . . , h n ) is nonzero.
Starting now with P 1 , we can assume (by reindexing if necessary) that some l ′ with 1
It follows from Proposition 3 that no monomial term of M j ′ (h 1 , . . . , h n ) for any j ′ with l ′ < j ′ ≤ l has the same product type as
it suffices to show that P
. . , M l ′ are distinct and have the same product type, and because h 1 , . . . , h n are linearly independent, the fact that P ′ 1 (h 1 , . . . , h n ) is nonzero follows from Proposition 6.
In light of the following theorem, we emphasize that for a nonzero A-polynomial p, π deg(p) (p) is the highest-degree nonzero homogeneous component of p.
Theorem 4. Let α be a set of nonzero A-polynomials and let
If α ′ is algebraically independent and if
for all p 1 , p 2 ∈ α with p 1 = p 2 , then α is algebraically independent.
In other words, if no two elements of α have the same highest-degree homogeneous component and if the subset of N[A] consisting of the highest-degree homogeneous components of elements of α is algebraically independent, then α is algebraically independent. Such a set α is said to be reduced [13] . Theorem 4 states that every reduced set is also an algebraically independent set. In the language of universal algebra, this is what is known as the Nielsen property.
Proof. Let P = P (X 1 , . . . , X n ) be a nonzero polynomial and let p 1 , . . . , p n be distinct elements of α. We will show that P (p 1 , . . . , p n ) is nonzero.
where r i is a (possibly zero) A-polynomial with
1 By re-indexing if necessary, we may assume that some s ≥ 1 is such that
if and only if 1 ≤ i ≤ s. We have
and by algebraic independence of α ′ ,
Thus, the highest degree homogeneous component of P (p 1 , . . . , p n ) is nonzero which implies that P (p 1 , . . . , p n ) is nonzero.
The next three results can be viewed, collectively, as a generalization of Kurosh's Theorem [8] . Indeed, Kurosh's Theorem is a direct corollary of Theorem 7.
We will say that a subset S of N[A] is of bounded degree if there is a positive integer N such that deg(p) ≤ N for all nonzero p in S. If S is nonempty and of bounded degree, then we will denote the smallest such N by deg(S). If S is empty, then we define deg(S) = 0.
be an algebraically independent set of homogeneous A-polynomials which is of bounded degree. If α 2 ⊂ N[A] is a linearly independent set of homogeneous Apolynomials of the same degree k ≥ deg(S) and if
Proof. Let h 1 , . . . , h n be distinct elements of α = α 1 ∪ α 2 and let P = P (X 1 , . . . , X n ) be a nonzero polynomial with P = t i=1 c i M i for distinct monomials M 1 , . . . , M t and nonzero c 1 , . . . , c t in F. We will show that P (h 1 , . . . , h n ) is nonzero.
If h i ∈ α 1 for all i or if h i ∈ α 2 for all i, then the result holds by algebraic independence of α 1 and α 2 . (Algebraic independence of α 2 follows from Theorem 3.) So, by re-indexing if necessary, suppose that j with 1 ≤ j < n is such that h 1 , . . . , h j are elements of α 1 and h j+1 , . . . , h n are elements of α 2 . By considering the direct sum decomposition of N[A] into homogeneous components we may assume that for every i, M i (h 1 , . . . , h n ) is a homogeneous A-polynomial of degree d ≥ 1.
We will prove the result by induction on d. Because at least one of the h i is in α 2 , we can assume that d ≥ k. Otherwise, we would have M i = M i (X 1 , . . . , X j ) for each i, and the fact that P (h 1 , . . . , h n ) is nonzero would then follow from the algebraic independence of α 1 . If d = k, then the fact that P (h 1 , . . . , h n ) is nonzero follows easily from the algebraic independence of α 1 , the linear independence of α 2 , and the assumption that 
. . , h n ). Thus, it suffices to show that the polynomial
Using bilinearity and re-indexing if necessary, for some polynomials Q i we may write
We may also assume that for some u with 1 ≤ u ≤ s, there is an A-monomial m of degree d − d
′ which is an A-monomial term of Q i (h 1 , . . . , h n ) if and only if 1 ≤ i ≤ u. Using bilinearity, we can now write
where each c ′ i ∈ F is nonzero and R is a homogeneous A-polynomial of degree d which shares no common A-monomial terms with
But, by the induction hypothesis,
and so
which implies that P ′ (h 1 , . . . , h n ) is nonzero. This shows that the result holds if d = l, which completes the proof by induction.
Theorem 7 gives a situation in which an algebraically independent subset of a subalgebra S of N[A] can be extended to an algebraically independent set which generates the entire subalgebra S. The proof of Theorem 7 makes use of the following fact that is easily verified:
is a collection of algebraically independent subsets of an F-algebra A and if i ≤ j implies α i ⊂ α j for all i and j, then ∞ n=1 α n is an algebraically independent subset of A.
Theorem 6. Let S be a homogeneous subalgebra of N[A] and let α S ⊂ S be an algebraically independent set of homogeneous A-polynomials which is of bounded degree. If
then there exists an algebraically independent set α ⊂ S of homogeneous A-polynomials such that α S ⊂ α and α = S .
We remark that the recursive construction utilized in the following proof first appeared in Kurosh's paper [8] . A similar construction was later used by Shirshov [4] to show that every subalgebra of a free Lie algebra is free.
Proof. If α S = S, then we can take α = α S . Otherwise, assume that α S = S. We will recursively define a set α that satisfies the theorem.
Let
is an algebraically independent set. We see that for all p ∈ S with deg(p) ≤ k 1 , p ∈ α k 1 .
For some n > 1 assume that α k 1 , α k 2 , . . . , α k n−1 , where 1 ≤ k 1 < k 2 < . . . < k n−1 , are algebraically independent subsets of S consisting of homogeneous A-polynomials and are such that
If α k n−1 = S, then let k n = k n−1 + 1 and let α kn = α k n−1 . Otherwise, assume that α k n−1 = S, and let k n > k n−1 be the smallest integer such that deg(p) = k n for some
and let γ kn be a basis for W kn . If
assume that γ kn extends a basis β kn for W kn ∩ α k n−1 to a basis for W kn . If
is an algebraically independent set. We also have
and for all p ∈ S with deg(p) ≤ k n , p ∈ α kn .
We have a sequence of algebraically independent sets of homogeneous A-polynomials such that α k 1 ⊂ α k 2 ⊂ . . . ⊂ α kn ⊂ . . . , and so α = ∞ n=1 α kn is algebraically independent. Clearly, α = S. We also have α S ⊂ α k 1 ⊂ α.
Letting α S = ∅ in the statement of Theorem 7, we see that every homogeneous subalgebra of N[A] is free.
The following theorem extends Theorem 7. for all p 1 , p 2 ∈ α S with p 1 = p 2 .
If α S is of bounded degree and such that {p ∈ S : deg(p) ≤ deg(α S )} ⊂ α S , then there exists an algebraically independent set α ⊂ S such that α S ⊂ α and α = S .
Proof. If α S = S, then we can take α = α S . Assume that α S = S and let H = {π deg(p) (p) : p ∈ S and p = 0}
and S ′ = H . Proposition 5 implies that S ′ is a homogeneous subalgebra of N[A]. By Theorem 7, α S ′ can be extended to an algebraically independent set α ′ of homogeneous A-polynomials with α ′ = S ′ . For each h ∈ α ′ , let f (h) ∈ S be such that
and such that f (h) ∈ α S if h ∈ α S ′ . (It is easy to verify that such an f exists.) Now, let α = f (α ′ ). We have α S ⊂ α, and Theorem 4 implies that α is an algebraically independent set. To show that α = S, suppose that S − α is nonempty and assume that N is the smallest positive integer such that p ∈ S − α for some p with deg(p) = N. It follows easily from the fact that α ′ = S ′ that we must have N > 1. Let h 1 , . . . , h n ∈ α ′ and the polynomial P be such that P (h 1 , . . . , h n ) = π deg(p) (p) .
If p 1 , . . . , p n are the elements of α with p i = f (h i ) for all i, then we have p − P (p 1 , . . . , p n ) = r p where r p is a nonzero polynomial with deg(r p ) < deg(p) = N. Since p i ∈ α for all i, it follows that P (p 1 , . . . , p n ) ∈ α which implies that r p ∈ α . This contradicts the minimality of N, and so we must have α = S.
Applying Theorem 7 with α S = ∅ gives us Kurosh's Theorem.
Corollary 1 (Kurosh's Theorem). For any subalgebra S of N[A], there exists an algebraically independent set α ⊂ N[A] with α = S.
Concluding Remarks
As stated in the introduction, a complete description of all Schreier varieties is our main goal. We are naturally led to the study of free non-associative algebras satisfying certain relations, which may be obtained by forming quotient algebras of the free non-associative algebra. As a first step, we are interested in studying free non-associative algebras satisfying relations which take the form of a finite set of homogeneous polynomials. It is hoped that the framework established in this paper will enable us to generate a wealth of new examples of Schreier varieties.
