Content-centric networking is a new networking paradigm for efficient data distribution in various environments including wireless sensor networks. It is likely that everything which benefits from networking will be connected. Recently, we have seen a huge proliferation of heterogeneous wireless devices, sensors, and distributed applications. These devices may generate a vast amount of time-constrained data. Content-centric networking is greatly useful to increase the data availability and the efficiency of data delivery. Internet of Things will enable all the communication devices to be interconnected and make the data generated by or associated with devices or objects globally accessible. In this article, we propose a possible architecture, necessary components, and related mechanisms for efficient data delivery in the wireless Internet of Things environment, which is based on content-centric networking. We also present simulation results to show the feasibility of the proposed architecture.
Introduction
The Internet sometimes called ''network of networks'' was created in the early 1960s with the goal to connect computers and allow them to share data. It was established to solve a main problem of sharing resources in the research community. During the past several decades, the Internet has evolved and nowadays represents the major means of communication that allows a number of users and devices in the world to access services and retrieve various information. The Internet has been greatly successful ever since its creation and has become a highway for globalization and an effective means for networking various devices and providing services and knowledge. Its size, complexity, and the role it plays in the modern world have far exceeded the initial expectations.
Billions of interconnected heterogeneous devices, ranging from wireless sensors to actuators, smart home appliances, and many other wired or wireless physical objects are able to interact and cooperate with each other and other things/objects to create a new contextbased application or service with a common goal of creating a smart world. The Internet of Things (IoT) refers to the ever-growing network of these devices/ things. IoT extends the Internet connectivity to a diverse range of devices and things that utilize the embedded technology to communicate and interact with the external environment. This emerging IoT technology has been adopted by many application areas, for example, remote sensing, real-time traffic monitoring, weather monitoring, military surveillance, health care, civil structure monitoring, fire detection, smart home management, and many other areas related to the real life.
The need for connecting and integrating the massive amount of devices at a global scale has naturally led to the future IoT vision. There are two main challenges in IoT: anytime connectivity and communication with anything. Today's Internet is based on the host-to-host communication paradigm. In other words, it is based on the point-to-point connection, which eventually means that every connected device has to be uniquely addressable and should be dealt with differently. Most of current communication protocols in the IoT rely on point-to-point connections and are therefore vulnerable to link failures. Many improved solutions including p2p, 1 proxy-oriented, 2 and cloud-based 3, 4 approaches were proposed and used with the current Internet, but they cannot resolve the single point of failure problem. We have also seen that the protocol incompatibility of today's communication networks drives the IoT concept toward a bunch of sparse sensor networks. ZigBee, one of the most popular wireless sensor network (WSN) technologies, has implemented its own protocol stack on top of the data link layer.
Content-centric networking (CCN) 5 is a new networking paradigm which is not based on the point-topoint scenario and provides a common protocol platform for all types of communicating devices. Also data can be stored at intermediate nodes as well as the original source. Since IoT devices may generate massive amount of data and thus will bring enormous challenges with respect to transport over the Internet, an architecture like CCN 6 will clearly be a suitable choice.
In this article, we define a possible network architecture and necessary components for efficient data delivery in the wireless IoT sensor environment, which is based on CCN. Our goal is to show that it is possible to implement communication mechanisms for IoT with the following features:
No end-to-end connection; Transparent in-network data storage of sensor data; Reduced workload for the sensor devices; Synchronized and live data.
Specifically, we propose a new query merging and in-network aggregation mechanism to reduce the workload of the network. We also propose a new data retrieval mechanism from the edge sensor to ensure data liveliness. The rest of this article is organized as follows. Section ''Related work'' describes the recent work related to sensor networks, IoT, and CCN. Section ''An architecture for efficient data delivery in the wireless IoT environment'' presents an architecture, necessary components, and related mechanisms for efficient data delivery in the wireless IoT environment in detail. Section ''Implementation and experiments'' describes implementation details and performance issues, and finally, section ''Concluding remarks'' concludes this article.
Related work
The WSN is a wireless network that behaves as a digital skin and consists of spatially distributed autonomous devices with sensors, providing a virtual layer to monitor physical or environmental conditions using any computational system. There are many different types of sensors such as seismic, low sampling rate magnetic, thermal, visual, infrared, acoustic, and radar, which are able to monitor a wide variety of ambient conditions that include many aspects like temperature, humidity, vehicular movement, lightning condition, pressure, soil makeup, and noise levels. 7 It is a big challenge to provide an efficient and reliable communication paradigm for WSN data transmission. Many data transmission and processing systems have been proposed for WSN to acquire the high throughput. The single-hop data-gathering system 8 is a new data-gathering system for large-scale WSNs. A mobile data collector called M-collector is used for collecting data from single-hop communications and finally sends the gathered data to the static data sink. A novel time division multiple access (TDMA)-based medium access control (MAC) protocol 9 was proposed to be used in a cluster-based WSN to conserve energy and increase data transmission efficiency of sensors. With this protocol, data transmission occurs only when a node contains the data, otherwise the node stays in a sleep mode. A data aggregation and authentication (DAA) protocol 10 was proposed to integrate false data detection with data aggregation and confidentiality. A protocol proposed in Ozdemir and Cam 11 disseminates data to sensors of a network by first constructing a connected dominating set in the network. These approaches transmit data based on the point-to-point communication paradigm and cannot decouple data from the location.
IoT operates according to the ''any-time, any-place, any-one connected'' principle. It can handle a lot of things and generate data using the connections between virtual and physical devices in the communicating world. The diversities of IoT can be found in different technologies such as M2M, WSN, and Web technology. The potentiality of the WSN paradigm will be fully unleashed once it is connected to the Internet and become part of the IoT. 12, 13 The CCN architecture 5,14-19 decouples the content from the location and works like a virtual content distributor all over the network. Ant colony-based routing [20] [21] [22] restricts the Interest Packet dissemination and content distribution, but the overhead and the complexity of the algorithm are high due to the collection of global information. Several proxy-based approaches 23, 24 were proposed to provide seamless connectivity toward the content when the end users are mobile and change its location frequently. But these approaches increase the complexity in handling mobility by increasing its dependency on a central administration or proxy server. The CCN paradigm applied to WSNs will enhance data transmission efficiency using the principle of CCN forwarding strategies. 25, 26 NDN-ACE 27 is a lightweight access control protocol for constrained environments (ACE) over Named Data Networking (NDN). A wireless NDN-IoT 28 network provides a novel distributed probabilistic caching strategy. A new push-based mechanism 29 was introduced to optimize the traffic utilization within a CCN-based network for IoT applications where information is created and consumed at different frequencies.
CCN is based on the communication with the content name instead of the source-destination communication scenario. 5 Therefore, CCN can provide anytime, anywhere communication for accessing a certain content. In CCN, contents are accessed using the hierarchically arranged name components that are generated by the content providers. An Interest packet which includes the content name is broadcast toward all the available content provider nodes. Any node that has the original or a replicated copy of the requested content can respond to the request with the content.
However, the above prior work only used the CCN approach in specific domains like mobile ad hoc network (MANET), WSNs or wireless networks, or wired networks, which is not a full representative of the IoT architecture in heterogeneous domains.
An architecture for efficient data delivery in the wireless IoT environment
In this section, we present a possible CCN-based architecture for efficient data delivery in the wireless IoT environment.
A structure for content naming
The main principle of CCN is that a content is accessed using the content name rather than the host address, and thus, content naming is a very important issue in CCN. With the exponential growth of IoT devices, it is difficult to find and manage relevant data in a fast and efficient way. Therefore, it is important to provide a well-organized naming scheme that is flexible and provides a low delay in retrieving or identifying the content from the edge network. Our proposed architecture follows a hierarchical structure for content naming and is defined as follows:
Domain is used to check whether the packet belongs to the CCN domain, for example, / hufs.ac.kr/ ApplicationType is the identity of the application of the sensor data to which the data are best suited and which provides authenticity, for example, /temperature management system/ Location is used to indicate the data origin, for example, /engineeringbuilding/floor3/room-304-1/ SensorType is used to differentiate different type of sensor data, for example, /temperature/ TimeStamp identifies a particular subset of data relevant to a given instance or period of time, for example, /timestamp/ DataAttribute (optional) is a dictionary to provide data presentation and data structure, for example, /\data1:int.\data2:string./ In our proposed architecture, the number of naming components is not limited. It has the full flexibility for the data provider to choose any number of name components with any definition.
The network model
In this article, we consider a sensor network consisting of N sensors randomly dispersed over a rectangular network. We make several basic assumptions as follows:
All sensor nodes are stationary and can work in an ad hoc mode and communicate with all other nodes. Wireless links are symmetric and stable. Nodes have the transmission capability with the long-term evolution (LTE) base station. Each node in the proposed network architecture has three basic functional elements for contentcentric communication: Content Store (CS), Forwarding Information Base (FIB), and Pending Interest Table ( PIT) as in Jacobson et al. 5 CS maintains the relation between the content name and stored content at the local cache of a CCN node. FIB contains the necessary information to forward an Interest packet to the appropriate next hop, which is similar to the routing table of the host-based network architecture. It contains all the next hop interface IDs for each reachable content. PIT is a fundamental structure to preserve the state of the received Interest packet. It records all incoming interface IDs for unsatisfied Interests so that it can satisfy the Interest later as soon as the content is available.
Components of the proposed architecture
The proposed CCN architecture is composed of Smart Base Stations (SBS), Smart Routers (SR), Smart Mobile Sensors (SMS), for example, Smart Phones, Service Management System, and Context Management System as shown in Figure 1 . Service Management System and Context Management System form the IoT Decision Controller (IDC). We use the short notions later to describe the functionalities of the proposed architecture. SR, SBS, and SMS belong to transport domain and responsible for reliable data transmission from SMS to IDC. Service Management System and Context Management System belong to service domain that generates a meaningful reasoning to identify a context and execute the relevant event and works as a distributed intelligent controller. SBSs are connected to SMSs using the wired interface, and SRs are connected to the service domain using the wired interface. SBSs are equipped with a mobility handler (e.g. mobility management entity (MME) in LTE) to deal with the mobility of the mobile sensors. The main reason for distributing the intelligence among the base stations and edge sensors in our proposed architecture is to reduce the response time for data delivery even during the high-mobile environment. All the components in Figure  1 have the basic functionalities of the CCN node model.
Transport domain
The objective of this domain is to disseminate the sensor data in a fast, smart, and green way to reduce the energy consumption and network load among the sensor node and the SBS. To support the large amount of sensing devices and the huge amount of sensing information, we propose an approach to select a Super Sensor Delegator (SSD) from all the homogenous sensor nodes. SSD collects data from its members, aggregates it, and sends it to the SBS.
SSD selection. An SSD is selected and assigned by an SBS. During the selection process, the SBS broadcasts a Proposal Interest message by adding the keyword Proposal to the available sensor nodes. When the end sensor node receives the Proposal Interest, it replies back with the Proposal Data message that contains the following parameters. Energy eligibility factor E c . The sensor node measures its energy ratio E r,i using equation (1)
where E rem,i is the remaining energy of the sensor node i and E init,i is the initial energy of the sensor node i. Each of the sensor nodes calculate energy eligibility E c to determine whether it is capable of being an SSD or not. If the remaining energy of the node is below 50% of its initial energy, then the node will not be considered as a candidate for SSD and the value of E c becomes 0, otherwise it is selected from Table 1.
The primary task of SSD is to provide the accurate, synchronized data to the base station from the set of edge sensors with the maximum level of simplicity. Therefore, we assume that SSD has the strong computing power, the mass storage, and enough energy. After Figure 1 . The proposed architecture. receiving the Prepare Data message from the majority of SMSs, the SBS uses equation (2) as a utility function u i to select the best SSD
where u i is the utility value of node i, E c max is the maximum energy eligibility factor value among the participating sensor nodes, and E c min is the minimum energy eligibility factor value among the participating sensor nodes. C n,i is the other qualitative attribute of variable length, for example, computing power and storage of the sensor node i. The sum of w 1 , w 2 , ., w n is 1. SBS unicasts a Bond Interest message to the proposed sensor node. After receiving the Bond Interest message, the nominated SSD replies back with the Bond Data message to approve the bonding request. The general representation of SBS and SSD is shown in Figure 2 , and the message flow for selecting SSD by SBS is shown in Figure 3 .
SSD leave. Sensor nodes are dynamic and resource constrained. Each SSD can join or leave at any time. In order to prevent the failure and unavailability of an SSD, SBS keeps tracking of a sensor node that has the second highest utility value. SBS monitors the received signal strength of the SSD. If the received signal strength is below 50% of its initial level, SBS chooses the sensor node as a new SSD that has the second highest utility value. If the chosen node fails under the natural condition for being an SSD, SBS initiates a new process of SSD selection.
SSD data retrieval and ensuring liveliness. Sensor data are temporarily stored in the SSD. CCN is consumer-driven, and data can only be retrieved by an Interest message. To generalize this process, we temporarily consider the SSD as a consumer and the edge sensor as a producer. The message flows among the producer and consumer is shown in Figure 4 .
Step 1. The work flow for consumer is shown in Figure 5 . When a consumer wants to retrieve desired data, for example, temperature of a particular area, it broadcasts a Prepare Interest message to all associated producers. The Interest message is tagged with a unique proposal number. The higher proposal number means the more freshness of the data. Then, the consumer keeps collecting the reply messages named prepareYes from the producers until it receives majority of them. The replied Data message is tagged with the requested proposal number and the maximum proposal number of the provider. If the majority of providers reply with prepareNo Data message, the provider will select a higher proposal number and restart from Step 1.
Step 2. If a majority of providers reply with prepareYes Data message, the consumer will multicast Accept Interest to those providers who reply with preparesYes and who have the data with a proposal number that meets the user-defined demand for data sampling. Then, the consumer keeps collecting the data replies from the producers. Otherwise, it will select a higher proposal number and restart from Step 1 again. If the provider receives an Accept Interest with a proposal number n, and if it did not reply with any data with the proposal number greater than n, it will accept the request and will reply with the requested Data message that satisfy the Accept Interest message. The work flow for promising as a provider is shown in Figure 6 .
Query merging and in-network aggregation. The data are sensed by the sensors and are stored into its CS. Whenever an Interest message is received in the sensor network, it directs sensor nodes of the network to perform an action and they sense continuous stream of data from the applicable environment. The Interest sent to the WSN initiated from the base station generally has many identical attributes. In order to reduce the traffic between the base station and the sensor network, these identical attributes are merged and injected with a new Interest. In the event of new injection of a new query, we derive a new equation which produces a new set of Interests from all the available Interest sets. Let the base station receive i 1 , i 2 , ., i n , the set of Interests at the same time, then it can simply unicast a conjunctive Interest I using equation (3) and the additional Interest using equation (4)
Fast learning FIB. The FIB prefix is learned in two ways. First, the SMS may broadcast, multicast, or unicast the data name or a prefix of a data name to the nearby neighbors. The prefix will eventually reach the core network routers. Second, each node may learn the FIB prefix by referring to the response of the pending Interest packet. Each node has a limited amount of storage capacity to handle FIB entries. In order to handle the scalability problem of FIB manipulation for a huge amount of data, we set a storage threshold. The storage threshold, for example, 0.75, means that a node can hold the 75% of its total storage for FIB manipulation. The remaining 25% are used for FIB updates. When a new FIB entry appears, the storage capacity of the node will be checked against the threshold value, and if it is below the threshold value, the entry is injected in the FIB. Otherwise, a FIB aggregation is performed, the storage capacity will be checked again, and the new FIB entry is inserted. Each node in the network has the ability to aggregate the FIB entries to its minimum level and to transfer toward the neighboring node.
Data dissemination approach
Edge-sensor-to-IDC. IDC broadcasts an Interest packet to the nearby SBSs or SRs with the desired content name. An SBS or SR receives the Interest packet, looks up its CS for the requested content. If a matching content is found, then it will be sent out via the arrival interface as a response to the Interest packet. If the matching content is not found in the CS, a lookup is performed in the PIT. If there is already an existing PIT entry for the corresponding Interest packet for the same arrival interface, the Interest packet is discarded. If there is any existing PIT entry for the corresponding Interest packet but the arrival interface is different, then a new PIT entry for the arrival interface is added to the PIT and the Interest packet is discarded. If there is no matching PIT entry, then a lookup is performed in the FIB. If there is a matching entry found in the FIB for the requested content, a new PIT entry is added to the PIT, and the Interest packet is forwarded to the interfaces available in the FIB. An Interest packet is forwarded to a single interface according to the round-robin fashion or using the random probability to reduce the response time to retrieve the content. IDC may also retrieve a large volume of data by mentioning the large duration of time stamp in the interest message. If there is no match found in the FIB, the Interest packet is discarded, which means that there is no way to satisfy the data request. Any node that receives multiple Interests at the same time may reduce the Interest latency using the Query Merging and In-Network Aggregation techniques. Data are delivered back to the IDC using the forwarding route of the Interest packet to the SSD. When a Data packet is received by the intermediary node, it looks up its CS. If a matching entry for the received data is found on its CS, then it discards the content because the content is duplicated and received previously. If there is no corresponding matching entry in the CS, it looks up its PIT to find any Interest unsatisfied for the corresponding content. If there is a match in the PIT, the content is stored in the CS and forwarded to the interfaces in the PIT. After successful forwarding, the PIT entry is removed. If there is no match found in the PIT, the content is discarded and not processed further. The message flow for the data dissemination from IDC to SSD is shown in Figure 7 .
IDC-to-actuator. Actuator registers or publishes a service name that is desired by itself. Then, it forwards the name to the IDC to construct the related FIB entry. When a decision for any contextual perspective is made at the IDC, then it transmits an Interest message using the previously generated FIB information. After receiving the Interest message, the actuator triggers its desired job based on the available data attribute in the Interest message. After successful operation, the actuator replies back with an Acknowledgement Data message to the IDC. The message flow for the data dissemination from IDC to Actuator is shown in Figure 7 .
Service domain
The objective of the service domain shown in Figure 1 is to meet the heterogeneity of data sources and the need for seamless integration and management of devices, services, and applications. The detailed sketching of this domain is shown in Figure 8 . Context management is responsible for the information flows provided by different sources, for example, sensors. The context information is collected in an ontology that represents a specific domain knowledge, whereas, finally, a service to manage all this information is used by consumers and producers. The service domain is responsible for processing the information extracted from transport domain and for making decisions according to the actuator context. Intelligent data processing techniques and complex event-oriented decision are applied here over the data provided by the transport domain. In this article, since we mainly focus on the transport domain, the details of service domain are out of scope.
Implementation and experiments
We implemented the proposed IoT architecture and a simple use case of IoT using NS-3 and CCNx 5 on a Linux Ubuntu environment. The primary goals of our implementation were to show the performance characteristics of the proposed architecture with respect to CCN functionalities in the IoT environment and to show that the proposed architecture works well with the CCN functionalities in the wireless networks, for example, LTE networks combined with WSNs. A wide range of control and monitoring applications can be classified as pull-based, where the consumers, for example, decision-making controller like a heating system, can push an Interest to get the temperature in a laboratory area. Based on the retrieved data from the wireless sensor, the heating system can use an Interest to prompt a wireless end-device to perform a contextual job, for example, to switch on a laboratory device remotely. The reply data from the end-device can be used to acknowledge the execution of the job and indicate the type of the outcome of the job as success or failure. IoT devices may also originate push traffic for monitoring purposes, for example, monitoring of temperature level up-down inside an industrial or research area, and remote measurement, for example, study of weather conditions in the fields to forecast rain, drought, ice formation, snow, or wind changes. The proposed architecture delivers the data to the requesters in a fast manner.
We used the simulation topology shown in Figure 9 . The different entity of the service domain integrated in a single node that is connected with an SR using 5-Mbps wired line. The SRs are connected with SBSs using via a packet data network gateway (PGW). Modern smartphones are sophisticated computing platforms with complex sensor capabilities such as detecting user location, recording high-quality audio, measuring ambient light, sensing geomagnetic strength, and sensing temperature. Due to the widespread use of smartphones, it is now possible to develop large-scale sensor networks using the cellular network technology and deploy applications on end user devices to collect and report sensor readings back to servers. So, we assume that in the simulation topology, each smart user equipment (UE) is connected with an ad hoc-based dispersed temperature sensor network. UEs work as an SSD for aggregating sensor data. We performed simulations to show the effectiveness and responsiveness of our proposed work toward real-time communications in the wireless networks. Fast and efficient data availability is the primary goal of our proposed approach, and therefore, we used data collection time, throughput at IDC, and data transmission success ratio as performance parameters. Data collection time is normally measured from the time at which a device requests for a certain data to the time at which the data are received successfully. Throughput is measured as the average number of data bytes received by the IDC per second. Data transmission success ratio is the ratio of the total number of data packets received by the IDC to the total number of data packets sent by all the SSDs. Note that the network capacity and types of traffic flows may affect the data collection time. Assigning weights for the utility function of equation (2) depends on the application's preference. In this article, we did not consider assigning each weight for optimizing performance. For simulation purposes, we used only the energy attribute to define the utility function. The required parameters related to the simulation are specified in Table 2 . Data files were published at each node as a text file. We created 60 text files per minute and published these files at each node as temperature data of the Laboratory area. In the pull-based scenario, the data were transmitted from the edge sensor to the decision controller based on the on-demand scenario. In the push-based scenario, multiple data packets were sent periodically for one Interest. For each data set of the simulation, we took the average value of the results from 10 simulation runs and showed the result with a confidence interval of 95%. In each simulation, we see the standard deviation of the observed value between 2% and 10%. Therefore, to the stable behaviors of the protocols, we represented the margin of error in all the simulation results we observed.
Data collection time Figure 10 shows the data delivery time against the varying number of UEs. It shows the time between the smart UEs and the IDC. The IDC initiates Interest to retrieve data from smart UEs. Data delivery time of our proposed architecture has been evaluated and compared with the current Internet data retrieval approach (transport control protocol/Internet protocol (TCP/IP)) and the conventional CCN-based data retrieval approach. 5 We showed the total data collection time for a 1 Mbps data generated by each SSD. However, Figure 9 . A simulation topology. the data collection time, that is, response time of CCN, is much shorter than the response time of TCP/IP because of the advantages of the name-based data retrieval policy. Due to the Internet's p2p nature, each data chunk provided by each smart UE is transmitted in the different connection route and results in a huge traffic congestion. However, with our proposed architecture, less transfer time is needed for data collection because of the smart aggregation feature of the SSD. The simple CCN approach satisfies all the Interests received, and therefore, sometimes it may transmit identical data several times. The proposed reliable approach needs less transfer time because of its proper choice of data selection and Interest aggregation policy before the actual data transfer begins. Lots of replicated data will increase transmission delay, queuing delay, propagation delay, and processing delay at intermediate nodes. Also, the interesting feature is that instead of probing a sensor regularly, a better way was used to let the sensor transmit its data when needed. Our proposed mechanism reduces data collection time in a great extent, average data collection time is 40%-50% less compared to TCP/IP and 12%-22% less compared to the conventional CCN approach when the number of SSDs is between 8 and 12.
Throughput at IDC Figure 11 shows the average throughput for different number of SSDs. While increasing the number of SSDs, we measured the throughput. In this simulation, we tried to figure out the scalability performance of our proposed architecture when the number of SSDs is increased. As shown in Figure 11 , as the number of SSDs is increased, the performance of the proposed architecture outperforms the conventional CCN architecture in terms of throughput at IDC because of its name-based routing and contextual data retrieving mechanism. Furthermore, when the number of SSDs is between 6 and 10, our proposed protocol improves the throughput performance by 12%-16% compared to conventional CCN approach. 5
Data transmission success ratio
We also measured the performance of reachability and continuity of our proposed architecture in terms of data transmission success ratio, which implies that how much data were received correctly by the decision controller. The smart Interest aggregation strategy proposed in this article always tries to avoid redundant data flows. So, the unnecessary packet forwarding of the conventional CCN approach 5 increases the data failure ratio. To show the impact of success ratio using this small number of SSDs, we added some additional constant bit rate (CBR) traffic to the SSDs and SBSs. As shown in Figure 12 , the simulation result illustrated a significant improvement and offers as maximum as 10%-15% higher data transmission success ratio than the conventional CCN approach when the network load is high.
Concluding remarks
The management of the increasing number of connected devices and efficient data delivery between the devices is a major challenge to the current Internet architecture. In order to address this issue, we came up with the idea of integrating the content-centric paradigm with the IoT architecture. In this article, we showed that the IoT applications could benefit from several content-centric functionalities. We also proposed some extended features, demonstrated benefits of the proposed architecture and mechanisms, and illustrated how CCN would work for IoT applications in a practical world. In addition, we presented various simulation results to show that the proposed architecture works well in the wireless sensor environment.
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