As an intermediate stage of the ventral visual pathway, V4 plays a crucial role in transforming basic orientation information into higher-ordered object representations. However, the neural mechanisms underlying the encoding of simple, complex and intermediate features in V4 remain poorly understood.
INTRODUCTION
The visual system faces the daunting task of combining ambiguous local patterns of contrast into robust and spatially extensive complex shape and object representations. Such shape information is predominantly processed along the ventral pathway (V1, V2, V4, IT) 1, 2 . At early stages of this cortical pathway, neurons are tuned to local orientation 3, 4 , or in some cases combinations of orientations 5, 6 .
Orientation is functionally organized into iso-orientation domains that form pinwheel structures in V1 7 .
At later stages like IT, neurons are selective for complex objects or object categories [8] [9] [10] [11] . These complex objects are functionally organized within IT by combinations of structurally separated feature columns 9, 12, 13 . This functional transformation from local orientation to complex object representation is dependent on an intermediate processing stage, cortical area V4 14 .
The functional organization of V4 has previously been visualized by intrinsic signal optical imaging, and cortical representation of orientation, colour and spatial frequency has been systematically studied and demonstrated 15, 16 , suggesting that V4 bears some similarities with V1 in representing lower-order visual information. However, how complex feature selective neurons in V4 are spatially organised and whether feature columns found in IT also exist in V4 remain unclear. Because intrinsic imaging is spatially and temporally limited, it cannot measure selective responses of single neurons. Using electrophysiology, early studies in V4 using bar and grating stimuli found that V4 neurons are tuned for orientation, size and spatial frequency 17 . Subsequent studies revealed V4 selectivity for complex gratings and shapes in natural scenes [18] [19] [20] . Systematic tuning of V4 neurons for shape segments such as curves and angles as well as combination of these segments was discovered using parametric stimulus sets consisting of complex features [21] [22] [23] [24] [25] [26] . Image statistics have been used to reconstruct and simulate the receptive field of neurons from their responses to natural textures 27, 28 . More recently, temporally varying heterogeneous fine-scale tuning within the spatial-temporal receptive field was reported 29, 30 . Part of the continuing questions regarding V4 selectivity arises from the difficulties in relating studies that use either natural or synthetic images. Natural images minimise stimulus biases with their high dimensionality [31] [32] [33] , whereas synthetic images limit their dimensionality, but by necessity bias any understanding to these dimensions alone. One fruitful avenue is to use natural image preferences to more carefully target further analysis using synthetic images 19, 34, 35 . Feature extraction and simplification from the preferred natural images helped to reveal neuronal selectivity for complex features in V1, V4 and IT.
In this study, we wished to address two questions that remain unresolved, what are the image features that identify V4 responses, and what are their functional and spatial relationships? To address this question, we performed two-photon calcium imaging in awake macaque cortex. This technique increases the spatial resolution for functional characterization at the single-cell level while enabling the visualization of spatial distribution and clustering within the cortical population [36] [37] [38] . We recorded the responses of hundreds of V4 neurons to thousands of natural images. We used image statistics and dimensional reduction to better understand and interpret our data, finding that feature dimensions representing orientation and complex features like curves and corners are spatially clustered. We confirmed these findings using synthetic stimuli like gratings and contour features, and further investigated the detailed neuronal coding for more complex patterns. Our results provide evidence that neurons in upper layers of V4 are clustered into functional domains that relate lower and intermediate visual features during natural vision.
RESULTS
We injected AAV1-hSyn-GCaMP into V4 of two rhesus macaques -GCaMP5G for monkey A and GCaMP6s for monkey B. The cranial imaging window and head posts were implanted 1-2 months after viral injection 37 . During experiments, monkeys were required to perform a simple fixation task for 2.5s with head restrained. Stimuli were presented on an LCD monitor 45 cm away from monkeys' eyes (30 pixels/°) for 1 sec after 1.5 sec blank. Neuronal responses were recorded using two-photon calcium imaging, measuring differential fluorescence ΔF = F -F0 (where F0 is the average fluorescence of 0-0.5 sec before stimulus onset, and F is the average of 0.5-1.25 sec after stimulus onset).
For monkey A, we randomly chose a recording site in V4 for two-photon imaging ( Fig. 1a-b ). The retinal eccentricity was 0.85° when mapped using drifting gratings. We recorded V4 layer II neurons' responses to 4136 natural images stimuli, each repeated at least 3 times. The natural images were downloaded from ImageNet and cropped into a 3° diameter round patch. We identified 291 active neurons responding selectively to the stimuli (Supplementary Fig. 1 ). We found a negative correlation between neuronal pairwise response correlation and spatial distance ( Fig. 1c ; Pearson correlation = -0.46), indicating that functionally similar neurons are spatially clustered. Furthermore, we found correlations between the population responses to some classes of stimuli, as indicated by the similarity of differential fluorescence images ( Fig. 1d-e ). This could be used to categorize the critical common stimulus features that certain subpopulations of neurons were selective for. 
MDS analysis demonstrates representation of orientation and complex features
To statistically characterize neuronal selectivity, it is necessary to find a parametric description of natural image stimuli. However, intuitive parameterization is difficult due to the high dimensionality of natural images. Dimensional reduction of stimulus space can be performed either according to the geometry of the stimuli 39, 40 , or in a purely data-driven way based on neuronal responses 11, 41 . Here we used the latter by performing multi-dimensional scaling (MDS) according to population responses evoked by 4136 natural image stimuli. Since we have already demonstrated the functional compartmentalization of neurons ( Fig. 1c) , as well as that some stimuli could evoke very similar differential fluorescence images ( Fig. 1d-e ), we constructed the distance matrix used for MDS by the pairwise 2D correlation of Gaussian-filtered differential fluorescence images as Dij = 1 -corr2(ΔFi, ΔFj), so that the distances ranged from 0 to 2 (Supplementary Fig. 2a ). The 4136 stimuli were then mapped to a 20 dimensional feature space by classical MDS with stress < 5%, and the polarity of each axis was re-defined ( Supplementary Fig. 2b -e, see Methods).
Because direct visualization of all 4136 stimuli by a scatter plot was difficult, we first examined the stimuli that had the largest coordinates on each feature dimensions ( Fig. 2a and Supplementary Fig. 2f ).
Among these stimulus images empirically selected based on their coordinates, we noted some common geometric features were often shared. For dimension 1, many of these images contained a vertical orientation ( Fig. 2b) , and for dimension 2 and 4, horizontal and 45° orientations ( Fig. 2c-d ). This observation was consistent with our expectation that orientation, given its importance, could be statistically identified as a principal feature dimension. More interestingly, many of the images that had the largest coordinates in the forward direction of dimension 3 had circles or curves ( Fig. 2e) , while images with the largest coordinates in the reverse direction often had corners or polygonal lines ( Fig. 2f ).
This appears to suggest an extra curvature dimension independent of orientation, in which smoothness distinguishes between curves and corners. Fig. 3c ). The observed neuronal selectivity was consistent with its tuning for the feature dimensions. For example, Cell 140 showed stronger responses to stimuli with large positive coordinates on dimension 3, the curvature dimension ( Fig. 3d) . We used response triggered average (RTA; averaging the dimensional coordinates weighted by the responses, see Methods) 42 to characterize neuronal tuning along the feature dimensions. A positive RTA represents neurons with positive dimensional preferences. So, for example, cell 38 and cell 140 exhibited large positive RTA values for dimension 1 and 3 respectively, and Cell 182 large negative RTA values for dimension 3 (Fig. 3e) . We also found that for each of the first four dimensions, neurons with high RTA were spatially clustered, and organized in different areas within the imaging site ( Fig. 3f and Supplementary Fig. 3 ). This indicates that these feature dimensions representing simple and complex shape information are encoded by neuronal clusters in separate functional domains of V4. 
Orientation representation derived by Fourier transformation and its consistency with MDS results
Although the previous results were indiciative of stimulus features (i.e. an oriented line) and the dominant MDS dimension (Fig. 4a) , these features were not measured quantitatively. And so to better confirm these results, we first quantified the orientation information present in the natural image themselves. We performed a Fourier transform to extract the orientation spectrum of each stimulus to characterize its orientation components, and thus calculated neurons' orientation tuning ( Supplementary Fig. 4 ). We then made the cell map of preferred orientation, which characterized the orderly organization of iso-orientation domains (Fig. 4b) , and we found it was highly consistent with our MDS result. Vertical orientation corresponded with dimension 1, horizontal with dimension 2, and 45° with dimension 4. We also measured neuronal responses to orientated bars at the same recording site and found consistent structure ( Fig. 4c-d) , which appeared to be part of an orientation pinwheel when imaged at a larger scale ( Fig. 4c ). 
Feature dimensions and grating selectivity
Apart from orientation, previous research found some V4 neurons that respond preferentially to concentric gratings or radial gratings, and we wondered how this may be related to the opposing representation of curves and corners we found by MDS. We therefore recorded neuronal responses to Cartesian and non-Cartesian gratings, in the same imaging site. We found some neurons exhibiting high selectivity to concentric gratings of various spatial frequencies and phases while not responding to Cartesian or radial gratings (Fig. 5a) . For monkey A and monkey B, neurons preferring concentric gratings over radial gratings were spatially clustered in the curvature domains ( Fig. 5b-c) , consistent with dimension 3 in MDS ( Fig. 3f and Fig. 5d ). The curvature domains were co-organized with orientation domains, but in a distinctly different structure (Fig. 5e) . We also examined the relationship between curvature selectivity and spatial frequency (SF). We found that even though the two monkeys had different optimal spatial frequencies at their recording sites (Supplementary Fig. 5a-b) , their maps of concentric gratings preference both remained consistent across various spatial frequencies ( Supplementary Fig. 5c ). Therefore, the curvature dimension in V4 is responsible for concentric grating and radial grating selectivity that is not necessarily related to low-order orientation and spatial frequency. 
Curvature and contour feature tuning
To further probe the independence of the curvature dimension, and to investigate neuronal coding for curves and corners in detail, we then conducted experiments to measure neuronal responses to contour feature stimuli at the same recording sites. The stimulus set consisted of 26 forms including bars, corners, polygonal lines and curves, each with 8 orientations.
Figure 6
Validation of the existence and independence of curvature/corner dimension by synthetic contour feature stimuli. (a) An example neuron selective for corners and polygonal lines. (b) An example neuron selective for smooth curvature while not responding to "Π shape" polygonal lines that highly resemble curves. The neuron was also selective to the orientation of the curves. (c) Neuronal response remained constant when the 90° curve was symmetrical elongated, but decreased significantly when it was asymmetrical elongated even though the original 90° remained intact, indicating the neuron was tuned to the global orientation of the entire curve instead of local features. (d) ROC analysis was performed to quantify neurons' curvature selectivity. Neurons with high AUC (curvature selectivity) were spatially clustered in the curvature patches. (e) The simplified similarity matrix derived by population responses showing the similarities of population coding between various stimulus forms. Curve stimuli formed a cluster (red circle). Disjoint bars at various separation angles were also more similar to each other (green circle). (f) Neurons' tuning correlation between 90° corner and various stimulus forms. For many of the neurons, tuning to 90° corner was more correlated to 45° and 135° corners than to two disjoint bars perpendicular, indicating the neuron was tuned to the global orientation of the entire corner instead of combination of multiple orientations.
As has been reported previously, many cells exhibited clear preferences to specific features like corners or curves. An example neuron that was selective for corners, but exhibited no curve responses is shown in Fig. 6a . Other neurons were highly selective for smooth curvature while not responding to 'Π shape' polygonal lines even though they resembled curves (Fig. 6b) . Some curvature neurons were also found to be selective to the orientation of the curves ( Fig. 6b and Supplementary Fig. 6a ), so we wondered whether it was the local orientation or the orientation of the entire feature that the neurons were selected to. We found neuronal responses remained consistent when the 90° curve at its optimal orientation was elongated symmetrically to 180°, but decreased significantly when it was elongated asymmetrically in which case it still contained the original 90° components but the orientation of the entire curve was changed (Fig. 6c) . This could also be interpreted as the orientation tuning bandwidth of 180° curve, and we found that the bandwidth (population median) remained narrow when the angle rose to 180°, indicating neurons were selective to the orientation of the curve as an integral feature.
We then examined the clustering of curvature neurons. To quantify neurons' curvature selectivity, we performed ROC analysis to evaluate neurons' performance as a curvature detecting classifier (see Methods). We found that for both monkeys, neurons with high AUC -smooth curvature selectivitywere spatially clustered, in the same domains revealed by MDS and grating stimuli (Fig. 6d) , thus confirming the curvature domains. We also evaluated the neural population representation of stimuli by constructing a similarity matrix characterizing the correlation of population responses between various contour feature stimuli ( Fig. 6e and Supplementary Fig. 7a ). We found that smooth curves were also clustered by population responses (Fig. 6e) .
Interestingly, we also found another cluster in the similarity matrix consisting of disjoint bars with different separation angles, sizes and locations (Fig. 6e) , which were comparatively less similar to corners with the same separation angles. When we examined neurons' tuning correlation between corners and disjoint bars, we found neuronal tuning to 90° corner was more correlated to 45° and 135° corners rather than two disjoint perpendicular bars (Fig. 6f) . Some corner selective neurons showed the same orientation preference to corners with various separation angles and did not even respond to disjoint bars (Supplementary Fig. 7b ). This suggested that corners were encoded as an integral feature differently from the two disjoint orientated bars.
Our results with contour feature stimuli, while confirming the existence and spatial clustering of curvature and corner selective neurons, further reveals that the neuronal tuning and population representation of curves and corners cannot be fully explained by local orientation or combination of multiple orientations. We may therefore regard this as a more complex pattern encoding feature dimension in shape representation that is largely independent of low-order orientation.
DISCUSSION
As shape information is processed along the ventral pathway, low-order local orientation information represented in V1 3,4 is transformed and integrated into representation of high-order complex natural objects, scenes, and even faces in the inferotemporal cortex 9, 17 . As an intermediate stage of this pathway, V4 could play an important role in this transformation and integration. Early studies demonstrated V4 neurons are tuned to orientations and colors 17, 43, 44 , but the existence of these tunings does not necessarily mean the physiological function of these neurons is merely detecting orientations or colours, and not encoding other more complex information. Other pioneering studies suggested that V4 neurons are selective for more complex features such as corners or curves 21, 22 . Whereas predefined parameterized stimulus sets can help to reveal specific details of neural tuning, the fact that it relies on a priori knowledge raises the concern about whether it can objectively reflect the neurons' true physiological function when viewing scenes and objects in natural environments. Here, by using an unbiased stimulus set composed of thousands of natural images and unbiased data-driven categorization solely based on population responses, we demonstrate a feature space for shape representation dominated by orientation, curvature and corner dimensions (Fig. 7a) . The opponent representation of curves and corners in dimension 3 is consistent with previous studies 18, 21 .
Tuning to integral feature orientation instead of local compartments predicted by classical endstopping 45, 46 is also consistent with the invariant complex feature encoding previously suggested 47,48 .
The independence of the curvature dimension from the orientation dimensions implies that simple and complex shape features are both encoded in V4 while viewing natural scenes, and of comparable importance.
These feature dimensions are encoded by different neuron clusters organized in separate functional domains for orientation, curves and corners (Fig. 7a) . Functional organization of low-order orientation and spatial frequency representation in macaque V4 had been visualized by intrinsic signal optical imaging 15, 16 , consistent with our results. For more complex features, few studies have been carried out in V4 to characterize the functional organization, let alone at single cellular resolution. We report here cortical micro-domains consisting almost entirely of neurons selective for curves, which can be regarded as curvature domains. This finding at the single cell level is consistent with a previous fMRI study reporting curvature-biased patches in macaque V4 20 . But, to the best of our knowledge, this is the first time the combined functional organization of simple and complex shape features in V4 has been demonstrated at single cellular resolution.
The co-existence and co-organization of simple and complex shape feature representation in V4 could be of certain functional implication. Neurons in V1 are tuned to low-order orientation and spatial frequency and organized in iso-orientation domains and orientation pinwheels 3, 4, 49 . Neurons in IT are selective for complex features and objects and organized in feature columns and face patches 10, 12, 13 . The simple-to-complex transformation and integration take place in the intermediate stages. Researchers reported that some V2 neurons are selective to combination of multiple local orientations, from which corner selectivity might emerge 5, 6 . Our results in V4 showed that simple and complex shape features are encoded by different subpopulation of neurons in different functional domains. The curvature or corner selective neurons exhibited a higher degree of complexity compared to V2 as they are tuned to the integral feature instead of the combination of local orientation compartments. This suggests something more complex than a purely feed forward mechanism. It is possible that these complex feature selective neurons also received recurrent modulation from other neurons in the same curvature/corner domain, as well as from nearby orientation domains, which might support the previous finding that the response profile of V4 neurons were temporally heterogeneous 30,50 .
Furthermore, our results may also help to explore the later stage of visual hierarchy. Our results suggest that higher order pattern domains may emerge gradually along ventral pathway. The curvature and corner domains in V4 could possibly form the basis of the more complex feature columns and even face patches in IT, and are therefore presumably useful to reveal the neural process of complex objects recognition and classification.
METHODS
All procedures involving animals were in accordance with the Guide of Institutional Animal Care and Use Committee (IACUC) of Peking University Animals, and approved by the Peking University Animal Care and Use Committee (LSC-TangSM-5).
Animal preparation. The subjects used in this study were two adult male rhesus monkeys (Macaca mulatta, 4 and 5 years of age, respectively). Two sequential surgeries were performed on each animal under general anesthesia. In the first surgery, we performed a craniotomy over V4 and opened the dura.
We injected 200 nl of AAV1.Syn.GCaMP6s.WPRE.SV40 (CS0564, titer 2.2e13 [GC/ml], Penn Vector Core) or AAV1.hSyn.GCaMP5G.WPRE.SV40 (V4102MI-R, titer 2.37e13 [GC/ml], Penn Vector Core) at a depth of about 350 μm. Injection and surgical protocols followed our previous study. After injections, we sutured the dura, replaced the skull cap with titanium screws, and closed the scalp. The animal was then returned for recovery and received Ceftriaxone sodium antibiotic (Youcare Pharmaceutical Group Co.
Ltd., China) for one week. 45 days later, we performed the second surgery to implant the imaging window and head posts. The dura was removed and a glass coverslip was put directly above the cortex without any artificial dura. The detailed design of the chamber and head posts can be found in our previous study (ref. 37 ).
Visual stimuli. The natural images were downloaded from ImageNet and cropped into 3° round patch.
The gratings and contour feature stimuli were generated by Matlab (The MathWorks, Natick, MA). The stimuli were displayed on a LCD monitor 45 cm from the animal's eyes (30 pixels per degree). Each stimulus was presented for 1 s interleaved by 1.5 s blank, in random order. The RF location was estimated by drifting gratings. The eccentricities were around 1° for both monkeys.
Two-photon imaging. Monkeys were trained to hold fix on a white spot on a LCD monitor for 2.5 s with their heads fixed to receive a juice reward. 1000 nm mode-lock laser was used for excitation of GCaMPs, and resonant scanning (512x512 pixels, 32 frames per second) was used to record the fluorescence images (8 fps, averaging every 4 frames). A 16x objective (850x850 μm) was used for neuronal population recording at single-cellular resolution, and 4x objective for sub-cortical level recording.
Image data was processed by Matlab. The two-photon images were all aligned to a template images to eliminate shift artifacts. The differential fluorescence image was calculated as ΔF = F -F0, where the basal fluorescence image F0 was defined as the average image of 0-0.5 s before stimulus onset, and F as the average of 0.5-1.25 s after stimulus onset. To identify responding cell bodies (ROIs), the differential images went through a band-pass filter and were binarized. The connected components (>25 pixels) were identified as active neurons.
Multidimensional scaling. The distance matrix used for MDS of 4136 natural image stimuli was constructed as
where ΔF i was the filtered differential image differential image, and D ij was the distance between stimulus i and j. which was the total loss of distance after dimensional reduction.
The activation map (M) for dimension k was defined as the weighted average of differential fluorescence images as
Where ΔF i was the differential image for stimulus i. .
Neurons whose OSI > 0.3 were regarded as orientation selective neurons.
Orientation selective index for curves was defined as
, where resp (optimal orientation) was the neuron's maximum response to curves with 0.67° radius and 180° radian.
Orientation map. We first applied a Gaussian filter to the differential fluorescence images. We then calculated the vector summation of responses (ΔF/F0) to 8 orientations for each pixel. We assigned a hue to each pixel according to the orientation of the sum vector, and brightness according to the vector length, in which way a pseudo color orientation map was made. where μ was the optimal orientation and σ 1 was the tuning half-bandwidth.
Neurons' whose fitting R 2 > 0.5 were used to calculate the median. 
