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Information capacity of Gaussian channels is one of the basic problems of information theory. Shannon's results for white Gaussian channels and Fano's "waterfilling" analysis of stationary Gaussian channels are two of the best-known works of early information theory Results are given here which extend to a general framework these results and others due to Gallager and to Kadota, Zakai, and Ziv. The development applies to arbitrary Gaussian channels when the channel noise has sample paths in a separable Banach space, and to a large class of Gaussian channels when the noise has sample paths in a linear topological vector space. Solutions for the capacity are given for both matched and mismatched" channels.
Introduction '
The modern theory of information is largely based on the pioneering work of C.E. Shannon [1] . The contributions and importance of information theory to the advancement of technology are very well known, and need not be summarized here. However, new applications of a different nature seem likely to arise in the not-far-distant future. Some of these potential applications would require a much deeper development of the theory than has been needed heretofore. This is in part because of rapid advances in technology in areas such as computers and communications. Thus, one may envision computers of such high capability that their optimum use will require mathematical models using infinite-dimensional methods. Fiber optics is already leading to communication channels of extremely high bandwidth. Also to be considered is the need to develop information-theoretic models and methods for applications which do not fit into the classical mold of a communications channel with stationary Gaussian noise or a discrete memoryless channel. On the one hand, some communication channels contain nonstationary noise as a major source of interference. In another direction, information theory is viewed as a means of evaluating and designing systems in areas such as image processing, artificial intelligence, and surveillance.
Thus, the scope of information theory as presently applied may require considerable expansion in order to meet the needs of the future. In particular, mathematical models may be needed for problems of a very general nature, including channels with memory, which may be infinite-dimensional, nonstationary, amd possibly nonGaussian.
2
The present article gives a treatment of capacity for Gaussian channels in a very general setting: when the stochastic processes of interest induce measures on a linear topological vector space. The work is an extension of previous results for induced measures on a separable Hilbert space [2] , [3] . Although the latter model will be sufficiently general for most applications, it is not likely to be adequate for a treatment of nonstandard applications such as random fields, artificial intelligence, and surveillance.
In the case of stochastic processes with sample functions be- Gallager [4] for stationary Gaussian channels. All of this prior work makes various assumptions on the channel noise.
Of course, in practical applications the coding capacity is most important. Partial results in this area for these more general models have been obtained [7] , [8] . It can be expected that more complete solutions of the coding capacity problem will require the availability of general results on information capacity such as those summarized here, since proofs of coding capacity typically involve use of the information capacity.
This paper discusses the general framework in which these problems have been solved, and summarizes the solutions. Proofs will not be included; it will be seen that one can modify the proofs of the Hilbert space solutions given in [2] and [3] . This has already been 3 done in [7] for the case of the "matched" channel analyzed in [2] , and similar methods can be used for the "mismatched" channel considered in [3] . Thus, the development here will be limited to defining the framework of the problem, providing the supplementary details needed to adapt the Hilbert-space solutions and proofs of [2] and [3] to the present more general setup, and then stating the results. We shall assume here that X=Y, P=?. A=I (identity), so g(x.y) = X + y. The extension to the more general case can be obtained by either restricting attention to coding functions A which are 1:1 and bimeasurable, or else by computing the information lost due to a coding function which does not have these properties.
Mathematical Structure
The following assumptions will be made henceforth. E is a locally convex Hausdorff linear topological vector space over the real numbers, with topological dual E'. It will also be assumed that E is quasi-complete: every closed and bounded subset is complete. E must then be sequentially complete. a(E') will denote the cylindrical <7-field, generated by the elements of E', cr(E' )^ the completion under the measure p.. For x in E and y in E' . the value of y at the point x will be denoted by <y,x>.
The noise measure JLL^ will be defined on (E, CT(E')). p^ will be assumed to be Gaussian and zero-meam: U^°i is a zero-mean Gaussian distribution on IR for each i in E'. u^ will be assumed to have a covariance operator Rj^: E' ^ E. R^ is linear, self-ad joint and nonnegative: <x.Rj^y> = <y,R^x> and <x.Rj^x> > 0 for all x,y in E" . pu^ has characteristic function given by fij^(x) = J e* ■ dfi^(y) = E -t<x.Rj^x> e , and <x.Rj^y> = S-^ <x,u><y,u>dfij^(u). . |.
Under these assumptions, it is known [11] that there exists a unique Hilbert space Hj^ contained in E, such that the natural (canonical) injection jj^: Hj^ -» E is continuous, R^ = jj^j^, and H is the closure of range(R) imder the inner product <Ru,Rv>" = <u,Rv>.
Here, Hj^ is always identified with H^^. H" is termed the reproducing kernel Hilbert space (RKHS) of R^ (or pt^); it is actually the RKHS
for the covariance fvmction R_: E'xE' -» R, R (u.v) = <u,Rv>. It will be further assumed that H^^ is separable; instances where this assumption is not necessary will be noted. If JJL^ is Radon, then H.^ is necessarily separable [12] .
The message measure )j^ is a probability on (E, a(E')). The constraints to be imposed will ensure that JJL, has a covariance operator R^: E" -» E; it can be assumed (WLOG) that u^ has zero mean.
As in the previous section, the measure of interest is lu^. defined by jXj^ = ^x®)^ ° ^ ' where f(x,y) = (x, x+y).
A basic result in the Shannon theory is that if the supports of }i^ and fi^ are restricted to be of finite dimension £ind the covariance of fi^ is fixed, then I(MyY) is maximized when (j.. is Gaussian. From this one obtains the result that the channel capacity problem can be 6 solved by assuming p^ to be Gaussian (see [2, Lenuna 6] ). This assumption will be made henceforth.
The ohservation measure u^ = M^®)^ " g~ . where g(x,y) = x + y, is thus Gaussian, with covariance operator IL,: E' ^ E, R^ = Ry + R^.
Of course, Ry has a RKHS H^ contained in E and R^ = j" jy, where jy' Hy -» E is the natural injection and is continuous.
The joint Gaussian measure JJL^ has a joint covariance operator ^^' E'xE' -* ExE [13] , [7] . This operator and its properties are characterized by the following result. It does not require that H^ be separable. Moreover, the result holds for any joint Gaussian measure on (ExE, CT(E')X(7(E')) having a covariance operator 34™.: E'xE' -♦ ExE.
Lemma 1 [13] , [7] :
(1) 9^ = ^{-^+t)^**, where ^: H^xHy -* ExE is the natural injection. ^ is the identity in ExE. and t is a selfadjoint bounded linear operator in H^xHy with lltll < 1. where jx^ is the outer measure obtained from p^ [7] . The following result is then useful.
I
Lemma 3 [7] : Suppose that E is a locally convex l.t.v.s., fi a probability measure on (E.cr(E')). Suppose that B is a separable or reflexive Banach space and that j: B -* E is a continuous linear injection. Then, the following are equivalent:
(1) Aj(B)] = 1:
(2) II = uoj , where u is a unique probability measure on (B.a(B')).
If (1) or (2) holds, then fi is Gaussian if and only if v is
Gaussian. If B is both separable and reflexive, then
In the mismatched channel to be considered subsequently, the constraints are given in terms of the norm for another Hilbert subspace of E. The following result is then useful. It does not require that IL, be separable. Proof: Suppose that H^ C Hj^. Since H^ is a Hilbert space contained in the RKHS E^, H^ is also a RKHS of functions on E" and lljxll^ 2 < kllxll^ for all X in H^, some k < <» [12] , so that the natural injection J: H^ -* Hj^ is continuous. Since j^ = j^^J. j must also be continuous, so that Jmj«, is a covariance operator mapping E' -* E. By 
Constraints
The constraints that will be used to define the admissible set Q of message measures jiy are the following:
where H^ is a Hilbert space contained in VU, with norm II•11™, ^W' ^ ~* ^ ^^ ^^^ natural injection, and Uy is the Borel measure on H^ satisfying jj^ = VyS>j^ .
Since we wish to have the constraint (A-2) apply a.e. dji^, it is first necessary to require (A-1). The existence of the measure u"
such that fi^ = "y'^jm follows from Lemma 3; H™ is separable, from Proposition 1. Also by Proposition 1, the capacity will be infinite if PL. is not a vector subspace of IL,.
The constraint (A-2) is motivated by the tjrpical application when E is L2[0,T]. In the case of formal white noise, the constraint T 2 is usually E SQ X^(w)dt < P. This can be viewed as a constraint on 2 EIIXII^, where W is the RKHS of the identity operator: this is the covariance of formal white noise. When white noise is viewed as the formal derivative of the Wiener process, then the "integrated" channel is analyzed [5] . In that case, the transmitted signal X is In addition to its use in previous more specialized analyses, the use of a Hilbert space norm is plausible from two other considerations. First, as can be seen from Lemma 2, the capacity will be infinite unless the constraint used implies E^IIXIC < P" for some P" < «>. Proposition 1 shows that R^ must be a RKHS of functions on E" if the capacity is to be finite. Second, a RKHS norm actually places a dual constraint on the signal; this corresponds to limitations on the amount and frequency distribution of the signal energy in typical applications. '
The capacity subject to the constraints (A-1) and (A-2) will be denoted by %^{?). If H^ = Hj^ (consisting of the same elements and the identical inner product), then the capacity will be denoted by *€»,(?) and the channel is said to be matched (to the constraint). If H^, ?i H"
as Hilbert spaces, then the channel is said to be mismatched. It will be seen that in the matched case, the results can be directly related to results obtained by Shannon [1] and Gallager [4] for the white noise case and by Kadota, Zalcal, and Ziv [5] when the noise is the Wiener process (without a dimensionality constraint). Thus, these 11 results extend the aforementioned results to an arbitrary Gaussian noise, rather than for formal white noise or for the Wiener process.
In the case of the mismatched chaimel, a completely new set of results is obtained. These results differ from those of the matched channel not only in the value of the capacity, but also by the properties of the solution. These differences will be discussed after the main results are presented.
Information Capacity of the Matched Channel ■
The solution for '^(P) is given by the following theorem. Gallager. For white noise of spectral density N"/2 and signal S such T 2 that E/^S^dt < FT, Shannon showed that the capacity without a bandwidth constraint is at least P/N^. Gallager proved that the capacity is P/NQ if there is no dimensionality constraint on the signal.
The result of Theorem 1(b) has also been obtained by Kadota, Zakai, and Ziv [5] for'the case where the channel noise is the Wiener process (the "integrated white noise" channel).
Theorem 1 thus extends some of the well-known results of information theory, previously obtained only for the formal white noise channel (or. for part (b), the Wiener process channel) to a general Gaussian channel without feedback. The results of Theorem 1 hold for any Gaussian noise measure whose covariance operator maps into E and which has a separable RKHS. In particular, they hold whenever the space E is a separable Bztnach space.
Capacitv of the Mismatched Gaussizm Channel
The capacity problem for the case where H^ ?£ H-, (as Hilbert spaces) provides a degree of flexibility which is lacking in the matched channel. By Lemma 2, necessary and sufficient conditions for finite capacity are that M^[range(j^^)] = 1 and EX"^"N -^' ^°^ ^"""^ 13 P' < 00. However, one may wish to use more selectivity in the choice of constraint. As noted above, the RKHS norm llxll" can be viewed as a W constraint on both the amount and the frequency distribution of the signal energy.
In the matched case, the constraint E^IIXll < P constrains the frequency content of the energy in a manner determined solely by the channel noise. It is more desirable to constrain the frequency distribution in a manner which not only satisfies constraints imposed by the RKHS of the channel noise, but also satisfies additional constraints. Such additional constraints are needed in order to analyze channels with partially unknown noise, including jamming channeIs.
In this section, the results corresponding to Theorem 1 will be given, now assuming a mismatched channel. For more details, reference is made to [3] , where the corresponding results are obtained for the case where E is a separable Hilbert space. Those results can be extended to E a separable complete metric space by using the BanachMazur theorem and Kuratowski's Borel mapping theorem. However, in applications one may deal with a linear space that is not metrizable.
or not complete, or not separable. The extension of those results to the present framework can be carried out by using Lemmas 1-3 and Proposition 1 to adapt the proofs given in [3] .
The constraints (A-1) and (A-2) involve the unique Gaussian 
where Ij^ is the identify in H^^. The operator S: IL, -* tt^ is densely defined. The limit points of the spectrum of S consist of all eigenvalues of infinite multiplicity, all limit points of distinct eigenvalues, and all points of the continuous spectrum [13] . Let 9 be the smallest limit point of the spectrum of S, and let {A , n>l> be the
set of all eigenvalues of S which are strictly less than 6, with corresponding o.n. eigenvectors {e , n>l}. Of course, {X , n>l> can n n ~ -^ be empty, finite, or countably infinite.
The capacity problem now becomes that of determining <e^(P) = sup (t) ^ log (1 + X^[1+-YJ"^) (4) subject to the constraint L ^n ^ P-
2 where
n n*-n-* ^ -'
where (T^) is any nonnegative summable sequence of real numbers, {u , n>l} any CONS in H" which belongs to range(J).
The results for the mismatched channel which correspond to part
(1) of Theorem 1 can now be stated. The above result assumes IL, to be finite-dimensional. The following theorem extends to the case where IL, is infinitedimensional, but the support of fx^ is restricted to be of finite dimension.
Theorem 3 [3] : Suppose that H^ is infinite-dimensional, and that support (/j^) is restricted to have dimension < M < «>.
(1) Suppose that 9 < <». , (b) If {X , n>l} is not empty, (X ) is an infinite n n sequence, and P < 2 (9-X ). then there exists a n n largest integer K such that 2VA.. + P > KX^, and where u^ = e^ and T^ = (9-X^)(l+X^)"^ for all n > 1.
In (b), the capacity can be attained by a unique Gaussian jj^ with covariance operator (8) . where 2^.+P+K u = e and T = 1 for n < K; T =0 for "" "" "^ K{l+X ) " ^ '^ n-* n > K. In (c), the capacity cannot be attained.
(2) If 9 = 00, then '^{'P) has the value given in part 1(b), and can be similarly attained.
Discussion
The For the infinite-dimensional channel without a constraint on dim[supp(fi^)], there can again be significant differences between <€^(P) and 'fij^^CP), depending on {9; X^, n>l}. Moreover, there is again a rather different situation in the problem of attaining capacity.
•fij^CP) can never be attained; '^^(P) can be attained if and only if {X , n>l} is not empty and P < 2 (9-X ). n ^ ~ n^ n-* A comparison of the value of the capacity '^(P) for the mismatched channel with the capacity "^CP) of the matched channel can be made from the preceding results. For the finite-dimensional channel, <€^(P) is strictly greater than <gj^{P) if 2^j3^ < 0, or if P + 2?/3. < 0.
•^(P) < "^CP) if 0 < j3j < /3jj. For the infinite-dimensional channel, suppose that {X^, n>l} is empty. Then, "^^C?) > '^(P) if 9 < 0, %^{?) < <€j^(P) if 9 > 0, <€^(P) = <ej^{P) if 9 = 0. If {X^, n>l} is not empty, then for the unconstrained channel '^(P) is greater than 19 P/[2(l+e)]. Thus. <e^(P) > <€j^(P) if e < 0 and {X^. n>l} is not empty.
A similar result can be obtained for the constrained channel.
Applications
The results on the mismatched channel can be used to euialyze channels with partially unknown noise, including jEunming channels.
The results can also be applied to compare the capacity of channels with and without feedback. It has been possible to show that the capacity of a large class of mismatched Gaussian channels is increased by adding linear feedback [16] ; for example, this class includes the time-discrete correlated noise channel with a pure power constraint. This illustrates another difference between matched and mismatched channels; it is not possible to increase capacity of matched Gaussian channels by adding feedback. ,
