In the theory of dynamics of closed relations on compact Hausdorff spaces, the definition for the Conley relation f Ω of an iterated closed relation f is nontrivial. This paper establishes a new equivalent definition for f Ω , and discusses its interpretation.
Introduction
The Conley Decomposition Theorem has been referred to as the fundamental theorem of dynamical systems [4] . Originally it describes the asymptotic behavior of a dynamical system on a compact metric space. In constructing the proof, Conley [2] defined a weak form of recurrence coined as "chain recurrence". The idea was that a point is chain recurrent if it can always return to itself via some long orbits so long as making arbitrarily small errors along the way is allowed.
It has been argued lately that the natural settings for the Conley Decomposition Theorem to study the decomposition of a compact Hausdorff space under iterations of closed relations ( [1] , [3] ). Based on the original development by Conley [2] , McGehee and Wiendt [3] naturally generalized the notion of Conley relation to the study of iterated relations on compact topological spaces. The Conley relation f Ω of a relation f can be thought of as the "infinite iterate" of f that takes into account a topological structure on the space of relations [3] .
In developing f Ω , two other relations f ∞ and f ω were introduced. The three relations can all be thought of as "infinite iterates" of f , but differences lie in that f ∞ takes no topology into account and f ω takes into account only the topology of the phase space. Under the construction, a point is chain recurrent in the iterated relations sense if and only if it is related to itself by the Conley relation. The extension given by McGehee and Wiendt [3] was very general, but the definition for the extended Conley relation seems more sophisticated than the original one because of the topological structure on the space of relations. In this paper, we observe some interesting interplay of the relations f Ω and f ω , and we give an interpretation of the Conley relation by proving an alternative definition for f Ω . Many properties of the three limiting relations were proven by McGehee and Wiendt [3] . Our proof would be heavily dependent upon those properties as well as some other topological results about iterated relations.
In this paper, we first explain the motivations and intuitions of the alternative definition. Then we state some of the useful results given by McGehee and Wiendt [3] . In Section 4, we would used these results to prove the alternative definition for f Ω .
Notations and Motivations
Consider X as a compact Hausdorff topological space and f ⊂ X 2 is a closed relation on X. McGehee and Wiandt [3] Definition 2.1 If f is a relation on a set X, then the limit relation of f is
If f is a relation on a set X, then the ω-limit relation of f is
If f is a relation on a set X, then the Conley relation of f is
Among the three limiting relations, the Conley relation is the most fundamental since it is closedly related to the chain recurrent sets. For example, it is shown by McGehee and Wiandt [3] that if f is a closed relation on a compact Hausdorff space X, then the chain recurrent set of X under f is the set of fixed points under f Ω . Intuitively, the above definition for the Conley relation should have been modified from the conventional concepts of recurrence in the literature of dynamical systems. And conventionally, the chain recurrence on a metric space is defined using -pseudo-orbits. The following definition was adopted by Norton [4] .
Definition 2.4 Given x, y ∈ X and > 0, an -pseudo-orbit from x to y means a sequence of points (x = x 0 , x 1 , . . . , x n = y) with n > 0 such that In light of Definition 2.4 and Figure 1 , it seems to suggest that to find points in an -pseudo-orbit of x ∈ X, we need to think of the dynamical system under the iteration of some ι • f where ι maps each point of X into its -neighbourhood.
Such ι • f should be a subset of some φ ∈ N(f). It can be shown that in a metric space, for every ι , there exists φ ∈ N(f) such that ι • f ⊂ φ in terms of the product topology in X 2 , and if f is closed and X is compact, every φ ∈ N(f)
contains some ι • f . This gives an interpretation for Definition 2.3 that if for 4 every > 0, there is an -pseudo-orbit from x to y, then y ∈ f Ω (x). But the interpretation seems to suggest more. For any x ∈ X, the smaller we take, the closer the -pseudo-orbit of x would line up with the actual orbit. Because the actual orbit approaches f ω (x), chances are the -pseudo-orbit would meet f ω (x) as well. If for any neighbourhood of f ω (x), there is an -pseudo-orbit that meets it, then heuristically we can calculate f Ω (x) by looking for points lying in pseudo-orbits starting from f ω (x).
In this paper, we would use I ⊂ X 2 to denote the diagonal elements, i.e.
I ≡ {(x, x)|x ∈ X}. Standard topology argument shows if X is compact, I is a closed subset of X 2 . In addition, we would use ι to denote a neighbourhood of I, i.e. ι ∈ N(I).
Some Useful Results
The following constructions are given in McGehee and Wiandt [3] , and will be referred to frequently in the next section. 
Definition 3.3 Let R(X) be the family of relations on the topological space X.
The map
will be called the composition map.
Theorem 3.4 (Theorem 4.8 in [3] ) If X is a compact Hausdorff space, then the composition map is semicontinuous.
Theorem 3.5 (Theorem 8.5 in [3] ) If f is a closed relation on a compact Hausdorff space X , then the following properties hold.
Theorem 3.6 (Theorem 8.3 in [3] ) If f is a closed relation on a compact Hausdorff space X, then the following properties hold.
Lemma 3.7 (Lemma 7.5 in [3] ) If f is a closed relation on a compact Hausdorff space X and g ∈ N(f), then g ∞ ∈ N(f ω ). 
. 
Proof.
f Ω by repeatedly apply Theorem 3.5 (b)
by Theorem 3.6 (a) 
Proof. We establish (a) by first proving φ∈N (f ) n≥0 (φ n • f ω ) ⊃ f Ω . Standard topological argument and Theorem 3.4 show that
Because X is compact Hausdorff, X 2 is also compact Hausdorff. Hence standard
where ψ is closed, Lemma 3.7 implies φ ∞ ⊃ ψ ω . Hence for each φ ∈ N o (f ), there exists ψ ∈ N(f) such that φ ∞ ⊃ ψ ω . Therefore,
In addition, since X 2 is compact Hausdorff, for every ψ 1 , ψ 2 ∈ N(f) there exists ψ 3 ∈ N(f) such that ψ 1 ∩ ψ 2 ⊃ ψ 3 and hence ψ ω
} is a directed family of closed sets and Theorem 3.4 implies
by Theorem 3.6 and Lemma 4.1
Therefore we have φ∈N(f ) n≥0 (φ n • f ω ) ⊃ f Ω .
Next we want to show f Ω ⊃ φ∈N(f ) n≥0 (φ n • f ω ). By Theorem 3.6 and repeatedly applying Theorem 3.5 (a), we have for every n ∈ N,
Since φ ⊃ f , Theorem 3.6 implies φ Ω = ψ∈N(φ) ψ Ω ⊃ ψ∈N(f ) ψ Ω = f Ω , Theorem 3.4 and Theorem 3.6 together give
Therefore, we have shown that f Ω ⊃ φ∈N(f ) n≥0 (φ n • f ω ) . This establishes (a).
To prove (b), it suffices to show (a) implies (b). Lemma 3.8 gives for every φ ∈ N(f), there exists ι , ι ∈ N(I) such that
