One of the main factors behind the amazing ecological success of social insects is their ability to flexibly allocate the colony's workforce to all the different tasks it has to address. Insights into the self-organised task allocation methods used for this have given rise to the design of an important class of bio-inspired algorithms for network control, industrial optimisation, and other applications. The most widely used class of models for self-organised task allocation, which also forms the core of these algorithms, are the so-called response threshold models.
INTRODUCTION
The ability of social insects to flexibly adapt their colony organisation to changing environments is a key factor in ensuring their overwhelming ecological success [30, 21] . Underlying this so-called colony plasticity are flexible, self-organised mechanisms of task allocation which ensure that all the different tasks a colony has to tackle simultaneously are serviced according to their importance and urgency, from defence and foraging to nest maintenance and brood rearing. Colony plasticity is a fascinating puzzle, because organisation emerges, without any central coordination, from decentralised interactions between myriads of individuals.
Owing to its flexibility and robustness, self-organised collective behaviour has inspired a wide range of engineering solutions, from control theory [31] to combinatorial optimisation [11] . Task allocation mechanisms, in particular, have been used for applications in factory floor scheduling [6] , network control [12] , and others.
Despite its central interest in biology and bio-inspired engineering, the individual-based mechanisms of task allocation in insect colonies are only partly understood. While there had been rapid progress in deciphering these mechanisms initially [33, 3] , further progress has been hampered by theoretical as much as by experimental challenges:
However, we do know from the theory of stochastic processes [18] as well as from from studies in insect foraging [16] that timing is a vital ingredient in the analysis of self-reinforced control mechanisms. We may thus expect that it also plays a vital (and so far overlooked) role in task allocation. [17, 37, 15, 22] do not allow sufficiently precise and flexible control of task-associated stimuli.
Established experimental methods
Our current work aims to address both issues. We present a new stochastic model for task allocation that integrates timing as a fundamental ingredient. We validate this model with experimental studies of bumblebees Bombus terrestris that employ new experimental assays with a fine-grained dynamic stimulus control [39] . We use temperature control as a model task to investigate task allocation, specifically wing fanning for brood cooling. To the best of our knowledge, our work constitutes the first successful attempt to disentangle the effects of temperature stimuli and previous task engagement on the activity of individuals in a temperature control task. Our results challenge the established view that stimulus intensity modulates individual behaviour in a continuous fashion. Rather, individual workers appear to use the stimulus intensity only as a binary indicator to decide whether the task is required at all. We demonstrate that this behaviour makes sense for a colony when the emphasis is on achieving reliable collective homeostasis, as in nature, rather than on counteracting extreme temperatures, as in some experimental investigations [22, 39] . These results have important implications for the design of bio-inspired task allocation mechanisms and shed new light on fundamental biological questions, such as the role of inter-individual variability in insect colonies.
BIOLOGICAL BACKGROUND
Different mechanisms have been suggested to underlie taskallocation in social insects (reviewed in [3] ). Task allocation can, for example, be based on worker polymorphism (task repertoire correlates with differences in morphology) or temporal polyethism (task repertoire changes with age). It is generally assumed that task allocation at the colony level is implemented by behavioural rules at the individual level, i.e. at the level of workers who have no global representation of the colony's current needs. How the flexibility in task allocation emerges from individual worker behaviour remains a challenging question. What set of behavioural rules does a worker follow for choosing her occupation, which then produces the required group level outcome?
Most empirical studies investigating inter-individual differences have focused on the genetic basis for differences in task choice among workers [24] . Other empirical data is scarce. Previous experimental work that investigated temperature control tasks has only been performed on temperature ramps [29, 22, 39] . On a ramp temperature is a function of time. For a process that is not time-homogeneous, it is thus impossible to reliably tell apart the influences of time and of temperature. The assumption that time does not have an influence must not be made a priori as it can (and will), if made incorrectly, lead to misconceptions. For example, the observation that workers start to engage at different temperatures has commonly been interpreted as evidence that workers decide on task engagement based on temperature thresholds. However, with a constantly rising (or falling) temperature this could simply be caused by different delays or reactions times. To distinguish such effects, we conduct experiments with different constant temperature settings.
In our experiments we exposed individual bumblebees from young colonies to brood dummies at different temperatures and logged their fanning activity in 1 second intervals over a 30 minute period for each individual. 32 workers from two colonies were tested, 16 at 32
• C and 42
• C, another 16 at 32
• C and 47
• C. The setup consisted of a test arena into which a single temperature-controlled brood dummy protruded centrally (Figure 1 ). At the beginning of each test, the test arena offered a 32
• C brood dummy, reflecting optimum brood temperature [37] . For each experiment, one worker was picked up gently by her wings from the brood area of her colony under red light using forceps and placed directly on the brood dummy in the test chamber. The test chamber was closed with a Plexiglas lid and the bee was left undisturbed for a 10 min acclimatisation phase. Her fanning behaviour was then continuously observed and recorded during 10 min. Next, the test arena containing the bee was very carefully lifted from the brood dummy and placed on the second, adjacent brood dummy, which now protruded centrally into the test arena and had a temperature of either either 42
• C or 47
• C. The fanning behaviour of the bee on this second brood dummy was recorded for another 20 minutes. At the end of each experiment, the bee was marked and returned to her colony. 
RESPONSE THRESHOLD MODELS
The most commonly used model of task allocation is the probabilistic response threshold model (PTM, [4] ). It asserts that the probability of an individual to engage with a task depends on an individual threshold and the intensity of the stimulus. This response probability p is calculated as:
where s(t) is the intensity of the stimulus at time t and Θ(t) the individual's threshold. The threshold itself is either assumed to be fixed [4] or to adapt with task execution. In particular, the threshold reinforcement model [35] assumes that the threshold decreases as a result of engaging with the task and increases by itself over time if the individual does not engage with the task:
if the task is executed at time t Θ(t) + φ otherwise where ξ and φ are the rates of learning and forgetting, respectively. The stimulus s itself may, of course, change as a result of the task execution.
There are two important implications of the response threshold model that are in principle verifiable through direct observation:
1. The fixed response threshold model asserts that for an individual the probability to engage with the task increases with stimulus intensity;
2. The threshold reinforcement model additionally dictates that the probability to engage with the task increases with continued/repeated task execution.
Testing the PTM for Bumblebees
Before proceeding we need to discuss how time enters into the response threshold model. The model is usually implemented with fixed discrete time steps of size ∆t [4, 35] . The model implications are straight forward if the stimulus level is constant. In this case, the fixed threshold model implies a fixed response probability and thus a constant average rate λ of response. Assuming that p is scaled to be the probability that an individual engages in ∆t = 1 this rate is simply λ(t) = p(t). In the limit for a fine-grained time resolution, ∆t → 0 with p/∆t = constant, a Poisson process with rate constant λ(t) = p(t) arises [18] . The two hypotheses above imply that 1. In both versions of the threshold model, the rate constant λ of the Poisson process must increase with temperature;
2. If we assume reinforced thresholds, the Poisson process is not time-homogeneous. λ(t) increases over time as the individual repeatedly engages with the task.
To test these hypotheses we conduct our experiments with different constant temperatures T = 42
• C and T = 47
• C. For each individual i we record two sequences f and s capturing the start and end time of each uninterrupted fanning bout with a resolution of 1 second. f To test hypothesis no. 1 we analyse the influence of temperature on the rate function of the processes defined by the event times w T = ∪i,jw T i,j . Specifically, we use Cox regression [27] to test whether the rate functions of w 42 and w 47 differ systematically depending on temperature. Note that Cox regression is a non-parametric technique, so that this analysis does not depend on the assumption that the underlying process is indeed Poissonian. The required proportional hazards assumption applies since the Schoenfeld residuals are uncorrelated with the ranked event times (Pearson Correlation 0.03, graphically supported in Figure 2 ). The relative risk factor for w 42 and w 47 is 1.016 with confidence interval [0.993 . . . 1.039], which clearly shows that temperature does not significantly influence the rate λ(t) of engagement with the task. This contradicts PTM hypothesis no. 1. Note that this analysis only concerns individuals who engage with the task at all. There are a small number of individuals (5 at 42
• C, 2 at 47 • C) who do not show any fanning activity whatsoever. As these do not produce any bout intervals, the analysis is implicitly conditioned on individuals who perform at least one fanning bout.
To test hypothesis no. 2 we cannot use Cox regression since the required proportional hazard assumption cannot be validated. Instead, we use a graphical analysis. We partition the event data w T = ∪ib T i into strata bi according to the repeat number i of the bout. b T i is the subset of w T that only contains event times originating from the i-th bout of any individual. Figure 3 shows the log-log survival plots for the event times bi with a separate curve for three representative samples of bi. The remaining bi curves look similar and have been omitted for clarity. If the rate would systematically increase with previous task engagement, we would see the curves for later bout strata bj consistently above those for earlier bout strata bi (for i < j). This is not the case, and no systematic influence on the repeat number of the bout on the rate is visible. This contradicts PTM hypothesis no. 2. We conclude that the PTM is not applicable to our experimental setting. To the best of our knowledge, our experiments are the first to decouple (1) the influence of time and the influence of stimulus intensity on the probability to engage with the task and (2) the probability to engage with the task from the average activity level. While it is possible that the PTM applies to other species and other tasks, it is equally possible that the successful analysis of previous experiments has been foiled by the lumping of these factors.
A TIME-RESOLVED MODEL OF TASK ENGAGEMENT
Whether or not to engage in a task, such as fanning, is a decision that is constantly reassessed by the individuals. Our experimental observations show that even at a constant temperature individuals assess the temperature several times before a decision to fan is made. One observable indication of such an assessment is the antennation of the brood dummy. Typically, they fan only for a short while before they stop and re-assess the situation. This is clearly visible in the activity pattern displayed in Figure 6 .
The standard response threshold model does not account for these complex timing patterns of individual behaviour. To address this, we present an explicitly time-resolved model of task allocation, or, more precisely, of emergent task distribution. The model defines the individual level of behaviour. Its central difference to existing threshold models is that it explicitly accounts for the ongoing re-assessment of task engagement with a stochastic model. We will investigate how collective homeostasis arises from this model in Section 5. We assume that there are N tasks that an individual w can choose to perform at any given time. Figure 4 illustrates the flow of the decision making process. Executing a task is a three step process that involves polling task stimuli. When w is ready to take on a new task, she will first decide which task i to execute according to the task polling probabilities pi. She will then test whether the task-related stimulus si is above the corresponding threshold Θi. If so, w will engage in i, otherwise she will poll for another task j according to the probabilities pj. Once engaged in a task, w will execute this task for a certain amount of time after which she enters a refractory resting period. Abandoning the task as well as finishing resting are stochastic processes that in the absence of other assumptions are best modelled as Poisson processes with rates λi and µi, respectively. After the completion of one such task cycle the worker is immediately free to engage in another task or to resume the same task as before. The parameters Θ and p may vary between individuals.
Note that we use a deterministic threshold decision. This is for two reasons: (1) As shown in Section 3.1 our experimental data does not support the assumption of a probabilistic threshold; (2) a deterministic threshold is the simplest possible assumption and fully sufficient for homeostasis since the system works as a closed control loop: Each individual assesses the temperature stimulus, takes corrective action for a while if required, and then reassesses the situation. While this is not a continuous-time process as in classical control theory, it approximates this for sufficiently fine time intervals. As long as a sufficient number of individuals with threshold at the optimal temperature are available, the colony will achieve homeostasis at this temperature. The above model makes the most general assumption that a worker chooses between N different behaviours. However, in an experimental setting it is exceedingly difficult to exactly control multiple task-associated stimuli simultaneously. Thus, most experimental settings control and observe only a single task, such as fanning in our experiments. For the analysis we must, however, account for the fact that other behaviours may be executed in between the controlled tasks. This includes observable behaviours, such as self-grooming and running, as well as possibly unobservable ones.
Reduced Model for Empirical Studies
To apply the model to these experiments we thus reduce it to only distinguish between a known, observable task A and a set of alternative tasks B (see Figure 5 ). Task B = {B1, ..., BN−1} is thus a lumped meta-task that represents a mix of possible tasks.
In this context it is interesting to consider that in any social insect colony large proportions of the workforce are typically passive and do not seem to execute any observable task. The proportion of the passive workforce can reach up to 50% of the colony [9, 23] , and while it is often assumed that this is the colony's way to provide a reserve workforce for high demand situations, there is no consensus on the functional role, if any, of this passive workforce [7] . While we cannot be certain that a worker who is not executing the observable task A is indeed simply passive, the possibilities for Bi clearly include "not doing anything."
One specific potential reason for not doing anything is that workers may need to recover from a previously executed task. Our model accounts for this explicitly with refractory periods that are entered immediately after task execution. Note that these could have zero residency time if no refractory period is required. • C. Each row represents a single worker. Each column represents a time interval of 1 second. Fanning activity is represented by the gradient of shading, white boxes denote inactivity or activity other than fanning. As the chart cannot be displayed at full resolution, very short interruptions of activity are only visible in the gradient of the shading rather than as explicit white gaps.
Empirical Evidence
We implemented a statistically faithful simulation of this model based on the Gillespie next reaction method [19] (see Algorithm 1). The time series data gathered in our experiments is consistent with the data generated by our model. 
Group Behaviour
Figure 7(a) shows the empirical distribution of all fanning intervals wi,j. This is clearly not an exponential distribution, as would be expected for a straight-forward Poisson extension of the response threshold model (cf. Section 3.1). Instead, the distribution is power-law like as is recognisable from the straight slope in the log-log scaled histogram. 1 Model simulations and all statistical evaluations were performed in Mathematica V. 10.2.0.0. Source code is available from the first author. 2 As usual with empirical distributions it is difficult to reliably identify an exact power-law. Firstly, any empirical data can only support a truncated power-law. Secondly, it is not easy to clearly distinguish this from a log-normal. Our main point here is not to confirm the exact shape of the distribution, but that it is clearly Our model reproduces the distribution of the fanning intervals well. 
Individual Behaviour
On the individual level, we see a large variation of bout interval characteristics. Figure 8 shows typical cases. Some individuals exhibit a power-law like statistics in their fanning intervals, while in other cases the distribution more closely resembles an exponential distribution. Our model explains this variability. Figure 9 shows the simulation data for a single individual with varying values of pA. For low values of pA, the individual fanning statistics is power-law like whereas for high values of pA it approximates an exponential distribution. This is explained as follows: B is a lumped meta-task in which each Bi has a different characteristic duration
. The inter-bout intervals are thus a mixture of waiting times caused by the refractory period for A and the alternative tasks Bi.
For high probabilities pA the mixture consist almost exclusively of the refractory period for A and the inter-bout intervals thus approximate a Poisson process with rate λ(A).
For low values of pA the inter-bout intervals are mostly determined by the execution times for B, which itself is a mixture of Poisson processes with different rates, and such a mixture process exhibits a power-law like timing even if each individual process Bi is Poissonian [20] .
COLLECTIVE HOMEOSTASIS CONTROL
Collectively bumblebee colonies manage to keep the nest temperature remarkably stable at the ideal target temperature of 32
• C over very long periods [37] . This can be explained with the closed control loop behaviour at the indinot exponential. For simplicity we will refer to this as power-law like in the remainder of the paper. vidual level, even though some social influences may also enter into the process [10] . However, at least two important questions are left open: (1) How quickly can the colony manage to equilibrate the nest temperature or, equivalently, how stable is the nest temperature if the environment conditions fluctuate; and (2) which proportion of the workforce is engaged in the thermoregulation process.
When the temperature is at equilibrium, which in reality it is most of the time, workers drop in and out of the active cooling work force. As some individuals pause to rest, to check the stimulus, or to attend to other tasks, new individuals engage in the process. Thus, the absolute number of workers engaged in the cooling process over extended periods of time may vary significantly, in principle between just the number required to balance the energy input and the whole colony. This raises important questions regarding the efficiency of the process. It is generally assumed that some degree of specialisation in tasks leads to more efficient task execution [21] . A variety of effects enter into this. Intrinsic differences (e.g. morphological) may enable some individuals to perform the task more efficiently [24] . Task execution itself may enable the individual to learn how to execute the task more efficiently [32, 25, 8] . Specialisation may also reduce the amount of overhead required for task allocation. In a coarse simplification, we may assume that it is of advan- tage to the colony if the number of workers engaged in the cooling task is smaller, thus keeping the remaining workers free to perform other tasks.
Inter-individual Variability
On the background of this, we can ask whether the wide variability that we observe in the behaviour of individuals ( [36] , see also Figures 6 and 8 ) serves a functional role or whether it is just an epiphenomenon.
When temperature and cooling activity are at steady state a constant swapping of individuals into and out of the active cooling work force takes place. If all workers behave identically all have an equal chance of engaging in the swapping process so that a large fraction of the colony participates over time, but each individual only contributes a little. If, on the other hand, there is wider distribution of pA values those workers with a high value of pA will on average engage more quickly (and thus more frequently) with the task, effectively preventing workers with a lower pA to engage. This is borne out by simulations. We extend our simulation to capture a simple model of the physics of the collective cooling process. The virtual nest is exposed to a given ambient temperature and additionally produces internal heat. Standard Newtonian heat conduction processes are used to approximate the effect on the nest. To simplify, we assume that all bees have identical fixed cooling capacity.
The discussed effect can clearly be demonstrated qualitatively ( Figure 10 ). The simulations confirm that the colony manages to keep the temperature stable with slight fluctuations around the target temperature. The absolute average count of workers engaged in fanning at any given point of time is constant within fluctuations, as it must, and it is a function of the individuals' cooling capacity and the overall energy input.
For a colony of identical workers far more individuals are involved in the cooling process than for a colony where the pA values are distributed uniformly between 0 and 1. In the homogeneous colony all but one worker (95%) perform between 400 and 600 units of work each, while just 55% perform more than 600 units in the heterogeneous colony. In effect, almost the whole homogeneous colony is significantly involved in the task and only about half of the heterogeneous colony. Other distributions of pA could clearly lead to more extreme differences giving rise to a more sharply defined division of labour.
Thus, the observed intrinsic variability at the system level may have a functional role in enabling the colony to achieve collective homeostasis in a more efficient way.
Comparison to Threshold Reinforcement
It is instructive to compare the effect of fixed intrinsic inter-individual variability to the effect that would be achieved by a threshold reinforcement mechanism. While we have shown above that the assumption of threshold reinforcement does not fit with our experimental data, it is entirely possible that some form of adaptive thresholding exists for different species, tasks, or timescales ( [36] , cf. Section 3.1). More importantly, from the perspective of bio-inspired algorithms concrete biological systems serve as inspiration, but ultimately we are interested in efficient algorithms and control mechanisms. Thus, if threshold reinforcement yields a better control method we should adopt this for engineering purposes, regardless of whether it exists in biological systems or not.
Threshold reinforcement can achieve a specialisation effect for particular tasks without relying on an intrinsic distribution of thresholds or probabilities [35] . When an individual engages in a task it lowers it propensity to engage in the task again by lowering its threshold for this task. This leads to a positive feedback loop: individuals that engage with a task will on average engage with it more frequently in the future thus further increasing their propensity to do so. This positive feedback is moderated by negative feedback: the threshold has a self-driven dynamics that causes it to rise unless counterbalanced by the lowering due to task execution. Higher propensity to engage in a particular task effectively constitutes a specialisation.
In any such feedback system, the question whether it can adapt to changing conditions depends on the balance between positive and negative reinforcement [28] . If the mechanism specialises very quickly and is robust against changes, it unspecialises slowly (and conversely). This is because, for strong feedback, the positive reinforcement derived from executing a task overwhelms the "forgetting" that is required to unspecialise. Weak positive reinforcement, on the other hand, renders the system unable to adapt quickly. In other words, flexibility and stability are conflicting goals.
How a system should ideally operate depends on the dynamic characteristics of the environment. In a fluctuating environment strong specialisation by reinforcement may not always be useful since significant amounts of the workforce may remain tied up with less important tasks when the demand for an important task rises.
To compare fixed intrinsic variability to specialisation by adaptation, we adopt the threshold reinforcement paradigm in a slightly refined form for our model, where an individual has to choose between the individual task A (fanning) or the lumped meta-task B.
We assume that the probability to choose either task is based on the relative previous experience with executing the two tasks in such a way that the task for which more experience has been gathered is more likely to be executed. The probability pA,i of individual i to poll for task A is thus
Here Ej,i is the experience with task j gathered by individual i and f is a monotonically increasing function.
We assume the individual derives a certain utility from executing a task and accumulates this utility as experience. Experience is gradually forgotten over time. This directly corresponds to a widely used general class of models for rational choice [38, 2] , a variant of which is frequently used to model decision making in insect foraging [5] . It holds that the probability to choose a particular option is proportional to the expected utility for that choice and that this expected utility is the discounted sum of previous experiences. Thus we calculate the cumulative discounted experience of indi- vidual i with task j as
where Uj,i(n) is the utility that individual i derives from executing task j during its n-th execution of the task. Note that this definition leaves the exact base of adaptation flexible. It could either just be the fact that the individual engages with the task (Uj,i ∈ {0, c}) or some measure of success of executing the task (Uj,i ∈ R). As we cannot measure the success of executing the task in our experimental setup we shall in the remainder assume that task engagement is the determining factor. In line with common use in biology [34] , we assume f (x) = (k + x) γ , where k models a residual probability to choose a task in the absence of experience and γ determines how strongly differences in experience are emphasised.
While a detailed and exhaustive formal analysis is beyond the scope of this paper, we briefly substantiate the above discussion with simulation data. We expose two virtual colonies to fluctuating ambient temperatures that represent the daily or seasonal temperature cycle and record the total amount of time for which each individual performs the cooling task. Colony A is parameterised to achieve fast adaptation (Uj,i ∈ {0, 10}) while colony B is parameterised for slower adaptation (Uj,i ∈ {0, 1}). Both colonies use ρ = 0.05, k = 1, γ = 2, λA = 1, µA = 1, λB ∼ U (0, 1).
The simulation bears out the above considerations. Initially the fast adaptation in colony A reduces the number of workers required for fanning and leads to rapid specialisation for t < 500 as evidenced by the fact that less than 20% of the workforce perform almost all the work (Fig. 11(c) ). However, the colony cannot compensate the rising ambient temperature quickly enough and at first remains adapted to the initially low demand for cooling (350 ≤ t ≤ 500, Fig. 11(a) ). Eventually the colony adapts to the environmental fluctuations (t > 2000, Fig. 11(b) ) but in the process looses the specialisation (Fig. 11(d) ). The slowly adapting colony B, on the other hand, copes well with the changes in demand from the start but specialisation never arises. Effectively the adaptation is rendered useless by the fluctuations. In such an environment a system that employs fixed intrinsic inter-individual variability may actually be at an advantage over a system that uses adaptive task preferences. If the environment fluctuates faster than the characteristic time of the adaptation, no persistent task preferences can arise and it is essentially left to chance which individuals engage in a given task. With fixed intrinsic thresholds/probabilities, on the other hand, task preferences are to some degree persistent, i.e. the same workers will tend to perform the same tasks. This may have benefits through long-term learning or if the morphological differences result in different task efficiencies.
CONCLUSION AND FUTURE WORK
We have presented a model that captures a fine-grained, time-resolved picture of self-organised task allocation in bumblebees. To test our model we have performed experiments with bumblebees as the model organism and nest temperature regulation as the model task. Our experiments are designed to distinguish the effects of time, repeated task execution and stimulus intensity, which cannot be isolated in previous experiments.
Since the objective of temperature regulation in an insect colony is to achieve homeostasis, our new model is based on a simple closed control loop perspective, in which individuals use stimulus intensity only to judge whether task execution (cooling) is required at all. We have shown that traditional response threshold models are not sufficient to explain the individual behaviour observed in our experiments. Instead, our simple control loop model provides a better fit with our experiment and explains its salient aspects.
The analysis of our model has revealed some important implications for fundamental biological questions. It shows how in dynamic environments fixed intrinsic inter-individual variability can enable a more effective division of labour than adaptation by threshold reinforcement. Ultimately, this allows a colony to reduce the amount of workers tied up with temperature regulation and thus enables it to achieve its tasks more efficiently. We have substantiated this by simulating the temperature control task in a variable environment.
Our findings have potentially important consequences for the design of bio-inspired control algorithms. For applications with dynamic, fluctuating task demands it may be preferable to base the algorithm design on the behaviour described by our model and to utilise fixed intrinsic variability between task processing agents rather than relying on adaptive threshold reinforcement. Future work should explore this from a realistic application-centric perspective.
Some important questions remain open. We have studied variability only in the most fundamental factor, the task polling probabilities pA. Other factors, such as fanning durations, may also vary between individuals. Likewise, while the task polling probabilities in our experiments are not modulated by stimulus intensity, it is possible that other factors are. The implications of this need to be investigated experimentally and theoretically and we are planning to address this in future work. We also aim at a mathematical analysis of the role of inter-individual variability rather than relying merely on simulations.
