Fluorescence correlation spectroscopy when fluorescent nanoemitters are diffusing in the vicinity of a dielectric mirror is studied both theoretically and experimentally. We demonstrate that two important effects occur when the confocal detection volume is located on the mirror's surface. First, the count rate per emitter is significantly enhanced owing to control of spontaneous emission and enhancement of the excitation field. Second, interference fringes in the excitation beam give rise to a new characteristic time in the photocurrent's autocorrelation function. This new time is found to be independent of the transverse excitation field's beam waist and permits accurate measurement of diffusion coefficients without any a priori knowledge of the confocal volume geometry.
INTRODUCTION
Detection and spectroscopy of single molecules at both cryogenic 1, 2 and ambient [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] temperatures has attracted considerable attention in the past few years. First appearing as a branch of fundamental spectroscopy physics, the field has evolved rapidly toward various applications both in the biological sciences and in applied physics. The former has led to ultrasensitive techniques such as fluorescence correlation spectroscopy [13] [14] [15] [16] (FCS) and fluorescence intensity distribution analysis [17] [18] [19] [20] for the study of single-biomolecule dynamics in fluid media. Significant breakthroughs are expected in analyses of DNA 21 and protein, in molecular dynamics, 22 and in fundamental studies of physical and chemical phenomena at the single-molecule level.
More recently, the field of solid-state quantum optics has focused on single-emitter detection in the context of building an optical device that is able to deliver single photons on demand. 23 This nonclassical source is necessary for implementing quantum cryptography in guided or free-space optics. 24 Promising single-photon sources have been proposed both at cryogenic temperature with dye molecules 25 and semiconductor quantum boxes 26 and at room temperature with stable color centers in diamond 27 or semiconductor 28 nanocrystals. Two major requirements for single-molecule detection (SMD) are high collection efficiency and a small and welldefined volume of detection. In this paper we address these two important issues.
A. Collection Efficiency in Single-Molecule Detection
In any SMD experiment the fluorescence has to be discriminated from the background. This task is difficult and requires a complex optical apparatus to minimize the detection volume and to spectrally filter the relevant optical signal. Beside the ultrahigh-resolution spectroscopy techniques 29 that are usually implemented at low temperature, near-field techniques that define subdiffraction volume 30 and confocal microscopy 31 setups are the most commonly used for SMD at room temperature. In the confocal microscopy setup, the relevant fluorescence is detected through an objective lens with a high numerical aperture (NA), which can collect at most 30% of the total emitted light for a fluorescent molecule in water (NA, 1.2). This percentage is even worse when the emitters are embedded in a high-refractive-index medium that allows only a small percentage of the emitted light to escape the structure; most of the light is totally reflected at the medium-air interface.
To take advantage of the remaining 70% of the emitted light it has been proposed to use a paraboloid reflector to replace the light-collecting microscope's objective lens. 32 In this case most of the fluorescence is detected as reflected by the mirror's surface. This method requires a cumbersome structure and cannot be simply implemented in a conventional microscope. Other approaches to increasing the collection efficiency in SMD by use of photonic structures of various complexities have been proposed. When one is dealing with an emitter embedded in a highrefractive-index medium it has been shown that random 33 or periodic 34, 35 corrugation at the air interface efficiently couples out most of the emitted radiation. Whereas this method is relevant in the context of a solid-state emitting device, implementing it seems difficult for SMD.
More interesting in SMD is the concept of spontaneousemission control, which permits control of the lifetime and the radiation pattern for emitters located in (or in the vicinity) of reflecting photonic structures.
As first studied by Purcell, 36 spontaneous emission is not an intrinsic atomic property: Rather, one can modify it by tailoring the electromagnetic environment that the atom can radiate into. Both the spontaneous-emission rate and the angular radiation pattern can be affected. 37 Whereas the former requires three-dimensional optical microstructures to be substantial, 38 the latter can be strongly affected by a photonic structure as simple as a planar mirror. 39 In this case it can be shown 40 that, for specific positions of the molecule near the mirror surface, the reflected fluorescent light exerts a positive feedback on the molecular spontaneous-emission process that enhances the emitted radiative power in specific directions.
To evaluate the feasibility and efficiency of such spontaneous-emission control in the framework of SMD, we investigate in this paper the emission of individual fluorophores located in the vicinity of a multilayer dielectric mirror by using a confocal detection scheme. Although preliminary results have already been reported, 41, 42 here we present a more-detailed study.
B. Confocal Volume Geometry in Fluctuation Analysis
As was already mentioned, fluctuation analysis, such as FCS, implemented with a confocal setup is a powerful technique for characterizing diffusion of molecules in fluid media. Such an analysis needs as an input the fluctuating fluorescence signal from molecules moving across the confocal volume. FCS builds a temporal autocorrelation function that gives information on the various time scales involved in the fluctuating signal. This analysis provides valuable information on diffusion, molecular association, and aggregation and is widely used in biological applications such as assays and cell diagnostics. Dual-color FCS 43 and two-photon excitation FCS 44 are some of the major recent developments of the technique, which now enters a mature era for biological applications.
Although it is satisfactory as originally proposed, FCS requires accurate knowledge of the collection volume geometry. It is well known that accurate determination of a confocal volume geometry is a difficult wave optics problem whose solution requires the knowledge of various optogeometrical parameters such as objective aberrations, refractive indices of media, and beam geometry. To avoid such problems, one usually performs a calibration test, using a solution of dye whose diffusion coefficient is a priori known. Although it is useful, this procedure is not free of artifacts, and detailed analyses have recently shown that knowledge of confocal volume geometry is crucial to performing FCS measurements correctly. 45 In this paper we propose an alternative approach to solving the confocal volume geometry problem by shaping the confocal volume in a controlled manner. More precisely, we use the interference fringes that result from the interaction between the excitation field and the mirror surface to measure diffusion coefficients accurately.
We show that a mirror, which both reflects the pump and fluorescence light and is located in the confocal volume (1) Improves the count rate per molecule by more than fourfold by controlling spontaneous emission and enhancing the pump field and (2) Gives an accurate determination of diffusion coefficients without any a priori knowledge of the confocal volume geometry.
We first give a theoretical description of spontaneousemission control and confocal detection when emitters are located in a multilayer planar structure. The final result is the expression of the molecular detection efficiency function (MDE), which gives locally the amount of light collected through the confocal pinhole. Finally, we give an experimental demonstration of fluorescent nanobeads and dyes freely diffusing in front of a mirror structure. We report a count-rate enhancement together with measurement of a new fluctuating fluorescence signal that originates from the fluorophore's diffusion across the interference fringes. We show that this new decay time permits accurate determination of the diffusion coefficient without any a priori knowledge of the confocal volume geometry.
THEORETICAL MODELING
In this section we consider a collection of emitters freely diffusing in the vicinity of a multilayer structure that is reflecting both the emitted radiation and the excitation beam. The excitation beam can be strongly focused, and a collection pinhole defines a confocal volume that spatially filters the detected fluorescence radiation (Fig. 1) .
A. Collection Efficiency Function
Following Koppel et al., 46 the collection efficiency function (CEF) is defined as the fraction of light emitted by a point source that passes through a pinhole. In a standard treatment the point source is assumed to have isotropic radiation.
Spontaneous-Emission Control
The problem is different when the emitter is located in the vicinity of a multilayered dielectric structure whose optical properties can be adjusted. This problem has already been addressed in detail, 39, 47 and here we give only a brief description of the modal theory in the classic electrodynamics framework.
The complete set of electromagnetic modes of a lossless multilayer dielectric structure includes an infinite number of radiation modes and evanescent modes as well as a finite number of guided modes. We restrict this brief presentation to the TE polarization state. The electric modal fields have particular amplitude distributions of the form
where E(z, k p ) stands for the z distribution of the electric field in the depth of the stack (Fig. 2) , k p ϭ ␣ e x ϩ ␤e y is the planar part of the k vector that labels the field F(r, k p ), and r ϭ xe x ϩ ye y ϩ ze z is the spatial vector. N eff ϭ ͉k p ͉/k 0 has the same value in all media (k 0 ϭ 2/, where stands for the vacuum wavelength); u(k p ) is the TE unit electric field vector, which lies in the xy plane. Because of their modal properties, the fields related to the radiation modes must correspond to standing waves in the direction normal of the layers. Thus they vary only by a phase factor when they propagate along the x direction (see Fig. 2 ). These fields can be described by a superposition of two plane waves contrapropagating along the z direction that have the same Poynting flux through the xy plane [ Fig. 2(A) ].
Two types of radiative mode are usually distinguished. The fully radiative modes F fr (0 Ͻ N eff Ͻ n ext ) propagate both within the external medium (refractive index n ext ) and within the substrate and are doubly degenerate in F frϩ and F frϪ , whereas the substrate radiation modes F sr (n ext Ͻ N eff Ͻ n s ) radiate only within the substrate (assuming that n ext Ͻ n s , where n s is the substrate's refractive index). Figures 2(A) and 2 (B) give schematic views of these modes. Figure 2 (C) shows a guided mode F g for which (n s Ͻ N eff ϭ ͉k pg ͉/k 0 Ͻ n H ), where n H is the highest refractive index of the stack (usually n ext Ͻ n s Ͻ n H ) and k pg is the planar part of the k vector corresponding to guided mode g. These guided modes (labeled by the subscript m), with specific modal frequencies N eff m , show evanescent waves in the outer media (n s and n ext ) and can propagate without losses within the stack plane.
It can be shown 47 that these modal fields satisfy orthonormalization relations of the type
where the Dirac function ␦ (k p Ϫ k p Ј) must be replaced by the Kronecker symbol ␦ k p , k p Ј for guided modes (i ϭ g);* stands for the complex conjugate. In the classic electrodynamic context, the total field E(r, t) emitted by a monochromatic light source, considered as a dipole (charge q, amplitude a, and direction e), is expanded on the modal functions F fr , F sr , and F g :
where the integrals are evaluated in the k-space regions O fr , O sr , and O g , respectively, associated with the full radiative, substrate radiative, and guided modes. Knowledge of the c coefficients is sufficient for computing the total electric field emitted by the dipole.
To achieve such a goal, one reduces the problem to the resolution of the two coupled equations, viz.,
Here Eq. (4) is the Helmholtz equation with a dipolar point source term p(r, t) ϭ qa(t)␦ (r Ϫ r 0 )e located at r ϭ r 0 and a damping current j. Equation (5) stands for the monochromatic dipole evolution equation, located at r ϭ r 0 , and whose amplitude is a(t). From Eqs. (3)- (5) and in the low-coupling regime it is possible to compute the amplitude of the total field emitted by the dipole in the various modal fields.
In the case of a stack without losses it is possible 47 to compute total power P emitted in the outer media (n s and n ext ) and into the guided modes. More precisely, P is calculated from Eq. (5), where the right-hand term is a damping contribution to the dipole evolution. It is therefore possible to express the dipole damping rate, which appears as a sum of the damping rates associated with each modal field. Finally, one obtains electromagnetic power P by multiplying the dipole damping rate by the dipole mechanical energy.
From Eqs. (3)- (5), both the spontaneous-emission rate (or, equivalently, the lifetime) and the angular radiation pattern of the source are affected by the presence of the multilayer structure. It finally turns out that the alteration of the lifetime is small in a planar structure solely because of one-dimensional confinement. 39, 48 The modified radiation pattern, however, can be strong and different from the isotropic emission that is usually assumed in confocal microscopy theory.
From the computation, one finally gets for each source position r 0 the radiated Poynting flux per unit solid angle, dP(r 0 , ⍀)/d⍀, so the total emitted power for a point source located at r ϭ r 0 is 
Pinhole and Objective Numerical Aperture Effect
Beside the source radiation pattern, the CEF is affected both by the effect of the finite objective NA and by the pinhole image. To take this spatial filtering into account we follow Quian and Elson in a semigeometric approach. 49 A fully electromagnetic treatment of the pinhole filtering was recently reported, 50 which confirms the validity of the semigeometric treatment.
We define ⍀ p (r 0 ) as the solid angle at which a point source located at r ϭ r 0 sees the image of the pinhole in the object plane (Fig. 1) . In a similar way, we define ⍀ NA (r 0 ) as the solid angle at which a point source at r ϭ r 0 sees the objective NA, where n w is the refractive index of water (Fig. 1) . We compute CEF(r 0 ) as
For the numerical simulation we compute Eq. (7) only for a point source that is located on optical axis z. The transverse limitation [in the (x, y) plane] of the MDE (see Subsection 2.C below) is considered to follow the excitation intensity profile.
Broadband Source
In the usual case in which source bandwidth ⌬ is nonzero, dipole amplitude a(t) is weighted according to the source's spectral shape, and we compute numerically the wavelength-dependent functions dP(r 0 , , ⍀)/d⍀d. For a multilayer structure that exhibits strong variations of reflectance and transmittance over the source bandwidth, the quantity dP(r 0 , , ⍀)/d⍀d can be wavelength dependent. Finally, the CEF for a broadband source reads as
B. Excitation Intensity I e (r) CEF(r) gives interesting information on how light is emitted from point r and is collected through the pinhole. Nevertheless, we considered a spatially constant dipole amplitude a for a specific wavelength. This situation would be the one encountered for a uniform excitation. For photoluminescence, dipole amplitude a is spatially strongly related to the excitation field, and we make the assumption of a linear regime (i.e., the dipole amplitude linearly follows the electric field amplitude). This assumption leads to a power emitted by the source that is proportional to the excitation field's intensity. We briefly present here the electromagnetic calculations that we implemented to compute the total focused pump electric field inside a multilayer stack. For the sake of simplicity we restrict our analysis to the TE polarization state in which the excitation electric field lies along the y axis (Fig. 1) .
Let us consider a Gaussian beam incident upon the stack at normal incidence. This beam is focused on the plane z ϭ z 0 , and its electric field can be written in this plane: (9) where w is the incident beam's waist. This field can be expanded in a familiar amplitude plane-wave spectrum W( ):
where
), ϭ sin / p is the spatial frequency, and is the incidence angle of the plane wave indexed by . Excitation beam power P is related to E 0 through
The total electric field at any position along the z axis is given by
where A( , z) is the total electric field amplitude within the stack with spatial frequency associated with each incident plane wave. For expression (11) it is assumed that the electric field remains unchanged along the y axis. This is a good approximation because the excitation field profile is only slightly affected along the y direction. However, Eq. (11) describes accurately the excitation field's amplitude along the z axis, which may be different from the incident field given by Eq. (9) .
Finally, the excitation field's intensity is taken as
C. Molecule-Detection Efficiency Function
Following Rigler et al., 51 we define the MDE function as the CEF multiplied by the excitation intensity:
The MDE function gives the power emitted locally by a point source that is collected by the microscope objective and detected behind the pinhole. Note that for Eq. (13) the spontaneous-emission control that is due to the multilayer, the pinhole filtering, and the excitation beam's profile is taken into account. If C(r, t) is the concentration of a chemical species studied at position r and time t, the detected photocurrent reads as
where s is a factor included to take into account the emitter's absorption and emission cross sections and the detector's efficiency. We assume as previously that the collected intensity is proportional to the excitation intensity.
D. Photocurrent Correlation Function in the Presence of Pure Diffusion
We define the concentration fluctuation as
where C stands for the mean concentration (spatial and temporal averaging).
Concentration correlation function (r, rЈ, ) compares the concentration fluctuation at (r, t) with the concentration fluctuation at (rЈ, t ϩ ) such that ͑r, rЈ, ͒ ϭ ͗␦C͑r, t ͒␦C͑ rЈ, t ϩ ͒͘, (16) where ͗ ͘ denotes ensemble averaging.
In a stationary system the average properties are independent of time, so ͑r, rЈ, ͒ ϭ ͗␦C͑r, 0͒␦C͑rЈ, ͒͘. (17) When concentration changes are due entirely to diffusion, ␦C(r, t) follows the equation
where D is the diffusion coefficient in square meters per second. With the infinite boundary conditions for diffusion ͓␦C(r, t) ϭ 0 at x, y, z ϭ ϩϱ] it can be shown that
Concentration fluctuations ␦C(r, t) cause fluctuations ␦i(t) in the photocurrent, defined as
from which one builds the temporal autocorrelation of the photocurrent G(),
and the normalized autocorrelation photocurrent function g (2) (),
It is interesting to focus on the zero time G() limit. Assuming a dilute solution, the spatial correlation length of concentration fluctuations of a particular species must be short. It follows that ͑r, rЈ, 0͒ ϭ ͗␦C͑r, 0͒␦C͑rЈ, 0͒͘ ϭ C ␦ ͑ r Ϫ rЈ͒, (24) where ␦ is a Dirac-like function whose nonzero support is small compared with every other spatial length in the problem. The photocurrent's autocorrelation function at zero time delay is then
where V eq is the equivalent volume, defined as
E. Gaussian Transverse Molecule-Detection Efficiency
To go further into the derivation, it is interesting to consider the case for which the transverse MDE [in the (x, y) plane] is Gaussian. From a practical point of view this Gaussian MDE is achievable when the transverse Gaussian extension of the excitation intensity is smaller than the transverse CEF extension. This situation is encountered for a pure Gaussian beam but also for a Gaussian beam falling onto a mirror located in the focal plane (Fig.  1) . The MDE simplifies to
where M(z) is the MDE profile along the z axis and w Ќ is the excitation beam's waist (defined at 1/e 2 ). Then ͗i(t)͘ simplifies to
and
It is then possible to perform the (x, y) integration in Eq. 
Setting
ͬ dzdzЈ (31) yields G() in the general form
where d ϭ w Ќ 2 /4D. For an arbitrary z profile of the MDE, J and thus G() must be calculated numerically (see Section 3 below).
Nevertheless, in the conventional FCS theory the excitation beam is assumed to be a pure Gaussian beam and the emitter's radiation pattern, isotropic. In this case MDE(z) is taken as
where w l stands for the longitudinal waist (defined at 1/e 2 ). A simple calculation leads then to
and, from Eqs. (22), (28) , (29) , and (32), one find the standard FCS result:
where s ϭ w Ќ /w l , d ϭ w Ќ 2 /4D, and M ϭ C 3/2 w Ќ 2 w l ϭ C V eq stands for the number of diffusing species into the equivalent volume V eq .
NUMERICAL RESULTS AND DISCUSSION
In the following calculations we consider Cyanine 5 (Cy5) emitters uniformly distributed in a 100-m water layer squeezed between a dielectric mirror (M) and a microscope objective cover glass (see Fig. 1 ). The emitters are modeled as three-dimensional point dipoles weighted over the Cy5 emission spectrum with a peak emission at 664 nm. To match experimental conditions, the excitation wavelength is e ϭ 632.8 nm (He-Ne) and M is a 16-layer (silica substrate)/(HL) 15 L mirror, where H and L stand for high-and low-refractive-index quarter-wavelength layers, respectively, at M ϭ 660 nm (n H ϭ 2.2; n L ϭ 1.46). Figure 3 gives the mirror's reflectance (at normal incidence) together with the Cy5 spectral emission range. Note that the mirror reflects both for the excitation and the fluorescence light. The pinhole diameter is set to be 50 m, and the microscope objective's NA is 1. Finally, the optical magnification between the focal point and the pinhole plane is 20ϫ, and the excitation waist is w Ќ ϭ 0.5 m in free space. Figure 4 shows CEF(x ϭ 0, y ϭ 0, z) along the z axis when we set the collection volume upon and 5 m above the mirror's surface [Eq. (8)]. The CEF unit is given in watts and is directly related to the square of dipole amplitude a 2 . When the detection volume is located 5 m above the mirror's surface, one recovers the conventional confocal z sectioning effect, approximately 4 m FWHM in our case. More interesting is the case when the confocal volume is located upon the mirror's surface (in this case the radiation of each Cy5 molecule interferes with itself to create fringes into the CEF). Although these fringes are somehow blurred by the Cy5 bandwidth for molecules located few hundreds of nanometers away from the mirror's surface, the zero optical-path-difference fringe located on the mirror's surface is constructive for most of the Cy5 wavelengths and leads to an enhancement of spontaneous emission. For this specific location the emitter's count rate is enhanced by a factor of 1.54 compared with the best detection when the confocal volume is set 5 m above the mirror's surface. This enhancement depends solely on control of the spontaneous emission and is limited by the mirror's reflectivity at large angles, especially for the TM polarization. Figure 5 shows excitation intensity I e (x ϭ 0, y ϭ 0, z) along the z axis when the collection volume is located upon and 5 m above the mirror's surface [Eq. (12)]. Because the mirror is reflecting the excitation wavelength, interference fringes appear. As the excitation intensity maximum is normalized to unity for a beam focused in bulk water, one can see a fringe visibility of 1 when the focal point is set on the mirror's surface (intensity enhancement of 4). Conversely, this visibility is reduced when the focal point's distance from the mirror's surface increases to ultimately reach zero (no fringes) for large a distance (Ͼa few tens of micrometers). The last quarterwavelength L layer that ended the M mirror ensures constructive interference both for the CEF and for the excitation beam (see Figs. 4 and 5) on the mirror's surface.
A. Collection Efficiency Function

B. Excitation Intensity
Emitters at this location will benefit from enhancement of both the emission and the excitation mirror.
C. Molecule-Detection Efficiency Function
As presented by Eq. (13), the MDE is the multiplication of CEF(r) by excitation intensity I e (r) and gives the detected intensity for each location r. Curves A and B of Fig. 6 present MDE(0, 0, z) for a z focus 5 m above the mirror's surface and upon the mirror surface. In the same figure we plotted MDE(0, 0, z) when we focused on a simple cover glass (Fig. 6, curve C) . For a more comprehensive view of the confocal volume shape, Fig. 7 shows two three-dimensional MDE surface profiles in the (x, z) plane for (curve A, mirror case; curve B, cover-glass case).
Between the illustrations of mirror and cover glass (curves B and C of Fig. 6 and Fig. 7 ) one can note the strong alteration in confocal volume caused by the presence of fringes. Although low-visibility fringes still persist in the cover-glass case because of the low-refractiveindex step between water and glass (Ϸ0.2), the MDE is 6.8 times larger on the mirror's surface than on the cover glass's surface.
Assuming a uniform concentration of Cy5 above the surfaces, one finds from Eq. (14) 
, where cpm is the count rate per molecule. This significant cpm enhancement results both from control of spontaneous emission and shaping of the excitation field in the vicinity of mirror M. 
D. Photocurrent's Autocorrelation Function
Knowing the MDE function along the z axis, namely, M(z), one can compute the photocurrent's correlation function from Eqs. (28), (31) , (32) , and (22) . Figure 8 shows computed photocurrent autocorrelation function g (2) () for a collection volume located on a cover glass and on the mirror's surface. For the calculation we set dye concentration C ϭ 0.29 nM and diffusion coefficient D ϭ 2.5 m 2 /s (Cy5 in water). To clarify the presentation we did not consider the short triplet and isomerization times that are present in conventional Cy5 photocurrent autocorrelation functions. g (2) () exhibits no special features for Cy5 molecules diffusing on the cover glass, and the autocorrelation trace can be approximately fitted by the standard FCS expression given by Eq. (35), which assumes a Gaussian MDE profile along the z axis. Table 1 lists the fitting parameters obtained. g (2) () shows a significant alteration for molecule diffusing on mirror M. The striking feature is a new fluctuation time f , which appears at a short time. This new time f is physically interpreted as the mean intensity fluctuation time that arises from Cy5 molecules diffusing from fringe to fringe.
As was already reported by Asai and Ando 52 and by Lenne et al., 42 this autocorrelation function in fringes can be approximated by
where g (2) () is given by Eq. (35), A is a constant coefficient, and f is given by
where p is the excitation wavelength and n w is the refractive index of water. Equation (36) is a crude approximation for which it is assumed that
where k ϭ n w k 0 . This expression is not an accurate description of M(z) for a z focus on the mirror's surface (see curve B of Fig. 6 ). Striking differences can be seen as the bright fringe that results from the CEF that is present on the mirror's surface and from the non-Gaussian envelope along the z axis. We point out that in Eq. (36) M ϭ C 3/2 w Ќ 2 w l stands for the number of molecules present in the collection volume without fringes. This confusing fitting parameter is different from the true number of molecules present in the collection volume with fringes still defined by MЈ ϭ C V eq . In spite of these restrictions, Eq. (36) can be used as a phenomenological fit, which appears to be useful for experiments because it is much faster to generate that equation than the accurate computation presented in Fig. 8 . Table 1 presents the fitting parameters derived from Eq. (36). Although d is found constant for the photocurrent correlation functions computed on the mirror and on the cover glass, the numerical ratio is d / f ϭ 38.5, whereas one expects from theory that d / f ϭ 4 2 n w (w Ќ 2 / p 2 ) ϭ 43.5. This discrepancy illustrates again the approximation given by Eq. (36).
EXPERIMENTAL IMPLEMENTATION A. Alteration of the Radiation Pattern on the Mirror
Before reporting our FCS experiment with the mirror we describe a simple setup that we have implemented to record the angular radiation pattern for Cy5 emitters located in a thin (80-m) water layer squeezed between dielectric mirror's and the cover glass (Fig. 9) . The Cy5 molecules (C ϭ 10 Ϫ5 M) are excited by a weakly focused He-Ne beam ( e ϭ 632.8 nm; waist, 30 m) falling onto the mirror's surface (angle of incidence, 30°) to create an active spot. A fiber bundle connected to a photomultiplier is located 5 cm away from the mirror's surface and collects, for each angle , the spectrally integrated Cy5 emission. Figure 9 shows the recorded radiation pattern (radiated Poynting flux per unit solid angle) in the upper halfspace together with the result of simulation. In the figure the two solid circles at ϭ 0°and ϭ 180°show the measured difference between the on-axis intensity of light emitted above ( ϭ 0°) and under ( ϭ 180°) the mirror. This directional radiation pattern is a direct consequence of the control of spontaneous emission exerted by the mirror on the emission of the Cy5 molecule. In Subsection 4.B we describe the use of a microscope objective with a NA of 1 (collection angle 49°) to collect the emitted light; with such a directional radiation pattern most of the light emitted by the Cy5 molecule is collected.
B. Fluorescence Correlation Spectroscopy on the Mirror
The confocal setup that we used to investigate the FCS signal from molecules located on the mirror is depicted in Fig. 1 . A high-NA microscope objective lens (NA of 1, ϫ 40; oil immersion; PL Fluotar, Leica) is used to collect the fluorescence signal from nanospheres or Cy5-labeled proteins that are freely diffusing in water. The pinhole diameter is set to be 50 m, and the optical magnification between the focal point and the pinhole plane is 20. The excitation beam is provided by a He-Ne laser ( e ϭ 632.8 nm) and focused by the microscope objective lens (w Ќ ϭ 0.5 m). Nanospheres [crimson nanobeads (from Molecular Probes) in water; diameter, 100 nm] or Cy5 molecules (C ϭ 10 Ϫ9 M in water) are located on a simple cover glass or squeezed between the cover glass and mirror M. The nanospheres are used to prevent the short-time fluctuation of triplet states in the correlation function. As previously, mirror M is a 16-layer (silica substrate)/(HL) 15 L mirror, where H and L stand for high-(Ta 2 O 5 ) and low-(SiO 2 ) refractive-index quarter-wavelength layers, respectively, at M ϭ 660 nm. Mirror M is manufactured by the plasma-assisted deposition technique (ion plating). The space between the cover glass and the mirror is held constant by a 100-m-thick washer. In any case we add salt to shield the charge surface effect on the mirror and the cover glass.
The measurements are performed at room temperature without precise temperature control. Two single-photon counting avalanche photodiodes (SPCM, Perkin-Elmer), which collect equal amounts of filtered Cy5 fluorescent light passing through the confocal pinhole, are used to circumvent the problems associated with the detectors after pulses and dead time (Ϸ50 ns). The avalanche photodiode detectors are connected to a digital correlator (7032 CN, Malvern), which measures in real time photocount correlation function g (2) () ϭ ͗i 1 (t)i 2 (t ϩ )͘/͗i 1 (t)͘ ϫ ͗i 2 (t)͘, where i 1 (t) and i 2 (t) are the digital signals coming from the two detectors and the angle brackets stand for average over time.
Count-Rate Enhancement
Let us consider first the mirror's effect on the mean intensity collected per molecule (cpm). Setting the laser power to 25 kW/cm 2 increases the average count rate from 2.1-kHz cpm in the absence of the mirror to 7.8-kHz cpm in its presence, so it gains a factor of 4.2-fold. This rate is lower than the predicted 4.6-fold enhancement, probably because of an overestimation of the mirror's reflectivity. In spite of this discrepancy, the result demonstrates that the mirror notably enhances the detected cpm. Figures 10(A) and 10(B) show two typical experimental photocount autocorrelation functions obtained for diffus- Fig. 9 . Bottom, experimental and theoretical radiation patterns for Cy5 molecules located on mirror M [silica substrate/(HL) 15 L, where H and L stand for high-and low-refractive-index quarterwavelength layers, respectively, at M ϭ 660 nm Ϫ n H ϭ 2.2; n L ϭ 1.46]. Top, schematic of the experimental setup. (2) () exhibits two characteristic times, namely, f and d , attributed, respectively, to diffusion into the fringes and into the whole confocal volume. Results of the fits are summarized in Table 2 , for which we calculated the ratio d / f from the experiment and compared it with its theoretical expression. The diffusion coefficient extracted from f is in excellent agreement with the theoretical value obtained from the Stokes-Einstein formula
Photocount Correlation Function
where kT is the thermal energy, R is a nanosphere's radius, and is the viscosity of water.
A direct consequence of the cpm enhancement can readily be seen in the g (2) () standard deviation at any time scale calculated with Koppel's formula 46 in the presence of the mirror. This fact demonstrates one of the advantages of using f rather than d to measure diffusion coefficients. The other main advantage is the independence of f from w Ќ , as can be seen from Eq. (37), for which f depends solely on e . To verify this fact experimentally we varied w Ќ by underfilling the microscope NA with a diaphragm located in the excitation beam. Figure  11 presents the photocount's autocorrelation functions recorded in the presence of the mirror for two different transverse waists w Ќ . Time d increases when the diaphragm closes, because closing the diaphragm increases w Ќ . It does not, however, affect f , thus demonstrating that the mirror creates a subwavelength fringe structure within the confocal volume that is not sensitive to any change of w Ќ .
Influence of the Fringe Contrast
Fitting the experimental g (2) () in the presence of the mirror [ Fig. 10(B) ] with Eq. (36) leads to a coefficient A ϭ 0.35. This is different from the expected A ϭ 0.5 obtained from the numerical simulations listed in Table 1 . To investigate this situation we model the influence of the fringe contrast, taking (39) where V stands for a fringe visibility coefficient. We then compute the photocurrent correlation function from Eqs. (31), (32) , and (22) and the number of molecules present in the collection volume from Eq. (29) . We finally fit the result of the calculation by using Eq. (36) . Figure 12 shows the results of the calculation for coefficient A and the number of molecules when we vary V from 0 (no fringes) to 1 (full visibility). We have normalized the number of molecules to 1 for a standard confocal volume (no fringe). Interestingly, coefficient A follows a nonlinear evolution with V. Although we recover A ϭ 0.5 when V ϭ 1, this investigation suggests that we have a fringe visibility V ϭ 0.85 in our experiment (A ϭ 0.35). Figure 13 (A) shows g (2) () obtained in the absence of the mirror for Cy5 dye conjugated with streptavidin protein. The short Cy5 isomerization time e ϭ 18 s can be readily distinguished from the slow diffusion time d ϭ 5700 s. Figure 13 (B) shows g (2) () obtained for the same molecule diffusing in the presence of mirror M. The fitting procedure reveals a new fluctuation time f ϭ 135 s, which is attributed to the fringe-tofringe diffusion. e and d , however, remain unaffected. This example demonstrates that, for a well-chosen waist and for a small enough diffusion coefficient, it is possible to distinguish fringe fluctuation time f from the fast intrinsic molecular photodynamic.
Influence of Molecular Triplet State or Isomerization
CONCLUSIONS
We have reported a theoretical analysis and numerical simulations of diffusion fluctuation upon a mirror. We have shown that both the emission radiation pattern and the excitation field are strongly altered by the mirror. These alterations lead to a significant increase in the count rate per molecule, together with the appearance of a new characteristic time in the photocurrent's autocorrelation function. This new time f is attributed to the diffusion in the fringe pattern created by the incoming beam's interfering with its reflection on the mirror. To demonstrate these predictions we performed experiments with fluorescent nanospheres and Cy5 dye molecules freely diffusing in the vicinity of a dielectric mirror surface. The results show that it is possible to measure the diffusion coefficient accurately, using f without any a priori knowledge of transverse confocal volume radius w Ќ . Furthermore, the enhancement of the count rate per molecule that is due to the mirror reduces the standard deviation in the photocurrent's autocorrelation function. Altogether, these phenomena lead to better accuracy in measurement of the diffusion coefficient.
This technique may also be interesting for microfluidic or intracellular FCS measurements for directed diffusion across the fringes. Alternatively, the subwavelength fringe shaping along the z axis could be used to measure diffusion coefficients in restricted volumes smaller than conventional confocal volumes.
