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Abstract
This paper proposes a frequency/time hybrid integral-equation method for the time depen-
dent wave equation in two and three-dimensional spatial domains. Relying on Fourier Trans-
formation in time, the method utilizes a fixed (time-independent) number of frequency-domain
integral equation solutions to evaluate, with superalgebraically-small errors, time domain so-
lutions for arbitrarily long times. The approach relies on two main elements, namely, 1) A
smooth time-windowing methodology that enables smooth time partitioning of incident waves,
and 2) A novel Fourier transform approach which, in a time-parallel manner and without causing
spurious periodicity effects, delivers numerically dispersionless spectrally accurate solutions. A
similar hybrid technique can be obtained on the basis of Laplace transforms instead of Fourier
transforms, but we do not consider the Laplace-based method in the present contribution. The
algorithm can handle dispersive materials, it can tackle complex physical structures and inter-
face conditions (provided a correspondingly capable frequency-domain solver is used), it enables
parallelization in time in a straightforward manner, and it allows for time leaping, that is, solu-
tion sampling at any given time T at O(1)-bounded sampling cost, for arbitrarily large values
of T , and without requirement of evaluation of the solution at intermediate times. The pro-
posed frequency/time hybridization strategy, which generalizes to any linear partial differential
equation in the time domain for which frequency-domain solutions can be obtained (including
e.g. the time-domain Maxwell equations), and which is applicable in a wide range of scientific
and engineering contexts, provides significant advantages over volumetric discretization and
convolution-quadrature approaches.
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1 Introduction
This paper proposes a fast frequency/time hybrid integral-equation method for the solution of the
time domain wave equation in two- and three-dimensional spatial domains. Relying on 1) a smooth
time-windowing methodology (for smooth time partitioning of incident waves), and 2) a novel FFT-
accelerated Fourier transform approach (which, without requiring finer and finer meshes as time
grows, is amenable to time parallelism and does not give rise to spurious periodicity effects), the
proposed approach delivers numerically dispersionless solutions with numerical errors that decay
faster than any power of the frequency mesh-size used. In practice the proposed methodology enjoys
a number of attractive properties, including high accuracy without numerical dispersion error;
an ability to effectively leverage existing frequency-domain scattering solvers for arbitrary spatial
domains; dimensional reduction (if integral equation methods are used as the frequency domain
solver components); natural parallel decoupling of the associated frequency-domain components;
and, most notably, time-leaping, time parallelism, and O(1) cost for solution sampling at arbitrarily
large times without requirement of intermediate time evaluation.
A wide literature exists, of course, for the treatment of the classical wave equation problem.
Among the many approaches utilized in this context we find finite-difference and finite-element
time domain methods [1, 2] (FDTD and FETD, respectively), retarded potential boundary integral
equation methods [3–6], Huygens-preserving treatments for odd-dimensional spatial domains [7],
and, most closely related to the present work, two hybrid frequency/time methodologies, namely,
the Laplace-transform/finite-difference convolution quadrature method [8–13], and the Fourier-
transform/operator-expansion method [14, 15]. A brief discussion of the character of these method-
ologies is presented in what follows.
The FDTD approach and related finite-difference methods underlie most of the wave-equation
solvers used in practice: in these approaches the solution on the entire spatial domain is obtained via
finite difference approximations of the PDE in both space and time. For the ubiquitous exterior-
domain problems, the use of absorbing boundary conditions is necessary to render the problem
computationally feasible—which has in fact been an important and challenging problem in itself [16–
19]. Most importantly, however, finite-difference methods suffer from numerical dispersion, and
they therefore require the use of fine spatial meshes (and, thus, fine temporal meshes, for stability)
to produce accurate solutions. Numerical dispersion errors therefore present a significant obstacle
for high frequency and/or long time simulations via methods based on finite-difference spatial
discretizations. FETD methods provide an additional element of geometric generality, but they
require creation of high-quality finite element meshes (which can be challenging for complex three-
dimensional structures). Further, like FDTD methods, they entail use of absorbing boundary
conditions, and they also generally give rise to detrimental dispersion errors (also called “pollution
errors” in this context [20]).
Integral-equation formulations based on direct discretization of the time-domain retarded-
potential Green’s function require treatment of the Dirac delta function and thus give rise to
integration domains given by the intersection of the light cone with the overall scattering surface [3,
4, 7]. Huygens-preserving treatments of the retarded potential operators have the advantage that
they do not entail an increasing amount of computational work for increasing time, at least in odd
dimensions [7]. These approaches generally result in relatively complex overall schemes for which
it has proven rather challenging to ensure stability [6], and which have typically been implemented
in low-order accuracy setups and, thus, with significant numerical dispersion error [7]. Accelerated
versions of these methods have also been proposed [5].
Hybrid time/frequency approaches rely on transform techniques to evaluate time domain solu-
tions by synthesis from sets of frequency domain solutions. One of the most significant advantages
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of these methods is that they allow for parallel solution of a set of frequency domain problems
which are then recombined through a Laplace or Fourier transform, as appropriate, to produce
the desired time domain solution. The Convolution Quadrature (CQ) method [8] is a prominent
example of this class of approaches. The CQ method relies on the combination of a finite-difference
time discretization and a Laplace transformation to effectively reduce the time domain wave equa-
tion to a set of modified Helmholtz equations over a range of frequencies. The overall cost and
memory requirements of the CQ method grows linearly with the the number N of timesteps used
to evolve the solution to a given final time T , and, therefore, the method requires large memory
allocations for long time simulations. The approach has thus far been primarily used in conjunc-
tion with the second-order accurate BDF2 time discretization [9], but recent work [12] proposed
the use of higher-order Runge-Kutta schemes which, for a scheme of stage order m utilize at least
O(mN) frequency-domain solutions, with higher accuracies resulting from use of possibly signifi-
cantly higher numbers of frequency domain solutions [13]. A key point is that the resulting time
domain solution is itself an approximation of the finite-difference approximation of the solution.
As a result, the solutions produced by this method inherit errors from each approximation step
(along with, of course, the inevitable spatial discretization error). As discussed in Section 2.2.1, the
approximation level inherent in the time-domain finite-difference discretization is only recovered by
incorporating significant numbers of additional expensive frequency-domain solutions.
There has additionally been some interest in the direct use of Fourier transformations in time [14,
15] to decouple the time domain problem into frequency domain sub-problems. In detail, assuming
a Gaussian-modulated incident time-pulse the approach [14, 15] evaluates the time evolution on
the basis of a Gauss-Hermite quadrature rule. The resulting frequency-domain problems are solved
by means of a certain “operator expansion method”. A significant difficulty arises in this method
for the computation at advanced time, namely, that the Fourier integrand becomes increasingly
oscillatory, requiring finer frequency discretizations and, therefore, larger numbers of associated
frequency-domain solutions, as time grows—thus making long-time computation prohibitively ex-
pensive. Additional characteristics of and challenges inherent in hybrid frequency/time methods
are discussed in some detail in Section 2.2.
In contrast, the proposed method uses a time-windowed Fourier transformation technique,
which, we show, can always be re-centered in time to avoid high frequencies in the Fourier-transform
domain ω. Many time-related properties of the proposed hybrid method emanate from the window-
ing approach, including time-parallel character, time-leaping and O(1) long time evaluation cost,
O(N) cost for a total full N timestep history of the solution (while still remaining accurate in time
for arbitrarily long times and with complete absence of dispersion error in time), and spectral time
accuracy even for long incident pulses.
The proposed hybrid method relies on use of a sequence of smooth windowing functions (the
sum of all of which equals unity) to smoothly partition time into a sequence of windowed time-
intervals. Each new time evaluation requires summation of a fixed number of Fourier integrals which
are computed efficiently, via consideration of a scaled convolution, on the basis of the Fractional
Fourier Transform and the FFT. A similar hybrid technique can be obtained on the basis of
Laplace transforms instead of Fourier transforms. Use of the Laplace-based technique would be
advantageous for treatment of certain types of initial/boundary-value problems with non-vanishing
initial conditions, but we do not consider this Laplace-based approach in any detail in the present
contribution.
In order to achieve uniform accuracy in time, a new FFT-speed quadrature method for the
evaluation of continuous Fourier transform integrals is presented, which does not require use of
finer and finer discretization for accurate computation at larger and larger times (despite the
increasingly oscillatory character of the integrands, as time passes, owing to the presence of the
3
Fourier exponential). Overall O(N) operations for N timesteps, on the other hand, results from
use of relatively large, but bounded time window sizes W , so that each windowed incident field can
be accurately discretized by means of a fixed number NW of time-domain points.
The hybrid methodology described in the present contribution naturally lends itself to a number
of trivial acceleration techniques via high-performance computing. First, the method naturally
reduces the solution into multiple frequency-domain problems which are entirely decoupled and
thus naturally solved in parallel. Next, the production of near-field time-domain solution are
spatially-decoupled, with the solution at each point depending only on boundary densities. The
time parallelism, finally, can also be exploited through the smooth time-partitioning approach, so
that only the relevant parts of a wave’s phenomena are computed. All three of these decoupling
techniques lead directly to embarrassingly-parallel algorithms. Finally, parallel versions of existing
high-performance solvers [21, 22] for the frequency-domain integral equation problems are readily
usable.
This paper is organized as follows. After certain necessary preliminaries are presented in Sec-
tion 2, the three main components of the proposed approach are taken up in Sections 3 through 5.
Thus Section 3 reviews well known frequency and time domain integral formulations of the wave-
equation problem, Section 4 introduces the smooth time-windowing technique that underlies the
proposed accelerated treatment of signals of arbitrary long duration, and Section 5 puts forth a
new quadrature rule for the spectral evaluation of Fourier transform integrals at FFT speeds, with
high-order accuracy and O(1) large-time sampling costs. A variety of numerical results, finally, are
presented in Section 6. We believe that, in view of its spectral time accuracy, absence of stability
constraints, fast algorithmic implementations, easy use in conjunction with any existing frequency-
domain solver, and bounded memory requirements, the proposed method should prove attractive
in a number of contexts in science and engineering. The ideas developed may be applied to any
time-domain problem whose frequency-domain counterpart can be treated by means of a either a
spatial fast Green’s function method or some other efficient frequency-domain approach.
2 Preliminaries
2.1 Differential and integral wave-equation formulations
We consider the initial boundary value problem
∂2u
∂t2
(r, t)− c2∆u(r, t) = 0, r ∈ Ω, (1a)
u(r, 0) =
∂u
∂t
(r, 0) = 0 (1b)
u(r, t) = h(r, t) for (r, t) ∈ Γ× [0, T inc], (1c)
for the time domain wave equation in the domain Ω ⊂ Rd (d = 2, 3) with boundary Γ. For
definiteness, throughout this paper we assume the boundary condition (1c). Given a spatial incident
field
utot(r, t) = uinc(r, t) + u(r, t) = 0, r ∈ Γ
the selection h = −uinc corresponds to a sound soft boundary condition for the total field u+ uinc
on the boundary of the scatterer. Of course, other boundary conditions can be also be considered
in our context without difficulty.
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Although not explicitly used as part of the proposed algorithm, it is useful here to recall the
single-layer integral representation formula
u(r, t) =
∫ t
−∞
∫
Γ
G(r− r′, t− t′)ϕ(r′, t′)dσ(r′)dt′, (2)
which yields the solution u throughout Ω in terms of the time-dependent boundary density ϕ and
the time-domain Green’s function
G(r, t) =

H(ct−|r|)
2pi
√
(ct)2−|r|2 for d = 2 and
δ(ct−|r|)
4pi|r| for d = 3.
(3)
for equation (1). Here δ(t) and H(t) denote the classical delta and Heaviside functions (H(t) equals
zero or one depending on whether t < 0 or t > 0, respectively), and dσ(r′) denotes the area element
on the (d− 1)-dimensional surface Γ. As is known, the single layer potential (2) is a solution of the
initial and boundary value problem (1) if and only if ϕ satisfies the time domain boundary integral
equation ∫ t
−∞
∫
Γ
G(r− r′, t− t′)ϕ(r′, t′)dσ(r′)dt′ = h(r, t) for (r, t) ∈ Γ× [0, T inc]. (4)
2.2 Previous hybrid methods: Convolution quadrature [8] and direct Fourier
transform in time [14]
As mentioned in Section 1, two hybrid time-domain methods (i.e., methods that rely on trans-
formation of the time variable by means of Fourier or Laplace transforms) have previously been
proposed. The Convolution Quadrature method [8–13] uses a discrete convolution that results as
a temporal finite-difference schemes are solved by transform methods. Like the method introduced
in the present contribution, in turn, the direct Fourier transform method [14, 15] is based on direct
Fourier synthesis of time-harmonic solutions.
2.2.1 Convolution quadrature
In detail, the Convolution Quadrature method considers the forward recurrence relation arising
from finite difference time-stepping methods and proceeds by application of the Z-transform on
the discrete time variable. Utilizing the Z-transform frequency domain, a finite-difference time
discretization of the wave equation can be reformulated as a set of modified Helmholtz problems.
The discrete time domain solution is then given by evaluating a trapezoidal-rule quadrature for the
inverse Z-transform of these frequency domain solutions. References [8] and [13] provide further
elaboration on the connections to convolutions and Z-transforms, respectively. A key point is that
the resulting time domain solution is an approximation of the time-domain finite-difference approx-
imation of the solution. As a result, the solutions produced by this method inherit errors from each
approximation step (along with, of course, the inevitable spatial discretization error). As shown
in [13], the errors in the first approximation (via trapezoidal rule quadrature of a contour integral)
can be mitigated (at the cost of significant numbers of expensive frequency-domain solutions, with
frequency numbers that grow as the time-step is refined) so that the original time-domain finite-
difference approximation error is recovered. A brief discussion of the nature of these approximation
errors follows.
In the context of wave propagation, it is not only asymptotic convergence order which affects the
behavior of numerical schemes: the numerical dispersion error introduced by time-domain finite
5
difference discretizations plays a fundamental role—as described in [11, 23] for the convolution-
quadrature approach. In fact to avoid significant dissipation error arising from linear multistep
schemes such as BDF2, the timestep must be chosen to vary quadratically with frequency [11].
While higher-order methods, especially the Runge-Kutta class, may be used to manage these er-
rors, published numerical results still show significant dispersion error even for time histories of
moderate length [10]. An important motivation of our efforts is the development of an approach
that eliminates dispersion errors.
A significant and well-known drawback of the Convolution-Quadrature approach concerns its
infinite time-tail- [7]. For example, in [24, Chapter 5] we read:
The sequence of problems [ . . . ] presents the serious disadvantage of having an infinite
tail. In other words, the passage through the Laplace domain introduces a regularization
of the wave equation that eliminates the Huygens principle that so clearly appears in
the time domain retarded operators and potentials.
This increasing tail corresponds to an increasing amount of computational work in numerical solvers.
Reference [7] makes note of this fact, and indeed relies on the strong Huygens principle in three
spatial dimensions to derive a formulation recovering the attractive shorter-range dependence prop-
erties.
2.2.2 Direct Fourier transform in time
Without reliance on finite difference approximations, direct Fourier transform methods proceed
by Fourier transformation of the time domain wave equation followed by solution of the resulting
Helmholtz equations for a range of frequencies, and are completed by inverse transformation to
the time-domain. Importantly, a direct Fourier method does not suffer from dispersion errors in
the time variable (provided, of course, that suitable quadrature rule are used). Use of the direct
approach is proposed in Mecocci et al. [14]. In that contribution the needed Helmholtz solutions
are obtained by means of a certain “operator-expansion” technique, and, assuming the incident
field is given by a plane wave modulated by a Gaussian envelope in frequency domain, the needed
Fourier integrals are approximated using the classical Gauss-Hermite quadrature rule.
Except for simple geometries, the use of the operator-expansion method limits the overall ac-
curacy to the point that in many cases it is difficult to discern convergence. This difficulty could
be of course resolved by switching to a more effective modern frequency-domain technique. Most
significantly, however, use of any generic numerical integration procedure, including the highly
accurate Gauss-Hermite rule, does lead to difficulties: 1) As time grows the integrands in the
needed Fourier-transform integrals becomes more and more oscillatory, thus requiring use of finer
and finer discretizations (each one of whose discretization points requires an expensive solution of a
frequency-domain problem), and 2) The overall integration cost grows quadratically with the size of
the time-interval considered (or, more precisely, grows quadratically with the inverse of the smallest
time-step used)—as opposed to the linear-time required by other numerical methods. Therefore,
the direct Fourier transform method does not generally provide an effective time-domain solver.
In presence of the Gaussian-windowed integrands considered in Mecocci et al. [14] use of trape-
zoidal rule integration might appear advantageous—since, for such integrands, the trapezoidal rule
exhibits superalgebraically fast convergence and crucially it can be evaluated by means of FFTs.
Unfortunately, as is well known, this is not a viable approach: unfortunately, like the aforementioned
Gauss-Hermite rule, the trapezoidal rule also requires use of finer and finer meshes as frequencies
increase: failure to increase the frequency-sampling rate would give rise to O(1) aliasing errors. In
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detail, using the convention
F (ω) =
∫ ∞
−∞
f(t)eiωtdt, f(t) =
1
2pi
∫ ∞
−∞
F (ω)e−iωtdω (5)
for the Fourier transform pair, and assuming an e.g. T/2-time-limited function f , with an equi-
spaced sampling in both time and frequency space of tj = (j −m/2), ωk = 2pi(k −m/2)/T, 0 ≤
j, k < m, the trapezoidal rule yields
F (ωk) =
∫ ∞
−∞
f(t)eitωkdt =
∫ T/2
−T/2
f(t)eitωkdt ≈ T
m
m−1∑
j=0
f(tj)e
itjωk (6)
=
T
m
e−pii(k−m/2)
m−1∑
j=0
f(tj)e
−piije2piijk/m. (7)
The trapezoidal rule is attractive because as presented in (7) it enables use of the FFT (other meth-
ods to handle the oscillatory integrand such as Filon’s integration rule have not been accelerated
to FFT speeds, and as well possess only fixed-order convergence). Equation (6) clearly displays
F (ωk) as a periodic function of k (while the actual Fourier transform may have an arbitrarily pre-
scribed frequency dependence)—which is a manifestation of aliasing errors in the present context.
Zero-padding resolves the difficulty, at the expense, once again, of fine frequency meshes and large
numbers of frequency-domain solutions.
The efficient method proposed in this paper resolves these fundamental difficulties: it eliminates
aliasing errors (and it yields superalgebraically fast convergence as the relevant discretization is
refined) without recourse to zero padding, and it evaluates the time-domain solution by means of
FFTs—so that, as in finite-difference time discretizations, the overall cost of the time propagation
algorithm is proportional to the number of steps used in time.
2.2.3 Computational complexity of hybrid methods
The total computing costs required by a given hybrid algorithm will be be quantified in terms of
the number N of degrees of freedom used to discretize time and an upper-bound M on the number
of operations required by each one of the necessary frequency-domain solutions—which comprise
the bulk of the cost of all hybrid methods.
The Convolution-Quadrature method with either a BDF2 or a Runge-Kutta time discretization
requires (up to logarithmic terms) O(N log(N)M) operations [9, Sec. 4]. Similarly, the direct
frequency superposition method requires O(NM) + O(N2) operations (owing to the increasingly
oscillatory nature of frequency domain problems as time grows, for the first term, and on account
of the Gauss-Hermite integration for Fourier transformation at each temporal discretization point,
for the second term). In contrast, as shown in Section 5, the proposed fast hybrid method requires
rM+O(N) operations to evaluate the solution atN time points (where r is the number, independent
of N , of frequency-domain solutions required by the method to reach a given accuracy for arbitrarily
long time).
Note that while the previous hybrid methods require the solution of an increasing number of
Helmholtz problems as time grows, the proposed method does not—a fact which lies at the heart of
the claimed O(1)-in-time sampling cost for arbitrarily large times t. In terms of memory storage,
the fast hybrid method requires rV memory units for sampling at arbitrarily large times, where
V denotes an upper bound for the storage needed for each one of the necessary frequency-domain
solutions. Of course, storage of the entire time history on a given set of spatial points does require
an additional O(N) memory units.
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3 Frequency-domain representation
As is well-known, Fourier transformation in time of the time domain wave equation with frequency
variable ω results in the Helmholtz equation (for whose numerical solution a wide literature has
been developed),
∆U(r) +
ω2
c2
U(r) = 0, r ∈ Ω
U(r) = H(r), r ∈ Γ.
(8)
A common approach of solution is via the method of layer potentials; to this end, we define the
frequency-domain single and adjoint double-layer operators
(Sωψ)(r) =
∫
Γ
Gω/c(r, r
′)ψ(r′)dσ(r′), r ∈ Γ, (9)
(K∗ωψ)(r) =
∫
Γ
∂Gω/c(r, r
′)
∂n(r)
ψ(r′)dσ(r′), r ∈ Γ, (10)
where Gω denotes the fundamental solution of the Helmholtz equation at frequency ω—which in
the two- and three-dimensional cases is given, respectively, by
Gω(r, r
′) =
i
4
H
(1)
0 (
ω
c
|r − r′|) and Gω(r, r′) = e
iω
c
|r−r′|
4pi|r − r′| . (11)
As mentioned above, a frequency domain formulation for the problem (1) follows from Fourier
transformation of the time variable,
u(r, t) =
1
2pi
∫ ∞
−∞
U(r, ω)e−iωtdω, r ∈ Ω, (12)
and use of the “physical” frequency domain field representation
U(r, ω) =
∫
Γ
ψ(r′, ω)Gω(r, r′)dσ(r′), r ∈ Ω, (13)
where, for each ω, the boundary integral density ψ(r, ω) = ∂U(r,ω)∂n(r) is the solution of the direct
integral equation
(Sωψ)(r, ω) = H(r, ω), r ∈ Γ. (14)
Unfortunately, equation (14) is not uniquely solvable for certain values of ω. Making use of the
auxiliary double-layer integral equation for the same physical density ψ (which is also non-invertible
at certain frequencies),
1
2
ψ(r, ω)− (K∗ωψ)(r, ω) = −
∂H(r, ω)
∂n(r)
, r ∈ Γ, (15)
we obtain the uniquely solvable direct combined field integral equation formulation (see e.g. [25]):
1
2
ψ(r, ω)− (K∗ωψ)(r, ω)− iη(Sωψ)(r, ω) = −
(
∂H(r, ω)
∂n(r)
+ iηH(r, ω)
)
, r ∈ Γ. (16)
The boundary integral equation presented here can be tackled numerically with a variety of ap-
proaches and acceleration strategies. In this paper we use the well-known Nystro¨m quadrature
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method to discretize and solve the integral equations (16) for all desired frequencies; details can be
found in, e.g., [26].
As is well known, the time-domain Green’s function and associated integral formulation (equa-
tions (2) through (4))) are closely related to the corresponding frequency-domain representation (12)
and equation (14) in both the two- and three-dimensional cases (d = 2 and d = 3). The derivation
is fairly straightforward. We consider the somewhat simpler d = 3 case first. Substituting (13)
into (12) yields
u(r, t) =
1
2pi
∫ ∞
−∞
e−iωt
∫
Γ
ψ(r′, ω)Gω(r, r′)dσ(r′)dω,
=
1
2pi
∫
Γ
∫ ∞
−∞
ψ(r′, ω)
eiω/c|r−r′|
|r− r′| e
−iωtdωdσ(r′), r ∈ Ω.
Then owing to the Fourier transform relation
1
4pi
ei
ω
c
|r−r′|
|r− r′| e
−iωt =
∫ t
−∞
δ
(
c(t− t′)− |r− r′|
)
4pi|r− r′| e
−iωt′dt′,
together with the relation that the Fourier transform of ψ = ∂U∂n , is the time-dependent normal
derivative of the scattered field on the boundary ϕ,
ϕ(r, t) =
∂u(r, t)
∂n(r)
=
1
2pi
∫ ∞
−∞
ψ(r, t)e−iωtdω (17)
we have,
u(r, t) =
∫ t
−∞
∫
Γ
G(r− r′, t− t′)ϕ(r′, t′)dσ(r′)dt′, r ∈ Ω, (18)
which coincides with the time domain single layer representation formula (2), the classical Kirchhoff
formula [27, Chap. VIII].
In the case of d = 2, in turn, we have
u(r, t) =
1
2pi
∫
Γ
∫ ∞
−∞
ψ(r′, ω)e−iωt
i
4
H
(1)
0
(ω
c
|r− r′|
)
dω (19)
Introducing the integral representation
H(1,2)ν (z) = ±
2e∓νpii
i
√
piΓ(ν + 12)
(z
2
)ν ∫ ∞
1
eizt(t2 − 1)ν−1/2dt, <(ν) > −1
2
for the Hankel functions of the first and second kind [28, form. 5.10.20-21], it follows that the
first-kind Hankel function appearing in equation (19) may be expressed, after appropriate changes
of variables, in the form
H
(1)
0
(ω
c
|r− r′|
)
= −2i
pi
∫ ∞
|r−r′|
eiτω/c√
τ2 − |r− r′|2dτ.
Substituting this relation into (19) yields
u(r, t) =
1
2pi
∫
Γ
∫ ∞
−∞
ψ(r, t)e−iωt
∫ ∞
|r−r′|
eiωτ/c
2pi
√
τ2 − |r− r′|2dτdωdσ(r
′) (20)
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=
1
2pi
∫ ∞
−∞
∫ t
−∞
∫
Γ
H(c(t− t′)− |r− r′|)ψ(r′, ω)e−iωt′
2pi
√
c2(t− t′)2 − |r− r′|2 dσ(r
′)dt′dω, (21)
which, in view of (3), yields the desired d = 2 single layer representation formula (2), the Kirchhoff
formula [29, §6]:
u(r, t) =
∫ t
−∞
∫
Γ
G(r− r′, t− t′)ϕ(r′, t′)dσ(r′)dt′, r ∈ Ω. (22)
Remark 1. In Section 4 we exploit the physical character of the density to determine the times at
which contributions from various incident-field time windows can be neglected (without violating
a prescribed error tolerance) for a given observation point or, more generally, for given regions in
space.
4 Smooth time-partitioning strategy
4.1 Time partitioning and the Fourier Transform: general elements
Considering the Fourier transform pair (5), let F (ω) be the Fourier Transform of some (finitely or
infinitely) smooth compactly supported function u(t), assumed zero except for t ∈ [0, T ] (T > 0)
(as there arise, e.g., in the smooth time-partitioning strategy described in Section 4.2). In this case
the Fourier transform is given by an integral over a finite (but potentially large) time interval:
F (ω) =
∫ T
0
f(t)eiωtdt. (23)
The inverse Fourier transform, in turn, is
f(t) =
1
2pi
∫ ∞
−∞
F (ω)e−iωtdω. (24)
Figure 1: Long duration time signal f(t) on the left with its corresponding and highly oscillatory
Fourier Transform F (ω) on the right. It may be useful to note the windowing in the time signal
depicted on the left. The right-blue and right-red plots depict the real and imaginary parts of the
Fourier Transform, respectively.
In the context of our problem it is useful to consider the variation in the oscillatory character
of F (ω) on the length T of the interval within which f is allowed to differ from zero. Indeed, as
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demonstrated by Figure 1, for large values of T , the function F (ω) (right image) is generically
highly oscillatory—owing to the presence of the factor eiωt, for t large, in the integrand displayed
in equation (23): loosely speaking, F (ω) is a “linear combination” of exponential functions of ω
which are highly oscillatory for large t. The consequence is that a very fine discretization mesh ωj ,
containing O(T ) elements, would be required to obtain f(t) from F (ω) on the basis of (24). In the
context of a hybrid frequency-time solver, this would entail use of a number O(T ) of applications
of the most expensive part of the overall algorithm: the boundary integral equations solver—which
would make the overall time-domain algorithm unacceptably slow. This section describes a new
Fourier transform algorithm that produces f(t) (left image in Figure 1) within a prescribed accuracy
tolerance, and for any value of T , however large, by means of a T -independent (small) set of discrete
frequency values ωj (−W ≤ ωj ≤W , j = 0, . . . , J).
In order to introduce the proposed strategy for the large-T Fourier transform problem, let sk
(1 ≤ k ≤ K) denote a set of equi-spaced values (the “centers of the windowing functions”) in the
interval [0, T ], let H > 0 be a “small” (or, more precisely, a T -independent) real number, and let
P = {wk(t)|k = 1, . . . ,K} denote a set of non-negative smooth windowing functions wk(t) which
satisfy
a) wk(t) = 1 in a neighborhood of t = sk,
b) wk(t) = 0 for |t− sk| > H, and
c)
∑K
k=1wk(t) = 1 for all t ∈ [0, T ].
In view of point c) we call P a smooth partition of unity over the interval [0, T ]. Note that the
integer K is an O(T ) quantity and, in particular, it is not independent of T .
Using the partition of unity P, for ω ∈ [−W,W ] we may write
F (ω) =
K∑
k=1
Fk(ω), where Fk(ω) =
∫ T
0
wk(t)f(t)e
iωtdt. (25)
But, letting
fk(t) = wk(t)f(t), (26)
we clearly have
Fk(ω) =
∫ sk+H
sk−H
fk(t)e
iωtdt = eiωskF slowk (ω) (27)
where
F slowk (ω) =
∫ H
−H
fk(t+ sk)e
iωtdt =
∫ ∞
−∞
fk(t+ sk)e
iωtdt = e−iωsk
∫ ∞
−∞
fk(v)e
iωvdv. (28)
The “slow” superscript refers to the fact that, since t in (28) is “small” (it satisfies −H ≤ t ≤ H),
it follows that the integrand (28) only contains slowly oscillating exponential functions of ω, and
thus F slowk (ω) is itself slowly oscillatory. Thus (27) expresses Fk(ω) as product of two terms: the
highly oscillatory exponential term eiωsk (which arises from the fact that the support of the signal
is not centered around the origin in time, but not from any actual high-frequency character in the
signal f), on one hand, and the slowly oscillatory term F slowk (ω).
In view of the smoothly-windowed integrand in (28), integration by parts yields
|F slowk (ω)| ≤ ω−p
∫ H
−H
∣∣∣f (p)k (t+ sk)∣∣∣ dt ≤ ω−p∣∣∣∣f (p)k ∣∣∣∣L1[−∞,∞] ≤ Cω−p∣∣∣∣f (p)∣∣∣∣L1[−∞,∞], (29)
where the constant C = C(H, p) is independent of k. In other words, F slowk (ω) decays superalge-
braically fast as ω → ±∞ uniformly in k.
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Figure 2: Fourier Transform of two windowed regions of the long duration signal shown in Figure 1,
each with window width H = 10. The left and right figures depict the transform corresponding,
respectively, to a a window center of sk = 0 and sk = −55. In each case, the blue and red plots
depict the real and imaginary parts of the Fourier Transform, respectively.
4.2 Efficient time-partitioning algorithmic strategy
In order to evaluate numerically the solution of the problem (1), we apply the Fourier transform
formalism developed in Section 4.1 to the function h(r, t), in the t variable, for each fixed value of
r. For each k equation (27) and (28) become
Hk(r, ω) =
∫ ∞
−∞
wk(t)h(r, t)e
iωtdt, (30)
and
Hslowk (r, ω) = e
−iωskHk(r, ω). (31)
It is easy to check that the solutions u(r, t) and uk(r, t) to the problem (1) with h(r, t) = f(r, t)
and h(r, t) = wk(t)f(r, t), respectively, satisfy
u(r, t) =
K∑
k=1
uk(r, t). (32)
Applying (12) to uk(r, t) for 1 ≤ k ≤ K and using (31) we obtain
uk(r, t) =
1
2pi
∫ ∞
−∞
Uk(r, ω)e
−iωtdω =
1
2pi
∫ ∞
−∞
U slowk (r, ω)e
−iω(t+sk)dω,
where the functions Uk(r, ω) and U
slow
k (r, ω) are solutions of Helmholtz problem (8) with H = Hk
and H = Hslowk , respectively.
In order to obtain an integral over a bounded domain (and, thus, to enable discretization of
the integral by means of a finite number of frequency-domain samples) we introduce the truncated
version
uWk (r, t) =
1
2pi
∫ W
−W
U slowk (r, ω)e
−iω(t+sk)dω (33)
of uk. Applying (29) to f = h tells us that, for each fixed r, the function H
slow
k (r, ω) is superalge-
braically small as ω →∞. A consequence is that the approximation (33) possesses errors that decay
faster than any power of W , as W →∞, uniformly for all k and for all real values of t. Thus, relying
on the values U slowk (ωj) on a k-independent set {ω1, . . . , ωJ} containing J frequency-discretization
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points, the quadrature rule presented in Section 5.1 provides an approximation uW,Jk (t) for the
integral (33) with errors that are superalgebraically small, uniformly in time, provided W and J
are sufficiently large. Summing over k for the K partitions in P and using (32) we obtain the
approximation
u(r, t) =
K∑
k=1
uk(r, t) ≈
K∑
k=1
uW,Jk (r, t) (34)
for all t > 0, with superalgebraically-small t-uniform errors for all t > 0—a highly desirable
characteristic of the proposed smooth time-partitioning strategy.
The expression (33) for the time-domain functions uWk (r, t) in terms of the frequency-domain
solutions U slowk (r, ω) can be exploited, in conjunction with (34), to design an efficient algorithm
for the evaluation of the desired solution u(r, t) for given boundary values h(r, t). In the simplest
implementation, for example, we may consider, for a prescribed frequency modulation function A,
a W -band-limited function h(r, t) which is given by a linear combination
h(r, t) =
1
2pi
∫ ∞
−∞
H(r, ω)e−iωt dω =
1
2pi
∫ ∞
−∞
A(ω)eiω(p·r−t) dω, (35)
of plane waves, all of which share a single incidence direction p. In this case, a single set of frequency
domain solutions satisfying the boundary conditions H0(r, ω) = e
iωp·r for a fixed set of frequencies
{ω1, . . . , ωJ} can be used to produce uk for all k (and, thus, u(r, t) for all t). This re-utilization of
a “small” number of frequency-domain solutions is a key element leading to the efficiency of the
proposed algorithm for incident signals of arbitrarily-long duration.
Of course, for a fully generic wave equation solver we must consider general boundary conditions
h(r, t). In this case we may use a similar approach, on the basis of plane-wave representation [30,
Chap. 1.2] and [21]
h(r, t) =
1
(2pi)4
∫ ∞
−∞
∫
Rd
H(p, ω)ei(p·r−ωt) dp dω (36)
H(p, ω) =
∫ ∞
−∞
∫
Rd
h(r, ω)e−i(p·r−ωt) dr dω (37)
4.3 Tracking of active time-windows
Significant additional efficiency can be gained in the frequently-encountered cases in which the k-th
windowed solution uWk becomes negligible throughout the relevant spatial domain in finite time:
once such vanishing is detected for the solution uWk , this k-th solution need no longer be computed
numerically. The vanishing behavior of the solution uWk can be easily tracked via consideration of
the expression (22) specialized to uWk and corresponding time windows of the form [Ti+rmin/c, Tf +
rmax/c] where rmin, rmax are, respectively, the minimum and maximum distance between a given
evaluation point and the scattering configuration, and where Ti and Tf the initial and final time
for which the k-th scattered field uWk does not vanish on the scattering boundary.
5 High-order O(1) large-time Fourier transform sampling at FFT
speed
5.1 Smooth F (ω): FFT-based reduction to “scaled convolution”
Once solutions to (16) have been produced for an adequate range of frequencies ω, the time do-
main solution u(r, t) can be obtained, in view of (12) and, for long duration incident fields, the
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time-windowing strategy described in Section 4, by inverse Fourier transformation. This section
introduces an algorithm for the accurate quadrature, O(1) large-time sampling, and long-time
computation at FFT-speeds of such Fourier transform integrals—a combined capability that, as
discussed in Section 2, is not provided by previous algorithms—in the case that F = F (ω) is a
smooth function of ω. The approach proceeds by resorting to certain “scaled convolutions”; a fast
FFT-based algorithm for evaluation of such convolution-like quantities is described in Section 5.2.
Section 5.3 then considers cases in which F is not smooth—as there arise for two-dimensional
configurations under certain circumstances.
5.1.1 Symmetric integration intervals
In what follows we thus consider integrals which, like the right-hand side in (12), and in view of
the time-windowing strategy described in Section 4, can be expressed in the form
f(t) =
∫ ∞
−∞
F (ω)e−iωtdω =
∫ W
−W
F (ω)e−iωtdω (38)
where f is a band-limited function with a smooth Fourier transform supported in the interval
[−W,W ]. (A non-smooth point that arises at ω = 0 in the two-dimensional case is separately
discussed in Section 5.3.)
Thus, substituting F (w) by its truncated Fourier series approximation of period 2W ,
F (ω) =
N/2−1∑
m=−N/2
cme
i pi
W
mω
(whose approximation errors tend to zero super-algebraically fast, i.e., faster than any negative
power of N [31, Lemma 7.3.3]), and integrating term-wise yields the super-algebraically accurate
approximation
f(t) ≈
N/2−1∑
m=−N/2
cm
∫ W
−W
ei
pi
W
(m−W
pi
t)ωdω =
N/2−1∑
m=−N/2
cm
[
2α
αt−m sin
(
(αt−m)W
α
)]
=
N/2−1∑
m=−N/2
cm(2W sinc(αt−m)),
(39)
where we have set α = W/pi. Note that, paralleling the fast Fourier series convergence, the last
expression in (39) provides a super-algebraically close approximation of f(t) that, additionally, is
uniform in t: for a given error tolerance ε there exists an integer N such that the approximation
errors are less than ε for all real values of t. In view of (39), for a given equi-spaced time-evaluation
grid {t` = `∆t}L2`=L1 we may write
f(t`) ≈
N/2−1∑
m=−N/2
cmbβ`−m, where β =
W
pi
∆t and bq = 2W sinc(q). (40)
The sum expression in (40) is a “scaled convolution” of cm and bq which, as indicated in Section 5.2,
can be evaluated at FFT speeds [32].
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5.1.2 Non-symmetric integration intervals
It will also prove necessary to consider the asymmetric quadrature problem
Iba [f ](t) =
∫ b
a
f(ω)eitωdω.
in which F is approximated closely by a Fourier series in a given interval [a, b] that is not necessarily
symmetric with respect to the origin, and allowing, additionally, for the possibility that F does not
vanish smoothly outside [a, b].
To solve this modified problem we utilize the change of variables
Iba [F ](t`) =
∫ b
a
F (ω)e−iωt`dω = δe−it`γ
∫ W
−W
F (γ + δω)e−iτ`ωdω,
where δ = b−a2W , γ =
b+a
2 and τ` = δt`.
Let P be the period of a Fourier series developed for F over an interval containing [a, b]. If
F ∈ Cper([a, b]) then one might take P = b − a and use FFTs to straightforwardly evaluate the
Fourier coefficients. Otherwise we resort to using Fourier continuation [33, 34] to produce a high-
order convergent interpolation of f in the interval, with P 6= b − a. In the end we have the
expansion
F (γ + δω) =
N/2−1∑
m=−N/2
cme
i 2pi
P
mω
After defining t` = `∆t, β =
δP
2pi∆t we proceed as before:
Iba [F ](t`) = δe
−it`γ
N/2−1∑
m=−N/2
cm
∫ W
−W
e−i
2pi
P
(β`−m)ωdω
= δe−it`α
N/2−1∑
m=−N/2
cm
P
pi(β`−m) sin
(
pi
2W
P
(β`−m)
)
,
which yields the formula,
Iba [F ](t`) = δe
−it`α
N/2−1∑
m=−N/2
cmbβ`−m, where bq := 2W sinc
(
2W
P
q
)
. (41)
These expressions are scaled convolution, since generically β 6= 1. Firstly, for Equation (40)
if β = 1 then we are picking out the zeros of the sinc function and the fact we obtain zero is
not surprising since we are integrating sinusoids over their full period. Secondly, we may want a
coarse discretization in time, or simply a different one. The problem may demand fine sampling in
frequency to accurately resolve the wave scattering, but due to the independence of our solution at
various time points there is no need to use the same temporal discretization for distinct sampling
periods (no discretization error is introduced by the choice of time sampling). The scaled convolu-
tion cannot be directly evaluated with FFTs using the product of the frequency domain signals b̂, ĉ,
as would typically be done with a classical convolution. Instead, following the approach of Nascov
and Logofa˘tu [32] we use the Fractional Fourier Transform to efficiently evaluate the convolution,
as described in the following section.
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5.2 Scaled discrete convolutions via FFT and Fractional-Fourier-transform ac-
celeration
In this section we consider the evaluation of discrete scaled convolutions of the form
d` =
N/2−1∑
m=−N/2
cmbβm−γ`, ` ∈ {`0, `1, . . . `L−1}
Note that cm are Fourier coefficients and it’s assumed that cm = 0 for m > N/2. Following Nascov
and Logofa˘tu [32] we proceed as follows. We first zero-pad c to be at least length L and compute
the γ-fractional Fourier transform [35]
C(γ)p =
M/2−1∑
n=−M/2
cme
−i 2piγnp
M
Bp =
M/2−1∑
m=−M/2
bme
−i 2pimp
M
Using the convolution theorem, we can easily see then that for the centralN values, and in particular
the L values of interest, we have [32]:
d` =
N/2−1∑
m=−N/2
cmbβm−γ` =
1
M
M/2−1∑
p=−M/2
C(γ)p Bpe
i 2piβ`p
M
Note that this last sum is an inverse fractional Fourier transform of scale β, while the computation
of C
(γ)
p is a fractional Fourier transform of scale γ. These fractional Fourier transforms (FRFTs)
are accelerated with FFT-based fractional Fourier transform algorithms, at an O(N logN) cost as
required, approximately, by four classical FFT of length M ; see [35].
5.3 Non-smooth F (ω): singular quadrature for 2D low frequency scattering
Here we consider the problem of evaluating equation (12) in the case d = 2 for small ω where,
as is known (MacCamy [36] and Werner [37]), in two dimensions the frequency dependence of
solutions to the Helmholtz equation at ω = 0 is not smooth. For this reason we have a need for a
special quadrature rule for the two-dimensional problem as ω → 0±. (Use of special low-frequency
algorithms is not necessary for d = 3, since, in this case, the ω-dependence of the solution is smooth
for all real values of ω, given smooth ω-dependence of the incident field [38, 39].)
To design our quadrature rule in the non-smooth case we first decompose the Fourier integral
in the form
F (t`) =
(∫ −wc
−W
+
∫ wc
−wc
+
∫ W
wc
)
f(ω)e−iωtdω =: I1 + I0 + I2
It then follows that
I1 = I
−wc
−W [f ](t`)
I2 = I
W
wc [f ](t`),
each of which can be treated with the Fourier-based quadrature developed in Section 5.1. Since
f = f(ω) may not vanish as a function of ω at ω = ωc, we utilize Fourier continuation [33, 34] to
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retain a high-order convergent quadrature rule. However, an application of this approach to I0 does
not give rise to high-order accuracy, since, in the present non-smooth case, the resulting truncated
Fourier series converges slowly. Instead, we develop a special quadrature rule for evaluation of the
half-interval integral
I[f ](t) =
∫ ωc
0
f(ω)e−itωdω (42)
that retains the attractive features of our overall method.
In order to evaluate the solution at advanced time without growing cost due to the increasing
oscillatory behavior of the transform kernel, we rely on the Filon-Clenshaw-Curtis-based quadra-
ture approach [40]. The classical Filon-Clenshaw-Curtis method [41] involves replacement of the
function f(ω) by its polynomial interpolant QNf at the Clenshaw-Curtis points and computation of
the resulting associated modified moments (which are given by integrals of the Chebyshev polyno-
mials multiplied by the oscillatory Fourier kernel) exactly. This eliminates the need to interpolate
the target transform function at large numbers of frequency points as time increases. Further, as
shown in [40] the error decreases as t→∞.
We thus obtain the rule
I[f ](t) =
∫ 1
−1
(QNf)(ω)e
itωdω =
N∑′′
n=0
αn,N (f)Mn(t),
where, Mn(t) :=
∫ 1
−1 Tn(ω)e
itωdω, and
αn,N (f) =
2
N
N∑′′
n=0
cos(
jnpi
N
)f(sj,N ), sj,N = cos(
jpi
N
).
For non-smooth f the method employed here uses, near the location of non-smooth behavior, a
graded mesh of the form
ΠM,q :=
{
xj :=
(
j
M
)q
: j = 0, 1, . . . ,M
}
, (43)
on subintervals of which individual grids of Clenshaw-Curtis points are employed, and, then the
quadrature rule is applied to the evaluation of I
xj+1
xj [f ](t). The final integral is thus approximated
by the composite rule
Iba [f ](t) =
M∑
j=2
I
xj
xj−1 [f ](t). (44)
The error introduced by this quadrature rule, which does not grow with increasing time for a
fixed set of quadrature rule parameters, is discussed extensively in [40], and is of course dependent
on the strength of the singularity. Briefly, in our context the convergence order inN (with q > N+1)
is determined by choice of rule parameters M . Letting N be the number of Clenshaw-Curtis points
per subinterval, and IN be the result of this composite quadrature rule, we find the error in this
quadrature rule to be [40, Thm. 3.6]
|I[f ]− IN [f ]| = O(M−(1+N))
In this paper we choose in particular M = 4, N = 8, and q = 9.1. This error is only present in a two-
dimensional context where the frequencies to be considered include an interval containing ω = 0;
for problems involving frequency spectrum bounded away from the origin, this use of this rule is
not required. The computational cost of this algorithm does not grow with increasing evaluation
time t, consistent with the claimed O(1) large time sampling cost.
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6 Numerical Results
After a brief demonstration of the proposed quadrature rule in a simple context (Section 6.1),
this section demonstrates the convergence of the overall algorithm (Section 6.2) and it presents
solutions produced by the solver in the two-dimensional context (Subsections 6.3, and, for long-
time multiple-scattering 6.4). Additionally, this section provides long-time demonstrations enabled
by the time-partitioning methodology described in Section 4, including, in Section 6.4, cases in
which very significant multiple scattering takes place.
6.1 Fourier Quadrature Demonstration
Figure 3 presents results for the algorithm described in section 5.1 for evaluation of Fourier integrals.
We numerically compute the inverse Fourier transform of f(w) = e−
1
4
w2ei3w with a well-refined
trapezoidal rule. With a simple change of sign of one of the parameters we can also compute
the forward Fourier Transform (in the panel (c) of this figure we use as input the corresponding
pair from the previous test.) Panels (d-e) show results using Fourier Continuation to expand the
integrand in a Fourier series, as may be needed for aperiodic functions. For the forward transform
the discretization h corresponds to the time sampling rate, while for the inverse transform the
discretization h corresponds to the frequency spacing. High-order convergence of the quadrature
method means the method is efficient in the number of expensive Helmholtz solves which are needed.
6.2 Convergence of solution
Since complex scattering problems do not generally have known exact solutions we show convergence
tables relative to a fully-resolved solution obtained with our algorithm. The incident field uinc(r, t)
is given by its frequency-domain prescription:
U inc(r, ω) = e−
(ω−ω0)2
σ2 e
iω k||k|| ·r
where parameters used are ω0 = 12, σ = 2,k = ex +
1
2ey. The time trace of the scattered field
at an observation point can be seen in Figure 4a, and the solution snapshot (albeit for a different
value of ω0) in Figure 5. The convergence analysis itself, in Figure 4b shows the superalgebraic
convergence nature of the algorithm to the correct solution. In particular, significantly higher
accuracy is reported here than elsewhere in the literature for similar problems.
6.3 Full solver demonstration
This section presents results produced by the proposed methodology for a two-dimensional kite-
shaped scatterer in the d = 2 case, the boundary of which acts as a sound-soft scatterer in the
exterior. Figure 5 presents the computed solution for an incident field given in frequency-domain
by a Gaussian-modulated plane wave
U inc(r, ω) = e−
(ω−ω0)2
σ2 e
iω k||k|| ·r
where parameters used are ω0 = 8, σ = 2,k = ex +
1
2ey.
To demonstrate the capability of the solver to handle a variety of incident fields, including
those prescribed only in time-domain and with possibly long wave trains, Figure 7 shows a more
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(a) Test function f(ω) and its inverse Fourier Trans-
form.
(b) FRFT-accelerated (inverse) Fourier quadra-
ture method. l
(c) FRFT-accelerated (forward) Fourier quadra-
ture method.
(d) FRFT-accelerated (inverse) FC-Fourier
quadrature method,
(e) FRFT-accelerated (forward) FC-Fourier
quadrature method.
Figure 3: Convergence of accelerated Fourier quadrature methods.
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(a) Time trace of the scattered field at the point
(2,2), exterior to the domain.
(b) Maximum all-time error at (2, 2) as a function
of the frequency-domain discretization hω.
Figure 4: Error in the overall solver for the problem for the problem considered in Section 6.2.
complicated set of time-dependent boundary conditions. The incident field is a plane wave directed
at the rear of the kite-shaped scatterer, with amplitude following a linear chirp function; in detail,
g(t) = 4t+ 6 cos(
t√
12
)
f(t) = sin(g(t) +
1
4000
g2(t))
uinc(r, t) = f(t− r · kˆinc).
(45)
Due to the long duration of incidence the smooth time partitioning method described in Section 4.2
was used to produce these solutions. The solver relies on 200 frequency domain solutions and the
near field solutions are plotted on a 128× 128 grid.
We also demonstrate in Figure 6 the capabilities of the time window partitioning in conjunction
with the active window tracking presented in Section 4; the incident field is again as prescribed
in (45), though with a different angle of incidence kˆ. In each of the four large panels (a)-(d), the
top-left subfigure presents the total field, the overall solution utot(r, t). The remaining subfigures
show the solution contribution from the individual time partitions (if the scattered field due to
this window is determined not to contribute at a particular time for this evaluation region, the
geometry is not plotted). Clearly not all partitions contribute at all times, and reliance on this fact
can significantly accelerate computation of solution fields over long times.
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(a) Time Capture t1 (b) Time Capture t2
(c) Time Capture t3 (d) Time Capture t4
Figure 5: Total field produced by the proposed algorithm for the Gaussian-incidence problem
described in Section 6.3.
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(a) Time Capture t1 (b) Time Capture t2
(c) Time Capture t3 (d) Time Capture t4
Figure 6: Active-windows tracking demonstration described in Section 6.3.
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(a) Time Capture t1 (b) Time Capture t2
(c) Time Capture t3 (d) Time Capture t4
Figure 7: Total field produced by the smooth incident-field time-partitionining algorithm.
6.4 Long-time multiple scattering in “whispering gallery” geometry
In order to demonstrate the ability of the proposed method to evaluate solutions for long times we
consider an incident wave impinging on a “whispering gallery” geometry, as depicted in Figure 8.
This figure also displays solution snapshots at a variety of representative times. Notice that there is
significant multiple scattering over the range of evaluation times. Highly accurate computation of
this multiple-scattering solution over the long simulation interval, with all-time errors comparable
to the errors inherent in the frequency-domain solutions, is enabled by the dispersionless properties
of our algorithm.
7 Conclusion
This paper presents the first general algorithm with theoretically and experimentally-observed
superalgebraically spectral convergence in both space and time for the solution of the time domain
wave equation in two- and three-dimensional space. The overall hybrid frequency/time method
runs in O(N) operations for evaluation of the solution at N points in time. Additionally, this is the
first algorithm capable to produce arbitrarily-large time evaluation of scattered fields with O(1)
cost. The method is embarrassingly parallelizable in time, and it is amenable to implementations
involving a variety of acceleration techniques based on high performance computing.
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(a) Time Capture t1 (b) Time Capture t2
(c) Time Capture t3 (d) Time Capture t4
(e) Time Capture t5 (f) Time Capture t6
(g) Time Capture t7 (h) Time Capture t8
Figure 8: Total fields in the “Whispering Gallery” experiment described in Section 6.4. Note the
multiple reflections that take place at the elliptical surfaces, over long propagation times and a
significant number of scattering events.
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