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ABSTRACT: Recordings in awake, behaving animals demonstrate that
cells in medial entorhinal cortex (mEC) show ‘‘grid cell’’ ﬁring activity
when a rat explores an open environment. Intracellular recording in slices
from different positions along the dorsal to ventral axis show differences
in intrinsic properties such as subthreshold membrane potential oscilla-
tions (MPO), resonant frequency, and the presence of the hyperpolariza-
tion-activated cation current (h-current). The differences in intrinsic
properties correlate with differences in grid cell spatial scale along the
dorsal–ventral axis of mEC. Two sets of computational models have been
proposed to explain the grid cell ﬁring phenomena: oscillatory interfer-
ence models and attractor-dynamic models. Both types of computational
models are brieﬂy reviewed, and cellular experimental evidence is
interpreted and presented in the context of both models. The oscillatory
interference model has variations that include an additive model and a
multiplicative model. Experimental data on the voltage-dependence of
oscillations presented here support the additive model. The additive
model also simulates data from ventral neurons showing large spacing
between grid ﬁring ﬁelds within the limits of observed MPO frequencies.
The interactions of h-current with synaptic modiﬁcation suggest that the
difference in intrinsic properties could also contribute to differences in
grid cell properties due to attractor dynamics along the dorsal to ventral
axis of mEC. Mechanisms of oscillatory interference and attractor dynam-
ics may make complementary contributions to the properties of grid cell
ﬁring in entorhinal cortex. V V C 2008 Wiley-Liss, Inc.
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INTRODUCTION
The entorhinal cortex regulates the ﬂow of information to and from
the hippocampus, subiculum, and cortical regions such as postrhinal and
perirhinal cortex (Witter et al., 1989; Burwell, 2000), suggesting a
unique role for entorhinal cortex in memory and spatial processing
(Parron and Save, 2004; Steffenach et al., 2005). Behavioral research
indicates that cells in the medial entorhinal cortex (mEC), called ‘‘grid
cells,’’ ﬁre in spatially speciﬁc locations, which repeat at regular intervals
(Fyhn et al., 2004; Sargolini et al., 2006; Moser and Moser, 2008). The
pattern of spiking activity forms a hexagonal grid of
ﬁring, and the spacing and ﬁeld size of the spiking
changes along the dorsal–ventral axis of mEC (Sargo-
lini et al., 2006). Grid cell ﬁring remains stable over
several days or weeks in a familiar environment (Fyhn
et al., 2004; Hafting et al., 2008), however, environ-
mental changes such as external cue rotation (Hafting
et al., 2005), complete darkness (Hafting et al.,
2005), or a change in the size of a familiar environ-
ment (Barry et al., 2007) and lesions of the hippo-
campus (Fyhn et al., 2004; Hafting et al., 2008) can
cause the grid cell ﬁring pattern to drift or change in
ﬁeld size and spacing, suggesting that grid cells rely
on information about the environment to form func-
tional ﬁelds.
Neurons in several distinct layers (I–VI) of mEC
show grid cell ﬁring properties, with the highest den-
sity of grid cells located in Layer II of the dorsal por-
tion of mEC (Sargolini et al., 2006). The deeper
layers (III, V, VI) of mEC show a higher proportion
of head direction cells and conjunctive head direction
and grid cells (Sargolini et al., 2006). The deeper
layers of mEC project to Layer II and provide head
direction information in combination with head direc-
tion input directly from the dorsal presubiculum
(Kohler, 1985; van Groen and Wyss, 1990; Caballero-
Bleda and Witter, 1993). In addition to changes in
grid cell ﬁring properties along the dorsal–ventral axis
of mEC, Layer II cells also show dorsal–ventral
changes in several intrinsic cellular properties (Gio-
como et al., 2007; Giocomo and Hasselmo, 2008).
Intracellular Data in Entorhinal Cortex
Layer II stellate cells in mEC develop rhythmic
voltage oscillations at theta frequency (Klink and
Alonso, 1997a) near ﬁring threshold (Alonso and
Klink, 1993). Research suggests that interactions
between two ionic conductances, the persistent so-
dium current (INaP) and the hyperpolarization acti-
vated inward rectifying current (Ih), cause subthres-
hold membrane potential oscillations in Layer II neu-
rons (Dickson et al., 2000; Fransen et al., 2004;
Giocomo and Hasselmo, 2008). In vitro slice physiol-
ogy research has demonstrated that in Layer II mEC
neurons the intrinsic properties, such as subthreshold
oscillation and resonant frequency, change along the
dorsal–ventral axis (Giocomo et al., 2007). Changes
in the temporal frequency dynamics of cells in Layer
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V V C 2008 WILEY-LISS, INC.II correlate with the spatial changes in grid cell periodicity
(Giocomo et al., 2007; Hasselmo et al., 2007), and may
depend on a systematic change in the kinetics of I(h) (Gio-
como and Hasselmo, 2008). Recent work indicates that the
time constant of I(h) changes from fast to slow from dorsal to
ventral entorhinal cortex (Giocomo and Hasselmo, 2008), and
a biophysical computational model supports a role of I(h) time
constant kinetics in accounting for the different dorsal–ventral
subthreshold oscillation frequencies observed (Heys et al.,
2008). Although changes in the temporal frequency dynamics
of Layer II neurons correlate with changes in the periodicity of
grid cells, no causal experimental evidence yet exists to support
this relationship. It remains unclear if the frequency dynamics
themselves play a key role in grid cell periodicity (Burgess
et al., 2007; Hasselmo et al., 2007) or if the dorsal–ventral
temporal changes reﬂect a graded change in ion channel
kinetics (Giocomo and Hasselmo, 2008), which play an alter-
nate, different role in grid cell periodicity by impacting net-
work dynamics [e.g., long-term potentiation (LTP)] (Fuhs and
Touretzky, 2006; McNaughton et al., 2006).
Computational Models of Grid Cell Formation
Several computational models of grid cell formation in the
entorhinal cortex have been developed (O’Keefe and Burgess,
2005; Blair et al., 2006; Blair et al., 2008; Fuhs and Touretzky,
2006; McNaughton et al., 2006; Burgess et al., 2007). Compu-
tational models of grid cell formation include two types, oscil-
latory interference models (Burgess et al., 2007; Hasselmo
et al., 2007) and attractor-dynamic models (Fuhs and Tour-
etzky, 2006; McNaughton et al., 2006; Welinder and Flete,
2008). Oscillatory interference models propose that modulation
of interacting oscillatory dynamics by the speed and direction
of the rat can result in a spatially dependent spiking pattern
rather than a temporally dependent spiking pattern. The sec-
ond type of model utilizes attractor dynamics and assumes that
speciﬁc patterns of synaptic interactions contribute to forming
grid cell ﬁring properties. Although oscillatory interference
models may rely on the temporal dynamics that change from
dorsal to ventral (i.e., subthreshold oscillations and resonant
frequency), attractor-dynamic models could also depend more
on h-current kinetics, which can inﬂuence synaptic plasticity
and the spiking behavior of the neuron.
METHODS
Slice Physiology
Previous publications describe the slice technique in detail
(Giocomo et al., 2007). Brieﬂy, the brain was removed under
cold artiﬁcial cerebrospinal ﬂuid (ACSF concentrations in milli-
molar: NaCl[126.0], KCl[3], MgSO4[2], Dextrose[10.0],
NaHCO3[26.0], NaH2PO4[1.25], CaCl2[2]) after anesthetiza-
tion and rapid decapitation of a rat aged 17–24 days. The
Institutional Animal Care and Use Committee at Boston Uni-
versity approved all experimental techniques. Under cold ACSF,
400-lm thick slices were placed in individual holding chambers
and the depth of the last slice taken was measured, at 2-mm
lateral from the midline and 24 mm Bregma. Patch pipettes
(3–7 MX) were pulled from 10-cm borosilicate glass capillary
tubes (Sutter Instrument) and ﬁlled with (in mM): K-gluco-
nate[120], HEPES[10], EGTA[0.2], KCl[20], MgCl[2],
diTrisPhCr[7], Na2ATP[4], and TrisGTP[0.3] (pH adjusted to
7.3 with KOH). Whole-cell patch clamp recordings were
ampliﬁed by a Multiclamp 700B. Capacitance neutralization
and bridge balance were applied accordingly, and current clamp
data was ﬁltered at 10 kHz and digitized with a Digidata
1,440 at a sampling frequency of 20 kHz (50 ls). The liquid
junction potential was estimated between 5 and 6 mV, mem-
brane potential values reported here do not contain this correc-
tion. Dorsal cells are deﬁned as cells located 3.8–4.9 mm from
the dorsal surface of the brain (the postrhinal border occurs at
 3.8 mm from the dorsal surface according to Paxinos and
Watson, 1998), ventral cells are deﬁned as cells located 5.0–7.0
mm from the dorsal surface of the brain.
Analysis and Statistics
Clampﬁt 10.0, MATLAB, and Excel were used for data anal-
ysis. Overall, the data did not show a Gaussian distribution
and the Kolmogorov–Smirnov test function ‘‘kstest2’’ in MAT-
LAB was used to test differences between two data samples
(e.g., dorsal vs. ventral). P-values less than 0.05 were considered
signiﬁcant. Regression lines were constructed using the least-
squares method in Microsoft Excel and r values are reported.
To determine the dominant frequency of membrane poten-
tial oscillations, an automated script in MATLAB analyzed seg-
ments of membrane potential recorded near ﬁring threshold
(255, 250, 245, and 240 mV). Three second long windows
that overlapped by 1.5 s were zero centered, and autocorrela-
tions were performed using MATLAB’s xcorr function. Data
windows containing spikes were automatically removed. The
inverse of the interval from the central peak to the ﬁrst side
peak determined the frequency of the autocorrelation and the
three frequencies with the highest difference between the ampli-
tudes of the side peak and trough were averaged.
To examine the increase in ﬁring frequency to a constant
current input, negative or positive current was used to hold the
cell at 260 mV in current clamp. Depolarizing current steps
(1.5–2.5 s in duration) were applied successively and the num-
ber of spikes counted. The amplitude of the current level,
which resulted in the ﬁrst action potential, was used to normal-
ize the amplitude of each successive current step. Spikes per
second were calculated and plotted relative to the normalized
current amplitude.
To determine the peak-to-peak interval, a different auto-
mated script in MATLAB analyzed the same data segments. Af-
ter applying a Butterworth ﬁlter between 0 and 15 Hz, an
automated peak detection function (peakdetect) in MATLAB
determined the peak-to-peak interval (in seconds) for oscilla-
tions at a membrane potential of  250 mV.
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The oscillatory interference model (Burgess et al., 2007) was
simulated here using MATLAB. The MATLAB scripts were
adapted from the scripts originally written by Michael Has-
selmo (Giocomo et al., 2007; Hasselmo et al., 2007) and Eric
Zilli (Giocomo et al., 2007). The long-linear track (18 m) was
added as an environmental feature and utilized the random
walk described in Hasselmo et al., 2007. For simulations of
noise, the dendritic frequency was multiplied by a predeter-
mined noise factor (0.001, 0.002, or 0.003).
RESULTS
Oscillatory Interference Models of
Grid Cell Formation
Oscillatory interference models utilize the idea that two
interacting oscillations of slightly different frequencies result in
a constructive and destructive interference pattern that, when a
threshold is applied, results in a periodic spiking pattern
(O’Keefe and Burgess, 2005; Burgess et al., 2007). This model
grew out of earlier models of theta phase precession (O’Keefe
and Recce, 1993; Lengyel et al., 2003). The oscillatory model
proposed by O’Keefe and Burgess (2005) relates experimental
research, demonstrating the change in the frequency of sub-
threshold oscillations to the spatial periodicity change in grid
cells along the dorsal–ventral axis of mEC (Burgess et al.,
2007; Giocomo et al., 2007; Hasselmo et al., 2007). In the
model, a baseline frequency interacts with changes in frequency
induced by input from head direction cells modulated by the
speed and direction of movement, allowing the resulting inter-
ference pattern to provide a mechanism for updating the inter-
nal representation of location, which corresponds to the inte-
gration of velocity necessary for path integration (McNaughton
et al., 2006). A higher frequency of intrinsic subthreshold oscil-
lations, as found in dorsal entorhinal cortex, shortens the dis-
tance between ﬁring ﬁelds and supports the prediction by
McNaughton and colleagues that a systematic variation in gain
of a movement-speed signal could underlie differences in grid
cell spacing (Maurer et al., 2005; McNaughton et al., 2006).
Head direction cells in other layers of entorhinal cortex (Sargo-
lini et al., 2006) as well as those in other structures (Sharp
et al., 2001a,b; Taube and Bassett, 2003) could provide the
speed modulated input based on head direction.
Subthreshold Membrane Potential Oscillations
The frequency of subthreshold oscillations changes from dor-
sal (deﬁned as 3.8–4.9 mm from the dorsal surface of the
brain) to ventral (deﬁned as 5.0–7.0 mm from the dorsal sur-
face of the brain) mEC (Giocomo and Hasselmo, submitted;
Giocomo et al., 2007). Based on a collection of 137 stellate
cells (Giocomo and Hasselmo, submitted; Giocomo et al.,
2007), the mean frequency of subthreshold oscillations is
higher in dorsal vs. ventral entorhinal at an approximate mem-
brane potential of 250 mV (mean Hz 6 standard error of
mean (SEM); dorsal 5 6.06 6 0.30 and n 5 56; ventral 5
4.13 6 0.18 and n 5 59) and 245 mV (mean Hz 6 SEM;
dorsal 5 7.76 6 0.58 and n 5 25; ventral 5 4.87 6 0.45
and n 5 16) (Fig. 1A). The change from high frequency in
dorsal cells to low frequency in ventral cells occurs systemati-
cally at an approximate membrane potential of 250 mV (r 5
FIGURE 1. Frequency of subthreshold oscillations across a
population of 137 cells in medial entorhinal cortex. (A) The mean
subthreshold oscillation frequency in dorsal cells shows a signiﬁ-
cantly larger increase in frequency with voltage compared to a
smaller slope of increase in ventral cells. (B–C) The frequency of
cells decreases systematically from dorsal to ventral at approximate
membrane potentials of 250 mV (B) and 245 mV (C).
1188 GIOCOMO AND HASSELMO
Hippocampus0.44; slope 52 1.32) and 245 mV (r 5 0.43, slope 5
21.86) (Figs. 1B,C). When the mean oscillation frequency is
binned into anatomical sections 400-lm thick, a decrease in
the mean frequency is clearly observed from dorsal to ventral
mEC from 6.67 6 0.74 Hz at the most dorsal region of 3.8–
4.2 mm from the dorsal surface to 4.05 6 0.28 at the more
ventral region of 5.8–6.2 mm from the dorsal surface (Fig.
2A). At the very ventral pole (6.3–7.0 mm from the dorsal sur-
face, binned together due to a smaller sample size), the oscilla-
tion frequency decreases to 3.41 6 0.48 Hz. The same decrease
in frequency is observed for oscillations at an approximate
membrane potential of 245 mV (5.8–7.0 not shown due to a
small sample size). However, at an approximate membrane
potential of 255 mV, the frequency does not change from dor-
sal to ventral mEC (mean Hz 6 SEM; all dorsal 5 5.31 6
0.43 and n 5 35; all ventral 5 4.45 6 0.34 and n 5 23)
(Figs. 1A and 2B). Combined, the frequency change in dorsal
to ventral near ﬁring threshold indicates that the mechanism
for the change in oscillations plays a crucial and selective role
when the cell is more depolarized. Simulations of the Burgess
model (Burgess et al., 2007; Hasselmo et al., 2007) demon-
strates that the experimentally determined oscillation frequen-
cies, binned into anatomical sections, result in grid cell ﬁring
with increasing larger ﬁeld size and spacing along the dorsal–
ventral axis (Fig. 2C).
Changes in Frequency With Depolarization
The oscillatory interference model proposed by Burgess et al.
(2007) and analyzed further by Hasselmo et al. (2007), requires
FIGURE 2. Oscillation frequency decreases systematically from
dorsal to ventral. (A,B) The average subthreshold oscillation fre-
quency is plotted for each anatomical bin at a membrane potential
of  250 mV (A), 245 mV (B), and 255 mV (B). (C) Simulations
of the oscillatory model using the average frequency from each an-
atomical bin shown in part A. The ﬁeld size and spacing of the
grid decreases as the frequency of the subthreshold membrane os-
cillation decreases. Left: Trajectory plotted in gray and spikes in
black. Right: Smoothed plot of the ﬁring rate data shown on the
left.
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oscillations dependent on changes in the membrane potential
(depolarization or hyperpolarization). The model assumes that
depolarization, relative to the baseline membrane potential, will
result in an increase in the frequency of the subthreshold mem-
brane potential oscillation. Based on oscillatory data collected
from the combined set of 137 stellate cells, the frequency of
subthreshold oscillations shows a substantially larger slope of
change in dorsal cells than ventral cells from an approximate
membrane potential around 250 mV to 245 mV (mean
change in frequency 6 SEM; dorsal 5 1.70 and n 5 59; ven-
tral 5 0.75 and n 5 62). The larger slope of change in dorsal
cells also appears in the change from an approximate mem-
brane potential of 255 mV to an approximate membrane
potential of 250 mV (mean change in frequency 6 SEM; dor-
sal 5 0.75 and n 5 65; ventral 52 0.32 and n 5 64).
Additional analysis on a subset of cells that oscillated at mul-
tiple membrane voltages (n 5 66) indicated that the change in
subthreshold oscillation frequency depends on the baseline fre-
quency of the cell at 255 mV or 250 mV. Neurons with very
high frequency oscillations at 255 mV decrease slightly in fre-
quency with depolarization to 250 mV, while neurons with
lower frequency oscillations at 255 mV increase in frequency
with depolarization to 250 mV. The same trend occurs when
comparing oscillation frequency at 250 mV with the more
depolarized value of 245 mV. Ignoring the direction of fre-
quency change (increase or slight decrease with depolarization),
dorsal cells show signiﬁcantly more voltage-dependent change,
as determined by the Kolmogorov–Smirnov test, in the fre-
quency of subthreshold oscillations compared to ventral cells at
a change from 255 mV to 250 mV (mean absolute frequency
change 6 SEM; dorsal 5 1.98 6 0.41 Hz and n 5 23; ven-
tral 5 1.34 6 0.26 Hz and n 5 18; k 5 0.37, P 5 0.006)
and at a change from 250 mV to 245 mV (mean absolute fre-
quency change 6 SEM; dorsal 5 2.67 6 0.40 Hz and n 5 22;
ventral 5 1.54 6 0.40 Hz and n 5 13; k 5 0.46, P 5
0.0008).
Computational simulations using the Burgess model of the
frequency change in subthreshold oscillations indicate that ei-
ther a positive or negative change in the frequency of the oscil-
lation is sufﬁcient for generating grid cell ﬁring patterns, as
long as the changes are linear and consistent in direction.
Spiking Frequency to Current Input
Oscillating stellate cells do not tend to spike near the fre-
quency of their corresponding membrane potential oscillations
or resonant frequency. Instead, in response to a constant depo-
larizing current injection, stellate cells tend to increase their ﬁr-
ing frequency with each successive increase in current ampli-
tude. Figure 3A shows a typical example of a stellate cell’s
response to slowly increasing amplitudes of current injection.
Overall, both dorsal and ventral cells show a similar increase in
ﬁring frequency in response to current input (Fig. 3B) and Fig-
ure 3C shows the ﬁring frequency for eight different cells along
the dorsal–ventral axis as the current input increases. These f–I
curves suggest that membrane potential oscillations alone can-
not directly determine spiking frequency (Burgess, 2008), but
instead may need to interact with other neurons with stable
baseline spiking frequencies, such as persistent ﬁring neurons
(Hasselmo, 2008).
Simulations of Grid Cells
The multiplicative version of the Burgess oscillatory interfer-
ence model (Burgess et al., 2007; Hasselmo et al., 2007; Bur-
gess, 2008) was used in previous simulations to demonstrate
that lower subthreshold oscillation frequencies resulted in grids
with larger ﬁeld size and spacing (Giocomo et al., 2007; Has-
selmo et al., 2007). However, in the multiplicative model, the
lowest experimentally observed mean membrane potential oscil-
lation frequency of 3.41 Hz does not result in grids with ﬁring
ﬁelds and spacing as large as those observed in unit recording
data from the most ventral pole of mEC (Solstad et al., 2007;
Brun et al., 2008).
The Burgess oscillatory interference model (Burgess et al.,
2007; Burgess, 2008) was used in previous simulations to relate
intracellular data to grid cell data (Giocomo et al., 2007; Has-
selmo et al., 2007). These previous simulations used the multi-
plicative version of the model as follows:
gðtÞ¼
 Y
u
cosð2pf ðzÞtÞþð cos2pðf ðzÞt þ f ðzÞBH
3
R t
0
vðsÞ hudsÞþuuÞ
 
H
where g(t) is the ﬁring of the grid cell over time, with spiking
determined by the threshold of a Heaviside step function []H
on the right side of the equation. The equation takes the prod-
uct P over dendrites receiving input from different head direc-
tion cells with preference angles u. For each individual den-
drite, the equation has two oscillations (soma and dendrite)
with an initial phase difference uu. In the absence of head
direction input, these oscillations have the same baseline fre-
quency f (z). In the multiplicative model, this baseline fre-
quency f (z) stays the same over time but differs dependent on
the dorsal to ventral anatomical location z of the neuron. The
frequency of the dendritic oscillation is shifted by depolariza-
tion caused by speed-modulated head direction cells. This
depolarization is represented by the dot product of the velocity
v and the unit vector hu representing head direction cell
responses with different preferred head directions u. Because
the frequency shift is cumulative, the depolarization is inte-
grated from starting time 0 until current time t. The depolari-
zation by head direction is scaled by the constant BH that is
the same at all anatomical locations. For the multiplicative
model, we assume that the experimental recording of mem-
brane potential oscillation frequency fe samples the change in
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potential Vm replacing head direction input: fe 5
f (z)1f (z)BHVm. This relationship is plotted in Figure 4E.
In this multiplicative model, the inﬂuence of a rat’s velocity
on frequency of the dendritic oscillation was scaled by the fre-
quency of the soma oscillation and a constant value (BH 5
0.00385) derived from the relationship between the in vivo
unit recording data (ﬁeld size and spacing G of grid cell ﬁring)
and the in vitro slice physiology data (frequency f of subthres-
hold oscillations). For a review of how BH is derived, see Has-
selmo et al. (2007). This gave grid cell spacing according to
the equation G ¼ 2=
ﬃﬃﬃ
3
p
f ðzÞBH, or in simpler form G 5 H/f,
where H is  300 cm Hz over all locations z. For a grid spacing
G 5 600 cm, this would require a frequency of f(z) 5 0.5 Hz,
which is below the range of observed membrane potential oscil-
lation frequencies.
However, the originally proposed oscillatory interference
model (Burgess et al., 2007) is referred to as an additive model,
because the relationship of oscillation frequency to the depola-
rization (caused by speed-modulated head direction) does not
depend on the baseline frequency, but only on the parameter
B(z). Thus, the additive model takes the form:
gðtÞ¼
 Y
u
cosð2pftÞþð cos2pðft þ BðzÞ
3
R t
0
vðsÞ hudsÞþuuÞ
 
H
The main difference from the multiplicative model is that
the change in oscillation frequency caused by depolarization
(due to speed-modulated head direction) does not depend
on baseline frequency. Instead, f(z)B is replaced by the pa-
rameter B(z) that reﬂects the slope of the frequency/voltage
relationship found in neurons at different anatomical loca-
tions z.T h eu n i t so fB(z) in the model are cycles/cm, which
FIGURE 3. Effect of steady current injection on spiking fre-
quency of stellate cells. (A) Firing frequency of a single stellate cell
at successively higher current amplitude steps 2.5 s long in dura-
tion. (B) Frequency of spiking (spikes per second) relative to the
normalized injected current amplitude for 15 stellate cells. (C) Log
Frequency of spiking relative to the normalized injected current
shown for eight individual cells along the dorsal–ventral axis.
Legend lists the distance of each cell from the dorsal surface
(mm). (D) Example of a single stellate cell’s spiking frequency rela-
tive to normalized injected current.
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cycles/s. For the additive model, the frequency recorded
experimentally will be fe 5 f 1 B(z)Vm, as plotted in Figure
4D, and the baseline frequency f will not depend on ana-
tomical location, consistent with Figure 2B. The additive
model in Figure 4D more closely matches the experimental
data in Figure 1A.
Thus, in the additive model, the change in spatial scaling
along the dorsal to ventral axis requires a change in the param-
eter B(z) dependent on location z along the dorsal–ventral axis,
resulting in a higher value of B(z) in dorsal compared to ven-
tral entorhinal cortex. Simulations using the Burgess model
tested the effect of the B(z) value on ﬁeld size and spacing,
while a virtual rat randomly explored a long-linear track (18 m
in length, 10 cm in width). All simulations used the same base-
line frequency value of f 5 4 Hz, consistent with the approxi-
mate baseline frequency observed at 255 mV for all dorsal to
ventral positions (Figs. 1A and 2B).
FIGURE 4. Changes in the voltage-dependence of oscillations
corresponds to changing the B parameter. (A) Simulation of the
oscillatory model with a virtual rat running on an 18-m linear
track. The B value was set to 0.004. (B) Simulations of the oscilla-
tory model on an 18-m linear track with the B value set to
0.0015, resulting in larger ﬁeld size and spacing of the grid ﬁring
ﬁelds. (C) Variations in the B parameter result in different ﬁeld
size and spacing of grid ﬁring ﬁelds. Large B values result in
smaller ﬁeld size and spacing, while smaller B values result
in larger ﬁeld size and spacing. (D,E) Frequency changes with
voltage associated with the additive model (D) and multiplicative
model (E).
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results in larger ﬁeld size and spacing (288 cm) of the grid
ﬁring. Reducing the B(z) value to 0.0015 results in even
larger ﬁeld size and spacing (770 cm) of the grid (Fig. 4B).
Figure 4C illustrates the ﬁeld size and ﬁeld spacing of the
grid cell ﬁring as a function of the value of B(z), which
reﬂects the relationship obtained from the model
G ¼ 2=
ﬃﬃﬃ
3
p
BðzÞ. The increase in the ﬁeld size and spacing rela-
tive to the decrease in the value of B(z) results from a smaller
difference between the soma and dendritic oscillation fre-
quency, causing the oscillations to take a longer distance to
transition in and out of phase relative to each other. The addi-
tive model has the advantage that very large spacing can be
obtained within the range of observed oscillation frequencies.
Oscillation frequency in these simulations did not go below
the baseline frequency of 4 Hz. In addition, the voltage-de-
pendence of the additive model, shown in Figure 4D matches
the experimentally demonstrated voltage-dependence in Figure
1A better than the voltage-dependence of the multiplicative
model shown in Figure 4E.
Oscillation Consistency
The oscillatory interference models proposed predict that
any single intrinsic oscillation should show phase consistency
over time when the level of input is constant. A selection of
35 stellate cells along the dorsal–ventral axis was analyzed for
consistency of oscillation period. The average number of oscil-
lation cycles analyzed was 191 6 16 cycles. Figure 5A illus-
trates examples of the peak-to-peak intervals measuring oscilla-
tion period in four dorsal cells and four ventral cells. The av-
erage peak-to-peak interval was higher in dorsal (Peak to peak
interval 6 SEM; 0.126 6 0.006 s and n 5 18) compared to
ventral (Peak to peak interval 6 SEM; 0.151 6 0.006 s and
n 5 17; P 5 0.007 and k 5 0.543) using this technique
(Fig. 5B). The phase consistency varied along the dorsal to
ventral axis, with dorsal cells showing a more consistent phase
compared to ventral cells, based on statistical measurements
using the Kolmogorov–Smirnov test. The average standard
deviation (Standard deviation of peak-to-peak interval 6
SEM; 0.062 6 0.004 s and n 5 35) was signiﬁcantly higher
in ventral (Standard deviation of peak-to-peak interval 6
SEM; 0.074 6 0.005 s and n 5 17) compared to dorsal cells
(Standard deviation of peak-to-peak interval 6 SEM; 0.0513 6
0.005 s and n 5 18; P 5 0.023 and k 5 0.48) (Fig. 5C).
The average range of the peak-to-peak interval (Range of
peak-to-peak interval 6 SEM; 0.315 6 0.017, n 5 35) was
signiﬁcantly higher in ventral (Mean range 6 SEM; 0.370 6
0.025 s and n 5 17) compared to dorsal cells (Mean range 6
SEM; 0.267 6 0.019 s and n 5 18; P 5 0.046 and k 5
0.441) (Fig. 5D). Overall, the ventral cells showed more var-
iance in their oscillation consistency. Plotting the standard
deviation relative to the peak-to-peak interval (Fig. 5E) dem-
onstrates the close correlation between an increase in the
peak-to-peak interval time and an increase in the variance of
the oscillation consistency (r 5 0.94, slope 5 0.75). The pos-
itive correlation between the peak-to-peak interval (time) and
the standard deviation of the interval is reminiscent of the
Weber Law, in which the variance of error increases in con-
stant proportion with the original stimulus value (Weber,
1996; Chater and Brown, 2008).
To investigate the effects of noise on the oscillatory model, a
noise factor was introduced to the simulation. Noise was added
to the dendritic oscillation frequency with a uniformly distrib-
uted random number between 0 and 1 scaled by a noise factor
of 0.001, 0.002, or 0.003. The noise factor added to the den-
dritic oscillation frequency at each step caused the grid cell for-
mation to drift over time (Fig. 6A). A very small noise factor
of 0.001 (top of Fig. 6A) left the grid intact, but even small
increases in noise (0.003 at the bottom of Fig. 6A) resulted in
a complete loss of the grid structure. The effect of noise on the
grid cell ﬁring output suggests that the recorded soma oscilla-
tions may reﬂect interference between dendritic and soma fre-
quencies, resulting in a less consistent oscillation pattern in ex-
perimental data. To overcome this problem in the model, exter-
nal input from place cells would need to constantly reupdate
the relative phases of the interference pattern (Burgess et al.,
2007). The noise also resulted in a decrease in the ﬁring fre-
quency of the grid cells by 22–41% in simulations of dorsal
cells and 19–28% in simulations of ventral cells, consistent
with the decrease in ﬁring frequency of grid cells observed with
muscimol inactivation of the hippocampus (Hafting et al.,
2008), perhaps resulting from the loss of an updating mecha-
nism from place cells. However, it is also possible that the
phase response to a highly variable input pattern is less noisy
than the response to a steady input, similar to the greater con-
sistency of spiking response to variable current injection vs.
steady input (Mainen and Sejnowski, 1995). The research pre-
sented here and previous work (Giocomo et al., 2007; Gio-
como and Hasselmo, 2008) primarily studies the effects of
steady current injection on frequency of oscillations and spiking
behavior, and does not investigate the role of synaptic inﬂuen-
ces on frequency and phase of oscillations.
Oscillations in Other Layers and Brain Regions
The oscillatory model predicts that grids might exist in any
region which contains cells that have voltage-dependent,
intrinsically generated oscillations near ﬁring threshold and
receive structured head direction inputs. Subthreshold oscilla-
tions in Layer II medial entorhinal cells are not blocked in the
presence of the M-current blocker XE991, suggesting that the
M-current does not play a role in generating subthreshold
oscillations in stellate cells (Giocomo and Hasselmo, 2008;
Yoshida and Alonso, 2007). However in Layer V of mEC, cells
show subthreshold oscillations dependent on the M-current
rather than the H-current (Yoshida and Alonso, 2007). Whole-
cell patch clamp recordings of Layer V cells along the dorsal–
ventral axis of mEC indicate that dorsal oscillating Layer V
cells show higher frequency oscillations at a membrane poten-
tial of 245 mV (slope 52 2.61, r 5 0.63) and 240 mV
(slope 52 2.75, r 5 0.57), compared to more ventral oscillat-
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Hippocampusing Layer V cells (Fig. 6B). However, the two types of oscilla-
tions (M-current dependent Layer V oscillations and h-current
dependent Layer II oscillations) appear to differ qualitatively.
Layer V oscillations (M-current dependent) tend to have a
higher amplitude compared to Layer II oscillations (h-current
dependent), and appear at more depolarized potentials com-
pared to Layer II oscillations (Fig. 6C). Oscillatory activity de-
pendent on the M-current may contribute to grid cell forma-
tion in the deeper layers of mEC (Layer V) (Sargolini et al.,
2006).
FIGURE 5. Variance of oscillation period along the dorsal to
ventral axis. (A) Histograms of the distribution of oscillation pe-
riod in four dorsal (left) and four ventral (right) cells. (B) The os-
cillation period increases from dorsal to ventral mEC. (C) The
standard deviation of the oscillation period increases from dorsal
to ventral mEC. (D) The range of the oscillation period increases
from dorsal to ventral mEC. (E) Example of the Weber law. The
standard deviation of the oscillation period is linearly related to
the average interval length.
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HippocampusLayer III pyramidal neurons do not generate subthreshold
oscillations. Grid cells exist in Layer III, but show conjunctive
grid and head direction responses (Sargolini et al., 2006) and
make up a smaller percentage of recorded cellular activity com-
pared to Layer II. The absence of subthreshold oscillations,
within the context of the oscillatory model, suggests that Layer
III grid cells either reﬂect interconnectivity with Layer II or are
formed by another process (Blair et al., 2006). The reduced
presence of phase precession and theta modulation of ﬁring in
Layer III, compared to Layer II (Hafting et al., 2008), may
offer evidence that Layer III grid cell activity reﬂects activity in
other cell layers.
DISCUSSION
Attractor-Dynamic Models
Computational models utilizing attractor dynamics can
obtain grid cell ﬁring pattern due to the spread of activity
FIGURE 6. (A) Effects of noise in the oscillatory model. As
the noise levels in the model are increased, the ﬁring of the simu-
lated grid cell becomes less consistent and loses its grid pattern of
spatial periodicity. (B) Layer V cells show higher frequency mem-
brane oscillations in dorsal compared to ventral portions of medial
entorhinal cortex at a membrane potential of 245 mVand 240 mV.
(C) Qualitative differences between m-current (layer V) and h-cur-
rent (Layer II) dependent subthreshold oscillations. Two different
Layer V cells (left; top 4.2 mm from dorsal surface, bottom 4.7
mm from the dorsal surface) show higher amplitude oscillations
compared to two different Layer II cells (right; top 4.4 mm from
dorsal surface, bottom 4.6 mm from dorsal surface).
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Hippocampusalong the recurrent synaptic weights in the network population.
Although the head-direction system (Taube et al., 1990a,b) has
been modeled using one-dimensional continuous attractors
(McNaughton et al., 1991; Touretzky and Redish, 1996;
Zhang, 1996), modeling the spatial navigation system for path
integration requires multidimensional continuous attractors
(Tsodyks and Sejnowski, 1995; McNaughton et al., 1996;
Redish and Touretzky, 1997; Samsonovich and McNaughton,
1997). The attractor network models of grid cell ﬁring utilize a
synaptic matrix, where excitation and inhibition from a simu-
lated neuron differs as a function of the distance from the posi-
tion of the neuron on a neural sheet (e.g., Mexican-hat connec-
tivity). To model the grid cell phenomena, attractor-based
models (Fuhs and Touretzky, 2006; McNaughton et al., 2007)
use two populations of interconnected cells; one population
provides information about the direction and speed of the ani-
mal’s trajectory, which induces a bump of activity due to attrac-
tor dynamics in the second population and shifts the bump to
neighboring cells in the appropriate direction as the animal
moves through the environment. In entorhinal cortex,
McNaughton et al. (2006) propose that the deeper layers of
mEC, which contains information about the rat’s movement
(Sargolini et al., 2006), serve as the input layer while the super-
ﬁcial layers of mEC, which contain more spatial information
(Sargolini et al., 2006), serve as the attractor-based spatial out-
put of the system. Multiple repeating ﬁelds, such as the grid
cell ﬁring ﬁelds, are attained either as a result of periodic con-
nectivity in a cell array with a torus-like topology
(McNaughton et al., 2006) or radial changes in synaptic con-
nectivity (Fuhs and Touretzky, 2006). Dorsal to ventral changes
in spacing result from the assumption that the velocity input to
the ventral portion of mEC has a lower gain compared to the
dorsal mEC (McNaughton et al., 2006). In this framework, the
change in grid ﬁeld size is determined either by the single pa-
rameter of velocity modulation or separately by changing the
spatial wavelength of the Mexican-hat connectivity (Fuhs and
Touretzky, 2006). The regulation of ﬁeld size and spacing by
separate parameters in the attractor models differs from the os-
cillatory interference model in which ﬁeld size and spacing are
simultaneously determined by changes in one parameter (either
f or B). In addition, attractor-dynamic models can only repre-
sent a ﬁnite number of discrete spatial scales, while the oscilla-
tory interference model can express a continuous increase in
spatial scale along the dorsal–ventral axis. The presence of dis-
crete spatial scales is consistent with discrete values of spacing
in experimental data (Barry et al., 2007).
The Hyperpolarization-Activated Cation Current
Both types of models of grid cell ﬁring indicate that speciﬁc
properties of membrane channels could underlie the change in
grid cell properties along the dorsal to ventral axis of entorhinal
cortex. The membrane potential oscillations discussed earlier
depend on the hyperpolarization-activated inward current (Ih)
(Dickson et al., 2000; Fransen et al., 2004), which has been
observed in several other cortical regions including the hippo-
campus (Magee, 1998) and the cerebellum (Raman and Bean,
1999). Activated by hyperpolarization, the I(h) channel con-
ducts both Na
1 and K
1 ions (Pape 1996), and is also referred
to as the HCN channel (hyperpolarization-activated cAMP-
regulated cation channel). Four different mammalian genes that
encode HCN channels have been cloned (HCN1–4) (Biel
et al., 2002; Robinson and Siegelbaum, 2003; Baruscotti et al.,
2005), and immunohistochemical staining indicates a high level
of the subunit HCN1 and moderate levels of the subunit
HCN2 in mEC (Notomi and Shigemoto, 2004). H-current
channels cloned in oocytes with different subunit compositions
show different activation kinetics both in their time constants
and steady-state activation curves (Chen et al., 2001), which
could affect the characteristics of membrane potential oscilla-
tions, as well as other properties shown to differ along the dor-
sal–ventral axis of mEC such as ‘‘sag’’ and resonant frequency
(Giocomo et al., 2007). Homomeric HCN1 channels have
very fast activation and deactivation time constants, activate at
a depolarized membrane potential, and have only moderate
modulation by intracellular cAMP. Homomeric HCN2 chan-
nels have very slow activation and deactivation time constants,
activate at more hyperpolarized membrane potential, and have
strong modulation by intracellular cAMP. Heteromultimeric
HCN1/HCN2 channels show properties in between the homo-
meric channels with the exception that they activate at mem-
brane potentials similar to the HCN1 homomeric channels
(Chen et al., 2001). A gradient in the relative expression of
HCN1 to HCN2 subunits along the dorsal–ventral axis could
provide a potential molecular mechanism for the dorsal–ventral
differences in stellate cell kinetics, which map to changes in
grid cell spatial periodicity. Recent work indicates that the time
constant of I(h) changes from fast to slow from dorsal to ven-
tral entorhinal cortex (Giocomo and Hasselmo, 2008) and the
change in subthreshold oscillation frequency may be due to a
change in the relative ratio of I(h) subunits with fast kinetics
(HCN1) to subunits with slower kinetics (HCN2).
The frequency of membrane potential oscillations and the
spatial properties of grid cells could also be inﬂuenced by neu-
romodulatory inﬂuences on intracellular second-messenger
pathways. The encoded HCN protein, similar to a voltage-
gated potassium (K) channel, consists of six transmembrane
segments including a pore-forming region (Santoro and Tibbs,
1999; Biel et al., 2002), and a cytosoloic NH2 and COOH
termini. A cyclic-nucleotide binding-domain is located on the
COOH termini (Santoro et al., 1997; Chen et al., 2001),
which mediates the response of HCN channels to cAMP levels.
Levels of cAMP can subsequently modulate the activation
kinetics of HCN channels to different degrees, another poten-
tial molecular mechanism underlying the dorsal–ventral change
in stellate cell biophysical properties (Ludwig et al., 1998; San-
toro et al., 1998; Seifert et al., 1999). Several other substances
can also cause changes in the kinetics of HCN channels, which
could also affect the dorsal–ventral changes observed in stellate
cells. Increasing the level of PI(4,5)P2 shifts the activation
curve of homomeric HCN2 channels to more depolarized
membrane potentials, while also slowing down the deactivation
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Hippocampustime constant (Pian et al., 2007). Activation of different neuro-
modulatory receptors, such as M1 receptors and bradykinin
receptors, can increase the activation of PLC and cause the
depolarizing shift in the activation curve of homomeric HCN2
channels as well as heteromultimeric HCN1/HCN2 channels,
while simultaneously slowing down the time constant of deacti-
vation at 270 mV (Pian et al., 2007). The slowing of the
deactivation time constant suggests a possible mechanism for
the decrease in the frequency of subthreshold oscillations
observed in the presence of the cholinergic agonist carbachol
(Klink and Alonso, 1997b), suggesting that cholinergic manip-
ulation of entorhinal cortex could affect grid cell periodicity.
Genetic manipulations could be used to analyze the role of
speciﬁc membrane channels in grid cell properties. In stellate
cells, the kinetics of the h-current resemble those of heteromul-
timeric HCN1/HCN2 channels (Chen et al., 2001). Research
in HCN1 knockout mice suggests that HCN1 channels, in
stellate cells, dominate the membrane conductance at resting
potential, decrease the input resistance of the cell, suppress low
frequency components of the resonant frequency and subthres-
hold oscillations, and promote recovery of spike after hyperpo-
larization (Nolan et al., 2007). In addition, stellate cells often
ﬁre action potentials in clusters (Klink and Alonso, 1997b),
and knockout of HCN1 decreases the spike frequency within a
cluster and increases the time between clusters (the intracluster
spike frequency) (Nolan et al., 2007). HCN1 knockout mice
also show more coherence in the theta oscillation, recorded
from behaving mice, suggesting that knocking down high fre-
quency intrinsic oscillations may result in a more coherent ﬁeld
oscillation in the theta frequency range (Nolan et al., 2004).
These knockout mice also show enhanced short-term and long-
term memory on the hidden platform Morris Water Maze task,
most likely due to the enhancement of LTP in the hippocam-
pus observed with HCN1 knockout (Nolan et al., 2004).
Knockout of HCN1 results in numerous changes in the bio-
physical properties of stellate cells, which suggests that the
kinetics of the h-current could play a role in dorsal–ventral
changes observed in the biophysical characteristics of Layer II
stellate cells (Giocomo et al., 2007) and possibly play a key
role in grid cell formation or dorsal–ventral change in spatial
periodicity.
Relationship Between I(h) and Attractor
Dynamic-Based Models
Changes in the intrinsic properties of Layer II mEC neurons
could also apply to attractor-dynamic models of grid cell for-
mation (Fuhs and Touretzky, 2006; McNaughton et al., 2006).
Attractor-based models assume that a dorsal–ventral difference
in gain of velocity results in the change in grid cell ﬁeld spac-
ing and ﬁeld size. As presented earlier (Fig. 1A), the voltage-de-
pendent frequency change of subthreshold membrane oscilla-
tions is higher in dorsal compared to ventral entorhinal cortex.
The larger sensitivity of dorsal cells to membrane potential
depolarization could reﬂect that velocity input has a larger gain
(ampliﬁcation) in the dorsal region compared to the ventral
region of mEC. In the oscillatory interference model, this
change in gain corresponds to the change in the value of the B
parameter, as discussed earlier.
Attractor-dynamic models can change the ﬁeld size of the
grids by assuming a change in the spatial wavelength of con-
nectivity (or a change in the spatial wavelength of the Mexi-
can-hat connectivity). Changes in traditional Hebbian LTP
and long-term depression during development could result in
an increase or decrease in the spatial wavelength. The h-cur-
rent, which shows changes in its kinetics along the dorsal–ven-
tral axis, has been shown to interact with both LTP and long-
term depression in the hippocampus (Nolan et al., 2004; Fan
et al., 2005; Brager and Johnston, 2007). In the hippocampus,
LTP causes an increase in I(h) and a subsequent decrease in
excitability, while long-term depression causes a decrease in
I(h) and a subsequent increase in excitability (Fan et al.,
2005; Brager and Johnston, 2007). Knockout of the HCN1
subunit causes enhanced LTP in the hippocampus (Nolan
et al., 2004), potentially by suppressing calcium spikes in the
distal dendrites of pyramidal cells (Tsay et al., 2007). A higher
r a t i oo fH C N 1t oH C N 2d u r i n gd evelopment (e.g., dorsal
mEC), could contribute to the building of a network with
more constrained connectivity. Thus, as an alternative hypoth-
esis, the differences in subthreshold oscillation frequency
(Giocomo et al., 2007) that reﬂect dorsal–ventral differences
in the kinetics of the h-current may be complemented by dor-
sal–ventral h-current differences that contribute to cortical
plasticity during development, resulting in different spatial
wavelengths of connectivity along the dorsal–ventral axis of
mEC, and resulting in differences in grid cell ﬁeld size based
on attractor dynamics.
HCN1 and Spatial Learning
HCN1 knockout mice show enhanced learning in the ﬁxed
platform version of the Morris Water maze (Nolan et al.,
2004). Interestingly, this enhanced learning appears immedi-
ately only if the mice are primed for 15 s on the location of
the platform. When the mice are not primed, the enhanced
learning takes several sessions to develop (Nolan et al., 2004).
Within the context of the models presented here, the loss of
HCN1 subunits should not result in the complete absence of
grid cell ﬁring ﬁelds. However, the spacing of the grids should
increase and the difference in their spacing from dorsal to ven-
tral should be absent with the loss of HCN1 subunits, as
depletions of HCN1 subunits inﬂuence the HCN channel time
constant (Chen et al., 2001) and subsequently reduce the fre-
quency of dorsal membrane potential oscillations, increasing
the size and ﬁeld spacing of the grids. Once the knockout
mouse knows the location of the platform, then a single set of
larger grids should still allow the animal to navigate success-
fully, with less interference, through the environment. Perhaps
not surprisingly, these animals also show enhanced theta rhyth-
micity. Loss of the higher frequency intrinsic oscillations would
suggest that the theta rhythm observed in the absence of
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HippocampusHCN1 would have more coherence, as the oscillatory activity
from dorsal to ventral would remain more consistent.
CONCLUSIONS
The analysis of intracellular recording data on entorhinal
cortex reported here has implications for models of entorhinal
grid cell ﬁring properties. In particular, the voltage-dependence
of oscillations supports the additive version of the oscillatory
interference model, in contrast to the multiplicative version.
The additive version also allows a wider range of large grid cell
spacing without requiring low oscillation frequencies outside of
the experimentally demonstrated range. The variance of the os-
cillation period provides a serious issue for the oscillatory inter-
ference model that must be accounted for by mechanisms such
as the reset of grid cell phase by place cell input (Burgess et al.,
2007). Finally, the interaction of h current with synaptic modi-
ﬁcation provides a potential mechanism by which differences in
h current could contribute to differences in size of grid cell ﬁr-
ing ﬁelds via changes in attractor dynamics along the dorsal to
ventral axis of mEC.
Acknowledgments
The authors thank Chris Andrews for help with analysis and
Mark Brandon for scientiﬁc discussion.
REFERENCES
Alonso A, Klink R. 1993. Differential electroresponsiveness of stellate
and pyramidal-like cells of medial entorhinal cortex layer II. J Neu-
rophysiol 70:128–143.
Barry C, Hayman R, Burgess N, Jeffery KJ. 2007. Experience-depend-
ent rescaling of entorhinal grids. Nat Neurosci 10:682–684.
Baruscotti M, Bucchi A, Digrancesco D. 2005. Physiology and phar-
macology of the cardiac pacemaker (‘‘funny’’) current. Pharmacol
Ther 107:59–79.
Biel M, Schneider A, Wahl C. 2002. Cardiac HCN channels: Structure,
function and modulation. Trends Cardiovasc Med 12:206–212.
Blair HT, Welday AC, Zhang K. 2006. Moire interference between
grid cells: A mechanism for representing space at multiple scales.
Soc Neurosci Abstr 32:574.14.
Blair HT, Kishan G, Zhang K. 2008. Conversion of a phase- to a
rate-coded position signal by a three-stage model of theta cells,
grid cells, and place cells. Hippocampus 18:1239–1255.
Brager DH, Johnston D. 2007. Plasticity of intrinsic excitability dur-
ing long-term depression is mediated through mGluR-dependent
changes in I(h) in hippocampal CA1 pyramidal neurons. J Neuro-
sci 27:13926–13937.
Brun VH, Solstad T, Kjelstrup KB, Fyhn M, Witter MP, Moser EI,
Moser M-B. 2008. Progressive increase in grid scale from dorsal to
ventral medial entorhinal cortex. Hippocampus 18:1200–1212.
Burgess N. 2008. Grid cells and theta as oscillatory interference. I.
Theory and predictions. Hippocampus 18:1157–1174.
Burgess N, Barry C, O’Keefe J. 2007. An oscillatory interference
model of grid cell ﬁring. Hippocampus 17:801–812.
Burwell RD. 2000. The parahippocampal region: corticocortical con-
nectivity. Ann NY Acad Sci 911:25–42.
Caballero-Bleda M, Witter MP. 1993. Regional and laminar organiza-
tion of projections from the presubiculum and parasubiculum to
the entorhinal cortex: An anterograde tracing study in the rat.
J Comp Neurol 328:115–129.
Chater N, Brown GDA. 2008. From universal laws of cognition to
speciﬁc cognitive models. Cogn Sci 32:36–67.
Chen S, Wang J, Siegelbaum SA. 2001. Properties of hyperpolariza-
tion-activated pacemaker current deﬁned by coassembly of HCN1
and HCN2 subunits and basal modulation by cyclic nucleotide. J
Gen Physiol 117:491–504.
Dickson CT, Magistretti J, Shalinsky MH, Fransen E, Hasselmo ME,
Alonso A. 2000. Properties and role of I(h) in the pacing of sub-
threshold oscillations in entorhinal cortex layer II neurons. J Neu-
rophysiol 83:2562–2579.
Fan Y, Fricker D, Brager DH, Chen X, Lu HC, Chitwood RA, Johnston
D. 2005. Activity-dependent decrease of excitability in rat hippocam-
pal neurons through increases in I(h). Nat Neurosci 8:1542–1551.
Fransen E, Alonso AA, Dickson CT, Magistretti J, Hasselmo ME.
2004. Ionic mechanisms in the generation of subthreshold oscilla-
tions and action potential clustering in entorhinal layer II stellate
neurons. Hippocampus 14:368–384.
Fransen E, Tahvildari B, Egorov AV, Hasselmo ME, Alonso AA. 2006.
Mechanism of graded persistent cellular activity of entorhinal cor-
tex layer v neurons. Neuron 49:735–746.
Fuhs MC, Touretzky DS. 2006. A spin glass model of path integration
in rat medial entorhinal cortex. J Neurosci 26:4266–4276.
Fyhn M, Molden S, Witter MP, Moser EI, Moser MB. 2004. Spatial
representation in the entorhinal cortex. Science 305:1258–1264.
Fyhn M, Hafting T, Witter MP, Moser EI, Moser MB. 2008. Grid
cells in mice. Hippocampus 18:1230–1238.
Giocomo LM, Zilli EA, Fransen E, Hasselmo ME. 2007. Temporal
frequency of subthreshold oscillations scales with entorhinal grid
cell ﬁeld spacing. Science 315:1719–1722.
Giocomo LM, Hasselmo ME. 2008. Time constants of h current in
layer II stellate cells differ along the dorsal to ventral axis of medial
entorhinal cortex. J Neurosci, in press.
Hafting T, Fyhn M, Molden S, Moser MB, Moser EI. 2005. Micro-
structure of a spatial map in the entorhinal cortex. Nature 436:
801–806.
Hafting T, Fyhn M, Bonnevie T, Moser MB, Moser EI. 2008. Hippo-
campus-independent phase precession in entorhinal grid cells. Na-
ture 453:1248–1252.
Hasselmo ME. 2008. Grid cell mechanisms and function: Contribu-
tions of entorhinal persistent spiking and phase resetting. Hippo-
campus 18:1213–1229.
Hasselmo ME, Giocomo LM, Zilli EA. 2007. Grid cell ﬁring may
arise from interference of theta frequency membrane potential
oscillations in single neurons. Hippocampus 17:1252–1271.
Heys JG, Giocomo LM, Hasselmo ME. 2008. A biophysical model
shows that h current time constant differences in rat medial ento-
rhinal cortex could underlie differences in membrane potential os-
cillation frequency. Soc Neurosci Abstr.
Klink R, Alonso A. 1997a. Ionic mechanisms of muscarinic depolari-
zation in entorhinal cortex layer II neurons. J Neurophysiol 77:
1829–1843.
Klink R, Alonso A. 1997b. Muscarinic modulation of the oscillatory
and repetitive ﬁring properties of entorhinal cortex layer II neu-
rons. J Neurophysiol 77:1813–1828.
Kohler C. 1985. Intrinsic projections of the retrohippocampal region
in the rat brain. I. The subicular complex. J Comp Neurol 236:
504–522.
Lengyel M, Szatmary Z, Erdi P. 2003. Dynamically detuned oscilla-
tions account for the coupled rate and temporal code of place cell
ﬁring. Hippocampus 13:700–714.
Ludwig A, Zong X, Jeglitsch M, Hoffman F, Biel M. 1998. A family
of hyperpolarization-activated mammalian cation channels. Nature
393:587–591.
1198 GIOCOMO AND HASSELMO
HippocampusMagee JC. 1998. Dendritic hyperpolarization-activated currents mod-
ify the integrative properties of hippocampal CA1 pyramidal neu-
rons. J Neurosci 18:7613–7624.
Mainen ZF, Sejnowski TJ. 1995. Reliability of spike timing in neo-
cortical neurons. Science 268:1503–1506.
Maurer AP, Vanrhoads SR, Sutherland GR, Lipa P, McNaughton BL.
2005. Self-motion and the origin of differential spatial scaling
along the septo-temporal axis of the hippocampus. Hippocampus
15:841–852.
McNaughton BL, Chen LL, Markus EJ. 1991. Dead reckoning, land-
mark learning, and the sense of direction—A neurophysiological
and computational hypothesis. J Cogn Neurosci 3:192–202.
McNaughton BL, Barnes CA, Gerrard JL, Gothard K, Jung MW,
Knierim JJ, Kudrimoti H, Qin Y, Skaggs WE, Suster M, Weaver
KL. 1996. Deciphering the hippocampal polyglot: The hippocam-
pus as a path integration system. J Exp Biol 199 (Part 1):173–185.
McNaughton BL, Battaglia FP, Jensen O, Moser EI, Moser MB. 2006.
Path integration and the neural basis of the ‘cognitive map.’ Nat
Rev Neurosci 7:663–678.
Moser EI, Moser M-B. 2008. A metric for space. Hippocampus18.
Nolan MF, Malleret G, Dudman JT, Buhl DL, Santoro B, Gibbs E,
Vronskaya S, Buzsaki G, Siegelbaum SA, Kandel ER, Morozov A.
2004. A behavioral role for dendritic integration: HCN1 channels
constrain spatial memory and plasticity at inputs to distal dendrites
of CA1 pyramidal neurons. Cell 119:719–732.
Nolan MF, Dudman JT, Dodson PD, Santoro B. 2007. HCN1 chan-
nels control resting and active integrative properties of stellate cells
from layer II of the entorhinal cortex. J Neurosci 27:12440–12451.
Notomi T, Shigemoto R. 2004. Immunohistochemical localization of
Ih channel subunits, HCN1–4, in the rat brain. J Comp Neurol
417:241–276.
O’Keefe J, Burgess N. 2005. Dual phase and rate coding in hippocam-
pal place cells: Theoretical signiﬁcance and relationship to entorhi-
nal grid cells. Hippocampus 15:853–866.
O’Keefe J, Recce ML. 1993. Phase relationship between hippocampal
place units and the EEG theta rhythm. Hippocampus 3:317–330.
Pape HC. 1996. Queer current and pacemaker: The hyperpolarization-
activated cation current in neurons. Annu Rev Physiol 58:299–327.
Parron C, Save E. 2004. Evidence for entorhinal and parietal cortices
involvement in path integration in the rat. Exp Brain Res 159:
349–359.
Paxinos G, Watson C. 1998. The Rat Brain in Stereotaxic Coordi-
nates. San Diego, CA: Academic Press.
Pian P, Bucchi A, DeCostanzo A, Robinson RB, Siegelbaum SA.
2007. Modulation of cyclic-nucleotide-regulated HCN channels by
PIP2 and receptors coupled to phospholipase C. Eur J Physiol
455:125–145.
Raman IM, Bean BP. 1999. Ionic currents underlying spontaneous
action potentials in isolated cerebellar Purkinje neurons. J Neurosci
19:1663–1674.
Redish AD, Touretzky DS. 1997. Cognitive maps beyond the hippo-
campus. Hippocampus 7:15–35.
Robinson RB, Siegelbaum SA. 2003. Hyperpolarization-activated cat-
ion currents: From moleculars to physiological function. Annu Rev
Physiol 65:453–480.
Samsonovich A, McNaughton BL. 1997. Path integration and cogni-
tive mapping in a continuous attractor neural network model.
J Neurosci 17:5900–5920.
Santoro B, Tibbs BR. 1999. The HCN gene family: Molecular basis
of the hyperpolarization-activated pacemaker channels. Ann N Y
Acad Sci 686:741–764.
Santoro B, Grant SGM, Bartsch D, Kandel ER. 1997. Interactive
cloning with the SH3 domain of N-src identiﬁers a new brain
speciﬁc ion channel protein, with homology to Eag and cyclic
nucleotide-gated channels. Proc Natl Acad Sci USA 94:14815–
14820.
Santoro B, Liu DT, Yao H, Bartsch D, Kandel ER, Siegelbaum SA,
Tibbs GR. 1998. Identiﬁcation of a gene encoding a hyperpolariza-
tion-activated pacemaker channel of brain. Cell 93:717–729.
Sargolini F, Fyhn M, Hafting T, McNaughton BL, Witter MP, Moser
MB, Moser EI. 2006. Conjunctive representation of position,
direction, and velocity in entorhinal cortex. Science 312:758–
762.
Seifert R, Scholten A, Gauss R, Mincheva A, Lichter P, Kaupp UB.
1999. Molecular characterization of a slowly gating human hyper-
polarization-activated channel predominately expressed in thalamus,
heart and testis. Proc Natl Acad Sci USA 96:289–294.
Sharp PE, Blair HT, Cho J. 2001a. The anatomical and computational
basis of the rat head-direction cell signal. Trends Neurosci 24:289–
294.
Sharp PE, Tinkelman A, Cho J. 2001b. Angular velocity and head
direction signals recorded from the dorsal tegmental nucleus of
gudden in the rat: Implications for path integration in the head
direction cell circuit. Behav Neurosci 115:571–588.
Solstad T, Brun VH, Kjelstrup KB, Fyhn M, Moser EI, Moser MB.
2007. Grid expansion along the dorso-ventral axis of the medial
entorhinal cortex. Soc Neurosci Abstr.
Steffenach HA, Witter M, Moser MB, Moser EI. 2005. Spatial mem-
ory in the rat requires the dorsolateral band of the entorhinal cor-
tex. Neuron 45:301–313.
Taube JS, Bassett JP. 2003. Persistent neural activity in head direction
cells. Cereb Cortex 13:1162–1172.
Taube JS, Muller RU, Ranck JB Jr. 1990a. Head-direction cells
recorded from the postsubiculum in freely moving rats. II. Effects
of environmental manipulations. J Neurosci 10:436–447.
Taube JS, Muller RU, Ranck JBJ. 1990b. Head-direction cells
recorded from the postsubiculum in freely moving rats. I. Descrip-
tion and quantitative analysis. J Neurosci 10:420–435.
Touretzky DS, Redish AD. 1996. Theory of rodent navigation based
on interacting representations of space. Hippocampus 6:247–270.
Tsay D, Dudman JT, Siegelbaum SA. 2007. HCN1 channels constrain
synaptically evoked Ca(21) spikes in distal dendrites of CA1 py-
ramidal neurons. Neuron 56:1076–1089.
Tsodyks MV, Sejnowski TJ. 1995. Associative memory and hippocam-
pal place cells. Int J Neural Syst 6:81–86.
van Groen T, Wyss JM. 1990. The postsubicular cortex in the rat:
Characterization of the fourth region of the subicular cortex and its
connections. Brain Res 529:165–177.
Weber EH. 1996. De tactu. Annotationes anatomicae et physiologicae
[The sense of touch: Anatomical and physiological aspects]. In: Ross
HE, Murray DJ, editors. E. H. Weber on the Tactile Senses, 2nd
ed. Hove, England: Taylor & Francis. pp 21–136 (Original work
published in 1834).
W e l i n d e rP E ,F i e t eI R .2 0 0 8 .C o d i n g ,n e u r a ln e t w o r km o d e l so fa c t i v i t y ,
and the problem of learning in grid cells. Hippocampus 18:xxx–xxx.
Witter MP, Groenewegen HJ, Lopes da Silva FH, Lohman AH. 1989.
Functional organization of the extrinsic and intrinsic circuitry of
the parahippocampal region. Prog Neurobiol 33:161–253.
Yoshida M, Alonso A. 2007. Cell-type speciﬁc modulation of intrinsic
ﬁring properties and subthreshold membrane oscillations by the
M(Kv7)-current in neurons of the entorhinal cortex. J Neurophy-
siol 98:2779–2794.
Zhang K. 1996. Representation of spatial orientation by the intrinsic
dynamics of the head-direction cell ensemble: A theory. J Neurosci
16:2112–2126.
COMPUTATION BY OSCILLATIONS 1199
Hippocampus