Abstract -We consider the problem of rate allocation in classical as well as generalized multiuser cognitive radio systems. Each user intends to communicate with its designated receiver and all receivers employ successive group decoders with specified complexity constraints. Rate allocations in the classical case are obtained by using algorithms designed for a ¢ user Gaussian Interference Channel (GIC). In the generalized cognitive radio system the transmission rates of the primary users are assumed to be pre-determined such that each primary user is decodable at its (primary) receiver in the GIC consisting only of the primary transmitter-receiver pairs. We investigate the problem of selecting an active set of secondary users that are allowed to co-exist with the primary users and allocating rates to them under the constraints that each primary user achieves its pre-determined rate and no primary receiver decodes any secondary user. Each secondary receiver however is free to decode any other user whose codebook it is aware of. The key feature of the rate allocation algorithms we design is that inspite of using distributed and low-complexity "greedy" sub-routines, they can achieve globally optimal solutions.
I. INTRODUCTION
In classical cognitive radio systems the secondary users can only transmit in "white spaces" which denote the frequency bands (or time intervals) where the primary (or licensed) users are idle [1] . Once such white spaces are identified via cooperative strategies among secondary users, we have an interference channel comprising of the secondary transmitter-receiver pairs. Consequently, rates can be assigned to the secondary users using rate allocation algorithms developed for the interference channels. Interference channels have attracted considerable attention, originating from from Shannon's seminal work in [6] to the best known achievable rate-region derived in [7] . Significant recent results include [8] , which provides an approximate characterization of the capacity region of a 2-user Gaussian interference channel (GIC) within 1 bit accuracy as well as the result in [9] where "interference-alignment" is exploited to achieve ¢ ¤ £ ¦ ¥ degrees of freedom in a ¢ -user GIC with frequency selective fading. On the other hand, in generalized cognitive radio systems, the secondary users can also transmit simultaneously with primary users as long as certain co-existence constraints are satisfied [2] [3] [4] [5] . Clearly such systems can achieve higher spectral efficiencies but they require additional side-information at the secondary users or incur signaling overhead between primary and secondary users. In the sequel, we will use the phrase "treating the remaining users as Gaussian interferers" to imply that the transmissions of the remaining users are not decoded but suppressed via MMSE filtering.
Then for any valid ordered partition 
holds true. From (4) (LMMSE decoding) and when the valid ordered partition has all groups of size 1 (SIC decoding). Note that the standard implementation of ML, LMMSE or SIC decoders do not conduct the check in Step 2. However, since an error is very likely when the outage event is true, we adopt the approach of declaring a decoding failure under the outage event.
III. RATE ALLOCATION OVER A CLASSICAL COGNITIVE RADIO SETUP
In this section we consider the problem of channel dependent rate allocation over a classical cognitive radio setup, where the ¢ co-channel users are all secondary users which are communicating when the primary users are idle or inactive. Thus, we have a GIC formed by the ¢ secondary user-receiver pairs, where the E user transmits at a fixed power % ¦
. In the sequel, we will say that a rate vector is decodable if all users are decodable by their respective receivers. Also, we will say a rate vector is decodable at receiver 
A. Sequential Rate Allocation
In this section, without loss of generality we assume that user 1 has the highest priority, followed by user 2 and so on. 
The next algorithm -Algorithm We now state the optimality of the Algorithm 1. The proof can be found in [13] .
Theorem 1: Algorithm 1 maximizes the rate at which user can transmit such that user © is decodable at receiver © when all users in the set 6 ¢ transmit at rates specified by ¼ . We note that [10] also considers a ¢ user GIC where each user transmits at a fixed power and uses a single Gaussian codebook and where each receiver knows the codebooks of all users. However, the set-up in [10] assumes no complexity constraints on any receiver (i.e., U # ¢ y A in our framework). The problem of maximizing the desired user's rate at a particular receiver is solved. Our Algorithm 1 subsumes that solution in [10] as a special case when implemented for © #
, no complexity constraints (U # ¢
) and
# 6
. Note that maximizing only the desired user's rate at a particular receiver may make other users undecodable at their designated receivers. We next offer our sequential rate allocation scheme in Algorithm 2 and prove its optimality. . Thus we have the desired contradiction that
[10] also considers sequential rate allocation which is a special case of our sequential rate allocation in Algorithm 2 when there are no complexity constraints and each receiver knows the codebooks of all users.
B. Parallel Symmetric Rate Allocation
We now provide a parallel symmetric rate allocation algorithm where we allocate each user identical rate. We consider receiver Then the optimal ' in (7) can be determined as
For a given valid ordered partition
, we define (9) where h 3
denotes the ordered partition returned by Algorithm 3. We next offer our parallel symmetric rate allocation algorithm and the following theorem shows that our parallel symmetric rate allocation in Algorithm 4 is optimal. (5) as well as the inner maximization in (6) are all equivalent to submodular function minimizations and can be done with a complexity that is polynomial in the cardinality of the underlying set [15] . Also the minimization in (8) can be done with a complexity that is polynomial in T y T using the recursive technique described in [12] .
IV. RATE ALLOCATION IN A GENERALIZED COGNITIVE RADIO SETUP
We now consider a generalized cognitive radio system where the ¢ users are divided into two sets, i.e., 6 # © ¤ whereï s the set of primary users and is the set of secondary users. We assume that each primary receiver knows the codebooks employed by all primary users and that a rate vector containing the transmission rates of the users in¨has been determined and is decodable in the GIC consisting only of the users in¨and their corresponding receivers. Our objective is to allow a subset of users in to co-exist (i.e., transmit along with users in ) under the constraint that each primary user achieves its predetermined rate and no primary receiver decodes any secondary user. Thus each primary receiver will treat all active secondary users as Gaussian interferers. Note that each secondary user when active will transmit at its pre-determined power level and its receiver is assumed to know the codebooks employed by all secondary users and possibly those employed by some or all of the primary users as well. The flexibility we now have is to switch off any subset of the secondary users.
Consider a primary receiver . This observation enables us to design the following sequential rate allocation algorithm, where we assume that the secondary users are labeled but not from any primary receiver since the primary receivers will treat the active secondary users as Gaussian interferers and hence are not influenced by the rates allocated to them. Then, using the fact that the secondary users are processed in the decreasing order of their priorities and invoking the optimality of Algorithm 1, we obtain the following theorem.
Theorem 6: The rate-vector x is strongly pareto-optimal over the set of all decodable rate allocations to the secondary users which can be tolerated at all primary receivers. Note that in Theorem 6 we allow for any subset of secondary users to be active as opposed to the case in Theorem 2 where all users are active.
Next, we consider a parallel rate allocation scheme where all secondary users have identical priorities. We propose a two-step rate allocation algorithm, where in the first step we determine a subset of secondary users which can be tolerated as interference at all primary receivers and in the second step we use the parallel rate allocation scheme developed in the previous section. Ideally we would like to identify the subset(s) of largest cardinality that can be tolerated by all primary receivers and in the event that there are multiple such subsets, to pick the one yielding the highest symmetric rate. In particular, each primary receiver
which denotes the set of all possible "maximal" subsets of secondary users. By maximal subset we mean a subset of secondary users which can be tolerated and where adding even one more secondary user makes the desired primary user undecodable. The ideal subset(s) would be then be obtained as solution (s) can be solved via "stack" type tree search algorithms, they are computationally very intensive. Here, in Algorithm 7 we propose a sub-optimal iterative method of low complexity which determines a "good" subset whereas the second step leverages the parallel rate allocation algorithm developed earlier. (which includes y ) in a greedy fashion by adding the secondary user with the highest metric at each step. One fact that is used to reduce computation is that if at any step a secondary user cannot be tolerated (i.e., its metric is negative), it will be removed from future consideration. 3 Clearly, the algorithm is monotonic in that the set In Fig. 1 we consider a generalized cognitive radio system with 4 single antenna primary source-receiver pairs, 4 single antenna secondary source-receiver pairs and assume quasi-static i.i.d. Rayleigh fading. The primary users transmit at a fixed rate of ¦ ¤ bits per-channel use each and we assume that the secondary user priorities are decreasing in their indices. For each channel realization, we use Algorithm 6 for rate allocation under the constraint that all primary users that could achieve their fixed rate of ¦ ¤ bits per channel use in the absence of secondary transmissions, continue to do so. In the figure, we plot the average secondary user rates as well as the average sum of the rates of all secondary users. UE-1 22 (UE-1 23) denotes the rate-curve for secondary user-1 when each secondary receiver uses an SGD with maximum group size 2 and each primary receiver uses an SGD with maximum group size 2 (3). It is seen that increasing the group sizes for either primary or secondary receivers helps in achieving larger rates, particularly for users with higher priorities. We remark that in this example we kept the user priorities fixed but our formulation allows for arbitrary time-varying priorities, which could for instance be determined as in [17] to ensure long-term proportional fairness.
V. CONCLUSIONS
In this paper, we considered both classical and generalized cognitive radio systems. In the classical case, we designed rate allocation algorithms for the GIC formed by the ¢ co-channel secondary transmitter-receiver pairs. In the generalized cognitive radio system, where primary and secondary users co-exist, we assumed that the transmission rates of the primary users are pre-determined and that each primary user is decodable at its (primary) receiver in the GIC comprising of only the primary transmitter-receiver pairs. We then designed sequential and parallel rate allocation algorithms which select an active set of secondary users and assign rates to them, under the constraint that each primary user achieves its pre-determined rate and no primary receiver decodes any secondary user. The key feature of our rate allocation algorithms is that inspite of using distributed and low-complexity "greedy" sub-routines, they can achieve globally optimal solutions. 
