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Abstract 
Successful engineering, manufacturing, supply and service of advanced aerospace products benefits from the effective capture, 
predication and reduction of risk probability. Based on the analysis of the risk probability of 15,624 group wide largely unrelated 
enterprise risk management entries at Rolls-Royce plc., an aerospace manufacturing and service company, non-random patterns of 
probability in approx. 70% of aggregated risk profiles were identified, whereby approx. 40% of these exhibit long tail (leptokurtic) 
characteristics. Future research is recommended to identify relevant parametric risk probability variable (relationships) and to 
determine whether risk probability can be predicated. 
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1. Introduction 
The rising significance of advanced aerospace 
products and services, such as novel engines or 
integrated airframes, for aerospace manufacturing 
companies is placing increasing strain on the reliability 
of established risk management methodologies which 
find their origin in mature project contexts. In particular 
the need for more effective risk probability predication 
approaches raises significant challenges for established 
risk management and business intelligence functions. 
Advanced aerospace products and services are best 
understood as industrial product-service systems within 
immature contexts [1], systems of systems [2] or 
complex adaptive system [3]. They exist in complex 
domain spaces with a tendency to drift to chaotic ones 
whereby future cost uncertainty will typically increase 
the more complex or novel the product and service is 
[4]. Uncertainty in this space is either inherent to the 
system (emergent), changes over time (metamorphic) or 
is common across projects (conformant) whereby these 
all need to be understood from both a technical and a 
business perspective at individual and aggregated levels 
[5]. While multiple approaches to assessing data 
uncertainty exist, i.e. numeral, unit, spread, assessment 
and pedigree [6] as discussed by Durugbo et al. [7], this 
study uses the kurtosis of risk item probability scoring 
probability density functions to quantify uncertainty.  
Risk registers contain the risk items an organization is 
aware of and deems significant enough for formal 
management in order to support successful engineering 
and manufacturing processes. Risk management to date 
generally occurs primarily on an individual risk item 
level which by default masks the potential influence of 
wider factors that may contribute significantly to the 
manner in which risk as a whole permeates the 
organization and propagates into the future. Examples 
for such might be systems level cost estimation 
relationships or cognitive bias at the concept stage of the 
whole life cycle. Identification of such wider influences 
is dependent on uncovering relevant patterns across the 
individual risk items. Based on a literature review and a 
risk register data analysis supported by a series of semi-
structured interviews with key stakeholders this research 
study explored whether such patterns might exist.  
The null hypotheses of the analysis were that the 
probability distributions of risk items would not follow 
discernible non-random probability density functions 
with a p-value of > 0.05, and that the kurtosis of the 
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uncertainty distributions would be close to zero. The 
reasoning behind the null hypotheses is that since the 
risk items evaluated are essentially unrelated in both 
context and time there should not be a probability 
density function of > 0.05 identifiable rather tending to a 
random uniform distribution while the kurtosis should 
accordingly be zero or below hence emulating a typical 
Gaussian distribution due to the assumed effectiveness 
of the risk management process.  
Section 2 shares the results of the literature review, 
Section 3 explains the case study context, Section 4 
describes the data analysis methodology applied, Section 
5 describes current practices and challenges while 
Section 6 presents conclusions and recommends future 
work.  
2. Literature review 
The literature review began with an exploration into 
the background of the existing probability range 
classification of the risk management approach being 
used by the case study company. It then proceeded to 
evaluate different approaches to probability range 
description, the relationship between probability ranges 
and uncertainty, the need to separate uncertainty of 
aleatory and epistemic nature, the determination of 
treatment options, how outliers or low probability 
scenarios are dealt with, uncertainty propagation 
approaches, the determination of minimum confidence 
levels and related attractors, the interdependence of 
uncertainty parameters and the sensitivity / thresholds of 
these to each other, guidelines for the assignment of 
probability density functions, typical influencers of 
uncertainty, and the current understanding of cost risk 
estimation relationships for advance aerospace products 
and services. 
The manner in which probability ranges are described 
is an important influencer of how probability is 
perceived and assessed. While emphasis is often put on 
the use of probability density functions [8] a 
combination of natural language terms with descriptive 
attributes is commonly recommended in the project 
management space [9] in order to help stakeholders 
avoid the need for working with quantified probabilities 
they are typically not used to [10]. On the other hand 
arguments are put forward that this approach is not valid 
across the complete range of probability scoring in that 
the higher the probability the more relevant the use of 
probability density functions becomes since they 
represent the intellectual rigor expected by stakeholders 
for the data to be used analytically to make decisions to 
be perceived as reliable in respect to interventions [11]. 
Without data which is considered by stakeholders to be 
reliable any probability estimate could be considered as 
unsuited for decision making [12]. The concept of 
“reliable” is hereby understood at a minimum as an 
accuracy portrayed by a three point estimate based on 
real data with discussion of the risks and uncertainties 
related to this range so that a corresponding confidence 
level can be determined [13]. In parallel such an 
approach would also enhance the credibility of the risk 
assessment process as a whole [14]. In essence however 
no standard measures for probability estimation appear 
to have emerged since different sources and contexts of 
probability information and ranges demand different 
encoding approaches to ensure predication quality [15]. 
The lack of such standards also impacts the recurring 
question as to how to deal with the non-existence of 
data. It can however generally be stated that the less data 
is present the more a state of “deep uncertainty” [16] can 
be assumed and hence the more a probability density 
function will move toward a random uniform structure.  
In such areas of deep uncertainty treatment options 
change their nature from targeted interventions to 
scenario based planning methods where robust strategies 
based on multiple plausible future scenarios become 
more relevant than optimization ones [17]. This then can 
become the basis for reducing leptokursis as knowledge 
regarding such scenarios grows [18]. 
Treatment options are by default based upon the 
assumed propagation of uncertainty into the future. This 
uncertainty propagation is typically discussed from a 
mathematical method perspective and little discussion 
found regarding the propagation characteristics of risk 
profile probability density functions [19]. In this respect 
inverse uncertainty quantification approaches for 
propagation become relevant, although the underlying 
assumption of Gaussian distributions needs to be 
challenged in order to find an alternative with data that is 
not artificial to the degree that it is not accepted by 
stakeholders while at the same time being sufficiently 
independent of prior information [20].  
The literature review hence sets the framework for 
evaluating the case study context in that under 
conditions of deep uncertainty the uncertainty 
propagation of an individual risk item typically cannot 
be reliably determined, while the presence of 
propagation profiles in the form of probability density 
functions with a p-value greater than 0.05 for aggregated 
risk items would at least provide a (sub-optimal) set of 
propagation scenarios with acceptable reliability. 
3. Case study context 
The case study examined the risk management 
database of Rolls-Royce plc. in November, 2013. At the 
date of analysis the database consisted of 15,624 entries 
with a potential status of Unapproved, Approved, Watch, 
Closed or Deleted. All entries were considered in the 
analysis. Within each entry information was captured 
against the categories of Risk, Assessment, Treatment 
and Action. The research study focused on the 
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Assessment category which consists of the following 
data elements: Risk Title, ROI, Trigger Date, Expiry 
Date, Target Resolution Date, Basis of Estimate, Scoring 
Scheme, Current Distribution, Threat or Opportunity, 
Earned Value (EMV), Current and Future Probability 
Distribution, and Current and Future Impact 
Distribution. Risk items were related to all twenty-four 
company-wide functions and the seven business units 
serving market segments addressed by the company and 
the general supporting functions. Within the context, 
probability is defined as the likelihood of the risk impact 
occurring.  
Risks included in the database were generated 
through the group wide enterprise risk management 
process which relies primarily on subject matter expert 
assessment of risk items in collaboration with relevant 
stakeholders. 
4. Data analysis methodology 
The methodology applied to analyzing the risk 
management database initially determined the 
probability density function for the aggregated risk item 
probability score for each sector and function and then 
compared the kurtosis differences of these in order to 
explore whether relevant correlations among the data set 
existed that allow for understanding what drives these 
differences. 
The first step in the exploration of the available 
dataset was an examination of whether probability 
density functions with a p-value of > 0.05 could be 
identified for these. In order to generate the probability 
density function a dataset was generated for each sector 
and function. Each dataset consisted of 25 data-points 
whereby these were aggregated into the five probability 
categories available. Table 1 illustrates the raw data for 
one business sector: 
Table 1. Sample raw data 
Probability Impact N Probability N Impact 
5 
5 
5 
5 
5 
4 
4 
4 
4 
4 
3 
3 
3 
5 
4 
3 
2 
1 
5 
4 
3 
2 
1 
5 
4 
3 
2260 
1810 
1580 
835 
380 
2648 
4040 
3472 
1616 
496 
2559 
3801 
5424 
2260 
1448 
948 
334 
76 
3310 
4040 
2604 
808 
124 
4265 
5068 
5424 
3 
3 
2 
2 
2 
2 
2 
1 
1 
1 
1 
2 
1 
5 
4 
3 
2 
1 
5 
4 
3 
2 
2424 
585 
1330 
2240 
2436 
2404 
418 
321 
260 
386 
280 
5068 
195 
3325 
4480 
3654 
2404 
209 
1605 
1040 
1158 
560 
1 1 591 591 
 
The impact categories were ignored in the analysis. 
Using Minitab® 15.1.1.0. the goodness of fit test was 
applied to the probability scores using the menu function 
Stat / Quality Tools / Individual Distribution 
Identification with default settings. The probability 
density function with the highest p-value was then 
selected as being most representative of the dataset. 
Probability density functions with a p-value > 0.05 could 
not be identified for 33% of the functions and 25% of 
the sectors. Table 2 illustrates the analysis results for one 
business sector: 
Table 2. Sample data 
Attribute Value 
Number of data points 44,596 
A-Squared 0.79 
P-Value 
Mean 
Standard Deviation 
Skewness 
Kurtosis 
N 
Minimum 
1st Quartile 
Median 
3rd Quartile 
Maximum 
Distribution 
Transformation 
P-Value 
AD 
0.034 
1,783.8 
1,391.5 
8.8437773 
0.320256 
25 
260 
457 
1,616 
2,497.5 
5,424 
Normal 
Johnson 
0.252 
0.451 
 
Figure 1 illustrates how all the risk items are actually 
distributed including a fitting polynomial order 2 trend-
line as described by y = -0.0533x2 + 0.3501x - 0.264 
with R² = 0.9723.  
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Fig. 1. case study probability distribution 
Figure 2 provides an example for a normal 
distribution with 95% confidence interval (CI) for an 
individual business sector with a P-value of 0.436 and a 
R2 value of 2.33 after a Johnson transformation. 
  
 
 
Fig. 2. distribution example for an individual business sector. 
 
The kurtosis score of each probability density 
function of all business sectors and functions was then 
calculated in order to determine the extent to which the 
probability functions exhibit mesokurtic (kurtosis less 
than 0) or leptokurtic (kurtosis greater than 0) 
characteristics. A positive kurtosis score is considered as 
an indicator of a long tail probability density function. 
The kurtosis values were calculated using a default 
setting of 95.0 for the confidence interval, whereby no 
specific reflections were undertaken regarding potential 
results variance if this were to have been adjusted The 
kurtosis value was then corrected by a factor of -3 in 
order to make the kurtosis of the comparative normal 
distribution equal to zero [21]. An analysis of the 
kurtosis score for individual sectors and functions, 
including consideration of the correction factor is 
illustrated in Figure 3 and Figure 4. Business sectors and 
functions are identified as numbers in order to preserve 
confidentiality.  
 
 
Fig. 3. kurtosis scoring of all business sectors 
 
Fig. 4. kurtosis scoring of all business functions 
The existence of long tails (i.e. for sector 3 and 5 in 
Figure 4 and function 4 or 10 in Figure 5) suggests that 
the risk probability profile of the relevant business sector 
or function is more susceptible to unexpected 
developments commonly described as “black swans” 
[22]. 25% of the sector probability density functions 
demonstrated long tail characteristics while 29% of the 
function probability density functions demonstrated long 
tail characteristics. 
The statistical attributes of probability density 
functions with high kurtosis were then compared to 
those probability density functions with low kurtosis in 
order to explore whether reasons for the long tails could 
be determined. The probability density functions were 
compared using the number of attributes including risk 
items available for evaluation, the p-value and skewness. 
Based on the available data no unique differences could 
be determined although from a sector perspective an 
apparent correlation appeared in that kurtosis grows 
linearly with skewness as illustrated in Figure 5. 
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Fig. 5. correlation between skew and kurtosis for sectors 
Whether the repetition of the analysis with deeper 
level attributes available per risk item or different 
aggregations based upon these might generate different 
results requires further evaluation.  
Analysis uncertainties can essentially be considered 
to relate to concerns with the noisiness and dirtiness of 
the description, probability ranking, inference, and 
homogeneity of the risk items analyzed [23]. While the 
transactional quality of the data was high, noisiness and 
dirtiness may require re-examination of the data. In 
respect to noisiness it is unclear which specific data 
gathered is of relevance, especially since only the risk 
probability and the sector or function of a risk item was 
gathered without regard to further information available 
in the individual risk items. In respect to dirtiness there 
is also a question regarding the extent that the data was 
correct in the first place, i.e. the quality of the captured 
risk items per se, due to differing approaches used by 
stakeholders when capturing risk probability Further 
factors potentially inhibiting the accuracy of the study 
findings are the completeness of the required 
information, completeness of understanding the 
relationship between risk items, and the complexity of 
the risk item [24]. These are all primarily dynamic 
uncertainty factors, i.e. there is no reliable historical 
information available in the data-set suitable for forward 
propagation to determine their actual impact due to the 
novel context.  
One further factor potentially leading to the inability 
to determine why the kurtosis of different sector and 
function probability density functions differ is the lack 
of consideration or unknown nature of variables 
affecting them and sensitivity of these to each other, 
whereby in the absence of data or knowledge at least a 
small measure of correlation should be introduced 
analogous to the cost estimation process as discussed 
Zreba [25] to mitigate potential underestimation. In this 
respect the literature survey suggests variables (such as 
complexity or technical readiness level) and exploring 
their sensitivity based on the volatility of underlying data 
across the life-time of the risk items and their impact. 
Hereby consideration is given to such attributes as 
whether these might be controlled through change 
management, whether they are truly out of control, 
whether they represent potential levers for improvement, 
their qualitative or quantitative nature, the extent that 
“surprises” are expected and the degree of confidence 
that might be relevant for their assessment.  
5. Current practice and challenges 
Subsequent to the data analysis semi-structured 
interviews were held with a number of members of the 
company risk management community who are regularly 
involved in the identification and assessment of risks 
using the company´s risk management process. The aim 
of the interviews was to aid in interpretation of the 
analysis results, especially in relation to why the 
identified distributions showed their corresponding 
distribution patterns. While the results of the semi-
structured interviews remained inconclusive in this 
respect several themes were raised. 
The primary point raised was that risk probability 
might be best understood from a relative versus an 
absolute perspective, i.e. it is not the specific numerical 
attributes of the probability density functions which are 
relevant but more the difference between such both at 
specific intervals and as they change over time. This 
perspective then helped understand why some of the 
sector probability profiles appeared to have relatively 
different kurtosis score since it became apparent that 
they consciously do not manage all their risks within the 
analyzed central risk database for a number of accepted 
business reasons. Further points raised were primarily 
concerned with different forms of cognitive bias in that 
(a) the more evident or close in time the risk was the 
more likely it might receive a high probability, (b) the 
common approach to assess impact before probability 
begs the question whether higher impact risks are 
systematically assigned higher probabilities in order to 
prioritize their potential mitigation actions, whereby the 
mitigation of impact appears to be given priority over 
the reduction of probability, (c) the reliability of a 
probability assessment was also considered being linked 
to how tangible the risk item was (i.e. the more tangible 
the more accurate the relative ranking), how far away the 
trigger date (i.e. the further away the more uncertain the 
ranking becomes) and (d) in respect to how relevant 
stakeholders considered the initial and residual 
probability ranking to be for deciding on risk treatment 
options and mitigation measures the general opinion was 
that while high probability scoring was helpful, a bias 
may exist towards high impact scores in priorisation of 
mitigations regardless of their probability. Risk 
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treatment options discussed also tend to focus on 
reducing the impact versus reducing probability. 
6. Conclusions and future work 
In conclusion the data analysis disproved the null 
hypotheses in that probability density functions with a p-
value > 0.05 could be identified for 67% of the function 
probability density functions and 75% of the sector 
probability density functions, and a positive kurtosis 
value was found for 29% of the function probability 
density functions and 25% of the sector probability 
density functions. Through the application of regression 
methods non-random probability density functions could 
be identified for the risk probabilities of a number of 
business areas which may indicate the potential for 
predicating the development of risk probabilities. It is 
hence recommended to monitor the development of risk 
probability over time in order to validate whether these 
probability functions to permit predication of risk 
probability development with a high level of confidence. 
Should this be the case, then an exploration of the 
influencers of this might identify wider factors that 
contribute significantly to risk as a whole and thus allow 
for their more effective mitigation in the engineering, 
manufacturing, supply and service of advanced 
aerospace products. 
From the perspective of business intelligence for risk 
management the discovery of patterns in datasets 
previously considered as chaotic provides an opportunity 
for exploring new risk variable relationships on a 
parametric level, evaluating what might constitute a 
preferred pattern and what interventions might influence 
such patterns in what matter. This in turn should be 
perceived as an opportunity for extending risk 
management practice into the arena of classical 
uncertainty in a more controlled and transparent manner. 
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