Let f (x) ∈ Z[x] be a monic polynomial of degree n with roots α = α 1 , . . . , α n ∈ C, and let us consider a linear relation among roots
It is known ( [L] ) that by making G act on C[G] from the left, C [G] contains the trivial representation with multiplicity 1 and every irreducible representation of G, that is by putting δ := |G| −1 g∈G g, the G-stable subspace V spanned by g − δ (g ∈ G) contains all non-trivial irreducible representations and does not contain the trivial representation. The equations δ 2 = δ, gδ = δg = δ for g ∈ G, 1 − δ = − g =1 (g − δ), and δV = V δ = 0 are clear where 1 is the unit of the group G. It is also obvious that C[G] = Cδ ⊕ V , and the decomposition g m g g = ( g m g )δ + g m g (g − δ) implies LR 0 = Qδ ⊕ (V ∩ LR 0 ).
We say that an element M ∈ C[G] is trivial if and only if M ∈ Cδ. And there is a non-trivial linear relation among roots if and only if dim LR 0 > 1.
Proposition 1. For M ∈ C[G], M is trivial if and only if M annihilates V .
Proof. The "only if"-part follows from δV = 0. Conversely, we suppose that M V = 0 with M = m g g, in particular M (1 − δ) = 0 for the unit 1 ∈ G; then
(m g − m 1 )(g − δ).
Thus we have m g = m 1 for every g ∈ G, since the set of g − δ (g = 1) is a basis of V . Therefore M ∈ Cδ follows.
Let us note the following fundamental equation for M ∈ Q[G]
because, putting M = h∈G m h h with m h ∈ Q, 
Let χ be an irreducible character of G and denote the central idempotent
They satisfy
If χ is the trivial character, then c χ = δ. And V is the direct sum of C[G]c χ with non-trivial irreducible characters χ. If A is a matrix representation corresponding to χ, then C[G]c χ is a direct sum of minimal ideals, which give the representation A. If χ is an irreducible character, then the mapping g → σ(χ(g)) is also an irreducible character for every σ ∈ Gal(C/Q). We denote it by σ(χ), and let Ψ be a minimal set of irreducible characters such that every irreducible character is of the form σ(χ) for ∃ σ ∈ Gal(C/Q), ∃ χ ∈ Ψ. For an irreducible character χ, we put
which is an abelian extension over Q and we denote the Galois group by Gal(χ) := Gal(Q(χ)/Q). Let K be a splitting field of G such that K is a Galois extension of Q, and Q(χ) ⊂ K. For example, Q(ζ e ) with exponent e of G is such a splitting field, denoting a primitive nth root of unity by ζ n .
We put
which is a central idempotent satisfying χ∈Ψ C(χ) = 1. We note that C(1) = δ and (5) is equivalent to
For an irreducible character χ, we put
If χ is the trivial character, then
We note that for
i.e., by defining a matrix representation A by g(v 1 , . . . , v t ) = (v 1 , . . . , v t )A(g) for a basis {v 1 , . . . , v t } of C(χ)Q[G] over Q, the condition above is equivalent to h,g∈G m h g −1 (α)A(hg) = 0, putting M = h∈G m h h. The rational representation A is decomposed to the sum of representations corresponding to characters σ(χ).
Proposition 3. For an irreducible non-trivial character χ, we have
and we have a linear relation
Corollary 1. We have
Proof. Let M ∈ V ∩ LR 0 ; then we see that
Hence the lefthand side is contained in the right-hand side of (9). Conversely, suppose that M ∈ LR(χ) (χ = 1); then we see that M = M C(χ) ∈ V and (8) implies M ∈ LR 0 . Thus the right-hand side of (9) is contained in the left-hand side.
Corollary 2. A linear relation among roots is a sum of a trivial linear relation and M χ (α) = 0 for several M χ ∈ LR(χ) with χ( = 1) ∈ Ψ.
. Then M ∈ V ∩ LR 0 is clear. Corollary 1 and (8) complete the proof.
From now on, we take and fix an irreducible character χ, a minimal ideal m of a simple algebra K[G]c χ with a basis {w 1 , . . . , w χ(1) } of m over K, and define an irreducible matrix representation A corresponding to χ by g(w 1 , . . . , w χ(1) ) = (w 1 , . . . , w χ(1) )A(g).
where E j,i is a matrix whose (j, i)-entry is 1, otherwise 0. Thus, the set
If deg χ = 1, i.e., χ is a homomorphism from G to C, then K[G]c χ = Kc χ and we can take c χ as w 1 , v 1,1 .
In the following, the property of the field K which we use is that K/Q is a Galois extension with Q(χ) ⊂ K and
On the other hand, we find that
Comparing the coefficients of w k of two equations, we have
(10). The second equation follows from
Let us recall that the mapping
is an isomorphism.
Proof. It is easy to see that
i.e., (12).
is the zero matrix if and only if the first column of g∈G g −1 (α)A(g) is the zero vector.
Proof. Suppose that K ∩ Q(α) = Q; then taking elements c j,g ∈ K such that w j = h∈G c j,h hw 1 , we have gw j = h∈G c j,h ghw 1 , hence
Thus we have
where h ∈ G = Gal(Q(α)/Q) is extended to Gal(C/Q) with h being the identity on K. If, therefore the first column of g∈G g −1 (α)A(g) is the zero vector, then g∈G g −1 (α)A(g) is the zero matrix. The converse is obvious.
Remark The condition g∈G g −1 (α)A(g) = 0 can occur at least in the case of deg χ = 1 as in the next section. What is a necessary and/or sufficient condition to it?
When we make
Then we see that σ • (m) is a minimal ideal of K[G]c σ(χ) and the set {σ
• (w 1 ), . . . , σ • (w χ(1) )} is a basis of the ideal σ • (m) over K, and
Then M ∈ LR(χ) holds if and only if
Proof. Since C(χ) is the sum of c σ(χ) with σ ∈ Gal(Q(χ)/Q), the injectivity of ψ follows from χ) . By N c χ =N , the mapping ψ is an isomorphism. We find that M C(χ)( g g −1 (α)g) = 0 if and , (13) . Suppose that Q(α)∩K = Q; then every σ ∈ Gal(K/Q) is extended to Gal(C/Q) with σ(α) = α, hence (13) is equivalent to
As in the proof of Proposition 4, take c j,g ∈ K such that w j = h∈G c j,h hw 1 . Then we have
where we extend the automorphism h ∈ G = Gal(Q(α)/Q) to C so that h is the identity on K. Now (14) follows from (15). Suppose that we can take all
Remark The proof shows that if Q(χ) = Q and v i,j ∈ Q[G] for ∀ i, j, then M ∈ LR(χ) if and only if (14) holds.
Does the equivalence of conditions M ∈ LR(χ) and (14) hold unconditionally?
1
The case of degree 1
In this section, we study the case of deg χ = 1.
Theorem 1. Suppose that the degree of an irreducible character χ is 1 and let l be the order of χ; then we have LR(χ) = {0} or g∈G χ(g) d g(α) = 0 for every integer d relatively prime to l. If LR(χ) = {0}, i.e., g∈G χ(g) d g(α) = 0 holds for every integer d relatively prime to l, then we have
Proof. For each element h ∈ G, the equation hc χ = χ(h)c χ is clear. We note Q(χ) = Q(ζ l ), and take c χ as
We parametrize M by m as in Proposition 5. By (13), M ∈ LR(χ) holds if and only if σ(m) g g −1 (α)σ(χ(g)) = 0 for every σ ∈ Gal(χ), which means either m = 0 or g g −1 (α)σ(χ(g)) = 0. Hence, LR(χ) = 0 implies g g −1 (α)σ(χ(g)) = 0 for every σ ∈ Gal(χ), and then M ∈ LR(χ) holds for every m ∈ Q(χ).
Since g tr Q(ζ l )/Q ( m χ(g) )g = 0 if and only if m = 0, we find dim
Remark It is not difficult to see that there are elements a i ∈ Q(ζ l ) such that
We know
Remark Suppose that the order l of χ is prime; then by taking an element g 0 ∈ G with χ(g 0 ) = ζ l and by denoting the field fixed by ker χ by M χ , we see that
) is independent of k, therefore a linear relation among roots tr Q(α)/Mχ (α) = tr(f )/l ∈ Q follows. Here we used that the matrix (ζ
is abelian, then the degree of every irreducible character is 1, hence Corollary 2 and Theorem 1 describe linear relations among roots. Example 1 Let G = g 0 be of prime order l. If LR(χ) = 0 for some nontrivial irreducible character χ, then ker χ = {1}, i.e., M χ = Q(α) is clear and we have the contradiction α = tr Q(α)/Mχ (α) = tr(f )/l ∈ Q as Remark above. Hence LR(χ) = 0 for every non-trivial irreducible character, that is there is no non-trivial linear relation. This is true in general for an irreducible polynomial of prime degree (Proposition 2 in [K1] ). Example 2 Let G be of order 4 and suppose LR(χ) = 0 for a non-trivial irreducible character. In case that the order of χ is 4, G is cyclic and we number roots by
every odd integer d, which implies a contradiction α 2 = α 4 . Next, suppose that the order of χ is 2; then as Remark above we have g∈ker χ g(α) = tr(f )/2. Hence f (x) is a polynomial in x 2 − (tr(f )/2)x. Thus, if there is a non-trivial linear relation among roots for an irreducible abelian polynomial of degree 4, then a polynomial is decomposable. This is true if f (x) is irreducible and of degree 4 ([K1] ). Example 3 Let G = g 0 be a cyclic group of order 6 and let ω be a third root of unity, i.e., ω 2 + ω + 1 = 0. We number roots by α i = g i 0 (α). Let χ be a non-trivial character of order l satisfying LR(χ) = 0. Then the relations corresponding to LR(χ) are g tr Q(χ(g 0 ))/Q (mχ(g))g(α) = 0 for every m ∈ Q(χ(g 0 )). Case of l = 6: We assume χ(g 0 ) = −ω. Equations g tr Q(ω)/Q (mχ(g))g(α) = 0 for m = 1, ω imply α 1 + α 5 + 2α 6 = α 2 + 2α 3 + α 4 and 2α
6 )} and three quadratic factors are polynomials over the cubic subfield with rational discriminant by (
It is of type (c) in Proposition 6 in [K1] . Case of l = 3: We may assume χ(g 0 ) = ω. Then relations are α 1 + α 2 + α 4 + α 5 = 2α 3 +2α 6 , α 2 +α 3 +α 5 +α 6 = 2α 1 +2α 4 , i.e., α 1 +α 4 = α 2 +α 5 = α 3 +α 6 . we have f (x) = {(x − α 1 )(x − α 4 )}{(x − α 2 )(x − α 5 )}{(x − α 3 )(x − α 6 )} and three factors are polynomials in
. It is of type (d) or (f). Case of l = 2: We have χ(g 0 ) = −1. Relations are α 1 +α 3 +α 5 = α 2 +α 4 +α 6 , and we have
Type (f) is a combination of two characters χ 1 , χ 2 with χ 1 (g 0 ) = ω and χ 2 (g 0 ) = −1, because χ 1 (g 0 ) = ω implies α 6 = tr(f )/3 − α 3 , α 5 = tr(f )/3 − α 2 , α 4 = tr(f )/3−α 1 and then χ 2 (g 0 ) = −1 implies α 1 +α 3 +(tr(f )/3−α 2 ) = α 2 + (tr(f )/3 − α 1 ) + (tr(f )/3 − α 3 ), hence α 1 − α 2 + α 3 = tr(f )/6.
2
The case of S 3
In this section, we take an irreducible polynomial f (x) of degree 6 with root α such that Q(α) is a Galois extension of Q with Galois group isomorphic to S 3 . Denote the Galois group Gal(Q(α)/Q) by G, and let G = σ, µ with σ 3 = µ 2 = 1, µσµ = σ 2 . The representations of G are 1. the trivial character χ 1 , and c χ 1 = 1 6 g g, 2. the character χ 2 of degree 1 defined by χ(σ) = 1, χ(µ) = −1, and
3. the character of degree 2 corresponding to the representation
In case of χ 2 , we have only to invoke Theorem 1. Let us consider the case χ := χ 3 . For simplicity, we number roots of f (x) as follows:
and abbreviate as
then it is easy to see that for i = 1, 2
Thus v 1,1 := v 1 , v 1,2 := σv 1 , v 2,1 := v 2 , v 2,2 := σv 2 satisfy (10) and (11), and
Moreover we see, for i = 1, 2
hence the condition M ∈ LR(χ) is equivalent to CA = 0. The second column of A is the image of the first column by σ, hence CA = 0 is equivalent to C × (the first column of A) = 0. Let us see (A 1,1 , A 2,1 ) = (0, 0). If A 1,1 = A 2,1 = 0 holds, then we get A 1,1 + σ(A 2,1 ) = 2α 1 − α 2 − α 3 = 0 and 2α 2 − α 3 − α 1 = 0, acting σ. Their difference is 3(α 1 − α 2 ) = 0, which is a contradiction.
Let us see LR(χ) explicitly.
Theorem 2. Suppose that LR(χ) = {0}; then there are rational numbers a, b with (a, b) = (0, 0) such that
and the basis of LR(χ) is given by av 1 + bv 2 , σ(av 1 + bv 2 ), and corresponding linear relations are spanned by a(α 1 −α 2 −α 5 +α 6 )+b(−α 2 +α 3 +α 4 −α 5 ) = 0 and a(α 2 − α 3 If A 1,1 = A 2,1 = 0 holds, then σA 1,1 + A 2,1 = 2(α 5 − α 7 ) implies the contradiction α 5 = α 7 . Therefore A 1,1 = A 2,1 = 0 does not occur, and moreover if LR(χ) = 0, then we take M = 0 and applying the above, we see that there is a non-zero rational vector (a, b) such that vectors (c 1 , c 3 ), (c 2 , c 4 ), (−A 2,1 , A 1,1 ) are proportional to (a, b). Taking rational numbers κ 1 , κ 2 such that (c 1 , c 3 ) = κ 1 (a, b), (c 2 , c 4 ) = κ 2 (a, b), we have M = κ 1 (av 1 + bv 2 ) + κ 2 (aσv 1 + bσv 2 ).
Thus we have proved Theorem 3. If LR(χ) = 0, then (−A 2,1 , A 1,1 ) is proportional to some nonzero rational vector (a, b), and LR(χ) is spanned by av 1 + bv 2 , aσv 1 + bσv 2 .
