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Abstract 
 
Robust measurement is key to the design and targeting of resilience-building 
interventions. Yet, conventional approaches to resilience measurement are often ill-suited 
to the needs of development and humanitarian stakeholders, proving costly, time-
consuming and difficult to coordinate.  
 
In this thesis I explore the use, validity and viability of an alternative suite of approaches: 
subjective measures of resilience. I start by clarifying the conceptual distinctions between 
subjectivity and objectivity as they relate to resilience measurement, before introducing a 
continuum that highlights the strengths and weaknesses of different types of approaches. 
I then develop a new perception-based measure, coined the Subjectively self-Evaluated 
Resilience Score (SERS). Using a large household survey in Northern Uganda, I provide 
like-for-like comparisons between SERS and a conventional objective approach to 
resilience measurement. While I show that the two measures are moderately correlated, 
they differ notably in associations with key socio-economic traits.  
 
In order to further probe the validity of subjective measures, I examine whether SERS is 
sensitive to external shocks. Using mobile phones to conduct remote interviews I 
assemble a novel high-frequency panel survey on resilience. Here I reveal how perceived 
levels of resilience fluctuate in the aftermath of seasonal flooding in Eastern Myanmar: 
dropping sharply in the first few months, before slowly converging over the course of a 
year. I also compare the impact of flood exposure across different socio-economic 
groups, revealing how female-headed households are hardest hit. Lastly, using the same 
site in Myanmar, I look more closely at the temporal dynamics of resilience. Insights from 
an extended panel provide quantitative evidence of intra-annual variation in levels of 
resilience. Here I find consistent non-linear associations between subjectively-evaluated 
scores and changes in seasonality and weather. Findings also point to potential resilience 
thresholds and tipping points. Weighed together, these results: challenge core 
assumptions in the resilience literature; highlight the potential of subjective measures; and 
point to the need for greater diversity of resilience evidence. 
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Introduction 
 
Measuring resilience is crucial to understanding it. Yet, while the international 
development community commits ever-larger sums in support of resilience-building, 
existing measurement tools are not up to the task. In this thesis I examine the potential 
of a largely untested approach: subjective measures of household resilience. Perception-
based methods offer novel ways of feeding people’s knowledge of their own resilience 
into the measurement process itself. They allow for local insights to be factored in, 
ground-truthing measures of resilience from the perspective of those directly at risk. 
Broadly speaking, resilience measurement can be classified into two categories. Objective 
measures are those reliant on external definitions or evaluations of resilience. By their 
very nature they are (largely) devoid of judgements from the subjects in question. 
Objective approaches to resilience measurement borrow heavily from tools used to 
measure related socio-economic traits such as poverty, livelihoods and food security. 
They typically make use of large lists of proxy indicators that can be borrowed from 
conventional household survey datasets (Schipper and Langston 2015). As such, objective 
measures remain the mainstay of the resilience measurement landscape. 
Subjective forms of resilience measurement take an altogether different approach. Rather 
than relying on external observations, they focus on people’s insights into their own 
resilience. Subjective measures solicit the perceptions, preferences and judgements of 
those being measured themselves. They can be readily quantified using conventional 
psychometric approaches and compared alongside (or integrated within) traditional 
objective approaches to resilience measurement.  
This thesis is devoted to exploring the nature, validity and viability of this latter approach. 
It adds weight to a growing body of evidence seeking to develop and test subjective 
measures of resilience as an alternative to more conventional objective approaches. In 
doing so, I structure this thesis in accordance with a series of deductive steps – moving 
from theory development to data collection and analysis.  
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More specifically, I aim to:  
i) Clarify conceptual distinctions between subjective and objective approaches 
to resilience measurement;  
ii) Compare outcomes from perception-based tools with those of existing 
objective measures; and  
iii) Gather quantitative insights into the temporal dynamics of resilience, as well 
as potential associations with wider environmental factors 
Insights into these research aims are provided through four research chapters that form 
the heart of this thesis. Each chapter is written as a stand-alone paper, meaning that some 
degree of overlap in framing and background may inevitably result. Below I highlight the 
contributions of the four chapters in seeking to address the main research aims. 
In Chapter 1 I map out the conceptual boundaries between subjectivity and objectivity as 
applied to resilience measurement. While these distinctions are discussed extensively in 
the related fields of wellbeing (Diener et al. 2006; Dolan and Metcalfe 2012; OECD 2013), 
deprivation (Mishra and Carlten 2015; Muffels 2014), health (Etherton et al 2014) and 
risk (Mills et al. 2016; Wachinger et al. 2013), their relevance to resilience measurement 
has been largely overlooked. In clarifying the relationship between the two, I add to the 
resilience knowledge base by presenting a novel continuum that distinguishes between 
objective and subjective aspects of resilience measurement.  
The objectivity-subjectivity continuum differentiates two key traits. The first is how 
resilience is defined, i.e. whether defined externally or via the subject(s) in question. The 
second is how resilience is evaluated, i.e. whether evaluated by external observation or 
using the subject’s own judgement. By visualising the continuum, four quadrants are easily 
identifiable. Each quadrant constitutes a distinct category of measurement. I then map 
out a range of commonly used measurement tools (17 in total) against the continuum, 
pointing to clusters and gaps in the evidence base. I draw on examples from these tools 
to highlight the strengths and weaknesses of the four measurement categories.  
Overall, I find that the majority of tools fall into the category of ‘objectively-defined & 
objectively-evaluated’. Reassuringly, a number of emerging examples of ‘objectively-
defined & subjectively-evaluated’ tools have emerged. These help to inform the creation 
of a new subjective module in the chapters that follow. However, I also point out that 
few existing measures can be considered as subjectively-defined (irrespective of how they 
are evaluated). While I outline some of the methodological reasons behind this shortfall, 
I underscore their potential for future measurement approaches. 
In Chapter 2 I move from a conceptual comparison to an empirical one. Here I look to 
compare resilience scores between subjectively- and objectively-evaluated approaches to 
measurement. To do so I carry out a large household survey in Northern Uganda. The 
initiative comprises responses from 2,380 households and is coordinated alongside the 
United Nations Food and Agriculture Organisation (FAO). Together with a co-author, 
Marco D’Errico, we calculate resilience scores for each household based on a 
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conventional objectively-evaluated measure: FAO’s Resilience Index Measurement 
Analysis (RIMA) (FAO 2016). RIMA is widely used by development practitioners (FSIN 
2014a; D’Errico & Giuseppe 2014; D’Errico et al. 2017) and consists of a range of socio-
economic proxy variables that are fed into a structural equation model. At the same time, 
we also evaluate each household using a subjective approach.  
Here a new survey module is devised: the Subjectively self-Evaluated Resilience Score 
(SERS). SERS builds on earlier versions of a similar tool trialled in Tanzania and Kenya 
(see Jones and Samman 2016). The SERS module consists of a self-evaluated 
questionnaire comprising nine resilience-related statements. Each statement relates to a 
pre-defined capacity or capital chosen from an extensive review of available literature 
(hence why the approach falls under the category of ‘objectively-defined & subjectively-
evaluated’ under the continuum in Chapter 1). Respondents are asked to rate levels of 
agreement with all nine statements, ranging from strongly agree to strongly disagree. 
Answers are then numerically converted to form an overall score: one that can be directly 
compared with RIMA. 
Using scores from RIMA and SERS we provide like-for-like comparisons of objective 
and subjective measures for the first time. Our findings reveal a modest correlation 
between the two measures. We show how both measures showcase similar associations 
with a number of socio-economic traits – such as wealth, income diversity and livelihood 
type. However, clear differences are also noticeable. For a start, many factors commonly 
linked with resilience have opposing associations with the two resilience measures – 
including coping strategies, levels of education and exposure to prior shocks. In addition, 
we examine the properties of the SERS module itself, revealing how different 
characterisations of resilience result in similar resilience outcomes.  
Findings from Chapter 2 point to a number of important implications for how resilience 
is understood and measured. Firstly, they suggest that assumed drivers of resilience differ 
depending on whether evaluation is carried out internally (via a person’s own judgement) 
or externally (via expert judgement). They point to the need for evaluators to consider a 
diversity of knowledge sources, and seek a stronger and more transparent evidence base 
in choosing relevant indicators. These findings are further underscored by the fact that, 
when it comes to indicator selection, some toolkits place heavier emphasis on data 
availability than theoretical and ground-truthed reasoning (Schipper and Langston 2015; 
Ruszczyk 2019).  
In Chapter 3 I further probe the validity of subjectively-evaluated measures by examining 
sensitivity to external shocks. In particular, I track changes in SERS in the aftermath of 
heavy flooding for the district of Hpa An, Eastern Myanmar. In doing so I collect a 
unique high-frequency panel survey on household resilience. Crucially, the brevity of the 
SERS module allows for resilience to be tracked in new ways, including administration 
via mobile phone. After setting up a call centre in the city of Yangon, together with the 
Building Resilience and Adaptation to Climate Extremes and Disasters (BRACED) 
programme in Myanmar, a series of post-disaster phone surveys were carried out with 
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1,072 households. Surveys took place every six-to-eight weeks over a one-year period 
starting in June 2017, with over 9,500 observations gathered during the course of the 
panel.  
Findings reveal how levels of household resilience drop sharply in the aftermath of 
seasonal flooding. Scores rebound 3-4 months later, before slowly converging over time. 
Together with a co-author, Paola Ballon, we look at the effects of flood exposure on 
resilience outcomes by comparing directly and indirectly affected households using a 
difference-in-differences approach coupled with a matching procedure. Here we show 
how households directly exposed to flooding have significantly lower scores over time. 
In addition, the dataset allows for comparisons of different socio-economic groups. By 
calculating a ‘resilience-over-time’ score (an integral of resilience scores over the course 
of the total survey period) we reveal how, amongst others, female-headed households are 
hit hardest in the aftermath of the flooding. 
Together, these insights point to the viability and flexibility of the SERS module. They 
suggest that subjective-evaluations are responsive to external stimuli (as one might 
expect), and show consistent plausible patterns related to exposure and recovery over 
time. Crucially, responses display heterogeneity across social groups and time. They 
showcase the potential of using SERS as a means of tracking the status of different socio-
economic groups in the aftermath of shock events – a property of considerable use to 
development and humanitarian actors if shown to be robust. 
In Chapter 4 I take the analysis one step further by looking at links between intra-annual 
changes in subjectively-evaluated resilience and wider environmental factors like 
seasonality and weather. To date, quantitative evidence of how levels of resilience change 
over time is limited. There are two primary reasons for this. Firstly, the vast majority of 
resilience assessments take place as snap-shots: one-off surveys carried out at a single 
point in time (Schipper and Langston 2015). In a handful of occasions repeated measures 
of resilience have been taken, often comparing scores between baseline and end-line 
periods to evaluate the impact of a resilience-building intervention (Kim & Marcouillier 
2016; Cisse & Barret 2015; D’Errico & Di Giuseppe 2016). Yet, these offer little insight 
into intra-annual dynamics as surveys are often conducted years apart. A second reason 
is that many resilience measurement tools are ill-equipped to pick up on short-term 
changes. Most rely heavily on immutable proxy indicators (Schipper and Langston 2015): 
ones that seldom change (or evolve slowly over time)  
Despite this, there are good theoretical reasons to believe that a household’s ability to 
deal with risk fluctuates on short-term timescales. For a start, related literatures on 
vulnerability, sustainable livelihoods and food security have long histories documenting 
the influence of seasonality and intra-seasonal dynamics on livelihood outcomes 
(Chambers et al. 1981; Longhurst et al. 1986; Deveroux et al. 2013; Rohwerder 2016; 
Apanovich & Mazur 2018). Moreover, qualitative insights highlight how resilience-related 
capacities are influenced by short-term changes in local environment and socio-economic 
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conditions (Raju 2019). However, little quantitative evidence is available to investigate 
these claims. 
To shed light on this evidence gap I return to the Myanmar case study. More specifically, 
I look at whether changes in subjective-evaluated resilience are linked with intra-annual 
fluctuations in seasonality and weather anomalies. Here I extend the Myanmar panel to 
include 10 survey waves. This results in an augmented panel that spans a 17-month 
period. By employing a series of regression models I show how SERS scores differ 
significantly across the region’s wet, dry and hot seasons. I then match timestamps from 
each household survey with daily ground- and satellite-based weather observations for 
Hpa An. By comparing information from these datasets I am able to examine the 
relationship between resilience scores and changes in weather conditions (both in 
absolute terms as well as anomalies relative to the historical record). 
Findings from the analysis reveal clear relationships between resilience and shifts in key 
weather parameters – both across and within seasons. By comparing the weather during 
the time of interview with historical records I also show how periods with above and 
below average weather conditions are similarly linked with changes in SERS. Most 
strikingly, a large number of these relationships are non-linear, with most following a 
quadratic trend. Indeed, some of these associations have sharp cut-offs, potentially 
suggestive of resilience thresholds and tipping points. These results are broadly replicated 
by data from a secondary site in Mudon, 60 kilometers South of Hpa An. 
Results from Chapter 4 add considerably to our understanding of how levels of resilience 
(and the capacities that contribute to it) change over time. They also have importantly 
implications for policy and practice. Firstly, they require development actors to think 
carefully about how interventions are monitored and evaluated. For example, an instance 
where baseline information is collected during a different season to mid- or end-line 
assessments may risk erroneously attributing resilience gains (or losses) to the project 
rather than potential seasonal shifts. They also highlight the need for development actors 
to pay closer attention to shorter-term dynamics of resilience in the design of resilience-
related interventions. This may mean tailoring targeted resilience-building activities to 
different seasonal needs – such as seasonal initiatives employed under various social 
protection programmes (Hagen-Zanker et al. 2017). 
Finally, in Chapter 5 I weigh up the overall contributions of this thesis to the resilience 
evidence base. I also point out how each chapter offers new insights into our 
understanding of resilience and its measurement. More specifically, Chapter 1 presents 
the theoretical distinctions between objective and subjective approaches. It clarifies many 
of the conceptual ambiguities found in the mislabelling of measurement tools, and 
significantly extends the early framework presented by Maxwell et al. (2015) and more 
recent theoretical work by Clare et al (2017), Béné et al. (2016b) and Béné et al. (2019). 
Chapter 2 contributes a new method for subjectively-evaluating household resilience. It 
provides the first direct comparison of objective and subjective measures, questioning 
many of the assumptions made in selecting conventional resilience indicators. Chapters 
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3 and 4 provide unique quantitative insights into the temporal dynamics of resilience. 
Here subjective-evaluations of resilience are shown to be responsive to external stressors 
(in this case seasonal flooding). They also exhibit clear non-linear associations with 
seasonality and weather. Both properties provide detailed insights into how resilience 
fluctuates on short-term timescales and encourage development and humanitarian actors 
to tailor resilience-building interventions accordingly. 
Not only do findings from this thesis highlight the potential for subjective measures to 
gather robust information about risk and resilience, they unlock the novelty of mobile 
phones for use in data collection. The combination of these two tools offers remote, low-
cost and near-real time insights into how resilience manifests on the ground. These traits 
are particularly relevant in post-disaster environments: contexts where it may be too 
costly, unsafe or impractical to carry out traditional face-to-face resilience assessments. 
Above all, this thesis showcases the need for further innovations in resilience 
measurement. Doing so is crucial to unlocking fresh insights into our understanding of 
resilience and how it should be measured; helping to guide the design of development 
and humanitarian initiatives aimed at protecting lives and livelihoods in multi-risk 
environments.  
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Chapter 1 
 
Comparing subjective and objective 
approaches to resilience measurement 
 
Lindsey Jones 
 
Resilience measurement has a crucial role to play in improving our understanding of how people and 
societies respond to risk. It can also support development practitioners in tracking the effectiveness of 
resilience-building interventions over time. To date, the majority of assessment tools focus on objective 
approaches to resilience measurement. Broadly speaking, these relate to approaches that solicit little, if 
any, judgement on behalf of the subject in question. More recently, subjective measures have been proposed. 
These take a contrasting epistemological view, relying on people’s self-evaluations of their own capacity to 
deal with risk. Subjective approaches offer some promise in complementing objective methods, including: 
factoring in people’s own knowledge of resilience and what contributes to it; nuanced contextualisation; 
and the potential to reduce survey length and fatigue. Yet, considerable confusion still exists in how 
subjectivity and objectivity are understood in the context of resilience measurement. Little is also known 
about the merits and limitations of different approaches. Here, I clarify the conceptual and practical 
relationships between objective and subjective forms of resilience measurement, aiming to provide practical 
guidance in distinguishing between them. In reviewing existing toolkits, I propose a subjectivity-objectivity 
continuum that groups measurement approaches according to two core tenets: i) how resilience is defined; 
and ii) how resilience is evaluated. I then use the continuum to explore the strengthens and weaknesses of 
different types of toolkits, allowing comparison across each. Finally, I highlight important knowledge gaps 
and avenues for future research.  
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1.1. INTRODUCTION 
 
Ensuring that people and communities are resilient to climate variability and change is a 
key development priority. It is enshrined in flagship global accords such as the United 
Nation’s Paris Agreement (UN 2015a) and Agenda 2030 (UN 2015b). This rise in policy 
interest has inevitably led to calls to identify robust ways of measuring resilience across 
scales. The rationale is that accurate measurement can support more effective and 
targeted resilience-building interventions on the ground. Accordingly, myriad different 
frameworks and tools have sprouted. Despite this diversity, standardised approaches to 
resilience measurement can largely be broken down into two categories: objective and 
subjective evaluations (Maxwell et al. 2015; Claire et al. 2017; Jones and Tanner 2017).  
Objective approaches commonly refer to aspects of measurement that are independent 
of the subject’s judgement. With regards to resilience, this usually relates to approaches 
that use characterisations of resilience that are externally defined (i.e. defined by the 
evaluator rather than the people or communities being assessed). It also refers to 
approaches where measurement takes place via external observation, or use of questions 
that solicit little (if any) judgement on the part of subjects. Objective approaches to 
resilience measurement remain the norm across both research and practice (Schipper and 
Langston 2015; MEL-CoP 2016). As such, they have a large influence on our 
understanding of how societies respond to climate variability and change.  
More recently, subjective methods of resilience measurement have been advocated 
(Maxwell et al. 2015; Jones and Tanner 2017; Claire et al 2017; Béné et al. 2016a). These 
take a very different approach, placing considerable value in people’s knowledge of their 
own resilience and the factors that contribute to it. Subjective approaches actively include 
perspectives and judgements of the subject in question. Subjective tools can relate to 
approaches that make use of people’s perceptions of: what resilience means to them; what 
factors contribute to their own resilience; as well as self-evaluations of their capacities to 
respond to climate risk. At their core, they seek to remove the influence of outside 
framings of resilience, as well as limiting comparisons with pre-determined indicators 
(such as those based on resilience literature or expert-elicitation).  
Despite a growing number of studies showing interest in subjective methods, common 
findings have yet to be synthesised within the academic literature. In addition, 
considerable confusion still exists amongst researchers in distinguishing between 
subjectivity and objectivity. Such clarity is important not only in influencing the way in 
which researchers interpret their own work, but may point to new methods that can be 
used alongside existing resilience tools. It is here where this article seeks to add value.  
This paper synthesises the state of existing literature relating to subjective and objective 
approaches to measuring resilience. It clarifies the conceptual distinctions between the 
two, aiming to support evaluators and practitioners in classifying their own (and other’s) 
work. This is done by isolating several common toolkits to illustrate and present a novel 
objective-subjective continuum, upon which resilience toolkits can be mapped. The paper 
also describes the merits and limitations of subjective and objective approaches. It 
provides researchers with greater clarity on the inevitable trade-offs and assumptions 
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involved in adopting different measurement tools. Doing so is important to improving 
our understanding of resilience and the factors that contribute to it. It is also crucial for 
efforts to more effectively monitor and evaluate resilience-building interventions. Lastly, 
critical knowledge gaps and avenues for future research are highlighted, seeking to 
advance the development a burgeoning and policy-relevant area of climate and 
development research.  
 
1.2. THE STATE OF RESILIENCE MEASUREMENT 
Before delving into the nuances of subjectivity and objectivity, it is important to clarify 
the definition of resilience and its conceptual evolution. Resilience has long conceptual 
histories spanning multiple academic disciplines (Alexander 2013). More recently, the 
term has found prominence within the ecological and social sciences. Here it is used to 
characterise the complex dynamics between linked socio-ecological systems in 
responding to disturbance and change (Carpenter et al., 2001; Folke et al., 2010). Despite 
– and perhaps owing to – its use across a range of broad disciplines, resilience has a 
chequered definitional history.  
While references to resilience can be found from engineering and psychology, to art and 
literature (Alexander 2013), its application within the social sciences largely stems from 
its adoption within the ecology literature. Here resilience has historically been linked with 
the capacity to absorb change and disturbance in order to maintain core functions 
(Holling 1973; Odum 1985; Walker et al. 1981). The translation of resilience into social 
systems also brought with it greater recognition of a system’s ability to adapt and change 
its core structure and functions (Schipper and Langston 2015). In many ways, this is 
where much of the conceptual ambiguity stems. For one, different perspectives on what 
resilience constitutes, and its proliferation across a range of academic and political 
contexts make settling on a standardised definition tricky, if not futile:  
“It is clear that resilience thinking describes important attributes of ecosystems, of materials, and 
of human beings, that is, the ability to cope with, and recover after, disturbance, shocks, and 
stress. However, with popularity comes the risk of blurring and diluting the meaning.” (Olsson 
et al. 2015:2).  
Indeed, in some cases, authors argue that a complete transformation of a system may 
constitute, and be a necessary component of, resilience (Aldunce 2015; Kates & Travis 
2012; Béné et al 2012). Evidence of the evolution of resilience over time can be seen in 
the changing nature of resilience within successive Intergovernmental Panel on Climate 
Change (IPCC) Assessment Reports (Table 1). While the Third Assessment describes a 
simple yet clearly defined concept that relates to maintaining the same system properties, 
the Fourth and Fifth Assessments have a much denser and all-encompassing definition. 
Intriguingly, these feature references to the capacity to adapt (AR4) as well as transform 
(AR5) – in apparent contradiction to the earlier definitions in the Third Assessment. By 
way of comparison, the IPCC’s definition for adaptive capacity has seen little change over 
the same time period. 
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Table 1: The definitional evolution of ‘Resilience’ and ‘Adaptive capacity’ in 
successive IPCC assessment reports 
Term TAR (2001) AR4 (2007) AR5 (2014) 
Resilience “Amount of change a 
system can undergo 
without changing 
state.”  
“The ability of a 
social or ecological 
system to absorb 
disturbances while 
retaining the same 
basic structure and 
ways of functioning, 
the capacity for self-
organisation, and the 
capacity to adapt to 
stress and change.” 
“The capacity of social, 
economic, and 
environmental systems 
to cope with a 
hazardous event or 
trend or disturbance, 
responding or 
reorganizing in ways 
that maintain their 
essential function, 
identity, and structure, 
while also maintaining 
the capacity for 
adaptation, learning, 
and transformation.” 
Adaptive 
Capacity 
“The ability of a 
system to adjust to 
climate change 
(including climate 
variability and 
extremes) to 
moderate potential 
damages, to take 
advantage of 
opportunities, or to 
cope with the 
consequences.” 
“The ability of a 
system to adjust to 
climate change 
(including climate 
variability and 
extremes) to 
moderate potential 
damages, to take 
advantage of 
opportunities, or to 
cope with the 
consequences.” 
“The ability of systems, 
institutions, humans, 
and other organisms to 
adjust to potential 
damage, to take 
advantage of 
opportunities, or to 
respond to 
consequences.”  
Adapted from Jones et al (2017) using sources from IPCC (2001); IPCC (2007); Agard et al. (2014) 
Needless to say, the definitional inconsistencies described are a considerable challenge to 
resilience measurement (see Nelson 2010 and McEvoy et al. 2013 for comprehensive 
descriptions). Despite this, a wide range of frameworks and toolkits have emerged in 
recent years aimed at both research and policy making communities alike (Schipper and 
Langston 2015). 
 
1.3. SUBJECTIVITY AND OBJECTIVITY IN RELATION TO 
RESILIENCE MEASUREMENT 
Armed with a clearer sense of the concept of resilience and its evolution, I now delve into 
the distinctions between objectivity and subjectivity as applied to measurement. Here, I 
refer to measurement as processes taken to directly or indirectly measure a system’s 
resilience. In particularly, I focus this analysis on the resilience of households and 
individuals, as units that are of keen relevance to humanitarian and development actors 
(FSIN 2014a; Schipper and Langston 2015; Bahadur and Pichon 2017). Measurement can 
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be carried out for a range of purposes including improved understanding of the properties 
of resilience and factors that cause it. It can also be used as situational analyses to 
determine the extent of a person or community’s resilience (FSIN 2014b). I also include 
efforts aimed at Monitoring and Evaluation (M&E), a subset of measurement that seeks 
to evaluate the impact of projects and interventions.  
1.3.1. Objective modes of resilience measurement 
Broadly speaking, objective methods can be thought of as independent of judgements 
arising from the subjects being observed (Cohen et al. 2002). In the context of resilience 
measurement, objectivity can relate to a wide range of steps – from choices in definitions 
and frameworks, to how data is collected and used in quantifying resilience. For example, 
most measurement toolkits rely on frameworks for resilience that are based on expert-
elicitation or wider academic literature (Schipper & Langston 2015). Such approaches are 
largely objective, in the sense that resilience is externally defined: those being measured 
have little or no say in determining what constitutes resilience.  
Objectivity also extends to the process of direct measurement. For example, many 
measurement toolkits include household or livelihood assets as one of the many proxies 
that are fed into a resilience index (FAO 2016; Frankenberger et al. 2013; Mayunga 2007).  
The assumption here is that higher levels of asset-wealth or diversity are associated with 
higher resilience (Adger 2000; Osbhar 2008). Accordingly, enumerators are often tasked 
with directly observing the subject’s household – such as reporting on the type of building 
material used or counting household assets. This can be seen as objective, in that 
measurement involves external observation on the part of the enumerator (and is 
independent of the subject’s own judgement).  
Distinctions are somewhat blurred when it comes to the use of survey questions: the 
workhorse of most resilience measurement toolkits. Given that questions are posed 
directly to the subject, households surveys generally constitute self-evaluations. Yet, the 
degree to which they are subjective or objective depends on the nature of the question(s) 
being asked. Those that solicit the subject’s perceptions, preferences and judgements can 
viably be classed as subjective. Yet, for the most part, existing resilience measures rely on 
survey questions that are void of their opinion. For example, use of a survey question 
such as ‘Has the head of household completed primary-level education’ requires little 
subjective judgement on the part of the respondent. Moreover, provided the question is 
understood similarly by all, it should result in similar answers no matter which adult in 
the household is asked. Admittedly, however, some room for interpretation and 
judgement is always present – an issue I return to later.  
1.3.2. Subjective modes of measurement  
While objective approaches to resilience measurement remain the norm, subjective 
modes have increasingly been advocated (Maxwell et al. 2015; Jones and Tanner 2017; 
Jones and Samman 2016; Claire et al 2017; Marshall 2010; Seara et al. 2016; Nguyen and 
James 2013; Béné et al. 2016a; Sutton and Tobin 2012). Subjective approaches take a 
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contrasting epistemological view to objective methods. They challenge the notion that 
experts are best placed to evaluate other people’s lives and have a better understanding 
of the factors that contribute to people’s own resilience. Rather than relying on external 
judgement, subjective tools consider the individuals in question to understand their 
circumstances (Nguyen and James 2013). At its simplest, subjective approaches relate to 
an individual’s cognitive and affective self-evaluation of the capabilities and capacities of 
their household, community or any other social system in responding to risk (Jones and 
Tanner 2015). 
Subjective assessments rely heavily on the measurement of perceptions, judgements and 
preferences (Maxwell et al. 2015). They draw heavily on the conceptual and 
methodological advances made in related fields such as measurement of risk perception 
(Mills et al. 2016), psychological resilience (Connor and Davidson 2003) and subjective 
wellbeing (Diener et al. 2006; Dolan and Metcalfe 2012). These might include self-
evaluations of what resilience is, what factors contribute to it, as well as whether or not 
people feel able to respond to current or future risks. A household’s subjective resilience 
can be readily quantified if care is taken in designing suitable methodologies and survey 
questions (Maxwell et al. 2015; Béné et al. 2016a). 
 
1.4. AN OBJECTIVITY-SUBJECTIVITY CONTINUUM FOR 
RESILIENCE MEASUREMENT 
It is crucial to recognise that subjectivity and objectivity are neither binary nor mutually 
exclusive when it comes to resilience measurement. Objective measures will invariably 
have elements that are subjective in nature (and vice versa). At its simplest, subjectivity 
and objectivity can be thought of in relation to two core tenets:  
i) How is resilience defined?  
Objective approaches are externally defined (typically by the evaluator); subjective approaches are 
defined by the subject(s) in question. 
 
ii) How is resilience evaluated?  
Objective approaches are reliant on external observation; subjective approaches make use of a subject’s 
own judgements and self-evaluations.  
In thinking through the overlaps between the two tenets I propose that the relationship 
between subjectivity and objectivity is best thought of as a continuum. The objectivity-
subjectivity continuum described in Figure 1 aims to aid researchers in identifying how 
resilience measures draw on aspects of objectivity and subjectivity. It helps to classify 
different types of resilience measurement tools, allowing the strengths and weaknesses of 
different subjective and objective elements to be readily identified.  
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Figure 1: The objectivity-subjectivity continuum of resilience measurement 
 
1.4.1. Subjectivity and objectivity in how resilience is defined  
As alluded to above, definitional ambiguities make the process of measuring resilience a 
considerable challenge. Researchers seeking to quantify resilience require clear 
specifications in how resilience is defined (i.e. what is resilience?). This also extends to 
how resilience is characterised – the various characteristics that make up a resilience 
person or community (i.e. what does resilience look like?). These can include a range of 
different capacities including absorptive capacity, adaptive capacity, transformational 
capacity and many others (Béné et al. 2012; Pelling 2010; Langston and Schipper 2015). 
As such I include characterisations within the concept of resilience definitions outlined 
below.  
The choice of whether to subjectively or objectively define resilience is principally an 
issue of epistemology. One option is to have a standardised definition of resilience that 
is externally determined and fixed (i.e. the same framework of resilience is applied to 
everyone). This is typically guided by expert elicitation (whether by NGO staff or 
academics) or based on existing literature (Schipper and Langston 2015). Here resilience 
can be thought of as objectively defined and has little input from those being assessed, 
falling towards the right-hand side of the continuum.   
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Subjective definitions challenge this assumption. They operate on the basis that the 
respondent in question is better able to identify the factors that support their own 
resilience (as seen on the left-hand side of the continuum). The distinction is important 
given that stakeholders have different understandings of how a system’s resilience is 
derived. Herrera (2017) demonstrates this poignantly using the case study of food systems 
in Guatemala. Here, different stakeholders are asked to elaborate on aspects they consider 
important in contributing to local resilience: 
“While academics and delegates from the NGO participating in the study focused on enhancing 
virtuous cycles within the system, the central government delegates proposed solutions outside of 
the system’s boundaries. All of these solutions, however, ignored the bounded rationality of the 
farmers and the premises of their decision-making process. Including only a few stakeholders in 
the process risks leaving many important aspects out of the scope of the analysis and therefore 
undermining its results.” (Herrera 2017:14) 
While there are approaches that sit at distant edges of the objectivity-subjectivity 
spectrum, in practice, most combine elements of both. For example, the approach 
adopted by the widely used Resilience Index Measurement and Analysis (RIMA) 
approach (D’Errico & Giuseppe 2014) sits firmly within the objective camp when it 
comes to its definition of household resilience. RIMA has a standardised definition 
comprised of five separate dimensions (called ‘Pillars of resilience’) and hundreds of 
individual indicators and proxies (FAO 2016). Statistical analysis of household survey 
data is then used to weight these dimensions and compute an overall scoring. While 
surveyed individuals are not asked to define what resilience means to them, nor what 
factors contribute to their own resilience, RIMA’s approach can be seen to have some 
subjective elements. For example, the choice of each of the dimensions of resilience is 
based partly on extensive community-level engagements – people’s perceptions and 
judgements of the factors that contribute to their own resilience – that then feeds up into 
the design of the overall framework (FAO 2016)1. 
At the other end of the continuum, subjectively-oriented approaches like the Community 
Vulnerability and Capacity Assessment (CVCA) and Tracking Adaptation and Measuring 
Development (TAMD) make a strong point of using communities to self-identify the 
characteristics of their own resilience (CARE 2009 and Brooks et al 2013). These are in 
turn used to formulate indicator-based scores and constitute the basis of their respective 
indexes. Yet, even these methods can be seen to have some degree of objectivity: 
community-defined fixed characteristics are inherently external to the individual or 
household being evaluated and require some degree of aggregation (what constitutes 
resilience for one household within a community may not be the same for all other 
households within it).   
Things are further blurred when considering differences between the processes used to 
define resilience and the specific indicators used to measure them. To illustrate this, it is 
 
1 Note that this could only be considered as partly subjective in instances where households in the consulted 
communities are being assessed themselves 
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possible to conceive of an approach that has an externally determined characterisation of 
resilience, and then asks households within a community to identify their own local 
indicators matching the predefined capacities. This mix of objective and subjective 
elements would naturally sit towards the center of the continuum. It demonstrates not 
only the non-binary nature of clarification, but the complexities associated with classifying 
different types of approaches.  
1.4.2. Subjectivity and objectivity in how resilience is measured  
The second tenet of subjectivity and objectivity relates to the mode of evaluation (the y-
axis in Figure 1). Once resilience has been defined, evaluators must decide how to 
quantify it. As there is no way of measuring resilience directly, objective evaluations often 
rely on proxy indicators of socio-economic data. For example, the Livelihood Change 
Over Time (LCOT) approach (Vaitla et al. 2012) uses ‘household food insecurity and 
access’ as one of its characteristics of resilience. This is measured through use of a 
separate index made up nine individual survey questions related to the household’s food 
intake (Coates et al. 2007). Each of these can be largely thought of as objective: they are 
externally verified and require little in the way of subjective judgement – neither on the 
part of the respondent nor surveyor.  
This contrasts markedly with subjective evaluations. Here, instead of using external 
observation, respondents are asked to self-evaluate levels of resilience using their own 
judgement. The properties of interest are typically people’s perceptions, preferences and 
self-ratings of the status of their household or themselves (Maxwell et al. 2015). This is 
most commonly done using surveys that feature Likert scale response items (see Box 1 
in the Strengths and Limitations section) and draw heavily on similar tools in the 
assessment of subjective wellbeing, psychological resilience and risk perception2. 
Again, it is difficult to conceive of approaches that fall strictly within objective or 
subjective categories. For example, many questions included in traditional household 
surveys can be thought of as objective in nature. For one, the LCOT assessment 
framework asks respondents the following question: ‘In the past four weeks, did you 
worry that your household would not have enough food?’ (Vaitla et al 2012). In practice, 
however, answers require the individual to internalise the question, interpret it based on 
their own understanding of the key concepts, and evaluate accordingly. For example, the 
notion of ‘worrying’ can be thought of as partly subjective, with the respondent prompted 
to define it as they see fit. Questions may also be affected by biases and heuristics that 
commonly affect survey responses such as priming, recall bias and social desirability 
(Dolan and Metcalfe 2012). Even relatively clear-cut objective indicators such as a 
household’s distance to markets – an indicator used in the RIMA toolkit – rely on some 
degree of subjectivity (FAO 2016). For example, deciding what constitutes a ‘market’ 
 
2 Given limitations in the scope of this essay we only briefly delve into the advantages and drawbacks in these related 
fields. For more comprehensive summaries see Winkle et al. (2014), Weber (2010), OECD (2013) and Dolan and 
Metcalfe (2012). 
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requires internal judgement (either on the part of the evaluator or subject), and may not 
be understood uniformly. 
 
1.5. CLASSIFYING RESILIENCE MEASUREMENT APPROACHES 
In order to apply the continuum in practice, I compile a list of 17 prominent evaluation 
methods (see Table 2). The list details toolkits extracted from a range of recent reviews 
that include both objective and subjective measures, namely: Bours et al. (2014); Sturgess 
(2016); Constas et al (2016); Jones and Tanner (2016); Maxwell et al (2015); Claire et al 
(2017) and Schipper & Langston (2015). Here I am primarily interested in methods that 
examine resilience to climate variability and change at local levels, particularly those 
associated with individual and household level dynamics. Limiting the review to these 
scales allows for far greater comparability and nuance; community and national-level 
assessments often feature characteristics and indicators that differ markedly from those 
of localised evaluations (Adger et al. 2005; Vincent 2007) and reviews of their core 
features appear more prominently within the academic literature (Ostadtaghizadeh et al 
2015; Shafiri 2016; Prior & Hagmann 2013). Accordingly, each listed framework is 
screened for suitability against the review’s primarily criteria. Specifically: a main focus on 
disaster, climate or social resilience; an application at the individual or household level3; 
and the ability to generate a quantifiable metric of overall resilience.  
It is important to note that this list is far from exhaustive. It aims simply to represent a 
body of widely applied methods, allowing for contrasting approaches to be identified and 
explored in detail. Using Table 2, I highlight the key differences in conceptual grounding 
and methods applied in the sections below (note that herein, references to the toolkits in 
Table 2 will relate to their abbreviated form, e.g. RIMA or MM07)  
 
3 Note that a number of toolkits have multiple scales of application, including some that are predominantly associated 
with community and national assessments. Toolkits were included in the list if they featured identifiable characteristics 
at local levels and where methods were readily applicable at the individual or household scales. 
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Table 2: Selected resilience measurement tools & respective modes of defining and evaluating resilience on the objectivity-subjectivity continuum 
Framework Primary 
Reference 
Scale† Intended 
purposeº 
Who defines resilience? 
(evaluator defined/chosen v subject defined/chosen) 
How is resilience measured?  
(external observation v internal judgement) 
Alkire -Forster 
Resilience Index 
(AFRI) 
Hughes & 
Bushell 
2013 
H PE/SA 
Resilience is comprised of 5 dimensions and 37 separate 
characteristics, based on conceptual frameworks taken from 
academic literature. The tool uses an adapted version of the 
Alkire-Foster method for measuring poverty. Cut off points 
for each indicator are reviewed by Oxfam field staff 
Characteristics measured using external observation 
and household survey. A small number of 
perception-based questions 
B16a Béné et al 2016a H UR 
A ‘resilience index’ is computed based on two subjectively 
defined characteristics: an individual’s recovery from a past 
event and a community comparison. In addition, a measure 
of ‘subjective resilience’ is assessed as a household’s ability 
to recover from a future hazard event. A household’s 
resilience is then determined based on whether they are 
above or below a community-level average 
Both the resilience index and subjective resilience 
levels are assessed using household surveys that 
employ psychometric self-evaluations with Likert 
scale response items. The former is a product of two 
self-evaluated questions (scores ranging from 1-30). 
The latter is a derived from a single ordinal question 
CCAFS15 Hills et al. 2015 H/C PE/SA 
Resilience is characterised as having 3 core components and 
9 indicator dimensions, based on available literature 
Resilience is evaluated using a range of externally 
verified properties using household surveys 
Climate Vulnerability 
and Capacity 
Assessment (CVCA)* 
CARE 
2009 
H/C/
N SA 
Resilience is not conceptually pre-defined. Rather its 
constituents are identified at the local level via community 
engagement exercises 
Measurement is carried out through Participatory 
Rural Approach techniques with extensive use of 
perception-based queries 
Community Disaster 
Resilience Index 
(CDRi)* 
Mayunga 
2007 H/C PE/SA 
Resilience defined using a ‘capitals-based’ approach, adapted 
from the DFID livelihoods framework. Each capital is 
weighted equally. 
Index compiled using observations and household 
surveys 
DRLA/UEH 
Evaluation Resilience 
Framework 
Sylvestre et 
al 2012 I/H/C 
UR/SA/P
E 
Resilience characterised as comprised of 7 dimensions. 
Dimensions and indicators are based on a combination of 
stakeholder consultation, review of academic literature and 
preliminary analysis of the household survey dataset 
Assessment primarily through household surveys, 
with a small number of perception-based and 
subjective questions 
JS16 
Jones & 
Samman 
2016 
H UR/SA 
Resilience is predefined in relation to three core capacities: 
preparation; coping; and adaptation 
Resilience is evaluated using a range of subjective 
questions involving self-evaluation 
L15 Lowcock et al 2015 I UR 
Seven dimensions of resilience, and 85 individual indicators, 
identified through a literature review and tested with focus 
groups at the community level 
Resilience is evaluated using a range of subjective 
questions involving self-evaluation 
Livelihood Change 
Over Time (LCOT) 
Vaitla et al 
2012 I/H PE/SA 
Resilience characterised through a livelihoods approach and 
based on seven indicators of livelihood outcomes and 
household wellbeing (largely comprised of separate scales 
and indexes). Changes in resilience are measured over time 
Assessments carried out through household surveys. 
Most feature observational quantities, with a small 
number of perception-based questions 
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MM07 
Marshall & 
Marshall 
2007 
I UR 
Resilience is predefined as composed of 4 components 
(derived from 12 resilience-related statements) using 
Principal Component Analysis (PCA) 
12 resilience-related subjective statements are used 
to assess resilience. Questions are delivered using 
surveys based on self-evaluations 
NJ13 Nguyen & James 2013 H UR 
10 resilience-related questions designed through community 
focus groups, key informants and field observations 
Resilience is evaluated using subjective questions 
involving self-evaluation 
PRIME framework Smith et al. 2015 H/C PE 
Resilience defined as 3 characteristics, each made up of a 
number of indicators and chosen on the basis of existing 
literature. An index is computed using PCA 
Index is evaluated using household level surveys 
with a focus on objectively-verifiable quantities. 
Supplemented by qualitative focus groups and 
analysis 
Resilience Index and 
Measurement and 
Analysis (RIMA) 
FAO 2016 H UR/PE/SA 
Resilience is conceptualised based on available frameworks 
within the literature, particularly those used by the FSIN. 
Resilience is predefined as influenced by 4 core pillars, each 
with a number of individual indicators. Structure and weights 
for each are determined by statistical analysis 
Assessment occurs via household surveys typically 
through external observation 
Self-evaluation and 
holistic assessment of 
climate resilience of 
farmers and 
pastoralists (SHARP) 
Choptiany 
et al 2016 I/H/C 
UR/PE/S
A 
13 components of resilience based on Cabell and Oelofse 
(2012), further broken down into 54 indicators.  A multi-
criteria additive model is used to prioritise components of 
the resilience model 
Assessment happens through questions 
administered through a household survey. This 
includes a mixture of observational questions as well 
as perception-based queries 
Tracking Adaptation 
and Measuring 
Development 
(TAMD)* 
Brooks et al 
2013 
H/C/
R/N 
UR/PE/S
A 
Adaptive capacity is not conceptually predefined but 
characterised based on context-specific features identified 
via community level consultations. Assessment framework 
combines aspects of adaptation with development indicators 
Processes of evaluation are context specific though 
largely carried out on the basis of objectively 
verifiable indicators using household surveys. Some 
degree of perception-based indicators apparent 
WB15 Alfani et al. 2015 H UR 
A household is considered resilient if there is very little 
difference between the pre- and post-shock welfare 
measured over time. Framework based on economic theory 
Household survey data is used to evaluate resilience 
in relation to two qualities. Namely: household 
consumption and child nutritional deficiency. All 
quantities are externally verified 
Weather and Climate-
resilience Indexes 
(WCRIs) 
Kimetrica 
2015 H PE/SA 
‘Weather-resilience’ defined as an individual’s average post-
shock speed of recovery, or the average decrease in shock-
induced poverty per period. ‘Climate resilience’ index 
defined as the average recovery time, given the expected 
distribution of weather shocks of different magnitudes 
Resilience measured using traditional objective 
poverty measures administered through household 
surveys. Few perception-based questions 
†Scale codes: Individual (I); Household (H); Community (C); Regional (R); National (N). º Purpose codes: Understanding Resilience (UR); Project Evaluation (PE); Situational Analysis (SA).  
* CVCA, CDRI and TAMD are traditionally associated with qualitative assessments at the community-level, however each approach can be readily adopted in a quantitative manner and at 
household-level scales.  While TAMD focused primarily on adaptation, it makes repeated reference to resilience capacities and is easily translatable to a resilience context.
In gathering information on the 17 measurement toolkits it is also possible to group and 
place each directly onto the objectivity-subjectivity continuum. Doing so not only allows 
us to observe and compare different clusters, but points to gaps in current measurement 
approaches. Figure 2 reveals the outcome of this exercise. Assemblages of the various 
toolkits and the strengths and weakness of each quadrant are discussed below. 
Figure 2: Common resilience measurement frameworks along the objectivity-
subjectivity continuum 
 
Notes: Cantril65 is a wellbeing framework used as a point of comparison discussed below. Placement of the 
frameworks is meant to allow differences to be readily compared and carried out entirely on the basis of the 
author’s own judgement in assessing toolkit handbooks. 
 
1.6. CLASSIFYING TOOLKITS AND MAPPING THEIR EVOLUTION 
1.6.1. A brief history of objective methods of resilience measurement 
While Table 2 and Figure 2 reveal a plurality of frameworks, several common features are 
evident. For a start, it is clear that almost all early measurement tools are objective in 
nature, particularly when it comes to defining resilience. Indeed, each framework 
shortlisted in Table 2 (with the exception perhaps of CVCA and TAMD) has some form 
of pre-defined characterisation of resilience used as a basis for evaluation. However, what 
this break-down looks like varies considerably. For example, several tools choose to adopt 
strict definitions of resilience guided predominantly by academic literature and theory. 
This is the case for World Bank’s framework (WB15), which defines resilience as a 
household’s change in welfare from pre- to post-shock states over time (Alfani et al. 
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2015). The Weather and Climate-resilience Indexes (WCRIs) have similarly strict 
definitions based largely on economic theory and the desire for a narrowly defined scope 
of assessment (Kimetrica 2015).  
Others choose more iterative processes for characterising resilience. These may involve 
frameworks that are guided by the literature and technical experts, but also include some 
degree of input from communities of interest – often through the use of stakeholder 
consultations with local partners, focus group sessions and key informant interviews. For 
example, the DRLA/UEH Evaluation Resilience Framework and RIMA both adopt this 
strategy, choosing to combine external framings with some degree of localised input. 
Indeed, it is this latter category that is most prominent amongst the toolkits listed in Table 
2.  
Most objective tools opt to standardise: the same fixed framework is used for all 
households and individuals assessed. Once a characterisation of resilience has been set, 
indicators are then assigned to each component of resilience allowing an overall score to 
be produced. For household- and individual-level assessments these indicators will 
typically relate to key household assets or livelihood outcomes measured via a set list of 
externally verifiable questions and observations (MEL-CoP 2016).  
1.6.2. The emergence of subjective methods of resilience measurement 
Subjective tools have a much shorter history within the field of resilience measurement. 
While the early climate literature is replete with qualitative assessments that make use of 
subjective and perception-based methods (Twigg 2009, Miller et al. 2010, Gaillard 2010, 
Buikstra et al. 2010), few do so quantitatively. Perhaps the clearest initial example of a 
standardised quantitative subjective approach are the methods devised by Marshall and 
Marshall (2007; hereafter MM07) who assess ‘social resilience’ in commercial fisheries. 
Using MMO7’s approach, individual perceptions are measured in accordance with pre-
defined sentiments such as ‘If there are any more changes I will not survive much longer’, 
and measured using Likert scales.  
Few subjective measures emerged immediately after MM07. However, recent years have 
seen a revival of perception-based tools within the resilience literature, with a suite of 
approaches developed in quick succession. Most notably, Nguyen and James (2013) 
devised a subjective model of household flood resilience that resolves around 10 attitude-
based survey statements and the use of PCA. This was followed by a range of assessments 
by Lowcock et al (2015), Jones and Samman (2016), Seara et al. (2016) and Béné et al. 
(2016a). Much of this has been spurred on by the development of recent guidelines for 
the use of subjective methods in the context of resilience (Maxwell et al. 2015; Béné et al 
2016; Jones and Tanner 2017; Claire et al. 2017).  
As evident from Box 1, many of the approaches listed in this review borrow heavily from 
related fields such as psychological resilience and risk perception. Indeed, in some cases 
it is difficult to make clear distinctions between the questions and methods of tools listed 
in Table 2 and Box 1 when compared with the common approaches in these neighbouring 
fields – such as the Connor Davidson Resilience Scale (Connor and Davidson 2003) or 
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the Brief Resilience Scale (Smith et al 2008) used in the assessment of psychological 
resilience.  
One main distinction is that the majority of tools used in the latter category place the 
individual psyche as the unit of assessment: how mentally-equipped is an individual to 
bounce back from trauma or devastation? Those applied in the context of resilience on 
the other hand are interested not just in the psychological components of resilience but 
the ability of individuals to draw on wider socio-environmental networks: does an 
individual or household believe that they have the capabilities and resources needed to 
deal with climate variability or change? Nevertheless, the differences are inherently subtle 
and mean that drawing distinctions is a particular challenge. Approaches such as those 
used by Jones (2018a) attempt to partially address this by focusing subjective-evaluations 
at the household level (see Box 1).  
 
1.7. STRENGTHS AND LIMITATIONS OF COMMON MEASUREMENT 
APPROACHES 
Deciding on whether to use subjective or objective methods is a process of neither right 
nor wrong. Each approach will offer evaluators certain benefits and drawbacks that need 
to be weighed up. Indeed, elements of both are likely to feature in any assessment of 
resilience, as underscored by the continuum. In attempting to guide evaluators in the 
choice of relevant toolkits I group key advantages and limitations into the four quadrants 
along the objectivity-subjectivity continuum.  Figure 3 summaries these main attributes 
graphically and elaborated upon in the sections that follow. 
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Figure 3: Summary of key strengths and limitations of measurement approaches 
along the objectivity-subjectivity spectrum 
 
 
1.7.1. Objective characterisation, objective evaluation  
Approaches that fall into the lower right-hand quadrant of the continuum (i.e. objective 
definition and objective evaluation) constitute the majority of existing frameworks. 
Reasons for this are numerous. For a start, objective definitions allow for the same 
properties of resilience to be evaluated across households. When coupled with large 
sample sizes, evaluators can be relatively confident that similar capacities are being 
measured: the same fixed definition and characterisation of resilience will be measured in 
household A as for household B (I return to ask whether they are capturing the same 
underlying properties in the sections that follow). Standardisation of this sort also permits 
easy comparison across households and social groups. Moreover, it allows evaluators to 
hone in on specific capacities or indicators of interest. This is particularly relevant in cases 
where development actors may be concerned with the provision of targeted services, such 
as early warning systems focused on anticipatory capacity or social safety nets focused on 
absorptive capacity. Fixed framings of resilience of this sort enable evaluators to 
determine whether their interventions have an impact.   
Toolkits in this quadrant are not without their weaknesses. For example, approaches that 
rely on objective evaluations require considerable amounts of socio-economic data to be 
collected. Indeed, most frameworks in this category focus on the measurement of 
resilience-related capacities (Béné et al. 2012). These are inherently intangible, with no 
one indicator able to adequately capture the processes that make up any given capacity 
(Jones et al. 2010). As such, distilling a household’s capacity to cope in the face of climate 
extremes down to a single indicator is not only challenging but in most cases misleading. 
Strengths:
Accounts for people’s own knowledge of 
resilience & factors that contribute to it;
May permit cross-cultural comparability 
(though also has limitations).
Limitations:
Need to recognise issues with 
translation, cultural factors and biases;
Few examples; poorly researched.
Strengths:
Factors-in people’s evaluation of their own 
ability to deal with risk;
Easy and robust way for intangible aspects of 
resilience to be accounted for;
Subjective modules often shorter and quicker 
to administer.
Limitations:
Care needs to be taken to limit cognitive 
biases, priming and social desirability.
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Can be time consuming.
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Standardized & fixed framing allows for easy 
comparison of resilience characteristics;
Many examples & comparatively well researched
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Significant collection of socio-economic data 
needed (costly and time-consuming);
Choice of indicators difficult for intangible 
components of resilience;
Difficult to account for contextual factors.
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Most objective approaches to evaluation therefore assign a large number of proxy 
indicators to each capacity, hoping to capture a range of different elements that relate to 
parts of the overall capacity (Constas et al. 2016). For example, the CCAFS15 framework 
measures adaptive capacity by identifying four ‘indicator dimensions’, each evaluated 
using multiple individual indicators assigned to them. Inevitably, this not only requires 
judgement calls as to which mix of indicators is appropriate (both in terms of theoretical 
relevance and availability of data) but makes the processes of data collection lengthy and 
cumbersome (MEL-CoP 2016). Resilience measurement questionnaires of this sort, such 
as RIMA, can therefore take multiple hours to carry out for each household interviewed 
given the number of questions and proxy indicators included within (FAO 2016).  
More importantly, by fixing the definition and indicators of resilience, evaluators risk 
undermining the validity of one of their principle aims: across-household comparability. 
It is well known that the resilience of individuals and households is context specific 
(Adger et al. 2005). With that in mind, the factors that contribute to the resilience of a 
local trader in Nairobi, Kenya may differ considerably from those of a fisher in coastal 
Mombasa. While the former may be heavily dependent on local market price volatility 
and the security of their available stock, the latter may rely more on the health of adjacent 
fisheries and the ability of their boat to withstand turbulent seas during extreme weather 
events. Clearly, using the same set of indicators to measure the resilience of both 
individuals would be problematic. Thus, a key question for toolkits with objective 
characterisations of resilience is: do the chosen characteristics and indicators of resilience 
truly reflect the resilience of each individual in question? Care must be taken with any 
cross-cultural comparison as the answer is rarely yes. However, these types of approaches 
may be best suited to evaluating individuals and households that share similar contexts – 
whether in relation to livelihoods, climate or geography.  
1.7.2. Objective characteristisation, subjective evaluation 
Approaches in the upper right-hand quadrant of the continuum constitute the majority 
of existing toolkits associated with subjective resilience. They often involve fixed 
evaluator-defined definitions of resilience, and allow respondents to self-evaluate their 
resilience capabilities accordingly. Box 1 provides examples of self-evaluated response 
options from a range of different toolkits that fall under this category of assessment. 
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Box 1: Examples of perception-based statements used in a number of subjective 
toolkits 
For full details of the methods and questions used see original citations: Marshall and Marshall (2007); Lowcock et al. 
(2015); Jones and Samman (2016); Jones (2018a); Béné et al. (2016). 
Though approaches such as JS16 and B16 have predefined characterisations of resilience 
(and can therefore be considered somewhat objective) they offer one way of addressing 
the issue of cross-cultural comparability. Instead of assigning fixed indicators to each 
characteristic of resilience, these toolkits allow the individual in question to self-evaluate 
themselves accordingly. In theory, given that the local trader and fisher are far more 
familiar with their individual circumstances and capabilities, and are being asked to weigh 
up the factors that support their own resilience, this method should generate scores that 
can be compared. Much of this relies on the assumptions that people have broadly similar 
MM07 (subset of 3 from 10 statement) 
i. I can cope with small changes in industry. 
ii. I am more likely to adapt to change compared to other fishers. 
iii. If there are any more changes I will not survive much longer. 
Statements rated on a 4-point scale: 1 = strongly disagree, 2 = disagree, 3 = agree, 4 = strongly agree. 
 
L15 (subset of 3 from 85 statements) 
i. I am willing to try new things 
ii. In times of change I am good at adapting and facing up to challenges 
iii. I am still able to manage my property well during the tough times 
All statements employ a 1-5 scale, where 1 = strongly disagree and 5 = strongly agree 
 
JS16 (subset of 2 from 3 statements) 
i. If an extreme flood occurred in the near future, how likely is it that your household could 
recover fully within six months? 
ii. If extreme flooding were to become more frequent in the future, how likely is it that your 
household could change its source of income and/or livelihood, if needed? 
All statements employ a 4-point scale: (1) Extremely likely; (2) Very likely; (3) Not very likely; (4) Not at all 
likely 
 
Jones 2018 (subset of 2 from 9 questions) 
i. My household can bounce back from any challenge that life throws at it 
ii. If threats to my household became more frequent and intense, we would still find a way to 
get by 
All statements employ a 1-5 scale, where 1 = strongly disagree and 5 = strongly agree 
 
B16  
i. With respect to [EVENT], how well do you consider you managed to recover? 
ii. With respect to [EVENT], how well do you consider you did, compared to the rest of the 
community? 
 
Response items for i) are as follows: Not at all and I don't think I will be able to recover; Not yet fully recovered 
and it will be difficult/long; Not yet but hope very soon; Have fully recovered but it was long and painful; Have 
fully recovered and it was not too difficult; Have fully recovered and I am better off now. Response items for ii) are 
as follows: Did worse than most of the others; As bad as some people but better than others; Like most of the 
others; Did better than most of the others; Did better than anyone else. 
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understandings of what resilience constitutes and are in a good position to self-evaluate 
their own risk-profiles (Jones and Tanner et al 2017). More importantly, the fact that the 
individual is factoring in their own knowledge of what makes them resilient and the risks 
that they face around them may imply that subjective methods are a more holistic and 
accurate reflection of the respondent’s ‘true’ resilience. This is particularly the case when 
compared to standardised indicators-based approaches that cannot take localised factors 
into account.  
If the above assumptions hold true, then subjective evaluations may be of considerable 
relevance to project evaluators seeking to measure the impact of resilience-related 
interventions over time. They offer a more bottom-up and participatory way of assessing 
resilience that places greater value on people’s own understanding and judgement.  
Another key advantage relates to survey length and duration. Many objectively-oriented 
measures of resilience require several hours of household surveying, owing to their 
dependence on large lists of proxy indicators. Contrastingly, a subjective evaluation can 
be carried out with just a handful of questions – through admittedly with less detail and 
complexity (Jones and Tanner 2017). This flexibility can not only help to reduce the 
burden of ‘survey fatigue’, but opens possibilities for greater innovation in survey delivery. 
More importantly, subjective evaluations can play an important role in holding NGOs 
and governments to account in relation to commitments and interventions; in theory, 
effective investment into resilience-building activities should be felt by those that are 
receiving support and having to deal with climate risk4.  
In practice, these assumptions should be considered carefully when interpreting the 
results of any subjective evaluation. For one, they depend heavily on people’s 
interpretation of key definitions. ‘Resilience’ is used in everyday language and means 
different things to different people. It also has varied meanings across languages and 
cultures (Crane 2010). For these reasons, Jones and Tanner (2017) suggest that subjective 
measurements of this sort may not be suited to single-item questions, as is commonly 
found in measures of subjective wellbeing (OECD 2013). Rather, subjective evaluations 
may benefit from breaking resilience down into questions that relate to easily 
communicable and translatable processes, such as: the ability to prepare for an upcoming 
extreme event; the ability to rebound quickly; and the ability to adapt to emerging future 
threats. This also avoids the need to use the word ‘resilience’ in survey questions.  
A further issue that needs to be considered is inter-personal and cross-cultural differences 
in responding to standardised questions. For example, two people might consider the 
circumstances of the same household and rate them very differently based on what they 
consider to be a ‘normal’. One way of addressing this challenge may be through the use 
of anchoring vignettes (Hopkins and King 2010). These are hypothetical narratives 
provided to people at the start of a survey. For example, an anchor might describe a 
household that has recently been affected by a drought and has had to sell off a number 
of livelihood assets as a result. People are then asked to rate the circumstances of the 
 
4 This assumption may apply more to investments in tackling current risk profiles (particularly covariate risk) as the 
impact of those addressing longer-term or idiosyncratic shocks may not be felt by recipients for a long time. 
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hypothetical household before rating themselves according to the same response scale. 
This allows for benchmarking of responses and is a way of explaining theoretical 
definitions of complicated concepts (King and Wand 2006). It is worth noting that these 
methods have yet to be applied in the context of resilience measurement but offer 
promise in addressing some of its limitations.  
1.7.3. Subjective characterisation, objective evaluation 
Approaches that occupy the lower left quadrant of the continuum are those that first seek 
respondents to define or characterise resilience themselves, before evaluating them 
objectively. Here individuals (or members of a community) are asked to identify what 
makes them resilient. Objective indicators are then agreed upon to track levels of 
resilience using a similar consultative exercise. For example, a community might decide 
that the factors that contribute most strongly towards a household’s resilience are levels 
of education and proximity to health care facilities. In this case, while the indicators are 
subjectively chosen, the process of evaluating them is inherently objective: they involve 
external verification, and little if any subjective judgement on the part the respondent. 
Note that it would certainly be possible for a measurement tool to allow individual 
households (or people) themselves to define resilience and objectively evaluate them 
accordingly. This would place the toolkit further towards the left-hand side of the 
continuum. In practice, few measurement toolkits have adopted this approach to date. 
Indeed, the TAMD approach is the sole example from amongst the shortlisted toolkits 
in Table 2. 
Toolkits in the lower-left quadrant of the continuum are particularly useful in trying to 
assess households in contexts where factors supporting resilience might be unknown or 
difficult to identify externally. They may even be applied in situations where 
characteristics of resilience change over time - a household could be asked to re-identify 
suitable indicators at each round of a panel survey for example. The advantage of these 
techniques is similar to those of all other subjective approaches: they provide a way of 
contextualising resilience measurement and offer a more holistic conceptualisation of 
resilience that factors in people’s own knowledge of their capabilities and capacities.  
Furthermore, objective evaluation helps to ensure that cognitive biases in self-reporting 
are largely (though not wholly) accounted for. The drawback is that the set of indicators 
chosen by one household (or community) may be wildly different from those of another. 
Evaluators that favour standardised approaches may therefore be reluctant to use these 
methods for cross-cultural comparison – though an argument could easily be made that 
self-selection of indicators means that comparison is in fact more robust. Getting 
households and communities to define resilience can also be very time consuming and 
requires excellent facilitation as the exercise is repeated constantly. This is perhaps the 
principal reason why so few examples of this type of approach exist – especially when 
applied at the household or individual level. 
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1.7.4. Subjective characterisation, subjective evaluation 
The last group of toolkits relates to those in the upper-left quadrant. Just like the 
processes listed above, households or communities are asked to identify factors that 
constitute resilience from their own perspective. Households are then tasked with self-
evaluating themselves according to their own definitions. This could apply to one of two 
models depending on whether resilience is further broken down into individual factors. 
A household could, for example, identify that their capacity to adapt to climate change is 
largely dependent on two qualities: their ability to make arrangements for their own 
financial security; and their ability to learn new skills in the labour market. A questionnaire 
could then be devised asking the respondent to answer the extent to which they agree or 
disagree with the following: ‘I believe that my household has made adequate plans for its 
financial security’, or ‘Members of my household are able to learn new skills outside of 
the industry’ (Marshall and Marshall 2007). In some ways, this approach is similar to the 
methods used by the CVCA toolkit. CVCA relies heavily on community consultations to 
define resilience before applying mixed methods approaches for its evaluation5.  
A much simpler method would be to pose a single question asking people to measure 
their own resilience, such as ‘to what extent is your household resilient to the impacts of 
climate change’. Here the respondent not only has to internally define what resilience 
means to them, but consider the factors that contribute to it before self-evaluating 
accordingly (Claire et al 2017). There are few existing measures that adopt this single-item 
approach. Perhaps the closest is that used by Béné et al. (2016a) that ask ‘With respect to 
[a specified prior event], if it was to happen again in the near future how do you consider 
you would be able to recover?’.  
The overall approach is very similar to measures of subjective wellbeing such as the 
Cantril ladder - inserted into Figure 2 for illustrative purposes (Diener 2000; Kahneman 
and Krueger 2006). It asks people to imagine a ladder with steps numbered from zero at 
the bottom (representing the worst possible life) to 10 at the top (best possible life), 
before asking: ‘which step of the ladder would you say you personally feel you stand at 
this time?’ (Cantril 1965). The ladder and other related methods have been used in a wide 
variety of contexts and have been shown to have validly in reflecting core components 
of an individual’s quality of life (Diener 2012; Helliwell and Barrington-Leigh 2010). 
Indeed, measures of subjective wellbeing are beginning to have strong influence in 
guiding policy at national and international levels (Layard 2005; Dolan et al. 2011). 
There are certainly grounds to argue that a similar single-item approach to resilience 
measurement could be robust. After all, ‘happiness’ or ‘life satisfaction’ are as nebulous 
and diverse as the concept of ‘resilience’. Clare et al. (2018) offer another such option 
that may hold promise. They ask respondents to assess how they expect to fare if they 
were to experience a range of self-selected shock events using a single-item question. 
However, many of the same limitations apply to single-item approaches as for 
 
5 Strictly speaking, CVCA is typically used in the context of qualitative analysis. However, it’s methods can be readily 
applied to quantification and is largely used for illustrative purposes in this example. 
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measurements of wellbeing (OECD 2013). For one, a single-item question would not 
allow an evaluator to isolate specific characteristics of interest – resilience is multi-
dimensional after all (Nagoda 2015). It would also be difficult to disentangle resilience to 
particular hazards unless explicitly stated in the question (as Claire et al. 2018 do with 
follow-up questions).  
Above all, subjective approaches (of any sort) face the challenge of preventing survey 
responses from being affected by cognitive biases and heuristics. Insights from 
psychology and behavioural economics show that effects such as the Peak-End rule 
(Tiberius 2006), impact and retrospective bias (Durayappah 2011) as well as hedonic 
adaptation (OECD 2013) can each have a strong influence on how people assess 
themselves. Priming, a psychological process in which exposure to a stimulus can trigger 
a concept in memory that is then given increased weight in subsequent judgment tasks,  
is another key factor to consider (Lavrakas 2008). While these issues are common to all 
social science surveys, evaluators should take great care in deciding: how questions on 
subjective resilience are framed; the placement and order of questions on a survey; and 
the contextual environment within which respondents are being asked to answer 
questions. 
 
1.8. KNOWLEDGE GAPS AND AVENUES FOR FUTURE RESEARCH 
Given the relative infancy of scholarly research on resilience measurement several key 
knowledge gaps remain.  
Firstly, little is known about how different toolkits measure the same respondent: few 
like-for-like comparisons have assessed whether one approach generates results that are 
comparable to others. This not only applies to comparisons of subjective and objective 
measures, but also measures that adopt the same general approach. Understanding the 
implications of using different characterisations of resilience and sets of indicators lists is 
important when considering the wide range of methods applied across available toolkits. 
Indeed, the diversity of definitions of resilience within the academic literature allows 
evaluators to justify almost any combination in designing measurements tools (Olsson et 
al. 2015).  
It is also important to recognise that different measurement choices will lead to 
differences in measured outcomes. For example, a framework that includes 
transformation in its characterisation of resilience may deliver different results from one 
that does not. The situation is even more apparent with measurement approaches that 
employ subjective characterisations of resilience (as each person may have their own 
interpretation of the characteristics). This has considerable implications for programme 
M&E, and requires evaluators to be more transparent in the choices and assumptions 
made in choosing measurement tools – whether subjective, objective or a blend of the 
two.  
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Secondly, establishing whether factors correlated with objectively-evaluated resilience 
match subjective evaluations is of keen interest. Early insights from studies by Jones and 
Samman (2016) and Béné et al. (2016a; 2016b) show that many socio-economic indicators 
are poor predictors of subjectively-evaluated resilience – posing a potential challenge to 
traditional objective assumptions. Insights from the wellbeing literature reveal that in 
many cases subjective and objective measures display weak relationships and can correlate 
with different socio-economic factors (Cummins et al. 2003). Clarifying the relationship 
between the two approaches will therefore be key to improving our understanding of 
factors that support resilience. It may also serve to produce more holistic and robust 
methods of evaluating development and humanitarian interventions.  
Thirdly, given the recent emergence of subjectively-oriented measures of resilience, 
several avenues for future research exist. Understanding how cognitive biases and priming 
affect self-assessments of resilience is a useful first start – drawing on existing literature 
of survey methods and applications (Tiberius 2006; Durayappah 2011; Lavrakas 2008). 
Doing so will allow evaluators to design more effective surveys and test the validity of 
scores related to objective measures. A further area of development relates to how 
subjective questions are structured. While some subjective measures ask respondents to 
reflect on past climatic events (as per the ‘resilience index’ in B16), others focus on 
hypothetical future events (NJ13 and JS16). Toolkits also differ in the extent to which 
they measure resilience to specific hazards, or a range of unspecified risks (as adopted by 
MM07 and Jones 2018a). Establishing the implications of these choices, and appropriate 
occasions for their use, is imperative given the that results are likely to differ considerably 
(Jones 2018b). Here again, much can be drawn from related literatures on subjective 
wellbeing and risk perception (Dolan et al. 2011; OECD 2013) 
Finally, our understanding of whether subjectively-oriented measures of resilience differ 
across contexts has a number of clear gaps. For example, though subjective tools have 
been applied in both developing (Waters and Adger 2017; Nguyen and James 2013; Béné 
et al. 2016b; Jones and Samman 2016) and developed country contexts (Seara 2017; 
Marshall 2010; Lockwood et al 2015), more can be done to understand how differences 
in environmental, socio-cultural and cognitive factors shape people’s responses. More 
importantly, a wide body of literature explores normative and societal influences on 
people’s response to risk (Rutter 1987; Paton 2003), as well as the importance of heuristics 
in decision making and human behaviours (Kahneman and Tversky 1979). Yet, few 
resilience measurement toolkits have accounted for these in their approaches warranting 
further exploration.  
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1.9. CONCLUSION 
Interest in resilience measurement continues to grow, thanks in large part to a growing 
community of measurement practitioners such as the FSIN network and the Rockefeller 
Foundation’s Resilience Measurement Community of Practice (MEL-CoP). The subject 
is also receiving increasing amounts of financial and technical support from traditional 
development funders eager to track the effectiveness of their resilience-building 
investments. While these advancements are inherently positive, ambiguity and confusion 
persist regarding the merits and limitations of different measurement approaches. More 
recently, the advantages of subjective approaches have been trumpeted with a growing 
number of studies making us of them (Clare et al. 2017).  
In this paper, I provide greater clarity in understanding the distinctions between objective 
and subjective ways of assessing resilience through use a novel continuum. The 
objectivity-subjectivity continuum highlights two core tenets, i) how resilience is defined 
(whether by the evaluator or the subject being observed), and ii) how resilience is 
measured (whether by external observation or internal judgement). I also showcase the 
assumptions and weaknesses of toolkits associated with the four quadrants of the 
subjectivity-objectivity continuum.  
In highlighting the use of different approaches, it is important to emphasise that there is 
no one-size fits all approach to resilience measurement. Evaluators should ultimately 
consider a number of factors before choosing which toolkit to adopt, including: their 
epistemology of knowledge creation; core objective of the measurement exercise; and 
resource and data constraints. Most importantly, clearer insights into the relationship 
between subjectivity and objectivity can improve our understanding of resilience. Guiding 
the design and development of interventions aimed at supporting it. 
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 Chapter 2 
 
Resilient, but from whose perspective?  
Like-for-like comparisons of objective and subjective 
measures of resilience  
 
 Lindsey Jones and Marco D’Errico  
 
As resilience continues its rise to top of the international policy agenda, development practitioners are 
under mounting pressure to ensure that investments in resilience-building are effective and targeted at those 
most in need. It is here that robust resilience measurement can make valuable contributions: identifying 
hotspots; understanding drivers; and inferring impact. To date, resilience measurement has been dominated 
by objectively-oriented approaches. These typically rely on external definitions of resilience, and are 
measured through observation or external verification. More recently, the potential for subjective approaches 
has been proposed. These take a contrasting approach, soliciting people’s judgements of what resilience 
means to them and asking them to self-evaluate accordingly.  
While both approaches have their strength and weaknesses, little is known about how objective and 
subjective modes of resilience measurement compare. To shed light on this relationship, we carry out a like-
for-like comparison of the two approaches using a regionally representative household survey of 2,308 
households in Northern Uganda. In so doing, we introduce a new measurement approach named the 
Subjective self-Evaluated Resilience Score (SERS). Outcomes from SERS are directly compared with an 
objectively-evaluated approach, the Resilience Index Measurement Analysis (RIMA) – widely used by 
resilience practitioners.  
Findings from the survey suggest a moderate correlation between objectively- and subjectively-evaluated 
modules. More importantly, both approaches share similar associations with many key socio-economic 
drivers of resilience. However, there are notable differences between the two. In some case, the approaches 
diverge entirely with regards to contributions of important traits. This includes associations with coping 
strategies, levels of education and exposure to prior shocks. Our results highlight the need for resilience 
evaluators to consider a diversity of knowledge sources and seek greater use of evidence in indicator selection. 
We also investigate the properties of the SERS module itself. We find that characterisations of resilience 
designed to mimic various commonly-used resilience frameworks produce similar outcomes. In addition, 
shorter SERS modules match the performance of the full set of SERS questions, allowing for quicker 
administration and reduced survey burden. Lastly, we call for evaluators to consider the strengths and 
weaknesses of subjective and objective measurement approaches, including options for combining both 
formats.  
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2.1. INTRODUCTION 
As political support for resilience intensifies, development and humanitarian actors are 
under mounting pressure to find robust ways of evaluating the effectiveness of resilience-
building interventions (Roberts et al. 2015; COSA 2017). A wide range of measurement 
approaches have recently sprouted in seeking to address this need (Schipper and Langston 
2015; Brooks et al. 2019). To date, the vast majority of these rely on objective forms of 
measurement (Bahadur and Pichon 2017). Broadly speaking, objective approaches can be 
described as those reliant on judgements or observations that are external to those being 
measured. Here objectivity can relate to two aspects: how resilience is defined, i.e. who 
decides what resilience is and the characteristics that make a household resilient?; and 
how it is measured, i.e. is resilience measured by means of external observation or self-
evaluated judgements? (Jones, 2019). 
Objective measures of resilience have many advantages. For example, most: use fixed and 
transparent definitions of resilience (Clare et al. 2018; Beauchamp 2019); allow for 
different groups of people to be compared through standardised metrics (COSA 2017); 
and rely on proxy indicators gathered through large household surveys – many of which 
are routinely collected by governments and development agencies (Schipper and 
Langston 2015). Yet they also face considerable draw-backs (Levine 2014). For one, 
agreeing on a common set of resilience indicators has so far proven a considerable 
challenge – despite numerous syntheses and technical reviews (Schipper and Langston 
2015; Bahadur and Pichon 2017; FSIN 2014a).  
In addition, while household resilience is partly driven by the availability of physical assets 
and infrastructure, much of it also relates to ‘softer’ elements. These are often made up 
of intangible processes – such as community cohesion or social capital – and are difficult 
to see or measure (Adger 1999). Objectively-evaluated tools often use large lists of proxy 
indicators to account for an inability to directly observe them (Bahadur and Pichon 2017). 
Yet, doing so requires significant amounts of socioeconomic data– much of which is 
difficult to collect in post-disaster contexts and poorly available across the Global South 
(COSA 2017). More worryingly, a preference to opt for easily quantifiable capacities not 
only risks skewing measurement outcomes but shifts consensus narratives on the 
determinants of resilience (Clare et al 2018).  
Most importantly, objective approaches do not currently take into account the wealth of 
knowledge that people have of their own resilience and contextual information that can 
help to inform it (Marshall and Marshall 2010). This includes important internal factors 
such as mental states, aspirations and psychological resilience. Each of which is 
fundamental in shaping how households react in the face of external threats (Cox and 
Perry 2011). With these factors in mind, alternative methods of resilience measurement 
have recently been sought (Maxwell et al. 2015). 
One promising approach comes in the form of subjective tools of assessment (Marshall 
2010; Jones and Tanner 2017; Jones and Samman 2016; Claire et al 2017; Seara et al. 2016; 
Nguyen and James 2013; Béné et al. 2016a; Sutton and Tobin 2012). Subjective 
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approaches start from the premise that people have a valid understanding of the risks 
they face (Jones 2019). As with objective measures, subjective approaches can relate either 
to how resilience is defined or how it’s evaluated. They use people’s own judgement of 
what constitutes resilience and self-evaluations of their ability to deal with risk. Crucially 
they place few, if any, constrains on what a respondent should consider in assessing their 
own resilience: measurement is largely done by the respondent themselves6.  
Subjective tools have been trialled in a number of different contexts (Jones and Samman 
2016; Marshall 2010; Seara et al. 2016; Nguyen and James 2013; Béné et al. 2016a) and 
may provide a useful complement to traditional objective approaches (Maxwell et al. 
2015; Clare et al. 2017). Yet, in practice, we know very little about the relationship 
between objective and subjective forms of resilience measurement. In this paper, we 
address this gap in knowledge by comparing objective and subjective measures of 
resilience using a regionally-representative survey in Northern Uganda. To do so, we 
introduce a new subjective approach, termed the Subjective self-Evaluated Resilience 
Score (SERS). SERS asks respondents to self-evaluate their own household via a series 
of nine capacity-related questions. We use this module to make like-for-like comparisons 
between SERS and an objective measure, the Resilience Index Measurement Analysis 
(RIMA).  
Data from the survey are used to examine three research questions. Firstly, given that 
each household in the survey is assigned both SERS and RIMA modules, we look at how 
subjective and objective-measures of resilience compare. Secondly, we take advantage of 
the wide range of livelihood information collected during the survey to examine whether 
SERS is associated with the same socio-economic drivers and indicators as RIMA. Our 
last research question looks at the properties of our subjective module in more detail. 
Specifically, we are interested in knowing whether different variants of SERS produce 
similar resilience outcomes.  
In answering these three queries we stress that neither SERS nor RIMA are ‘true’ 
measures a household’s resilience. Given that resilience is not directly observable (DFID 
2015), they offer two different ways of inferring resilience outcomes. Yet, considerable 
value can still be taken in examining how the properties of the two compare. This is 
especially relevant in testing assumptions that underlie selection of characteristics and 
indicators for resilience measurement. 
We structure our paper as follows. We start by providing background information on 
resilience and ways of measuring it. We also clarity distinctions between subjective and 
objective forms of measurement. Next we detail our methods, including the properties 
of the survey as well as the SERS and RIMA modules used within it. We then present 
results, followed by a discussion structured around the paper’s three primary research 
 
6 Subjectively-oriented questions should allow for respondents to internally consider and validate their own 
understanding of resilience, with outcomes feeding into a quantitative measure.  
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areas. Lastly, we finish with a brief description of limitations and ways forward for the 
resilience measurement community of practice.   
 
2.2. BACKGROUND AND CONTEXT 
The notion of resilience has a long history spanning multiple academic disciplines 
(Alexander 2013). In recent decades, the term has gained prominence across the 
sustainability sciences in describing how socio-ecological systems respond to shocks and 
stresses. The rise in popularity has coincided with the adoption of resilience as a unifying 
framework in bridging humanitarian and development practices. Indeed, resilience is now 
central to a number of international policy commitments, including the UN’s Agenda 
2030 and Paris Agreement on climate change (United Nations 2015a,b). While its 
prevalence has helped to raise awareness for risk reduction, it has also contributed to 
considerable debate and confusion around the term’s actual meaning.  
Historical applications of resilience (mainly those stemming from engineering and 
ecology) have long been associated with the ability of a system to return to a normalised 
state after disturbance or change (Holling 1973; Walker et al. 1981). This clearly has many 
parallels for social systems. However, social scientists were quick to highlight the 
importance of unique social processes such as adaptation and transformation. These 
preemptively allow societies to respond to threats like climate change or environmental 
degradation (Pelling 2010; Miller 2010). In some ways, these can be seen as at odds with 
notions of resilience as bouncing-back, further contributing to conceptual ambiguity 
(Olsson et al 2015).  
Discrepancies like these have considerable implications for measurement efforts. Given 
that resilience cannot be directly observed, most measurement approaches choose to 
break resilience down in its constituent characteristics (DFID 2016, Bahadur & Pichon 
2017). Whichever mix of characteristics is chosen by the evaluator will inevitably play a 
large role in dictating measurement outcomes: and is partly responsible for the vast 
number of different resilience tools that have emerged in recent years (Schipper & 
Langston 2015). To complicate matters, resilience-related characteristics are seldom 
observable in themselves (Brooks et al. 2019). In the case of objectively-evaluated 
frameworks, tools often address this challenge by resorting to large lists of proxy-
indicators tied to socio-economic traits or other development outcomes (see HSSAI 2015 
and Bahadur & Pichon 2017 for a review of different approaches).  
With the above in mind, we focus our analysis on a narrow definition and application of 
resilience. Specifically, we hone in on a particular unit of analysis: the household. This is 
due to the centrality of the household unit in dictating responses to external stimuli 
whether at the individual, family or community-levels (Toole et al. 2016). Indeed, many 
of the assets, capabilities and functions commonly assumed to support resilience in social 
systems derive from, and are dictated by, household-level dynamics (Frankenberger & 
McCaston 1998). A focus on households also allows for distinctions to be drawn between 
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psychological resilience – associated with the ability of an individual’s psyche to deal with 
shock or trauma – and the resilience of the individual or household overall. This point is 
particularly relevant when assigning modules on subjectively-measured resilience (Windle 
et al. 2011). However, we recognise that our focus on households limits our ability to 
examine the relationships important cross-scalar issues. It also tells us little about the 
contribution of intra-household dynamics to resilience – particularly in relation to power 
dynamics and social ties that exist between household members (Carr 2005). 
Before any effort at measuring resilience can start, one question has to be clarified: what 
are households resilience to? Resilience can be defined in relation to a specific hazard (or 
related set of hazards) (Brooks et al. 2019). The literature is replete with examples, 
including flood resilience (O’Sullivan et al. 2012); drought resilience (Keil et al. 2008); or 
climate resilience more broadly (Tyler & Moench 2012). Conceptually, the idea is to 
examine the ability of a given system (in our case a household) to cope with and respond 
to a particular hazard. However, hazards rarely occur in isolation. Households often have 
to contend with exposure to multiple overlapping risks (O’Brien & Leichenko 2000; 
Kelman 2010; Zobel & Khansa 2011). As such, resilience is increasingly referred to in 
relation to broader systemic risk or outcome-related traits - such as disaster resilience 
(Cutter et al. 2010), food systems resilience (Pingali et al. 2005) or economic resilience 
(Rose 2004). Here, resilience is thought of as the ability of a system to maintain wellbeing 
outcomes in the face of diverse multi-hazard environments. Many of which may interact 
in threatening a household’s basic functions: 
‘Climate change, globalization, poverty, earthquakes, injustice, tropical cyclones, lack of 
livelihood opportunities, inequity, landslides, overexploitation of natural resources, epidemics, 
and lack of water supply—amongst many other ongoing challenges—often converge to most 
affect those who have the fewest options and resources for dealing with those challenges. 
Consequently, those with the fewest options and resources tend to be most vulnerable across all 
forms of threats, demonstrating multiple exposure to multiple threats simultaneously’ Kelman 
et al. (2010:23) 
In the context of this study our focus is on Karamoja, Northern Uganda. More so than 
any environment, Karamoja is one facing a wide range of overlapping threats: a 
confluence of colonial subjugation, regional and tribal isolation, and a harsh natural 
environment (Levine 2010). Accordingly, we concentrate our analysis on a broad multi-
risk conceptualisation of resilience. However, we recognise the importance of single-
hazard approaches, and seek to compare our main results with these where-ever relevant 
(see Robustness checks below). 
Another important point of clarity relates to the distinction between objectivity and 
subjectivity. For the purposes of this paper we make use of the objectivity-subjectivity 
continuum proposed by Jones (2018b). The continuum refers to objectivity and 
subjectivity in resilience measurement by isolating two core tenants. The first is how 
resilience is defined. Objective definitions of resilience can be classed as those externally 
derived. In practice, this means that resilience is not determined by the people or system 
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being assessed. Rather, the characteristics (or indicators) used to evaluate resilience are 
drawn from the wider academic literature or through use of extensive expert consultation 
(Schipper and Langston 2015). Objective characterisations also tend to be standardised 
and fixed in their depiction of resilience and its properties (Jones 2019). On the other side 
of the continuum, subjective measurement tools draw primarily on the judgement of 
those being measured themselves. This means that individuals (or a collection of 
individuals) are responsible for defining what resilience means to them and properties 
that make up a resilience person or system. These inputs are then used to guide the 
measurement approach that follows.  
The second tenant of the objectivity-subjectivity continuum relates to measurement. 
Objective approaches to resilience rely on external observations and verification, i.e. little 
to no room for the judgement and perspectives of those being measured. For example, 
use of satellite imagery to evaluate the extent of damage to a property, or an assessment 
of household assets through a household survey can both be seen as objective measures. 
They involve little, if any, subjective judgement on the part the respondent. On the other 
hand, subjective assessments make use of people’s perceptions in the measurement 
process itself. They typically involve asking respondents to self-evaluate themselves, 
drawing on their own internal judgement of their household’s ability to deal with risk. 
The same approach is often used in evaluating subjective wellbeing, where people are 
asked to self-assess levels of life satisfaction or happiness (OECD 2013; Dolan and 
Metcalfe 2012).  
The advantage of portraying this relationship as a continuum is that it highlights that 
many aspects of measurement fall somewhere in between the two ends of the spectrum. 
In practice, few measurement approaches are entirely subjective or objective in nature: 
choice of objective indicators is often informed by bottom-up community consultations 
and piloting; subjective-evaluations are often worded and grouped according to 
objectively-defined definitions of resilience (Jones 2019). As such, we are careful to make 
distinctions between the two categories of definition and measurement when referring to 
the properties of measures used in our survey. 
 
2.3. A SURVEY COMPARING OBJECTIVE AND SUBJECTIVE-
MEASURES OF RESILIENCE 
In order to shed light on the relationship between objective and subjectively-evaluated 
resilience, we carry out a representative survey of 2,380 households in the Karamoja 
region of Northern Uganda. We assign separate RIMA and SERS modules to each 
household allowing like-for-like comparisons of both approaches. Below we provide 
further detail on how RIMA and SERS scores are computed, as well as the survey 
methods used to inform our analysis. 
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2.3.1. RIMA: an objectively-evaluated resilience module 
The body of objective measures for resilience measurement is large and ever-growing 
(Schipper and Langston 2015; Bahadur and Pichon 2016). Amongst them, one of the 
most commonly applied quantitative measures is the Resilience Index Measurement 
Analysis (RIMA). RIMA is  developed by the United Nations Food and Agriculture 
Organisation (FAO) and has undergone a number of iterations since its development by 
Alinovi et al. (2008) as an econometric model for estimating household-level resilience to 
food security. Its latest iteration, RIMA-II, comprises a multi-dimensional index devised 
through Structure Equation Modelling (SEM) and designed to reflect food security 
outcomes (FAO 2016).  
In terms of how RIMA-II conceptualises resilience, the approach acknowledges 
frameworks supported by the Technical Working Group on Resilience Measurement 
(FSIN 2014a). It unpacks resilience into four “pillars”: 
(1)  Access to basic services: a household’s access to enabling institutional 
and public services environments. It includes indicators like health facilities; 
education; credits; water; and other basic services.  
(2)  Assets: income and non-income related assets that enable a household to 
make a living. It includes both productive (land; livestock; and other income 
generating activities); and non-productive assets.  
(3)  Social safety nets: the network upon which a household can rely on when 
faced with a shock. It includes both formal and informal transfers; as well as 
social networks. 
(4)  Adaptive capacity: a “household’s ability to adapt to the changing 
environment in which it operates” (FAO 2016, p. 14). It includes factors such 
as education; number of income sources; and reliability of income.  
Each pillar is considered a latent variable and is in turn made up of range of proxy socio-
economic indicators gathered using household survey data (see Table 3).  
 
 
 
 
 
 
 
 
 
 
  48 
Table 3: Pillars of RIMA’s resilience capacities and the proxy variables used to 
represent them 
RIMA pillar Indicators 
Access to Basic Services 
Household characteristics; Distance to health clinic; 
Distance to public transportation; Distance to markets; 
Access to potable water. 
Assets 
Wealth index; Cultivated land value per capita; Tropical 
Livestock Units; (TLU) per capita; Agricultural inputs. 
Social Safety Nets Cash transfers per capita; In-kind transfers per capita. 
Adaptive Capacity 
Levels of education; Number of income-generating 
activities in the household; Dependency ratio (active/non-
active members); 
Source: FAO 2016; D’Errico et al. 2017 
In its most commonly used format, RIMA-II is estimated via a two-step procedure. First, 
a factor analysis is performed with indicators for the four RIMA pillars. Second, a 
Resilience Capacity Index is devised. This is done by combining the output of the factor 
analysis with a Multiple Indicators Multiple Causes (MIMIC) model - a type of structural 
equation model (SEM). The MIMIC model is comprised of both the SEM (where 
observed variables are considered causes of resilience as latent variables) and the 
measurement model (where the observed variables are considered indicators of 
resilience). The latter requires a reference unit: a variable assumed to be affected by a 
household’s resilience and commonly associated with wellbeing-related outcomes. Given 
the mandate of FAO, the chosen outcome is typically food security – often equated as 
combination of monthly per capita food expenditure and dietary diversity. The process 
allows for a single unit of resilience to be created for a household along a scale of 0 (lowest 
resilience) to 1 (highest resilience). An annotated diagram of processes employed in 
devising the RIMA-II score is represented in Appendix A Figure 21. For full details of 
the procedure see FAO (2016) and D’Errico et al. (2017).  
For the purposes of this paper, we also introduce an alternative specification of the 
RIMA-II model. This hybrid model – which we refer to henceforth as ‘RIMA’ – removes 
the score’s tie to a food security outcome. Our hybrid RIMA measure follows the same 
initial steps as the original RIMA-II and is based on the conceptual premises outlined in 
the RIMA-II’s guidelines (see FAO 2016 and D’Errico et al. 2017). It uses the same four 
pillars of resilience, and includes all of the indicators used in RIMA-II. The only difference 
is that it does not include the wellbeing out part of the structural equation model. As per 
the original RIMA-II approach, RIMA scores are normalised on a scale of 0-1. 
The main advantage of this new model is that it better reflects resilience to broader 
livelihood outcomes (i.e. overall resilience), rather than their ability to solely maintain 
food security outcomes (the focus of the original RIMA-II model). As such, this hybrid 
version of RIMA is better suited for comparison with the SERS model which is similarly 
focused on a multi-hazard view of resilience. We therefore consider it our preferred 
specification for the paper’s main analyses. However, we also recognize the well-
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established use and track-record of the RIMA-II method and run parallel analyses 
comparing SERS with the original RIMA-II approach (see Section 2.3.4. Testing 
Assumptions, and Appendix A Table 14). 
2.3.2. SERS: a subjectively-evaluated resilience module 
For the subjective module of our survey we use the Subjectively self-Evaluated Resilience 
Score (henceforth referred to as SERS). Similar to RIMA, SERS considers resilience to 
be made up of a range of resilience-related capacities. The module is adapted from a 
hazard-specific variant proposed by Jones et al. (2018b) and features a total of nine 
resilience-related capacities and capitals chosen on the basis of an extensive review of 
available literature (see Table 3). Each resilience-related capacity is then adapted to self-
elicited questions, with respondents asked to rate their levels of agreement ranging from 
strongly agree to strongly disagree. Pilot exercises of the module were carried out in a 
nationally representative survey of Kenya (early 2017) and regional surveys in Hpa An, 
Myanmar (Jones 2018a) helping to inform question wording and composition.  
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Table 4: List of nine resilience-related capacity questions used in the SERS 
module 
Resilience-
related capacity 
Question References 
Absorptive 
capacity 
Your household can bounce back from 
any challenge that life throws at it  
Béné et al. (2012) 
Bahadur et al. (2015) 
Transformative 
capacity7 
During times of hardship, your household 
can change its primary income or source 
of livelihood if needed 
Béné et al. (2012) 
Kates et al. (2012) 
Adaptive capacity If threats to your household became more 
frequent and intense, you would still find 
a way to get by 
Jones et al. (2010)  
Béné et al. (2012) 
Bahadur et al. (2015)  
Financial capital During times of hardship, your household 
can access the financial support you need 
Mayunga (2007)  
Birkmann (2006) 
Social capital Your household can rely on the support 
of family and friends when you need help 
Cox and Perry (2011) 
Aldridge (2012) 
Sherrieb et al. (2010) 
Political capital Your household can rely on the support 
politicians and government when you 
need help 
Birckmann (2006) 
Magis (2010) 
Renschler et al. 
(2010) 
Learning Your household has learned important 
lessons from past hardships that will help 
you better prepare for future threats 
Folke et al. (2002) 
Cutter et al. (2008) 
O’Brien et al. (2010) 
Anticipatory 
capacity 
Your household is fully prepared for any 
future natural disasters that may occur 
in your area 
Paton (2003) 
Foster (2007) 
Bahadur et al. (2015)  
Early warning Your household receives useful 
information warning you about future 
risks in advance 
Thywissen (2006) 
Twigg (2009) 
Kafle (2012) 
 
Subjectivity is at the core of the SERS approach. However, it is important to note that by 
prescribing a set of resilience-related characteristics, SERS falls under the category of 
objectively-defined (i.e. characteristics are selected from a review of the wider resilience 
literature, rather than those being measured themselves). The distinction highlights the 
non-binary nature of objectivity and subjectivity, and that most approaches will have 
elements of both. It also draws attention to the advantage of thinking of the relationship 
between the two along an objectivity-subjectivity continuum.  Respondents are asked to 
score their level of agreement with each capacity using a Likert scale with five response 
items (Strongly disagree = 1, Strong agree = 5). While numerical conversion of Likert 
 
7 The definition of transformation used here is largely based around the ability of a household to modify livelihood 
activities when and if required (Béné et al. 2012; Kates et al. 2012). However, we recognise that the term has many 
different interpretations. Others draw heavier emphasis on power dynamics and agency (see Carr 2019). As with all 
capacity questions, we recognize the limitations of short and easy-to-interpret statements and encourage others to tailor 
SERS to fit different capacity definitions. 
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scale responses of this type is typical across the social sciences, it is also important to 
recognise that assumptions of cardinal comparability are disputed (Kristofferson, 2017). 
Each characteristic can either be compared individually or aggregated together to form a 
single collective score comprised of multiple capacities. Together this aggregate score 
constitutes the household’s resilience outcome, acting as a rough marker of overall 
resilience. A Cronbach’s Alpha score of 0.79 suggests high internal consistency across the 
nine resilience-capacities. To ensure computational ease and transparency, we numerically 
convert answers for each of the resilience-related capacity questions and calculate an 
equally-weighted mean score. As with the RIMA output, subjectively-evaluated resilience 
scores are normalised on a scale of 0-1 using min-max normalisation (higher scores 
indication higher resilience). While this score is neither exhaustive nor holistic, it does 
provide a useful starting guide. As a robustness check, we also devise a score using an 
alternative weighting procedure derived from a Principal Component Analysis (PCA). As 
overall results appear to be almost identical between the simple averaging and PCA, we 
present results from the equal-weighted score in this paper (see Section 2.3.4 Testing 
Assumptions and Appendix A Section 1).  
SERS is designed to be flexible with regards to different definitions and characterisations 
of resilience. As such, it allows evaluators to pick and choose any combination of 
resilience-related capacities. In this paper, our main model uses all nine resilience-related 
capacities based on the approach used by Jones (2018a). However, we also look at 
different variants of SERS based on widely used frameworks in the resilience literature. 
The first is a subset of three resilience-capacities comprising Absorptive, Adaptive and 
Transformative capacities, which we name the ‘AAT’ variant. This combination of 
capacities has been widely applied within the resilience literature (Pelling 2010; Béné et al. 
2012) as well as shaping resilience-building programmes – see Oxfam’s Framework for 
resilient development (Jeans 2017). On the one hand it builds on early socio-ecological 
concepts of resilience, highlight the ability of system to maintain core functions in 
response to threats (Holling 1973; Walker et al. 1981). On the other, it acknowledges the 
importance of adaptation, and in some cases transformation, to allow systems to deal with 
evolving risk (Kates et al. 2012).  
A second version uses another subset of three capacities made up of anticipatory, 
absorptive and adaptive capacities, named the ‘3A’ variant. This mimics the 3As 
framework first proposed by Bahadur et al. (2015) and used by the BRACED programme 
as well as range of other assessments (Wilson & Yarron 2016; Bottazzi et al. 2018). This 
framework is similar to the AAT model, adding particular weight to the importance of 
anticipatory mechanisms, such as early warning systems and disaster risk reduction 
activities (in place of transformation) (Thomalla & Larsen 2010). 
Lastly, as noted in Section 2, we focus our SERS module on a multi-risk view of resilience. 
As such, SERS questions make no reference to individual hazards. Instead we refer 
generically to ‘threats’, ‘challenges’ or ‘disasters’. Doing so is also important in minimising 
the likelihood of priming effects amongst respondents (OECD 2013). However, we 
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recognise that specifying resilience to single hazards can also be of benefit to practitioners 
– particularly in cases where interventions target a single hazard. Accordingly, we also 
include a hazard-specific SERS module mimicking the example used by Jones et al. 
(2018a) and focused on drought risk – the primary threat facing livelihoods in Karamoja 
(see Appendix A Table 3 for wording). 
Inherently the questions used in the SERS module cannot cover all aspects of resilience, 
nor do they seek to. Rather, they give a useful indication of a subset of capacities that are 
known to strongly influence a household’s resilience. In addition, while each capacity is 
considered distinct in its own right, it is important to note that some degree of overlap is 
inherent, limiting the extent to which the unique contributions of each can be isolated. 
For example, close ties exist between adaptive and transformative capacities, as both 
relate to processes of structural change (Few et al. 2017). Yet, these are often referred to 
separately within the resilience literature (Pelling 2010; Kates et al. 2010). As outlined 
above, different subsets of the SERS module can also be constructed to account for an 
evaluator’s preferred definition of resilience.  
Finally, we note that reasons for quantifying subjective-evaluations of resilience may not 
be altogether obvious. Subjective insights on resilience have been gathered extensively 
through qualitative means, recognising the richness and nuance that these methods 
provide (Ayeb-Karlsson et al 2016; Maxwell et al. 2015). SERS is by no means an attempt 
to replace the importance of qualitative contributions to our understanding of resilience 
through interviews, focus groups and immersive research methods. Rather, it seeks to 
complement it. It is a way of translating bottom-up subjective judgements into a 
quantifiable metric that can be readily compared, and potentially combined, with 
traditional objective approaches. In doing so, it answers recent calls for greater diversity 
of research methods in understanding resilience: 
‘Resilience measurement requires multiple method assessment approaches that capture 
perceptions, opinions, judgments and the nature of social interactions as well as the observable or 
easily measurable characteristics of social ecological systems’. Maxwell et al. (2015:4) 
 
2.3.3. Data 
To test the relationship between objective and subjectively evaluated resilience we make 
use of a household survey conducted in Karamoja, Uganda in 2016. The primary purpose 
of the survey was to understand the resilience capacities of communities in Karamoja to 
determine baseline values for an upcoming impact evaluation8.  
The survey is composed of a total of 2,380 households. The sampling strategy is stratified 
according to the five strata: (1) target households, which are those reached by FAO’s 
 
8 For more information on the types of activities supported by FAO in Karamoja and the broader evaluation see 
http://www.fao.org/3/ca0345en/CA0345EN.pdf. A follow-up survey is scheduled to take place in late 2020 resulting 
in a panel dataset.   
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activities in 12 parishes of the Moroto and Napak districts; (2) direct spillover households, 
which are those located in the neighbouring parishes of Moroto and Napak districts but 
not affected by FAO interventions; (3) indirect spillover households, which are those 
unaffected by the project in Kotido and Nakapiripirit, but where other UN projects are 
ongoing; (4) a ‘different ethnicity’ group, which includes households located in two 
districts (Abim and Amudat) populated with ethnic groups that are different from the 
Karamojong (the principle ethnic group in the region); (5) and the pure control group, 
comprised of households located in the Kaabong district, which have the same ethnic 
group and socioeconomic conditions as the target group, but which are not involved in 
the FAO programme.  
For the purposes of this survey, we do not make use of the distinct strata in analysing our 
results and pool all responses together. However, we hope to exploit results from the 
different groups in follow up research to test the impacts of FAO activities on resilience 
outcomes. 
The household questionnaire was comprised of a range of thematic sections and piloted 
in Moroto district in November 2016. Specifically, it collects detailed information on 
household characteristics, including: food and non-food consumption; perceived shocks; 
coping strategies; as well as the two respective resilience modules (in the form of SERS 
and RIMA). Results from the survey are shown below.  
 
2.4. RESULTS 
The first research question that we explore is how objectively- and subjectively-evaluated 
measures of resilience compare. Figure 4 shows a series of associations comparing RIMA 
and SERS outcomes. The first thing to note is that the distribution of scores is far 
narrower for RIMA (s = 0.13, !̅ = 0.31) than for SERS (s = 0.21, !̅ = 0.49) (Figure 4a).  
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Figure 4: Densities and relationships between RIMA and SERS variants 
 
Notes: Panel a shows probability densities of our hybrid RIMA model alongside the SERS (9C variant). 
Panel b features a count plot between SERS scores and RIMA values rounded to match the same number 
of permittable response items as SERS (33).  Panels b, c, and d feature mean SERS scores for aggregated 
RIMA values rounded to the nearest 0.1. 
Secondly, the association between RIMA and SERS scores is positive. Figure 4b shows a 
count plot of the full range of resilience scores, while Figures 4c-d show mean SERS 
scores for aggregated RIMA values. While the raw values are somewhat scattered (R2 = 
0.25), a relatively clear linear relationship is apparent not only for the full SERS model, 
but the SERS-3A variant as well. Values do not quite line up 1:1, with SERS tracking 
slightly higher for low RIMA values and slightly lower for high RIMA values.  
We are also interested in comparing associations between the two resilience modules and 
key socio-economic drivers of household resilience. For example, much of the literature 
cites the accumulation of asset wealth as a strong determinant of a household’s ability to 
deal with disturbance (Tyler & Moench 2012; Cutter et al. 2008). Interestingly, both 
RIMA and SERS modules demonstrate positive relationships (as shown in Figure 5a), 
with higher wealth accumulation corresponding to higher levels of resilience. Similar 
positive associations are apparent for diversity of incomes sources as well as food security 
(represented by the CSI index9). Both have traditionally been considered as core drivers 
of resilience at the household level (Adger 1999; Jabeen 2010). Not all assumed 
associations overlap however. For example, while the highest level of education for 
 
9 CSI is an indicator of household food security that uses a series of questions about how households manage to cope 
with a shortfall in food for consumption results in a simple numeric score. In its simplest form, monitoring changes in 
the CSI score indicates whether household food security status is declining or improving (see Maxwell et al. 2003) 
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household heads shows a marked positive association under RIMA, no such association 
is apparent for the SERS module10.  
Figure 5: Relationships between objective and subjectively-evaluated modules 
and key socio-economic variables 
 
Notes: Panels a) and c) feature mean SERS and RIMA scores across binned ventiles. Plots b) and d) 
feature violin plots with a boxplot (median and first/third quartiles) in the centre and kernel 
probability densities along the outside. 
While descriptive and bivariate analysis is useful in uncovering broad associations, it is 
also important to account for the effects of any confounding factors before drawing firm 
conclusions. To do so we run a series of OLS regressions with SERS and RIMA as 
dependent variables. A range of socio-economic traits – each considered to have a degree 
of association with resilience within the resilience literature – are gathered from the 
remainder of the survey modules and serve as independent variables within the models. 
Both models include area fixed effects with cluster-robust standard errors at the sub-
county level. In comparing a range of different setups, we also look at outcomes from 
regressions models using simple Ordinary Least Squares (OLS) with area fixed effects 
removed, area-fixed effects with robust standard errors and multi-level models with 
households nested within sub-countries and districts – see Robustness Checks. 
           
 
 
 
10 We return to the relationship between education and resilience in more depth in Section 2.4 
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#$%#!" = '" + )##*+,-!" + )$.%/0$%!" + 1!"     (1) 
The primary OLS set up with area-fixed effects is presented in Equation 1. Here the 
outcome SERShc relates to the 9C variant of the SERS model indexing households h in 
sub-county c. SHOCKhc is a vector of dummy variables for a series of self-reported shocks. 
These include drought, flood, crop disease and illness. DRIVERhc is a vector of socio-
economic variables commonly associated with drivers of household resilience. '" is 
shown as a sub-county fixed effect (expressed as dummies) with the error term 
represented by 1!" .  
Outputs from the above are compared directly with Equation 2. This model shares an 
identical structure to that of Equation 1, simply replacing SERS with RIMA (through %/23!") as the outcome variable of interest.  
   	%/23!" = '" + )##*+,-!" + )$.%/0$%!" + 1!"   (2) 
In effect, outputs from Equation 2 are largely uninteresting in isolation: results simply 
inform us of the assumptions and weights assigned to various indicators that feed into 
the RIMA model. Instead, real utility comes from side-by-side comparisons of Equations 
1 and 2. 
Given that the SERS approach does not factor any of the shocks or input variables when 
asking people to self-evaluate, a comparison of the two models serves as a quasi-
independent check of the RIMA set-up (and indicators used within). In theory, if both 
scores are wholly reflective of the same underlying property (and are void of bias), then 
we would expect similar trends and effects from the variables of interest. In practice, it is 
difficult to argue that RIMA and SERS are capturing the same latent construct (i.e. overall 
household resilience). However, they overlap considerably and should be expected to 
broadly reflect the same associations with relevant drivers of resilience. 
Figure 6 presents side-by-side comparisons of outputs from the RIMA and SERS models. 
Variables above the dashed horizontal line share the same sign of association for both 
models (i.e. a positive or a negative association on resilience), those below have opposing 
signs. For ease of viewing and interpretation, variables are ordered in relation to the 
highest and lowest coefficients in the RIMA model (essentially showing us the magnitude 
of relative weightings used in the RIMA set up). Given the potential for non-linear 
relationships we also include quadratic terms for each of the socio-economic drivers (see 
Appendix A Table 17). Again, many associations are matched between the two 
approaches – though there are some differences between linear and non-linear 
relationships (notably wealth and CSI). 
 
 
  57 
Figure 6: Coefficient plot comparing associations with socio-economic drivers of 
resilience 
 
Notes: Dots represent standardised beta coefficients, 95% confidence intervals are represented as whiskers. Whiskers for gender 
and relationship status variables under the SERS model have been cut-off for ease of comparative viewing. Standard errors 
are clustered at the sub-county level. The horizontal dashed line represents variables that disagree in sign between RIMA and 
SERS models (those above agree in sign; those below do not). Variables are ordered in relation to highest-to-lowest coefficients 
for the RIMA model (the opposite is the case for variables below the dashed horizontal line) 
Another way to compare our two resilience modules is to see whether the individual 
characteristics of RIMA’s resilience model are associated with SERS. RIMA breaks 
resilience down into four core characteristics: adaptive capacity; assets; social safety nets; 
and access to basic services. To examine the extent to which these characteristics are 
reflected in people’s self-evaluations we run an OLS model (Equation 3) with SERS as 
the outcome variable, #$%#!" . As with prior models, we include area-fixed effects and 
cluster standard errors at the sub-county level. Under this specification each of RIMA’s 
four characteristics11 are represented by ASThc (assets), ABShc (access to basic services), 
SSNhc (social safety nets) and AChc (adaptive capacity) - see FAO 2016 and D’Errico et al. 
2017 for a full list of indicators associated with each pillar.   
 
 
11 Note that FAO use the term ‘pillars’ rather than characteristics 
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            	#$%#!" = '" + )#3#5!" + )%36#!" + )&##7!" + )'3,!" + 1!"    (3) 
Outputs from Equation 3 are compared directly with a parallel model that places RIMA 
scores, RIMAhc, as the outcome variable. Indeed, given that the indicators used in 
compiling RIMA’s four pillars are largely independent of the SERS set-up it can loosely 
be considered as an independent check.  	%/23!" = '" + )#3#5!" + )%36#!" + )&##7!" + )'3,!" + 1!"   (4) 
Again, Equation 4 on its own is not particularly informative. It demonstrates the 
weightings assigned to each of four characteristics of resilience as specified within the 
RIMA model (and hence why the confidence intervals are far smaller for RIMA compared 
with SERS outcomes). However, when comparing Equations 3 and 4 together we see 
that all four characteristics are positively associated with SERS (Figure 7). Assets have the 
largest marginal effect with social safety nets the lowest. It is also worth noting that the 
effect sizes for anticipatory capacity and assets are far higher for the RIMA model 
compared with SERS. While this may imply that RIMA is overweighting, it’s important 
to consider that self-evaluations have a far wider range of potential influencing factors 
when compared with RIMA’s four characteristics.  
Figure 7: Coefficient plots showing associations between RIMA (blue) and SERS 
(red) relative to RIMA’s four characteristics of resilience 
 
Notes: Dots represent standardised beta coefficients, 95% confidence intervals are represented as whiskers. 
Standard errors are clustered at sub-county level.  
The paper’s final research query seeks to compare outcomes of different versions of the 
SERS approach. As is clear from Figure 8a, strong overlaps exist between the 9C and 3A 
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variants of the SERS model, with both closely tracking a 1:1 ratio. A similar association 
is also apparent when comparing 9C and AAT variants in Figure 8b. While values are 
more scattered, comparison of the 3A model of overall resilience with the 3A hazard-
specific variant also demonstrates a high degree of overlap. 
Figure 8: Count plots of relationship between different variants of self-evaluated 
resilience 
 
The size of dots represents the frequency of responses with the same score. The black line follows a direct 1:1 ratio between the 
two measures. The blue line shows a liner regression line of best fit. Note that all models in Figures a) and b) are in relation 
to overall resilience, Figure c) compares a model of overall resilience with a hazard-specific model (focused on drought).  
Figure 9a shows that correlation coefficients between SERS variants are high. By way of 
an interesting point of comparison, the relationship between the original RIMA-II 
specification (the variant of RIMA that is tagged specifically to a food security outcome) 
and our hybrid version of RIMA (which has no outcome variable and is therefore a better 
reflection of overall resilience) is notably weaker with an R2 of 0.48.  
We can also look at correlations between the various resilience-related capacities that 
contribute to SERS. Figure 9b highlights a wide range of associations, with the strongest 
tie appearing to be between Adaptive and Absorptive capacities. To get a more detailed 
understanding of the links between resilience-related capacities we also run a Principal 
Component Analysis with all nine capacities in the full SERS module. Appendix A Table 
12 confirms that Absorptive and Adaptive capacities are the two strong contributors to 
the SERS scores, followed by Anticipatory and Transformative capacities. Interestingly, 
Political capacity appears to have consistently low correlations with other resilience-
related capacities, with slight loadings in the first principal component. As such, its use is 
dropped as part of the SERS-PCA variant, weighted on the basis of the first principal 
component across all nine-capacities (see Appendix A Table 12). 
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Figure 9: Correlation matrix of different resilience modules and SERS resilience-
capacities 
 
Notes: Correlation plots shows coefficients for various SERS traits with corresponding values matched to 
colours in the legend. Correlations are presented as Pearson coefficients.  
While different subjective variants appear to be highly correlated, what about similarities 
between underlying socio-economic drivers? As with the analysis above we perform a 
series of OLS regressions that allow for side by side comparisons between the three main 
variants of the SERS subjectively-evaluated resilience approach. Specifications for these 
models are identical to Model 1 except that the outcome variable is replaced by the 3A 
and AAT variants of overall resilience respectively. As apparent from Figure 10, 
associations between subjective self-evaluations of resilience and various drivers and 
shocks remain notably similar across the three variants (see also Appendix A Table 16). 
Indeed, there are only a small number of variables that do not exhibit the same sign and 
level of statistical significance.  
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Figure 10: Coefficient plot comparing different variants of the SERS subjectively-
evaluated resilience model 
 
Notes: Dots represent standardised beta coefficients, 95% confidence intervals are represented as whiskers. Standard errors are 
clustered at sub-county level.  
2.3.4 Testing assumptions and robustness  
In order to test the validity of the paper’s findings we perform a number of robustness 
checks. Appendix A Table 13 shows comparisons of RIMA and SERS when run using 
OLS with no area-fixed effects (1 and 5), OLS with area fixed effects (2 and 6), OLS with 
area fixed effects and clustered standard errors (3 and 7, and our preferred model setup) 
and a multi-level model that nests households within sub-counties and district (4 and 8). 
All OLS models feature robust standard errors unless otherwise stated. Though there are 
some apparent differences in the size of standard errors (notably in relation to the effect 
of crop diseases), all four models appear to be largely consistent.  
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Another important step taken in our analysis is the use of a modified version of the RIMA 
approach. The hybrid RIMA model is considered a more suitable comparison with SERS 
given that it better reflects overall resilience and is no longer tied to a food-security 
outcome. Yet, we recognise that the original RIMA tool is well established within the 
literature and often used as a proxy for wider resilience outcomes too (not just food 
security). Therefore, we run the same model set-ups as before, using the original RIMA-
II instead of a hybrid version. Results are presented in Appendix A Table 14 with a similar 
range of regression runs as specified in Appendix A Table 13. Some differences are noted 
between the two set-ups, though most are unsurprisingly in relation to food-related 
variables such diversity of food intake, annual food consumption and crop diversification. 
A key factor in evaluating survey modules with multiple components is weightings. While 
we use an equally weighted average for most of the results presented in the paper, we also 
test our results with an alternative version (labelled SERS-PCA) that weights resilience-
capacities according to the first principal component (with 8 questions retained). 
Accordingly, Appendix A Table 15 re-runs comparisons between RIMA and SERS-PCA. 
Again, we find few differences.  
Lastly, we note that a weakness of many subjective measures is a tendency for 
respondents to agree with all questions, or provide consistently similar answers 
throughout a survey – known as acquiescence bias (OECD 2013). To account for this, 
we remove any household from the sample that provides the same answer across each of 
the resilience-related capacity questions. When Model 2 is rerun under this set-up we see 
no qualitative differences (see Appendix A Table 16). 
 
2.4 DISCUSSIONS AND CONCLUSION  
Results from our Karamoja survey point to a number of interesting findings and 
discussion points. Below we reflect on our three main research areas. We also consider 
limitations and ways forward for future efforts to define, measure and promote resilience. 
2.4.1. Comparing objective- and subjectively-evaluated resilience  
One of our main findings is that a positive linear relationship exists between the 
objectively- and subjectively-evaluated modules used in our Karamoja survey. This 
relationship is clearly highlighted in Figures 4c-d, with mean SERS scores consistently 
rising with higher aggregated RIMA values. The fact that two largely independent 
approaches point in a similar direction will give some confidence to resilience evaluators. 
More importantly, the association suggests that, in the case of Northern Uganda, 
households that are assumed to be resilient (at least from the perspective of FAO's 
criteria) generally perceive themselves to be resilient as well. 
Another point is abundantly clear: the relationship between RIMA and SERS is not 
especially strong. An R2 of 0.25 suggests that any correlation is moderate at best, and that 
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the two measures should not necessarily be used interchangeably. The implications for 
resilience measurement depend on how the scores are used and compared. From one 
perspective, comparing raw scores paints a picture of a noisy relationship between 
subjective and objective-measures (Figure 4b); from another, aggregated information 
shows neat and clear trends (Figures 4c-d).  
Differences in the distribution of both scores are also marked, with standard deviations 
(s) of 0.21 and 0.13 for SERS and RIMA respectively. The finding suggests that, from the 
perspective of people’s own judgements, levels of resilience are far more varied than those 
assumed under RIMA. Part of this may reflect the fact that subjective-evaluations place 
no limits on the wide range of factors that an individual might consider in evaluating their 
household’s resilience – as opposed to RIMA that is constrained to a handful of objective 
indicators. It may also reflect a diversity of subjective interpretations and judgements on 
resilience.  
With this in mind, it is worth reinstating that neither RIMA nor SERS are direct measures 
of a household’s resilience. They are two different ways of inferring it. Understanding 
which of the two most closely approximates a household’s ‘true’ resilience also requires 
tracking changes in wellbeing outcomes over time – itself subjective to different 
interpretations and inferences. As such, the value of both measures should be considered 
equivalently, based on the strengths of methodological assumptions and objectives of the 
evaluator. Our findings underscore the need for development actors to be mindful of the 
diversity of knowledge sources for resilience (Knippenberg et al. 2019). Care should also 
be taking in assuming that aggregated resilience outcomes are homogenous across 
communities and households. Most importantly, as evaluators seek to refine and choose 
methods for evaluating development practices, it is imperative that the merits and 
limitations of different methods are made fully transparent. 
2.4.2 Comparing associations with drivers of household resilience 
The second dimension of our study looks at whether objective and subjectively-evaluated 
approaches share similar associations with key socio-economic drivers of resilience. Like-
for-like comparisons in Figures 5 and 6 show that most of the traits in our model (16 out 
of 22 variables) share the same sign of influence for both RIMA and SERS. Common 
significant drivers include: asset-wealth; diversification of income sources; livelihood type; 
distances to a hospital and livestock market; and access to agricultural inputs and access 
to credit. Most of these have a rich history of association with resilience within the 
academic literature (Tyler & Moench 2012; Cutter et al. 2008; Adger 1999; Jabeen 2010).  
Many of the associations make logical and conceptual sense. For example, the importance 
of wealth and financial capitals is well documented as a driver of resilience, allowing 
households to accumulate and use assets during times of hardship (Tyler & Moench 2012; 
Cutter et al. 2008). The same is true for income diversity, where development 
practitioners have long promoted diversity as a means of spreading risk (Jabeen 2010). A 
negative association with distances to hospitals and markets is also reassuring, though it’s 
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important to note that both are largely found in urban areas and may be confounded by 
other unobserved variables.  
Interestingly households reliant on farming as their primary source of livelihood appear 
to have lower scores than agro-pastoralists. This negative relationship may point to the 
benefits accrued by agro-pastoralists in being able to more easily reallocate assets and 
livestock in search of more favorable climes during times of drought (or other hardships) 
(Opiyo et al. 2015). Indeed, the finding is particularly relevant in light of ongoing political 
and academic debates over tradeoffs between pastoral and settled livelihoods in 
Karamoja. Many development actors have historically portrayed nomadic pastoralism as 
a particularly vulnerable and unviable source of livelihood in the region (Levine 2010).  
Strong overlaps in association suggest that SERS is picking up on many of the same socio-
economic drivers and indicators used in deriving the RIMA model. The fact that all four 
pillars of the RIMA model are positively associated with SERS outcomes further 
underscores this point (Figure 7). Common associations are all the more significant as the 
two modules are largely independent of one another. None of the objective indicators 
that make up the RIMA model are used in SERS. Aside from potential priming effects, 
there is nothing to systematically encourage respondents to respond similarly across the 
two modules - indeed, given the size and complexity of the RIMA survey module this 
would be a considerable undertaking.  
However, the two modules do not agree on associations amongst all drivers. Indeed, just 
as much can be learned from disagreements between the objective and subjective 
measures. For a start, effect sizes differ markedly. For example, wealth has the strongest 
positive association with RIMA (a 0.048 rise for every one standard deviation increase in 
the wealth index). Yet, its effect on SERS is less than half (a 0.021 rise). The implication 
here is that while both RIMA and SERS recognise wealth as an important component of 
resilience, its association is considerably lower when considering people’s own self-
evaluations. Similar patterns are true for other drivers, including diversity of income 
sources and years of schooling for female household members – both of which have 
significant positive associations, though with far weaker effects on SERS outcomes. 
Interestingly, the converse is also true. A number of traits have far stronger effect sizes 
for SERS than for RIMA. Most notable are large differences for access to agricultural 
inputs and livelihood practices, with SERS coefficient values twice those for RIMA. Some 
drivers are significantly linked with one approach and not the other. For example, food 
consumption has a significant positive association with RIMA, with a negligible and 
insignificant role for SERS outcomes. Again, the implication being that the influence on 
socio-economic drivers of resilience differs from the perspective of expert elicitation (i.e. 
RIMA) compared with people’s own subjective judgements (SERS).  
Perhaps the most important finding relates to instances where drivers have opposing 
signs of influence (those below the grey dotted line in Figure 6). Here we observe traits 
that have fundamentally different associations between RIMA and SERS approaches. The 
largest such difference comes in the form of the Coping Strategies Index, considered a 
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proxy for food insecurity. CSI has a large positive link with RIMA (households that are 
more food secure have higher RIMA scores). Yet, its association with SERS is not 
statistically significant. If anything, the sign of influence is slightly negative. Appendix A 
Table 17 also suggests the relationships may be non-linear, with opposing signs for 
quadratic terms. We would, however, caution against the blanket conclusion that food 
security plays a negative (or no) role in people’s subjective judgements. Indeed, annual 
food consumption, diversity of food intake and access to agricultural inputs all have 
strong positive associations with resilience (far higher than for RIMA in fact). Rather, it 
highlights that food security is multi-faceted, and that different elements are likely to 
interact with resilience in different ways. Our findings may also suggest the need for 
greater evidence and clarity in the heavy use of CSI as a proxy or food security in 
weighting objective models.    
Another interesting disparity relates to the role of education. Higher education levels of 
the household head have strong positive associations with RIMA. This is reflected in the 
wider resilience literature where higher education is linked with individual-level 
behaviours supportive of resilience and heightened awareness of future risk (Pissello et 
al. 2017). Yet, surprisingly, we find that education has a slight negative association with 
SERS. This may again reflect differences in judgement between subjective and objective 
measures. However, we believe that geography and context may also be playing a strong 
role here.  
Karamoja is an arid landscape frequently affected by drought. Nomadic livelihoods 
therefore have some advantages as they are able to relocate during times of hardship 
(Opiyo et al. 2015; Levine 2010). This is underscored by the fact that pastoralists have 
higher SERS scores than farmers. While formal levels of education may benefit 
households in the area, it is likely to provide little added benefit when compared with 
local informal and indigenous knowledge gained in coping with persistent drought 
(particularly once controlling for income or asset wealth). Interestingly, a similar lack of 
association between subjectively-evaluated resilience and formal education is observed 
across a number of other subjective assessments by Jones and Samman (2016); Béné et 
al. 2016a; and Claire et al. (2018). Together this suggests that greater understanding of the 
links between education and household resilience is needed before strong conclusions 
can be drawn. More can also be done to distinguish between the roles of formal and 
informal education in supporting resilience, including how they are reflected in resilience 
metrics.  
Lastly, we consider the role of past shocks. It is commonly assumed that exposure to 
shock will reduce a household’s resilience capacities, as over time repeated shocks wear 
away at a household’s ability to deal with future risk (Silbert & Useche 2012; Kahn 2005; 
Ibarraran et al. 2009). However, findings from the Karamoja survey suggest that this 
relationship may be more nuanced. Households that have not experienced a shock in the 
last 12 months are associated with lower SERS scores than those that have experienced 
a shock. This trend runs true across a number of shock types, including droughts, floods 
and illness (not so for crop diseases). 
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While the relationships may seem somewhat counterintuitive, there are conceptual and 
practical grounds to consider it. Households that have experienced a recent shock may 
be in a better position to not only gain insights into relevant coping strategies, but better 
anticipate and adapt to future risks using the experiences gained in recovery (Berkes and 
Turner 2006). Experiential grounding, with knowledge built up through experience of 
past shocks to inform more effective future strategies is well documented (Tschakert & 
Dietrich 2010). Though we strongly suspect that any such advantages would only accrue 
in the context of smaller shocks or stresses; it is harder to see how acute threats would be 
advantageous. Indeed, this may partially explain why crop disease shows an opposing 
trend, as Karamoja has a long history of devastating locust outbreaks and disease-related 
threats (Gartrell 1985). Though this trait is difficult to verify without follow-up research. 
We also consider that changes in risk perceptions may be a factor, with the wider literature 
mixed on this issue. Wachinger et al. (2013) highlight examples such as Ruin et al. (2007),  
Ming-Chou (2008), and Mirceli et al. (2008) that show how direct experience of a natural 
hazard leads to an overestimation of future risk and a greater sense of dread. 
Contrastingly, other examples – such as Hall et al. 2009 and Scolobig et al. 2012 – point 
to prior experience as leading to beliefs that future events are unlikely to affect people 
and thus lower risk perception. Given the consistency of negative associations for SERS 
across a range of shocks, we see sufficient grounds to challenge many objective 
approaches (including RIMA) in being explicit in assumed links between prior shocks and 
resilience. 
Above all, our findings point to the importance of recognising different sources of 
knowledge on resilience. The fact that associations with many socio-economic drivers 
overlap between SERS and RIMA is certainly encouraging. Again, it suggests that both 
modules are picking up on similar underlying properties. However, the extent (and in 
some cases the sign) of some associations clearly differ between objective and 
subjectively-evaluated modules. In such instances, it is important for evaluators to 
rigorously examine the evidence base for key assumptions. It also calls for a plurality of 
knowledge sources to be considered. This is particularly relevant for picking indicators 
that feed into objective measures.  
2.4.3 Different variants of the SERS subjective approach point in the same 
direction 
Our final research question looks at how different variants of the SERS module compare. 
Figure 8 shows that all three variants (3A, AAT and 9C) of the SERS model are highly 
correlated. The same is also true in comparing versions of SERS that focus on hazard-
specific and overall resilience (see Figure 9). We believe that these traits have important 
implications for how resilience is characterised. To date, resilience can (and has) been 
chopped up in myriad ways (as alluded to in Section 2). In fact, considerable time is spent 
arguing over the right mix of capacities constituting a resilient social system: whether 
adaptation is needed to recognise evolving risks (Marshall et al. 2010); whether 
transformation features, even if systems have radically altered (Pelling 2010; Béné et al. 
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2012); and whether a whole host of other capacities and capitals, such a learning or 
anticipating, play distinct roles (Tschakert & Dietrich 2010; Bahadur et al. 2015).  
An assumption therefore prevails that an evaluative tool’s choice of resilience-capacities 
will have considerable implications for measured outcomes. Yet, by comparing two 
popular resilience frameworks (3A and AAT), as well as a much larger set of 9 resilience-
related capacities drawn across the wider literature (9C), we find very similar results. This 
applies both to correlations between them as well as associations with key socio-economic 
drivers (Figure 10). Interestingly, the fact that Absorptive, Adaptive, Anticipatory and 
Transformative have the highest loadings in the first principal component of the PCA 
suggests that the resilience literature may be pointing in the right direction (and that 
differences between the mix of these four are of little importance). Of course, the 
limitations of subjectively-evaluated measures, and the potential for the influence of 
known biases, have to be considered. However, these findings present a challenge to 
lengthy debates over the exact composition of resilience-related capacities (Bahadur and 
Pichon 2017). It may also lessen the burden placed on choosing the ‘right’ mix of 
resilience-related capacities used in measurement approaches – whether subjective or 
objectively-oriented.   
Our findings also suggest that outcomes from shorter SERS modules largely mimic those 
in the full range of resilience-related capacities. This is of critical importance in efforts to 
save survey space and reduce the time needed in interviewing households. As pressure 
grows on resilience evaluators to design tools that are ever cheaper and quicker to 
administer (Tiwari et al. 2013), we believe that short subjectively-evaluated modules offer 
some promise. 
2.4.4 Limitations and routes forward 
In reflecting on the implications of our findings, we highlight a number of important 
considerations. Firstly, we reiterate that neither RIMA nor SERS should be interpreted as 
‘true’ measures of resilience. They are both indirect attempts at approximating a 
household’s resilience, with no means of validating either without continually tracking 
wellbeing over time. Instead, our findings highlight the importance of diversity in sources 
of knowledge for resilience. Having said that, we are reassured to see that two largely 
independent ways of measuring resilience show moderate correlations, and that our 
subjective measure is associated with many of the same socio-economic drivers. To be 
clear, this largely infers that SERS outcomes are closely associated with the indicators 
used in the RIMA model (as the socio-economic drivers chosen here largely match those 
used in formulating RIMA). The fact that other drivers differ entirely in terms of sign and 
significance also provides helpful impetus: challenging evaluators to re-examine long-held 
assumptions, and encouraging evidence-based selection of indicators. 
As with any one-off survey, findings should be interpreted with some caution. Given the 
subjective nature of the SERS module, a number of cognitive biases may be at play. For 
example, questions within the subjective module follow the same sequencing and may 
have resulted in cognitive fatigue or acquiescence bias. This is especially relevant given 
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the strong overlap in wording of questions and response-items. In addition, both the 
overall and hazard-specific SERS modules were placed closely together in the survey. 
Respondents may therefore be primed in their responses. More needs to be done to 
explore the role of cognitive influences on subjective measures of resilience before firm 
conclusions can be drawn. Practices such as reverse coding of response-items and 
randomisation of question and module order may be important next steps. 
More importantly, our findings point to the importance of encouraging resilience 
evaluators to be transparent about the merits and limitations of different approaches. For 
example, objectively-oriented measures (like RIMA) have the advantage of clear and 
comprehensive lists of standardised indicators. Yet, they struggle to account for factors 
that are not directly visible or tangible (Levine 2014). Though subjective tools are by no 
means a silver bullet, they prove an alternative solution by giving individuals the chance 
to factor ‘softer’ aspects such as social capital, entitlement and power into their internal 
judgements of resilience (Maxwell et al. 2015; Jones and Tanner 2017).  
While some of these tradeoffs are relatively well known, others require further insights 
and careful research. One important question-mark for resilience measurement is how to 
deal with context-specificity (Zhou et al. 2010). Objectively-evaluated approaches tend to 
have fixed indicators and weights, meaning that two households are measured in exactly 
the same way. While this brings advantages of direct comparison, it does not account for 
the fact that the supporting traits of household resilience in one country might be 
completely different to those in another (Pelling 2010). Subjective measures don’t rely on 
proxies, and as long as people view resilience in similar ways, should provide a valid way 
of comparing resilience across differing contexts. Sadly, the assumption of uniform views 
on resilience (just like happiness) is a large one, meaning that cross-cultural comparisons 
should be treated with caution (Ungar 2008; Selin 2012). Some methodological practices, 
such as anchoring vignettes, do however offer hope in this regard (King & Wand 2007). 
We also see considerable potential for combining subjective and objective approaches. 
Building on the strengths of each approach, it is certainly possible to design measures that 
mix elements of both: whether matching subjective definitions with objective evaluations, 
or through combining the use of objective indicators with self-evaluations. Above all, we 
encourage evaluators to build on these findings, and capitalise on the advantages that 
both objective and subjective measures offer in promoting more diverse and 
comprehensive approaches to resilience measurement.   

 
Chapter 3 
 
Tracking changes in resilience and 
recovery after natural hazards 
Insights from a high-frequency mobile-phone panel 
survey 
 
Lindsey Jones and Paola Ballon 
 
Knowing how resilience changes in the aftermath of a shock is crucial to targeting effective humanitarian 
responses. Yet, heavy reliance on face-to-face household surveys often means that post-disaster evaluations 
of resilience are costly, time-consuming and difficult to coordinate. As a result, most quantitative 
assessments are either carried out via one-off snapshots or by combining surveys conducted years apart. 
Doing so severely restricts our understanding of the temporal dynamics of resilience, particularly as it 
relates to inter- and intra-annual fluctuations.  
In this paper we examine how household’s resilience to multi-hazard risk changes over time. To do so we 
combine two novel approaches. Firstly, we use a high-frequency mobile-phone panel survey to conduct 
remote interviews in Eastern Myanmar. Surveys took place every six weeks over a one-year period. 
Secondly, we adapt a self-evaluated subjective measure of resilience to allow it to be readily administered 
via mobile phone. Shortly after the first survey was conducted, monsoonal flooding affected the site, allowing 
for the effects of flood exposure on resilience to be compared over time.  
Our findings reveal how self-evaluated levels of resilience fluctuate considerably over the course of a year. 
To probe the effects of the monsoon floods, we compare resilience scores between households directly and 
indirectly affected by flooding. Scores drop sharply for the first three months amongst directly affected 
households, before slowly converging up to a year later. We also compare the effects of flood exposure on 
different socio-economic groups, revealing how female-headed households are particularly affected in the 
aftermath of flooding. Insights from the survey highlight the dangers of using one-off resilience surveys to 
measure resilience, and underscore the need for development actors to account for shorter-term changes in 
the design of resilience-building interventions. Lastly, our findings showcase the potential of methodological 
innovations in addressing some of the resource, time and logistical constraints of traditional resilience 
measurement practices. 
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3.1. INTRODUCTION 
Tracking the resilience of households and communities is essential to ensuring that 
development and humanitarian resources are targeted at those most in need (Bahardur et 
al. 2015; Carter 2004). Unfortunately, accurately measuring resilience remains a critical 
challenge (FSIN 2014b; Levine 2014). Definitional and methodological ambiguities not 
only mean that resilience measurement is hotly contested (Alexander 2013), it contributes 
to the myriad of toolkits that have sprout in recent years. As such, many development 
actors have their own interpretations of what resilience is and how it should be measured 
(Schipper and Langston 2015).  
Excessive data collection costs and the impracticalities of coordinating large household 
survey exercises mean that our understanding of resilience – at least when it comes to 
quantitative evaluations – is often restricted to snap-shots: one-off surveys carried out at 
a single point in time (Gregorowski et al. 2017; Platt, Brown & Hughes 2016; Jones 
2018b). Little is therefore known about how a household’s capacity to deal with risk 
evolves over shorter-term timescales – from days, to months to years (IFAD 2015). This 
knowledge gap is particularly evident in the aftermath of shocks and stresses, contexts 
where humanitarian and development actors take keen interest. 
Here we provide novel insights into the temporal aspects of resilience in hazard affected 
contexts. In doing so we take advantage of two innovations. The first is a mobile phone 
panel survey to collect high frequency data after seasonal flooding in Eastern Myanmar. 
Mobile surveys have been used in a number of academic survey initiatives across Africa 
and Asia in recent years, capitalising on the rapid proliferation of cellular networks and 
mobile phone availability globally (Berman et al. 2017; Chesterman et al. 2017; Labrique 
et al. 2017). Phone surveys can be carried out in a number of formats, including via Short 
Message Services (SMS), Interactive Voice Recording (IVR) and computer-assisted 
telephone interviews (CATI) (Gibson et al. 2017). In the context of this study we focus 
on the latter: voice interviews conducted via a team of enumerators.  
The advantages of mobile surveying are manifold. They allow respondents to be 
contacted remotely at a time of their convenience; provide timely and low-cost 
alternatives to traditional face-to-face survey administration; and permit results to be fed 
back to evaluators in near-real-time (Dabalen et al. 2016). They are particularly useful in 
post-disaster contexts, where access to field sites may be compromised due to political 
sensitivities, conflict or hazardous environments (Jones et al. 2018a).  
The second innovation is the use of subjective modes of evaluation. In recent years, a 
range of subjective toolkits for resilience measurement have emerged (Marshall and 
Marshall 2007; Lockwood et al. 2015; Nguyen and James, 2013; Béné et al. 2016a; Jones 
and Samman 2016; Jones and D’ Errico 2019). These offer a viable alternative to 
traditional objective methods which rely on external characterisations and evaluations of 
resilience (Jones, 2018). Rather than assuming that outside actors – typically NGOs or 
evaluation experts – are best placed to evaluate the resilience of others, subjective 
approaches take a contrasting epistemological stance. They seek to capture people’s 
  72 
understanding of their own resilience and factor perceived capacities directly into the 
measurement process (Jones and Tanner 2017). Subjective methods are therefore 
concerned with measuring perceptions, judgements and preferences of the individuals 
being evaluated. They draw heavily on conceptual and methodological developments 
made in related fields like subjective wellbeing (Diener et al. 2000; Kahneman and Kruger 
2006; Dolan et al. 2008), risk perception (Slovic 1987; Sjöberg 2000) and psychological 
resilience (Bonanno et al. 2007; Fletcher and Sarkar 2013).  
An additional advantage of subjective methods for resilience measurement is the rapidity 
with which they can be administered (Claire et al. 2017). While objectively-evaluations of 
resilience can involve surveys made up of hundreds of separate questions (and up to two 
hours of survey administration), many subjective modules offer far quicker alternatives 
(see Jones 2018b). For example, subjective modules used by Marshall and Marshall (2007), 
Béné et al. (2016) and Jones and Samman (2016) can be administered with just a handful 
of questions and completed in less than five minutes. Indeed, it is the brevity of subjective 
evaluations that lends them to being administered via mobile surveys, with time 
limitations of 12-16 minutes before a high risk of termination (Dabalen et al. 2016; 
Gibson et al. 2017). 
By combining the advantages of these two innovations, this paper provides novel insights 
into how resilience-capacities change in the aftermath of natural hazards. More 
specifically we are interested in three important questions. Firstly, we examine whether 
(and how) self-evaluated levels of resilience fluctuate on intra-annual timescales by 
comparing scores across our panel dataset. Secondly, we focus on the impacts of seasonal 
flooding, looking at whether directly affected households fare worse than those indirectly 
affected. Lastly, we see if there are differences in the length of time that floods impact on 
resilience scores across different socio-economic groups. Insights into these questions 
not only speak to the evidence needs of humanitarian and development actors, they shed 
valuable light on the validity of combining subjective methods with mobile phone 
surveys. 
In tackling these three questions we use data collected in conjunction with the Building 
Resilience and Adaptation to Climate Extremes (BRACED) programme in the Hpa An 
township of Eastern Myanmar. As part of the programme, we carried out face-to-face 
household surveys with 1,072 residents in June 2017. Roughly one month after the 
baseline survey the area was hit by monsoon flooding. In order to investigate the effects 
of the flooding on the survey respondents, call centre enumerators carried out successive 
phone surveys every six-to-eight weeks for a period of twelve months. In total, eight 
separate waves of data collection were carried out allowing rapid evolutions in resilience 
and recovery to be quantified for the first time.  
In this paper, we first provide background on the conceptual advancement of resilience, 
and its application in measurement approaches. We then detail data collection methods 
used for the survey, including descriptions of the subjectively-evaluated resilience module 
and steps taken in mobile surveying. Results are showcased, before we then discuss 
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insights into the paper’s main research questions. Lastly, we provide methodological 
challenges and routes forward for resilience measurement. 
 
3.2. CONCEPTUALISING RESILIENCE AND HOW IT EVOLVES OVER 
TIME 
Resilience means many things to many different people; a term heavily contested not only 
across academic disciplines, but within them (Brown 2014). Much of this confusion stems 
from the fact that resilience has been applied across a range of different fields, from 
engineering and ecology to its recent adoption within the social sciences (Olsson et al. 
2015). More recently, resilience has come to prominence as a guiding framework for 
development and humanitarian actors (Brown, 2015). Indeed, resilience is now seen as an 
important international policy issue, with firm targets embedded into various United 
Nation’s frameworks (UN 2015a; UN 2015b).    
While the rise of resilience is an encouraging political development, its proliferation 
makes measurement particularly challenging. Unlike some health or poverty outcomes, 
resilience – at least as it relates to individuals or households – is neither directly observable 
nor measurable using a single indicator (Paloviita & Järvelä 2015). It also partially explains 
the dominance of qualitative analyses in our understanding of the resilience of socio-
ecological systems to date (Adger, 2000; Walker et al. 2004; Folke, 2006; Cote and 
Nightingale, 2012). Indeed, some decry attempts at quantification as futile altogether 
(Levine, 2014).  
Yet, this hasn’t stopped a large number of quantitative assessment tools from emerging 
in recent years. The supply is in large part driven by calls for better ways of tracking the 
effectiveness of the large international investments flowing into resilience-building. One 
way of measuring resilience is to compare how people’s wellbeing changes in response to 
a shock – usually measured through consumption, GDP or food security (Kimetrica, 
2015; Arouri et al. 2015; Lazzaroni, et al. 2014). While informative, these approaches 
often make use of unrealistically narrow definitions of wellbeing (and resilience), and 
struggle to account for the influence of confounding factors (Schipper and Langston 
2015; Bahadur and Pichon 2017). Moreover, they are severely limited in needing a shock 
to occur for someone’s resilience to be compared.  
As a result, most quantitative assessments take a different approach: evaluating resilience-
capacities instead of outcomes. Resilience is commonly thought of as constituting a suite 
of related capacities (Kelman et al. 2016). For example, the Intergovernmental Panel on 
Climate Change’s elaborate definition of resilience includes references to: ‘coping’, 
‘responding’, ‘reorganising’, ‘maintaining structure’, ‘adaptation’, ‘learning’ and 
‘transformation’ (IPCC 2014: 23). Capacity-based approaches concentrate on measuring 
these constituent capacities, often through use of objectively-evaluated proxy indicators 
(FAO et al. 2016; Smith et al. 2015; Sylvestre et al. 2012). Given that many of the 
capacities are themselves difficult to observe, indicators are often bunched together 
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requiring considerable amounts of socio-economic data gathered from household surveys 
(Schipper and Langston 2015; FSIN 2014a).  
One key advantage of capacity-based frameworks is that they encourage the recognition 
of resilience as a process (or set of processes) that continually evolve over time: 
“[Social resilience] recognises uncertainty, change and crisis as normal, rather than exception. 
The world is conceived of as being in permanent flux. In consequence, social resilience is perceived 
as a dynamic process, rather than as a certain state or characteristic of a social entity.” (Keck 
and Sakdapolrak 2013, pp 9) 
Conceptualising it in this way recognises not only that resilience constitutes the capacity 
to respond to changing shocks and stresses, but that a household’s resilience will itself 
persistently changing over time (Waller, 2001; Meadows et al. 2016). In other words, at 
any one moment in time, a household may exhibit comparatively low levels of resilience 
in responding to multi-hazard risk (say the plight of farming household following the 
death of an income generator), while there may be other times when the household’s 
resilience-capacity is far higher (perhaps following harvest of a bumper crop).  
Despite this, most resilience assessments are limited to single cross-sectional surveys 
(acting as a snap-shot in time). While well-resourced development programmes 
occasionally include mid-term and/or end-line surveys into their monitoring and 
evaluation (Yaron et al. 2018), panel surveys are sadly rare. One-off evaluations will 
therefore only measure resilience as it relates to the precise moment of data collection – 
failing to recognise that levels of resilience may have quickly shifted thereafter (Meadows 
et al. 2016).  
The high financial and logistical costs of household surveys are largely to blame here, 
meaning that quantitative evidence of the temporal dimensions of resilience is limited – 
particularly on intra-annual timescales. Yet, there is good reason to believe that resilience 
may fluctuate on timescales shorter than a year. For example, the sustainable livelihoods 
literature has a long history documenting the influence of seasonality and intra-seasonal 
dynamics on livelihood outcomes and poverty – both of which contribute significantly to 
a household’s resilience (Chambers et al. 1981; Longhurst et al. 1986; Deveroux et al. 
2013). In recent years, some of this thinking has permeated the resilience literature. 
Though much of this relates to the adoption of adaptation and transformation as core 
components of the resilience of socio-ecological systems – concepts that are more 
commonly associated with multi-annual and decadal fluctuations (Kates et al. 2012). In 
what follows, we seek to fill a gap in quantitative evidence on the short-term dynamics of 
resilience by using high-frequency surveys administered before and after flooding in 
Myanmar.  
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3.3. STUDY APPROACH 
In order to track changes in resilience-capacities over time we use survey data collected 
from Hpa An township in Eastern Myanmar. Access to the site was facilitated through 
the BRACED Myanmar Alliance, a consortium of NGOs led by Plan International and 
consisting of five partner agencies: ActionAid, World Vision, BBC Media Action, the 
Myanmar Environment Institute and the UN Human Settlements Programme (UN-
Habitat). The project was in operation between March 2015 to January 2018, delivering a 
range of resilience-related activities in eight townships across the country (see 
http://www.braced.org for further details).  
The choice of Hpa An was taken on the basis of a number of factors (see Jones et al. 
2018a). Principally, the site is prone to flooding during the monsoon season owing to its 
proximity to the Thanlwin river. Indeed, a month after the first set of baseline surveys, 
Hpa An was subjected to a series of heavy flood events that damaged communal 
infrastructure and livelihoods in the area. Unlike a number of other BRACED sites, Hpa-
An is not affected by political instability. Lastly, the site in Hpa-An is made up of eight 
individual villages, each with different livelihoods, socioeconomic characteristics and risk 
profiles allowing for comparisons of resilience-capacities to be made. 
3.2.1. Survey design and set-up 
The first step in our survey design involved collecting baseline information through a 
traditional face-to-face household survey in June 2017. The exercise was carried out for 
all households across the eight villages served by the BRACED programme in Hpa An– 
essentially constituting a census of the area. After completing the surveys, each household 
was handed a mobile phone (a Singtech G9) and a small solar array. Handouts were done 
irrespective of whether respondents were previously in possession of a phone or not. 
Phone numbers of any other household members, as well as immediate neighbours, were 
collected to help ensure that respondents were easily contacted for the mobile surveys 
that followed. 
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Figure 11: List and location of the eight villages in the mobile panel survey 
 
Notes: Dark blue line represents the Thanlwin river (thick line) and its tributaries (thin lines). Grey 
shaded areas relate to village locations within Hpa An. 
Immediately after the baseline survey a call centre was set up in the city of Yangon. Call 
centre enumerators comprised of individuals that took part in the initial survey and were 
trained in the use of computer-aided systems – involving automated dialling and the 
completion of online forms. Once set up, the call centre was used to remotely contact 
each of the households via the mobile phones distributed (or the alternative numbers 
collected).  
A short oral survey was administered covering a range of resilience-related topics. The 
survey also gathered relevant socio-economic data. Given the risk of drop-out and survey 
fatigue (Debalen et al. 2015), mobile surveys were limited to 10-12 minutes in duration. 
In instances where respondents were unable to speak, an alternative time was arranged. 
Respondents were also given a small financial incentive to take part in the survey in the 
form of $0.50 airtime credit delivered to the phone after completion. Previous research 
has shown small incentives like these can help to ensure high response rates without 
biasing results (see Leo et al., 2015). Each individual wave took roughly six weeks in 
length, with seven phone waves completed across the study period. In total eighth survey 
rounds were completed: the initial face-to-face baseline followed by seven waves of 
mobile phone surveys. 
Answers from the baseline were used to create a detailed profile of the socio-economic 
characteristics of each household. In some cases, households were unable to provide 
answers to all socio-economic questions. In addition, data on flood exposure started as 
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of the first phone survey (which a small number of households dropping out of the panel 
in the intermediary period). Owing to the fact that a small number of households (5 in 
total) were solely affected by flooding in between Waves 1 and 2, and are likely to act as 
confounders, we remove these from the sample entirely.  
Given that flood exposure is unlikely to be random, we weight our main analyses using 
an Inverse Propensity to Treat Weighting. Details of the IPTW process are described 
below, though require all households to be matched to a selection of socio-economic 
characteristics gathered during the baseline survey. We therefore exclude the small 
number of households that fail to answer all socio-economic questions in the initial 
survey. This limits the main sample to a partially balanced panel of 1072 households12. In 
addition, owing to the fact that drop-out rates in subsequent Waves of the survey appear 
non-random (and higher) amongst directly affected households, we also run the main 
analyses with a fully-balanced panel dataset comprised of 925 households. Result from 
the two datasets are compared later in Section 3.3, revealing similar trends against the 
main outcomes of interest. 
Alongside the quantitative surveys, a series of semi-structured interviews were conducted 
using the mobile phone set-up. A total of 25 respondents were randomly selected from 
the survey population and asked a series of questions relating to resilience and coping 
strategies taken in response to flooding. Interviews lasted roughly 40 minutes in duration 
and were conducted using the same team of survey enumerators. Interviews were fully 
transcribed, providing insights to supplement findings from the quantitative survey. 
Given restrictions in the length of the interviews, respondents were asked only a handful 
of questions relating to factors associated with resilience. We augment as many of the 
quantitative results with qualitative insights, though recongise that this is far from 
uniform. 
3.2.1 Measuring resilience using people’s perceptions 
Resilience can be measured in relation to a range of scales and systems. Here we clarify 
what we mean by resilience in the context of this study, whose resilience we refer to and 
resilience to what.  
Our primarily interest is in examining social resilience – i.e. the ability of a social system 
to respond to external threats and changes while maintaining similar states of wellbeing 
or livelihood opportunity (Marshall and Marshall 2007; Adger et al. 2002). Core to this 
definition is the notion that social systems may need to re-organise in responding to 
evolving risk profiles: adapting and potentially transforming core functions as well 
institutional set-ups or power relations in order to sustain societal outcomes (Béné et al. 
2014; Carr 2019). Viewed in this way, resilience can be seen as a process rather than a 
static outcome, and is typically characterised as made up of a range of inter-related 
capacities (FSIN 2014a). 
 
12 The original face-to-face baseline was conducted with 1203 households, meaning that the partially-balanced panel 
constitutes 89% of the original sample 
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In narrowing down our focus on social resilience, we are especially interested in a 
particular unit of analysis: the household (Alinovi et al. 2008). By doing so we recognise 
the importance of the household system as a crucial decision-making body in responding 
to external threats: 
‘As the decision-making unit, the household is where the most important decisions are made 
regarding how to manage uncertain events, both ex ante and ex post, including those affecting 
food security such as what income-generating activities to engage in, how to allocate food and non-
food consumption among household members, and what strategies to implement to manage and 
cope with risks’. 
 (Alinovi et al, 2008:5). 
Household resilience can be seen as sub-system of wider social resilience, and thus 
similarly concerned with the ability of individual household units to maintain levels of 
wellbeing and livelihood outcomes in the face of external threats. Indeed, household-
systems have been the primary unit of focus for a number of resilience measurement 
studies (see D’Errico & Di Giuseppe 2018; d’Errico et al. 2018; Alinovi et al. 2010), 
allowing us to compare resilience outcomes from this study with a range of objectively-
oriented evaluations. 
While our focus on household units addresses the question of whose resilience, we must 
also clarify to what? One option is to treat resilience as hazard-specific. For example, a 
focus on flood resilience is concerned solely with the characteristics and indicators that 
reflect a household’s ability to deal with flood risk. Yet, external threats rarely affect 
households in isolation. The impacts of flooding are likely to interact with, and be further 
compounded by, a whole host of wider socio-economic and environmental factors. Many 
of which may manifest through hybrid (or additional) threats further down the line – 
whether in the form of food price spikes or pest outbreaks.  
Accordingly, resilience is increasingly framed in relation to multi-hazard risk. This 
recognises that the characteristics and indicators of resilience to different types of threats 
are often closely matched. In this study, we adopt this same multi-hazard framework, and 
seek to measure a household’s capacity to respond to a broad range of socio-economic 
and environmental shocks (rather than a single specified threat). This approach is used in 
a range of household resilience measurement frameworks, including the Resilience Index 
Measurement and Analysis (RIMA) popularised by the United Nations Food and 
Agriculture Organisation (FAO) (Alinovi et al. 2008; Alinovi et al. 2010; D’Errico & Di 
Giuseppe 2018). 
To measure household resilience, we use the Subjective self-Evaluated Resilience Survey 
(SERS) module (Jones and Samman 2016; Jones et al. 2018a; and Jones and D’Errico 
2019). SERS capitalises on people’s knowledge of their own resilience and asks people to 
self-evaluate themselves accordingly. Perception based tools like SERS have gained 
traction in recent years and are seen as a way of complementing traditional objectively-
evaluated approaches to resilience measurement (Clare et al. 2017). 
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The SERS approach is based on a series of questions aggregated to form a single module 
(see Appendix B Table 18). Each question is comprised of a short statement linked to a 
specific resilience-related capacity. Statements are phrased in relation to a household’s 
ability to deal with hypothetical future threats. Respondents are asked to rate their levels 
of agreement with the statements using a 5-point Likert scale (see Appendix B Table 18). 
Answers to each question are numerically converted, with scores calculated using an equal 
weighted mean for all capacity questions. Scores are then normalised, resulting in a single 
resilience score ranging from 0 (lowest resilience) to 1 (highest resilience).  
SERS is designed to be flexible. The choice and number of statements can be changed in 
order to mimic a range of resilience frameworks. In the context of this study, we define 
resilience in accordance with the ‘3As’ model first introduced by Bahadur et al. 2015 – 
referred to herein as the SERS-3A model, or simply SERS. Under the 3A model, resilience 
is viewed as consisting of three core capacities: anticipatory capacity (the ability to 
anticipate threats and respond ahead of time); absorptive capacity (the ability to bounce 
back after a threat) and adaptive capacity (the ability to change core societal structures 
and functions in response to changing risk profiles). This model of resilience has been 
used widely by a range of development actors and forms the conceptual basis of the 
$130M BRACED programme. While the majority of our analysis makes use of the 3As, 
we also compare results to other popular resilience frameworks, including those that 
feature transformative capacity (Béné et al. 2014).13 
When evaluating SERS, it is important to clarify what the measure actually represents. 
Specifically, SERS is meant as a momentary marker of a household’s resilience to deal 
with future threats (expressed as multi-hazard risk rather a singular hazard). Self-
evaluations aim to be forward-looking, gauging the extent to which households can deal 
with forth-coming hypothetical threats at a given moment in time. While the SERS model 
inherently cannot cover all aspects of resilience, and other capacities undoubtedly remain, 
it gives a useful indication of the household’s resilience and is comparable with similar 
objectively-oriented resilience measures.  
 
 
 
 
 
 
 
 
13  We return to examine differences amongst SERS variants in the Robustness checks section and Section 3.4 
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Table 5: List of resilience-related capacity questions used in the 3A variant of the 
Subjectively-Evaluated Resilience Score 
Preamble: ‘I am going to read out a series of statements. Please tell me the extent to which you 
agree or disagree with them.’ [Read out each statement and ask] ‘Would you say that you 
strongly agree, agree, disagree, strongly disagree or neither agree nor disagree that:’ 
Resilience-related capacity Survey question 
Absorptive capacity Your household can bounce back from any challenge that life throws at it 
Adaptive capacity If threats to your household became more frequent and intense, you would still find a way to get by 
Anticipatory capacity Your household is fully prepared for any future disasters that may occur in your area 
Notes: For a full list of the original capacity questions, as well as other SERS variants see Appendix B Table 1 
and Jones and D’Errico (2019). 
In the context of this paper we are primarily interested in how hazards impact on 
resilience scores over short periods of time. We note that there are many factors that can 
affect a household’s resilience. Indeed, changes in resilience are likely to occur whenever 
there are factors that influence the status of resilience-related capacities – many of which 
are likely to take place in the absence of a hazard. However, the occurrence of a shock 
(in this case heavy seasonal flooding) can be expected to have an immediate and 
consequential impact on household’s resilience capacities (Linnenluecke 2012) - akin to a 
natural experiment. This allows us to easily infer how exposure to one hazard influences 
resilience levels going forward, isolating the temporal nature of this impact using our 
unique high-frequency panel. It is for this reason that we focus on the impacts of the June 
flooding in Hpa An in this study. Yet, we note that the same methodology could easily 
be applied to tracking slower onset changes to resilience capacities in other contexts. 
 
3.3. RESULTS 
Below we present findings from across the various waves of surveying in Hpa An (for 
clarity, we refer to the initial face-to-face survey as the baseline, and the subsequent seven 
rounds of mobile phone surveys as waves 1-7). We begin by describing socio-economic 
and environmental risk conditions of our study site, followed by insights into the three 
research questions addressed in this paper. 
The left-hand column of Table 6 presents unweighted summary statistics of 
socioeconomic characteristics of households (we return to describe the nature of the 
weighted sample in the right-hand columns later). The sample is characterised by low 
socio-economic wellbeing and high levels of disaster risk (further visual breakdowns are 
presented in Appendix B Figure 22). Around 30% of respondents have not completed 
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any form of formal education, this compares with the national average of 16% for those 
aged 25 and over (GoM 2017a).  
Agriculture is the primary source of livelihood with casual labour and remittances playing 
an important role. Close to one in five head-of-households classifies themselves as a 
widower – with the national average being 10.4% for women and 3.1% for men (GoM 
2017b). Moreover, the mean Progress Out of Poverty (POP) score14 for households in 
the survey is 41 – roughly equivalent to a 16% likelihood of being below the 2010 national 
poverty line (see Schreiner 2012). While this indicates that poverty is present, it is not 
prevalent, and is similar to Myanmar’s average of 19.4% of households below the national 
poverty line in 2015 (World Bank 2017).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
14 The Progress out of Poverty Score was created by the Grameen Foundation, it uses 10 simple questions, such as 
“What material is your roof made out of?” or “How many of your children are in school?” to determine 
the likelihood that a particular household is living below a given poverty line. The likelihood is derived from the value 
of the score, which ranges between 0 (extremely poor) to 100 (not poor). Thus, the lower the score the higher the 
likelihood for a household to be poor. For more see Schreiner (2012). 
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Table 6: Summary statistics for the Hpa An panel survey (unweighted and 
weighted) 
 Unweighted sample Weighted sample 
Variable Overall (n = 1072) 
No hazard 
(n = 994) 
Floods  
(n = 78) p 
Overall  
(n = 1072) 
No 
hazard  
(n = 994) 
Floods  
(n = 78) p 
Baseline resilience score 0.54 (0.18) 0.54 (0.18) 0.56 (0.13) 0.17 0.5 (0.0) 0.5 (0.0) 0.6 (0.0) 0.65 
Dummy for education of 
household head  
   0.33    0.78 
None 312 (29.1) 285 (28.7) 27 (34.6)  312 (30.0) 285 (29.1) 27 (30.9)  
Some schooling 760 (70.9) 709 (71.3) 51 (65.4)  760 (70.0) 709 (70.9) 51 (69.1)  
Age of respondent 47.2 (13.0) 47.2 (12.9) 47.0 (13.5) 0.86 46.8 (1.1) 47.2 (0.4) 46.4 (2.3) 0.74 
POP poverty score (high score 
= higher likelihood of not in 
poverty) 
41.7 (13.3) 42.1 (13.5) 37.4 (9.6) < 0.001 40.6 (0.5) 41.7 (0.4) 39.4 (1.0) 0.03 
Mean number of HH 
occupants 
4.66 (2.03) 4.66 (2.04) 4.58 (1.97) 0.71 4.8 (0.2) 4.7 (0.1) 4.8 (0.3) 0.56 
Dummy for farmer as primary 
income source 
   0.006    0.60 
Farmer 506 (47.2) 457 (46.0) 49 (62.8)  506 (45.5) 457 (47.2) 49 (43.8)  
Non-farmer 566 (52.8) 537 (54.0) 29 (37.2)  566 (54.5) 537 (52.8) 29 (56.2)  
Dummy for remittance as 
primary income source 
   0.73    0.99 
Non-remittance 727 (67.8) 676 (68.0) 51 (65.4)  727 (67.9) 676 (67.8) 51 (67.9)  
Remittance 345 (32.2) 318 (32.0) 27 (34.6)  345 (32.1) 318 (32.2) 27 (32.1)  
Gender of HH head    0.25    0.83 
Male 830 (77.4) 765 (77.0) 65 (83.3)  830 (78.1) 765 (77.4) 65 (78.8)  
Female 242 (22.6) 229 (23.0) 13 (16.7)  242 (21.9) 229 (22.6) 13 (21.2)  
Respondent gender    0.72    0.87 
Male 563 (52.5) 520 (52.3) 43 (55.1)  563 (52.0) 520 (52.5) 43 (51.4)  
Female 509 (47.5) 474 (47.7) 35 (44.9)  509 (48.0) 474 (47.5) 35 (48.6)  
Notes: For continuous variables means are presented with standard deviations in parentheses, an unequal variance t-test is 
used to compare means; for categorical variables frequencies are presented with percentages in parentheses, a Pearson’s chi-
square test is used to examine differences in distributions across groups. Statistics are provided only for households that 
complete all eight waves of the panel survey (reducing the sample from 1203 to 985). 
During the baseline interview, respondents were also asked a number of questions related 
to risk perception. Appendix B Figure 23 shows that, while the area is occasionally 
affected by drought and cyclones, floods are by far the most frequently occurring climate 
hazard.  
To get a better sense of levels of resilience in pre-monsoon conditions, we also look at 
associations between subjectively-evaluated resilience and various socio-economic traits 
by running a series of multivariate regressions (see Appendix B Section 1). Using this 
single cross-section of the survey, we observe that baseline resilience scores are associated 
with a number of socio-economic traits. Higher education of the household head, higher 
POP poverty scores (i.e. lower likelihood of being in poverty), female headed-households, 
greater life satisfaction, higher numbers of household occupants and reliance on 
remittance as a primary source of income are all positively associated with subjectively-
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evaluated resilience. Conversely, high dependence on farming as well as distance from the 
Thanlwin river are negatively associated with resilience. Reassuringly, many of these 
socio-economic characteristics appear to align with quantitative and qualitative 
understandings of the drivers of household resilience within the resilience literature 
(D’Errico and Di Giuseppe 2018). The age and gender of respondents also exhibit 
statistically significant relationships with SERS scores. 
3.3.1. Changes in resilience over time 
While the baseline results are of some interest, the real value from the Hpa An dataset is 
found in the full panel dataset. As outlined above, a few weeks after the baseline survey 
was conducted a series of flood events struck the area between June-July 2017. Direct 
observations of flood exposure for the area are lacking. However, we present simulated 
discharge of the Thanlwin for Hpa An town (adjacent to the 8 surveyed villages) using 
ensemble forecasts from the Global Flood Awareness System (GloFAS) for the period 
of the survey in Figure 12a (Alfieri et al. 2013). We also overlay dates of the various survey 
waves shown as vertical lines. As respondents were contacted on different days during 
each wave of the mobile survey, lines represent the average length of time from the 
baseline (the solid vertical line) for all households in subsequent waves (dashed lines).  
A sharp uptick in river discharge occurs just after the baseline survey, with levels 
decreasing gradually thereafter. Large seasonal fluctuations like this are not uncommon 
in Hpa An. Indeed, insights from the baseline survey show that one in five households 
report being hit by floods at least once a year (20.8%) – see Appendix B Figure 23. 
Another 42.1% are affected by floods every couple of years. Accordingly, while Figure 
23c shows that monsoonal river discharge in 2017 was not especially exceptional, various 
accounts from the semi-structured interviews point to the extent of localised impacts: 
‘The roof of our house was damaged. As the roof of our house is made with leaves, it was blown 
away by wind. We had to sleep on the floor under our house because the whole house was wet. We 
fixed the house by buying leaves for the roof of the house. We didn’t get any help from others. We 
fixed it with money of our own. The water level rose up to our knee from the ground.’ (ID#1, 
Female, Seamstress) 
Note that the above quote also illustrates the importance of framing resilience in relation 
to multi-hazard risk. Even though the principle threat came from water inundation, high 
wind speeds also played a damaging role in the Hpa An floods. Interviewees report 
numerous other instances of damage to household property and negative implications for 
livelihoods, with similar impacts on communal infrastructure and local markets. 
Figure 12c) reports the extent of flood exposure amongst surveyed households. At the 
start of each round of surveying, households were asked whether they had been impacted 
by a flood event since the last point of contact – defined as one inflicting a large negative 
effect on the household’s way of life15. As Figure 12c shows, a number of households 
 
15 See Appendix B Table 20 for survey question wording 
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reported as directly impacted by flooding between the baseline and Waves 1 (n=87) and 
2 (n=19) of the survey, coinciding with peak discharge of the Thanlwin river16.   
Figure 12: Thanlwin River discharge and frequency of self-reported flooding 
during the course of the Hpa An survey 
 
Notes: Vertical dashed lines in Panel a) represent different waves of the mobile phone panel survey. 
Households classified as directly affected in Panel c) are those that self-report as having experienced a 
flood event with serious negative impacts the household’s way of life in the previous month (baseline) or 
since the last wave of the survey (for mobile phone waves).  
Given the extent of flooding and localised impacts, we might expect to see this reflected 
in changes in levels of resilience-capacities amongst households in Hpa An. To investigate 
this further we plot mean SERS scores across the entire panel for the full Hpa An sample 
in Figure 13a. We also show the distribution and density of subjectively-evaluated 
resilience scores for each of the survey waves in Appendix B Figure 25.  
Owing to the fact that two different methods of survey administration were used (face-
to-face during the baseline and mobile for all remaining panel waves) we mark the period 
between the baseline and first wave of the mobile survey with a dotted line. Indeed, 
insights from related academic fields reveal well documented differences between these 
two modes of administration. For example, Dolan and Kavestos (2017) note that 
 
16 Note that these numbers are limited to n=78 (W1) and n=5 (W2) in the partially balanced dataset – owing to the 
exclusion criteria outlined in 3.3.1 
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subjective wellbeing scores are significantly higher for phone surveys than for face-to-
face interviews (2016).  
Coincidently, the gap between the face-to-face and phones surveys is greatest when the 
majority of flood events are reported to have taken place in Hpa An. Thus, while it may 
be surprising to see a large jump in resilience scores between the baseline and Wave 1 of 
the survey, a large part of this is likely due to mode effects17. The fact that scores 
immediately drop after Wave 1 is also supportive of this interpretation. However, we 
choose to retain data from the baseline survey as it contains useful information on pre-
flood conditions. In doing so we operate on the assumption that any differences between 
the two modes are systematic and consistent across socio-economic groups. We note that 
results should be carefully interpreted with this caveat in mind. 
As is clear, despite the rise in mean resilience scores between the baseline and first wave, 
there appears to be a dramatic and consistent reduction between Waves 1 and 4 (roughly 
1-7 months after the baseline). Scores then rebound sharply during Wave 5 before 
appearing to level off somewhat for the final wave of the survey just over 10 months 
since the baseline survey. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
17 A similar jump in scores between face-to-face and mobile phone modes is registered in a parallel BRACED survey 
run in the adjacent town of Mudon, providing further confidence in the existence of positive mode effects. 
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Figure 13: Change in subjectively-evaluated resilience scores over time 
 
Notes: Shaded red areas in Panels a-c) represent periods of active flooding. Dotted lines in panels a-c 
represent the difference between face-to-face and mobile phone phases of the panel survey. Horizontal 
coloured lines are baseline resilience scores. The shaded blue area in Panel d) shows a stylised representation 
of the area used to calculate the Area Under the Curve (AUC).  
We can also look at differences in resilience scores based on self-reported flood exposure. 
Figure 13b differentiates between households directly and indirectly affected by flooding 
between the baseline and first two waves of the phone survey. Here it is important to 
note that given the survey is a census of eight villages on the banks of the Thanlwin, we 
assume that flooding during this period had some degree of impact on all households. 
This could relate to access to: the status of communal assets; effects on local markets and 
livelihood opportunities; or demands of support from immediate family and neighbours. 
This assumption is supported by qualitative insights from the key informant interviews 
that report a wide range of localised impacts across all households in the area. As such, 
we classify all remaining households as ‘indirectly’ affected by the flood events, rather 
than ‘unaffected’. 
Directly affected households have lower resilience scores immediately after the main 
flood period. This is despite resilience levels being slightly higher for this group prior to 
flooding. Scores do appear to converge towards the fourth wave of mobile surveying and 
rebound similarly towards the end of the survey (though with slightly lower scores than 
indirectly affected households). It is also possible to account for different starting values 
prior to flooding by normalising baseline resilience scores. Figure 13c reveals starker 
differences between directly and indirectly affected households with similar patterns of 
convergence (and divergence) towards the end of the panel.   
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3.3.2. Examining the impact of natural hazards on resilience over time  
It is clear from Figure 13 that levels of resilience drop sharply for all households after 
flooding. However, a host of wider shocks, seasonal factors and psychological traits could 
also be affecting changes in self-reported scores. To get a better sense of the specific role 
that floods played in influencing resilience scores over time, we employ a series of 
difference-in-differences regression specifications. Given the issue of spillover in flood 
impacts and coping strategies as highlighted earlier, we do not see these exercises as 
formal impact evaluations. Neither are they an attempt to formally quantify the magnitude 
of flood impacts on resilience. Rather, we use them to address a more basic question of 
whether differences in exposure to natural hazards affect self-reported resilience scores 
over time. We see this as a key test of the validity of the SERS module. 
Our first method uses a generalised difference-in-differences approach with multiple time 
periods (Angrist & Pischke, 2008; Bertrand 2004). Here !"#$%$"&'"!" corresponds to the 
SERS resilience score for household h during time period (wave) t.  !"#$%$"&'"!" = 	*#+,#-" + *$/! + *%(+,#-" ∙ /!) + 3! + ∅" + "!"      1) 89:;( is an indicator of period, with 0 given for the pre-flood baseline and 1 for all post-
flood waves. /! denotes the severity of the flood’s impact on the household (0 for 
households that are indirectly affected by the flooding and 1 for those directly affected). 3!is an individual fixed effect (corresponding to each household in the survey), and ∅" is 
a time fixed effect (with separate dummies for each individual wave of the survey). 
The +,#-" ∙ /! interaction estimates the change in pre- and post- resilience scores between 
those directly and indirectly affected by flooding, with the main entity of interest given 
by the coefficient *%. To account for the fact that flood exposure is likely to have varied 
across the eight surveyed villages, we cluster-standard errors at the village level (though 
repeat the analysis with errors clustered at the individual level as a robustness check). 
Given the small number of village-level clusters (n=8), standard errors are estimate using 
a Wild clustered bootstrap (Cameron, Gelbach and Miller 2008)18.  
A key assumption in difference-in-differences models is parallel trends between 
comparison groups (Angrist & Pischke 2008). While we do not have much data on 
household outcomes prior to flooding, it is reassuring to see that household 
characteristics between directly and indirectly affected households (shown in the 
unweighted sample in Table 6) appear to be relatively homogenous during the baseline. 
To further account for the risk that imbalances in composition may be affecting trends 
over time, we also combine the difference-in-differences model in Equation 1 with a 
weighting procedure (Stuart et al. 2014). Specifically, we use an Inverse Propensity to 
Treat Weighting (IPTW).  
 
18 We also see no differences in main outcomes of interest when using traditional cluster-robust or bootstrapped 
standard errors as an alternative  
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The first step involves running a logistic regression to determine the probability of being 
directly affected by the floods, p. A probability is obtained by regressing <! against a range 
of socio-economic baseline variables (those listed in Table 6). A weight is then given to 
each household, using an inverse probability of treatment (Imbens 2000), with 
households that are directly affected assigned #), and those indirectly affected given ##*).  
These weights are then used in calculating Equation 1.  
Table 7: Difference-in-differences between direct and indirectly affected 
households across all waves of the survey 
 
Resilience-over-time (DID) 
(Unweighted) 
Resilience-over-time (DID) 
(Weighted using IPTW) 
f · post (Difference in Differences) -0.08*** (0.02) -0.06*** (0.02) 
f (1=Directly affected by flooding) -0.13*** (0.02) -0.14*** (0.02) 
post (1=Periods after flooding) -0.01 (0.01) 0.004 (0.01) 
Household fixed effects YES YES 
Wave fixed effects YES YES 
Observations 8,765 8,765 
Adjusted R-Squared 0.29 0.21 
Residual Std. Error 0.707 (df = 8740) 0.981 (df = 8740) 
Note: Values indicate Beta coefficients with Standard Errors clustered at the village-level using a wild cluster bootstrap (with 200 
replications) and shown in parentheses, *p<0.1** p<0.05p***p<0.01 
Table 7 reports the estimates for the two models. In both cases, the coefficient for 
differences in resilience scores between the two groups (f · post) is negative and significant. 
While the effects are somewhat reduced for the weighted sample, results from both 
specifications suggest that households directly impacted by the floods have lower 
resilience scores over time than those that are indirectly affected (8% lower for the 
unweighted sample, and 6% lower for the IPTW sample). 
So far, we have focused the analysis on comparisons between the pre-flood baseline and 
all post-flood periods at once. However, we are also keen to have a more detailed look at 
how resilience scores vary over time, gaining insights into length of impact. To do so we 
modify Equation 1 to run an event study specification with interactions between the flood 
impact variable, <!+ and time dummies for all waves during the survey.  
!"#$%$"&'"!" = 	*+#,	(.! = .⋇ + 0	) ∙ 3"%#&' +4! + "!" 
2) 
Here <( is an indicator of whether the household experienced a flood during the survey 
period. =	(;! = ;⋇ + ?	) indicates the number of waves relative to the baseline ;⋇, with 
k ranging from 0 (i.e. baseline) through to Wave 7 of the phone survey (k = 7).  
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Figure 14: Differences in self-evaluated resilience scores for households directly 
and indirectly affected by flooding over time 
 
Notes: Graph shows outputs from the event study specification. Dots represent beta coefficients, with 
whiskers as 95% confidence intervals. The red shaded area represents the period of time when extensive 
seasonal flooding affected the Hpa An area. The dashed horizontal lines represents the average of all 
coefficients for survey waves after the period of flooding (waves 1-7). Standard errors are clustered at the 
village level using a Wild clustered bootstrap (200 replications). Coefficients are in relation to the number 
of months since the initial face-to-face baseline survey. 
Figure 14a shows a sharp drop in resilience scores for directly affected households in the 
first months following the baseline. Scores do appear to rebound somewhat, though 
convergence is somewhat inconsistent. The negative value of coefficients for all lead 
waves suggests that the impacts of flooding on directly affected households persist for 
some time. Outcomes from the weighted sample (Figure 14b) also reveal how directly 
affected households fare worse compared with those indirectly affected – closely 
matching those in the unweighted sample. Noticeably, scores for both approaches 
rebound somewhat towards the end of the panel survey – though this is inconsistent in 
nature, with a slight jump in Wave 4 (large standard errors present in the IPTW sample).  
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3.3.3. Calculating recovery rates using a resilience-over-time score 
The generalised DID and event study estimates tell an interesting story of how flood 
exposure affects household’s perceptions of resilience over time. Yet, the approach does 
not make use of all information across survey waves. For example, each post-flood score 
is weighted evenly, even though there are differences between the time taken to collect 
each wave (see Figure 12 for average dates of wave completion). It is also difficult to 
compare and dissect associations with a range of time invariant factors – such as wealth 
and education. To shed further light on how flooding affects resilience over time we 
examine our survey data using a second method: an Area Under the Curve (AUC) 
approach.  
AUC approaches are commonly used in comparing temporal changes in aggregate 
outcomes, such as subjective wellbeing (Kimball et al. 2015), stress-level monitoring 
(Eckhardt 2001) as well as various other health-related outcomes (Mohiyeddini el atl. 
2015; Pruessner er al. 2003). More recently, they have been used to analyse resilience and 
recovery rates for hard infrastructure and ecological systems in the aftermath of disasters 
(Todman et al. 2016; Zobel 2014). Here, we borrow from these approaches and extend 
their application to examine social systems through tracking household-level outcomes. 
Specifically, we calculate the total AUC for resilience scores of each individual across all 
waves of the panel. As shown in the stylised example in Figure 13d, this constitutes the 
shaded area under the resilience curve. Here, the AUC, !"#$%$"&'"56"7.$8"!", can be 
expressed as the integral of the resilience curve !"#$%$"&'"!(.) between baseline (t=0) and 
the remaining seven waves of the mobile phone survey.  
!"#$%$"&'"56"7.$8"!" =	∫ !"#$%$"&'"!(.):.%"&'      
3) 
In essence, we take !"#$%$"&'"56"7.$8"!" (herein referred to as a ‘resilience-over-time’) 
to represent cumulative levels of resilience for households over the course of the survey: 
a proxy for recovery rates. As scores are unique to each household, they can be used to 
compare recovery levels across socio-economic groups.  
For simplicity and ease of interpretation, intervals between each wave are assumed to be 
linear (and any missing values interpolated relative to the nearest scores on either side). 
Households with more than three missing values across the various waves, as well as 
those lacking in resilience scores for the baseline and endline surveys are removed entirely 
from the sample.  
A key advantage of the AUC analysis is that it weights resilience scores according to the 
length of time taken for each wave to be completed since the last. In theory, households 
that are heavily impacted by the flood events will exhibit sharper and most sustained 
drops in average resilience scores in the months that precede reporting. This would in 
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turn be reflected in lower resilience-over-time scores compared with households 
indirectly affected by flooding. 
To formally examine the impact of the floods, and factors commonly associated with 
resilience-over-time scores, we run a series of OLS regressions. In Equation 4 we present 
a basic model set-up with the dependent variable !"#$%$"&'",5"6-$7"!& as the AUC for the 
period up to 12 months after the baseline. This mimics a similar set up used by Kimball 
et al. (2015) in tracking the impacts of life events on levels of subjective wellbeing over 
time.  
Here, the impact is a dummy variable, <!+, for households that self-report as directly 
impacted by flooding between the baseline and the first two months of the survey. 
Controls for socio-economic variables, :!+, and factors commonly associated with 
resilience, including risk perception, 8!+ are added. Importantly, each household’s 
resilience score during the baseline, !"#$%$"&'"56"7.$8"!(,*+ is added to account for 
baseline imbalances in mean scores as recommended by Manca et al. (2005). Lastly, A+ 
represents a village-level fixed-effect with the error term captured by 1!+. !"#$%$"&'"56"7.$8"!( = ++!"#$%$"&'"56"7.$8"!(,*+ +	+,3!( + 	+-#!( + +.;!( + 8' + "!(  
4) 
To account for potential differences in the makeup of directly and indirectly affected 
households, we repeat the exercise using an inverse probability of treatment weighting 
(IPTW), as per the DiDs above.  
Results of the regression models are shown in Table 8. Differences in resilience-over-
time scores between those directly and indirectly-affected households are statistically 
significant and consistent across all models, with directly affected households exhibiting 
lower overall scores than those indirectly affected.  
In terms of associations with wider socio-economic variables, age of the household head 
has a strong positive association with resilience-over-time scores for both unweighted 
and weighted samples. Reasons for this are likely to do with a lack of economic 
opportunities available to younger individuals – particularly in relation to work outside of 
Hpa An – as well as more established social networks and capital. This is well reflected in 
the qualitative interviews, with one interviewee observing that ‘households where members are 
not old enough to stay and work in Thailand are in unstable conditions in the village, they struggle to 
earn for their family’ (ID#18, Female, Farmer). The number of household occupants is also 
strongly associated with resilience, with great occupancy associated with higher resilience-
over-time. 
Households that derive a primary livelihood from farming are linked with higher 
resilience-over-time (though the effect is inconsistent for the IPTW). Numerous 
interview responses also reflect this trait, noting how ‘people without a farm are unstable, they 
have difficulty in living’ (ID#3, Male, Farmer). Interestingly, while the household’s poverty 
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index (measured through the POP poverty score) exhibits a positive relationship with 
resilience-over-time scores for most models, the strength of associations with education 
of the household head is far less pronounced (though positive effects are seen across all 
models).  
When it comes to risk factors, higher perceived flood sensitivity and flood exposure are 
negatively linked with resilience (though only the former is statistically significant). Life 
satisfaction is positively associated with resilience-over-time, while distance to the nearest 
road is negative and statistically significant – likely reflecting wider socio-economic 
circumstances such as access to markets and ease of movement. Female-headed 
households have significantly lower resilience-over-time scores compared to male-headed 
households. Lastly, it is curious to note that income diversity is negatively associated with 
resilience (households with more sources of income are linked to lower resilience-over-
time scores).  
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Table 8: Factors associated with resilience-over-time for the entire Hpa An 
sample 
   AUC for unweighted sample AUC for IPTW sample 
 (1) (2) (3) (4) (5) (6) 
Dummy for flood impact (0=Indirect; 1=Direct) -8.26** (4.18) 
-7.87** 
(3.25) 
-9.98*** 
(2.55) 
-11.44** 
(4.64) 
-12.03*** 
(4.47) 
-10.06*** 
(3.80) 
Dummy for education of household head (0=None; 
1=Some schooling) 
 0.29 
(1.32) 
2.31 
(1.88)  
3.00 
(3.13) 
4.96* 
(2.66) 
Age of respondent  0.24*** (0.03) 
0.27*** 
(0.04) 
 
0.18*** 
(0.05) 
0.28*** 
(0.04) 
POP poverty score (high score = higher likelihood of 
not in poverty) 
 0.13*** 
(0.05) 
0.13** 
(0.06) 
 0.14** 
(0.06) 
0.08 
(0.06) 
Mean number of HH occupants  1.07*** (0.26) 
1.19*** 
(0.46) 
 1.69*** 
(0.62) 
1.68** 
(0.68) 
Dummy for farmer as primary source of income 
(1=Farmer) 
 4.66*** 
(1.05) 
7.19*** 
(1.37) 
 2.63 
(1.96) 
3.23* 
(1.84) 
Dummy for remittance as primary source of income 
(1=Remittance) 
 -1.13 
(1.68) 
-1.93 
(2.21)  
4.00* 
(2.11) 
3.19 
(2.02) 
Gender of HH head (1=Female)  -4.30*** (1.10) 
-4.92** 
(2.00) 
 
-7.09** 
(2.84) 
-7.86** 
(3.39) 
Respondent gender (1=Female)  -1.71 (1.40) 
-1.18 
(1.22)  
-1.18 
(1.44) 
0.88 
(1.90) 
Risk perception: dummy for flood sensitivity (0= Not 
at all a problem; 1=Very serious problem) 
  -6.85*** 
(1.67)   
-6.19** 
(3.10) 
Risk perception: dummy for flood exposure (0 = 
Fewer than once a year; 1=Once a year or more) 
  -1.86 
(1.22) 
  -2.04 
(2.26) 
Life satisfaction (higher score = higher life 
satisfaction) 
  3.74*** 
(1.26) 
  
5.05*** 
(1.49) 
Dummy for more than one source of livelihood 
(1=More than one) 
  -6.29*** 
(1.61)   
-7.12*** 
(2.26) 
Distance to the river (log+1)   0.19 (1.18)   
0.38 
(1.06) 
Distance to nearest road (log+1)   -7.16*** (1.14)   
-8.34*** 
(1.83) 
Observations 1,072 1,072 1,052 1,072 1,072 1,052 
Adjusted R2 0.21 0.23 0.20 0.26 0.28 0.31 
Residual Std. Error 28.75 (df = 1062) 
28.51 (df 
= 1054) 
29.09 (df 
= 1035) 
39.17 (df 
= 1062) 
38.54 (df 
= 1054) 
37.90 (df 
= 1028) 
Note: The outcome variable in all models consists of the resilience-over-time score (i.e. the area under the curve for the 
SERS-3A module over the course of the 8 rounds of surveying) weighted using IPTW. All models include controls for 
baseline resilience scores and Village fixed effects. Models 1-3 consist of the full Hpa An sample, while Models 4-6 are 
restricted to households directly affected by flooding between the baseline and Wave 1 of the survey. Values indicate Beta 
coefficients with Standard Errors clustered at the village-level using a wild cluster bootstrap with (200 replications) shown 
in parentheses,  *p<0.1** p<0.05p***p<0.01 
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3.3.4. Examining the impact of natural hazards on different socio-economic 
groups  
The analysis above helps us in understanding the associations between resilience-over-
time and a variety of socio-economic traits for all households in the Hpa An sample. 
While these are informative, we are especially interested in knowing whether exposure to 
the floods affected socio-economic groups in different ways. In other words, did 
particular social groups fare better or worse when directly exposed to flooding (compared 
to those indirectly affected)?  
To explore this in more detail we augment Equation 4 by adding interactions between 
flood exposure (!!") and covariates for both socio-economic status ("!") and risk 
perception (+!&) as shown below. #$"%&%$'($)*$+,%-$!" =	0#!"#$%$"&'"56"7.$8"ℎ0,−1 +	0$!!" +	0%"!" + 0&2!"	 																	+	0'(!!" ∙ #ℎ')	+	0((!!" ∙ +ℎ') + !! + $!" 
     5) 
We carry out the analysis with the partially balanced sample. However, we recognise that 
drop-out rates for directly affected households are higher and are unlikely to be non-
random. We therefore also run the analysis with a fully balanced dataset – noting that this 
further reduces the sample group of directly affected households (n=46 as opposed to 
than n=78 in the partial sample). 
Table 9 presents results from the interacted variables in both samples. Although the group 
size of directly affected households is relatively small in both cases, a number of variables 
are seen as significantly associated with resilience-over-time scores when interacted with 
the flood exposure (!!"). 
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Table 9: Associations with resilience-over-time scores with interactions between 
flood exposure and a range of socio-economic and risk factors 
 Partially balanced sample Fully balanced sample 
 Unweighted  IPTW  Unweighted  IPTW  
 (1) (2) (3) (4) 
Dummy for household head education (0=None; 
1=Some schooling) * Flood exposure (0= Indirect; 
1=Direct) 
0.55 (4.03) 5.49 (5.40) 8.63 (7.60) 7.30 (12.60) 
Age of respondent * Exposure to flooding 0.04 (0.24) 0.07 (0.23) 0.35 (0.48) 0.42 (0.51) 
POP poverty score (high score = higher 
likelihood of not in poverty) * Exposure to 
flooding 
-0.05 (0.34) 0.002 (0.34) 0.49 (0.39) 0.58 (0.39) 
Mean number of HH occupants * Exposure to 
flooding 
1.15 (2.61) 2.29 (2.36) 2.97 (2.72) 2.34 (1.72) 
Dummy for farmer as primary source of income 
(1=Farmer) * Exposure to flooding -8.99 (8.63) -13.64* (7.45) -1.59 (6.19) -9.25 (7.16) 
Dummy for remittance as primary source of 
income (1=Remittance) * Exposure to flooding 
5.37** (2.26) 10.06*** (2.77) 1.95 (4.94) 13.26* (7.18) 
Gender of HH head (1=Female) * Exposure to 
flooding -15.59** (6.13) -11.45* (6.07) -28.73*** (9.19) 
-31.48*** (5.88) 
Respondent gender (1=Female) * Exposure to 
flooding 
6.33 (9.45) 6.91 (8.74) 14.82 (9.86) 13.77 (10.00) 
Risk perception: dummy for flood sensitivity 
(1=Very serious problem) *  Exposure to 
flooding 
-6.72* (3.83) -12.35** (5.27) -11.08 (6.86) -27.72** (12.80) 
Risk perception: dummy for flood exposure 
(1=Once a year or more)  * Exposure to flooding -7.69 (8.16) -12.42 (8.65) -24.04*** (7.28) -17.00 (10.58) 
Life satisfaction * Exposure to flooding 1.08 (3.06) 2.77 (3.47) 0.44 (2.93) 3.97 (4.40) 
Number of sources of livelihood * Exposure to 
flooding 
-8.30** (4.07) -11.10** (4.34) 0.69 (5.91) -12.49 (9.42) 
Distance to the river (log+1) * Exposure to 
flooding -0.98 (1.94) 1.33 (2.27) 1.65 (3.55) 0.78 (4.04) 
Distance to nearest road (log+1) * Exposure to 
flooding -4.44 (6.89) -3.37 (6.21) -0.89 (11.04) 0.21 (13.16) 
Baseline resilience FE YES YES YES YES 
Village-level FE YES YES YES YES 
Observations 1,052 1,052 925 925 
Adjusted R2 0.24 0.35 0.26 0.37 
Residual Std. Error 28.36 (df = 1014) 
36.90 (df = 
1014) 27.95 (df = 887) 
35.62 (df = 
887) 
Note: The outcome variable in all models is resilience-over-time scores (i.e. area under the curve for SERS over time). 
Only results of interactions between flood exposure and socio-economic risk factors are shown. Values indicate Beta 
coefficients with Standard Errors clustered at the village-level using a Wild cluster bootstrap (200 replications) shown in 
parentheses.  *p<0.1** p<0.05p***p<0.01 
Consistent with Table 8, results from the interactions show that differences between male 
and female-headed households are even more pronounced for those directly affected by 
flooding. Effect-sizes are large and statistically significant across all models (though to 
differing extents), suggesting that flood exposure have strong negative impacts on female-
headed households. This finding is similarly supported by qualitative insights from Hpa 
An, with a number of interviewees noting the challenges faced by female-headed 
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households – widows in particular – in seeking support from relatives and family support 
networks: 
‘Households that are led by widows face difficulties. Of course, they do. If they ask others for help, 
no one will come. They do so only when they are paid. Widows are especially in trouble.’ (ID#1, 
Female, Seamstress) 
Another distinction can be seen with regards to perceived exposure and sensitivity to 
flooding. Resilience-over-time scores for those directly hit by the June floods were 
significantly lower amongst households that generally viewed flooding as a serious threat, 
as well as those frequently affected by seasonal flooding. However statistical significance 
is inconsistent between samples and weighting procedures.  
We also find that differences in resilience scores for households with more than one 
source of livelihood are pronounced for those directly-affected by flooding – similar to 
results in Table 8. However, the strength of associations (and sign) are inconsistent, with 
no statistical significance found in the balanced sample. Lastly, households that receive 
remittance payments during heavy flood exposure fare better than those without (though, 
again, the association is less pronounced for the fully balanced sample). 
 
3.4. ROBUSTNESS CHECKS AND OTHER TESTS OF VALIDITY 
As with any large quantitative analysis, our results come with caveats and assumptions. 
As such, we run a series of robustness checks to test the impact of different specifications 
on the paper’s main findings. In Appendix B Section 2 we examine a range of potential 
confounders, including: differences between variants of the SERS module (both in terms 
of composition of resilience capacities and weighting); mode effects (differences between 
face-to-face and phone surveys); acquiescence bias; non-response; comparisons with an  
objective measure of flood impact (using monthly income); and controls for the timing 
of household-level interviews. Though small differences are apparent throughout, all 
alternative specifications are largely consistent and supportive of the main findings. 
 
3.5. DISCUSSION 
The Hpa An mobile phone panel survey yields a wealth of information on how resilience 
changes over time and how it is affected in the aftermath of natural hazards. To make 
sense of the many tests and results presented above we re-focus our discussion on the 
original research questions. 
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3.5.1. Do self-evaluated levels of resilience fluctuate on intra-annual time-scales? 
Of the three research questions, this is perhaps the easiest to answer. Results from the 
Hpa An survey clearly show how perceived resilience scores fluctuate over the one-year 
period of study. The extent of this change is visually apparent in Figures 12a and 
Appendix B Figure 25. From a high-point in Wave 1 to a low in Wave 4 (three months 
post floods), mean resilience scores in Hpa An drop by 34% between the two periods 
before rebounding at Wave 7. 
These findings have notable implications for resilience policy and programming. For one, 
efforts to monitor and evaluate resilience-building interventions should be conscious of 
the perils of relying on one-off surveys. If resilience can fluctuate sharply from one month 
to the next, then evaluators must be careful in deciding the time periods for comparison. 
The issues is perhaps of greater relevant to the non-disaster related contexts, where levels 
of household are often assumed to be constant in the absence of a shock. One way to 
help address this would be to encourage more widespread use of panel surveys – 
collecting data over multiple timescales before, during and after an intervention. Another 
is to more carefully design studies when inferring causality. This is particularly important 
when it comes to choosing control groups and ensuring that the time periods of data 
collection are commensurate (e.g. in large household surveys it is typical to measure 
different groups one after the other, often with a notable time gap between data collection 
rounds).  
Admittedly the findings apply specifically to resilience as measured subjectively (with all 
the caveats that come with it). However, the rapid changes in perceived resilience for Hpa 
An point to an inherent weakness in traditional objective approaches. These often rely on 
long lists of socio-economic indicators and household assets – things that are easier to 
see and measure. They also frequently rely on immutable indicators (i.e. those that change 
slowly over time), such as household assets or livelihood activities. Yet, while this survey 
suggests that a household’s resilience-capacities can quickly change in the face shocks, 
many traditional indicators are unlikely to change in the shorter-term (as is the case for 
the income comparison in Appendix B Section 2). This can paint an inaccurate picture of 
a household’s immediate resilience status. Ways to better accounting for this should be 
urgently sought – perhaps through improved integration of objective and subjective 
approaches, or more widespread of use of non-immutable indicators. 
3.5.2. Do natural hazards impact on perceived resilience over time? 
Households’ perceived resilience in Hpa An clearly fluctuates over time. Yet, can we infer 
possible causes for this change? This is a harder question to answer. Given the drop in 
resilience scores immediately after the flood events, it seems intuitive that exposure to 
floods could be driving some (if not most) of this. The conclusion is further supported 
both by the DiD analyses as well as the AUC calculations for resilience-over-time (Table 
8). Each suggests that the resilience of directly affected households fared significantly 
worse in the aftermath of the floods when compared with indirectly affected households. 
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Yet, a number of other intriguing insights remain. For one, why do resilience scores drop 
dramatically for both directly and indirectly affected households after the flood events? 
One reason for this might be that the floods impacted on community assets and 
infrastructure – like roads or access to local markets. Insights from the qualitative 
interviews support this claim, with reports of widespread localised impacts. Thus, even 
though households may not have been physically impacted by the flooding, these indirect 
impacts may have caused households to report lower resilience scores. It may also reflect 
that the fact that the survey is a census, with households closely networked: indirectly 
affected households may be sought to offer support (financial or otherwise) to directly 
affected households nearby - whether family, neighbours or friends.   
More importantly, could other factors such as response biases or seasonal fluctuations be 
partly driving changes in resilience scores (together with, or instead of the floods)? While 
we try to account for the former by randomising questions and ensuring that priming 
effects are kept to a minimum, we can do little to account for the influence of the latter 
in the absence of multi-year data. However, so long as seasonal fluctuations and wider 
shocks are systematic across the population, they should not change the fact that 
significant differences are observed between directly and indirectly affected groups (as 
measured by the DiD estimates). Indeed, the fact that the pattern of gaps is consistent 
with expectations (starting off large and appearing to converge slowly over time) provides 
some reassurance of the role of flooding in influencing resilience scores. Moreover, when 
we exclude households that report other socio-economic shocks during the course of the 
survey, we see few differences – further discounting the role of wider shocks as playing a 
large role.  
Perhaps the most interesting finding from the study is insight into the length of post-
flood impacts. Not only do we see scores fall immediately after the floods, we witness a 
large up-tick in levels of resilience roughly five months after the baseline surveys (Wave 
5). A similar pattern is seen when comparing the differences between directly and 
indirectly affected households over time (though slight differences in timing for weighted 
and unweighted samples). Insights like these can prove invaluable guidance for 
development and humanitarian actors in understanding the extent and nature of recovery 
on the ground, as well the length of time that households may be susceptible to the 
impacts of follow-on shocks.  
Lastly, we look at whether there are differences in the extent to which the three resilience-
related capacities used in devising the SERS module influence post-flooding outcomes. 
To examine this, we re-run the main difference-in-difference setup (as per Equation 1) 
replacing the SERS outcome variable with each of the three capacities included in the 3A 
framework for resilience (Bahadur et al. 2015): anticipatory capacity; absorptive capacity; 
and adaptive capacity (see Annex B Table 18 for wording). Results are shown in Appendix 
B Table 27 (models 1-6), revealing that scores for each of the resilience-related capacities 
drop for households directly affected by the floods (when compared with those only 
indirectly affected).  
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Differences are statistically significant for all models (except for anticipatory capacity in 
the IPTW weighted sample). These findings provide interesting conceptual insights into 
the extent to which difference components of resilience change both over time and in 
response to a natural hazard. More specifically, they suggest that each of the three 
capacities used in the 3A variant acts (relatively) uniformly in influencing resilience-over-
time in Hpa An. For comparison, we carry out additional DiD analyses (Appendix B 
Table 27, models 7-8) using transformative capacity as the outcome variable - noting its 
use in a number of other resilience frameworks (including Béné et al. 2014 and Pelling 
2010). The effect of direct flood exposure is similarly negative for transformation, though 
not shown to be statistically significant. However, when we re-run the main DiD with 
SERS scores calculated using the AAT variant (made up of absorptive, adaptive and 
transformative capacities) in Appendix B Table 28, we find similar negative and significant 
outcomes – significance drops somewhat for the IPTW sample. 
Together with findings in Appendix B Table 21, these results suggest that while individual 
capacities may differ somewhat (particularly in comparing scores over time), alternative 
resilience frameworks appear to produce similar outcomes (whether the 3As or the AAT 
variants). Indeed, this matches findings from Jones and D’Errico (2019) that show how 
different variants of the SERS module produce similar resilience outcomes in a cross-
sectional survey in Northern Uganda. The reduced effect size and lack of significance for 
the transformation DiD (Appendix B Table 27, models 7-8) is especially interesting, and 
may reflect the fact that households’ ability to transform relates more strongly to 
underlying issues of power and agency (Carr 2019). These are factors that are undoubtedly 
entrenched, and unlikely to be altered by exposure to seasonal flooding. We hope that 
further research, through both quantitative and qualitative means, can be used to shed 
light on these issues going forward. This includes better targeting of subjective questions 
to reflect issues of power as it relates to transformation (and resilience more generally).  
3.5.2.1. Does exposure to subsequent shocks affect perceived resilience scores? 
The SERS module is meant to measure the ability of a household, at any given moment 
in time, to deal with a range of (hypothetical) future threats. Accordingly, it is not 
necessarily a measure of the length of time it takes for households in Hpa An to bounce 
back from the initial period of flooding (though it may be seen as a proxy for this). Rather, 
SERS measures the extent that households are able to deal with subsequent threats in the 
aftermath of the floods – whether in the form of further flooding or wider socio-
economic shocks. As such, we might expect that any follow-on shocks experienced by 
households are likely to exhibit further negative impacts on SERS scores. This is especially 
the case for those directly affected by the initial floods. Testing this is inherently difficult, 
particularly considering the small sample size of households directly affected by initial 
flooding. Indeed, the group affected by both June flooding as well as any subsequent 
shocks totals only 17 in number.  
Despite this, we can explore parts of this hypothesis by making use of follow-up questions 
asked during the Hpa An survey. For example, after the main period of flooding, all 
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households were asked whether they had been affected by any socio-economic or 
environmental shocks in the period since the last survey Wave (see Appendix B Table 20 
for wording). While exposure to follow-on shocks was relatively uncommon (comprising 
less than a quarter of households over the course of the entire panel), interesting insights 
can be learned by comparing the impacts of subsequent shocks on resilience scores 
between households directly and indirectly affected by the initial floods.  
To do so, we carry out two additional tests for heterogeneous effects. The first is to 
augment Equation 4 with an interaction between flood exposure and a dummy for 
whether the household was affected by a shock in the subsequent waves (similar to the 
setup in Equation 5). This measures differences in the resilience-over-time score (i.e. the 
area under the curve for resilience scores) between those affected by subsequent shocks 
for households directly affected by flooding (compared to those indirectly affected). A 
second approach is to run a difference-in-difference-in-differences setup (akin to triple-
differencing). This essentially augments Equation 1 by adding a further interaction to the 
original difference-in-difference estimate (see Appendix B Section 3 for equations and 
full results). Both are similarly interpretable, with the former comparing resilience-over-
time scores, and the latter comparing differences in SERS scores directly. 
Results from both tests in Appendix B Section 3 show that subsequent shocks are 
negatively associated with resilience (as seen by the negative coefficients in Appendix B 
Tables 29 and 30). The association is statistically significant (at p<0.05) for the first 
approach, though not for the triple differencing setup. While inconsistencies in the 
strength of the associations between the two tests suggest that care should be taken in 
deriving firm conclusions, the negative effects across all models provide some reassurance 
that SERS may be: i) responsive to successive external threats (and not just a measure of 
how long it takes to bounce back from a single event); ii) and responsive to different types 
of threats. However, limitations in group samples means that follow-up work is needed 
to establish the nature and strength of these underlying assumptions.  
3.5.3. Which social groups fare better or worse in the aftermath of a natural 
hazard? 
There are two factors to consider when examining which groups fared better or worse in 
the aftermath of the Hpa An floods. Firstly, we can look at the fate of all households in 
the sample - combining both directly and indirectly affected households. Here, Table 8 
points to significant associations between resilience-over-time and: age (older 
respondents fare better); levels of poverty (poorer households are less resilient); gender 
of household head (female heads are worse off); higher life satisfaction (happy 
respondents are more resilient over time); livelihood type (farmers are better off 
compared with non-farmers); livelihood diversity (those with more sources of income 
fare comparatively worse); flood sensitivity (those that view flooding as a serious problem 
are negatively affected); and distance to nearest road (those further away from a road 
being worse off).  
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One interesting finding is that the number of household occupants has a significant 
positive association with resilience-over-time scores (though with a modest effect size). 
This link is not well explored within the resilience literature, and may reflect the fact that 
larger households are likely to have more developed social networks and higher human 
capital available to them. It may also suggest that development actors consider targeting 
smaller (and likely younger) households in seeking to prioritise vulnerable groups.  
It is also interesting to see that education exhibits a weak statistical relationship with 
resilience-over-time. Moreover, while poverty levels are seen as significant across all 
unweighted samples, associations in the IPTW sample are inconsistent. These findings 
conflict somewhat with traditional measurement frameworks that typically assume that 
higher education and wealth are some of the strongest predictors of resilience (D’Errico 
and Di Giuseppe 2018). Yet, the survey findings are consistent with previous subjective 
assessments in other contexts, such as Béné et al (2016) that carry a multi-country 
comparison and Jones and Samman (2017) that conduct a nationally representative survey 
of Tanzania. It is also worth noting that education and poverty likelihood are strongly 
associated with baseline resilience scores (see Appendix B Table 19), suggesting that any 
lack of association may be in relation to flood impacts rather than stabilised resilience 
levels.  
A second way to look at the results is to focus specifically on the plight of households 
directly affected by the floods (see Table 9). In many ways this question has more policy 
relevance: these are households that face the worst consequences. Any differences are 
therefore more likely to be caused by the floods themselves, rather than being drowned 
out by the wider sample. Here, two points are noteworthy. First is that female-headed 
households fare considerably worse than male-headed households (with effect sizes large 
compared with other household traits). Together with the qualitative data collected, it 
points to challenges that female-headed households face in gaining access to valuable 
support networks, capitalising on livelihood opportunities and having a voice in 
community-level recovery efforts (Islam, 2017). 
A second interesting observation is that livelihood diversity (defined as the number of 
sources of income) is negatively associated with resilience-over-time. The link is 
statistically significant for both the full sample (Table 8) and the interaction with flood 
exposure for the partially balanced sample (Models 1-2 of Table 9). In other words, 
households with a single source of income appear to be better off than those with multiple 
sources (when controlling for a range of other factors). These findings conflict somewhat 
with traditional assumptions of resilience and disaster recovery (Adger et al. 2005b; 
Allison and Ellis 2001). The underlying reasons for this are unclear, though may suggest 
that promotion of a variety of livelihoods may be an inefficient means of supporting 
households in recovering from floods (at least in the context of Hpa An). It also adds 
weight to the conclusions of Liao et al. (2015) that challenge the orthodox of livelihood 
diversification as applied in the context of Chinese pastoral households. However, we are 
careful to note that the association between the livelihood diversity and resilience-over-
time when interacted with flood exposure is not significant in the fully balanced panel (as 
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per Equation 5 and Table 9). Further evidence – particularly drawing on qualitative 
insights – is needed in drawing firm policy conclusions. 
Lastly, we highlight the importance of strong associations between measures of risk 
perception and resilience-over-time (particularly when interacted with flood exposure). 
In essence, this implies that households have some grasp of the factors contributing to 
their own resilience. More importantly, given that risk perception was measured during 
the baseline survey (prior to the floods), it may suggest that perceptions of risk 
(particularly flood sensitivity) have some predictive power in both determining levels of 
resilience-over-time as well as distinguishing between households likely to be hardest hit 
by natural hazards. While this has considerable implications for measurement efforts, 
more can be done to further explore these links, particularly with regards to causal drivers 
– noting that risk perception is likely to play a role in people’s evaluations of resilience 
(Béné et al. 2019).   
 
3.6. CHALLENGES AND WAYS FORWARD FOR RESILIENCE 
MEASUREMENT 
By combining subjective evaluations with mobile phone surveys, insights from the Hpa 
An panel survey are an important first step in better understanding (and quantifying) how 
resilience changes over time. Our findings confirm the well-documented influence of a 
range drivers for resilience and post-disaster recovery. They also challenge a number of 
long-held assumptions. To get a better sense of the implications of these findings, as well 
as whether they apply in contexts outside of Hpa An, a number of research gaps and 
avenues for further exploration need addressing.  
For one, further testing of the validity of subjective assessments and comparisons with 
the wide range of existing objective approaches is crucial (building on earlier work by 
Clare et al. 2018 and Jones and D’Errico 2019). In particular, a better understanding of 
the impact of various cognitive biases on subjective responses will aid in drawing firmer 
conclusions on the outcomes of perception-based surveys such as this. This includes 
further exploration of the potential role of psychological adaptation in explaining 
recovery of SERS scores – similar to the effects experienced in measures of subjective 
wellbeing (Dolan 2008). In addition, more consistent collection of longer-term panel 
datasets (from a variety of different contexts) will be crucial in helping to disentangle 
causal effects, and discounting any confounding influences on resilience outcomes (such 
as seasonal or mode effects).  
With all of this in mind, the results here point to the considerable potential for subjective 
and mobile-survey tools. The simplicity of their use, cost-efficiency and near-real-time 
nature of remote evaluation may provide a valuable complement to existing approaches 
for monitoring and evaluation. If household resilience does fluctuate over shorter 
timescales (as suggested by the Hpa An survey) then development and humanitarian 
actors should take note in accounting for this in their vulnerability assessments, project 
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design and post-intervention evaluations. This is particularly relevant in the aftermath of 
a natural hazard where resilience-capacities are likely to change rapidly. Greater 
innovation in designing and applying resilience measurement tools that can capture 
momentary, transient and longer-terms changes is needed. Doing so may be key to 
ensuring more effective resilience-building interventions on the ground. 
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Chapter 4 
 
Weathering tough times 
Fluctuations in resilience are associated with shifts in 
seasons and weather  
 
Lindsey Jones 
 
Understanding how resilience changes over time is key to designing effective development and humanitarian 
interventions. Qualitative insights point to the potential for a household’s resilience to vary across seasons, 
driven by a range of environmental and socio-economic factors. Yet, little in the way of quantitative evidence 
exists to support these claims. Most quantifiable measures of resilience are ill-equipped to detect short-
term fluctuations in resilience, owing to a sparsity of repeat observations and heavy reliance on immutable 
proxy indicators. To shed light on this issue, I put together a novel high-frequency mobile phone panel 
dataset. Self-evaluated levels of household resilience are continually collected over two separate years in 
Hpa An, Eastern Myanmar. Using the panel, I reveal statistically significant differences in levels of 
perceived resilience between the area’s three seasons (hot, dry and rainy). I then match individual surveys 
with ground- and satellite-based weather observations, showing how perceived levels of resilience are 
associated with changes in prior weather conditions (both absolute values and anomalies relative to the 
historical record). Findings point to the need for development actors to pay closer attention to intra-annual 
changes in resilience. This includes tailoring resilience-building activities to different seasonal needs and 
recognising the potential for seasonal and weather-related tipping points. Development practitioners should 
also be conscious of the implications of seasonality in monitoring and evaluation of resilience-building 
interventions.  
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4.1. INTRODUCTION 
Identifying factors that influence household resilience is crucial to guiding resilience-
building efforts. These insights help development and humanitarian actors to target 
vulnerable groups and protect gains made by resilience-related investments. To date, 
much of what we know about household resilience comes from qualitative observations, 
a large portion of which is focused on the Global South (Marschke & Berkes 2006; 
Akamani & Hall 2015; Tuler et al. 2008). This extensive body of evidence points to an 
array of factors that influence resilience, including: socio-economic (Berman et al. 2015; 
Ofoegbu et al. 2017; Barua et al. 2014); ecological (Jabeen et al. 2010; Deshankar 2012); 
cultural (Nelson and Stathers 2009; Cannon & Muller-Mahn 2010); and psychological 
characteristics (Béné et al. 2016b; Jones and Tanner 2017).  
The climate and weather also play important roles in shaping resilience. For a start, long-
term changes in temperature and rainfall can have direct (and indirect) impacts on a 
household’s ability to survive and thrive (Osbahr et al. 2008). The same is true for weather 
and extreme events: floods and droughts may significantly hamper the ability of 
households to cope with current and future risk (Wineman 2017; Bhatta & Aggrawal 
2016). Accordingly, while we have some insight into the links between long-term climate 
and resilience, little is known about the roles of seasonality and weather in shaping levels 
of resilience within a given year – especially from a quantitative point of view. The 
implications of intra-annual fluctuations are considerable. Not only might they require 
resilience-building interventions to be tailored to unique seasonal (or sub-seasonal) needs, 
they have the potential to confound monitoring and evaluation efforts – particularly if 
evidence is collected across different seasons. 
There are two key reasons for a gap in knowledge. Firstly, most resilience measurement 
tools are ill-equipped to pick up on intra- (and even inter-) annual shifts. In many cases, 
resilience is measured by tracking changes in wellbeing outcomes in response to given 
shocks. Resilience is inferred if a household maintains levels of wellbeing above a given 
threshold. Yet, disentangling any changes in households’ capacity to deal with risk is 
limited by the occurrence of shocks: little can be inferred in the periods in-between. Other 
approaches focus on indirectly measuring resilience-related capacities as outcomes in 
themselves. Yet these are often heavily dependent on immutable proxy indicators: ones 
that seldom (or slowly) change over time (Schipper and Langston 2015). For example, 
the popular Resilience Index Measurement Analysis (RIMA) features indicators relating 
to: i) whether households own land or housing property; and ii) whether household 
members have engaged in casual labour in the past 12 months (FAO, 2016). While these 
factors are undoubtedly linked to a household’s longer-term resilience, they are unable to 
pick up on any intra-annual properties of resilience – whether over the course of a year, 
month or week.  
A second reason for a gap in knowledge is that the majority of quantitative evidence on 
resilience comes from one off snap-shots: interviews, discussions and surveys carried out 
at one moment in time. While there is a growing body of evidence (Allinovi et al. 2009; 
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Constas and Barrett 2013), few measurement exercises make use of panel data with 
repeated observations collected over time. Fewer still have gathered information over 
multiple time periods within a given year (with the exception perhaps of Smith et al. 2015 
and Knippenberg et al. 2019).  
By collecting high frequency data on household resilience this paper provides fresh 
insights into whether resilience fluctuates intra-annually, and the factors that might be 
driving it. More specifically, the paper explores two key areas of interest. Firstly, whether 
self-evaluated levels of household resilience fluctuate across seasons. And secondly, 
whether shifts in key weather variables are linked with changes in perceived resilience. 
Given intricacies of the various relationships, and limited available data, this case study 
constitutes a first step at a detailed exploratory analysis. Further qualitative and 
quantitative evidence will be required to uncover the nuances of any potential causal 
relationships. 
I probe these two queries by matching information from two independent datasets. One 
is a unique mobile phone panel survey of the resilience of 1,203 households in Eastern 
Myanmar. The panel tracks continual changes in subjectively-evaluated household 
resilience spanning ten separate survey waves. The other is a dataset of daily weather 
summaries gathered from a combination of nearby ground-based and satellite 
observations. By combining timestamps from the two datasets, and exploiting seasonal 
and daily variation in weather, this paper takes a quantitative looked at links between 
resilience, seasons and weather. Finally, the implications of key findings for development 
actors are discussed. In particular, I explore how practitioners can tailor resilience-
building interventions to better account for rapid fluctuations in household resilience in 
both programming and evaluation.  
 
4.2. CONCEPTUALISING AND MEASURING RESILIENCE  
In its broadest sense, resilience is a relatively straightforward concept. It is the capacity of 
a system to retain core functions in the face of disturbance(s), while maintaining options 
to adapt (Nelson 2011; Carpenter et al. 2001). In practice there is little consensus on an 
exact definition (Bahadur et al. 2013). Nor is there agreement on how it should be 
measured (Cutter 2016). Part of the challenge is that resilience is not directly observable 
(Brenkert & Malone 2005). Instead, resilience is commonly conceptualised as comprising 
a range of capacities that are in-and-of-themselves intangible (Brenkert & Malone 2005; 
Schipper and Langston 2015). This diversity in how resilience is viewed means that 
measurement efforts need to consider two important points.  
The first is what a given system is resilient to. Resilience is often thought about in relation 
to a specific threat. There are numerous examples of measurement toolkits tailored to a 
single hazard such as droughts, floods or wildfires – amongst many others (Jordaan et al. 
2018; Kotzee et al. 2016; Prior and Eriksen 2013). However, it is important to recognise 
that the impacts of one hazard often interact and combine with other shocks and stresses 
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(whether environmental, social or economic) (Oddsdóttir et al. 2013). This is especially 
relevant in the context of slow onset events where the threat can evolve over a number 
of years (Miller et al. 2010). Moreover, many of the underlying drivers of resilience overlap 
considerably when comparing a system’s ability to cope with one hazard or another. As 
such, measurement frameworks increasingly seek to factor in multi-risk environments 
(Kappes et al. 2012). This can either be in the form of a collection of related hazards – 
such as climate resilience or natural hazard resilience – or resilience to risk overall 
(Oddsdóttir et al. 2013). The same broad focus is the one adopted for the remainder of 
this paper.  
A second point for measurement to consider is how does resilience evolve? Resilience is 
certainly not static. Instead, the resilience of a social system can be thought of as 
continually in flux: varying across time depending on the status of the capacities that 
support it (Keck and Sakdapolrak 2013; Waller 2001). Gradual changes in the capacity of 
people and communities to respond to threats often arise from the strengthening (or 
weakening) of development outcomes. These can span multiple years (Sovacool et al. 
2012; Adger et al. 2011). Yet, limited attention within the resilience measurement 
community of practice has thus far been paid to whether resilience fluctuates on shorter-
term timescales (Schipper and Langston 2015).  
This latter issue brings up the related challenge of how resilience should be tracked. 
Resilience is inherently a latent process and cannot be directly observed (FSIN 2014). As 
such there are a number of different ways to go about inferring it. One method is to is to 
look at how wellbeing outcomes are affected by shocks over time. An example might be 
to track household income or food security in the aftermath of drought (or any other 
shocks). Those able to maintain levels of wellbeing above a certain threshold would be 
considered resilient; those below would not. An index can then be devised to reflect the 
probability of wellbeing outcomes being above (or below) an allocated threshold. This 
setup is similar to one proposed by Cisse and Barret (2018), aptly named the ‘moments-
based approach’.  
As second approach considers resilience to be a function of the length and persistence of 
shocks affecting a given household. Knipperberg et al. (2019) use this approach, 
providing an illustrative example: 
“Imagine two households experiencing the same shock in a given month; in the next month, if one 
household is still experiencing the effects of the shock while the other has fully recovered, then the latter 
household is more resilient. All else being equal, the greater the shock’s persistence, the lower the 
household’s resilience to that particular shock” Knipperberg et al. (2019:6) 
Using reports of perceived recovery, they calculate the probability of a household’s ability 
to bounce-back from a given shock over time. In fact, Knipperberg et al. (2019:6) 
calculate resilience using both the persistence- and moments-based methods with data 
targeted at food-related outcomes in Malawi.  
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While these approaches have considerable value, they also have limitations. For a start, 
they require a shock to have occured before levels of resilience can be inferred. This 
makes it very difficult to measure resilience in periods where no apparent threats take 
place. Given that shocks rarely affect households uniformly, it is also challenging to 
account for variation in exposure and sensitivity within the observed sample. More 
importantly, it is not easy to use outcome- or impact-based measures to infer whether 
levels of resilience have changed, as multiple time periods are needed to evaluate resilience 
within a set period.  
A third group of methods takes an altogether different approach. Rather than tracking 
wellbeing outcomes over time, they seek to indirectly infer resilience. This is typically 
done by breaking resilience down into core capacities: from anticipatory and absorptive 
capacities to adaptation and transformation (Berman et al. 2012; Pelling 2010). Markers 
are then assigned to measure each, before being compiled into a single metric (Brenkert 
& Malone 2005). Often this happens through use of proxy indicators. These can be 
identified through expert elicitation or a combination of qualitative and quantitative 
ground-truthing exercises designed to match desired resilience outcomes with suitable 
indicators (Bahadur and Pichon 2017). For example, approaches by D’Errico & Giuseppe 
(2014) and Hills et al. (2012) use a wide range of socio-economic variables as proxies for 
resilience-related capacities. These are then amalgamated to determine the status of a 
household’s capacity in dealing with future threats.  
Seen in this way, resilience is reframed as the outcome of interest. One that is driven and 
influenced by changes in livelihood and wellbeing outcomes themselves (rather than the 
other way around).  Using this approach, the status of a household’s resilience can be 
measured at any given moment in time. It may therefore be better suited to tracking 
changes in resilience that may have occurred over a given timeframe (assuming that its 
chosen constituents are an accurate reflection of the household’s ‘true’ resilience). It is 
for this reason that I use a capacity-based approach in the main analysis of this paper.  
Despite the advantage of capacity-based approaches in measuring changes in resilience 
over time, few quantitative studies have so far done so. Much of the reason for this owes 
to the considerable expense of collecting repeated survey information. Yet, understanding 
the temporal dynamics of resilience has important implications for development 
practitioners. For example, the design of resilience-building interventions can benefit 
significantly from knowing whether levels of resilience fluctuate across seasons? Or if 
resilience is associated with shorter-term drivers like anomalous fluctuations in weather 
conditions?  
From a conceptual point of view the links are decidedly clear. For a start, seasonality and 
weather are inextricably tied to livelihood outcomes. These in turn strongly determine a 
household’s resilience-related capacities – particularly for households in the Global South 
(Deveroux et al. 2013). These effects are especially pronounced during extreme weather 
events: 
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“The experience of a disaster is likely to reduce adaptive capacity both in short and longer 
timeframes, particularly due to limited access to or destruction of resources and capabilities, thus 
providing additional challenges for future adaptation.” (Linnenluecke 2012: 28) 
From a theoretical point of view, the potential impacts of weather on resilience-related 
capacities (both direct and indirectly) are manifold. Extreme weather events can inflict 
large negative impacts on households, particularly through degradation and depletion of 
assets. They may also require temporary (and in some cases permanent) relocation 
(Badjeck et al. 2010). At the community-level, Walker et al. (2004) describe how weather-
related extremes often serve to erode societal order and degrade critical infrastructure, 
further lowering the resilience of affected households within. Recurrent hazards can play 
a similar role in reducing resilience capacities by repeatedly compounding negative 
development outcomes (Bernhadrt & Leslie 2013).  
However, the impacts of weather on resilience-capacities are not limited to extremes. 
Gradual changes in seasonality and weather directly impact on agricultural and economic 
productivity – key contributors to livelihood outcomes, food security and the 
accumulation of household assets in agrarian societies such as Hpa An (Deveroux et al. 
2013). Indeed, a household’s development outcomes can change considerably from one 
season to the next (Chambers et al. 1981; Longhurst et al 1986; Cunguara & Kelly 2008; 
Devereux et al. 2013). In agrarian contexts, much of this results from the timing and 
extent of rainfall, with knock-on implications for the harvesting cycles of key crops (Silva 
& Matyas 2014). Other seasonal factors such as shifts in temperature, humidity and wind 
can have similar impacts on household productivity and wellbeing within a given year – 
influencing the ability of households to deal with current and future risk. (Longhurst et 
al. 1986).  
Accordingly, while the links between resilience and seasonality have strong theoretical 
underpinnings, little in the way of quantitative evidence is available. This is particularly so 
for household-level dynamics. Perhaps the most in-depth look at links between resilience 
and weather is D’Errico et al. (2019). They examine how temperature shocks (i.e. large 
deviations in observed annual temperatures) affect household food consumption across 
13 years of data using a ‘pseudo panel’. Results reveal interesting ‘resilience thresholds’, 
with temperature shocks inducing significant negative outcomes for those below a critical 
level of resilience. While this provides interesting insights, their emphasis is on the 
impacts of temperature on food consumption (mediated via resilience), rather than on 
the impacts of temperature on resilience capacities directly. Moreover, given that the 
surveys are carried out over a number of year, it tells us little about any intra-annual 
fluctuations. Answers to these questions require higher-frequency data, something that 
few development agencies have sought in their monitoring and evaluation activities to 
date. 
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4.3. METHODS  
To shed light on the relationship between resilience, seasonality and weather, I combine 
information from two independent datasets: i) a high-frequency mobile phone panel 
survey of perceived levels of household resilience in Hpa An, Myanmar; and ii) daily 
weather readings from ground- and satellite-based observations. 
4.3.1. Mobile phone panel survey of household resilience 
Data on household resilience is taken from the Building Resilience and Adaptation to 
Climate Extremes and Disasters (BRACED) panel survey in Eastern Myanmar. The 
survey tracks indicators of livelihood opportunities and household resilience from 1,203 
households in Hpa An, Kayin district (for further methodological details on the survey 
see Jones 2019). Information was amassed across ten separate survey waves from June 
2017 to November 2018, with consecutive waves occurring every 6 to 8 weeks. To collect 
baseline information, a face-to-face survey was conducted with heads of all households19 
across eight villages in Hpa An - effectively constituting a census. Basic socio-economic 
information for the household was gathered including data on household assets, 
livelihood opportunities and demographic information for all household members.  
Upon completion of the baseline survey, each respondent was handed a mobile phone 
and a solar array for charging. A call centre was then set up in Yangon, with household 
heads contacted remotely via the headsets provided (or any alternative numbers in the 
household). Individual identification questions were asked at the start, with surveys lasted 
10-15 mins. A small financial reward ($0.5) was provided upon successful completion of 
the survey. High response rates were maintained throughout the panel – with attrition of 
only 5% of the original sample after nine successive waves.     
To assess changes in household resilience the panel uses subjective-evaluations of 
resilience. Perception-based measures have been explored by a number of recent studies 
(Marshall and Marshall 2007; Lockwood et al. 2015; Nguyen and James, 2013; Jones and 
Samman 2016; Béné et al. 2016a; Jones and D’ Errico 2019; Knippenberg et al. 2019). As 
opposed to ‘objective-evaluations’ that rely on external observations, subjective-
evaluations draw on people’s insight into their own resilience (Jones and Tanner 2017; 
Jones 2018b).   
While subjective approaches are not without their own flaws (see Maxwell et al. 2015 and 
Jones 2018b), they do offer a unique opportunity to draw on bottom-up evidence from 
respondents themselves (Claire et al. 2017). More importantly, subjective-evaluations 
allow for transitory changes in household circumstances to be captured that would 
otherwise be difficult to track using traditional objective methods. For example, while 
moderate flooding may not damage physical property (and hence would not be tracked 
by objective measure heavily tied to household asset inventories), subjective-evaluations 
can more easily pick on deviations in livelihood opportunities, social networks, 
 
19 In the context of the Hpa An sample, most households were headed by a couple (typically a male and female). In 
such cases, selection was randomised between the couple to ensure gender diversity. 
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community cohesion and other intangible drivers of resilience so long as they are 
adequately factored into the design of the module (Marshall and Marshall 2007; Jones 
2018b).  
For the purposes of this study I focus on a particular unit of interest: the household. I 
also adopt BRACED’s ‘3As’ framework for defining and characterising resilience (see 
Bahadur et al. 2015). Here resilience is depicted as comprising three core capacities: i) 
anticipatory capacity – the ability of a household to anticipate and proactively reduce the 
impact of hazards or stressors; ii) absorptive capacity – the ability of a household to 
absorb and cope with the impacts of a shock or stress; and iii) adaptive capacity – the 
ability of the household to adjust to long-term changes in threats and learn from prior 
events. To measure these capacities, I rely on people’s self-evaluations. Use of subjective 
measures is particularly attractive as they readily allow for temporal variation: questions 
are focused on assessing momentary states (as opposed to measures tied to wellbeing 
outcomes), and are not tied to immutable proxies. Care does, however, needs to be taken 
in considering the influence of various cognitive biases common to all perception-based 
measures (an issue I return to below). 
To measure changes in perceived resilience I use the Subjective self-Evaluated Resilience 
(SERS) approach (see Jones & D’Errico 2018). The module solicits individuals to rate the 
status of their household in accordance with questions targeting each of the 3As’ 
resilience-related capacities (see Table 10). Responses are presented using a standardised 
5-point Likert scale. These are then numerically converted, and an equally-weighted mean 
is calculated, providing an overall score for each household. Finally, resilience scores are 
standardised using min-max normalisation. This results in a resilience score that varies 
from 0 (not at all resilient) to 1 (fully resilient).   
Table 10: List of resilience-related capacity questions used in the Subjectively-
Evaluated Resilience Score 
Preamble: ‘I am going to read out a series of statements. Please tell me the extent to which you agree 
or disagree with them.’ [Read out each statement and ask] ‘Would you say that you strongly agree, 
agree, disagree, strongly disagree or neither agree nor disagree that:’ 
Resilience-related capacity Survey question 
Absorptive capacity Your household can bounce back from any challenge that life throws at it 
Adaptive capacity If threats to your household became more frequent and intense, you 
would still find a way to get by 
Anticipatory capacity 
Your household is fully prepared for any future disasters that may occur 
in your area 
Notes: For a full list of resilience-related capacity questions and further methodological details of the SERS approach see Jones 
and D’Errico (2019). 
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Note that SERS is a measure of resilience to multi-hazard risk; questions do not target 
one specific threat. Rather they solicit views on the household’s ability to deal with any 
range of potential hazards. Questions are also posed in relation to hypothetical threats 
either now or in the future. This allows for a household’s current resilience status to be 
gauged – as opposed to other subjective evaluations that focus on the impact of prior 
events (see Béné et al 2016a; Claire et al 2016).     
4.3.2. Factors that influence self-evaluated resilience 
In drawing meaning from the study’s findings, it is important to understand how people 
subjectively interpret questions on resilience. Here much can be learned from the wide 
body of literature of risk perception and wellbeing (Slovic 1987; Diener 2000; Hogarth et 
al. 2011; Ruin et al. 2007; Sjöberg 2000). In answering the SERS module, respondents are 
likely to reflect on a number of factors (whether consciously or otherwise). This includes 
any past experience of threats, knowledge of present and future risk exposure, socio-
cultural factors as well as emotive states (Lenz 2002). 
With this in mind, we can envisage three core domains that might influence subjectively-
evaluated resilience following Schimmack et al. (2000). These include: chronically 
accessible sources that variably influence resilience – i.e. those that have a momentary 
impact on a household’s ability to deal with risk (as well as recall of experiences from past 
events); chronically accessible sources that provide a stable influence on resilience – 
namely reflections on longer-term base capacities, factors that mediate a household 
resilience and engrained norms; and temporarily accessible sources that affect judgement 
– those salient only at one particular moment in time (such as environmental cues and an 
individual’s immediate surroundings). 
In reflecting on links between climate and resilience, it is the first of these domains 
(variable influences) that is of most interest to this study. It reflects how weather and 
seasons mediate drivers of resilience in the shorter-term. These interact and combine with 
more stable drivers of resilience that seldom (or slowly) vary over time. Yet, it is also 
important to consider how the last domain (temporary accessible sources) may affect 
subjective evaluations of resilience – principally those that act as confounders and biases. 
For example, seasonal shifts and weather extremes may alter moods, which can in turn 
shape a respondent’s judgement on their own capacities and risk appetite (Kampfer and 
Mutz 2013; Hogarth et al. 2011). It should be noted that literature on links between 
weather, mood and risk-related self-efficacy is decidedly sparse (Rundmo & Sjoberg 1998; 
Lenz 2002).  
Efforts to establish associations between weather and life satisfaction are similarly mixed 
(Lukas et al. 2013). Personality may also have a strong influencing factor in subjective 
judgements. However, because personalities are typically considered constant over time 
(especially in the context of several months), use of panel data can help to account for 
this trait by comparing within-individual observations (Cobb-Clark & Schurer 2012). 
While it is difficult to disentangle the roles played by chronic and temporary sources in 
evaluating resilience, and flag that findings must be interpreted with this caveat in mind, 
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I do employ a number of methodological strategies aimed at isolating temporary 
confounders such as mood, time of day and day of week as detailed in Section 4.5. 
4.3.3. Weather and seasonal climate observations 
To examine the relationships between resilience, seasonality and weather I use daily 
weather information from an observational station located in Hpa An (WBAN ID: 
480990 99999). Publicly accessible data are gathered through the National Climate Data 
Centre (NCDC), with daily weather summaries available for a range of climate variables 
(https://www.ncdc.noaa.gov/). For the purposes of this analysis, the following variables 
are used: precipitation; average temperature; maximum temperature; minimum 
temperature; humidity (measured via dew point); and maximum wind speed. 
In generating daily summaries, a minimum of four observations per day must be present 
with inputs undergoing automated quality control via NCDC. Data for Hpa An range 
from 1973 to the present day. However, large gaps in the climate record exist – 
particularly from 1994 to 2012 where no observations were made (likely due to civil 
conflict that affected the area during this period).  
Gaps in daily precipitation data are particularly noticeable during the period of the panel 
survey. As such, I use alternative values for precipitation in each of the main model 
specifications taken from the Climate Hazards Group InfraRed Precipitation with Station 
data (CHIRPS) repository. CHIRPS combines 0.05° resolution satellite imagery with in-
situ station data to create a gridded rainfall time series (Funk et al. 2015). For a comparison 
of CHIRPS and precipitation values gathered from the weather station see Appendix C 
Section 1.  
In addition to weather observations, information on river discharge from the nearby 
Thanlyin river is obtained from The Global Flood Awareness System (GloFAS). GloFAS 
combines ensembles of lower-resolution forecasts from ECMWF IFS (Integrated 
Forecast System) with hydrological models and post-processing algorithms. From this, 
probabilistic streamflow forecasts at 0.1° are generated and compared with known flood 
thresholds for a given area (see Emerton et al. 2018). 
Dates across all datasets are matched with timestamps for the household panel surveys. 
As survey enumeration is conducted using Computer Assisted Personal Interviewing 
(CAPI) software, electronic timestamps are automatically generated allowing for weather 
observations during the time of each individual survey to be compiled. 
4.3.4. Estimation frameworks 
In examining links between seasonality, weather and resilience I use a series of fixed 
effects regression specifications. I start by looking at whether resilience scores differ 
across seasons by regressing subjectively-evaluated resilience scores (%-() for household i 
on day t against a season variable (#.), with dummies corresponding to each of the 
region’s three seasons: the rainy (June-October), hot (March-May) and dry season 
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(November to February) (Aung et al. 2017). !" relates to dummies for each calendar year, 
meaning that repeat observations within the year are pooled and averaged. Given that 
subjective judgements may be affected by the day of the week and hour of the day of 
interviewing (Csikszentmihalyi & Hunter 2003; Feddersen et al. 2013), I include fixed 
effects for these in B/ and ∅! respectively. Crucially, use of an individual fixed effect, '- 
helps to account for any time-invariant factors that may influence perceived resilience 
scores (such as immutable socio-economic characteristics of the household or personality 
traits of the respondent).  "#$%&'" =	%# + '((' + )% + *& + !" + +#$%&'"	
    1) 
To probe more carefully at the role of fluctuations in weather, I then regress resilience 
scores against an array of weather variables D(. More specifically, D( is calculated as a 3-
day rolling average of mean daily observations for precipitation, temperature, minimum 
temperature, logs of maximum wind speed and dew point. For example, D( is the mean 
weather reading (E) for the day of interview and two days prior (t, t - 1, t - 2). Use of a 
moving average helps to account for any shorter-term influences of weather on resilience 
immediately prior to the interview, as well as the fact that interviews may have been 
conducted early in the day – similar to the setup used in Anderson and Bell (2009). Later 
I test the main results against a range of moving average lengths to examine the 
implications of this choice. As maximum temperatures are highly correlated with average 
temperature (see Appendix C Figure 25) the former is removed from the model. To 
account for any non-linear relationships, a quadratic for all weather variables is added. "#$%&'" =	'0 + '(,$&'" + '),$&'") + )% + *& + -' + !" + +#$%&'"	
             2) 
D( = 13FE*−,2,=0 	
         3) 
To ease with visual interpretations of the outputs from Equation (2), I replace D( (and 
its squared term) with binned deciles, allowing for effect sizes to be compared across 
deciles via the coefficient plots in Figures 17, 18, 19. Deciles are calculated with respect 
to observations during the period of the survey.  
To remove the influence of any time-invariant household-level traits I add a household 
fixed effect, '- . I also include time fixed effects in the form of year and season dummies, 
in A1 and G. respectively. Use of the latter helps to remove any seasonal influences. In 
addition, I re-run models with month and year fixed effects, to further account for 
seasonality. Note, however, that this results in an unbalanced sample (as survey waves 
spanned calendar months on a number of occasions).  
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Finally, a key challenge for this paper is in disentangling the roles of seasonality and 
weather on resilience. While use of season and month fixed-effects in the two previous 
specifications is one away of distinguishing between the two, another is to look at the 
effects of anomalous periods of weather. For example, unseasonably hot (or cold) spells 
provide opportune moments to explore whether temperatures have an effect on resilience 
outside of any seasonal influences. Crucially, these spells are quasi-random and can 
happen throughout the year, spanning all three seasons.  
To examine the effects of unseasonal weather I calculate a series of Z-scores for each 
weather variable. In essence, these scores tell us how unseasonable the weather is during 
the period just before the interview, relative to what we would expect based on the 
historical record for that same period of time. Positive Z-scores indicate periods of above-
average conditions, while negative scores are linked with periods that are below-average 
(relative to the historical record). Given that records for many of the weather variables 
have large amounts of missing data, I extend the window of interest to feature mean 
weather conditions for the 6 days prior to (and including) the day of the interview. This 
essentially constitutes average weather conditions for the previous week.  
The Z-score for any given week, H( is therefore calculated as a function of the weather 
during the seven-day period prior to interview I(, minus the historical mean of that same 
period,	IJ(, divided by the standard deviation of all historical observations for the window 
in question, :(.  
        H( =	2)*23 ).)              4) 
I limit historical observations to all available data for the past two decades: 2012 for the 
NCDC dataset; 2009 for CHIRPS; 1997 for GloFAS. I then re-run the main analysis in 
Equation 3 replacing weather observations with Z-scores, H(. I also exclude wind speed 
and humidity as control variables as they contain a number of missing data-points in the 
observational record. "#$%&'" =	%# + '(0$&'" + ')0$&'") + )% + *& + -' + !" + +#$%&'"    5) 
Given the difficulty of using traditional Z-scores for interpreting count data (owing to 
large skews) I use a modified Poisson-Z score for the rainfall and maximum windspeed 
variables. Proposed by Wheeler (2015) this is calculated as twice the square root of the 
average weather during the seven days prior to interview minus the historical mean for 
the same period.  1$ = 2	34<# − 4I6 47               6) 
This standardised metric is it broadly comparable to a traditional Z-score.  
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4.4. RESULTS 
Before delving into the results from, the regression models, it is important to step back 
and understand seasonal and livelihood dynamics in Hpa An. As with most areas in 
Myanmar, Hpa An has a tropical monsoon climate. Daily average temperatures range 
from 26-32 °C, with spells of temperatures up to 38 °C not uncommon. Hpa An climate 
is characterised by three distinct seasons, a hot (March-May), rainy (June-October) and 
cool season (November-February). Almost all of the area’s precipitation falls during the 
rainy season, coinciding with higher levels of discharge in the nearby Thanlyin river – 
though a noticeable lag can be seen in Figure 15. 
Livelihoods in Hpa An are closely tied to water and the local environment. Agriculture 
remains the mainstay of most households, with 40% of the surveyed population deriving 
a primary source of livelihood from farming (mostly subsistence). Significant 
contributions are also sought from casual labour and foreign remittance – typically from 
individuals seeking temporary employment in neighbouring countries like Thailand. 
Levels of socio-economic development are low. Only 50% of household heads in the 
sample have some form of primary-level education, with 30% reporting no formal 
education at all. Like much of the country, infrastructure and public services are 
significantly underdeveloped. This is further hampered by protracted civil unrest that has 
affected the region since 1950, with considerable knock-on implications for the quality of 
education, health and transportation services. Since 2012 the situation has ameliorated, 
though political tensions have known to flare on occasion (Bremmer 2018).  
While the area is occasionally affected by drought and cyclones, floods are by far the most 
prominent climate hazard affecting the area – owing to the proximity of the Thanlyin 
river, and low-lying nature of most villages in Hpa An. Some support for disaster risk 
reduction initiatives has been received from NGOs and local government in recent years 
(largely through the BRACED programme), though most households are forced to rely 
on autonomous coping and adaptation strategies in the face of climate risk (Jones et al. 
2018a).  
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Figure 15: Seasonal profiles of key weather variables in Hpa An 
 
Notes: Figures show weekly averages for climate variables using observations from 1994-present. For 
river discharge, historical observations run from 1997-present. Lines are loess curves with 95% confidence 
intervals shaded. 
I now turn to investigate factors linked with resilience over time. In particular, I am 
interested in knowing if shifts in seasons and weather are associated with changes in self-
evaluated household resilience over the course of the survey. Figure 16 plots associations 
between various weather variables and aggregated resilience scores. A clear positive 
association is seen for precipitation, humidity and discharge: higher resilience scores are 
associated with rises in mean values for observed weather variables. In most cases the 
relationship appears non-linear. 
Temperature variables also exhibit noticeable relationships. In the case of average and 
maximum temperatures, the relationships are negative, with higher resilience scores 
associated with lower temperatures in particular. Interestingly, minimum temperatures 
show a somewhat different picture, with higher resilience scores linked with higher 
minimum temperatures. The trend appears to level off at higher deciles. Maximum wind 
speeds also exhibit a slight positive association, though the trend is weak. Lastly, in 
pooling resilience scores across seasons we see that resilience scores reported during the 
hot and rainy seasons appear somewhat higher than for the cool season 
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Figure 16: Associations between weather and aggregated resilience scores 
 
Notes: Each panel shows aggregated mean resilience scores for deciles of the weekly weather variable. 
Quadratic polynomial trend lines are shown for each scatterplot (except for Temperature where a linear 
trend is shown). Humidity is measured as dew point temperature. The final panel shows mean (black 
line) and interquartile ranges (box) across Hpa-An’s three seasons.  
In themselves, these simple associations reveal a great deal about how resilience scores 
vary in accordance with weather and seasonal shifts. However, it is also important to 
consider the influence of confounding factors (including influences on yearly and 
seasonal shifts) before any firm conclusions can be drawn. In so doing, I start by 
regressing self-evaluated resilience scores against a set of season dummies (Eq. 1). Figure 
17 shows the outputs from this model, pointing to higher scores for households during 
the rainy season, and lower reported values during the cool season. Both time periods 
exhibit statistically significant differences from the reference period (the hot-season). 
Results differ little when controlling for differences across the calendar years by including 
year fixed effects.  
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Figure 17: Seasonal differences in self-evaluated resilience 
 
Notes: Dots represent beta coefficients for seasonal dummies with the hot season as the reference period 
following the set-up outlined in Eq. 1. The dark blue model includes year fixed effects, while the light 
blue does not (akin to a one-way fixed effects model). Horizontal lines are shown as 95% confidence 
intervals. Standard errors are clustered at the household level. 
By itself, knowing that resilience fluctuates across seasons has considerable implications 
for the design and delivery of resilience building interventions. However, further insight 
can be gleaned from investigating potential drivers of seasonal variation. One obvious 
candidate is seasonal shifts in weather. To examine this relationship in more depth 
Appendix C Table 31 shows outputs from the model described in Eq. 2, examining 
associations between resilience and a range of weather variables. In order to visually 
interpret these findings, Figure 18 plots model coefficients of deciles for each of the 
weather variables of interest.  
In each case, separate models are run using: year (grey line); season-year (red line); as well 
as month-year fixed effects (blue line) – corresponding to Appendix C Tables 31, 32, and 
33 respectively. Each tells us something different about the various temporal relationships 
between resilience and weather as it varies across seasons. Year-fixed effects pool 
household-level observations across separate years, revealing within-year associations 
between resilience and weather. However, this cannot account for any seasonal 
differences that may arise (either due to seasonal fluctuations in weather or wider socio-
economic factors). Use of season-year fixed effects allows a closer look at within-season 
associations, helping to remove the effects of seasons from the overall model. Lastly, 
inclusion of monthly-year fixed effects acts as a second, more fine-grained, method of 
accounting for seasonal trends – though it comes at the cost of an unbalanced panel and 
fewer observations per round of observation. Despite this, I retain the model as an 
interesting point of comparison, particularly in being able to distinguish between 
seasonality and weather. 
As with the simple correlations in Fig. 16, a number of relationships between resilience 
and weather are clear. In the case of rainfall, we see that periods of high rainfall are 
associated with higher self-reported resilience across both yearly and seasonal models. 
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Interestingly, however, the trends level off somewhat at higher deciles, potentially 
suggestive of non-linearities. Part of this may be to do with negative impacts of excessive 
rainfall, which can have clear knock-on implications for crop production and livelihood 
activities. The extent of the effect appears to increase when moving from seasonal to 
yearly models. However, the within-month model showcases a different outcome. Here 
a negative trend is observed – though with decidedly weaker effects compared to the 
other two models. This highlights the importance of distinguishing between the various 
model setups, as rainfall is largely restricted to a handful of months during the rainy 
season (as seen in Figure 15). The reliability and meaning of the within-month (and to a 
lesser extent the within-season) models is therefore diminished in this case – yet 
important to consider none-the-less. 
Associations between resilience and humidity exhibit a negative relationship, with rising 
levels of humidity associated with lower resilience scores. The effects are especially 
pronounced for the seasonal and yearly models. The monthly model is decidedly non-
linear with a clear inverse-U shaped relationship. Conversely, associations with discharge 
from the nearby Thanlyn river reveal positive non-linear links. Higher levels of discharge 
are, by and large, linked with higher resilience. Yet, the trends vary across models. 
Notably, the yearly model exhibits a U-shaped trend – with higher scores for both lower 
and higher deciles.  
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Figure 18: Coefficient plots of associations between resilience and aggregated 
weather variables 
 
Notes: Plotted outputs match Eq. 2. Panels show results from separate regression models with each 
respective weather observation replaced by binned deciles (all other variables are identical to the setup in 
Eq. 2). Dots represent beta coefficients for binned deciles for each respective weather observation, with 
horizontal lines showing 95% confidence intervals. Outputs in blue include month and year fixed effects, 
outputs in red feature season and year fixed effects and outputs in grey have year fixed effects. All models 
include day of the week and hour of the day fixed effects. Lines are shown as quadratic polynomial trends. 
All regressions feature standard errors clustered at the household level. 
The relationship between different temperature variables and resilience also point to 
different seasonal and intra-seasonal roles. For mean temperature, we see a positive non-
linear relationship in the across-season model with higher temperatures linked with higher 
resilience. Yet, the effects are far diminished for the monthly and seasonal models. They 
are even suggestive of an opposing negative association – though only statistically 
significant for the within-season model (Annex C Table 33). Remember here that 
maximum temperature levels were removed from the regression because of high 
correlations, making it’s difficult to attribute these relationships to one or the other. 
Similar disparities are also seen for minimum temperatures. In particular, the across-
season model shows a strong negative relationship (levelling off at higher deciles). 
Monthly and seasonal models exhibit weaker relationships. Lastly, maximum wind speeds 
only has a clear positive association for the across-season model - potentially suggesting 
a stronger role for the influence of seasonality. 
Finally, I turn to associations between perceived resilience and weather anomalies. In 
many ways, anomalies are a better test of resilience-weather links as they occur quasi-
randomly and are less likely to reflect seasonal artefacts. They are also closely tied to 
extreme weather events, with well documented impacts on household-level resilience – 
both direct and indirect (Wineman et al. 2017). To measure weather anomalies, I create 
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Z-scores for each of the variables of interest. These compare weather conditions prior to 
the interview with average conditions recorded in historical observations. Scores close to 
0 can be thought of as ‘normal’ weather conditions (relative to what we would expect for 
the given time of year). Higher Z-scores reflect above average conditions, while lower 
scores are associated with below average. By following the set up shown in Equation 5, I 
run separate models using across-season (without seasonal dummies) and within-seasonal 
specification (with seasonal dummies). To help visualise the results I bin Z-scores and 
plot coefficients as shown in Figure 19. 
Figure 19: Associations between resilience and periods of anomalous weather 
conditions 
 
Notes: Dots represent beta coefficients for binned values of Z-scores for each weather variable. Z-scores for 
mean and minimum temperature are shown as traditional Z-scores, while those for precipitation, humidity 
and discharge are Poisson Z-scores. In instances where binned categories have small samples, I collapse 
them with the nearest bin and indicate them with a ‘>’ or ‘<’. Horizontal lines show 95% confidence 
intervals. Outputs in blue include month and year fixed effects, outputs in red feature season and year 
fixed effects. All models include controls for Z-scores of the other weather variables, as well as day of the 
week and hour of the day fixed effects. Lines are shown as quadratic polynomial trends. All regressions 
feature standard errors clustered at the household level. 
Results suggest that anomalous weather conditions are similarly associated with changes 
in self-reported resilience – often in non-linear ways. For example, weeks with above 
average temperatures are linked with steady increases in subjectively-evaluated resilience; 
cooler periods are similarly linked with lower resilience. Interestingly, minimum 
temperatures appear to show an inverse relationship, with higher average temperatures 
associated with reduced resilience scores (though the effect is more pronounced in the 
within-season model). In both cases, trends appear to match findings from across-season 
models in Figure 18. 
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
<−6 0 >3 <−6 0 >3
−0.04
0.00
0.04
0.08
Co
ef
fic
ien
t
Precipitation (mm)
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
<−2 0 >2.5 <−2 0 >2.5
−0.10
−0.05
0.00
0.05
Aggregated Z−scores
Dew Point (°C)
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●●
●
●●
●
●
●●
●
●
●
●●●
●
<−1.25 0 2.5 <−1.25 0 2.5
−0.1
0.0
Co
ef
fic
ien
t
River Discharge (m3 s 103)
● ●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
−2 0 >2.5 −2 0 >2.5
0.0
0.1
0.2
Co
ef
fic
ien
t
Mean Temperature (°C)
●
●
● ●
●
●
● ● ●
●
● ●
●
●
●
● ● ● ●
●
●
●
<−0.5 0 1 >2 <−0.5 0 1 >2
−0.2
−0.1
0.0
0.1
Min Temperature (°C)
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
<−0.4 0 >1 <−0.4 0 >1
−0.075
−0.050
−0.025
0.000
●
●
Across seasons
Within seasons
Max wind speed (m/s)
  124 
Interestingly, there is a clear U-shape to many of the weather-resilience links. This applies 
to the effects of river discharge, wind speed and levels of precipitation (largely for the 
across-season model). Here both abnormally high (and low) weather conditions are 
associated with higher resilience, with the nature and extent differing depending on the 
variable of interest. An inverse-U shape is also apparent for minimum temperatures and 
humidity – though more prominent in the across-season models for both. Again, many 
of these seem to broadly reflect trends in Figure 18, particularly for precipitation, 
humidity and discharge. 
It is also worth pointing out that the range of Z-scores for minimum temperatures, wind 
speed and precipitation showcase slight skews. This may be partly driven by the fact that 
surveys were carried out in batches rather than randomly assigned throughout the year. 
It is possible that these periods coincided with slightly warmer, windier and drier spells 
as compared to the historical record. It is also likely to reflect the fact that Hpa An’s 
climate and local environment has shifted in recent decades owing to a combination of 
climate change and wider social, economic and environmental factors affecting the region 
(Aung et al. 2017).  
Above all, findings showcase the importance of distinguishing between resilience links 
with cyclical changes in seasons (i.e. Figure 17), variation in raw weather conditions 
(Figure 18) and anomalous spells of weather (Figure 19). Though related, each are likely 
to impact differently on a household’s ability to respond to external threats.  
 
4.5. FURTHER ANALYSES AND ROBUSTNESS CHECKS 
In testing the various assumptions and findings from the main analyses I carry out three 
wider tests and checks.  
To start with, I address a valid concern that changes in seasonality and weather may be 
influencing people’s affective domain (i.e. the respondent’s mood at the time of 
surveying). These in turn could bias self-evaluations of resilience, artificially creating a link 
with seasons or weather (where non might be present). This confounder is difficult to 
account for in the absence of repeated direct measurements of affect. However, it is 
possible to test the extent to which positive (or negative) affect may be driving resilience 
scores through use of proxies.  
During the course of the 10-wave survey, four separate waves featured modules related 
to happiness, subjective wellbeing and sense of purpose – each can be considered proxies 
for momentary positive affect or mood (Studer & Winkelmann 2014). By re-running the 
main analysis (Appendix C Table 35) with affect-related controls, I find few qualitative 
differences compared with a similar set-up mimicking the main analysis. Interestingly, all 
three measures of affect have positive and statistically significant associations with 
resilience when controlling for weather and seasonality. Though the sample size is 
considerably reduced, these findings indicate that any confounding influences of mood 
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on self-evaluations of resilience are likely to be minor – potentially ruling out seasonal 
influences on affect as a cause of the trends documented in the main analysis.  
A second area of interest is to look at different associations within seasons. This can be 
done formally by interacting each of the weather values (D( and D(%) with seasonal 
dummies (#(). Appendix C Table 36 presents these results in detail, with statistically 
significant differences seen for many weather variables. We can also take a more visual 
look at seasonal differences by limiting Eq. 2 to samples during the hot, cool and rainy 
seasons. Annex C Fig. 26 shows visuals of binned deciles for each of the weather variables 
of interest using a model with season-year fixed effects. Here deciles are calculated in 
accordance with total values within each season (rather than across the entire year).  
The first thing to note is that confidence intervals are larger compared to those in the full 
sample (Fig 18). This is somewhat inevitable given the large reduction in sample size for 
each model. While many of the seasons show similar trends and associations with self-
reported resilience, there are a number of interesting differences. For a start, a weak 
positive trend between resilience and rainfall is noted during the hot season (perhaps 
unsurprising given the low levels normally received during this time of year). Yet, during 
the rainy season the relationship appears as a negative quadratic, with higher rainfall linked 
with lower resilience scores. This may reflect the fact, while rainfall is generally associated 
with higher resilience throughout the year, excessive amounts during the rainy season 
could harbour negative effects. 
Seasonal trends for river discharge appear notably mixed: rising levels are linked with 
higher resilience during the cool season, and to some extent the rainy season (though with 
a large drop in the higher two deciles). Yet, the hot season exhibits are clear negative 
trend. Similarly, the influence of temperatures on self-reported resilience are inconsistent 
across seasons – both for average and minimum temperatures. Interestingly, higher 
temperatures during the hot season are strongly linked with higher resilience.  
In a third test of the paper’s core findings, I replicate the main analyses with a secondary 
independent dataset. As part of the BRACED programme, an auxiliary mobile survey was 
set-up in Mudon, a town 60 kilometers South of Hpa An. The survey in Mudon was 
conducted with 767 households, matching the same protocol used in the Hpa An survey. 
However, the Mudon equivalent was considerably shorter, consisting of just four separate 
waves (one face-to-face baseline and three mobile phone surveys) from July 2018 to 
January 2019. As with the main analysis, timestamps for each household survey were 
matched to a nearby observational weather station – in this case located in the adjacent 
town of Mawlamyline (20kms away).  
Matching the set-up in Eq 2, Appendix C Table 43 reveals a number of associations 
between resilience and weather (using both monthly and seasonal fixed effects)20. The 
results are strikingly similar to those observed in Hpa An, with significant associations for 
the seasonal model, including rainfall, temperature, and wind speed. Associations in the 
 
20 Year fixed effects are removed from the model as the time period spans less than 12 months. 
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monthly model are notably weaker, again a trait matched with the Hpa An series. Despite 
the time period in the Mudon dataset being far shorter, the close match between the two 
independent datasets provides some confidence in the consistency of the paper’s main 
findings. 
Lastly, I present a series of further tests and checks detailed in Annex C Section 1. In 
particular, I: replace satellite-based precipitation values with those from the nearby 
ground-based weather station; omit wind speed and humidity from the main analyses 
(owing to high missing values); cluster standard errors at the village-level; examine 
heterogenous effects across gender and livelihoods; test for different outcomes amongst 
different resilience frameworks; and look at the implications of different rolling averages 
(using 1-day, 3-day and 7-day lags). 
 
4.6. DISCUSSION AND CONCLUSIONS 
This paper sought to uncover links between intra-annual changes in resilience and a 
number of potential drivers. In the first step, I showed how self-evaluated levels of 
resilience differ across Hpa-An’s three seasons. Levels of household resilience are highest 
during the rainy season (June-October), with the lowest reported scores seen in the cool 
season (November-February). Differences across all three seasons are statistically 
significant. In the second step, I revealed close associations between resilience and shifts 
in a large number of weather variables – both across seasons and within them. Again, 
links for many of the variables are significant, though the extent and nature of the effects 
differ markedly depending on the set-up of models. Moreover, I showed how weather 
anomalies (i.e. how far current conditions differ from the historical average) are similarly 
linked to changes in self-evaluated scores for most variables. Further analyses reveal that 
these associations are robust to different setups and are broadly replicated using a 
secondary (shorter) dataset in nearby Mudon.  
Before considering the implications of these findings, it is important to think through 
potential mechanisms and drivers. Fortunately, there is a substantial wealth of wider 
literature to drawn on. A long history of sustainable livelihoods research has highlighted 
that seasonality can have a strong influence on household-level development outcomes 
(Chambers et al. 1981; Longhurst et al 1986). These fluctuations are often indirectly 
mediated through factors like agricultural outputs, employment opportunities and food 
security – each of which are at the core of a household’s assets and capacities (Devereux 
et al. 2013). Given the close ties between livelihoods and resilience (Tanner et al. 2015), 
any intra-annual fluctuations in these contributory drivers are likely to in-turn impact on 
the capacity of households to respond to present and future risk.  
It is thus reasonable to expect that self-evaluated household resilience may fluctuate 
within a given year (perhaps even on a monthly or weekly basis). Yet, few existing 
resilience measurement tools are able to pick up on such shifts. In relating results from 
the analysis back to the three domains laid out in Section 4.4. it is likely that shifts in 
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seasonality and (perhaps to a lesser extent) weather are acting as shorter-term or 
momentary influences on household resilience. These combine together with more stable 
influences such as household assets, or livelihood practices that serve as chronically 
accessible drivers of resilience – unlikely to change in the course of a given year. However, 
drawing firm conclusions as to the distinction between these different domains is likely 
to require considerable further evidence.  
By looking at links between resilience and shifts in key weather variables over time, we 
can also explore potential within-season drivers. Significant trends associated with 
temperature, precipitation, discharge and humidity all point to different potential drivers 
(both direct and indirect) that contribute to momentary shifts in self-evaluated resilience. 
Reasons for these links are likely tied to the same underlying drivers underpinning 
seasonality. Namely, the mediating impacts of weather on household assets and livelihood 
opportunities – though require use of causal methods and further qualitative exploration 
to validate assumptions. These links are further supported by evidence in Figure 19 
showing how weather anomalies are tied with changes in self-evaluated resilience. 
Findings are all the more insightful as the SERS module is not hazard-specific. Questions 
are designed to address multi-hazard risk, with wording devoid of any reference to 
weather.  
Perhaps equally important is to note that many of the relationships between resilience 
and shifts in weather are non-linear. Most associations are quadratic in nature, potentially 
suggestive of thresholds and tipping points. This is similar to findings by D’Errico et al. 
(2019) who identify a temperature threshold for food-security in rural Tanzania. 
Moreover, we underline the fact that seasonal patterns like these are likely to be highly 
context-specific.  Together these insights can be of considerable use in determining when 
and where resilience-building activities should be targeted – helping to prevent the design 
of ill-suited interventions based on insights into seasonal and weather-related trends.  
Interestingly, evidence on the degree to which these trends arise as a result of seasonality 
or within-season fluctuations in key weather variables appears to be mixed. Results from 
the seasonal interactions in Appendix C Table 36 showcase clear within-season 
differences. Yet, the fact that models inclusive of month-year fixed effects for Eq. 2 
(Appendix C Table 33 and Figure 18) are less-clear suggests that seasonality may be 
playing a stronger role than shorter-term fluctuations in weather. Again, we note the 
caveats regarding set-up and efficiency using this model. We also point to the fact that 
the survey site has a decidedly narrow geographic scope.  
Weather observations are the same across all individuals on any given day, meaning that 
little variation takes places during the course of each wave (and therefore limiting 
variation at refined scales like the monthly model). Yet, the fact that significant trends are 
evident when examining the impacts of unseasonable spells of weather (as per Figure 19) 
does point to a clear role in addition to seasonality. Exploring these traits in more detail 
requires higher frequency surveys, longer-term panels and data gathering across multiple 
sites. Doing so will also allow for more advanced time series methods, including 
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autoregressive models and alternative methods for deseasonalising resilience outcomes 
(Shumway and Stoffer 2017). 
A number of study limitations must also be considered before firm conclusions can be 
drawn. Firstly, the potential for wider unobserved time-varying factors to confound the 
results of the main analyses. Not only do a range of other socio-economic and 
environmental factors fluctuate intra-annually, many of these will in turn be influenced 
by seasonality and weather. This makes it difficult to disentangle which factors are directly 
responsible for influencing household resilience and the relationships between them. 
Indeed, this study is an important first step as an exploratory analysis in examining 
potential links with intra-annual resilience, recognising its clear methodological limitations 
and scarcity of available data. As findings cannot establish causal relationships with any 
certainty (nor do they seek to), further qualitative and quantitative evidence will be needed 
in gaining a more nuanced understanding of these complex dynamics. 
Secondly, an important reminder needs to be made that self-evaluations of resilience are 
inherently subjective. It is therefore difficult to establish whether fluctuations in SERS 
scores are reflective of ‘true’ changes in resilience capacities (however you choose to 
define or measure them). It may well be that seasonal shifts in weather exert a cognitive 
bias on individuals (perhaps mediated through changes in mood or surrounding 
environment) as they self-assess throughout the year. Indeed, short-term weather 
conditions have been recorded as having measurable – though small – effects on 
subjective evaluations of life satisfaction (Feddersen et al. 2005; Barrington-Leigh & 
Behzadnejad 2017). It is nevertheless reassuring to observe that controls for time of day, 
day of the week and mood appear to have little effect on the main findings. Efforts to 
further unpack the influence of cognitive drivers in self-evaluated resilience scores are 
sorely needed (Claire et al. 2017). 
It is also important to note the SERS approach involves asking the head of household to 
make a judgement on the capacities of the entire household (typically comprised of 
multiple individuals). Inevitably, there are likely to be differences in the assessments of 
one member of the household compared with others from within the same household. 
Indeed, Fisher et al. (2010) observe this for estimates of household income, where a 
husband’s estimate of their wife’s income does not produce statistically reliable results. 
By selecting survey respondents through randomisation of the main bread-winning 
couple it is hoped that the effects of such biases can be limited when aggregated with 
large samples. However, care needs to be taken in noting the potential for individual-level 
biases to affect household-level evaluations. 
Despite these caveats, insights from this paper point to the potential for subjective-
evaluations to assist in tracking rapid fluctuations in household resilience. This may be 
especially relevant in two instances: tracking intra-annual changes in resilience that might 
not be picked up by objective indicators that are stable over time; and efforts aiming at 
evaluating the immediate implications of a hazard – such as a flood or heatwave – where 
quick assessments are needed on the basis of localised knowledge.  
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Findings point to the need for development actors to pay greater attention to intra-annual 
changes in resilience. This may mean tailoring resilience-building interventions to 
changing seasonal needs – with different support provided from one season to the next. 
Links with seasonally shifting weather patterns can also guide development actors in 
pointing to potential drivers of change, both across and within seasons. Above all, 
findings encourage academic and practitioners alike to consider the role and interaction 
of different contributary factors in shaping intra- and inter-annual levels of resilience: 
whether momentary, slowly-evolving or stable over time. 
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Chapter 5 
 
Concluding remarks 
 
As resilience emerges as a key priority on the international development agenda, it is 
imperative that interventions aimed at building resilience are informed by robust 
measurement. While conventional objective approaches come with inherent advantages, 
they are not without weakness. In particular, heavy assumptions around indicator 
selection, the costliness of data collection, and difficulties in tracking short-term dynamics 
of resilience often mean that objective measures are of limited practical use to 
development and humanitarian stakeholders.  
In this thesis I have showcased the potential for an alternative and complementary 
approach to resilience measurement: subjective measures. Below, I highlight key 
contributions from the four research chapters by relating back to the main aims of the 
thesis. Namely I sought to: i) establish conceptual boundaries between subjective and 
objective approaches to resilience measurement; ii) compare outcomes from perception-
based tools with those of existing objective measures; and iii) further examine the 
temporal dynamics of resilience and potential associations with wider environmental 
factors. Most importantly, I extend the findings from respective chapters to reflect on 
their implications for our understanding of household resilience. I also consider what 
results mean for development and humanitarian efforts to promote resilience-building 
amongst vulnerable communities. 
5.1. Clarifying conceptual boundaries 
In tackling the first research aim, I began the thesis by laying down the theoretical 
foundations that distinguish subjective and objective approaches to resilience 
measurement. Doing so allowed for a broad swathe of existing measurement tools to be 
classified against clear criteria. In presenting an objectivity-subjectivity continuum, I 
pointed to four distinct categories of measures. By plotting existing toolkits against the 
continuum, I revealed that the majority of existing tools fall into a single category: 
measures that are objectively-defined & objectively-evaluated.  
I also pointed to new areas of methodological development – ones that may hold promise 
for future evaluations. For example, more can be done to explore the potential for 
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subjectively-defined approaches: those capable of factoring local knowledge of resilience 
attributes and the factors that shape resilience on the ground. More should also be done 
to develop hybrid measures, where elements of different approaches are combined based 
on their respective advantages.  
Crucially, findings from Chapter 1 help to clarify the conceptual and epistemological 
boundaries that distinguish objective and subjective measures of resilience. This builds 
on, and adds to, related theoretical work by Maxwell et al. (2015), Béné et al. (2016b), 
Clare et al (2017) and Béné et al. (2019). Key contributions can be seen in highlighting 
the relative strengths and weaknesses of various types of approaches, as well as providing 
an easy-to-use framework to classify existing measurement tools – serving a field where 
conflation of subjectivity and objectivity is commonplace (Maxwell et al. 2015). Above 
all, these findings encourage academics and development practitioners alike to think more 
carefully about the suitability of different measurement approaches by taking into account 
respective evidence needs and available resources. 
In addition, empirical insights from Chapters 2, 3 and 4 have shed light on the role and 
relationship of different resilience-related capacities. For example, associations between 
socio-economic characteristics and different resilience-related capacities (measured using 
SERS) appear broadly similar. The same traits apply to both the Uganda and Myanmar 
contexts. Moreover, I revealed how flood exposure exhibits consistent and negative 
impacts on all resilience-related capacities – including anticipatory, absorptive, adaptive 
and transformative capacities. These findings have important implications for how 
resilience is conceptualised and supported. Knowing how different types of shocks 
influence individual resilience-related capacities can help development and humanitarian 
actors to tailor their response and recovery activities – a much need avenue for future 
research.  
Indeed, an active debate continues within the academic literature as to the exact make-up 
and mixture of characteristics constituting the resilience of social systems (see Nelson 
2010; Kates & Travis 2012; McEvoy et al. 2013; Béné et al. 2014; Bahadur et al. 2015; 
Olsson et al. 2015; Aldunce 2015). Yet, insights from Chapters 2, 3 and 4 suggest that 
SERS modules designed to mimic different resilience frameworks have little impact on 
measured resilience outcomes. To be clear, this does not render these theoretical debates 
futile. Far from it. A strong conceptual basis in understanding the components of a 
resilient system is key to developing effective resilience-building interventions. However, 
findings from this thesis suggest that different resilience-related capacities may contribute 
uniformly to a households’ overall resilience – at least from the point of subjective-
evaluations. They may also exhibit similar associations with key socio-economic drivers.  
While these findings provide important quantitative insights to debates on resilience, they 
do come with caveats. For a start, limitations in question structure and wording used in 
the SERS approach mean that it is difficult to factor all aspects of a given capacity into a 
single survey question. This is especially apparent in the case of transformation, whose 
emphasis within the academic literature has evolved considerably over time (Kates & 
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Travis 2012; Carr 2019). Future applications of the SERS approach would be well placed 
to test and compare outcomes from questions worded to match different definitions of 
resilience-related capacities. This is particularly the case for commonly used capacities like 
anticipatory, absorptive, adaptive and transformative capacities. I also note that while the 
effects of flood exposure point in the same direction for all resilience-related capacities 
in Chapter 3, the strengths of association differ somewhat. It is here that attempts to 
gather further quantitative evidence on the contributions (and associations) between 
respective capacities and overall resilience can add considerably to the knowledge base. 
5.2. Comparing different approaches to measurement: highlighting the 
importance of diversity 
A second contribution of this thesis has been to compare resilience outcomes between a 
subjective measure (in the form of SERS) and an objective approach to measurement 
(using RIMA). In the absence of a large body of quantitative evidence it is important to 
weigh up outcomes from different types of evaluative measures. Where two all-together 
different measurement approaches converge, we can draw greater confidence that our 
underlying assumptions may be accurate. Where they differ, it forces us to take a step 
back and consider why? What biases may be at play, and do our fundament 
understandings of resilience need to be reconsidered? 
In addressing the second research aim of the thesis, findings from Chapter 1 have shown 
a positive correlation between SERS and RIMA. That two independent approaches point 
in a similar direction should provide reassurance to the evaluation community of practice. 
Moreover, links between resilience and many socio-economic indicators are closely 
matched. These include factors commonly associated with resilience, such as: asset-
wealth; diversification of income sources; livelihood type; distance to key communal 
assets; as well as access to credit.  
Results also provide grounds for further inquest. For a start, the strength of correlation 
between the two measures is moderate at best (R2 = 0.25). Links with a number of socio-
economic variables also differ markedly. In particular, coping strategies, levels of 
education and exposure to prior shocks each make diverging contributions to the two 
resilience measures. While more clearly needs to be done to establish the validity of the 
SERS approach, these findings do pose a challenge to the make-up and design of 
indicator-based measures likes RIMA. More specifically, it encourages evaluators to 
reflect carefully on the evidence-based for contributory drivers of resilience. Doing so is 
especially relevant given that model composition and indicator-selection for many 
objectively-oriented measures rely heavily on expert judgement (Schipper & Langston 
2015; Bahadur & Pichon 2017).  
A number of implications are important to consider before firm conclusions can be 
drawn. Firstly, understanding the basis for different resilience measures is crucial. Each 
approach will have different theoretical and definitional entry points. This makes it 
especially difficult to carry out like-for-life comparisons, and is certainly the case for both 
RIMA (which is primarily focused on food security outcomes) and SERS (which is 
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oriented towards livelihood outcomes). Comparisons between the two also raise 
important issues of epistemology. Insights from this thesis provide an important reminder 
that there is no ‘gold standard’ for resilience measurement (nor may there ever be). 
Subjective and objective approaches represent alternative attempts at measuring a 
fundamentally intangible property. The same challenge can be expressed of measures of 
happiness. Here, subjective interpretations can differ considerably compared with 
objective ones (OECD 2013), yet neither approach can realistically serve as a ‘true’ 
measure of happiness (Kahneman 2000). 
While an exact measure of ‘true’ resilience may not be feasible, it is nonetheless imperative 
that a range of evidence sources be considered. The resilience measurement community 
of practice should also be more transparent about the design choices used in developing 
composite indexes, as well as highlighting their implications for M&E activities. Lifting 
the veil on assumptions and actions taken in choosing indicators, weights and supportive 
evidence is an important first step. Efforts should be made to encourage development 
practitioners to reflect more critically on the choice and suitability of different 
measurement tools. 
Chapter 1 also pointed to the bunching of tools into a one or two categories along the 
objective-subjective continuum. A real danger therefore exists of collective convergence 
and herding. That is, given that many resilience measurement tools adopt similar 
epistemological foundations, statistical methods and rules for indicator selection, it is 
unsurprising that outcomes and findings largely converge. While adding more tools to the 
measurement repertoire may give the impression of greater confidence in findings, it can 
often be misleading in the absence of diverse sources of evidence. Similar traits are well 
documented in the field of political polling, where herding can lead to over-confidence in 
election forecasts, suppression of outliers and promotion of group-think (Wring et al. 
2018).   
In heeding the call for diversity, it is reassuring that SERS exhibits a number of relevant 
traits. Firstly, resilience scores vary across social groups. If shown to be robust, then it 
allows for different household traits to be compared and contrasted. It also allows 
development and humanitarian actors to identify the types of households most in need 
of external support based on the perceptions of those at risk. That SERS is responsive to 
external stimuli is similarly encouraging. Not only do resilience scores drop (and 
eventually rebound) in the aftermath of heavy seasonal flooding, they are associated with 
changes in seasonality and weather anomalies. Sensitivity to wider social and 
environmental conditions is an important precondition for robust resilience measurement 
(FSIN 2014a). It may also point to the utility of using SERS to gauge the extent, duration 
and heterogeneity of hazard impacts on resilience across different social groups.  
Again, care needs to be taken in adequately accounting for the many potential 
confounders that can affect repeated collection of subjective assessments before scaling 
up for use in policy and practice. Crucially, more can be done to ground-truth findings 
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from SERS with qualitative and qualitative insights across the various contexts where it 
is applied.  
5.3. Uncovering temporal dynamics of resilience 
The third contribution of this thesis has been to shed light on the temporal dynamics of 
resilience. Levels of resilience do not remain static over time. This property is well 
established in the academic literature (Keck and Sakdapolrak 2013; Waller 2001). It is also 
fundamental to development efforts aimed at promoting resilience. Indeed, resilience-
building interventions would prove fruitless otherwise. Yet, many resilience-building 
interventions are designed on the basis that changes in household resilience occur 
gradually (and linearly) over the course of several years. This sentiment is fuelled, in part, 
by a tendency for evaluation exercises to be carried out years apart (Schipper and 
Langston 2015; Wilson and Yarron 2017). Not to mention the 3-5 year project cycles that 
govern many development and humanitarian interventions. Similarly, much of the focus 
on temporal dynamics of resilience rests in defining different capacity states: from static 
resistance to gradual processes of adaptation and transformation (Walker et al. 1981; 
Kates et al. 2012). Less attention has so far been paid to how levels of individual capacities 
themselves (i.e. momentary measures of a household’s resilience-related capacities) may 
change over short-term timescales.  
There are strong reasons to believe that they do so. Insights from the sustainable 
livelihoods literature have long pointed to the seasonal nature of livelihood outcomes, 
poverty and food security (Chambers et al. 1981; Longhurst et al. 1986; Deveroux et al. 
2013). In turn, these outcomes play a strong role in determining levels of resilience-related 
capacities and can be expected to drive short-term changes in household resilience 
(Aldrich & Meyer 2015). Yet, little in the way of quantitative evidence exists.  
By making use of a high-frequency panel dataset, Chapters 3 and 4 have shown how 
perceived levels of resilience fluctuate over the course of a year. Not only are differences 
across seasons seen to be statistically significant, changes in self-evaluated scores exhibit 
significant associations with a range of weather conditions (both with regards to absolute 
values and anomalies relative to the historical record). I also explored potential drivers 
for these temporal dynamics. Namely, I introduced three core domains that are likely to 
influence an individual’s self-assessment of household resilience. These include: 
chronically accessible sources that variably influence resilience; chronically accessible 
sources that a provide a stable influence on resilience; and temporarily accessible sources 
that affect individual judgement. It is largely the first trait that is of relevance to our efforts 
of understanding intra-annual shifts in household resilience – including seasonality and 
weather. While the second trait is likely of greater relevance in explaining inter-annual 
shifts. The third trait is of key importance in preventing bias from affecting subjective 
evaluations – a feature of a number of the robustness tests throughout the Chapters. 
The importance of quantitative evidence of seasonal (and intra-seasonal) links with 
resilience are worth considering. Development and humanitarian actors may consider 
doing more to tailor resilience-building interventions to changing seasonal needs – similar 
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to seasonal initiatives employed by many social protection programmes (Hagen-Zanker 
et al. 2017). Findings from Chapter 4 also points to the potential for local weather-related 
thresholds and tipping points. These insights can help resilience practitioners to better 
identify time-critical entry points for short-term interventions, such as support to early-
warning systems or forecast-based finance initiatives (de Perez et al. 2014). Findings are 
also relevant to resilience evaluators. M&E efforts conducted at different points in the 
year risk picking up on seasonal and other intra-annual influences. These can bias efforts 
to attribute resilience outcomes to the impacts of a given intervention. Greater care 
should be taken in accounting for these shorter-term confounders in the design of 
resilience evaluations. This includes: informed choices over suitable measurement tools 
and indicators; care in deciding the timing and format of data-collection exercises; as well 
as an emphasis on gathering high-frequency data.  
The responsiveness of the SERS module to external shocks and stresses also provides 
insights into the approach’s viability and usefulness. Not only might the approach offer 
ways to track changes in a households’ ability to deal with future threats, it can point to 
households that fare better or worse. For example, findings from Chapter 3 highlight the 
difficulties of female-headed households in the aftermath of seasonal flooding in Hpa An. 
They also suggest that those with greater income diversity had lower resilience scores 
compared with those indirectly affected by flooding. Interestingly, this not only challenges 
assumptions in the literature, but contrasts with insights from Chapter 2 in Uganda. 
Together these results underscore the importance of gathering local information, 
recognising that the drivers of resilience are likely to be context specific (Adger et al. 2005; 
Borquez et al. 2017).  
Despite promising prospects, care needs to be taken to further assess the robustness of 
subjective measures likes SERS. Far a start, more can be done to account for the role of 
cognitive biases (such as priming, psychological adaptation and various environmental 
cues) in influencing self-reported scores. Here a vast amount of psychological and 
behavioural science literature offers important insights that can be drawn on further 
(Connor and Davidson 2003; King and Wand 2006; Tiberius 2006; Lavrakas 2008; Dolan 
et al. 2011; Mills et al. 2016). Future efforts can also be made to build on and extend the 
mixed-method approaches used here in ground-truthing self-evaluated scores with 
qualitative accounts. Above all, further efforts to collect information and insights from 
across different contexts will be crucial to establishing the robustness of subjectively-
evaluated approaches like SERS.  
Perhaps the most important opportunity that perception-based measures offer is in 
complementing conventional objective approaches. In particular, by capitalising on the 
brevity of the SERS module, this thesis highlights the potential for ICT and mobile 
technologies to be used in tracking resilience over time. The combination of these two 
tools has yet to be fully exploited in the context of resilience measurement, and heralds 
opportunities for low-cost and near-real time evidence gathering. Novelties such as these 
are especially relevant in post-disaster contexts: environments where it is often unsafe, 
too expensive or too time-consuming to roll out conventional face-to-face surveys. 
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Above all, it is hoped that insights from this thesis can spur further methodological 
innovation. In the case of resilience measurement, it is clear that no single method (or 
type of evidence) has all the answers. Instead, a plurality of perspectives is needed in 
gaining a holistic understanding of resilience: a process crucial to safeguarding lives and 
livelihoods across the Global South. 
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Appendix A Section 1 
 
In accompanying the main manuscript, we present various additional tests and plots that 
support the report’s findings. Details of each are presented below. 
 
Appendix A Figure 20: An annotated diagram of steps taken in calculating the RIMA-
II model. For more details see FAO (2016) and D’Errico et al. (2017). 
 
Appendix A Table 11: Wording used for the hazard-specific variant of the SERS-3A 
model. 
 
Appendix A Table 12: Loadings from a Principal Components Analysis (PCA) of all 
nine resilience-related capacities used in the SERS-9A variant. 
 
Appendix A Table 13: Here we present a range of model outputs each with similar setup 
featuring either RIMA (Models 1-4) or SRES-9C (Models 5-8) as the dependent variable 
as well as a series of socio-economic variables as independent variables. Regression 
coefficients are presented in each cell with standard errors in parentheses. Models 1 and 
5 (labelled OLS) run an ordinary least squares regression with robust standard errors. 
Models 2 and 6 (labelled Fixed effects) run a linear regression model with sub-country 
fixed effects and robust standard errors in parentheses. Models 3 and 7 (labelled Fixed 
effects CRS) feature a similar set up with robust standard errors clustered at the sub-
country level. Models 4 and 8 present a multi-level regression model with sub-county 
random effects nested within districts. Coefficients are unstandardised. 
 
Appendix A Table 14: This features an identical model setup to Appendix A Table 1, 
comparing a range of regression models. In this case, however, the dependent variables 
include the original RIMA-II set-up (Models 9-13), with SRES 9C (Models 14-18) 
featured for ease of comparison. Aside from the choice of dependent variable, model 
specifications of Models 9-18 are identical to those of Models 1-8 (Appendix A Table 2). 
Coefficients are unstandardised. 
 
Appendix A Table 15: This table shows model setups that mimic Appendix A Tables 
12 and 13. Here the dependent variable for the subjectively-evaluated models (Models 
21-24) feature the SRES-PCA variant, with weights assigned via principal component 
analysis rather than equal weighting between resilience-related capacities. Aside from the 
choice of dependent variable, Model specifications of Models 9-24 are identical to those 
of Models 1-8 (Appendix A Table 1). Coefficients are unstandardised. 
 
Appendix A Table 16:  Here we present outputs comparing the various subjectively-
evaluated models of overall resilience. These include models with the following 
dependent variables: SERS-9C model with equal mean weighted across all 9 resilience-
related capacities; SERS 3A with equal mean weights for Anticipatory, Absorptive and 
Adaptive capacities (following Jones et al 2017 and Bahadur et al. 2015); SERS AAT with 
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equal mean weights Absorptive, Adaptive and Transformatory capacities (following Béné 
et al. 2012); and SERS 9C with households that respond with the same answer across 
each resilience-related capacity removed from the sample. Coefficients are 
unstandardised. 
 
Appendix A Table 17:   A table comparing associations with RIMA and SERS. Models 
1-2 are the same set up as the main analysis. Models 3-4 include quadratic functions for 
all socio-economic drivers.
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Figure 20: Composition and structure of the food security format of RIMA-II 
 
 
Source: D’Errico et al. 2017 
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Table 11: List of three resilience-related capacity questions used in the 3As 
 
Resilience-related capacity Question 
Anticipatory capacity If a [flood/drought/cyclone] occurred in the near future, how likely is it that your 
household would be fully prepared in advance? 
Absorptive capacity  If a [flood/drought/cyclone] had recently ended, how likely is it that your household 
could fully recover within six months? 
Adaptive capacity If [floods/droughts/cyclones] were to become more frequent and severe in the future, 
how likely is it that your household could deal with the new threats presented? 
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Table 12: Loadings of SERS resilience-related capacities 
 
 
Notes: Table shows Principal Components Analysis loadings across all nine resilience-related capacities used in the full SERS module 
 
 
 
 
 
 
 
 
 
 
Capacity Comp.1 Comp.2 Comp.3 Comp.4 Comp.5 Comp.6 Comp.7 Comp.8 Comp.9 
Absorb 0.409 0.128 0.232 0.235 0.257 0.052 0.296 0.111 0.734 
Adapt 0.405 0.058 0.239 0.063 0.263 0.239 0.475 0.076 -0.643 
Transform 0.369 0.125 0.114 0.121 -0.092 0.566 -0.698 0.060 -0.038 
Financial 0.355 0.249 -0.137 0.329 -0.541 -0.220 0.114 -0.572 -0.058 
Social 0.208 -0.483 0.650 -0.358 -0.365 -0.186 -0.040 -0.039 0.041 
Political 0.092 -0.763 -0.241 0.584 0.059 -0.014 -0.037 0.064 -0.043 
Learning 0.358 -0.081 -0.142 -0.270 0.594 -0.387 -0.319 -0.407 -0.045 
Anticipatory 0.380 0.153 -0.237 -0.041 -0.195 -0.483 -0.118 0.692 -0.104 
Warning 0.287 -0.240 -0.548 -0.524 -0.189 0.393 0.261 -0.034 0.162 
Eigenvalues 3.650 1.134 0.878 0.742 0.653 0.647 0.508 0.437 0.350 
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Table 13: Loadings of SERS resilience-related capacities 
 RIMA  SERS  
 OLS   
OLS  
(County FE) 
OLS 
 (County FE & 
CSE) 
Multi-level  
(Nested) OLS   
OLS  
(County FE) 
OLS 
(County FE & 
CSE) 
Multi-level  
(Nested) 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Wealth index 0.256*** (0.008) 0.243*** (0.008) 0.243*** (0.006) 0.246*** (0.006) 0.151*** (0.023) 0.107*** (0.025) 0.107*** (0.030) 0.126*** (0.024) 
Access to agricultural inputs 0.020** (0.008) 0.018** (0.008) 0.018* (0.009) 0.018*** (0.006) 0.085*** (0.019) 0.083*** (0.020) 0.083*** (0.021) 0.084*** (0.022) 
Access to credit  0.015*** (0.004) 0.019*** (0.004) 0.019*** (0.003) 0.018*** (0.003) 0.021** (0.011) 0.025** (0.011) 0.025** (0.012) 0.025** (0.011) 
Crop disease affect (Base=Yes) 0.010*** (0.003) 0.005 (0.003) 0.005 (0.003) 0.006** (0.003) 0.017 (0.010) 0.030*** (0.011) 0.030** (0.014) 0.026** (0.010) 
Number of income sources 0.039*** (0.001) 0.039*** (0.001) 0.039*** (0.001) 0.039*** (0.001) 0.012*** (0.004) 0.012*** (0.004) 0.012** (0.005) 0.012*** (0.004) 
Diversity of food intake -0.0002 (0.0005) 0.001 (0.0005) 0.001 (0.001) 0.0004 (0.0004) 0.010*** (0.002) 0.011*** (0.002) 0.011*** (0.002) 0.010*** (0.002) 
log(Distance agri market+1) -0.002 (0.002) -0.001 (0.002) -0.001 (0.001) -0.001 (0.001) 0.002 (0.005) -0.001 (0.006) -0.001 (0.007) 0.001 (0.006) 
Highest female education (yrs) 0.005*** (0.0003) 0.005*** (0.0003) 0.005*** (0.0004) 0.005*** (0.0003) 0.003** (0.001) 0.002 (0.001) 0.002 (0.001) 0.002* (0.001) 
Annual food consumption 0.0001** (0.00004) 0.00003 (0.00004) 0.00003 (0.00004) 0.00004 (0.00003) 0.0003** (0.0001) 0.0003** (0.0001) 0.0003* (0.0001) 0.0003** (0.0001) 
Crop diversification 0.0001 (0.0001) 0.0001 (0.0001) 0.0001 (0.0001) 0.0001 (0.0001) -0.0001 (0.0003) -0.0001 (0.0003) -0.0001 (0.0003) -0.0001 (0.0003) 
Age of household head 0.019*** (0.001) 0.022*** (0.001) 0.022*** (0.001) 0.021*** (0.001) -0.003 (0.003) -0.007* (0.004) -0.007 (0.005) -0.005 (0.003) 
Education of household head (yrs) 0.006*** (0.0004) 0.005*** (0.0004) 0.005*** (0.0004) 0.006*** (0.0003) -0.003** (0.001) -0.003** (0.001) -0.003** (0.001) -0.003** (0.001) 
Number of children -0.005*** (0.001) -0.006*** (0.001) -0.006*** (0.001) -0.005*** (0.001) -0.005* (0.003) -0.005* (0.003) -0.005 (0.003) -0.005* (0.003) 
Flood affect (Base=Yes) -0.006 (0.004) -0.011** (0.005) -0.011** (0.005) -0.010** (0.005) -0.023 (0.016) -0.006 (0.018) -0.006 (0.029) -0.013 (0.018) 
log(Distance livestock market+1) -0.004** (0.002) -0.004** (0.002) -0.004* (0.002) -0.004** (0.002) -0.015*** (0.005) -0.022*** (0.006) -0.022*** (0.008) -0.020*** (0.006) 
log(Distance hospital+1) -0.005*** (0.001) -0.004*** (0.001) -0.004*** (0.002) -0.005*** (0.001) -0.021*** (0.004) -0.016*** (0.005) -0.016** (0.007) -0.019*** (0.005) 
Coping Strategies Index (inv) 0.209*** (0.008) 0.205*** (0.008) 0.205*** (0.010) 0.206*** (0.006) -0.042* (0.025) -0.045* (0.026) -0.045 (0.037) -0.045** (0.023) 
Farming livelihood  
(Base=Agro-pastoral) -0.021*** (0.002) -0.017*** (0.002) -0.017*** (0.002) -0.018*** (0.002) -0.039*** (0.009) -0.039*** (0.009) -0.039*** (0.011) -0.039*** (0.009) 
Illness affect (Base=Yes) -0.005* (0.003) -0.005 (0.003) -0.005 (0.003) -0.005 (0.003) -0.046*** (0.013) -0.043*** (0.013) -0.043*** (0.016) -0.044*** (0.013) 
Drought affect (Base=Yes) 0.005 (0.004) 0.009** (0.004) 0.009* (0.004) 0.008** (0.004) -0.051*** (0.016) -0.040** (0.017) -0.040 (0.025) -0.044*** (0.015) 
Gender household head 
(Base=Female) -0.002 (0.027) -0.004 (0.028) -0.004 (0.018) -0.004 (0.029) -0.017 (0.238) -0.069 (0.220) -0.069 (0.148) -0.048 (0.112) 
Relationship status 
(Base=Divorced/separate) -0.012 (0.027) -0.011 (0.028) -0.011 (0.017) -0.011 (0.029) -0.002 (0.238) 0.043 (0.220) 0.043 (0.146) 0.025 (0.112) 
Constant 0.121*** (0.013) 0.108*** (0.018) 0.108*** (0.014) 0.118*** (0.011) 0.499*** (0.037) 0.545*** (0.051) 0.545*** (0.056) 0.518*** (0.041) 
Observations 2,146 2,146 2,146 2,146 2,138 2,138 2,138 2,138 
Sub-county FE NO YES YES - NO YES YES - 
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Table 14: Summary of model outputs comparing RIMA-II (the original food-security variant) and SERS 
 RIMA--II SERS 9C 
 OLS   
OLS  
(Sub-county FE) 
OLS 
 (Sub-county FE & 
CSE) 
Multi-level  
(Nested) OLS   
OLS  
(Sub-county FE) 
OLS 
 (Sub-county FE & 
CSE) 
Multi-level  
(Nested) 
 (9) (10) (11) (12) (13) (14) (15) (16) 
Wealth index 0.016 (0.009) 0.028** (0.009) 0.028** (0.010) 0.024** (0.008) 0.151*** (0.023) 0.107*** (0.025) 0.107*** (0.030) 0.126*** (0.024) 
Access to agricultural inputs 0.014* (0.007) 0.017* (0.008) 0.017 (0.011) 0.016* (0.008) 0.085*** (0.019) 0.083*** (0.020) 0.083*** (0.021) 0.084*** (0.022) 
Access to credit  0.010* (0.004) 0.008 (0.004) 0.008 (0.006) 0.008* (0.004) 0.021* (0.011) 0.025* (0.011) 0.025* (0.012) 0.025* (0.011) 
Crop disease affect (Base=Yes) -0.013*** (0.004) 0.001 (0.004) 0.001 (0.005) -0.003 (0.004) 0.017 (0.010) 0.030** (0.011) 0.030* (0.014) 0.026* (0.010) 
Number of income sources 0.012*** (0.001) 0.012*** (0.001) 0.012*** (0.001) 0.012*** (0.001) 0.012** (0.004) 0.012** (0.004) 0.012* (0.005) 0.012** (0.004) 
Diversity of food intake 0.040*** (0.001) 0.039*** (0.001) 0.039*** (0.001) 0.039*** (0.001) 0.010*** (0.002) 0.011*** (0.002) 0.011*** (0.002) 0.010*** (0.002) 
log(Distance agri market+1) -0.003 (0.002) -0.001 (0.002) -0.001 (0.002) -0.002 (0.002) 0.002 (0.005) -0.001 (0.006) -0.001 (0.007) 0.001 (0.006) 
Highest female education (yrs) 0.001*** (0.0004) 0.002*** (0.0004) 0.002** (0.001) 0.002*** (0.0004) 0.003* (0.001) 0.002 (0.001) 0.002 (0.001) 0.002 (0.001) 
Annual food consumption 0.001*** (0.0001) 0.001*** (0.0001) 0.001*** (0.0001) 0.001*** (0.00004) 0.0003* (0.0001) 0.0003* (0.0001) 0.0003 (0.0001) 0.0003* (0.0001) 
Crop diversification 0.0003** (0.0001) 0.0002* (0.0001) 0.0002* (0.0001) 0.0002* (0.0001) -0.0001 (0.0003) -0.0001 (0.0003) -0.0001 (0.0003) -0.0001 (0.0003) 
Age of household head 0.004*** (0.001) 0.004** (0.001) 0.004** (0.002) 0.004*** (0.001) -0.003 (0.003) -0.007 (0.004) -0.007 (0.005) -0.005 (0.003) 
Education of household head (yrs) 0.001 (0.0005) 0.001 (0.0005) 0.001 (0.0005) 0.001* (0.0004) -0.003* (0.001) -0.003* (0.001) -0.003* (0.001) -0.003* (0.001) 
Number of children -0.001 (0.001) -0.0003 (0.001) -0.0003 (0.001) -0.0005 (0.001) -0.005 (0.003) -0.005 (0.003) -0.005 (0.003) -0.005 (0.003) 
Flood affect (Base=Yes) -0.007 (0.006) -0.005 (0.006) -0.005 (0.005) -0.005 (0.006) -0.023 (0.016) -0.006 (0.018) -0.006 (0.029) -0.013 (0.018) 
log(Distance livestock market+1) -0.001 (0.002) 0.0001 (0.002) 0.0001 (0.003) -0.001 (0.002) -0.015** (0.005) -0.022*** (0.006) -0.022** (0.008) -0.020** (0.006) 
log(Distance hospital+1) -0.0005 (0.001) 0.0002 (0.002) 0.0002 (0.003) 0.0002 (0.002) -0.021*** (0.004) -0.016*** (0.005) -0.016* (0.007) -0.019*** (0.005) 
Coping Strategies Index (inv) 0.042*** (0.009) 0.047*** (0.009) 0.047*** (0.009) 0.045*** (0.008) -0.042 (0.025) -0.045 (0.026) -0.045 (0.037) -0.045* (0.023) 
Farming livelihood  
(Base=Agro-pastoral) -0.001 (0.003) -0.004 (0.003) -0.004 (0.004) -0.004 (0.003) -0.039*** (0.009) -0.039*** (0.009) -0.039*** (0.011) -0.039*** (0.009) 
Illness affect (Base=Yes) -0.002 (0.004) 0.001 (0.004) 0.001 (0.005) 0.0003 (0.004) -0.046*** (0.013) -0.043*** (0.013) -0.043** (0.016) -0.044*** (0.013) 
Drought affect (Base=Yes) 0.005 (0.005) 0.001 (0.005) 0.001 (0.007) 0.002 (0.005) -0.051** (0.016) -0.040* (0.017) -0.040 (0.025) -0.044** (0.015) 
Gender household head 
(Base=Female) -0.088 (0.095) -0.057 (0.113) -0.057 (0.075) -0.065 (0.038) -0.017 (0.238) -0.069 (0.220) -0.069 (0.148) -0.048 (0.112) 
Relationship status 
(Base=Divorced/separate) 0.079 (0.095) 0.046 (0.113) 0.046 (0.074) 0.055 (0.038) -0.002 (0.238) 0.043 (0.220) 0.043 (0.146) 0.025 (0.112) 
Constant 0.042** (0.014) 0.018 (0.018) 0.018 (0.022) 0.029* (0.014) 0.499*** (0.037) 0.545*** (0.051) 0.545*** (0.056) 0.518*** (0.041) 
Observations 2,146 2,146 2,146 2,146 2,138 2,138 2,138 2,138 
Sub-county FE NO YES YES - NO YES YES - 
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Table 15: Summary of model outputs comparing RIMA and SRES-PCA variant 
 
 
 
 RIMA  SRES-PCA  
 OLS   
OLS  
(Sub-county FE) 
OLS 
 (Sub-county FE & 
CSE) 
Multi-level  
(Nested) OLS   
OLS  
(Sub-county FE) 
OLS 
 (Sub-county FE & 
CSE) 
Multi-level  
(Nested) 
 (17) (18) (19) (20) (21) (22) (23) (24) 
Wealth index 0.256*** (0.008) 0.243*** (0.008) 0.243*** (0.006) 0.246*** (0.006) 0.128*** (0.021) 0.097*** (0.022) 0.097*** (0.027) 0.108*** (0.021) 
Access to agricultural inputs 0.020* (0.008) 0.018* (0.008) 0.018 (0.009) 0.018** (0.006) 0.081*** (0.014) 0.082*** (0.016) 0.082*** (0.017) 0.082*** (0.019) 
Access to credit  0.015*** (0.004) 0.019*** (0.004) 0.019*** (0.003) 0.018*** (0.003) 0.002 (0.010) 0.009 (0.010) 0.009 (0.009) 0.007 (0.010) 
Crop disease affect (Base=Yes) 0.010*** (0.003) 0.005 (0.003) 0.005 (0.003) 0.006* (0.003) 0.018* (0.009) 0.040*** (0.010) 0.040** (0.013) 0.035*** (0.009) 
Number of income sources 0.039*** (0.001) 0.039*** (0.001) 0.039*** (0.001) 0.039*** (0.001) 0.013*** (0.004) 0.013*** (0.004) 0.013** (0.004) 0.013*** (0.004) 
Diversity of food intake -0.0002 (0.0005) 0.001 (0.0005) 0.001 (0.001) 0.0004 (0.0004) 0.009*** (0.001) 0.010*** (0.001) 0.010*** (0.002) 0.009*** (0.001) 
log(Distance agri market+1) -0.002 (0.002) -0.001 (0.002) -0.001 (0.001) -0.001 (0.001) 0.0002 (0.005) -0.005 (0.005) -0.005 (0.007) -0.003 (0.005) 
Highest female education  0.005*** (0.0003) 0.005*** (0.0003) 0.005*** (0.0004) 0.005*** (0.0003) 0.002 (0.001) 0.001 (0.001) 0.001 (0.001) 0.001 (0.001) 
Annual food consumption 0.0001* (0.00004) 0.00003 (0.00004) 0.00003 (0.00004) 0.00004 (0.00003) 0.0003** (0.0001) 0.0003* (0.0001) 0.0003 (0.0001) 0.0003* (0.0001) 
Crop diversification 0.0001 (0.0001) 0.0001 (0.0001) 0.0001 (0.0001) 0.0001 (0.0001) 0.00004 (0.0002) -0.00004 (0.0002) -0.00004 (0.0002) -0.00003 (0.0002) 
Age of household head 0.019*** (0.001) 0.022*** (0.001) 0.022*** (0.001) 0.021*** (0.001) -0.008** (0.003) -0.009** (0.003) -0.009* (0.004) -0.008** (0.003) 
Education of household head  0.006*** (0.0004) 0.005*** (0.0004) 0.005*** (0.0004) 0.006*** (0.0003) -0.002* (0.001) -0.002* (0.001) -0.002* (0.001) -0.002* (0.001) 
Number of children -0.005*** (0.001) -0.006*** (0.001) -0.006*** (0.001) -0.005*** (0.001) -0.004 (0.002) -0.004 (0.002) -0.004 (0.003) -0.004 (0.002) 
Flood affect (Base=Yes) -0.006 (0.004) -0.011* (0.005) -0.011* (0.005) -0.010* (0.005) -0.019 (0.013) -0.021 (0.015) -0.021 (0.020) -0.020 (0.015) 
log(Distance livestock market+1) -0.004* (0.002) -0.004* (0.002) -0.004 (0.002) -0.004* (0.002) -0.015** (0.005) -0.019*** (0.005) -0.019* (0.008) -0.018*** (0.005) 
log(Distance hospital+1) -0.005*** (0.001) -0.004*** (0.001) -0.004** (0.002) -0.005*** (0.001) -0.014*** (0.004) -0.012** (0.004) -0.012* (0.005) -0.013** (0.004) 
Coping Strategies Index (inv) 0.209*** (0.008) 0.205*** (0.008) 0.205*** (0.010) 0.206*** (0.006) -0.005 (0.023) -0.014 (0.023) -0.014 (0.031) -0.012 (0.019) 
Farming livelihood  
(Base=Agro-pastoral) -0.021*** (0.002) -0.017*** (0.002) -0.017*** (0.002) -0.018*** (0.002) -0.032*** (0.008) -0.031*** (0.008) -0.031*** (0.009) -0.031*** (0.008) 
Illness affect (Base=Yes) -0.005 (0.003) -0.005 (0.003) -0.005 (0.003) -0.005 (0.003) -0.033** (0.011) -0.027* (0.011) -0.027* (0.012) -0.028** (0.011) 
Drought affect (Base=Yes) 0.005 (0.004) 0.009* (0.004) 0.009 (0.004) 0.008* (0.004) -0.053*** (0.014) -0.040** (0.015) -0.040* (0.020) -0.044*** (0.013) 
Gender household head 
(Base=Female) -0.002 (0.027) -0.004 (0.028) -0.004 (0.018) -0.004 (0.029) 0.052 (0.220) 0.020 (0.196) 0.020 (0.132) 0.033 (0.095) 
Relationship status 
(Base=Divorced/separate) -0.012 (0.027) -0.011 (0.028) -0.011 (0.017) -0.011 (0.029) -0.066 (0.220) -0.040 (0.196) -0.040 (0.131) -0.051 (0.095) 
Constant 0.121*** (0.013) 0.108*** (0.018) 0.108*** (0.014) 0.118*** (0.011) 0.298*** (0.032) 0.283*** (0.042) 0.283*** (0.043) 0.308*** (0.035) 
Observations 2,146 2,146 2,146 2,146 2,138 2,138 2,138 2,138 
Sub-county FE NO YES YES - NO YES YES - 
  147 
Table 16: Comparison of variants of the SRES approach 
 
 
 
 SRES-9C SRES-3A SRES-AAT SRES-9C (excluding same 
responses) 
 (25) (26) (27) (28) 
Wealth index 0.107*** (0.030) 0.134*** (0.028) 0.126*** (0.027) 0.099*** (0.031) 
Access to agricultural inputs 0.083*** (0.021) 0.084*** (0.026) 0.102*** (0.026) 0.071*** (0.019) 
Access to credit  0.025** (0.012) 0.015 (0.013) 0.029* (0.016) 0.029** (0.013) 
Crop disease affect (Base=Yes) 0.030** (0.014) 0.019 (0.016) 0.010 (0.015) 0.031** (0.015) 
Number of income sources 0.012** (0.005) 0.013** (0.005) 0.015*** (0.006) 0.010** (0.005) 
Diversity of food intake 0.011*** (0.002) 0.013*** (0.002) 0.012*** (0.002) 0.011*** (0.002) 
log(Distance agri market+1) -0.001 (0.007) -0.003 (0.008) -0.0004 (0.009) -0.001 (0.007) 
Highest female education (yrs) 0.002 (0.001) 0.001 (0.001) 0.001 (0.001) 0.002 (0.001) 
Annual food consumption 0.0003* (0.0001) 0.0001 (0.0002) 0.0003* (0.0002) 0.0003* (0.0002) 
Crop diversification -0.0001 (0.0003) 0.0001 (0.0003) -0.0003 (0.0003) -0.00003 (0.0003) 
Age of household head -0.007 (0.005) -0.007 (0.005) -0.004 (0.006) -0.006 (0.005) 
Education of household head (yrs) -0.003** (0.001) -0.003* (0.002) -0.003 (0.002) -0.003** (0.001) 
Number of children -0.005 (0.003) -0.005 (0.003) -0.003 (0.004) -0.005 (0.003) 
Flood affect (Base=Yes) -0.006 (0.029) -0.031 (0.021) 0.003 (0.025) -0.006 (0.031) 
log(Distance livestock market+1) -0.022*** (0.008) -0.019** (0.008) -0.018** (0.009) -0.023*** (0.008) 
log(Distance hospital+1) -0.016** (0.007) -0.017*** (0.006) -0.019*** (0.007) -0.016** (0.007) 
Coping Strategies Index (inv) -0.045 (0.037) -0.028 (0.041) -0.041 (0.042) -0.052 (0.039) 
Farming livelihood  
(Base=Agro-pastoral) 
-0.039*** (0.011) -0.046*** (0.014) -0.053*** (0.013) -0.034*** (0.012) 
Illness affect (Base=Yes) -0.043*** (0.016) -0.025 (0.017) -0.028 (0.018) -0.042** (0.017) 
Drought affect (Base=Yes) -0.040 (0.025) -0.041* (0.023) -0.055** (0.026) -0.041* (0.025) 
Gender household head (Base=Female) -0.069 (0.148) -0.015 (0.173) -0.015 (0.150) -0.077 (0.154) 
Relationship status (Base=Divorced/separate) 0.043 (0.146) -0.009 (0.172) -0.021 (0.149) 0.057 (0.152) 
Observations 2,138 2,142 2,142 2,076 
Sub-county FE NO YES YES YES 
 Note: *p<0.05**p<0.01***p<0.001;  
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Table 17: Inclusion of quadratic terms for socio-economic drivers 
 
 RIMA SERS RIMA SERS 
 (1) (2) (3) (4) 
Wealth index 0.243*** (0.006) 0.107*** (0.030) 0.228*** (0.017) -0.033 (0.069) 
Wealth index ^2   0.019 (0.026) 0.243** (0.088) 
Access to agricultural inputs 0.018 (0.009) 0.083*** (0.021) 0.014 (0.008) 0.061** (0.023) 
Access to credit  0.019*** (0.003) 0.025* (0.012) 0.019*** (0.003) 0.029* (0.013) 
Crop disease affect (Base=Yes) 0.005 (0.003) 0.030* (0.014) 0.004 (0.003) 0.033* (0.014) 
Number of income sources 0.039*** (0.001) 0.012* (0.005) 0.038*** (0.004) 0.013 (0.012) 
Number of income sources ^2   0.0002 (0.001) -0.001 (0.002) 
Diversity of food intake 0.001 (0.001) 0.011*** (0.002) -0.001 (0.001) 0.004 (0.007) 
Diversity of food intake ^2   0.00005 (0.0001) 0.0004 (0.0003) 
log(Distance agri market+1) -0.001 (0.001) -0.001 (0.007) -0.027** (0.010) -0.098** (0.031) 
log(Distance agri market+1) ^2   0.004** (0.001) 0.013** (0.004) 
Highest female education (yrs) 0.005*** (0.0004) 0.002 (0.001) 0.004*** (0.001) 0.006 (0.004) 
Highest female education (yrs) ^2   0.0001 (0.0001) -0.0004 (0.0003) 
Annual food consumption 0.00003 (0.00004) 0.0003 (0.0001) 0.0001 (0.0001) 0.0002 (0.0003) 
Annual food consumption ^2   -0.00000 (0.00000) 0.00000 (0.00000) 
Crop diversification 0.0001 (0.0001) -0.0001 (0.0003) 0.001** (0.0004) -0.0003 (0.002) 
Crop diversification ^2   -0.00001** (0.00000) 0.00000 (0.00001) 
Age of household head 0.022*** (0.001) -0.007 (0.005) 0.031*** (0.002) 0.039** (0.012) 
Age of household head ^2   -0.001*** (0.0003) -0.007*** (0.002) 
Education of household head (yrs) 0.005*** (0.0004) -0.003* (0.001) 0.006*** (0.001) -0.003 (0.003) 
Education of household head (yrs) 
^2 
  -0.00004 (0.0001) 0.0001 (0.0003) 
Number of children -0.006*** (0.001) -0.005 (0.003) -0.013*** (0.002) -0.013* (0.006) 
Number of children ^2   0.001** (0.0003) 0.001 (0.001) 
Flood affect (Base=Yes) -0.011* (0.005) -0.006 (0.029) -0.008 (0.004) -0.006 (0.027) 
log(Distance livestock market+1) -0.004 (0.002) -0.022** (0.008) 0.004 (0.010) 0.064* (0.026) 
log(Distance livestock market+1) ^2   -0.001 (0.001) -0.011** (0.003) 
log(Distance hospital+1) -0.004** (0.002) -0.016* (0.007) -0.008 (0.006) -0.011 (0.026) 
log(Distance hospital+1) ^2   0.001 (0.001) -0.0004 (0.004) 
Coping Strategies Index (inv) 0.205*** (0.010) -0.045 (0.037) 0.341*** (0.047) -0.085 (0.186) 
Coping Strategies Index (inv) ^2   -0.141*** (0.042) 0.030 (0.181) 
Farming livelihood (Base=Agro-
pastoral) -0.017*** (0.002) -0.039*** (0.011) -0.017*** (0.002) -0.038*** (0.011) 
Illness affect (Base=Yes) -0.005 (0.003) -0.043** (0.016) -0.003 (0.003) -0.040* (0.016) 
Drought affect (Base=Yes) 0.009 (0.004) -0.040 (0.025) 0.007 (0.004) -0.046* (0.023) 
Gender household head 
(Base=Female) -0.004 (0.018) -0.069 (0.148) 0.005 (0.022) -0.090 (0.168) 
Relationship status 
(Base=Divorced/separate) -0.011 (0.017) 0.043 (0.146) -0.021 (0.023) 0.064 (0.166) 
Constant 0.108*** (0.014) 0.545*** (0.056) 0.111*** (0.027) 0.544*** (0.077) 
Observations 2,146 2,138 2,146 2,138 
Adjusted R2 0.852 0.177 0.858 0.194 
Residual Std. Error 0.049 (df = 2074) 0.188 (df = 2066) 0.048 (df = 2061) 0.186 (df = 2053) 
 Note: *p<0.05**p<0.01***p<0.001; 
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Table 18: List of resilience-related capacity questions used in the numerous variants of 
the Subjectively-Evaluated Resilience Score 
 
Preamble: ‘I am going to read out a series of statements. Please tell me the extent to which you agree or disagree with them.’ 
[Read out each statement and ask] ‘Would you say that you strongly agree, agree, disagree, strongly disagree or neither agree 
nor disagree that:’ 
Resilience-related capacity Survey question 
Absorptive capacity Your household can bounce back from any challenge that life throws at it 
Adaptive capacity If threats to your household became more frequent and intense, you would 
still find a way to get by 
Anticipatory capacity Your household is fully prepared for any future disasters that may occur 
in your area 
Transformative capacity 
 
During times of hardship, your household can change its primary income or 
source of livelihood if needed 
Financial capital 
 
During times of hardship, your household can access the financial support 
you need 
Social capital Your household can rely on the support of family and friends when you need 
help 
Political capital Your household can rely on support from politicians and government when 
you need help 
Learning Your household has learned important lessons from past hardships that will 
help you better prepare for future threats 
Early warning Your household receives useful information warning you about future risks in 
advance 
Notes: The full SERS model uses all nine resilience-capacity questions, named the 9-C model. For the purposes of this study, we use the 
shortened 3A variant of the SERS model with uses Absorptive, Adaptive and Anticipatory capacities. Jones and D’Errico (2019) also 
use another variant, named AAT, comprising of Adaptive, Absorptive and Transformative capacities.   
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Figure 21: Key socio-economic characteristics of survey respondents 
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Figure 22: Risk perception: self-reported sensitivity and exposure to cyclones, 
droughts and floods in Hpa An 
 
Note: For sensitivity respondents were asked, ‘Please rate the following extreme weather events in accordance with how 
serious a problem they have been to your household’s ability to survive and thrive in the past 5 years’; For exposure 
respondents were asked, ‘On average, how often would you say your household is affected by the following extreme 
weather events?’ 
 
 
 
 
Flood
Drought
Cyclone
0 25 50 75 10
0
Pecentage
An extremely serious problem   
A very serious problem 
A serious problem      
A minor problem
No problem at all      
Refused To Answer      
Don...t know   
A) Sensitivity to climate hazards
Flood
Drought
Cyclone
0 25 50 75 10
0
Pecentage
Multiple times in a year       
Roughly once a year    
Roughly once every couple of years     
Roughly once every five years  
Rarely, if ever
Refused To Answer      
Don...t know   
B) Exposure to climate hazards
  153 
Appendix B Section 1 
What factors are associated resilience during the baseline survey? 
One important aspect of the survey is understanding baseline levels of resilience. As 
highlighted in Table 6 (main text) mean subjectively-evaluated resilience score across all 
households is 0.54 (SD=0.18). Yet, this is somewhat uninformative without comparing 
across households. To do so we regress baseline SERS scores, !"#$%$"&'"!" against a 
number of key social-economic and demographic variables, ()'$)!". In addition, *+,+'$-.!" is a list of factors commonly associated with household resilience and /!"are 
village-level fixed effects.  
 !"#$%"&'"!" = 1# + 1$()'$)!"+	1%*+,+'$-.!" + /" + "!"   1) 
 
Results from the model show that baseline resilience scores are positively associated with 
a number of socioeconomic traits, including education of the household head, lower 
likelihood of poverty, gender of household head and number of household occupants. 
Age of household head appears to be negatively associated with resilience, as does the 
gender of respondent. As respondent gender (1=Female) is randomised this potentially 
signals a difference in the way that males and females perceive their respective households 
– though note the low-level of statistical significance (p<0.1). With regards to factors 
commonly associated with resilience, higher life satisfaction is strongly significant (those 
with higher life satisfaction have higher resilience scores). Lastly, households that are 
further away from the main river (the Thanlwin) also appear to have lower resilience 
scores when controlling for all other factors (note here that the SERS resilience module 
is not specific to flood resilience). 
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Table 19: Factors associated with subjectively-evaluated resilience for 
the Hpa-An baseline survey 
 
(1) 
 
(2) 
 
Dummy for education of household head (0=None; 1=Some 
schooling) 
0.05*** (0.01) 0.05*** (0.01) 
Age of respondent -0.001*** (0.0004) -0.001*** (0.0004) 
POP poverty score (high score = higher likelihood of not in 
poverty) 
0.002*** (0.001) 0.002*** (0.001) 
Mean number of HH occupants 0.01*** (0.002) 0.01*** (0.002) 
Dummy for farmer as primary source of income (1=Farmer) -0.03** (0.01) -0.03* (0.01) 
Dummy for remittance as primary source of income 
(1=Remittance) 
0.02 (0.01) 0.02** (0.01) 
Gender of HH head (1=Female) 0.03*** (0.01) 0.03** (0.01) 
Respondent gender (1=Female) -0.02* (0.01) -0.02** (0.01) 
Risk perception: dummy for flood sensitivity (1=Very serious 
problem) 
 0.01 (0.01) 
Risk perception: dummy for flood exposure (1=Once a year or 
more) 
 0.001 (0.02) 
Life satisfaction  0.03*** (0.01) 
Number of sources of livelihood  0.001 (0.01) 
Distance to the river (log+1)  -0.02* (0.01) 
Distance to nearest road (log+1)  -0.01 (0.01) 
Observations 1,072 1,052 
Adjusted R2 0.17 0.19 
Residual Std. Error 0.16 (df = 1056) 0.16 (df = 1030) 
Note: All models include Village fixed effects. Values indicate Beta coefficients with Standard Errors clustered at the 
village-level using a Wild cluster bootstrap with 200 replications and shown in parentheses, *p<0.1** 
p<0.05p***p<0.01 
For details on question wording see Appendix B Table 18 
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Table 20: Questions and response items for variables of interest in the Hpa An survey 
Variable Question Response items Notes 
Flood impact Since we last called you on [DATE], has 
your household been affected by any 
significant shocks or events that have had 
a large negative effect on your 
household’s way of life? 
 
Yes 
No 
Don’t know 
Respondents that answer as affected are asked a follow up question: 
‘What is the primary cause of this shock or event?’ (with Flood one of 
the options available). Responses are then collapsed into binary 
variables, including: Floods, Landslides, Irregular/Unseasonal rain, 
Strong wind/tornado, Disease destroying crop, Sudden loss livestock, 
Social unrest, Fall in price of a good that the HH sells, Increase in price 
of food or other essential item, Medical emergency, Serious accident at 
work or home, Death of the income generator, Sudden loss of 
productive assets, Loss of job.  
Risk perception: flood sensitivity Would you say that flooding poses an 
extremely serious problem, a very serious 
problem, a serious problem, a minor 
problem or no problem at all? 
An extremely serious problem 
A very serious problem 
A serious problem 
A minor problem 
No problem at all 
Refused to Answer 
Don’t know 
Premable: “I would like to ask you about what would happen if a flood 
were to affect your household in the near future. By severe flood I 
mean one that is likely to negatively affect your household, or harm 
your dwelling, fields, or resources. Please rate how serious a problem 
flooding has been to your household’s ability to survive and thrive in 
the past 5 years.” Question asked during the baseline of the survey. 
Responses then collapsed into binary variable (extremely serious/very 
serious/serious=serious problem; minor/no problem=not serious 
problem) 
Risk perception: flood exposure On average, how often would you say 
your household is affected by flooding? 
Multiple times in a year 
Roughly once a year 
Roughly once every couple of 
years 
Roughly once every five years 
Rarely, if ever 
Refused to Answer 
Don’t know 
Question asked during the baseline of the survey. Category collapsed into 
binary variable (multiple times/roughly one a year=once a year or more; 
every couple/once every five/rarely=less than once a year) 
Life satisfaction All things considered, how satisfied are 
you with your life as a whole these days? 
Very dissatisfied with life 
Dissatisfied with life 
Neither satisfied nor 
dissatisfied 
Satisfied with life 
Very satisfied with life 
Refused to Answer 
Don’t know 
Question asked during the baseline of the survey. Treated as a cardinal 
variable.  
Self-evaluation of local 
environmental change 
Has the health of the natural environment 
around you changed in recent years? 
It is improving considerably     
It is improving slightly            
It is not changing      
It is worsening slightly  
It is worsening considerably 
Question asked during Wave 6 of the survey. Treated as a cardinal 
variable and time invariant. 
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Table continued: Questions and response items for variables of interest in the Hpa An survey 
Variable Question Response items Notes 
Coping mechanisms ‘What coping mechanisms has your 
household employed in responding 
to the 
shock event since its occurrence? 
Please list up to three’ 
1. Household members migrated 
2. Engaged in spiritual efforts  - prayer, sacrifices, divine consultations 
3. Obtained credit 
4. Ask for remittances from those outside the household 
5. Received help from NGO/religious institution 
6. Received help from government 
7. Sought new forms of livelihood or work 
8. Rely on own saving 
9. Changed eating patterns (relied on less preferred food): options, 
reduced proportion or number of meals/day, or household members 
skipped days of eating, etc)" 
10. Received help from relatives/friends 
11. Sent children to live elsewhere 
12. Reduced expenditures on household good 
13. Took child out of school 
14. Sold agricultural assets or goods 
15. Did not do anything 
Question only asked to households that 
self-report as affected by a disaster. 
Responses are post-coded afterward. 
Responses are then formed into a binary 
variables, with a primary coping 
mechanism constituting a response to any 
recovery mechanism (each households 
was able to choose up to three). 
Primary livelihood  ‘What is main source of income for 
this 
household?’ 
1. From agriculture 
2. from livestock breeding/ 
3. hunting and forestry/ fishery 
4. from selling food, groceries 
5. and other goods 
6. Income from services 
7. Salary 
8. Regular daily wages/ piece 
9. rates earning 
10. Casual laborer 
11. Remittance - local 
12. Remittance - foreign 
13. Other (specify) 
Question asked during the baseline survey. 
Responses to formed into binary variables 
used in the regression analyses 
Access to climate information 
during last flood 
Do you have access to weather 
forecasts and climate information?  
 
Yes  
No 
  
Question asked to all respondents in Wave 
5 of the survey, irrespective of flooding 
Early warning information Did you receive information warning 
your household about the flood in 
advance? 
 
Yes 
No 
 
Question only asked to respondents that 
self-reported as directly affected by a flood 
since the last round of the survey, and 
asked in relation to the flood event in 
question  
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Appendix B Section 2: 
A key decision made early on in the analysis is use of a reduced form of the SERS model; 
we opt for a version with three resilience-capacity questions rather than the full model 
with nine questions. To test the implications of this decision we run side-by-side analyses 
of different variants of the SERS module for the baseline survey in Appendix B Table 21 
(set-ups are similar to Appendix B Table 19). Model 1) shows results from the 3A variant 
of the SERS module used in the main analysis, Models 2) and 3) use the 9C (all 9 
questions) and AAT (including questions related to adaptive, anticipatory and 
transformative capacities) variants respectively21. Though statistical significance varies 
across some variables, signs and magnitudes of effect sizes are broadly similar across all 
three, implying that results are somewhat consistent across different characterisations of 
resilience. We also re-rerun the analysis with a variant of the SERS that weights based on 
a principal component analysis (rather than the standard methods of equal mean 
weighting) and see no large qualitative differences in key trends. 
Turning to the validity of resilience-over-time scores, a number of selection choices 
should be considered. The first is whether to include data from the face-to-face survey 
alongside the wider phone panel. This is particularly important given well-documented 
differences in subjective scores between the two modes of administration (Dolan & 
Kavetsos 2016). The second, is how to deal with missing values when calculating a 
resilience-over-time score (as any such values need to be interpolated). In order to test 
these formally we replicate Equation 4 with three different specifications. In Appendix B 
Table 22, Model 1) is the same set-up as in the main analysis and removes only households 
that have three or more missing resilience scores, or a missing value for either the starting 
(baseline) or finishing waves (wave 7). Model 2) excludes any household that has a missing 
value for a resilience score across any wave of the survey. While Model 3) excludes 
resilience scores from the face-to-face survey and starts calculating the area under the 
curve as of the first phone survey. Given that Model 3) includes one fewer survey than 
the rest, we calculate the resilience-over-time score as the area under the curve for 6 
subsequent waves (rather than 7 in the main analysis). As is clear from Appendix B Table 
22, though small differences exist, results appear to be similar in sign and significance 
across most variables of interest for the three specifications.  
In rare cases, the original respondent was unable to pick up the phone and another 
member of the household carried out the survey in their place. Given the potential for 
confounding individual influences we rerun the main difference in difference analyses 
with a subset of the dataset that excludes values obtained from non-original respondents 
(Appendix B Table 23). Again, we see few differences in the main outcome. 
Another crucial aspect to consider is how many time periods to include in calculating the 
resilience-over-time scores. While use of data from a larger number of waves provides 
more nuanced information on a household’s recovery, it also risks being influenced by 
other external factors (like wider socio-economic of environmental threats) that make it 
 
21 The AAT variant is meant to mimic the framework proposed by Béné et al. 2012. For full details of the questions 
and methods used in the variants see Jones (2018a) 
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difficult to make comparisons across groups. The choice of all 7 waves of phone survey 
data in calculating the AUC is borne of the desire to use all information available. 
However, in Appendix B Table 24 we compare multiple resilience-over-time scores, 
starting with the use of just three waves and adding an additional wave each time, up to 
a total of 7 waves. We also plot distributions of resilience scores in Appendix B Figure 
24. While small differences are apparent, signs and levels of significance are largely 
consistent. 
We recognise that assessments of perceived levels of resilience are subjective in nature. 
Unfortunately, limitations in mobile surveys (typically restricted to 10-12 mins in 
duration) do not lend themselves to applying ‘objective’ measures of resilience such as 
the RIMA toolkit (FAO 201622). However, we can make a useful comparison with 
changes in self-reported levels of monthly income – often considered a proxy for a 
household’s economic resilience (Sturgess 2016) – collected during two waves of the 
survey (one prior to the floods and the other a number of months after). In Appendix B 
Table 25 we compare self-reported incomes between the baseline and Wave 5 of the 
survey using a difference-in-differences set-up similar to the main analysis. In doing so 
we see no statistically significant differences between direct and indirectly affected 
households.  While this may point to differences in definitional outcomes of resilience, 
we refrain from drawing firm conclusions as it is far from a like-for-like comparison. 
Well-documented weaknesses in self-reported income measures (Fukuoka, et. al 2007) 
also mean that consumption-based measures (such as the POP poverty score used in the 
main analysis) are far preferred. Still, we believe that dedicated future analyses comparing 
subjective resilience and other proxies for resilience will have considerable merit. 
Lastly, subjective assessments may be prone to different societal and environmental cues 
(Metcalfe et al. 2016). As such, we re-run the main difference-in-differences set-up for 
resilience scores with the inclusion of controls for day-of-the-week of the interview, time-
of-the-day of the interview and weather on the day of interview (including average 
temperature, precipitation, dew point). Reassuringly, Table 26 show few differences in 
the paper’s main outcome. 
 
 
 
 
 
 
 
 
 
22 For more on direction comparisons of objective and subjectively-evaluated resilience see Jones and D’Errico (2019). 
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Table 21: Comparison of associations with resilience using different versions of 
the SERS module 
 SERS-3A SERS-9C SERS-AAT 
 (1) (2) (3) 
Dummy for education of household head (0=None; 
1=Some schooling) 0.05*** (0.01) 0.14*** (0.04) 0.21*** (0.07) 
Age of respondent -0.001** (0.0003) -0.003*** (0.001) -0.01*** (0.002) 
POP poverty score (high score = higher likelihood of 
not in poverty) 
0.002*** (0.0005) 0.003*** (0.001) 0.002 (0.002) 
Mean number of HH occupants 0.01*** (0.002) 0.03*** (0.004) 0.02** (0.01) 
Dummy for farmer as primary source of income 
(1=Farmer) -0.03* (0.01) -0.08** (0.04) -0.11*** (0.04) 
Dummy for remittance as primary source of income 
(1=Remittance) 
0.02** (0.01) 0.07*** (0.03) 0.07 (0.05) 
Gender of HH head (1=Female) 0.02*** (0.01) 0.08*** (0.03) 0.08* (0.05) 
Respondent gender (1=Female) -0.02** (0.01) -0.06** (0.03) -0.13*** (0.05) 
Risk perception: dummy for flood sensitivity (1=Very 
serious problem) 0.01 (0.01) 0.01 (0.01) -0.01 (0.04) 
Risk perception: dummy for flood exposure (1=Once 
a year or more) 
0.001 (0.02) 0.03 (0.05) 0.09 (0.06) 
Life satisfaction (higher score=higher life satisfaction 0.03*** (0.01) 0.04*** (0.01) 0.12*** (0.02) 
Number of sources of livelihood 0.0002 (0.01) -0.002 (0.01) -0.01 (0.02) 
Distance to the river (Log+1) -0.02* (0.01) -0.04 (0.03) -0.02 (0.02) 
Distance to nearest road (Log+1) -0.01 (0.01) -0.002 (0.01) -0.01 (0.03) 
Observations 1,057 1,057 1,057 
Adjusted R2 0.18 0.20 0.21 
Residual Std. Error (df = 1034) 0.16 0.41 0.69 
Note: All models include Village-level fixed effects. Values indicate Beta coefficients with Standard Errors clustered 
at the village-level using a Wild cluster bootstrap with 200 replications and shown in parentheses, *p<0.1** 
p<0.05p***p 
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Table 22: Associations with resilience-over-time for different methods of dealing 
with missing values 
 
Fewer than 3 
missing 
responses 
(phone & 
baseline)  
(1) 
No missing 
responses 
across all waves 
(phone and 
baseline) 
(2)  
Phone only 
 
 
 
(3) 
Dummy for education of household head (0=None; 
1=Some schooling) 0.17 (2.45) -0.71 (2.12) 0.65 (2.18) 
Age of respondent 0.22*** (0.04) 0.22*** (0.04) 0.19*** (0.03) 
POP poverty score (high score = higher likelihood of 
not in poverty) 0.09 (0.06) 0.12** (0.05) 0.11* (0.06) 
Mean number of HH occupants 0.82 (0.58) 1.09* (0.61) 0.87 (0.60) 
Dummy for farmer as primary source of income 
(1=Farmer) 5.53*** (1.96) 4.83** (1.94) 5.07*** (1.74) 
Dummy for remittance as primary source of income 
(1=Remittance) -1.30 (1.33) -1.79 (1.11) -0.97 (1.22) 
Gender of HH head (1=Female) -2.87 (2.71) -3.35 (2.84) -2.11 (2.82) 
Respondent gender (1=Female) -1.48 (1.27) -0.69 (1.88) -1.39 (1.03) 
Risk perception: dummy for flood sensitivity (1=Very 
serious problem) -3.91 (2.49) -4.45* (2.70) -3.63 (2.67) 
Risk perception: dummy for flood exposure (1=Once a 
year or more) 
-0.66 (2.04) -0.43 (2.55) -0.91 (2.12) 
Life satisfaction 4.01*** (1.14) 3.84*** (1.30) 3.34*** (1.27) 
Number of sources of livelihood -1.39 (0.92) -0.54 (0.99) -1.42 (1.00) 
Distance to the river (log+1) -1.52** (0.67) -0.76 (0.92) -1.61*** (0.60) 
Distance to nearest road (log+1) -5.61*** (1.42) -4.19** (1.94) -4.35*** (1.35) 
Baseline control YES YES YES 
Village fixed effects YES YES YES 
Observations 1,040 925 1,009 
Adjusted R2 0.24 0.26 0.18 
Residual Std. Error 26.25 (df = 1017) 25.83 (df = 902) 24.41 (df = 986) 
Note: To ensure comparability across the models, the AUC resilience-over-time scores are calculated up to Wave 6 for 
models 1 and 2 (rather than Wave 7 in the main analyses) owing to the fact that the phone-only variant in Model 3 
has one fewer wave (i.e. no baseline). Values indicate Beta coefficients with Standard Errors clustered at the village-level 
using a Wild cluster bootstrap with 200 replications and shown in parentheses, *p<0.1** p<0.05p***p<0.01 
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Figure 23: Histogram of Resilience-over-time scores for difference variants 
amongst the entire Hpa An sample 
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Table 23: Difference in differences for sample of same respondents only 
 Unweighted IPTW 
f · post (Difference in Differences) -0.09*** (0.02) -0.07*** (0.03) 
Household fixed effects YES YES 
Wave fixed effects YES YES 
Observations 7,520 6, 267 
Adjusted R-Squared 0.31 0.21 
Residual Std. Error 0.17 (df = 6572) 0. 17 (df = 6249) 
Note: Values indicate Beta coefficients with Standard Errors clustered at the village-level using a Wild cluster 
bootstrap with 200 replications and shown in parentheses, *p<0.1** p<0.05p***p<0.01 
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Table 24: Differences in associations with Resilience-over-time for different end-points 
of the AUC 
 3 waves 4 waves 5 waves 6 waves 7 waves 
Dummy for flood impact 
(0=Indirect;1=Direct) -6.58
*** (1.10) -5.13* (2.87) -5.35* (2.76) -6.28* (3.43) -7.87* (4.05) 
Baseline resilience score 34.43*** (3.12) 43.25*** (3.29) 48.35*** (3.30) 51.73*** (4.00) 54.10*** (4.17) 
Dummy for education of household 
head (0=None; 1=Some schooling) -1.93
* (1.10) -2.20 (1.89) -0.89 (2.22) -1.35 (2.50) 0.29 (2.76) 
Age of respondent 0.13*** (0.03) 0.17*** (0.03) 0.18*** (0.04) 0.20*** (0.04) 0.24*** (0.05) 
POP poverty score (high score = 
higher likelihood of not in poverty) 0.04 (0.04) 0.07 (0.06) 0.08 (0.05) 0.13
** (0.06) 0.13** (0.05) 
Mean number of HH occupants 0.48* (0.27) 0.65* (0.39) 0.66 (0.49) 0.84 (0.58) 1.07* (0.57) 
Dummy for farmer as primary source 
of income (1=Farmer) 2.48
** (1.11) 2.65* (1.60) 3.76** (1.90) 4.92*** (1.87) 4.66** (1.81) 
Dummy for remittance as primary 
source of income (1=Remittance) -1.45
*** (0.51) -1.72** (0.85) -1.06 (1.00) -1.36* (0.72) -1.13 (0.93) 
Gender of HH head (1=Female) -2.07** (1.01) -3.65** (1.44) -3.49 (2.18) -3.30 (2.59) -4.30* (2.60) 
Respondent gender (1=Female) 0.43 (0.67) 0.25 (0.88) -1.33 (1.17) -1.72 (1.35) -1.71 (1.25) 
Baseline resilience FE YES YES YES YES YES 
Village-level FE YES YES YES YES YES 
Observations 1,064 990 1,065 1,056 1,072 
Adjusted R2 0.23 0.22 0.21 0.22 0.23 
Residual Std. Error 14.79 (df = 1046) 
19.95 (df = 
972) 
24.17 (df = 
1047) 
26.41 (df = 
1038) 
28.51 (df = 
1054) 
Note: Values indicate Beta coefficients with Standard Errors clustered at the village-level using a Wild cluster bootstrap with 1000 
replications and shown in parentheses. Sample sizes differ owing to differences in exclusion for missing values in subsequent waves of 
the survey.  *p<0.1** p<0.05p***p<0.01 
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Figure 24: Densities and proportion of responses across the various waves of the Hpa An 
survey 
Note: Density functions are represented with the red line, while proportion of responses are indicated in blue/grey 
bars. X-axis for all panels feature SERS resilience scores ranging from 1-5. 
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Table 25: Difference in differences between incomes in Baseline and Wave 5 outcomes 
 
 Log(Income+1) 
 Unweighted 
(1) 
IPTW 
(2) 
f · post (Difference in Differences) 0.13 (0.09) -0.03 (0.11) 
f (1=Directly affected by flooding) -1.04*** (0.04) -0.96*** (0.05) 
post (1=Periods after flooding) -0.18*** (0.04) -0.17*** (0.04) 
Household fixed effects YES YES 
Wave fixed effects YES YES 
Observations 2,187 2,187 
Adjusted R2 0.35 0.41 
Residual Std. Error (df = 1066) 0.55 0.81 
Note: Values indicate Beta coefficients with Robust Standard Errors in parentheses. Results are weighted using IPTW.  *p<0.1** 
p<0.05p***p<0.01.  
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Table 26: Difference in differences with inclusion of weather, time of day, and day of 
week fixed effects 
 Unweighted IPTW sample 
f · post (Difference in Differences) -0.08*** (0.02) -0.06*** (0.02) 
f (1=Directly affected by flooding) -0.07*** (0.02) -0.10*** (0.02) 
post (1=Periods after flooding) -0.01* (0.01) -0.01 (0.01) 
Time of day FE YES YES 
Day of week FE YES YES 
Weather FE YES YES 
Wave FE YES YES 
Village controls YES YES 
Observations 8,241 8,241 
Adjusted R2 0.30 0.30 
Residual Std. Error 0.17 0.23 
Note: SERS scores are used as the outcome variable. Values indicate Beta coefficients with Robust Standard Errors in 
parentheses. Results are weighted using IPTW.  *p<0.1** p<0.05p***p<0.01.  
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Table 27: Difference-in-differences for the three resilience-related capacities used in the SERS module 
 Anticipatory Absorptive Adaptive Transformative 
 Unweighted 
(1) 
IPTW 
(2) 
Unweighted 
(3) 
IPTW 
(4) 
Unweighted 
(5) 
IPTW 
(6) 
Unweighted 
(7) 
IPTW 
(8) 
f · post (Difference in 
Differences) 
-0.07*** (0.02) -0.05 (0.03) -0.07*** (0.02) -0.06*** (0.02) -0.09*** (0.03) -0.08** (0.03) -0.03 (0.04) -0.004 (0.04) 
f (1=Directly affected by 
flooding) -0.15*** (0.02) -0.16*** (0.03) -0.12*** (0.02) -0.13*** (0.02) -0.11*** (0.03) -0.12*** (0.03) -0.13*** (0.03) -0.15*** (0.03) 
post (1=Periods after flooding) 0.12*** (0.01) 0.14*** (0.02) -0.01 (0.01) -0.02* (0.01) -0.13*** (0.01) -0.11*** (0.01) 0.06*** (0.01) 0.06*** (0.01) 
Household fixed effects YES YES YES YES YES YES YES YES 
Wave fixed effects YES YES YES YES YES YES YES YES 
Observations 8,667 8,667 8,678 8,678 8,689 8,689 8,674 8,674 
Adjusted R2 0.18 0.16 0.26 0.27 0.19 0.19 0.08 0.12 
Residual Std. Error  0.25 (df = 7539) 
0.35 (df = 
7539) 
0.23 (df = 
7550) 
0.31 (df = 
7550) 
0.26 (df = 
7561) 
0.36 (df = 
7561) 
0.25 (df = 
7546) 
0.35 (df = 
7546) 
Note: Values indicate Beta coefficients with Robust Standard Errors in parentheses. Results are weighted using IPTW.  *p<0.1** p<0.05p***p<0.01.
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Table 28: Difference in differences with resilience-scores calculated as a combination of 
absorptive, adaptive and transformative capacities 
 Unweighted 
(1) 
IPTW 
(2) 
f · post (Difference in Differences) -0.06*** (0.02) -0.04* (0.02) 
f (1=Directly affected by flooding) -0.12*** (0.01) -0.14*** (0.02) 
post (1=Periods after flooding) -0.03*** (0.004) -0.02*** (0.004) 
Household fixed effects YES YES 
Wave fixed effects YES YES 
Observations 8,666 8,666 
Adjusted R2 0.24 0.25 
Residual Std. Error (df = 1066) 0.17 0.24 
Note: Values indicate Beta coefficients with Robust Standard Errors in parentheses. Results are weighted using IPTW.  *p<0.1** 
p<0.05p***p<0.01.  
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Appendix B Section 3: Testing for the impact of subsequent shocks amongst directly 
affected households 
 
In our first setup, we regress resilience-over-time scores (i.e. the area under the curve for resilience 
scores across the panel) against the same covariates as those included in Equation 4. In addition, 
we interact !!" (a variable for flood impact) with a dummy variable, "!", which indexes for 
whether the household has experienced an additional shock in any of the subsequent Waves. To 
account for non-random rates of drop-out amongst households affected by subsequent shocks we 
limit the analysis to the fully balanced dataset. 
 																															"#$%&%#'(#)*#+,%-#!" = /#0!" + /$2!" +	/%(0!" ∙ 2!") + 																																																																																/&"#$%&%#'(#)*#+,%-#!"'#+	/($!" + /)6!" + 7" + #!"         1) 
 
The main feature of interest is ##, representing the effect of subsequent shocks on households 
directly affected by flooding (compared with those indirectly affected).  
 
Table 29: Interactions between flood exposure and subsequent shock events 
 
Unweighted 
sample IPTW sample 
 (1) (2) 
Dummy for additional shocks 
(1=Shocks) * Flood exposure 
(1=Directly exposed) 
-12.89** (6.57) -9.62** (4.81) 
Socio-economic and risk 
perception FE 
YES YES 
Baseline resilience FE YES YES 
Village-level FE YES YES 
Observations 925 925 
Adjusted R2 0.26 0.26 
Residual Std. Error 27.91 (df = 899) 37.55 (df = 899) 
Note: Resilience-over-time scores (i.e. area under the curve for SERS scores over time) are used as the outcome 
variable. Only results of interactions are shown. Values indicate Beta coefficients with Standard Errors clustered 
at the village-level using a Wild cluster bootstrap with 1000 replications and shown in parentheses.  *p<0.1** 
p<0.05p***p<0.01 
 
As part of the second analysis we run a difference-in-difference-in-differences setup (akin to triple-
differencing). This essentially augments Equation 1 by adding a further interaction to the original 
difference-in-difference estimate ($%&'$ ∙ !!). Here "!, is a dummy variable for whether the 
household experienced an additional shock subsequent to the main period of flooding between 
the baseline and Wave 1 (1 = subsequent shock). 
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*+&,-,+./+!$ = 	#%$%&'$ +	#&!! + ##"! + #'($%&'$ ∙ !!) +	#(($%&'$ ∙ "!) +	#)(!! ∙ "!) 		+ 	#*($%&'$ ∙ !! ∙ "!) + 4! + +!$	
  6) 
In the context of this study, it is #* that is of primary interest, representing the difference between 
the DiD (i.e. seen in Equation ) for those hit by subsequent shocks compared to those that weren’t. 
In other words, it indicates the effect of follow-on shocks on resilience scores for households 
directly affected by flooding (when compared to those indirectly affected by flooding).  
 
Table 30: Triple difference estimates on SERS resilience scores 
 
 
 
 
 
 
 
 
 
 
Note: SERS scores are used as the outcome variable. Only results from the triple interaction are shown. Values 
indicate Beta coefficients and Standard Errors clustered at the village-level using a Wild cluster bootstrap with 
200 replications shown in parentheses. Results in Model 2 are weighted using IPTW.  *p<0.1** 
p<0.05p***p<0.01 
 
 
 
 
 
 
 
 
 
 
 
  
(1) 
Unweighted 
sample 
(2) 
IPTW sample 
post · f · d (Triple 
differences) -0.05 (0.04) -0.06 (0.04) 
Household fixed effects YES YES 
Wave fixed effects YES YES 
Observations 7,512 7,512 
Adjusted R2 0.31 0.29  
Residual Std. Error (df =  
6563) 0.17  0.23 
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Figure 25: Correlations between weather variables during the survey period 
 
Notes: Plot shows Pearson correlation coefficients for weather variables with a 3-day rolling average during the survey 
period. 
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Table 31: Associations between perceived resilience and weather: across seasons 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Rainfall 
(log+1) 
0.03*** 
(0.004) 
     0.05*** 
(0.01) 
0.04*** 
(0.01) 
Rainfall2 
(log+1) 
-0.003** 
(0.001) 
     -0.01*** 
(0.001) 
-0.003*** 
(0.001) 
Dew Point 
(log+1) 
 -2.86* 
(1.60) 
    3.51  
(2.32) 
 
Dew Point2 
(log+1) 
 0.50** 
(0.25)     
-0.61  
(0.37) 
 
Discharge   
0.01*** 
(0.002)    
0.01*** 
(0.003) 
0.01** 
(0.002) 
Discharge2   -0.0002*** 
(0.0001) 
   -0.0001 
(0.0001) 
-0.0001 
(0.0001) 
Temperature    -0.20*** (0.02)   
-0.23*** 
(0.03) 
-0.19*** 
(0.03) 
Temperature2    0.003*** (0.0004)   
0.004*** 
(0.001) 
0.004*** 
(0.001) 
Min Temp     
0.15*** 
(0.02)  
0.08** 
(0.03) 
0.06*** 
(0.02) 
Min Temp2     -0.003*** 
(0.0005) 
 -0.002** 
(0.001) 
-0.002*** 
(0.0005) 
Max Wind 
(log)      
0.02*** 
(0.01) 
0.04*** 
(0.01)  
Max Wind2 
(log)      
-0.0004 
(0.01) 
-0.001 
(0.01)  
Constant 0.56*** 
(0.05) 
4.63* 
(2.51) 
0.64*** 
(0.04) 
3.69*** 
(0.33) 
-1.20*** 
(0.26) 
0.65*** 
(0.05) 
-2.33 
(3.49) 
2.45*** 
(0.48) 
Year FE Y Y Y Y Y Y Y Y 
Season FE N N N N N N N N 
Month FE N N N N N N N N 
Observations 11,375 10,910 10,232 10,978 10,978 10,838 9,656 9,864 
Adjusted R2 0.12 0.09 0.13 0.09 0.09 0.08 0.17 0.16 
Residual Std. 
Error 
0.19 (df = 
10140) 
0.19 (df 
= 9676) 
0.19 (df = 
8997) 
0.19 (df = 
9743) 
0.19 (df = 
9743) 
0.19 (df = 
9603) 
0.18 (df = 
8412) 
0.18 (df = 
8623) 
Notes: All models include household, hour and day of the week fixed effects. Weather variables feature as 3 day rolling averages. 
Standard errors are clustered at the household level. *p<0.1**p<0.05***p<0.01   
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Table 32: Associations between perceived resilience and weather: within seasons 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Rainfall  
(log+1) 
0.02*** 
(0.005) 
     0.01* 
(0.01) 
0.01  
(0.01) 
Rainfall2 
(log+1) 
-0.001 
(0.001) 
     0.0003 
(0.001) 
0.001 
(0.001) 
Dew Point 
(log+1) 
 7.09*** 
(1.78) 
    -2.15  
(2.32) 
 
Dew Point2 
(log+1) 
 -1.11*** 
(0.28) 
    0.32  
(0.37) 
 
Discharge   0.02*** 
(0.003)    
0.02*** 
(0.003) 
0.02*** 
(0.003) 
Discharge2   -0.001*** 
(0.0001) 
   -0.001*** 
(0.0001) 
-0.001*** 
(0.0001) 
Temperature    -0.02 (0.02)   
-0.07** 
(0.03) 
-0.05 
 (0.03) 
Temperature2    0.0002 (0.0004)   
0.001** 
(0.001) 
0.001 
(0.001) 
Min Temp     0.13*** (0.02)  
0.07** 
(0.03) 
0.02  
(0.02) 
Min Temp2     -0.003*** 
(0.0005) 
 -0.001** 
(0.001) 
-0.0004 
(0.0005) 
Max Wind (log)      -0.03*** (0.01) 
0.002  
(0.01)  
Max Wind2 
(log) 
     -0.0001 
(0.01) 
-0.001 
(0.01) 
 
Constant 0.57*** 
(0.05) 
-10.67*** 
(2.79) 
0.71*** 
(0.04) 
0.99*** 
(0.36) 
-0.99*** 
(0.26) 
0.65*** 
(0.05) 
4.67  
(3.48) 
1.30*** 
(0.47) 
Year FE Y Y Y Y Y Y Y Y 
Season FE Y Y Y Y Y Y Y Y 
Month FE N N N N N N N N 
Observations 11,375 10,910 10,232 10,978 10,978 10,838 9,656 9,864 
Adjusted R2 0.13 0.12 0.22 0.12 0.12 0.12 0.21 0.22 
Residual Std. 
Error 
0.18 (df = 
10139) 
0.18 (df = 
9674) 
0.18 (df = 
8995) 
0.19 (df = 
9741) 
0.18 (df = 
9741) 
0.18 (df 
= 9601) 
0.18 (df = 
8410) 
0.18 (df = 
8621) 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the household 
level. *p<0.1**p<0.05***p<0.01 
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Table 33: Associations between perceived resilience and weather: within months 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Rainfall 
(log+1) 
-0.01* 
(0.01) 
     -0.02*** 
(0.01) 
-0.02*** 
(0.01) 
Rainfall2 
(log+1) 
0.003*** 
(0.001) 
     0.003* 
(0.001) 
0.003** 
(0.001) 
Dew Point 
(log+1) 
 1.04 
(1.65)     
-4.88** 
(2.19) 
 
Dew Point2 
(log+1) 
 -0.19 
(0.26) 
    0.77** 
(0.35) 
 
Discharge   0.01*** 
(0.004) 
   0.01** 
(0.004) 
0.01** 
(0.004) 
Discharge2   -0.001*** (0.0001)    
-0.001*** 
(0.0001) 
-0.001*** 
(0.0001) 
Temperature    0.16*** (0.03)   
-0.04  
(0.04) 
-0.03  
(0.04) 
Temperature2    -0.003*** (0.001)   
0.001 
(0.001) 
0.0004 
(0.001) 
Min Temp     
0.01 
(0.02)  
0.07** 
(0.03) 
0.03 
(0.02) 
Min Temp2     
-0.0002 
(0.0005)  
-0.001** 
(0.001) 
-0.001 
(0.001) 
Max Wind 
(log)      
0.01 
(0.01) 
-0.001 
(0.01)  
Max Wind2 
(log) 
     -0.01*** 
(0.01) 
-0.003 
(0.01) 
 
Constant 0.45*** 
(0.04) 
-0.97 
(2.58) 
0.49*** 
(0.05) 
-1.75*** 
(0.49) 
0.37 
 (0.27) 
0.44*** 
(0.04) 
8.05** 
(3.26) 
0.68 
(0.54) 
Year FE Y Y Y Y Y Y Y Y 
Season FE N N N N N N N N 
Month FE Y Y Y Y Y Y Y Y 
Observations 11,375 10,910 10,232 10,978 10,978 10,838 9,656 9,864 
Adjusted R2 0.22 0.22 0.27 0.22 0.22 0.21 0.26 0.26 
Residual Std. 
Error 
0.17 (df 
= 10131) 
0.17 (df 
= 966) 
0.17 (df 
= 8987) 
0.17 (df 
= 9733) 
0.17 (df 
= 9733) 
0.17 (df 
= 9593) 
0.17 (df = 
8402) 
0.17 (df 
= 8613) 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the household level. 
*p<0.1**p<0.05***p<0.01 
 
 
 
  176 
Table 34: Relationship between resilience and anomalous weather conditions 
 (measured as Z-scores) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*p<0.1**p<0.05***p<0.01 
 
 
 
(1) 
Across-
season 
(2) 
Within-
season 
(3) 
Across-
season 
(4) 
Within-
season 
Rainfall Poisson Z-score  0.01*** 
(0.001) 
0.004*** 
(0.001) 
0.005*** 
(0.001) 
0.003** 
(0.001) 
Rainfall Poisson Z-score2 0.002*** (0.0003) 
0.001*** 
(0.0003) 
0.002*** 
(0.0003) 
0.0004 
(0.0003) 
Discharge Poisson Z-
score 
-0.03*** 
(0.002) 
0.002 
(0.003) 
-0.03*** 
(0.002) 
-0.0003 
(0.003) 
Discharge Poisson Z-
score2  
0.01*** 
(0.002) 
-0.0001 
(0.002) 
0.01*** 
(0.002) 
0.005** 
(0.002) 
Temperature Z-score 
0.01*** 
(0.003) 
0.03*** 
(0.003) 
0.01*** 
(0.003) 
0.03*** 
(0.003) 
Temperature Z-score 2  
0.01*** 
(0.001) 
0.002** 
(0.001) 
0.003*** 
(0.001) 
0.0004 
(0.001) 
Min Temp Z-score   0.02** 
(0.01) 
-0.01 
(0.01) 
-0.01 
 (0.01) 
-0.03*** 
(0.01) 
Min Temp Z-score 2  -0.02*** 
(0.01) 
-0.02*** 
(0.01) 
-0.01  
(0.01) 
-0.01 
(0.005) 
Dew Point Z-score -0.001 
(0.003) 
-0.0000 
(0.003) 
  
Dew Point Z-score2  0.0000 (0.0001) 
0.0001 
(0.0001)   
Max Wind Poisson Z-
score 
-0.04*** 
(0.01) 
-0.01 
 (0.01) 
  
Max Wind Poisson Z-
score2 
0.01  
(0.01) 
-0.02* 
(0.01) 
  
Constant 
0.63*** 
(0.06) 
0.71*** 
(0.05) 
0.62*** 
(0.06) 
0.70*** 
(0.05) 
Year FE Y Y Y Y 
Season FE N Y N Y 
Observations 9,656 9,656 9,864 9,864 
Adjusted R2 0.13 0.21 0.13 0.21 
Residual Std. Error 0.19 (df 
= 8412) 
0.18 (df 
= 8410) 
0.19 (df 
= 8623) 
0.18 (df 
= 8621) 
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Table 35: Inclusion of controls for individual-level affect 
 (1) (2) (3) (4) (5) (6) 
Rainfall (log+1) -0.02 (0.01) -0.01 (0.01) -0.02 (0.01) -0.01 (0.01) -0.01 (0.01) -0.01 (0.01) 
Rainfall2 (log+1) 0.001 (0.003) 0.001 (0.003) 0.001 (0.003) 0.001 (0.003) 0.002 (0.003) 0.002 (0.003) 
Dew Point (log+1) -6.17** (2.40) -6.57*** (2.37) -4.31* (2.42) -4.57* (2.39) -2.24 (2.35) -2.20 (2.37) 
Dew Point2 
(log+1) 1.00*** (0.38) 1.06*** (0.38) 0.68* (0.39) 0.73* (0.38) 0.36 (0.38) 0.35 (0.38) 
Discharge  -0.12*** (0.02) -0.12*** (0.02) -0.15*** (0.02) -0.15*** (0.02) -0.08*** (0.02) -0.08** (0.04) 
Discharge2  0.01*** (0.001) 0.01*** (0.001) 0.01*** (0.001) 0.01*** (0.001) 0.01*** (0.002) 0.01** (0.003) 
Temperature  -0.03 (0.10) -0.01 (0.10) -0.02 (0.10) -0.01 (0.10) 0.01 (0.09) 0.03 (0.10) 
Temperature2  -0.0001 (0.002) -0.0003 (0.002) -0.0001 (0.002) -0.0003 (0.002) -0.0003 (0.002) -0.001 (0.002) 
Min Temp  -0.02 (0.04) -0.02 (0.04) 0.004 (0.04) 0.001 (0.04) 0.005 (0.04) 0.002 (0.04) 
Min Temp2  0.001 (0.001) 0.001 (0.001) 0.0001 (0.001) 0.0001 (0.001) -0.0001 (0.001) -0.0000 (0.001) 
Max Wind (log) -0.01 (0.01) -0.01 (0.01) -0.02* (0.01) -0.01* (0.01) -0.01 (0.01) -0.01 (0.01) 
Max Wind2 (log) -0.01 (0.01) -0.01 (0.01) -0.0002 (0.01) -0.0002 (0.01) 0.002 (0.01) 0.003 (0.01) 
Happiness  0.02*** (0.005)  0.02*** (0.005)  0.02*** (0.005) 
Sense of Purpose  0.02*** (0.01)  0.02*** (0.01)  0.02*** (0.005) 
Life satisfaction  0.01** (0.005)  0.01** (0.005)  0.01** (0.005) 
Constant -0.02 (0.01) -0.01 (0.01) -0.02 (0.01) -0.01 (0.01) -0.01 (0.01) -0.01 (0.01) 
Year fixed effect Y Y Y Y Y Y 
Season fixed effect N Y N N Y N 
Month fixed effect N N Y N N Y 
Observations 3,664 3,635 3,664 3,635 3,664 3,635 
Adjusted R2 0.21 0.22 0.21 0.23 0.24 0.25 
Residual Std. 
Error 
0.16 (df = 
2435) 
0.16 (df = 
2403) 
0.16 (df = 
2433) 
0.16 (df = 
2401) 
0.16 (df = 
2431) 
0.16 (df = 
2399) 
In addition to those listed, all regressions include hour, time of day and household fixed effects. Standard errors are clustered at the household 
level. Measures for subjective happiness, sense of purpose and life satisfaction are measured on a scale from 1-5 (from low to high).  *p<0.1; 
**p<0.05; ***p<0.01 
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Table 36: Interactions between weather and seasonal dummies 
 (1) (2) (3) (4) (5) (6) (7) 
Rainfall (log +1): Rainy season  0.07***  (0.01) 
     0.07*** 
(0.03) 
Rainfall (log +1)2: Rainy season -0.02*** (0.004) 
     -0.03*** 
(0.01) 
Dew Point (log +1): Rainy season (log+1)  57.14*** (13.96) 
    32.83* 
(19.60) 
Dew Point (log +1): Rainy season  -8.76*** (2.16)     
-4.89  
(3.07) 
Dew Point (log +1) 2: Cool season   11.09** (4.36)     
-37.32*** 
(10.70) 
Dew Point (log +1)2: Cool season  -1.70** (0.70) 
    6.07*** 
(1.74) 
Discharge: Rainy season    0.20*** (0.05) 
   -0.09  
(0.18) 
Discharge2: Rainy season   -0.05*** (0.01)    
0.01  
(0.04) 
Discharge: Cool season    0.22*** (0.05)    
-0.11  
(0.18) 
Discharge2: Cool season    -0.05*** (0.01)    
0.01  
(0.04) 
Temperature (log +1): Rainy season    0.09  (0.09) 
  0.58**  
(0.24) 
Temperature (log +1) 2: Rainy season     -0.002 (0.002)   
-0.01*** 
(0.004) 
Temperature (log +1): Cool season     0.66*** (0.14)   
-0.37  
(0.39) 
Temperature (log +1) 2: Cool season     -0.01*** (0.002)   
0.01  
(0.01) 
Min Temp: Rainy season      -0.09  (0.07) 
 -0.48*** 
(0.13) 
Min Temp2: Rainy season     0.002 (0.001)  
0.01*** 
(0.003) 
Min Temp: Cool season      0.29*** (0.07)  
0.18  
(0.14) 
Min Temp2: Cool season     -0.01*** (0.002) 
 -0.004 
(0.003) 
Max Wind (log): Rainy season      -0.01 (0.04) 
-0.02  
(0.05) 
Max Wind (log)2: Rainy season      -0.01 (0.02) 
0.004 
 (0.03) 
Max Wind (log): Cool season       -0.11** (0.04) 
-0.05  
(0.06) 
Max Wind (log)2: Cool season      0.03  (0.03) 
0.10*** 
(0.04) 
Constant 0.63***  (0.05) 
-2.93  
(4.70) 
0.90*** 
(0.06) 
1.37 
 (1.01) 
-0.03 
 (0.50) 
0.62*** 
(0.05) 
-38.98*** 
(11.83) 
Year FE Y Y Y Y Y Y Y 
Season FE Y Y Y Y Y Y Y 
Month FE N N N N N N N 
Observations 11,375 10,910 10,232 10,978 10,978 10,838 9,656 
Adjusted R2 0.14 0.13 0.22 0.14 0.12 0.12 0.23 
Residual Std. Error 0.18 (df = 10134) 
0.18 (df = 
9670) 
0.18 (df = 
8991) 
0.18 (df = 
9737) 
0.18 (df = 
9737) 
0.18 (df 
= 9597) 
0.17 (df = 
8386) 
Notes: All models include household, hour and day of the week fixed effects. Only outputs from interaction terms are shown. Rainfall excludes the cool 
season owing to few periods of rainfall during the season. Standard errors are clustered at the household level. *p<0.1**p<0.05***p<0.01 
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Figure 26: Coefficient plots of associations between resilience and aggregated weather 
variables across seasons 
 
Notes: Plotted outputs match Eq. 2, with subsets for each of Myanmar’s three seasons. Panels show results from separate 
regression models with each respective weather observation replaced by binned deciles (all other variables are identical to the 
setup in Eq. 2). Dots represent beta coefficients for binned deciles for each respective weather observation, with horizontal lines 
showing 95% confidence intervals. Outputs in blue are restricted to observations in the Hot season, outputs are restricted to 
observations in the Cool season and outputs in grey are restricted to observations in the Rainy season. All models include day 
of the week, hour of the day, seasonal and year fixed effects. Lines are shown as quadratic polynomial trends. All regressions 
feature standard errors clustered at the household level. 
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Annex C Section 1 
 
Below I document a number of additional robustness checks and wider analyses alongside those 
described in Section 4.5. 
Given the large number of missing values included in the NCDC precipitation variable (26% of 
the sample in the survey timeseries) the CHIRPS dataset was used in each of the preferred model 
specifications. Despite this, Annex C Figure 27 compares the two variables revealing close 
associations between the two measures. To test the implications of using CHIRPS in the main 
analysis, I repeat Eq. 2 with data from the original NCDC dataset. Appendix C Table 37 shows 
that separate analyses using NCDC and CHIRPS appear to be largely consistent and in line with 
the paper’s main findings.  
Observations for dew point and wind speed have higher rates of missing values throughout the 
Hpa An dataset. There is also high correlation between dew point and minimum temperature (see 
Appendix C Figure 25). As such, I redo the main specification with humidity and wind speed 
removed. Appendix C Tables 31, 32 and 33 (Model 8 for all tables) shows that results are largely 
consistent across the different specifications.  
To examine the effects of alternative clustering strategies I re-run the main analyses with standard 
errors clustered at the village level in Appendix C Table 38. Given that there are only 8 villages in 
the survey, I use a Clustered Wild Bootstrap with 200 replications, as per Cameron et al. (2008).  
Another point of interest is in examining heterogenous effects across genders. Indeed, insights 
from subjective wellbeing suggest that females may be more responsive to weather and seasonal 
shifts (Connolly 2013; Fedderson et al. 2013). Accordingly, the main analysis is re-run sub-setting 
for male and female respondents in Appendix C Table 39. Differences in significance levels are 
noticed for some variables, though by and large associations and trends between the two are 
matched. Areas of divergence relate mainly to the within-month model and may be suggestive of 
shorter-term gendered differences (or cognitive biases). We can also test for heterogeneous effects 
across livelihood types. Appendix C Table 40 has a similar setup, sub-setting for households that 
derive their livelihood primary through farming or otherwise. Here again we see slight differences, 
though the two groups are largely matched in terms of the nature of resilience-climate 
relationships. Interestingly, levels of significance are particularly pronounced for non-farmer 
livelihoods. 
It is possible that results may be skewed by heavy seasonal flooding experienced in Hpa An over 
the course of the first two waves of the survey (as per Chapter 3). Yet, when data from these initial 
waves is removed, similar associations between the outcomes between full and reduced samples 
are apparent (see Annex C Table 41. Similarly, I also test the results against different variants of 
the SERS model, each corresponding to alternative resilience frameworks in the wider literature 
(see Galappaththi et al. 2019). Appendix C Table 42 shows how use of frameworks made up of 
Adaptive, Absorptive and Transformative capacities (referred to as the AAT model modelled on 
Béné et al. 2012) as well as all four capacities combined (4C model) affect the outcomes of the 
main regression. Here strong associations between resilience and weather are seen across all 
framework variants.  
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Lastly, it is important to consider whether associations are driven by the immediate effects of 
weather during the exact period of interview, or whether they instead reflected longer-term lags 
(i.e. weather over a number of days prior to the interview). Recall that in the main analyses a 3-day 
rolling average is used. This reflects the fact that a household’s resilience capacities are unlikely to 
fluctuate on a day-to-day basis. To look at this assumption in more detail I recreate Eq. 2 using a 
number of different specifications for the moving average of weather variables. Specifically, I add 
a 7-day rolling average as well as weather on the day of the interview (essentially a 1-day model).  
Results from models showcasing binned deciles for each of the weather variables are presented in 
Annex C Figure 28. Here we see that effects and trends differ across the three modes. In most 
cases, the 1-day models generally exhibit weaker associations between resilience and the weather 
variables of interest – both with regards to the magnitude of effect sizes and levels of statistical 
significance – relative to the 3- and 7-day variants. This may suggest that the impacts on resilience 
are likely to be more pronounced across longer-term periods (again hinting at stronger seasonal 
influences). Exceptions can be seen with regards to humidity and river discharge where the 1-day 
models also exhibit strong relationships with resilience alongside the other two variants. In some 
cases, associations differ in terms of sign between different models, suggesting heterogenous 
effects across time. Care should therefore be taken in considering the cumulative effects across 
different time periods – with further exploratory analyses (both qualitative and qualitative) needed 
to uncover potential drivers and mechanisms. 
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Table 37: Comparison between NCDC and CHIRPS rainfall datasets 
 (1) (2) (3) (4) (5) (6) 
NCDC Rainfall (log+1) 0.08*** (0.01) 
 0.02  
(0.01) 
 0.02* 
(0.01)  
NCDC Rainfall2 (log+1) -0.01*** (0.002) 
 -0.001 
(0.002) 
 -0.004 
(0.002)  
CHIRPS Rainfall (log+1)  0.02*** (0.01) 
 -0.02*** 
(0.01)  
-0.01 
(0.01) 
CHIRPS Rainfall2 (log+1)  -0.002 (0.001) 
 0.004*** 
(0.001)  
0.001 
(0.001) 
Dew Point (log+1) -5.13*** (1.67) 
-6.02*** 
(1.57) 
-6.84*** 
(1.71) 
-6.37*** 
(1.60) 
-1.21 
(1.82) 
-0.69 
(1.63) 
Dew Point2 (log+1) 0.84*** (0.27) 
0.99*** 
(0.25) 
1.11*** 
(0.27) 
1.03*** 
(0.26) 
0.19  
(0.29) 
0.11  
(0.26) 
Discharge  -0.01** (0.003) 
-0.001 
(0.002) 
0.01*** 
(0.004) 
0.02*** 
(0.003) 
0.02*** 
(0.01) 
0.02*** 
(0.004) 
Discharge2  0.0004*** (0.0001) 
0.0002** 
(0.0001) 
-0.0004*** 
(0.0001) 
-0.001*** 
(0.0001) 
-0.001*** 
(0.0002) 
-0.001*** 
(0.0001) 
Temperature  0.03  (0.03) 
-0.01 
(0.03) 
0.04  
(0.03) 
0.04 
(0.03) 
-0.002 
(0.04) 
0.003 
(0.04) 
Temperature2  -0.0001 (0.001) 
0.0003 
(0.0005) 
-0.001 
(0.001) 
-0.001 
(0.0005) 
0.0001 
(0.001) 
-0.0001 
(0.001) 
Min Temp  -0.05* (0.03) 
0.01 
(0.02) 
-0.02  
(0.03) 
-0.02 
(0.02) 
-0.03 
(0.03) 
-0.03 
(0.02) 
Min Temp2  0.001 (0.001) 
-0.0003 
(0.0005) 
0.0004 
(0.001) 
0.0004 
(0.0005) 
0.001 
(0.001) 
0.001 
(0.0005) 
Max Wind (log) 0.05*** (0.01) 
0.04*** 
(0.01) 
0.02** 
(0.01) 
0.004 
(0.005) 
-0.001 
(0.01) 
-0.004 
(0.01) 
Max Wind2 (log) -0.02*** (0.01) 
-0.01*** 
(0.004) 
-0.001 
(0.01) 
-0.01 
(0.004) 
-0.01 
(0.01) 
-0.01 
(0.004) 
Constant 8.66*** (2.46) 
9.83*** 
(2.37) 
11.23*** 
(2.53) 
10.36*** 
(2.40) 
2.94 
 (2.74) 
1.88  
(2.47) 
Year FE Y Y Y Y Y Y 
Season FE N Y N N Y N 
Month FE N N Y N N Y 
Observations 6,495 8,479 6,495 8,479 6,495 8,479 
Adjusted R2 0.15 0.14 0.21 0.21 0.24 0.25 
Residual Std. Error 0.18 (df = 5265) 
0.18 (df = 
7243) 
0.18 (df = 
5263) 
0.18 (df = 
7241) 
0.17 (df = 
5255) 
0.17 (df = 
7233) 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the household level. 
*p<0.1**p<0.05***p<0.01 
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Figure 27: Comparison between CHIRPS and weather station observations for 
precipitation 
 
 
Notes: Panel a) is a scatter-plot of the two different precipitation variables. Panels b) and c) are histograms comparing 3- 
and 7-day rolling averages between the precipitation variables. Missing values in all cases are removed. 
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Table 38: Comparison of weather and resilience with errors clustered at the Village level 
 (1) (2) (3) 
Rainfall (log+1) 0.05*** (0.01) 0.01 (0.01) -0.02*** (0.01) 
Rainfall2 (log+1) -0.01*** (0.002) 0.0003 (0.001) 0.003** (0.001) 
Dew Point (log+1) 3.51 (3.80) -2.15 (3.69) -4.88 (2.97) 
Dew Point2 (log+1) -0.61 (0.61) 0.32 (0.59) 0.77 (0.48) 
Discharge  0.75** (0.32) 1.70*** (0.32) 1.08*** (0.28) 
Discharge2  -1.29 (1.18) -5.48*** (1.20) -6.23*** (0.90) 
Temperature  -0.23*** (0.05) -0.07 (0.05) -0.04 (0.05) 
Temperature2  0.004*** (0.001) 0.001 (0.001) 0.001 (0.001) 
Min Temp  0.08*** (0.01) 0.07*** (0.02) 0.07*** (0.02) 
Min Temp2  -0.002*** (0.0003) -0.001*** (0.0003) -0.001*** (0.0004) 
Max Wind (log) 0.04*** (0.01) 0.002 (0.01) -0.001 (0.01) 
Max Wind2 (log) -0.001 (0.01) -0.001 (0.01) -0.003 (0.004) 
Constant -2.33 (6.02) 4.67 (5.69) 8.05* (4.36) 
Year FE Y Y Y 
Season FE N Y N 
Month FE N N Y 
Observations 9,656 9,656 9,656 
Adjusted R2 0.17 0.21 0.26 
Residual Std. Error 0.18 (df = 8412) 0.18 (df = 8410) 0.17 (df = 8402) 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the Village level using a 
clustered wild bootstrap (200 replications) from the multiwayvcov package in R. Panel is fully balanced with rows removed if any weather 
variables have missing values.  *p<0.1**p<0.05***p<0.01 
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Table 39: Comparison of associations between resilience and weather across genders 
  
(1) 
Male 
(2) 
Female 
(3) 
Male 
(4) 
Female 
(3) 
Male 
(4) 
Female 
Rainfall (log+1) 0.05*** 
(0.01) 
0.05*** 
(0.01) 
0.01  
(0.01) 
0.01  
(0.01) 
-0.01* 
(0.01) 
-0.02*** 
(0.01) 
Rainfall2 (log+1) -0.01*** 
(0.002) 
-0.01*** 
(0.002) 
0.0002 
(0.002) 
0.001 
(0.002) 
0.002 
(0.002) 
0.004* 
(0.002) 
Dew Point (log+1) 6.40* (3.40) 
0.80 
(3.09) 
-0.24 
(3.38) 
-4.17 
(3.14) 
-3.28 
(3.22) 
-6.74** 
(3.00) 
Dew Point2 
(log+1) 
-1.05* 
(0.54) 
-0.19 
(0.49) 
0.02  
(0.54) 
0.63 
(0.50) 
0.51  
(0.51) 
1.06** 
(0.48) 
Discharge  0.01*** 
(0.004) 
0.01 
(0.004) 
0.02*** 
(0.004) 
0.02*** 
(0.004) 
0.02** 
(0.01) 
0.01 
 (0.01) 
Discharge2  -0.0002 
(0.0002) 
-0.0001 
(0.0002) 
-0.001*** 
(0.0002) 
-0.001*** 
(0.0002) 
-0.001*** 
(0.0002) 
-0.001*** 
(0.0002) 
Temperature  -0.20*** 
(0.05) 
-0.27*** 
(0.05) 
-0.05 
(0.05) 
-0.10** 
(0.05) 
0.02 
(0.06) 
-0.10* 
(0.06) 
Temperature2  0.004*** (0.001) 
0.005*** 
(0.001) 
0.001 
(0.001) 
0.002* 
(0.001) 
-0.0004 
(0.001) 
0.002* 
(0.001) 
Min Temp  0.02  
(0.04) 
0.15*** 
(0.05) 
0.02  
(0.04) 
0.13*** 
(0.04) 
0.01  
(0.04) 
0.15*** 
(0.05) 
Min Temp2  -0.001 
(0.001) 
-0.003*** 
(0.001) 
-0.001 
(0.001) 
-0.002*** 
(0.001) 
-0.0003 
(0.001) 
-0.003*** 
(0.001) 
Max Wind (log) 0.03*** (0.01) 
0.04*** 
(0.01) 
-0.004 
(0.01) 
0.01 
(0.01) 
-0.01 
(0.01) 
0.01  
(0.01) 
Max Wind2 (log) 0.001 
(0.01) 
-0.002 
(0.01) 
0.003 
(0.01) 
-0.004 
(0.01) 
0.003 
(0.01) 
-0.01 
(0.01) 
Constant -6.87 
(5.13) 
1.69  
(4.64) 
1.61  
(5.07) 
7.53  
(4.69) 
5.26  
(4.82) 
10.91** 
(4.46) 
Year FE Y Y Y Y Y Y 
Season FE N N Y Y N N 
Month FE N N N N Y Y 
Observations 5,026 4,630 5,026 4,630 5,026 4,630 
Adjusted R2 0.16 0.17 0.21 0.22 0.25 0.28 
Residual Std. 
Error 
0.18 (df 
= 4361) 
0.18 (df 
= 4010) 
0.18 (df 
= 4359) 
0.18 (df 
= 4008) 
0.17 (df 
= 4351) 
0.17 (df = 
4000) 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the household 
level. *p<0.1**p<0.05***p<0.01 
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Table 40: Comparison of associations between resilience and weather across livelihood 
types 
  
(1) 
Farmer  
(2) 
Non-
Farmer 
(3) 
Farmer  
(4) 
Non-
Farmer 
(5) 
Farmer 
 
(6) 
Non-
Farmer 
Rainfall (log+1) 0.05*** (0.01) 
0.05*** 
(0.01) 0.01 (0.01) 
0.01 
(0.01) 
-0.02** 
(0.01) 
-0.02** 
(0.01) 
Rainfall2 (log+1) -0.004** (0.002) 
-0.01*** 
(0.002) 
0.002 
(0.002) 
-0.001 
(0.002) 
0.003 
(0.002) 
0.002 
(0.002) 
Dew Point (log+1) -0.63 (3.70) 
6.26** 
(2.99) 
-7.53** 
(3.63) 
1.79 
(3.05) 
-7.33** 
(3.42) 
-2.58 
(2.84) 
Dew Point2 (log+1) 0.07 (0.59) -1.06** (0.48) 
1.21** 
(0.58) 
-0.33 
(0.49) 
1.18** 
(0.55) 0.38 (0.45) 
Discharge  0.0004 (0.005) 
0.01*** 
(0.003) 
0.01** 
(0.005) 
0.02*** 
(0.004) 0.01 (0.01) 
0.02*** 
(0.01) 
Discharge2  0.0002 (0.0002) 
-0.0004*** 
(0.0001) 
-0.0002 
(0.0002) 
-0.001*** 
(0.0001) 
-0.0003 
(0.0002) 
-0.001*** 
(0.0002) 
Temperature  -0.18*** (0.05) 
-0.26*** 
(0.04) -0.01 (0.05) 
-0.12** 
(0.05) 
-0.01 
(0.06) 
-0.06 
(0.06) 
Temperature2  0.003*** (0.001) 
0.005*** 
(0.001) 
0.0001 
(0.001) 
0.002** 
(0.001) 
0.0002 
(0.001) 
0.001 
(0.001) 
Min Temp  0.08 (0.05) 0.07* (0.04) 0.06 (0.05) 0.06* (0.04) 0.05 (0.05) 
0.08** 
(0.04) 
Min Temp2  -0.002* (0.001) 
-0.001* 
(0.001) 
-0.001 
(0.001) 
-0.001 
(0.001) 
-0.001 
(0.001) 
-0.002** 
(0.001) 
Max Wind (log) 0.01 (0.01) 0.06*** (0.01) 
-0.03** 
(0.01) 
0.02** 
(0.01) 
-0.02 
(0.01) 0.01 (0.01) 
Max Wind2 (log) 0.02* (0.01) 
-0.02** 
(0.01) 0.01 (0.01) 
-0.01* 
(0.01) 
0.002 
(0.01) 
-0.01 
(0.01) 
Constant 3.28 (5.51) -6.11 (4.53) 11.97** (5.39) 
-0.80 
(4.60) 
11.60** 
(5.06) 4.62 (4.27) 
Year FE Y Y Y Y Y Y 
Season FE N N Y Y N N 
Month FE N N N N Y Y 
Observations 4,087 5,569 4,087 5,569 4,087 5,569 
Adjusted R2 0.16 0.17 0.21 0.21 0.26 0.26 
Residual Std. Error 0.18 (df = 3542) 
0.18 (df = 
4828) 
0.18 (df = 
3540) 
0.18 (df 
= 4826) 
0.17 (df = 
3532) 
0.17 (df = 
4818) 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the household level. 
*p<0.1**p<0.05***p<0.01 
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Table 41: Regression output comparing full sample with reduced sample (minus Waves 1 
and 2) 
 
 
(1) 
Full 
Sample 
(2) 
Full 
Sample 
(3) 
Full 
Sample 
(4) 
Reduced 
Sample 
(5) 
Reduced 
Sample 
(6) 
Reduced 
Sample 
Rainfall (log+1) 
0.05*** 
(0.01) 
0.01* 
(0.01) 
-0.02*** 
(0.01) 
0.04*** 
(0.01) 
0.01* 
(0.01) 
-0.01 
(0.01) 
Rainfall2 (log+1) -0.01*** 
(0.001) 
0.0003 
(0.001) 
0.003* 
(0.001) 
-0.01*** 
(0.002) 
-0.002 
(0.002) 
-0.0003 
(0.002) 
Dew Point (log+1) 
3.51  
(2.32) 
-2.15 
(2.32) 
-4.88** 
(2.19) 
-7.34** 
(2.87) 
-12.25*** 
(2.96) 
-9.40*** 
(3.07) 
Dew Point2 (log+1) 
-0.61 
(0.37) 
0.32  
(0.37) 
0.77** 
(0.35) 
1.18** 
(0.46) 
1.98*** 
(0.48) 
1.50*** 
(0.50) 
Discharge  
0.01*** 
(0.003) 
0.02*** 
(0.003) 
0.01** 
(0.004) 
0.004 
(0.004) 
0.02*** 
(0.01) 
0.01 
(0.01) 
Discharge2  -0.0001 
(0.0001) 
-0.001*** 
(0.0001) 
-0.001*** 
(0.0001) 
0.0001 
(0.0002) 
-0.001*** 
(0.0002) 
-0.0000 
(0.0002) 
Temperature  
-0.23*** 
(0.03) 
-0.07** 
(0.03) 
-0.04 
(0.04) 
-0.11** 
(0.05) 
-0.003 
(0.05) 
0.02 
(0.05) 
Temperature2  
0.004*** 
(0.001) 
0.001** 
(0.001) 
0.001 
(0.001) 
0.002*** 
(0.001) 
0.0002 
(0.001) 
-0.0004 
(0.001) 
Min Temp  0.08** 
(0.03) 
0.07** 
(0.03) 
0.07** 
(0.03) 
0.30*** 
(0.05) 
0.25*** 
(0.05) 
0.02  
(0.06) 
Min Temp2  
-0.002** 
(0.001) 
-0.001** 
(0.001) 
-0.001** 
(0.001) 
-0.01*** 
(0.001) 
-0.01*** 
(0.001) 
-0.001 
(0.001) 
Max Wind (log) 
0.04*** 
(0.01) 
0.002 
(0.01) 
-0.001 
(0.01) 
0.05*** 
(0.01) 
0.005 
(0.01) 
-0.002 
(0.01) 
Max Wind2 (log) -0.001 
(0.01) 
-0.001 
(0.01) 
-0.003 
(0.01) 
-0.02** 
(0.01) 
-0.004 
(0.01) 
-0.01 
(0.01) 
Constant 
-2.33 
(3.49) 
4.67  
(3.48) 
8.05** 
(3.26) 
9.87** 
(4.23) 
16.79*** 
(4.34) 
14.34*** 
(4.46) 
Year FE Y Y Y Y Y Y 
Season FE N Y N N Y N 
Month FE N N Y N N Y 
Observations 9,656 9,656 9,656 6,730 6,730 6,730 
Adjusted R2 0.17 0.21 0.26 0.16 0.19 0.22 
Residual Std. Error 0.18 (df 
= 8412) 
0.18 (df 
= 8410) 
0.17 (df 
= 8402) 
0.18 (df = 
5511) 
0.18 (df 
= 5509) 
0.17 (df 
= 5502) 
Models 1-3 include the full sample of household. Models 3-6 omit waves 1 and 2 of the sample. In addition to those listed, all regressions 
include hour, time of day and household fixed effects. Standard errors are clustered at the household level *p<0.1; **p<0.05; ***p<0.01 
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Table 42: Regression output comparing different variants of SERS module 
 (1) 
3A 
(2) 
3A 
(3) 
3A 
(4) 
4C 
(5) 
4C 
(6) 
4C 
(7) 
AAT 
(8) 
AAT 
(9) 
AAT 
Rainfall 
(log+1) 
0.05*** 
(0.01) 
0.01* 
(0.01) 
-0.02*** 
(0.01) 
0.04*** 
(0.005) 
0.005 
(0.01) 
-0.02*** 
(0.01) 
0.04*** 
(0.01) 
-0.002 
(0.01) 
-0.02*** 
(0.01) 
Rainfall2 
(log+1) 
-0.01*** 
(0.001) 
0.0003 
(0.001) 
0.003* 
(0.001) 
-0.004*** 
(0.001) 
0.001 
(0.001) 
0.003*** 
(0.001) 
-0.003*** 
(0.001) 
0.003** 
(0.001) 
0.004*** 
(0.001) 
Dew Point 
(log+1) 
3.51 
(2.32) 
-2.15 
(2.32) 
-4.88** 
(2.19) 
1.82 
(2.02) 
-2.98 
(2.04) 
-5.17** 
(2.02) 
0.45 
(2.34) 
-3.59 
(2.37) 
-5.77** 
(2.41) 
Dew Point2 
(log+1) 
-0.61 
(0.37) 
0.32 
(0.37) 
0.77** 
(0.35) 
-0.33 
(0.32) 
0.46 
(0.33) 
0.82** 
(0.32) 
-0.10 
(0.37) 
0.56 
 (0.38) 
0.91** 
(0.38) 
Discharge  0.01*** 
(0.003) 
0.02*** 
(0.003) 
0.01** 
(0.004) 
0.01*** 
(0.002) 
0.02*** 
(0.003) 
0.01*** 
(0.004) 
0.003 
(0.003) 
0.01*** 
(0.003) 
0.01*** 
(0.004) 
Discharge2  
-0.0001 
(0.0001) 
-0.001*** 
(0.0001) 
-0.001*** 
(0.0001) 
-0.0002** 
(0.0001) 
-0.001*** 
(0.0001) 
-0.001*** 
(0.0001) 
-0.0001 
(0.0001) 
-0.0004*** 
(0.0001) 
-0.001*** 
(0.0001) 
Temperature  
-0.23*** 
(0.03) 
-0.07** 
(0.03) 
-0.04 
(0.04) 
-0.20*** 
(0.03) 
-0.07** 
(0.03) 
-0.04 
(0.04) 
-0.22*** 
(0.03) 
-0.10*** 
(0.03) 
-0.07 
(0.04) 
Temperature2  
0.004*** 
(0.001) 
0.001** 
(0.001) 
0.001 
(0.001) 
0.004*** 
(0.001) 
0.001* 
(0.001) 
0.001 
(0.001) 
0.004*** 
(0.001) 
0.002*** 
(0.001) 
0.001 
(0.001) 
Min Temp  0.08** 
(0.03) 
0.07** 
(0.03) 
0.07** 
(0.03) 
0.06** 
(0.03) 
0.05* 
(0.03) 
0.07** 
(0.03) 
0.08*** 
(0.03) 
0.08*** 
(0.03) 
0.08** 
(0.03) 
Min Temp2  
-0.002** 
(0.001) 
-0.001** 
(0.001) 
-0.001** 
(0.001) 
-0.001** 
(0.001) 
-0.001* 
(0.001) 
-0.001** 
(0.001) 
-0.002*** 
(0.001) 
-0.002*** 
(0.001) 
-0.002** 
(0.001) 
Max Wind 
(log) 
0.04*** 
(0.01) 
0.002 
(0.01) 
-0.001 
(0.01) 
0.04*** 
(0.01) 
0.004 
(0.01) 
0.001 
(0.01) 
0.03*** 
(0.01) 
-0.01 
(0.01) 
0.001 
(0.01) 
Max Wind2 
(log) 
-0.001 
(0.01) 
-0.001 
(0.01) 
-0.003 
(0.01) 
-0.003 
(0.01) 
-0.003 
(0.01) 
-0.003 
(0.01) 
0.01 
(0.01) 
0.005 
(0.01) 
-0.01 
(0.01) 
Year FE Y Y Y Y Y Y Y Y Y 
Season FE N Y N N Y N N Y N 
Month FE N N Y N N Y N N Y 
Observations 9,656 9,656 9,656 9,646 9,646 9,646 9,668 9,668 9,668 
Adjusted R2 0.17 0.21 0.26 0.16 0.20 0.24 0.14 0.18 0.22 
Residual Std. 
Error 
0.18 (df 
= 8412) 
0.18 (df 
= 8410) 
0.17 (df 
= 8402) 
0.16 (df 
= 8402) 
0.16 (df 
= 8400) 
0.16 (df 
= 8392) 
0.18 (df 
= 8424) 
0.18 (df = 
8422) 
0.17 (df 
= 8414) 
Models 1-3 include the full sample of household. Models 3-6 omit waves 1 and 2 of the sample. In addition to those listed, all 
regressions include hour, time of day and household fixed effects. Standard errors are clustered at the household level *p<0.1; 
**p<0.05; ***p<0.01 
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Figure 28: Associations between weather and resilience using alternative moving 
averages 
 
Notes: Plotted outputs match Eq. 2, except that 1-day, 3-day and 7-day moving averages for weather 
values are used in models for the blue, red and grey values respectively. Panels show results from separate 
regression models with each respective weather observation replaced by binned deciles (all other variables are 
identical to the setup in Eq. 2). Dots represent beta coefficients for binned deciles for each respective weather 
observation, with horizontal lines showing 95% confidence intervals. Outputs in blue include month and 
year fixed effects, outputs in red feature season and year fixed effects and outputs in grey have year fixed 
effects. All models include day of the week, hour of the day, season and year fixed effects. Lines are shown 
as quadratic polynomial trends. All regressions feature standard errors clustered at the household level.
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Table 43: Comparison between subjectively-evaluated resilience and weather (across and within seasons) for Mudon site 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Notes: All models include household, hour and day of the week fixed effects. Standard errors are clustered at the household level. *p<0.1**p<0.05***p<0.01 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 
Rainfall (log+1) -0.05* 
(0.03) 
    0.11* 
(0.06) 
-0.06** 
(0.03) 
    0.16*** 
(0.06) 
Rainfall2 (log+1) 0.01 
(0.01) 
    -0.03 
(0.02) 
0.02*** 
(0.01) 
    -0.05*** 
(0.02) 
Dew Point (log+1)  5.41 
(3.84) 
   7.03 
(11.52) 
 1.09 
(5.04) 
   11.46 
(13.58) 
Dew Point2 (log+1)  -0.95 
(0.61) 
   -1.01 
(1.83) 
 -0.24 
(0.81) 
   -1.78 
(2.17) 
Temperature    -0.47*** 
(0.16) 
  -0.59 
(0.45) 
  -0.65*** 
(0.18) 
  -1.35*** 
(0.50) 
Temperature2    0.01*** 
(0.003) 
  0.01 
(0.01) 
  0.01*** 
(0.003) 
  0.02*** 
(0.01) 
Min Temp     0.13** 
(0.05) 
 -0.24 
(0.18) 
   0.11** 
(0.05) 
 -0.23 
(0.21) 
Min Temp2     -0.003*** 
(0.001) 
 0.004 
(0.004) 
   -0.003*** 
(0.001) 
 0.005 
(0.005) 
Max Wind (log)     0.01 
(0.02) 
0.11** 
(0.05) 
    0.02 
(0.06) 
0.09* 
(0.05) 
Max Wind2 (log)     0.06** 
(0.03) 
-0.10 
(0.07) 
    0.01 
(0.02) 
-0.18** 
(0.08) 
Constant 0.60*** 
(0.02) 
-7.24 
(6.01) 
7.05*** 
(2.31) 
-0.66 
(0.55) 
0.51*** 
(0.02) 
-0.64 
(20.07) 
0.62*** 
(0.03) 
-0.69 
(7.79) 
9.97*** 
(2.59) 
-0.49 
(0.55) 
0.50 
(23.35) 
3.65 
(23.35) 
Season FE N N N N N N Y Y Y Y Y Y 
Month FE Y Y Y Y Y Y N N N N N N 
Observations 2,121 2,230 2,519 2,519 2,519 1,915 2,121 2,230 2,519 2,519 2,519 1,915 
Adjusted R2 0.03 0.06 0.03 0.05 0.03 0.06 0.05 0.07 0.05 0.06 0.04 0.07 
Residual Std. Error 0.18 (df = 1352) 
0.19 (df = 
1454) 
0.19 (df = 
1741) 
0.19 (df = 
1741) 
0.19 (df = 
1741) 
0.18 (df = 
1138) 
0.18 (df = 
1348) 
0.19 (df = 
1451) 
0.19 (df = 
1738) 
0.19 (df = 
1738) 
0.19 (df = 
1738) 
0.18 (df = 
1135) 
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