Water and energy fluxes at and between the land surface, the subsurface and the atmosphere are inextricably linked over all spatio-temporal scales. Our research focuses on the joint analysis of both water and energy fluxes in a pre-alpine catchment (55 km 2 ) in southern Germany, which is part of the Terrestrial Environmental Observatories (TERENO). We use a novel threedimensional, physically based and distributed modelling approach to reproduce both observed streamflow as an integral measure for water fluxes and heat flux and soil temperature measurements at an observation location over a period of 2 years. While heat fluxes are often used for comparison of the simulations of one-dimensional land surface models, they are rarely used for additional validation of physically based and distributed hydrological modelling approaches. The spatio-temporal variability of the water and energy balance components and their partitioning for dominant land use types of the study region are investigated. The model shows good performance for simulating daily streamflow (Nash-Sutcliffe efficiency > 0.75). Albeit only streamflow measurements are used for calibration, the simulations of hourly heat fluxes and soil temperatures at the observation site also show a good performance, particularly during summer. A limitation of the model is the simulation of temperature-driven heat fluxes during winter, when the soil is covered by snow. An analysis of the simulated spatial fields reveals heat flux patterns that reflect the distribution of the land use and soil types of the catchment. The water and energy partitioning is characterized by a strong seasonal cycle and shows clear differences between the selected land use types.
INTRODUCTION
The spatial and temporal variability of water on the land surface is a crucial factor for the development of ecosystems. Once water reaches the earth's surface as precipitation, its dynamic redistribution is controlled by surface and subsurface characteristics, by atmospheric conditions and by the available amount of incident solar energy. Assessments of the intertwined water and energy cycle were carried out, e.g. within the framework of the Global Energy and Water Cycle Experiment (Chahine and Vane, 1995; Lawford et al., 2007) . Its aim was to better understand and quantify hydrological processes on the global scale and the interactions between the atmosphere, the land surface and the ocean. At smaller spatio-temporal scales, the effect of land-atmosphere interactions and the impact of land use change on water and energy fluxes have been analysed and reviewed (e.g. by Betts et al., 1996; Pielke et al., 1998; Seneviratne et al., 2006; Roy et al., 2007; Seneviratne et al., 2010; Pielke et al., 2011; Betts et al., 2013; Arnault et al., 2015) . Water and energy balances of a specific location or a river basin are influenced by various factors, but particularly by the composition and structure of the vegetation (Foley et al., 2000; Bonan, 2008; Pielke et al., 2011) , the soil type (Pielke et al., 1998) and land use and land management practices (Bonan, 2008; Dirmeyer et al., 2010) . These factors considerably modify state variables of the land surface (e.g. soil moisture and soil temperature) and land-atmosphere exchange processes (e.g. evapotranspiration or sensible heat fluxes) and have a direct impact on the evolution of the atmospheric boundary layer (Wang and Eltahir, 2000; Bonan, 2008) .
It is land surface models such as the Noah land surface model (Chen and Dudhia, 2001 ) that account for both the intertwined water and energy fluxes. Overgaard et al. (2005) called these types of land surface models energybased land surface models. These energy-based land surface models are typically used as lower boundary conditions in regional climate models, describing the onedimensional vertical transfer of water and energy between the soil, the vegetation and the atmosphere. Pure energybased land surface models have been extended within the last years using biochemical process formulations to include vegetation dynamics and carbon exchange processes (Pitman, 2003) . Recent overviews are given, e.g. by Prentice et al. (2015) and Zhao and Li (2015) . Model examples are the Community Land Model (Dai et al., 2003; Lawrence et al., 2011) , the multi-physics version of the Noah land surface model (Niu et al., 2011; Yang et al., 2011) and the Joint UK Land Environment Simulator (Best et al., 2011; Clark et al., 2011) . Further model developments are presented by Montaldo et al. (2005) and Drewry et al. (2010) .
However, a detailed treatment of lateral water fluxes such as surface runoff is usually not performed within these types of land surface models. The consideration of lateral fluxes is the focus of distributed hydrological models: they have been designed for a three-dimensional simulation of subsurface and surface water fluxes within a hydrological basin of interest to take into account the spatial heterogeneity of a catchment. Prominent examples are the physically based models SHE (Abbott et al., 1986) and its extensions such as MIKE-SHE (Refshaard et al., 1995; Graham and Butts, 2005) . Further physical-based examples are Topographic Kinematic Approximation and Integration (Ciarapica and Todini, 2002) , Lisflood (De Roo et al., 2000; Van Der Knijff et al., 2010) or WaSiM (Schulla and Jasper, 2015) .
However, a detailed treatment of energy fluxes like in energy-based land surface models is usually not performed within these distributed hydrological models (Overgaard et al., 2005) . Distributed hydrological models usually approximate or even lack a consistent intertwined description of water and energy fluxes. To combine the processes presented by energy-based land surface models and physically based distributed hydrological models, various hydrological models have been proposed based on an improved intertwined description of water and energy fluxes. These models are usually named as water and energy balance models (Famiglietti and Wood, 1994; Singh and Frevert, 2010) or distributed land surface models (Overgaard et al., 2005) . Model examples are VIC (Liang et al., 1994; Gao et al., 2010) , GEOtop and its extensions (e.g. Endrizzi et al., 2014) , the Noah Distributed Hydrological Modeling System (NDHMS, Gochis et al., 2013) , tRIPS (Ivanov et al., 2004; Vivoni et al., 2007) , the Distributed Hydrology-Soil-Vegetation Model (Wigmosta et al., 2002; Cuo et al., 2008) and the recent version of MIKE-SHE in combination with an energy-based land surface model (Larsen et al., 2014) . Distributed hydrological models have been also extended by biochemical process formulations to study the impact of hydrological processes on bio-geochemical processes and their interactions within a river basin (Newman et al., 2006) . These models are often named as eco-hydrological models. The need for these models was already noted by RodriguezIturbe (2000) . An overview about eco-hydrological modelling is given by Krysanova and Arnold (2008) focusing on the Soil Water Assessment Tool (Arnold et al., 1998) and the Regional Hydro-Ecologic Simulation System (e.g. Band, 1993; Tague and Band, 2004) . During the last years, several further eco-hydrological models have been developed and evaluated for specific river basins (Ivanov et al., 2008a; Fatichi et al., 2012; Shen et al., 2013; Niu et al., 2014) .
Beside the integration of biochemical process formulations within the distributed hydrological models, the improvement of the representation of additional hydrological processes played a further important role. For example, Maxwell and Kollet (2008) and Kollet and Maxwell (2008) combined a groundwater model with an integrated surface runoff module (ParFlow) and the energy-based land surface model Community Land Model to study the influence of groundwater dynamics on energy fluxes at the land surface.
To evaluate the performance of water and energy balance models, the simulation results of these models are usually compared with discharge measurements. In selected cases, remote sensing information is used, e.g. for a spatial validation of evapotranspiration, soil moisture and soil temperature simulations. Few studies also integrated water and energy flux measurements of micrometeorological stations based on eddy covariance (EC) techniques (e.g. Rigon et al., 2006) for model validation. EC stations have been continuously established in various terrestrial ecosystems worldwide (e.g. Baldocchi et al., 2001; Wilson et al., 2002; Zacharias et al., 2011; Bliefernicht et al., 2013) providing continuous sub-hourly information of water and energy fluxes and further variables. EC information is a primary source for calibration and validation of land surface models (e.g. Hogue et al., 2005; Abramowitz et al., 2008; Drewry et al., 2010; Rosero et al., 2010; Niu et al., 2011) and allow additional information for a comparison of simulation results from climate simulations (e.g. Decker et al., 2012) . Recently, a number of mesoscale compartment crossing hydrometeorological observatories have been established (e.g. Zacharias et al., 2011; Grant et al., 2012) , providing a comprehensive set of additional measurement variables for an in-depth analysis of environmental processes and evaluation of physicalbased models developed in hydrology, meteorology and further disciplines.
Within this research of water and energy flux modelling and observation at various temporal and spatial scales, our study aims at being a further step towards the required co-evolution of advanced physically based distributed hydrological models and hydrometeorological observatories like Terrestrial Environmental Observatories (TERENO). The specific objective of this study is to investigate whether a water and energy balance model is able to achieve a reasonable performance in reproducing spatio-temporal patterns of water and energy fluxes within a hydrological basin, if only discharge measurements at the basin outlet are used for calibration. By considering only streamflow measurements for calibration, we mimic the traditional way of calibrating hydrological models. The simulated water and energy fluxes are then jointly analysed and compared with both discharge and EC flux measurements. EC measurements are often used for the validation of land surface models, but their consideration in distributed hydrological models is only rarely performed. If EC data are used in distributed hydrological modelling, validation is performed mostly on an event basis, e.g. for a flood event or a rather short period of several months (Chen et al., 2005; Rigon et al., 2006; Ivanov et al., 2008b; Vivoni et al., 2010) .
In our study, we present a comparison of the simulated water and energy fluxes with EC measurements over a period of 2 years. This allows an in-depth evaluation of the model performance for different hydrological conditions during these 2 years. The simulations are performed and evaluated on an hourly basis. We also perform an in-depth assessment of the simulated patterns of the water and energy fluxes on different temporal and spatial scales and their partitioning for selected land use types and soil types. The study is performed for a heterogeneous, small mesoscale catchment located in a pre-alpine region of Southern Germany using GEOtop 1.45. The comparison of the simulated water and energy fluxes is performed using a set of hourly discharge measurements and micrometeorological measurements provided by an EC station, which is established within the framework of the TERENO initiative (Zacharias et al., 2011) for the TERENO pre-alpine test site.
STUDY SITE DESCRIPTION AND OBSERVATIONAL DATA SETS

Meteorological and catchment characteristics
The study region is the catchment of the river Rott with an area of 55 km 2 . It is located in the Danube basin in the pre-alpine region of Southern Germany (Figure 1 ). The catchment is equipped with a discharge station at the outlet of the catchment with a mean discharge of 0.86 m 3 s À1 . Meteorological observations are taken from three stations operated by the German weather service with hourly measurements for precipitation, air temperature, relative humidity and wind speed. Micrometeorological measurements are obtained by an EC station (Mauder et al., 2013) . It is located inside the catchment, providing continuous sub-hourly measurements since 2010 for all meteorological variables (precipitation, air temperature, relative humidity, wind speed, air pressure, global shortwave radiation, diffuse shortwave radiation, net shortwave radiation and incoming longwave radiation). Hourly measurements of soil temperature as well as soil, sensible and latent heat fluxes are taken from the EC station, enabling an energy flux evaluation of the model simulations.
The mean annual precipitation amount of the study region is 1130 mm with an annual mean temperature of 6.9°C and an average of 73 days with a snow thickness of more than 10 cm (calculated for the period from 1960 to 2010). The dominant soil types of the study region are Lessive (76%), Cambisol (13%) and Histosol (9%) according to the soil classification system of the World Reference Base for Soil Resources (FAO et al., 1998) (Figure 2a ). The predominant land use types are pasture (44%), as well as coniferous (37%, mainly spruces) and mixed forests (18%, mainly beeches) according to the soil cover data obtained by the Coordination of Information on the Environment project (www.corine.dfd.dlr.de). Smaller areas are occupied by villages (2%) as well as some peat (0.8%) and marsh land (0.5%) south of the lake Zellsee (Figure 2b ).
Description of micrometeorological measurements
The EC station is part of the TERENO pre-alpine observatory and located near the village of Fendt (e.g. Eder et al., 2014) . The vegetation cover of the EC site is intensively managed grassland. Sensible and latent heat fluxes are based on wind, temperature and humidity measurements performed at 3.5-m height using a sonic anemometer-thermometer and an open-path infrared gas analyser. Radiation components are measured at 2 m using a net radiometer. The heat flux is measured at a soil depth of 0.08 m. Soil temperatures used in this study are based on measurements taken at 0.02, 0.06, 0.12, 0.25, 0.35 and 0.5 m. The statistical post-processing of the EC data was performed in accordance with Mauder et al. (2013) using the software TK3 (Mauder and Foken, 2015) .
To assess the quality of the EC measurements in terms of the energy balance closure, the sum of the hourly sensible and latent heat fluxes are compared with the available energy at the surface, which is the net radiation minus the heat flux. This relationship is illustrated in Figure 3 for the hydrological year 2011 (November 2010 -October 2011 . A perfect match is illustrated when all data pairs follow the diagonal of the diagram. The correspondence between the heat fluxes and the available energy at the surface is quite high as expressed by the coefficient of determination (R 2 = 0.89). However, following Mauder et al. (2006) , a slope of 0.62 of the regression line reveals a gap in the energy balance of approximately 38%. It is known that in situ surface flux measurements based on EC techniques can show a significant lack of energy balance closure (Stoy et al., 2013) . Possible reasons for this gap are object of intense investigations in micrometeorological research. According to Foken et al. (2010) , the non-closure of the energy balance is a scale problem as tower-based EC measurements can only capture small-scale fluxes. The energy loss is attributed to large-scale eddies that can only be captured on the landscape scale, for instance with scintillometers or airborne sensors. Hence, a poor energy balance closure cannot be interpreted as an indication of poor data quality of the measured fluxes. Another possible explanation is the insufficient consideration of heat stored in soil and biomass (Lindroth et al., 2010) . However, the ground heat flux data already include the soil heat storage, and the storage change in the biomass is probably small because of the short-statured vegetation. Therefore, heat storage can be considered of minor relevance for this study site.
MODELLING DISTRIBUTED WATER AND ENERGY FLUXES USING GEOTOP
Basic description of GEOtop
GEOtop is a high-resolution distributed water and energy budget simulation model developed for applications in small catchments in complex terrain Rigon et al., 2006; Endrizzi et al., 2014) . It is designed for simulating the water and energy cycle in continuum and for calculating the discharge like a classic rainfall-runoff model as well as surface and subsurface flows and the water content of the soil in the saturated and unsaturated zones. In the coupled numerical solution of the heat and water flow equations for three-dimensional grid boxes, the influence of vegetation (Endrizzi and Marsh, 2010) as well as snow cover and snow melt is included . This study uses the GEOtop model version 1.45. It is an extension of GEOtop version 0.75 presented by Rigon et al. (2006) and Bertoldi et al. (2006) and is similar to GEOtop version 2 that was recently released by Endrizzi et al. (2014) . An application of GEOtop 2 is given by Bertoldi et al. (2014) using the simulated soil moisture fields for an additional comparison of soil moisture patterns derived from satellite images. More details on process formulations used in this model version are given in the appendix, also including a description of the relevant parameters that are applied for model calibration. Further model developments and evaluation studies of GEOtop comprise the simulation of soil moisture (Gebremichael et al., 2009) , land surface temperature (Bertoldi et al., 2010) and ground temperature (Gubler et al., 2013) .
Generation of spatially distributed model input data
The spatial distribution of the hourly meteorological observations over the entire catchment area is obtained by using ordinary kriging (Kitanidis, 1997) for precipitation, a height-dependent interpolation method for air temperature after Brutsaert (1982) and air pressure and an interpolation method for radiation considering shadowing effects by the terrain and changing absorbency at different elevations (Formetta et al., 2013) . The catchment boundaries and the terrain-dependent parameters drainage direction, river network, slope and aspect are calculated using the Udig Spatial Toolbox (Abera et al., 2014) based on techniques described by Rodriguez-Iturbe and Rinaldo (1997) and Rigon et al. (2006) . As input information, the digital elevation model from the Shuttle Radar Topographic Mission carried out by NASA (Consultative Group on International Agricultural Research-Consortium for Spatial Information: http://srtm.csi.cgiar.org/) is used. The spatial distribution of the soil types given in Figure 2 is based on the Bodenuebersichtskarte der Bundesrepublik Deutschland with a resolution of approximately 2 km. The land use and soil maps are adjusted to the catchment area and interpolated to the 90-m resolution of the digital elevation model. Soil hydraulic properties are adopted from previous modelling studies in this region (Kunstmann et al., 2006; Smiatek et al., 2012; Ott et al., 2013) . The model domain extends till 10-m depth and is partitioned into seven soil layers with increasing thickness from the surface to bottom layers. The integration interval of the model is 1 h. The model parameters for the various land cover types of the Rott catchment are listed in Table I .
Model calibration and validation procedure
The model calibration is carried out for the period November 2009 till October 2010, using only hourly discharge measurements from the gauge at the basin outlet (Figure 1) . In this study, we explore the quality of this standard calibration approach for the simulation of the heat fluxes. The dynamics of discharge is comparatively low and takes place on a much larger scale in comparison with the turbulent heat fluxes measured at the EC station. But its characteristics constitute an integral response of the catchment. Discharge serves as a quality criterion of the sum of interacting processes in influencing the spatial and temporal dynamics of water at the surface of the earth. Based on a reference set-up using the soil parameter values of previous modelling studies in the investigation area with the model WaSiM (Kunstmann et al., 2004 (Kunstmann et al., , 2006 , the following four parameters are calibrated step by step: the horizontal and vertical saturated hydraulic conductivity k h and k v , the surface roughness length outside the channel C m , and the van Genuchten parameter α. In the first iteration step, α is reduced successively within the interval ranging from 0.99 to 0.01 using a step size of 0.01 to increase the soil suction. In a second step, k v and k h are increased and decreased simultaneously and apart from each other within the interval 0.99-0.03 with a step size of 0.08. Based on the parameters with the best fitting between simulated and measured discharges, this step is repeated but with a finer step size. In the last step of the iteration, the roughness C m is calibrated. As its sensitivity is comparatively low, the same value of C m was assumed for all land use types. The adjustment of all parameters during the calibration process was accomplished in each iteration step for every soil layer and every soil type simultaneously and by the same factor to keep the specific characteristics of the soil types. The final model parameters of the calibration procedure are listed in Table II . The value of the final roughness parameter C m is 0.5.
The validation of the model is performed for a period ranging from November 2010 to October 2011 using daily and hourly discharge measurements at the catchment outlet and hourly heat fluxes and soil temperature measurements at the EC station. For the discharge simulations, the model performance is evaluated using the Nash-Sutcliffe efficiency (NSE) coefficient (Nash and Sutcliffe, 1970) . As the NSE overstates the quality of the highest peaks compared with low-flow periods, the logarithmic NSE is calculated based on the logarithm of the discharge values. Congruency in the dynamics of simulated and measured discharges regardless of their absolute values is analysed using the coefficient of determination R 2 (e.g. Bahrenberg et al., 1992) . In addition, the bias of the discharge simulations is analysed.
COMPARISON WITH DISCHARGE AND EC MEASUREMENTS
Discharge measurements
In Figure 4 , the simulated and measured hydrographs at the gauge at Raisting for the calibration period are displayed for the daily discharge. As a result of the described calibration procedure, an NSE of 0.75 for daily discharge and 0.64 for hourly discharge could be achieved, indicating a reasonable congruency of simulated and measured discharge peaks. With respect to the simulated discharge dynamics, an R 2 of 0.78 on a daily 3 . This overestimation of the yearly discharge volume is mainly the result of an overestimation of the low-flow periods during summer and autumn when baseflow dominates. The logarithmic NSE with a value of 0.34 for daily discharge and 0.22 for hourly discharge shows a reasonable, but clearly smaller, model performance for reproducing the rising and recessing limbs of the flood peaks. Figure 5 shows a comparison of simulated and measured mean daily discharge values for the validation period, with a similar performance as in the calibration period indicated by an NSE of 0.75. With respect to the rising limbs and the tails of the peaks, as well as the dynamics, a logarithmic NSE of 0.35 and an R 2 of 0.81, respectively, indicate a slightly better agreement between simulations and measurements for the validation period. As in the calibration period, the simulations tend to overestimate the discharge peaks especially in the summertime. An increase in amount and intensity of precipitation during the summer months leads to an oversaturation of the soil and consequently larger amount of Dunnian-type runoff and therefore higher flood peaks than in winter and spring. The underestimation of the two peaks in January and at the beginning of June can be due to insufficient accuracy in the precipitation measurement uncertainties regarding the applied interpolation method, and further uncertainties like the simulation of the snowline within the model. For the validation period of the hydrologic year 2011, total simulated discharge has a volume of 9822 m 3 overestimating the observed volume 7321 m 3 by around 25%. Again, this overestimation of the yearly discharge volume is primarily due to the overestimation of the low-flow periods during the summer and autumn when the discharge is dominated by the baseflow.
Hourly heat fluxes and soil temperature
In Figure 6 , hourly values of the simulated sensible, latent and soil heat flux are compared with the measure- ments of the EC station for August 2011. The grey bars within the plots of latent and sensible heat fluxes indicate periods where a quality criterion testing the underlying assumptions of the EC method is not fulfilled (Foken et al., 2005) . Most of the reliable measurements can be found during the day when convection generates turbulence and the energy exchange between the earth surface and the atmosphere reaches its maximum intensity. All three fluxes are reproduced fairly well by the model, except systematically larger simulated midday maxima of the latent heat fluxes compared with the observations. These may be due to a lack of energy balance closure of the measurements (38%) as illustrated in Figure 3 on the one hand and to a high soil water content in the simulations on the other hand. As a result, the specific heat of the soil matrix is too high, leading to an underestimation of the sensible and soil heat fluxes. This becomes apparent in Figure 7 and in Table III where simulated and measured heat fluxes are compared for different seasons.
The concentration of a wide range of simulated soil heat flux values with a corresponding small range of slightly negative measured values around a vertical line during winter is due to negative measurements without a strong daily cycle when the soil surface is covered by snow. This effect, however, is not reproduced by simulations that have a larger standard deviation (s sim ) than observations (s obs ), leading to very low temperatures following the dynamics of the air temperature (Table III) . All three fluxes show consequently low congruency in winter with an R 2 of 0.17 for soil heat flux, 0.04 for sensible heat flux and 0.15 for latent heat flux. The best simulation results could be achieved in summer. In the case of the soil heat flux (Figure 7a ), the scattering of data pairs around the ideal line is clearly lower in autumn (R 2 = 0.60) as well as in spring and summer (R 2 = 0.71) than in winter (R 2 = 0.17). The broadest scattering around the regression line can be observed for the sensible heat flux, which also shows the lowest fit in all seasons.
The comparison of measured and simulated latent heat in Figure 7 shows a clear but reasonable scattering in autumn, spring and summer with an R 2 of 0.72, 0.74 and 0.80, respectively. The cumulative occurrence of very low simulated values with corresponding high measurements at the bottom of the charts is probably caused by an underestimation of turbulence in the nocturnal atmospheric boundary layer as a result of the calculation of the bulk coefficient C. Figure 8 finally shows soil temperature simulations in comparison with the measurements for different depths indicating a slight underestimation of the simulated temperature for the winter period. 
SPATIO-TEMPORAL PATTERNS OF SELECTED WATER AND ENERGY BALANCE COMPONENTS
The monthly water and energy balances averaged over the entire catchment are illustrated in Figures 9 and 10 as basic site information for the interpretation of the results given in the following sections. The arrows indicate the positive direction of the net fluxes, i.e. reaching or leaving the earth surface dependent on the sign of their monthly mean absolute values. Of the net radiation, 82% leaves the catchment as latent heat, 14% leaves as sensible heat and 4% enters the soil in the form of soil heat fluxes. In turn, the latter contribution is partially radiated back as longwave emission from the soil and could have brought about a slight increase of mean soil temperature, which, however, we are not able to assess with precision. The water balance is positive only during one-third of the year, mainly from May to July. Around 47% of the precipitation leaves the catchment as discharge and approximately 53% as evapotranspiration, particularly in the months December and January, where snow contributes a significant fraction to total precipitation.
Soil moisture
In Figure 11 , the distributed monthly mean relative soil water content is given. The soil water patterns are mainly influenced by terrain properties as some depressions are fully saturated throughout the year and the slopes in the southern part of the catchment show the lowest saturation (compare Figures 1 and 2b) . Further, clear patterns are shaped by the Histosol and the water body because of the selected parameterization. The annual cycle of soil moisture is clearly governed by temperature in winter and precipitation amount in the rest of the year. In January, almost the entire catchment is saturated as a result of soil freezing and a low evapotranspiration (Figure 11 ). Through thawing in March, the soil water is mobilized, and an increasing radiation input enhances evapotranspiration, leading together with very little precipitation to relatively dry conditions in the catchment. From May to July, the soil water content increases because of an increasing precipitation input ( Figure 5 ). Decreasing precipitation results in dryer conditions in September.
Latent heat flux
With respect to the latent heat fluxes in Figure 12 , the highest values occur in May for the land use types coniferous and mixed forest. These clearly defined spatial patterns become indistinct in January, when the latent heat fluxes reach their minima. These temporal dynamics are controlled by the annual cycle of the radiative forcing ( Figure 9 ) and by the water availability at the surface and in the soil (Figure 11 ). The lowest values of latent heat flux in the study area are simulated for the land use type settlement. This is due to the parameter vegetation cover fraction being responsible for the split between evaporation, transpiration and interception (Equations A7, A8, A9) and to the parameters canopy density and canopy height, which control the intensity of turbulent energy transport. The values for vegetation cover fraction used in the model are 1.0 for forest, 0.9 for pasture and 0.1 for settlement. Transpiration and evaporation from interception storage correspondingly contribute more to the latent heat flux than soil evaporation. In the southern part of the study area, the shape of the soil type Histosol in Figure 12 dominates with slightly higher values than the surrounding area throughout the year. The soil resistance of this soil type is relatively low because of its high actual soil water content. Particularly in summer, a gradient in sensible heat flux appears towards higher elevations in the western and southern parts of the catchment (Figures 1 and 13) . With increasing altitude, the sensible heat flux also increases as a result of a higher temperature gradient between the surface and the atmosphere due to the altitude-dependent interpolation of air temperature in the model. The blue spots in the southernmost part of the catchment, which appear between September and March, indicate sensible heat fluxes towards the surface. A low volumetric water content of the soil (Figure 11 ) in this particular area results in a low heat capacity. Thus, the low heat storage of the soil and the vegetation height of coniferous forest, which inhibits turbulent energy exchange with the atmosphere (taken into account by the zero-plane displacement height), keep the daily temperature amplitudes lower than those in the overlying atmosphere, thereby causing heat fluxes towards the surface. In January, the high water content and thus the high heat capacity of the soil type Histosol have a similar effect on the heat gradient between soil and atmosphere as the forest is shaping an area of relatively low fluxes.
With respect to the annual cycle, the maxima and minima are shifted compared with the latent heat flux. In November, the fluxes turn towards the surface nearly over the entire catchment, because of the atmosphere being warmer than the soil (Figures 8 and 9 ). This gradient is shifted again in January, because of a very low air temperature and a negative soil heat flux (Figure 14) . The maximum sensible heat flux is reached in July, when the soil is warm from intense heating in May and June and the atmosphere has already cooled because of the decreasing incident radiation (Figure 9 ).
Soil heat flux
Compared with the turbulent fluxes, the soil heat flux shows less spatial variability but with still noticeable influence of land use and soil type (Figure 14) . Particularly, the Histosol shows a smoothing effect on the amplitude of the annual evolution of the soil heat flux, owing to its high water content (Figure 11 ) and the low heat conductivity of its solid phase. Unlike that in the turbulent fluxes, the temporal occurrence of maxima and minima differs between the land use types. The spatial patterns of areas classified as coniferous and mixed forest in Figure 2 appear clearly with maximum soil heat fluxes in March. Responsible for these differences is mainly the average vegetation height, which controls the wind profile within the canopy and thus the turbulent exchange. In March, the turbulent fluxes (Figures 12  and 13) are quite low over the forested areas, but relatively high for the land use type settlement with little vegetation and energy transport from the surface to the atmosphere. Within the canopy of the forest, turbulent exchange is inhibited through the high vegetation; hence, the available energy from increasing radiation input in spring (Figure 9 ) is absorbed by the cold soil. In May, heat gradients between the surface and the atmosphere become lower in the forest, because of the preceding warming of the soil and the absorption of solar radiation by vegetation cover. The 90% bare soil fraction for the land use type settlement, in contrast, absorbs large amounts of the incoming solar radiation, leading to high soil heat fluxes and sensible heat fluxes (Figures 13 and 14) . This effect of inhibiting turbulent exchange by high vegetation can also be observed in September, when mean soil heat fluxes in forests are still positive, while they turned negative because of a reversed heat gradient for the other land use types. For all three flux types, areas of uniform fluxes (appearing particularly during periods of intensive energy exchange) show patterns, similar to the maps of land use and soil type in Figure 2 . However, the impact of different vegetation classifications is more dominant than that of soil types, highlighting the dominant role of vegetation in energy partitioning. Maxima and minima differ between fluxes as well as in space and time.
PARTITIONING OF WATER AND ENERGY FLUXES FOR SELECTED LAND USE TYPES
In Figure 15 , the monthly energy balances for the land use types coniferous forest, pasture and settlement are illustrated for the validation period. These land use types are selected because they differ in their characteristics like vegetation height and density. All fluxes of one land use type have been averaged over an area in the range of 500-to 700-m altitude and only at the soil type Lessive, because only this soil type is covered with all of the described land use types and a great part of the catchment is within this altitudinal range. In doing so, the effects of topography and different soils on the fluxes are minimized to emphasize their intrinsic disparities and to improve comparability. In each panel of Figure 15 , the top plot shows fluxes above vegetation, i.e. net radiative and turbulent fluxes; the middle panels the energy amount absorbed and emitted by the vegetation canopy; and the bottom panels the energy amount absorbed and emitted by the soil, including the soil heat flux. All three land use types show similar dynamics of ingoing and outgoing fluxes above the canopy following the seasonal cycle of radiative forcing. A major difference is the partitioning of the incoming shortwave radiation into longwave radiation and turbulent fluxes. With increasing vegetation density and height from settlement to forest, the evapotranspiration, i.e., the latent heat flux, increases and the sensible heat flux and the longwave radiation decrease. This is due to physiological properties of plants, which have very efficient mechanisms to dissipate heat by transpiration. The roots allow plants to absorb water from deep soil layers, and leaves provide a big area for transpiration (Hammerle et al., 2008; Brümmer et al., 2012) . The higher the vegetation, the more soil volume is perforated by roots, and higher leaf areas enhance not only transpiration but also evaporation of intercepted water (Ringgaard et al., 2011) . For settlements with no or very scarce vegetation cover compared with pasture and forest, a bigger part of the energy leaves the earth surface in the form of longwave radiation and sensible heat flux as a result of high surface temperatures of bare soil. A negligible part of the energy is converted by the vegetation cover. Hence, the latent heat flux over settlement is determined by evaporation. This is in contrast to pasture and forest, where latent heat originates mainly from plant transpiration and makes a major contribution to the energy fluxes, illustrating the dominant role of plant transpiration on energy partitioning (Bultot et al., 1990; Ringgaard et al., 2011) . Incoming and outgoing energy fluxes are not necessarily equal, because a portion of the energy is stored in either the soil or the vegetation or the atmosphere below and above the canopy. This change in heat storage is evident in the soil heat flux in the bottom panels of the plots. From September to January, when more energy is emitted from the surface than is absorbed, the soil heat flux turns upwards, transporting heat from the soil storage to the surface. During the summer months, the heat storage change in the soil is positive with soil heat fluxes from the surface into the soil. The biggest soil heat fluxes occur for settlements, with low vegetation cover and therefore high surface temperature changes. At densely vegetated surfaces like forests in Figure 15a , the buffering function of vegetated surfaces becomes evident. In November, for instance, a considerably larger amount of energy is absorbed by vegetation than emitted. During the summer months, heat stored in the vegetation and the air below the canopy are emitted into the atmosphere above and absorbed by the soil simultaneously. But the sum of incoming and outgoing energy and the soil heat flux for each month does not equal zero in contrast to the fluxes at the land use type settlement in Figure 15c . This means that there has to be a kind of storage function of vegetated surfaces. In the model, heat can be stored in water, in the air and in the solid part of the soil because of their respective heat capacity, which however would not be enough for this amount of energy. In the literature (e.g. Bonan, 2008 ), this energy is contributed to plant assimilation, i.e. it is transferred to biomass. This process however is not included in our model, but the energy balance is preserved. Hence, we interpret this behaviour as energy pending within the canopy between the plants, the canopy air and the soil because dense vegetation inhibits the exchange of energy with the overlying atmosphere. This energy exchange between canopy, canopy air and soil highlights the buffering effect of vegetated surfaces on atmospheric influences.
SUMMARY AND CONCLUSIONS
This study has set a focus on the joint analysis of both water and energy fluxes in a small mesoscale catchment (55 km 2 ) in Southern Germany. We analysed distributed modelling results and micrometeorological measurements in addition to traditional streamflow observations at the outlet of the catchment. We showed the technical and conceptual feasibility of a joint and closed water and energy balance analysis for the hydrological years 2010-2011 and for the specific scale of this catchment. The peculiar value of this approach is the possibility to analyse single processes of the water and energy balance, taking into account mutual interdependencies. The scientific implication lies in the detailed derivation of the mutual interdependencies of spatio-temporal water and energy flux variability.
We used a physically based model with a threedimensional treatment of water dynamics in the saturated and unsaturated zone solving the Richards equation as well as the energy balance components linked to soil moisture states. The simulation results were validated against hourly discharge and energy flux measurements taken from an EC station. In addition, the plausibility of their spatial patterns and partitioning at different land use types was analysed.
Reasonable results were obtained for the discharge with reasonable congruency between simulated and measured hydrographs at the outlet of the catchment for both the calibration year 2010 and the validation year 2011, however with an overestimation of discharge volumes. Although no calibration of the sensible parameters to the energy balance components was performed, a moderate to good model performance was achieved for the simulation of hourly energy fluxes and further variables measured at the EC station. Water and energy balance components and partitioning at different land use types were analysed. The spatial distribution of the energy balance components shows reasonable patterns with clear differences between the land use and soil types derivable of their respective parameterization. The analysis of energy partitioning for different land use types reveals good congruency with the prevailing surface and subsurface processes. A working point and limitation of the model is an overestimation of the latent heat flux and an underestimation of the sensible heat flux, soil heat flux and soil temperature. This might be due to deficiencies in the parameterization of the soil or the vegetation, but it may also shed light on the possible sinks of the lost energy in the energy balance closure problem prevalent in EC measurements. In future studies, the additional consideration of energy fluxes in hydrological models may allow an improved estimation of model parameters as they put further constraints on the parameter sets and reduce the ambiguity of the solution. Only when hydrological variables beyond discharge measurements are considered, a further in-depth understanding of hydrological processes be achieved. This will be facilitated by an increasing number of hydrometeorological test beds that provide compartment crossing observations, in particular energy flux measurements. APPENDIX THE GEOTOP MODEL: BASIC EQUATIONS AND PARAMETERS For reasons of completeness, the central process formulations with respect to water and energy fluxes of the GEOtop version 1.45 are summarized.
RADIATION BUDGET
For the net radiation R n (W m À2 ), the following equation is applied Rigon et al., 2006; Endrizzi and Marsh, 2010) :
Here R↓ SW (W m À2 ) is the shortwave radiation on the surface with the subscript P describing the direct and D the diffuse parts, respectively. The shortwave albedo a (-) includes the reflection of neighbouring slopes with the sky view factor V(x) in (1 À V(x) · a). ε a (-) is the atmospheric and ε s (-) the longwave soil or snow emissivity and R↓ LW (W m À2 ) the incoming longwave radiation after Brutsaert (1975 
ENERGY BALANCE
For the calculation of the energy balance, measurements of the air temperature, the wind speed, the relative air moisture, the precipitation amount and the shortwave radiation are used. The energy balance is calculated for every grid box together with the soil water balance as a sum of the energy in the water and in the soil in continuous form as Dall' Amico et al., 2011; 558 Endrizzi et al., 2014 )
where U (J m À3 ) is the internal energy density and g (W m À2 ) is the energy flux per unit area. If the surface layer is snow, the internal energy density is divided in a water component and an ice component . As a boundary condition of Equation 2, the energy balance at the surface is calculated as 
with the sensible heat flux H (W m À2 ), the latent heat flux LE (W m À2 ) and the soil heat flux G r (W m À2 ). Only for the uppermost soil layer is the energy flux g influenced by energy input from precipitation, sensible heat and radiation. The following soil layers are affected only by soil heat flux and evapotranspiration . The latter and the dependence of the hydraulic conductivity on temperature together form a strong connection between the water and energy balance.
SOIL HEAT FLUX
The used general equation of the soil heat flux G r is G r ¼ Àλ s x; t; θ ð ÞÁ ∂T x; t ð Þ ∂z (A4) λ s (x, t, θ) (w m À1 K À1 ) is the heat conductivity dependent on the water content θ (-) and the mineral composition of the soil. For the calculation of soil freezing and thawing, the reader is referred to Dall' Amico et al. (2011) .
SENSIBLE HEAT FLUX
The sensible heat flux H is calculated as 
where ρ is the air density (kg m À3 ), c p is the specific heat (J kg À1 K
À1
) dependent on the air pressure p (N m À2 ), C H is the heat transport coefficient (-), û is the mean wind velocity (m s À1 ), T s is the surface temperature and T s is the air temperature (K).
LATENT HEAT FLUX
Actual evapotranspiration is calculated as a function of potential evapotranspiration E P (W m
À2
):
with the saturated specific humidity of the air at the surface q(T s ) and at the reference height q(T a ) (-). It is further split into three components:
Evaporation:
where cop (-) is the vegetation cover fraction, E P is the potential evapotranspiration (W m À2 ), r a (s m À1 ) is the aerodynamic resistance and r s is the soil resistance (s m À1 ).
Interception:
with δ W being the fraction of wet vegetation (-). Transpiration: et al., 2014) . The surface boundary conditions are defined as the conditions of the atmosphere. At the bottom soil layer, the soil temperature follows a sinusoidal change in the annual cycle of temperature. For further details about these routines, the reader is referred to Rigon et al. (2006) and Bertoldi et al. (2006) .
VEGETATION ENERGY BALANCE
The energy balance of the vegetation canopy is calculated according to Endrizzi and Marsh (2010) as
with the thermal capacity of vegetation C v , the time t, shortwave and longwave radiation absorbed by the vegetation SW v and LW v and sensible and latent heat flux from the vegetation to the canopy air H v and LE v . 
