By decomposing functions, we establish some boundedness results for some rough singular integrals on the homogeneous Morrey-Herz spaces MK
Introduction
In recent years, function spaces with variable exponents have been intensively studied; see [-] for example. The origin of such spaces is the study of PDE with non-standard growth conditions, fluid dynamics and image restoration; see [-] . By virtue of the fundamental work [] by Kováčik and Rákosník appearing in , the Lebesgue spaces and various other function spaces have been investigated in the variable exponent setting. Meanwhile, the boundedness of some classical operators, such as the Hardy-Littlewood maximal operator, singular integrals and commutators, has been proved on these spaces; see [-] and the references therein.
Herz spaces have been playing a central role in harmonic analysis. After they were introduced in [] , the theory of these spaces had a remarkable development in part due to its useful applications. For instance, they are good substitutes of the ordinary Hardy spaces when considering the boundedness of non-translation invariant singular integral operators, they also appear in the characterization of multiplier on Hardy spaces and in the regularity theory for elliptic and parabolic equations in divergence form; see [-] for example.
One of the important problems on Herz spaces is the boundedness of sublinear operators satisfying the size condition
Tf (x)
R n |f (y)| |x -y| n dy, x / ∈ supp f , (.)
for integrable and compactly supported functions f . We mention that condition (.) was initially studied by Soria 
for integrable and compactly supported functions f and commutators defined by For brevity, we denote B := {y ∈ R n : |x -y| < r}. f B stands for the integral average of f 
Preliminaries and lemmas
Let E ⊂ R n with the Lebesgue measure |E| > , p(·) : E → [, ∞) be a measurable function.
The Lebesgue space with variable exponent
This is a Banach space with the Luxemburg-Nakano norm
The space with variable exponent L p(·)
We denote
and
where the Hardy-Littlewood maximal operator M is defined by
A function α(·) : R n → R is called log-Hölder continuous at the origin (or has a log decay at the origin), if there exists a constant C log >  such that
for all x ∈ R n . If, for some α ∞ ∈ R and C log > , we have
for all x ∈ R n , then α(·) is called log-Hölder continuous at infinity (or has a log decay at infinity). By P log  (R n ) and P log ∞ (R n ) we denote the class of all exponents p ∈ P(R n ) which have a log decay at the origin and at infinity, respectively. It is worth noting that if 
() The homogeneous Herz spaceK
with the usual modification when q = ∞.
Remark . It is easy to see that MK
In [, ], Lu and Zhu obtained the following result:
Hölder continuous both at origin and at infinity, then
Before stating our main results, we introduce some key lemmas which will be used later.
Lemma . ([]) (Generalized Hölder inequality) Let p(·)
where
for all measurable functions f and g.
We remark that Lemmas .-. were shown in Izuki [, ], and Lemma . was considered by Almeida and Drihem in [] . 
If α is log-Hölder continuous both at origin and at infinity, then
for any x ∈ B(, r  )\B(, r  /) and y ∈ B(, r  )\B(, r  /), with the implicit constant not depending on x, y, r  , and r  .
Main results and their proofs
In this section, we prove the boundedness of sublinear operators T satisfying the size condition (.) and the commutators [b, T ] defined as in (.) on the homogeneous Morrey-Herz space MK
Our main results in this paper can be stated as follows.
log-Hölder continuous both at the origin and at infinity, such that
where  < δ  , δ  <  are the constants appearing in Lemma .. Then every sublinear oper- Our proofs use partially some decomposition techniques already used in [] where the constant exponent case was studied. We consider only  < q < ∞, the arguments are similar in the case q = ∞.
Proof of Theorem
Then we have
Lemma ., we get
which combining with Lemma . yields
We define a variable exponent p(·) by
, since s > (p ) + , by Lemma . and Lemma ., we obtain
where the last inequality is based on the fact that
see [] , p., for the details. From (.), (.), Lemma ., and Lemma ., we deduce that
For convenience below we put σ = nδ  -α + -ν -n/s. It follows from the condition (.) that σ > . Now we can distinguish two cases as follows:
Case  • : If  < q ≤ , using the well-known inequality
we have
.
Case 
• : If  < q < ∞, by Hölder's inequality, we have
Next we estimate U  . By Proposition . and the hypothesis T is bounded on
For U  , once again by Proposition ., we have
To estimate I, observe that if x ∈ R k , y ∈ R j and j ≥ k + , then |x -y| ≈ |y| ≈  j . We apply Lemma . and obtain
An application of (.), (.), and Lemma . gives
In the sequel, we put η = nδ  + ν + n/s for short. If  < q ≤ , in view of η > , from (.), (.), and (.), we conclude that
For I  , noting that η + α() > η + α -> , hence we have
For I a , by Hölder's inequality, we get
For I b , as argued in I  , we obtain
Hence, we arrive at the desired inequality,
We omit the estimation of J since it is essentially similar to that of I. Consequently, the proof of Theorem . is complete.
Proof of Theorem
First we estimate V  . Noting that |x -y| ≈ |x| ≈  k for x ∈ R k , y ∈ R j and j ≤ k -, then, from Lemma . and Lemma ., it follows that
Similar to (.), we define a variable exponent p(·) by
Lemma ., Lemma ., and Lemma ., we get
Then by (.), Lemma ., (.), (.), Lemma ., and Lemma ., we obtain
By comparing (.) with (.), after applying the same arguments used in the estimation of U  in Theorem ., we can easily get, for all  < q < ∞,
Next we estimate V  . Using Proposition . and the boundedness of
we derive the estimate
For V  , we apply Proposition . again and obtain
To estimate G, we note that if x ∈ R k , y ∈ R j and j ≥ k + , then |x -y| ≈ |y| ≈  j . By
Lemma ., we have 
As argued for (.), we get actually
From (.) and (.), it follows that
Hence we have
By comparing (.) with (.), as long as we repeat the same procedure as the estimation of I in Theorem ., we can immediately get for all  < q < ∞, . We omit the estimation of H since it is essentially similar to that of G. Consequently, the proof of Theorem . is complete.
