We prove limiting imbeddings of spaces with dominating mixed derivatives into the spaces of almost Lipschitz continuous functions.
Introduction
In several recent papers (see [11] , [8] , [13] ) the authors investigated the problem of weakening of conditions imposed either on integrability of derivatives or neglecting some of the highest order derivatives, which still guarantee a sort of a limiting imbedding of Trudinger [29] (T -imbeddings in the following) and/or Brézis-Wainger type [6] (BW -imbeddings in the following). In general, we cannot naturally expect that the target space will be preserved when starting with weaker integrability conditions or if we neglect some derivatives. Nevertheless, the target space does not change in the sublimiting case if we deal with the so called reduced Sobolev spaces (we shall talk about the reduced imbeddings) in the sense of Adams [2] .
Spaces and imbeddings of such type have been studied e.g. in Amanov [3] , Magaril-Ilyaev [16, 17, 18] , Besov, Il'in and Nikol'skii [5] and Adams [2] . It is natural to ask what happens if we approach the limiting case and this was a motivation for the paper [13] , where we proved limiting imbedding theorems of T -type for a very large class of spaces with dominating mixed derivatives with the help of the Fourier analysis technique.
Here, we shall handle the BW -imbeddings, that is, the second limiting case. Let us recall that the classical imbedding theorems of Morrey type (see, e.g., [1] , Lemma 5.17 As to the first limiting case, in [11] and then more generally in [8] the L p -integrability of the highest order derivatives was replaced by their membership in the Orlicz space L Φ with Φ equivalent to t p (log t) −σ for large t's and σ > 0. This has been shown to lead to exponential integrability, specifically, to the target space L Φ with Φ(t) ∼ exp(t p/(p−1+σ) ) for large t's. Furthermore, it turns out that there is a natural link between this imbedding and an imbedding of type (1.1), where again L p is replaced by an Orlicz space generated by the Young function equivalent to L p (log L) −σ near infinity. Via imbedding theorems for Orlicz-Sobolev spaces this gives the exponent at the logarithmic term in (1.1) equal to (p − 1 + σ)/p (see [8] ). For σ = 0 we get the classical result [6] We shall establish imbeddings of type (1.1) for a very general class of spaces with dominating mixed derivatives, whose theory was developed in [25] , [21] , [22] , [23] , [24] . Our main tool will be the Fourier analysis method, decomposition of the spaces into question into basic dyadic building blocks and then extrapolation process in Hölder spaces. In the concluding section we shall pay our Figure 2 : The BW -imbedding, Sobolev spaces, isotropic case
attention to more special reduced spaces. A very surprising feature appears here. Unlike in the first limiting case the target space is not influenced by neglecting of derivatives, in other words, the interplay between the T -and BW -imbeddings based on the imbedding theorem of Morrey type for Orlicz-Sobolev spaces, which yields the optimal sharp result in the classical case (see Proposition 5.1, that is, an alternative proof of the imbedding (1.1) turns out to be insufficient here. The reason for that are different scales within which we shift the smoothness parameter and it turns out that in the reduced situation one has to consider imbeddings into spaces with negative smoothness rather than imbeddings into spaces of functions where the gradient is exponentially integrable. The paper is organized as follows. In Section 2 we introduce function spaces used throughout the paper and we prove an extrapolation theorem for Hölder spaces. Section 3 deals with BW -imbeddings of isotropic Besov and TriebelLizorkin spaces. We give also an alternative proof of this imbedding for Besov spaces, using only classical analysis tools. We pass to spaces with dominating mixed smoothness in Section 4. In the last Section 5 we use this for study of the imbeddings of the reduced Sobolev spaces in the sense of Adams. The main result here is Theorem 5.10. We also give 3D and 4D examples illustrating the particularly surprising effects of preserving the target space as mentioned above.
Preliminaries
Let R N be the N -dimensional Euclidean space. All spaces in the following will be defined in R N (or, alternatively, in R N considered as the Cartesian product R n 1 × R n 2 , where n 1 + n 2 = N ) so that in most occurrences we shall omit the symbol R N (or R n 1 × R n 2 ).
We recall and/or introduce the function spaces we shall work with in the following. It will be convenient to work in the scales of Besov and Triebel-Lizorkin spaces. They include (fractional) Sobolev spaces and the classical Hölder-Zygmund spaces as well. At this moment we restrict ourselves to the isotropic case. Our approach will be based on the Fourier analytical definition of these spaces (see Triebel [28] , Definition 15.1). Let ϕ 0 be an arbitrary C ∞ function in R N supported in {ξ ∈ R N : |ξ| < 2} and ϕ 0 (ξ) = 1 if |ξ| ≤ 1. We put
The sequence {ϕ j } ∞ j=0 is called a smooth dyadic resolution of unity. Let f ∈ S (R N ). We put
where F and F −1 denote the Fourier transform and the inverse Fourier transform, respectively.
for q = ∞ we define
(ii) Let 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R 1 . Then
with an analogous modification for q = ∞.
Up to an equivalent (quasi)-norm the spaces do not depend on the particular choice of the dyadic resolution of unity. For the details and properties of B s p q and F s p q we refer to Triebel [28] . Next we introduce the first and second differences of a function:
Let us nail down further terminology and notation. Let 0 < µ < 1 and let C = C(R N ) be the space of uniformly continuous bounded functions on R N . We define the Hölder space
the space of continuously differentiable functions
the Lipschitz space
the Zygmund space
In both last cases it is sufficient to take sup over {h : |h| < δ} for some 0 < δ < ∞ since this leads to equivalent norms. The following relations are well known:
Of importance for us and also well known are the following properties:
(with the corresponding modification if q = ∞).
The spaces B
(s,α) pq have been studied by Leopold [15] . Obviously,
for the full range of exponents 0 < q 0 , q, q 1 ≤ ∞. These spaces can be used to describe a refinement of the smoothness properties of Besov spaces. For further references and properties, in particular, for imbeddings we refer to [15] . Our interest will concern the spaces B
(1,α)
∞∞ , α > 0, the logarithmic Zygmund spaces. We have
(for the proof see [7] , Proposition 4.2).
With regard to limiting imbeddings we are interested in the Lipschitzian counterpart of these spaces:
For f ∈ Lip(1, α) we shall also talk about the almost Lipschitz continuous functions if there is no need to specify the particular value of α. Remark 2.4. 1. Equivalently, the supremum in the definition of Lip(1, α) can be taken over {h : |h| < δ} for an arbitrary δ > 0. This is an immediate consequence of the equivalence
2. The elementary inequality
and the estimate
The logarithmic Lipschitz spaces Lip(1, α) do not fit into the Fourier analytical scheme. Nevertheless, as we shall see in the following Proposition 2.5 we are able to give a characterization in extrapolation terms, using the scale {C µ } 0<µ<1 and letting µ tend to 1. 
is an equivalent norm in Lip(1, α).
for all x ∈ R N and h ∈ R N . We prove that there exists a constant c such that
for all x ∈ R N and |h| ≤ δ < 1, where δ = δ(α) is small enough. At first let 0 < α ≤ 1. The inequality (2.4) is equivalent to
Plainly,
Hence it is sufficient to find a constant a constant c such that
and therefore
This gives
Now, let α > 1. We put c = max((2e) α , 2e 2 ) and δ = 2/c. Choose j 0 so that α/j < 1 for j = j 0 + 1, j 0 + 2, . . . , and α/j ≥ 1 for j ≤ j 0 and split the above sum as follows:
In the first term we use the estimate ∆ h f (x)|L ∞ ≤ 2 and the assumption |h| ≤ δ. The second summand can be estimated as earlier so that altogether we arrive at
where, again, q = 1/(αc 1/α ). This proves (2.4).
Step 2. We shall prove the converse implication. To this end let us assume that (2.4) holds with c = 1. We shall show that there exists a constant c such that
for all x, h ∈ R N and all λ, 0 < λ < 1. In the previous step we saw that (2.4) with c = 1 is equivalent to
We have
This proves (2.6) for λ = α/j. The general case follows immediately on choosing j such that α/(2j) < λ < α/j. The proposition is proved.
The isotropic case
In this section we deal with inequalities of Brézis-Wainger type ( Let us observe that the following imbeddings are known:
see Sickel and Triebel [26] , Theorem 3.2.1, and the references quoted there. Furthermore,
iff 0 < q ≤ 1; see also [26] , Theorem 3.3.1. Hence it is meaningful to look for the imbeddings into Lip(1, α) provided the parameters p and q satisfy
Observe that now in our terminology the imbedding theorem (1.1) due to Brézis and Wainger reads
Having in mind (3.1) and (3.2) we prove now the limiting imbeddings for the largest spaces in the scales considered. 
Proof. Step 1. We prove (i). Let f j (x) has the meaning of Section 2. By Hölder's inequality we have for q ≤ ∞ (q = 1 if q = ∞)
where a = 2 q > 1. We have
Hence we obtain
In view of Proposition 2.5 this implies (i) and the inequality
Step 2. We shall prove (ii). Plainly,
An elementary calculation shows that the function ϕ(t) = t α 2 −tλ , t > 0, attains its maximum at t 0 = α λ log 2 and ϕ(t 0 ) = cλ −α with an appropriate constant c depending on α. Hence
and by virtue of Proposition 2.5 we get (ii). See Fig. 3 for an illustration of the proof. 
Remark 3.3. The general version of the T -imbeddings in the scale of Besov and
Triebel-Lizorkin spaces is the following:
Observe that the range of those exponents α, for which the first imbedding is true, depends on q and not on p, whereas the second imbedding is independent of q. We shall give a very simple proof. We use the fact that
and we prove that
Let {ϕ } be the standard dyadic decomposition of unity and put f = F −1 ϕ F, ∈ N (see Section 2). By virtue of Nikolskii's inequality we have for t > r,
and we are done.
Remark 3.4. In the course of preparation of this paper, different proofs of the isotropic imbeddings have appeared, using the technique of atomic decomposition-see Edmunds and Haroske [7] , Theorem 2.1. It is also shown there that the exponents 1/q in (i) and 1/p in (ii) cannot be improved.
Remark 3.5. The statement in (i) of Corollary 3.2 can be proved also in a quite different way, using Marchaud's inequality (see [19] , cf. [4] , Theorem 4.4). 1 Let us recall that Marchaud's result says that if 0 < k < r, t > 0 and 1 ≤ p ≤ ∞, then
where ω r (f, t) p is the modulus of the L p -continuity of a function f . Taking the special values of parameters here as k = 1, r = 2, p = ∞ and t ≤ 1, we get
Remark 3.6. On putting q = 2 in Corollary 3.2, statement (ii), the "classical" Brézis-Wainger theorem for Sobolev spaces follows (since F
Remark 3.7. For a different proof of part (ii) in Theorem 3.1 we refer to [7] , Proposition 4.4 and Remark 4.5. It is also proved there that B (1,α) ∞1 cannot be replaced by any larger space B (1,α) ∞q with 1 < q ≤ ∞. Moreover, Theorem 1 of [15] states that
The case of mixed derivatives and mixed metrics
As it was pointed out in [13] the reduced imbeddings of Sobolev spaces are related with imbeddings for certain Sobolev spaces with dominating mixed derivatives. We shall give the appropriate definitions and survey relevant properties, which we shall need in the following. We shall restrict ourselves to the special splitting
would follow the same lines and is only formally more complicated.
We put p = (p 1 , p 2 ), 1 = (1, 1), 2 = (2, 2), ∞ = (∞, ∞), 0 = (0, 0), x = (x 1 , x 2 ) with x 1 ∈ R n 1 and x 2 ∈ R n 2 , etc. Let {ϕ(ξ 1 )} ∞ j=0 and {ψ(ξ 1 )} ∞ j=0 be a smooth dyadic resolution of unity in R n 1 and R n 2 , respectively (see Section 2). For f ∈ S (R N ) we put
and [25] , Chapter 2, and one can find further references there. Up to equivalent (quasi-)norms these spaces do not depend on a particular choice of the dyadic resolution of unity. In [25] there are given further equivalent characterizations, in particular, those in terms of differences and derivatives. Let us also point out that SB r p q (R n 1 ×R n 2 ) coincides with the vector-valued Besov space B r 2 p 2 q 2 (R n 2 , B r 1 p 1 q 1 (R n 1 )), see [24] . Remark 4.3. We recall important properties of Sobolev spaces with dominating mixed smoothness (see [25] , Chapter 2). Let 1 < p i < ∞ (i = 1, 2). Then
If additionally r i = 0, 1, 2, . . . 
Then we have for µ = (µ 1 , µ 2 ), 0 < µ i < 1 (i = 1, 2),
It follows at once that
Remark 4.5. We define the space of continuously differentiable functions with mixed smoothness
Remark 4.6. As in Section 3 we shall be interested in the almost Lipschitz continuity of functions from the Besov and Triebel-Lizorkin spaces, this time in the more general setting of spaces with dominating mixed smoothness. The following imbeddings are known (cf. [25] , Chapter 2):
Here we used the relations
Moreover, we have
and
The imbeddings (4.7) and (4.8) are the counterparts of the first imbedding in (3.1), and (4.9) corresponds to (3.2). We are looking for an analogue in the case of the F -spaces. In [25] there is proved that
This is not, however, sufficient for our purposes. In [13] the proof of Theorem 3.2 shows that (cf. [13] , formulas (3.18) and (3.19))
Our first aim is to extend the last imbedding to p = 1.
Lemma 4.7. Let 0 < p < ∞, p = (p, p), r = (r 1 , r 2 ) and n = (n 1 , n 2 ). Then
Proof. The known imbedding theorems for spaces with dominating mixed smoothness (see [25] ) give for
We use the real interpolation theorems for vector-valued weighted L p -spaces:
where (A denotes a Banach space)
(cf. Peetre [20] , Chapter 5). By means of retraction the interpolation of (4.12) and (4.13) can be reduced to (4.14) and (4.15). We put
which yields (4.11).
Remark 4.8. The above proof makes use of the approach due to Jawerth [12] , proof of Theorem 2.1/(iii).. Observe that (4.11) can be extended in an obvious way to spaces on R n 1 ×· · ·×R n m ,
where c 1 is a constant independent of j and k. Then
Proof. The proof uses a similar idea as that of Theorem 3.2 in our paper [13] . We employ the real interpolation technique for vector-valued spaces of entire analytic functions and Nikol'skii type inequalities. Let u, v and θ, 0 < θ < 1, be such that
(see Fig. 4 ). u (
Step 1. Given a fixed k and y we get by virtue of Nikol'skii inequality,
and its analogue with v 1 replacing u 1 . Real interpolation with the functor (· , ·) θ,p 1 , using (4.14) and (4.15) implies
Step 2. By the vector-valued Nikol'skii's inequality we arrive at 
Here, n/p = (n 1 /p 1 , n 2 /p 2 ). 
Proof. Obviously, we have by Hölder's inequality,
The imbedding in (4.22) now follows by the same argument as in Step 1 of Theorem 3.1. The following definition is a natural mixed smoothness generalization of the concept of logarithmic Lipschitz spaces, in particular, with respect to the characterization (4.6). Let α = (α 1 , α 2 ), 0 < α i < ∞ (i = 1, 2) . Then we define the logarithmic Lipschitz spaces with mixed differences as Remark 4.14. Clearly we have the imbeddings
Furthermore, it is not difficult to prove that
This follows from the monotonicity of the function ϕ(t) = t −1 [log(1 + 1/t)] α for small t's and from the obvious inequality
Next we reformulate the estimates from Step 1 and Step 2 in the proof of Proposition 2.5 in a more general form. (ii) There exists a constant c 2 independent of a, b such that for all λ, 0 < λ ≤ 1,
Proof.
Step 1. We prove that (ii) implies (i). We may assume that c 2 = 1 (otherwise one can put a = a/c 2 ). The estimate (4.27) holds iff
or, in other terms, exp a c 1 b
This is equivalent to
Employing (4.28) with α/j in place of λ, that is,
provided c 1 is large enough.
Step 2. We prove that (i) is sufficient for (ii). Without loss of generality we may assume that c 1 = 1.
Step 1 shows that (4.27) is equivalent to
This yields
for all j = 1, 2, . . . . This in turn implies that
and we get (4.28) for λ = α/j, j = 1, 2, . . . . Now the general case follows easily because 
Proof. The proof follows easily by iteration in view of Lemma 4.15.
Theorem 4.17. Let 1 < q 1 , q 2 ≤ ∞ and
Proof. Using the characterization(4.6) and the estimate (4.22) we obtain the inequalities
Let us now invoke Lemma 4.15 with
−1 in place of a and |h 1 | in place of b and α = 1/q 1 to the first inequality. Similarly we shall proceed with the next inequality. To deal with the last inequality we use Lemma 4.16 with
Together with Definition 4.13 we obtain (4.31).
Corollary 4.18. The following statements are true:
Proof. The imbedding in (4.34) follows from (4.21) and (4.31). Combining (4.7), (4.8) and (4.31) we get the imbeddings in (4.32) and (4.33).
Remark 4.19. Let us look at a special case for illustration. Consider the space S
, where m i < n i are positive integers,
By (4.34) and Definition 4.13 functions in this space enjoy the almost Lipschitz properties:
Reduced imbeddings of Sobolev spaces
The results of the preceding section can be used to prove almost Lipschitz continuity in the second limiting case (the BW -imbeddings) for the reduced Sobolev spaces. Let us recall some definitions and known facts.
will denote an Orlicz space generated by the Young function Φ β equivalent to exp t 1/β near infinity.
is an equivalent norm in W m p (R N ). In other words, if
then the reduced space W M p coincides with W m p (reduction to "pure" derivatives). In [2] the reduction to totally mixed derivatives has been considered and the paper was devoted to answering the natural question whether the Sobolev imbedding theorem
remains true. This makes sense if 1 < p ≤ q < ∞ and 1/q ≥ 1/p − m/N . On the other hand we have, for 1 < p < ∞, 6) with Φ 1/α (t) ∼ exp t 1/α for large t's. In [2] , [5] , [13] , there is proved that ( If S is a set of multi-indices, then we denote S + 1 = {α + e : α ∈ S, |e| = 1}.
Obviously we have
where 
(5.10)
We have Φ
−1
1/α (t) ∼ (log t) α for large t's. Plainly, we can restrict ourselves to small values of |h|. Then the estimate (5.10) can be rewritten as
Plugging this into (5.11), we get
The proof is complete. 
where the latter space is in turn imbedded into Lip(1, (N − m)/N ) as shown in the proof of Proposition 5.1. This is yet another straightforward proof of the Brézis-Wainger limiting estimate in [6] , bypassing either the sophisticated interpolation technique or a careful analysis of convolution operators or a decomposition of exponential spaces (cf. [8] , [9] ). 
The imbeddings in (5.12) have been investigated in [13] for several types of subsets S. The application of imbeddings in [13] and combining them with (5.10) requires, however, a more detailed analysis, specifically, the imbedding in (5.12) need not carry all the anisotropic or mixed smoothness properties of the imbedded space on the left hand side to the target space, some information may be lost this way and this may results in a larger (worse) target space for the BW -imbeddings in the end. The following Remark 5.5 and Corollaries 5.4 and 5.6 throw more light on this. 
Proof. The principle of the proof has been discussed in detail above so that we shall proceed briefly. By virtue of (5.9) it is sufficient to show that
It follows from [13] , Proposition 4.2 and Corollary 4.3 that 14) where r = (r, . . . , r), r = m/n. Corollary 4.3 of [13] gives the asymptotic estimate 
m).
The limiting case occurs if p j = n j and we know that for large q's (cf. [13] , Theorem 3.2),
with a constant c independent of q and f . This yields the following result:
Remark 5.7. The set of m-tuples S(1; n, . . . , n) satisfies (5.7). Therefore (5.17) is an improvement of (5.13) if N = mn. An ultimate result can be achieved using the imbedding established in Lemma 4.7. Some preparatory work, however, must be done. We formulate first the following lemma.
Proof. For the sake of simplicity we shall restrict ourselves to the model case m = 2, that is, n 1 + n 2 = N . The proof for a general m follows exactly the same arguments but the corresponding notation would be unnecessarily complicated. Let f ∈ S 0 ∞ q B and let f jk (x, y) (j, k = 0, 1, 2, . . . ) be the splitting of f from Definition 4.1. Then
Invoking the argument used in Step 2 of the proof of Theorem 3.1, this follows from
