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Resumen: Este art´ıculo presenta un sistema de representacio´n de documentos orien-
tado a la compactacio´n, integracio´n y simplificacio´n de informacio´n. El sistema ge-
nera grafos a nivel de documento a partir de a´rboles de dependencias sinta´cticas
haciendo expl´ıcita la sema´ntica de algunas aristas. El objetivo es crear una repre-
sentacio´n u´til para mu´ltiples tareas de procesamiento de lenguaje natural, entre
ellas la extraccio´n automa´tica de relaciones, para la que realizamos una evaluacio´n
extr´ınseca cuantitativa.
Palabras clave: Representacio´n de documentos, grafos sema´nticos, extraccio´n de
relaciones
Abstract: This paper presents a document representation system oriented to com-
pactation, integration and simplification of information. This system generates
document-level graphs from syntactic dependency trees making explicit the seman-
tics of some edges. The goal is to create a representation useful for multiple tasks
of natural language processing, as relation extraction. For this task we perform a
quantitative evaluation.
Keywords: Document representation, semantic graphs, relation extraction
1. Introduccio´n
Este art´ıculo presenta un sistema de repre-
sentacio´n de documentos orientado a la com-
pactacio´n, integracio´n y simplificacio´n de in-
formacio´n con el fin de avanzar el estado del
arte en tareas de procesamiento de lenguaje
como resolucio´n de correferencias, extraccio´n
de informacio´n o bu´squeda de respuestas.
La hipo´tesis de partida es que una repre-
sentacio´n de documentos completos en forma
de grafo, simplificando las relaciones morfo-
sinta´cticas y an˜adiendo informacio´n sema´nti-
ca, beneficia a sistemas orientados a precisio´n
en tareas co´mo la extraccio´n automa´tica de
relaciones.
Esta representacio´n a nivel de documento
se crea a partir del a´rbol de dependencias, so-
bre el que se realizan las siguientes operacio-
nes: Colapsado de correferencias, asignacio´n
de clases sema´nticas a entidades nombradas
y normalizacio´n de determinadas estructuras
sinta´cticas.
∗ This work has been partially supported by the Spa-
nish Ministry of Science and Innovation, through the
project Holopedia (TIN2010-21128-C02).
La correferencia es una relacio´n lingu¨´ısti-
ca que se establece entre dos o ma´s expresio-
nes que refieren a una misma entidad, sean o
no isomorfas. En este art´ıculo, al conjunto de
todas estas expresiones para una entidad lo
denominamos referente de discurso (Karttu-
nen, 1968). Al proceso de crear un referente
de discurso agrupando las menciones a me-
dida que aparecen en un discurso lo deno-
minaremos colapsado. Este procedimiento es
similar a las tarjetas archivo (file card) em-
pleado por Heim (1983) o las cestas (basket)
en Recasens (2010).
Por otra parte, asignaremos clases
sema´nticas a las entidades nombradas
mediante reglas que detecten determina-
das estructuras con genitivos, compuestos
nominales y aposiciones.
Por u´ltimo, normalizaremos distintas ex-
presiones que no tengan diferencia sema´nti-
ca. Consideramos la voz gramatical, genitivos
expresados de diferentes maneras, compues-
tos nominales, etc.
Las preguntas de investigacio´n que abor-
da este trabajo son: (1) ¿Que´ efecto tiene la
representacio´n gra´fica a nivel de documento
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en una tarea de extraccio´n automa´tica de re-
laciones? (2) En esta misma tarea, una vez
generados los grafos, ¿supone una mejora en-
riquecerlos con informacio´n sema´ntica?
El objetivo que se persigue es proporcio-
nar una base para las te´cnicas de extraccio´n
de informacio´n. Si esta base es apropiada,
los clasificadores dispondra´n de nuevos rasgos
que permitira´n la captura de contextos dis-
tantes en el texto. El impacto de esta te´cnica
se ha evaluado en las tareas Regular Slot Fi-
lling y Temporal Slot Filling correspondien-
tes a la tarea competitiva Knowledge Base
Population (Ji, Grishman, y Dang, 2011).
El art´ıculo esta´ estructurado de la siguien-
te manera: Comenzamos detallando la repre-
sentacio´n en la seccio´n 2, en la seccio´n 3 eva-
luamos el efecto de la representacio´n propues-
ta en la tareas, continuamos en la seccio´n 4
comentando brevemente otros trabajos rela-
cionados y terminamos con las conclusiones
en la seccio´n 5 y el trabajo futuro en la sec-
cio´n 6.
2. Propuesta de representacio´n
Diferenciamos dos tipos de representacio-
nes, segu´n la etapa de procesamiento en el
que se encuentren, para poder evaluar si la
agregacio´n de informacio´n es u´til para los cla-
sificadores:
Configuracio´n inicial: En esta configura-
cio´n esta´n disponibles las anotaciones de
los nodos y las aristas con informacio´n
sinta´ctica, las correferencias y las rela-
ciones temporales.
Configuracio´n colapsada: En esta confi-
guracio´n se an˜aden las aristas con in-
formacio´n sema´ntica, se normalizan las
aristas sinta´cticas y se realiza el colapsa-
do, por lo que desaparecen las aristas de
correferencia y se emplean los referentes
de discurso.
2.1. Configuracio´n inicial
En la configuracio´n inicial, cada documen-
to D esta´ representado por un grafo, GD, con
un conjunto de nodos ND y un conjunto de
aristas AD. Cada nodo representa una uni-
dad de informacio´n, generalmente una pala-
bra, excepto en dos casos: una entidad nom-
brada de ma´s de una palabra, o un verbo y
sus auxiliares.
Los nodos esta´n etiquetados con una serie
de atributos, algunos de los cuales son comu-
nes para todos los nodos: palabras que contie-
ne, lemas asociados, etiquetas morfosinta´cti-
cas y una cadena de caracteres representativa
que denominamos descriptor. Esta cadena se
genera de la siguiente manera: Para los no-
dos que no son entidades, se compone con los
lemas de las palabras. En el caso de las enti-
dades, se escoge la cadena de caracteres tal y
como se encuentra en el texto.
Adema´s, hay nodos anotados con ma´s pro-
piedades. Se dividen en tres categor´ıas:
Eventos: Se corresponden con verbos que
describen una accio´n. Esta´n anotados
con el tiempo, el aspecto y la polaridad.
Expresiones temporales: Identifican pa-
labras o conjuntos de palabras que in-
dican un instante concreto o un periodo
de tiempo. Contienen un valor temporal
normalizado segu´n el esta´ndar TimeX3.
Entidades nombradas: Entidades reco-
nocidas en el texto. Se anotan con el
tipo de entidad, por ejemplo, organiza-
cio´n, persona, lugar, etc. En caso de ser
persona tambie´n se etiqueta el ge´nero y
la edad.
Las aristas representan cuatro tipo de re-
laciones entre los nodos:
Sinta´ctica: Indica que existe una rela-
cio´n sinta´ctica entre dos nodos. Se co-
rresponden con las etiquetas sinta´cticas
del Penn Treebank.
Coreferencia: Indica que dos nodos son
menciones de un mismo referente de dis-
curso.
Sema´ntica: Indica que existe una rela-
cio´n sema´ntica entre dos nodos. Distin-
guimos cuatro etiquetas sema´nticas sub-
especificadas: is, has, hasClass y hasPro-
perty.
Temporal: Indica que existe una relacio´n
temporal entre un evento y una expre-
sio´n temporal. Las relaciones pueden ser
de los tipos: before, after, within, throug-
hout, beginning y ending.
2.2. Configuracio´n colapsada
El grafo con configuracio´n inicial GD
se transforma para crear el grafo con la
configuracio´n colapsada GC . Cada grupo
de nodos relacionados por correferencias
n0, . . . , ni, . . . , nk ∈ ND se agrupan en
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...
...
X
Event node
Entity node
Coreference
Temporal relation
... Temporal expression
Syntactic / semantic
dependency
arg1
David[NNP,David]
NER: PERSON
DESCRIPTOR: David
POS: N 
Julia[NNP,Julia]
CLASS:WIFE
NER: PERSON
DESCRIPTOR: Julia
POS: N
GENDER:FEMALE 
September[NNP,September] 1979
[CD,1979]
NER:DATE
TIMEVALUE:197909
DESCRIPTOR: September 1979
POS: NNP 
wife[NN,wife]
DESCRIPTOR: wife
POS: NN 
is[VBZ,be] celebrating
[VBG,celebrate]
ASPECT:PROGRESSIVE
TENSE:PRESENT
POLARITY:POS
DESCRIPTOR: celebrate
POS: V 
birthday[NN,birthday]
DESCRIPTOR: birthday
POS: NN 
was[VBD,be] born[VBN,bear]
ASPECT:NONE
TENSE:PAST
POLARITY:POS
DESCRIPTOR: bear
POS: V 
arg0
hasClass
prep_in
arg1
has
INCLUDES
has_wife
David[NNP,David]
NER:PERSON
Julia[NNP,Julia]
NER:PERSON
wife[NN,wife]
her[PRP$,she]
birthday[NN,birthday]
She[PRP,she]
is[VBZ,be] celebrating[VBG,celebrate]
ASPECT:PROGRESSIVE
TENSE:PRESENT
POLARITY:POS
was[VBD,be] born[VBN,bear]
ASPECT:NONE
TENSE:PAST
POLARITY:POS
September[NNP,September] 1979
[CD, 1979]
NER:DATE
TIMEVALUE:197909
poss
nsubj
appos
poss
dobj
nsubjpass
prep_in
StanfordCoreference
StanfordCoreference StanfordCoreference
...
Document
“David's wife, Julia, is celebrating her 
birthday. She was born in September 
1979.” Stanford CoreNLP:
    Dependency parsing
    Named Entity Recognition
    Coreference Resolution
Tarsqi:
    Events
    Temporal Expressions
Collapse referents of discourse
Graph normalization
Semantic information:
   Normalize copulative verbs
      Normalize genitives
      Infer semantic class, age, properties
      Assign a gender
INCLUDES
Figura 1: Transformacio´n del grafo inicial, GD, al colapsado, GC para el documento de ejemplo:
“David’s wife, Julia, is celebrating her birthday. She was born in September 1979”.
un referente de discurso r = ∪ n0, . . . , nk,
creando as´ı un nuevo conjunto de referentes
de discurso RC . Dado otro referente de dis-
curso r′ = ∪ n′0, . . . , n′j , . . . , n′k, uni-
mos ambos referentes con una arista si al-
gunos de sus nodos estaban unidos, es decir:
∃ a(ni, n′j) =⇒ ∃ a′(r, r′)
Los atributos que consideramos para los
referentes de discurso son ligeramente distin-
tos que los de los nodos. Conservan un des-
criptor y una etiqueta morfosinta´ctica, pero
no los lemas ni las palabras de los nodos ori-
gen, as´ı como las categor´ıas de los nodos que
los componen (eventos, expresiones tempora-
les y entidades nombradas).
El colapsado provoca que nodos anota-
dos con diferentes atributos se agrupen. Es-
tos atributos pueden reforzar una evidencia o
aportar datos complementarios, pero en oca-
siones tambie´n muestran datos contradicto-
rios. En estos casos, se han tomado decisio-
nes distintas dependiendo del atributo que se
este´ tratando.
El descriptor debe ser la cadena de carac-
teres ma´s representativa del referente de dis-
curso. Por ello, como primera aproximacio´n
se ha empleado el descriptor ma´s largo de los
nodos de origen. En un futuro, podr´ıa crear-
se una base de conocimiento con las distintas
concurrencias de descriptores, y a partir de
ella escoger el correcto. Esto funcionar´ıa de
manera similar a un sistema de desambigua-
cio´n.
Para la etiqueta morfosinta´ctica, hemos
escogido asignar a las entidades nombradas
el valor N y a los eventos V, mientras que
para el resto de palabras se mantiene la co-
rrespondiente al nodo de origen. Esto es una
aproximacio´n sencilla que busca la normali-
zacio´n de los nodos que suelen contener la
informacio´n ma´s importante.
El colapsado puede suponer tambie´n que
algunos referentes de discurso tengan varias
etiquetas de una misma categor´ıa. Esto no
supone un problema en el caso de los even-
tos o las expresiones temporales, ya que siem-
pre agregan informacio´n complementaria, pe-
ro s´ı en el caso de las entidades nombradas,
que pueden tener tipos distintos. En este ca-
so, se escogen aquellos tipos que sean ma´s co-
Representación Gráfica de Documentos para Extracción Automática de Relaciones
59
munes, descartando los dema´s. Al igual que
los descriptores, esta informacio´n se puede al-
macenar en una base de conocimiento y recu-
perarla para mejorar el proceso de asignacio´n
de tipos.
Tanto el proceso de colapsado como el res-
to de tareas, incluyendo la explicitacio´n de la
informacio´n sema´ntica y la simplificacio´n y
normalizacio´n del grafo se han realizado me-
diante las reglas incluidas en el cuadro 1.
2.3. Procesamiento
Para crear esta representacio´n, se ha se-
guido un proceso que consta de las siguientes
fases: (1)Ana´lisis morfosinta´ctico, reconoci-
miento de entidades nombradas y resolucio´n
de correferencia. Efectuado con el programa
Stanford CoreNLP (Klein y Manning, 2003).
(2)Etiquetado de eventos y expresiones tem-
porales, e inclusio´n de aristas con relacio-
nes temporales mediante el programa Tarsqi
Toolkit (Verhagen et al., 2005). (3)Colapsado
de nodos en referentes de discurso. (4)Simpli-
ficacio´n y normalizacio´n del grafo mediante
reglas.
En la Figura 1 se pueden observar los gra-
fos con las dos configuraciones. En la configu-
racio´n inicial (grafo superior) se han realizado
los pasos 1 y 2, mientras que en la configura-
cio´n colapsada (grafo inferior) se han an˜adido
los pasos 3 y 4.
3. Evaluacio´n
Dado que el objetivo de la transforma-
cio´n de documentos en grafos es mejorar el
rendimiento de aplicaciones que empleen es-
ta representacio´n, realizaremos la evaluacio´n
de su funcionamiento de manera extr´ınseca.
Para evaluar el sistema hemos escogido la ta-
rea Slot Filling (Ji, Grishman, y Dang, 2011)
en el marco del Knowledge Base Population
en la conferencia Text Analysis Conference.
Para esta tarea se distribuye una base de
conocimiento creada a partir de las infoboxes
de Wikipedia que contiene las referencias pa-
ra entrenar los sistemas, ma´s una coleccio´n
1.7 millones de documentos de diversas fuen-
tes, como noticias, conversaciones telefo´nicas
y texto web, que sera´ el espacio de bu´squeda
de soluciones.
Slot Filling se divide en dos subtareas, Re-
gular Slot Filling (RSF) y Temporal Slot Fi-
lling (TSF). La evaluacio´n de la representa-
cio´n la hemos realizado sobre esta u´ltima.
El objetivo es encontrar el valor de una lis-
ta cerrada de atributos para diversas entida-
des y acotarlo temporalmente. Las entidades
pueden ser personas u organizaciones, mien-
tras que los atributos dependen de la entidad,
para personas son:estados de residencia, ciu-
dades de residencia, t´ıtulos, miembro de, em-
pleado de, esposos; mientras que para organi-
zaciones es unicamente directivos.
Para esto se emplean una serie de
consultas compuestas por la dupla
〈entidad, atributo〉, a las que los siste-
mas deben responder con una tripleta
〈entidad, atributo, valor〉. Por ejemplo, pa-
ra la consulta 〈Barack Obama, spouse〉
la respuesta deber´ıa ser
〈Barack Obama, spouse, Michelle Obama〉.
La respuesta correcta a un atributo pue-
de consistir en una lista de valores. Solo se
valoran los valores correctos, y las respuestas
redundantes son ignoradas.
En la subtarea TSF se pide adema´s aco-
tar temporalmente las tripletas. Para ello, se
define un intervalo temporal impreciso como
una tupla de cuatro valores (t1, t2, t3, t4), que
indican que la relacio´n comienza en un punto
entre t1 y t2 y termina en otro entre t3 y t4.
Si el valor de t1 o t3 esta´ sin rellenar significa
que el valor es −∞, mientras que para t2 o t4
es +∞.
Para responder a las preguntas de investi-
gacio´n planteamos los siguientes experimen-
tos:
(1) Medir nuestro sistema frente a otros
participantes para comprobar si es apropiada
la representacio´n en forma de grafo para la
tarea.
(2) Entrenar dos clasificadores con repre-
sentaciones distintas para evaluar la utilidad
del colapsado, la normalizacio´n y el enriqueci-
miento sema´ntico. En el primero empleamos
la configuracio´n inicial, mientras que en el se-
gundo utilizamos la configuracio´n colapsada.
3.1. Resultados
El cuadro 2 muestra los resultados genera-
les de la tarea Temporal Slot Filling. En ella
se puede observar que el funcionamiento del
sistema ha sido similar a otros sistemas en
el estado del arte, siendo la precisio´n la ma´s
alta de todos los participantes. Adema´s, a pe-
sar de la baja cobertura, el sistema obtiene
la tercera mejor medida F1.
Esto implica que la representacio´n gra´fi-
ca supone una posibilidad prometedora en la
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Colapsado de Referentes de Discurso
X correference Y r = X ∪ Y
X dep1 Y, X dep2 Y, dep1 = dep 2 X dep1 Y
X nn Y, X amod Y X nn Y
X dep X
X class Y, X correference Y X class Y
Clases Sema´nticas
Antecedente Consecuente
NE nn NN NE hasClass NN
NE appos NN NE hasClass NN
NE abbrev NN NE hasClass NN
NN appos NE NE hasClass NN
NN abbrev NE NE hasClass NN
NE nsubj NN NE hasClass NN
NE is NN NE hasClass NN
Propiedades
Antecedente Consecuente
JJ nsubj X, JJ cop Y X has property JJ
JJ arg0 X, JJ cop Y X has property JJ
Genitivos
Antecedente Consecuente
NN nn NE NE has NN NN
NN poss NE NE has NN NN
X poss Y Y has X
NN prep of NE NE has NN NN
X has NE , NE has Class X has Class NE, NE has Class
NN nsubj NE NE has NN NN
Normalizacio´n de Argumentos Verbales
Antecedente Consecuente
V nsubj X V arg0 X
V xsubj X V arg0 X
V csubj X V arg0 X
V agent X V arg0 X
V nsubjpass X, V arg1 Y V arg1 Y, V arg2 X
V nsubjpass X V arg1 X
V dobj X V arg1 X
V iobj X V arg2 X
X partmod V V arg1 X
V xcomp X V arg1 X
V ccomp X V arg1 X
V xcomp X, V arg1 Y V V arg1 Y, arg2 X
V ccomp X, V arg1 Y V arg1 Y, V arg2 X
Copulativos
Antecedente Consecuente
NN nsubj X, NN cop Y X is NN
Edad
Antecedente Consecuente
PERSON appos NUMBER NE hasAge NUMBER
PERSON abbrev NUMBER NE hasAge NUMBER
Ge´nero
Antecedente Consecuente
NE coreference he NE hasGender MALE
NE coreference she NE hasGender FEMALE
he coreference NE NE hasGender MALE
she coreference NE NE hasGender FEMALE
Cuadro 1: Reglas para la transformacio´n de los grafos. Cada columna se corresponde con una
tripleta 〈governor, dependency, dependant〉, donde X e Y son dos nodos diferentes del grafo.
No´tese que los antecedentes que no aparecen en el consecuente son borrados.
tarea de extraccio´n automa´tica de relaciones,
ya que a pesar de encontrarse en las primeras
fases de desarrollo permite competir con los
sistemas en el estado del arte.
El sistema esta´ formado por varios com-
ponentes que funcionan en cadena: Recupe-
racio´n de informacio´n, representacio´n de do-
cumentos, aprendizaje semisupervisado, ex-
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System Precision Recall F1
BLENDER2 0.1749 0.3261 0.2277
BLENDER1 0.1749 0.3172 0.2255
BLENDER3 0.1642 0.3099 0.2147
IIRG1 0.2404 0.1299 0.1711
Colapsado 0.2571 0.0656 0.1045
Inicial 0.2299 0.0620 0.0977
Stanford 12 0.0206 0.1724 0.0369
Stanford 11 0.0211 0.1491 0.0370
USFD20112 0.0099 0.0053 0.0069
USFD20113 0.0019 0.0004 0.0006
Cuadro 2: Resultados finales de la tarea Tem-
poral Slot Filling
traccio´n de relaciones y acotacio´n temporal.
Este tipo de sistema se ve afectado por la
propagacio´n de errores, por lo que es intere-
sante aislar el impacto de la representacio´n
de la influencia de otros factores. Por ello es-
tudiaremos la precisio´n, cobertura y medida
F1 tras la etapa de extraccio´n de relaciones,
ya que la acotacio´n temporal es una etapa
que es relativamente independiente de la re-
presentacio´n.
En el cuadro 3 se muestra los resulta-
dos en la tarea Temporal Slot Filling tras la
fase de extraccio´n de relaciones. En ella se
muestra la precisio´n y la cobertura calcula-
das teniendo en cuenta el nu´mero de tripletas
〈entidad, atributo, valor〉 obtenidas correc-
tamente.
Los datos muestran que tanto la precisio´n
como la cobertura obtienen valores muy si-
milares en ambos tipos de representaciones,
siendo ligeramente mejores en el caso de los
grafos colapsados.
Una inspeccio´n manual de los datos mues-
tra que los grafos generados contienen nu-
merosos errores, principalmente en la fase de
identificacio´n de descriptores en los grafos co-
lapsados, aunque tambie´n otros menores a lo
largo del procesamiento. Sin embargo, estos
errores parecen compensarse con las mejoras,
ya que los resultados no so´lo no bajan sino
que mejoran.
Con estos datos podemos afirmar que la
fase de enriquecimiento es u´til para la tarea
de extraccio´n automa´tica de relaciones, ya
que el balance entre las ganancias resultan-
tes de colapsar los grafos y los errores intro-
ducidos por este procesamiento es positivo, y
esperamos que un refinamiento posterior ha-
ga que mejore todav´ıa ma´s.
Configuracio´n Inicial Colapsada
Cobertura 0.08 0.08
Precisio´n 0.42 0.45
F1 0.14 0.14
Cuadro 3: Resultados de la tarea Temporal
Slot Filling en la fase de extraccio´n
4. Trabajo Relacionado
El estudio de la representacio´n de los tex-
tos es muy amplio. Los primeros acercamien-
tos esta´n basados en las teor´ıas de depen-
dencia conceptual de Schank (1972), y la
de significado-texto (meaning-text theory) de
Mel’cuk y Polgue`re (1987). Posteriormente se
utilizaron te´cnicas de representacio´n en gran-
des colecciones de textos, como por ejemplo
en el trabajo de Pradhan et al. (1994) aplica-
do al dominio me´dico. Sin embargo cada ta-
rea de procesamiento de lenguaje tiene unas
necesidades de representacio´n distintas.
La extraccio´n de informacio´n tal y como
la entendemos en este trabajo comenzo´ a es-
tudiarse en la Message Understanding Confe-
rence (MUC) (Grishman y Sundheim, 1996;
Beth, 1995; Chinchor, 1998) y continuo´ con
el programa Automatic Content Extraction
(ACE) (Maynard, Bontcheva, y Cunning-
ham, 2003) hasta 2008. Estas fueron las pri-
meras evaluaciones cuantitativas de sistemas
de este tipo y en ellas se profundizo´ en el pro-
cesamiento automa´tico de texto.
En 2009, la Text Analisis Conference
(TAC) (McNamee y Dang, 2009) tomo´ el re-
levo de ACE en las evaluaciones de sistemas
de recuperacio´n de informacio´n. En esta con-
ferencia se propuso la tarea Knowledge Base
Representation (KBP), que se puede ver co-
mo una combinacio´n de extraccio´n de infor-
macio´n y bu´squeda de respuestas en la que se
complicaba la tarea al forzar la adquisicio´n
de informacio´n en mu´ltiples documentos. En
esta tarea se enmarcan las subtareas Regu-
lar Slot Filling (SF) y Temporal Slot Filling
(TSF).
Como se puede ver en (Ji y Grishman,
2011), SF y TSF permanecen como proble-
mas de investigacio´n abiertos ya que los com-
petidores todav´ıa no son capaces de acercar-
se a los resultados de la anotacio´n manual.
Los participantes en esta edicio´n utilizan sis-
temas similares de representacio´n, por ejem-
plo, los sistemas de CUNY (Artiles et al.,
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2011) y Stanford (Surdeanu et al., 2011) em-
plean tambie´n tokenizacio´n, segmentacio´n,
deteccio´n de entidades nombradas, resolucio´n
de correferencia y ana´lisis de dependencias
sinta´cticas. En el caso del sistema de CUNY
tambie´n emplean n-gramas de varias longitu-
des como modelos de bolsa de palabras. Sin
embargo ninguno de ellos emplea una repre-
sentacio´n gra´fica a nivel de documento como
aqu´ı se propone.
5. Conclusiones
Este trabajo muestra una representacio´n
de documentos como grafos morfosinta´cticos
enriquecidos sema´nticamente. Con ella, dis-
ponemos de la base para realizar mu´ltiples
tareas de procesamiento de lenguaje natural
como resolucio´n de correferencias, extraccio´n
de informacio´n o bu´squeda de respuestas.
Los resultados obtenidos nos permiten
comprobar que este tipo de representacio´n
resulta prometedora para el funcionamiento
de los clasificadores en la tarea de extraccio´n
automa´tica de relaciones. El estado de evolu-
cio´n de la representacio´n nos invita a pensar
que quedan muchas alternativas por explorar
y que una versio´n ma´s avanzada de la misma
nos permitira´ mejorar los resultados.
A pesar de los errores del procesamiento,
comprobamos co´mo los grafos colapsados se
comportan mejor que los grafos iniciales. Es-
tas nuevas estructuras nos permitira´n reali-
zar procesos como agregacio´n de informacio´n,
asignacio´n automa´tica de clases sema´nticas
o desambiguacio´n de entidades, que podr´ıan
utilizarse como base de conocimiento para en-
riquecer nuevos grafos.
Adema´s, el proceso de creacio´n de esta re-
presentacio´n esta´ basado en herramientas ex-
ternas intercambiables, lo que permite tener
una aplicacio´n modular y flexible en la que
encajan fa´cilmente futuros cambios.
Sin embargo, todav´ıa existe mucho mar-
gen de mejora en la representacio´n. Dado que
nuestro objetivo nos obligaba a agrupar in-
formacio´n muy heteroge´nea, hemos empleado
te´cnicas sencillas en cada uno de los pasos.
6. Trabajo futuro
La informacio´n de un texto que es facil-
mente predecible por el lector tiende a omi-
tirse, como se apunta en (Pen˜as y Ovchin-
nikova, 2012). Sustituir las aristas gene´ricas
de estructuras que suelan codificar este tipo
de informacio´n, como genitivos o compuestos
nominales, por otras ma´s espec´ıficas que in-
diquen la naturaleza de la relacio´n entre los
componentes podr´ıa ayudar a mejorar los sis-
temas de extraccio´n de informacio´n.
Otra posibilidad de mejora es incluir un
sistema de correferencia de eventos (Humph-
reys, Gaizauskas, y Azzam, 1997; Hasler,
Orasan, y Naumann, 2008), y realizar un pro-
ceso de colapsado similar al que se emplea con
la correferencia de entidades nombradas. De
esta manera se conseguir´ıa una mayor cohe-
sio´n de la informacio´n.
Por u´ltimo, ser´ıa muy interesante generar
bases de conocimiento agregando automa´ti-
camente la informacio´n de distintos docu-
mentos de manera similar a (Pen˜as y Hovy,
2010; Banko et al., 2007; Clark y Harrison,
2009). Por ejemplo, podr´ıamos seleccionar
subgrafos para seleccionar estructuras morfo-
sinta´cticas o sema´nticas interesantes, o crear
ontolog´ıas a partir de las clases sema´nticas
inferidas. Esta informacio´n podr´ıa utilizarse
para enriquecer los grafos y mejorar as´ı la
cobertura del sistema de extraccio´n de rela-
ciones.
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