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RESUMO 
A realização deste trabalho tem por finalidade apresentar aplicações práticas do método 
das equações de estimação generalizadas (EEG), como uma nova alternativa para análise de 
dados. A proposta inclui breve resumo da teoria. descreve programas computacionais existentes 
e apresenta análise de dois conjuntos de dados reais. A intenção é colocar ao alcance do 
profissional de estatística mais uma ferramenta para análise de dados complexos, aplicando a 
metodologia em dois conjuntos de dados do Hospital de Clínicas (HC) da Universidade Estadual 
de Campinas- Unicamp Por se tratar de um assunto que envolve uma teoria mais complexa, as 
EEG têm sido mais usadas e descritas em revistas científicas teóricas, dificultando o uso das 
mesmas por pesquisadores de outras áreas nos seus dados de pesquisa_ A motivação deste 
trabalho foi estudar esta técnica e fazer aplicações que respondessem questões resultantes de 
dados levantados por profissionais de saúde brasileiros. 
ABSTRACT 
The purpose of dissertation is to present some practical applications using the 
Generalized Estimating Equations (GEE) method as a new alternative to data analysis. This 
proposal includes a brief summary ofthe theory, a description o f computer programs available and 
an analysis o f two sets o f data based on actual findings colleted medicai School Hospital at the 
Campinas State University- Unicamp. It also provides one more toa! to be used by professionals 
in Statistics in their analysis of complex data as well as by professionals from other areas who, 
because the GEE consists o f a complex theory and is mostly described scientific journals, may 
have difficulty in using it_ It result o f an attempt to answer questions presented by the Brazilian 
health professionals 
Capítulo I 
Introdução 
Diferentemente do avanço obtido pela metodologia estatística para dados contínuos, 
ocorrido entre o início e o meio deste século, somente nos últimos 30 anos tal avanço se veritlcou 
na metodologia para dados discretos_ A forte influência de Fisher, Yule e de outros estatísticos, 
em experimentos de agricultura e ciencias biomédicas, assegurou uma adoção difundida da técnica 
de regressão e modelos de análise de variância, em meados do século XX Por outro lado, apesar 
dos importantes artigos na passagem do século de Karl Pearson e Yule, sobre a associação entre 
variáveis categóricas, houve pouco trabalho subseqüente em modelos de resposta categorizada. 
Estudiosos renomados na história da estatística, tais como Fisher, Neyman, Cochran e 
Bartlett, deixaram grandes contribuições para a literatura de dados categorizados No entanto, 
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modelos para respostas categorizadas, análogos aos de regressão, receberam pouca atenção até 
o início da década de 70. Os desenvolvimentos mais recentes de métodos para dados 
categorizados foram obtidos, em grande parte, pela sofisticação das metodologias no campo das 
ciências sociais e biomédicas, por meio da análise destes dados para variáveis, tais como: atitudes, 
opiniões, características demográficas, estágio de uma doença e outras. Tal foi a importância e 
estreita relação das ciências sociais e de saúde no desenvolvimento dos modelos para dados 
categorizados, que grandes profissionais da área de estatística, como Leo Goodman, Shelby 
Haberman, Frederick Berkson, Jerome Cornfield e Gary Kock, utilizaram-se dos mesmos para 
ma1or aprofundamento dos seus estudos. 
Nos dias atuais, observa-se que conjuntos de dados com respostas categorizadas e 
estruturas complexas vêm se tornando cada vez mais freqüentes em diversas áreas do 
conhecimento (Sociologia, Biologia, Economia, Psicologia., Medicina e Epidemiologia). Nas ãreas 
de saúde e de ciências sociais, critérios de respostas em pesquisas têm, em geral, natureza 
categórica e são mais complexos que um simples resultado binário. Mais especificamente, esses 
dados apresentam uma estrutura vinda de respostas politómicas repetidas com as observ·ações, 
ocorrendo de forma agregada e induzindo uma possível estrutura de correlação 
Novas técnicas para análise de dados categorizados com medidas repetidas começam a 
aparecer e, é por esta razão, que propomos neste trabalho o estudo das equações de estimação 
generalizadas (EEG) (LLP.J.'J"G & ZEGER 1986), por ser uma técnica mais avançada para analisar 
dados tanto categorizados como contínuos, embora tratemos aqui apenas da situação de respostas 
categorizadas. 
Os estudos com medidas repetidas definidos como aqueles nos quais a resposta de cada 
indivíduo é observada sob duas ou mais condições, hoje em dia já competem com estudos que 
possuem uma única medida e têm como objetivos principais a caracterização de modelos de 
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resposta individual, mudança no tempo e investigação dos efeitos das covariáveis_ Nesses estudos, 
chamados longitudinais, os indivíduos são avaliados ao longo de uma dimensão específica, em geral 
o tempo, distância de uma certa origem ou dosagem de uma substância. Em um sentido mais 
amplo, a dimensão pode ser os componentes de um conceito ou processo (KOCH et aL, 1989). 
WARE (1985) argumentou sobre a superioridade dos estudos longitudinais em relação 
aos de corte ou transversais, mencionando que aqueles estudos oferecem ao pesquisador 
oportunidade para controlar e uniformizar medidas de exposição histórica e outros fatores 
relacionados ao resultado. Mesmo em estudos que não são intencionalmente longitudinais, uma 
vez os indivíduos selecionados para a amostra e avaliados, muitas vezes é mais fácil e mais eficiente 
observ·á-los repetidamente do que descartá-los depois de uma medição e recomeçar com uma nova 
amostra mais tarde 
Por outro lado, segundo DA VIS ( 1993), os estudos longitudinais trazem duas 
dificuldades principais_ Primeiro, a análise é complexa por causa da dependência entre as 
observações repetidas, feitas numa mesma unidade experimentaL Em segundo lugar, já que o 
investigador normalmente não pode controlar por completo as circunstâncias para obter as 
medidas, os dados podem não estar balanceados ou serem parcialmente incompletos. 
Entre as várias alternativas de tratamentos para dados longitudinais, duas são ma1s 
relevantes: a primeira prevê a modelagem probabilística do problema através da determinação de 
uma distribuição multivariada de probabilidades, supostamente adequada aos dados e assim sugere-
se um estimador para os parâmetros com base nessa distribuição_ Essa abordagem pode apresentar 
dificuldades com respeito à definição do modelo probabilístico, ou seja, em como gerar um modelo 
multivariado que se ajuste aos dados e tenha parâmetros facilmente estimáveis. A segunda 
alternativa é baseada no uso de funções de estimação (ver ARTES,l997. por exemplo) para a 
obtenção da estimativa de parâmetros de um modelo multivariado que não é, necessariamente. 
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completamente conhecido. 
A dependência entre as observações repetidas num mesmo indivíduo vem sendo alvo de 
publicações mais recentes sobre dados categorizados (ROSNER, 1989; NEUHAUS & JE\VELL, 
1990: RAO & SCOTT, 1992: DUNLOP, 1994) Na área de saúde, conjuntos de dados 
apresentando uma estrutura de grupamento ou conglomerado, em termos de repetição das medidas 
sobre um mesmo indivíduo, estão se tornando regra e não exceção! Nestas situações, métodos 
multivariados tradicionais, como por exemplo, a regressão logística, não devem ser utilizados por 
causa da falta de independência entre as respostas do indivíduo no conglomerado. 
Dados categorizados com estruturas complexas, resultantes de esquemas amostrais 
envolvendo conglomerados, têm sido freqüentes na literatura e têm gerado preocupação por parte 
dos pesquisadores, no que diz respeito aos métodos de estimação dos parâmetros de interesse_ Os 
métodos tradicionais de análises que ignoram a estrutura de conglomerado tendem a subestimar 
o erro-padrão verdadeiro das estimativas dos efeitos do tratamento_ Similarmente, os testes qui-
quadrado-padrões podem aumentar significativamente o erro Tipo I (RA.O & SCOTT, 1992)_ 
Vários métodos e modelos de análises têm sido sugeridos e/ou estudados para a estrutura 
de conglomerados_ Alguns desses métodos são extensões do modelo de regressão logística para 
dados binários; outros trabalham com modelos de variáveis latentes para conglomerados com 
dados ordinais, ou ainda, modelos mistos não lineares em termos das variáveis latentes normais 
(CATALA.NO & RYAI'{ 1992: QU et ai., 1992: QU, PIEDMONTE, MEDENDORP, 1995) A 
questão das estruturas complexas, dos ajustes dos modelos apropriados e dos métodos de 
estimação, será tratada aqui apenas para dados de resposta binária onde o indivíduo com suas 
medidas repetidas forma o conglomerado 
Um exemplo de estrutura de dados envolvendo conglomerados é o seguinte deseja-se 
analisar um detenninado tipo de material dentário para ser usado em restaurações_ Existem vários 
11 
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fatores que podem influenciar este material, tais como: natureza do material, habilidade do 
operador, higiene bucal do paciente, tipo e posição dos dentes, o tamanho das restaurações, etc. 
Um aspecto importante a ser considerado neste tipo de dado tem a ver com a higiene bucal de 
cada paciente e a estrutura de correlação que pode existir envolvendo dentes e/ou posição com 
respeito à boca de cada paciente. Ao levar em consideração a questão de uma possível estrutura 
de conglomerados para esses tipos de dados, a análise produz resultados mais sensiveis a essa 
estrutura, possibilitando, assim, uma melhor avaliação dos dados obtidos e, conseqüentemente, 
uma evolução desses estudos clínicos (MARQUES, 1987; LANDIS et ai, 1988). 
Um aspecto importante desses estudos é que a resposta de interesse observada para os 
elementos do conglomerado não é necessariamente uma variável aleatória uni variada, ela pode ser 
bivariada ou multivariada. Um exemplo de conglomerado com resposta binária pode acontecer 
da seguinte maneira: deseja-se saber o efeito, no tempo, de uma certa droga analgésica em 
pacientes com dores reumáticas. Após a droga ter sido ingerida pelo paciente, anotam-se os 
resultados de alteração ou não das dores reumáticas após 10, 10 e 30 minutos, respectivamente_ 
A variável resposta, neste caso, é binária, sim ou não, e cada paciente define um conglomerado 
com medidas observadas nos três tempos. A estrutura de conglomerado aparece também em 
estudos toxicológicos onde o conglomerado é a ninhada, e os récem-nascidos são os indivíduos 
dentro do conglomerado. Em estudos de doenças visuais, o conglomerado é o indivíduo, e os 
dois olhos são as medidas observadas no conglomerado. Então, o vetor de resposta para o 
conglomerado é um vetor de medidas repetidas com respostas multinomiais (LIPSITZ, Kllvl, 
ZHAO, 1994) 
Métodos para analisar dados com estrutura de conglomerado e variáveis de respostas 
contínuas com distribuição normal multi variada têm sido amplamente usados, mas, métodos para 
esses tipos de estruturas e variiveis com respostas categorizadas, somente nos últimos tempos 
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vêm sendo apresentados na literatura. Em termos práticos, métodos mais sofisticados só agora 
começam a ser utilizados com o surgimento de programas computacionais. 
Na tentativa de complementar e produzir extensões de técnicas já existentes, que cada 
vez mais atendam às necessidades de conjuntos de dados complexos com respostas categorizadas, 
os quais aparecem como resultado de estudos com amostras feitas ao longo do tempo, técnicas 
inferenciais de máxima verossimilhança e quadrados mínimos ponderados têm sido revisadas, 
aperfeiçoadas e estendidas_ O resultado tem sido uma evolução para métodos mais sofisticados. 
envolvendo, por exemplo, modelos lineares generalizados e a função de quase verossimilhança. 
Dada a ausência de metodologias capazes de incorporar todas essas questões complexas, 
resultantes de tratamento abrangente dos levantamentos executados pelos pesquisadores nos dias 
de hoje, estes métodos, que até meados de 1996 não eram sequer abordados em pacotes mais 
completos, surgem na literatura estatística com aplicações. 
A realização deste trabalho tem por finalidade apresentar aplicações práticas do método 
das equações de estimação generalizadas (EEG), como uma alternativa para análise de dados 
complexos. A proposta inclui breve resumo da teoria, descreve alguns programas computacionais 
existentes e apresenta análise de dois conjuntos de dados reais. A intenção é colocar ao alcance 
do profissional de estatística mais uma ferramenta para análise de dados complexos, aplicando a 
metodologia em dois conjuntos de dados obtidos no Hospital de Clínicas (HC) da Unicamp. Por 
se tratar de um assunto que envolve uma teoria mais complexa, as EEG têm sido mais usadas e 
descritas em revistas cientificas teóricas, dificultando o uso das mesmas por pesquisadores de 
outras áreas nos seus dados de pesquisa. A motivação deste trabalho foi estudar esta técnica e 
fazer aplicações que respondessem questões resultantes de dados levantados por protlssionais de 
saúde brasileiros. 
O método das EEG, proposto por LIANG & ZEGER ( 1986) e ZEGER & LIANG 
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(1986), é apropriado para analisar resultados categorizados e continuas. As EEG são uma técnica 
de estimação que leva em consideração a correlação entre as variáveis. As mesmas produzem 
estimadores consistentes e assintoticamente normais dos parâmetros sob a especificação correta 
da função ligação (link) e da variància em função da média, evitando, assim, a necessidade de se 
conhecer totalmente a distribuição multivariada dos dados. Esta técnica é utilizada quando o 
interesse é modelar a estrutura marginal da média. Os parâmetros relativos à estrutura de 
correlação através do tempo são tratados como perturbação. 
As EEG são uma extensão multivariada da função de quase verossimilhança, inicialmente 
apresentada por WEDDERBURl'l ( 1974 ). e mais tarde, por McCULLAGH & NELDER (1989) 
Esta função não exige conhecimento da distribuição paramétrica da variável resposta. Apenas, é 
necessário especificar a relação entre a média e a variância das observações, supondo alguma 
estrutura de correlação para os dados. 
Desde a publicação de LIA.!'\fG & ZEGER ( 1986), as EEG têm sido estudadas e 
extensões vêm aparecendo na literatura. PRENTICE ( !988) estendeu o método das EEG para 
dados binários correlacionados, onde a especificação destas equações permite estimativas 
seqüenciais dos parâmetros associados. STR.A..J.\1, \VEL W,!\RE (1988) desenvolveram modelos 
marginais com respostas ordinais repetidas, ajustando as regressões separadamente em cada tempo 
e, mais tarde, aplicaram a teoria para amostras grandes com a finalidade de obter a distribuição 
conjunta desses parâmetros de estimação. Suas técnicas podem ser consideradas como métodos 
semiparamétricos para o modelo do !agito cumulativo de respostas longitudinais ordinais, e como 
um caso especial de independência das EEG de LIANG & ZEGER (1986) Posteriormente, 
ZHAO & PRENTICE ( 1990) identificaram a classe dos modelos exponenciais quadráticos para 
dados binários correlacionados, nos quais a função escore das equações de estimação é a máxima 
verossimilhança. introduzindo a extensão das EEG de segunda ordem. LIPSITZ, LAIRD e 
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HARRINGTON (1991) modificaram as equações de estimação de PRENTICE (1988) para 
pennitir modelos de associação entre medidas repetidas, via uso da razão de chance ("odds ratio"). 
Em 1992, LIANG, ZEGER, QAQISH denominaram as EEG de LIANG & ZEGER (1986) de 
EEGI e a extensão apresentada por ZHAO & PRENTICE (1990) de EEG2. As EEG2 são uma 
extensão das EEG 1 quando não se deseja tratar a correlação como parâmetro de perturbação 
entre as medidas repetidas, e, dependendo do conjunto de dados, elas podem produzir estimativas 
mais eficientes que as EEG I Alguns artigos recentes como LIANG et aL, ( 1992) e QAQISH & 
LIANG ( !992) trazem aplicações usando as EEG2, mostrando vantagens e desvantagens no uso 
dessas equações. 
O Capítulo II traz um resumo da teoria das EEG I e EEG2 A segunda parte do capítulo 
apresenta exemplos comparativos discutidos na literatura dos métodos clássicos de estimação, 
quadrados núnimos, quadrados núnimos ponderados e as EEG (NITLLER DA VIS, LA.o~'DIS, 1993; 
P ARK, 1994 ), e que incluem estudos de simulações. 
O Capítulo III mostra aplicações práticas das EEG em dados reais. A primeira parte 
deste capítulo descreve e informa sobre os programas computacionais existentes para o método 
das EEG. Na segunda parte, são mostrados e analisados exemplos ilustrativos de dois conjuntos 
de dados reais, onde a variável resposta é binária_ Estes dados são analisados com o uso de 
programas computacionais particulares, cedidos pelos professores pesquisadores que os 
escreveram, e os resultados são apresentados e discutidos_ 
Posteriormente, seguem as referências bibliográficas, apêndices, complementando a 
teoria das EEG e também as listagens dos programas computacionais_ 
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As Equações de Estimação Generalizadas 
2.1. Introdução 
Este capítulo trata do método das equações de estimação generalizadas para a análise 
de dados categorizados, com medidas repetidas. A literatura descreve várias alternativas de 
modelos para dados categorizados com respostas binárias e po!itômicas_ A seguir, são 
mencionadas algumas dessas metodologias e as respectivas referências bibliográficas_ 
A estimação pelo método de máxima verossimilhança tem sido usada para analisar dados 
categorizados com estrutura de conglomerado (ASHBY et aL, 1992)_ Embora seja uma técnica 
antiga e bastante usada, a máxima verossimilhança apresenta algumas limitações em certos 
modelos. pois pode ser difici! fazer a identificação da distribuição paramétrica e, muitas vezes, a 
Capim/o 2 -As Equaçaes de Estimação Generalizadas 
técnica torna-se impraticável computacionalmente. Apesar das suas limitações, a máxima 
verossimilhança oferece estimativas e testes com propriedades assintóticas desejáveis. 
Um outro método de estimação bastante utilizado é o de Quadrados Mínimos Ponderados 
(QMP) de GRIZZLE, STARMER, KOCH (GSK, !969) para dados discretos apresentados em 
categorias, que permite descrever a variação entre o conjunto de estimativas produzido para os 
dados, no contexto geral de modelo linear aplicado a dados categóricos. Estas estimativas incluem 
uma variedade de funções como proporções, médias, razões, etc. Por exemplo, em um estudo 
clínico de material dentário para retenção da cor de dentes restaurados com certo material X ou 
Z, a proporção de dentes que retém a cor para diferentes materiais pode ser uma medida de 
interesse. Para realizar as análises pelos Qi'v1P, é necessário ter um conjunto de estatísticas como 
um vetor e um estimador consistente da matriz covariância deste vetor. A técnica GSK envolve 
três estágios I) construção das funções das respostas, 2) ajuste de modelos de regressão para 
aquelas funções com estimação dos parâmetros por Qi\trP; e 3) teste de hipóteses sobre as 
combinações lineares dos paràmetros do modelo. Esta metodologia foi também proposta por 
KOCH et al. ( 1977) e ST ANISH, GILLINGS, KOCH ( 1978) para análise de dados longitudinais 
com a presença ou não de dados faltantes. 
Modelos log-lineares também podem ser usados para análise de dados categóricos 
multivariados. ROSNER (1984) apresentou um modelo de regressão logística politàmica para 
controlar o efeito do conglomerado e de covariáveis individuais específicas quando existiu 
correlação entre as unidades dentro do conglomerado. Este modelo reduz-se a um modelo beta-
binomial na ausencia de co variáveis e a um modelo logístico com conglomerado de tamanho um 
para o caso de conglomerados maiores, quando a correlação não está presente. Este tipo de 
modelo é típico em dados oftalmológicos onde o indivíduo é um conglomerado e os olhos são as 
unidades dentro do conglomerado. ROSNER ( 1989) estendeu o modelo beta-binomial para dois 
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ou ma1s mve1s hierárquicos ("nesting"). Uma outra técnica para modelar dados binários 
correlacionados envolve modelos logísticos normais mistos (PIERCE & SANDS, 1975). 
Ainda, quando o número de observações para cada indivíduo é pequeno, ZHAO & 
PRENTICE ( 1990) sugeriram classes de modelos exponenciais quadráticos. Este modelo foi 
parametrizado em termos da média das marginais e correlação "dois a dois" para a análise de 
regressão de dados binários correlacionados. 
A regressão logística condicional e não condicional também pode ser usada na análise 
de dados binários com estrutura de conglomerado. CONOW A Y ( 1990) descreveu uma função 
baseada no modelo de RASCH ( 1960), onde é possível tratar o efeito latente como parâmetro de 
perturbação e obter estimadores gerais através da máxima verossimilhança condicional, sem ter 
que especificar a distribuição do efeito nos indivíduos. A análise condicional é relevante quando 
as estimativas dos parâmetros são de interesse primário e a infonnação sobre a distribuição dos 
efeitos latentes não é prioridade. Quando a distribuição dos efeitos latentes e as estimativas dos 
parâmetros são de interesse, uma alternativa para a análise condicional é baseada na suposição da 
distribuição específrca para esses efeitos. 
RAO & SCOTT ( 1992) apresentaram um método para comparar grupos independentes 
de conglomerados binários sujeitos à co variáveis específicas. O método é baseado nos conceitos 
de efeito de delineamento, "deff ", usados em pesquisas amostrais (KISH, 1965), e assume 
modelos não específicos para as correlações dentro do conglomerado. E um método cujos 
resultados são assintoticamente corretos quando o número de conglomerados em cada grupo 
tende a ser infinito. Pode ser implementado usando-se algum programa computacional para 
análise de dados binários independentes. O método é aplicado para uma variedade de problemas 
da área biomédica envolvendo grupos independentes de dados binários em conglomerados. Em 
particular, testa a homogeneidade de proporções, estima modelos de dose-resposta, testa a 
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tendência nas proporções, calcula a estatística qui-quadrado de Mantel-Haenszel para 
independência em tabelas 2x2 e estima a razão de chance e suas variâncias quando a hipótese de 
independência é rejeitada. Este método não considera a suposição de estrutura de dependência 
entre as observações binárias dentro de cada conglomerado. 
Os métodos de pseudo máxima verossimilhança também são utilizados para estimar 
assintoticamente a matriz de covariància dos parâmetros de regressão dentro da classe dos modelos 
lineares generalizados, para amostra de populações finitas com estrutura complexa (SNYDER, 
1993). Na metodologia de pseudo verossimilhança encontra-se a quase verossimilhança 
(WEDDEBURN, 1979; McCULLAGH & NELDER 1989) 
Vários tipos de modelos específicos para dados categorizados, nos quais a correlação 
dentro do conglomerado é observada, são descritos na literatura (KUPPER & HOSEi\LA.t"\', 1978; 
ANDERSEN, 1980; STIRATELLI, LAIRD, WARE, 1984; HAVE, LANDIS, HARTEZES, 
1996). O método das EEG é recente e, por possuir, sob hipóteses gerais, propriedades relevantes 
do ponto de vista assintótico e estimativas consistentes dos parâmetros, começa a ser explorado 
tanto do ponto de vi.sta teórico quanto prático. Uma das vantagens das EEG é que elas levam em 
consideração a questão da falta de independência entre as observações repetidas, e sua teoria 
mostra propriedades importantes de consistência dos estimadores. Métodos para análise de dados 
que ignoram a estrutura complexa tendem a subestimar os erros-padrões (W ARE, 1985; ZEGER 
& KARIM, 1991; DUNLOP, 1994; DIGGLE, LIANG, ZEGER, 1994) 
As próximas seções trazem, resumidamente, o método das equações de estimação 
generalizadas, e comparações entre os métodos de quadrados mínimos (QM), quadrados mínimos 
ponderados (QMP) e as EEG 
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2.2. O Método das Equações de Estimação Generalizadas 
2.2.1. A Função de Quase Verossimilhança 
A função de quase verossimilhança é uma função de estimação que requer poucas 
suposições sobre a distribuição da variável dependente. Para definir a função de verossimilhança, 
especifica-se a distribuição das observações. Porém, para definir a função de quase 
verossimilhança, é necessário apenas especificar a relação entre a média e a variància. As EEG são 
baseadas na extensão da equação de quase verossimilhança. Esta extensão é importante porque, 
exceto para resultados aproximadamente gaussianos, existem poucas alternativas para a 
distribuição conjunta de medidas repetidas. A função de quase verossimilhança para dados 
longitudinais pode ser descrita da seguinte maneira: 
Considere (v.) a variãve! resposta e r. o vetor p x 1 de covariáveis para os tempos 
• '1 '1 
1,2, ... ,n;e individuas i= 1,2, .. ,k. Então _v,éumvetornr x 1 
é uma matriz nr x p (x. 1 , ... ,x. l para o i-ésimo individuo. 
' "'' 
Define-se !li corno sendo a esperança de y 1 e supõe-se que: 
(I) 
onde p é um vetor de parâmetros p x I . A inversa da função h é chamada de função de ligação 
(McCULLAGH. 1983) 
Na função de quase verossimilhança, a variância, v,, de y
1 
é expressa como uma função 
conhecida, g, da esperança, ).1,, isto é: 
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g(~,) 
<I> 
(2) 
onde cP é o parâmetro de escala. O objetivo da função de quase verossimilhança é fazer inferência 
sobre p, uma vez que cP é tratado como parâmetro de perturbação. 
As estimativas de quase verossimilhança de P podem ser obtidas através da solução do 
seguinte sistema de equações quase-escore: 
S,(PJ 
k a !J.. 1 
"'-'v-(v 
LJ r:t ' -' 
.. _ 1 a 1-' p 
o. p 1.2 .. . P (3) 
As equações em (3) são equações escore para p quando Y, tem distribuição na forma 
de família exponenciaL Suas soluções podem ser obtidas iterativamente pelo método dos 
quadrados rrúnimos ponderados_ Os resultados são assintoticamente gaussianos sob condições de 
regularidade das funções de estimação (McCULLAGH. 1983: McCULLAGH & NELDER. 1989. 
ARTES. 1997) 
2.2.2. As Equações de Estimação Generalizadas 
Esta seção sumariza os principais resultados de LIANG & ZEGER ( 1986) e ZEGER & 
LIANG (1986)_ Seja y
1 
~ Cvu, .. ,y1" i, i ~ 1 , 2, ... ,k o vetor de respostas discretas ou continuas 
' 
Para cada individuo i, ex, ~ (x,., ... ,x /, onde x _é um vetor p x 1 de covariáveis associadas 
' '"' '1 
Assume-se a densidade marginal de y_ como. 
'"' - !) 
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"(y;8,,4>) oxp {<f>,[y8,-a(8,).c(y,<f>,)]} (4) 
onde q, é o parâmetro de escala, e .. " h(Tl-) sendo fi .. " x.r p, e p é o vetor p x 1 dos 
'J ,, ,, !J 
coeficientes da regressão. O parâmetro llq está relacionado à média 11" através da função ligação 
z tal que 11- : g ()1_) Utilizando a equação ( 4), tem-se que os primeiros dois momentos de y. 
.... !J r; q 
são E(y1) = !J- 11 = a'(8 1) e var (Y) = v 11 = a"(81)1q,. 
Quando n, = 1, i = l, 2, ... , k utiliza-se o estimado r da quase verossimilhança para p, 
que é a solução das seguintes equações de estimação 
O, p 1 , ... ,P. (5) 
No caso de se ter dados longitudinais, LI.A.NG & ZEGER (1986) introduziram a idéia 
da "matriz correlação de trabalho", R., (a ) simétrica 11, x 11, positiva definida e definiram 
( 6) 
como sendo a matriz covariància de trabalho de y, , onde a é um vetor s x l que caracteriza 
completamente a forma de lR; (a) podendo ser conhecido ou desconhecido_ O a quando é 
desconhecido pode ser estimado de várias maneiras como será apresentado nas páginas seguintes. 
A, • diag (a "(811). .. ,a "(8 1 ~ ))é uma matriz diagonal com dimensão n,x n, Quando R, (a ) é uma 
' 
matriz correlação de trabalho que descreve bem a correlação entre os dados, então 
L, = cov (y
1
). As equações de estimação generalizadas podem ser definidas da seguinte forma· 
' 
" D '"-' O O L. r L..r -r (7) 
j. 1 
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onde D, ~ â~J âp, e Q, ~y,- ~i-
Considere agora, para cada i, U;(P, a:) = D,r:E;' Q, é semelhante a função de quase 
verossimilhança apresentada por WEDDERBURN (1974) e McCULLAGH (1983) exceto que 
aqui E;' não é apenas função de p mas também de a. A equação (7) pode ser reescrita como 
função apenas de p, substituindo a em (6) e (7) por &(y, p ,4l)onde k('·'l 4 um estimador 
consistente de a quando p e q, são conhecidos, isto é, &para o qual k'~ (& 4 ct)= 0/1). Para 
completar o processo, chama-se 4> de $( p), um estimado r k\'') - consistente quando p é 
conhecido Conseqüentemente, (7) tem a forma: 
• L U,[P,&{p,~(P)}] o (8) 
,_, 
e p é a solução das equações em (8)_ 
A obtenção das estimativas de p é feita de modo iterativo_ À cada interação /, define-
se a variável dependente z, como. 
(9) 
através da resolução de uma regressão linear ponderada, onde a variável dependente é D,, obtém-
se a nova estimativa. A solução de (7) e dada por 
P · ( t [D,rL;' D,!]-' ( t [D,rL;' ,,I)-
1 • 1 I • I 
O d - - .-,--' s pesos essas regressoes sao ~ e o 
processo é repetido até chegar à convergência. 
LIANG & ZEGER { 1986) também mostraram que, sob condições gerais de regularidade, 
a solução de p para a equação (7) é assintoticamente consistente e normalmente distribuída, com: 
D 
k'"<P-Pl --~ N(D,V0) (I O) 
e 
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(11) 
sob as seguintes hipóteses: 
i) â é k 112 -consistente dadoP e cP; 
i i) ~ é k u2 - consistente dado P, e 
iii) ra&(p,~)/a~r, H(y,p) queéOp(l) 
Os resultados acima se verificam mesmo quando a matriz correlação de trabalho R.. {o:) 
' 
não corresponde à verdadeira matriz de y,. Pode-se obter uma estimativa assintoticamente 
consistente de V~4 substituindo cov (y) por Q,Q,T e substituindo p por P na equação (_ 11 )- Este 
é um estimador consistente de cov (p), mesmo quando R.,. (cc) não é especificada corretamente 
(CARR & CHI, 1992). Note que, quandoR,(o:) for corretamente especificada. isto é, 
[ ' ) _, L, : cov (y), tem-se vr;A = lim k L (D,.TL;l D,) ,eportantooestimadorpodesermais ~- ~ i· I 
eficiente que o obtido em (li) (ROTNJTZKY & JEWELL, 1990; FIR TH, 1992, CARR & CHI, 
1992)_ A técnica não supõe a necessidade das observações y, terem a mesma estrutura de 
correlação_ A propriedade de robustez só é garanrida quando existe uma pequena fração de dados 
faltantes ou quando estes são completamente aleatórios (FITZMAURICE, LAIRD, ROTNITZKY, 
1993) . 
O a: e o parâmetro de escala c.p podem ser estimados através dos resíduos de Pearson 
definidos por: 
(12) 
onde ê,.J depende do valor de p. Pode-se especificar c.p como 
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' ., 
~~' L L r,;I(N~p), (13) 
1·1 J·l 
onde N=L n 1. 
O estimador específico de a: depende da escolha de llii; (a). De forma geral a pode ser 
estimado por uma função de 
' R~v L f,Jj(N -p). ( 14) 
j.J 
Estimadores específicos são apresentados no Apêndice B. 
As EEG permitem que a estrutura de correlação entre as obser.,rações num mesmo 
indivíduo seja especificada de várias maneiras, através de diferentes matrizes de correlação, 
como por exemplo 
[1] R. ~ I , onde I é uma matriz identidade n. x n,., isto é, as obser.,rações repetidas 
' .. , ' 
não são correlacionadas. 
[2] [R-;)jk = a, j "' k, esta estrutura de correlação é chamada correlação permutável. 
É obtida de modelos com efeito aleatório para cada individuo (LIANG & ZEGER 1986). O 
estímador de a para esta matriz de correlação é apresentado no Apêndice B. 
[3] R;(a) pode ser tridiagonal com R,>;.n,·l - «,;· Esta estrutura de correlação é 
equivalente ao modelo l-dependente, ou seja, as observações são correlacionadas apenas com a 
observação imediatamente anterior e posterior. Para & ver Apêndice B. 
[4J JR,(oc) pode ainda ser tratada como possuindo uma correlação auto regressiva. ou 
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onde t,i, t;J:. são as j-ésimas e k-ésimas observações no tempo para o i-ésimo indivíduo. Esta é uma 
estrutura de correlação para um processo m~estacionário. 
[5] Uma outra especificação, além de R, = I" , é usada quando as observações no tempo 
' 
são as mesmas para todos os indivíduos (n, = n). Quando JR(ct) é totalmente não especificada 
estima~se as n (n -1)/2 correlações. Esta estrutura de correlação pode ser chamada de não 
estruturada ou não especificada e pode ser estimada por: 
' ~~L'" o o'A -"' k ~ r ~,-r r 
,_, 
(15) 
Este tipo de matriz só deve ser utilizada quando o número de observ·ações no tempo 
(medidas repetidas) for pequeno (LIANG & ZEGER, 1986) 
Outras estruturas de correlação podem ser consideradas, dependendo do conJunto de 
dados que se queira analisar. Desde que ~R e VR sejam estimativas consistentes e assintoticamente 
normais para a escolha de R.,., intervalos de confiança para~ e outras inferências estatísticas serão 
assintoticamente corretas, mesmo quando R. for especificada erradamente. Por outro lado_ 
' 
escolhendo a matriz de trabalho que seja próxima da realidade dos dados, aumenta-se a eficiência 
das estimativas (ROTNITZKY & JEWELL, 1990; LL'v'\íG et ai, 1992; FITZMAURICE et aL, 
1993). A especificação de R.Jct) pode ser expressa mais genericamente como g (R) = z, et, 
onde z,. é o conjunto de covariáveis específicas do individuo e g (R,.) é alguma função ligação 
adequada Alternativamente, z,. pode representar uma matriz para a dependência do tempo 
(FITZMAURICE et aL, [993, ALBERT & McSHA.'iE, 1995) Os estimadores são menos 
eficientes quando o tamanho amostrai for pequeno ou moderado (DRUM et a[, !993) A 
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utilização desta forma para ~specificar Ri(o:) traz vantagens no sentido de aumentar as 
alternativas e opções nas escolhas dessas matrizes, porém pode trazer outras complicações na 
resolução dos modelos em face às restrições que provavelmente surgirão. 
Algumas alternativas para especificações da dependência do tempo vêm sendo 
desenvolvidas. LIPSITZ et ai. (1991) e LIAl"\J"G et ai. ( 1992) sugeriram modelar a associação por 
meio da razão de chance ("odds ratio") marginal emparelhada_ Com respostas binárias, a razão de 
chance marginal é uma medida natural de associação e In (_v,) pode ser modelada como a função 
linear das covariáveis_ 
2.2.3. As EEG de Segunda Ordem (EEG2) 
Recentemente, ZHAO & PRENTICE (1990) e PRENTICE & ZHAO (1991) 
apresentaram extensões das EEG que pennitem a estimação-conjunta para a média e a covariância 
dos parâmetros_ Para o caso especial de dados binários, PRENTICE ( 1988) formalizou esta 
extensão para estimar as equações dos parâmetros na matriz de correlação. 
A extensão das EEG é dada pela seguinte expressão 
Ô!!; T 
o [v, cf(v·-"·J ' a~ I: o (16) 
'-' 
a õ; aõ Cr B s-o_ 
' 
I [ I l 
-
a~ a. 
ô_ = E(S. ), C "'cov (Y ,S) eB "'cov (S) e s,=(s_.11 • , ru rsr r r r r 1 
s,_,;, ) sendo o vetor de covariâncias empíricas com cada s,,, _ l As matrizes C, e B,. são 
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matrizes covariância de trabalho, expressas como uma função dos dois primeiros momentos. 
Resultados assintoticamente normais foram obtidos, sob condições gerais de regularidade, para os 
estimadores-conjuntos de p e a LIANG et al. (1992) especificaram o tempo de dependência em 
termos da razão de chance ("mkú ratio") marginal, descrevendo um conjunto equivalente de 
equações de estimação para estimativas-conjuntas da média e da associação dos parâmetros 
margma1s. 
A equação ( 16) é denominada na literatura como EEG2 porque os momentos empíricos 
de segunda ordem são utilizados para a estimação dos parâmetros p e a As EEG propostas 
por LIANG & ZEGER (1986) são denominadas na literatura de EEGI Embora estas 
nomenclaturas para as EEG estejam sendo utilizadas na literatura, existem algumas críticas feitas 
ao uso das mesmas (ZEGER, 1988). 
Uma vantagem das EEG2 é que elas produzem estimativas mais eficientes para p e a, 
desde que o modelo para a média e a associação marginal sejam corretamente especificados 
Entretanto, uma séria desvantagem é que P pode não ser consistente se for utilizada uma estrutura 
de correlação incorreta, mesmo quando o modelo para a média é especificado corretamente Já 
as EEG l necessitam apenas que o modelo para estimar a média esteja correto e, assim, as 
estimativas de P são consistentes. Além disso, dado ( p, ct), a especificação de (C ,B _) requer 
' ' 
suposições adicionais sobre o terceiro e quarto momentos. As EEG 1 e EEG2 podem ser menos 
eficientes quando os conglomerados não possuem o mesmo tamanho ou quando existem diferentes 
padrões de associação dentro do conglomerado_ LLI\NG et aL (1992) e CAREY, ZEGER, 
DIGGLE (1993) recomendaram o seguinte quando a é considerado como uma perturbação, ou 
seja, estimar a não é o interesse principal, e o número de conglomerados k é grande em relação 
ao tamanho de cada conglomerado, n,, as EEGI produzem estimativas eficientes dos coeficientes 
de regressão, mesmo quando as estimativas de associação entre os resultados são ineficientes_ 
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Quando o número de conglomerados é pequeno e o objetivo não é tratar a correlação como 
parâmetro de perturbação, então as EEG2 produzem estimativas mais eficientes para os 
parâmetros de associação. 
2.3. Métodos Clássicos de Estimação e as Equações de Estimação 
Generalizadas 
2.3.1. O Método dos Quadrados Mínimos (QM) e as EEG 
Na literatura existem poucos artigos que fazem comparação entre os métodos tradicionais 
de estimação e as EEG. Nesta seção serão comparadas as equações de estimação generalizadas 
com o método de quadrados mínimos em dois estágios através de exemplos aplicados O método 
dos QM em dois estágios não requer suposições a respeito da distribuição da variável resposta e 
é uma extensão do modelo proposto por PARI< & WOOLSON (1992). Chama-se dois estágios 
por ser uma técnica que possui duas etapas: no primeiro estágio obtém-se a matriz de covariâncias 
e um parâmetro de escala cp; no segundo estágio usam-se estas estimativas para se obter o 
estimado r de 13. 
Supondo-se a distribuição marginal conhecida, o método dos QM em dois estágios tem 
propriedades assintóticas semelhantes às EEG de LIANG & ZEGER ( 1986). A principal diferença 
entre o procedimento de QM em dois estágios e as EEG é que o primeiro é uma extensão direta 
dos QM, enquanto as EEG são uma extensão da função de quase verossimilhança de 
McCULLAGH & NELDER ( 1989) 
Antes de iniciar as comparações, PARI< & WOOLSON (1992) e PARI< (199-J.). 
apresentaram alguns conceitos para melhor compreensão do método dos QM em dois estágios. 
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Especificação de um modelo para medidas repetidas 
Suponha que existem k indivíduos e t pontos no tempo para os dados coletados. Seja y. 
" 
a resposta do i-ésimo indivíduo no j-ésimo U=l.2 . .... t) tempo e: 
{
I , 
ô o 
'1 o, 
se v .. é observado 
, '1 
se y 1i não é observado 
' Considere ti L ô v e n
1 
• L ô 'i como sendo o número total de observações no 
] • 1 I • 1 
tempo j. Seja r;
1 
um vetor de covariáveis para o i-ésimo individuo no tempo j e seja 
r = (x,.,, .. ,r. l uma matriz t. x p dos valores das covariáveis para o i-ésimo individuo 
i , a, ' 
(i = 1, 2, .. ,k). Os valores de t, e n1 acima só serão aplicados quando yif e xif forem observados 
Para funções V e a conhecidas, suponha que os primeiros dois momentos de yiJ são 
( I7) 
onde V(p.,) é a função da variància e <Pé um possível paràmetro de escala conhecido. 
Observa-se que se a resoosta for binária, então V( J.t ,.) = J.t ( l - .u .) e a ( q,) = 1 : se for 
• 1 !j !] 
uma variável resposta de Poisson, têm-se V(!J.;) • ).1,
1 
e a(~). 1. Para um resuhado normal. 
V(~.) o I e a(<P) o <f>. 
'1 
O modelo descrito pode ser parametrizado por cada tempo ou por individuas. como 
pode ser visto a seguir. PARK (1994) trouxe em seu artigo a teoria de construção de modelos 
para variáveis com respostas normais e com qualquer outro tipo de resposta. 
Parametrização do modelo por ponto no tempo 
Seja 11; = (ll,r····TJ";)r um vetor ni x 1, onde 11;1 = g(!l;) egé a função ligação. 
Seja X
1
. = (x;
1
• .. ,x .f uma matriz n. x p de covariáveis no tempo .f. O modelo marginal no 
nJJ J 
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tempo j, descrito por PARK ( 1994), que permite diferentes parâmetros de regressão através do 
tempo é: 
(18) 
onde p. : ( p, , ... , p ) r é um vetor p x I de parâmetros desconhecidos a serem estimados. 
J ) pf 
O modelo em (18) assume que os efeitos de todas as covariáveis mudam no tempo. Na 
maioria dos casos, entretanto, nem todas as variáveis variam com o tempo. Para simplificar, 
distinguem-se dois tipos de variáveis: uma que não muda com o tempo (por exemplo, sexo) e a 
outra que varia à medida que o tempo passa. Para melhor definição do modelo anterior, levando 
em consideração estes tipos de variáveis, algumas considerações são necessárias 
Sejam x.:(x ,.x,,, .. ,x .. ,x .. , .... ,x. ) ascovariáveisdomodelotalque q,~q :p 
'J 'J• ~- W1 'f'l"t• Wj-q! 2 
Agora,sejax,,,..,x;.]• .. ,x .. ascovariáveisquenãomudamnotempo(fixas)e x .. ,, ... ,x. as 
,. ' gql gql. gql.q'-
que variam com o tempo Chamando as variáveis fixas de /y e as variáveis que variam com o 
d ' !.' ' tempo e H',,' tem-se FJ : u;j , ... , nJ) e W-(' ')' ·-1? 1 - w;1 , ... ,wn1J,com; ,-, .. , r 
pode ser escrito da seguinte forma: 
Tomando p 1 : (Ç, Y)T pode-se reescrever o modelo (18) como segue : 
. F w.[< 
) J y. 
' 
i 1,2, .. ,t. 
3 I 
PortantoX 
' 
(I 9) 
(20) 
Capítulo 2 ~As Equações de EJtimação Generalizadas 
Agora, define~se T)" [n;, ... , n;]r, logo 
~; Fif,+Wtyt 
~ "X~' (21) 
~; F 1f,+W1y 1 
" 
w, o o 
> ' 
o o 
sendo X = 
F, w, 
e ~ [;, y 1 , ..• , y 1]r onde n· é um vetor com dimensão 
F, o w, 
L n
1 
x 1 e p um vetor de paràmetros com dimensão q 1 + t q 2 = p 
j • I 
Parametrização do Modelo por Indivíduo 
Considere agora a parametrização de (18) com respeito a cada individuo_ Seja 
_v, = (Y;p ... ,.v,) r um vetor de ti x 1 de respostas e f}, = (f} i!, .. , 11,_ 1)r um vetor t; -, I, para o i-
ésimo indivíduo_ Seja A; "' diag {a "(6,)} e R a matriz correlação definida anteriormente (2 2_2) 
Portanto, a matriz covariância de trabalho é dada por: 
(22) 
para i=l,2, ... ,k 
Segundo P ARK & WOOLSON ( 1992) o modelo ( 18) pode ser escrito equivalentemente 
da seguinte forma. 
I, 2, .. ,k, (23) 
onde x, é uma matriz t, x p* para o i-ésimo indivíduo dada por: 
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til wn o o 
!,, o w12 o 
X (24) 
' 
J;,l o w. 
"' 
Esta parametrização em termos de cada indivíduo tem sido usada na análise de dados 
com medidas repetidas_ Esta técnica deve ser utilizada quando os focos da análise da inferência 
forem os indivíduos_ Este modelo inclui o modelo de LIAL'JG & ZEGER ( 1986) como um caso 
especial. 
2.3.1.1. Estimação do Modelo dos Quadrados Mínimos em Dois Estágios 
A estimação em dois estágios, para o modelo por indivíduo {23) consiste em primeiro 
obter as estimativas de 4:J e R e no segundo estágio obter o estimador dos q;vr de p a panir dessas 
estimativas. É uma metodologia que torna-se similar as EEG embora seja uma exlensão do 
método dos QM_ PARK {1994) partiu da soma de quadrados dos resíduos dada por: 
• L lY,-"/L,-' (v,-",) D. (25) 
'.' 
onde L, foi definida como em (2.2.2) e mostrou que o estimador ~ de Pé solução das seguintes 
equações: 
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• L D,'I;;' Q, O. (26) 
; . I 
onde D,, Q, e v,- 1 foram definidas nas seções 2.2.2 e 2.3 1, respectivamente e que a solução da 
equação anterior fornece o seguinte resultado: 
(27) 
onde z; = D, P1+ Q; e P1 é o estimador de QM para~ sob a suposição de independência. A 
distribuição assintótica de P pode ser obtida do Teorema 2 de LIANG & ZEGER ( 1986) 
A diferença entre a estimação em dois estágios proposta e o método de Liang e Zeger 
e na estimação de <P e R O método proposto por Liang e Zeger usa diferentes estimativas 
consistentes de cp e R a cada iteração, enquanto que o método em dois estágios usa as estimativas 
obtidas no primeiro passo. 
A seguir compara as estimativas utilizando os QM em dois estágios e as EEG para uma 
variável resposta de Poisson através do modelo parametrizado por indivíduo. No item 2.3 I 2 
serão apresentados os resultados obtidos através da utilização de dados reais e no item 2 3 I 3 a 
mesma comparação será feita usando-se dados simulados (PARK, 1994). 
2.3. 1.2. Exemplo 
Um estudo tài conduzido com 73 crianças num período de um ano (KA.RI~·I, 1989; 
PARK, 1994) Em cada trimestre, a resposta de interesse foi o número de visitas ao hospital que 
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apresenta uma distribuição de Poisson. As variáveis estudadas foram: 
sexo 
. {0, se 
1, se masculino 
feminino 
situação de fomo 
{ 
O, se a mãe é não ji1mante 
I , se a mãe é fumante da mãe 
e a idade (em meses) em que a criança iniciou os estudos. As variáveis serão denotadas como 
SEXO. FUMO e IDADE respectivamente, sendo cada covariável independente no tempo. Além das 
variáveis descritas acima, foram criadas trés variáveis indicadoras: 
Q, 
{
l, para 
O, caso 
{
l, para 
O, caso 
{
l, para 
O, caso 
o 2° trimestre 
contrário 
o 3 o trimestre 
contrário 
o 4 o trimestre 
contrário 
No modelo de regressão incluindo as covariáveis descritas acima foram utilizadas três 
estruturas de correlação a permutável, modelo auto-regressivo de ordem I (AR-I) e não 
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estruturada. A sigla EEG representa a estimativa para ~ usando as equações de estimação 
generalizadas_ QM indica a estimativa quando se utilizaram os quadrados núnimos em dois 
estágios_ A Tahela i apresenta as estimativas e os erros-padrões para as duas técnicas. 
Tabela 1: Estimativas em dois estágios e estimativas das EEG para variável resposta de Poisson 
Estrutura de Corrdaçiio 
Cov:mávd Pemmtún::l AR -I Não Estruturada 
EEG MQ EEG MQ EEG MQ 
.2--1-60 1--1-70 .1493 .1672 .19--1-5 .2015 
Intercepto (.3835) (-3~34) ( .:1-027) (.---1-01 9) U016l (_31H2) 
-. 19--1-2 -. 1937 <?A-20 -.2301 -.2279 -_2308 
Sexo (.2080) (.2080) (.2152) (-2157) I 19--1-0) l-19-Dl 
1688 !686 1754 .171 I 193--1- 1950 
Fumo (.2--1--1.1 J (.24--1-1) (.2507) (_2505) (.2140) \.21--1-0) 
ü03ll .0029 0065 _0059 .00--1---1- _()()--1-6 
!Jad.:: (.0066) (0067) (.0070) (.0070) (.0061) (_()1_16['1 
-.--1-353 -.4353 -.435--1- -.4353 -.-1-353 -.--l-353 
Q2 (.1956) (.1956) (. 1956) (.1956) (.1956) U956l 
-_30'5 -_3075 -.3075 - 3075 -.3075 -.3075 
QJ (.2025:) (.2028) (.2028) ( 2028) (.2028) (.2028) 
-l.l285 -I 1285 -I 1285 -I 1285 -I 1285 -I 1285 
Q4 (_]1 18) (.22\X) (.2218) t 2218) (2218) (.221 8) 
Fonk: P_--\RK. l '>94 
Essas técnicas (QM e EEG) oferecem estimativas similares dos parâmetros do modelo_ 
As estimativas pelos QM para o INTERCEPTO e FUI>v10 têm erros-padrões menores que as 
36 
Capítulo 2- As Equações de Estimação Generalizadas 
estimativas das EEG. A variável SEXO possui erro-padrão maior nos QM para a estrutura de 
correlação AR-1. Já para a variável IDADE, observam-se praticamente os mesmos erros-padrões 
para o método QM_ É interessante observar que as estimativas nos dois métodos, para as variáveis 
Q2, Q3 e Q4, são as mesmas, independentemente da estrutura de correlação utilizada_ Em resumo, 
os autores observaram que as estimativas com os QM para covariáveis discretas, independentes 
no tempo, tendem a ter erros-padrões menores que as estimativas usando as EEG, as quais obtêm 
maiores erros-padrões para covariáveis contínuas e independentes do tempo_ Para as covariáveis 
discretas dependentes do tempo, os dois procedimentos oferecem estimativas semelhantes. 
Estudos de simulação feitos por P ARK ( 1994) confirmaram estes resultados (Tabela 2) 
2.3.1.3. Estudos de Simulações 
Foram realizados estudos de simulação pelo método de Monte Carlo com o objetivo de 
comparar propriedades dos métodos dos QM e das EEG para amostras pequenas. As EEG têm 
sido aplicadas em medidas repetidas, mas poucos estudos têm utilizado esta técnica com variáveis 
respostas de Poisson (PARK, 1994) As propriedades para amostras pequenas usando as EEG 
foram pesquisadas para variáveis Gama corre\acionadas (P ARK, 1988) e nas variáveis de respostas 
binárias correlacionadas (PRENT!CE, 1988; ZHAO & PRENTICE, 1990; LIPSITZ et ai, !991, 
LIPSITZ et ai , 1994). 
Os dados gerados, consideram apenas dois grupos (Grupo A e B), e possuem respostas 
corre!acionadas com distribuição de Poisson para t = 2 , onde t é a quantidade de medidas 
repetidas_ O modelo marginal definido por PARK (1994) é log ( ~1..) = p ,x + p, L, onde x ~ o 
IJ I " 2 I 
para o Grupo A e xi • 1 para o Grupo B, e p 2 representa o efeito do tempo para j • 1 . 2. O 
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vetor de parâmetros é CP 1,P 2 ) ~ (1,0.5), q, ~ 1 e R, é o modelo AR-1 com 
a; ~ 0.1; 0.3; 0.5 e 0.7. Usando estas especificações, foram realizadas 500 simulações. Os 
valores referentes aos vícios e aos erros quadráticos médios estão na Tabela 2. 
Tabela 2: Vício relativo (%) e erro quadrático médios das estimativas de P para variável 
resposta de Poisson. O modelo margínal é log (!!;) = ~ 1xi• p ~(j 12 ), onde x, é O para o 
GrupoAelparaoGrupoB. Aqui, p = (1,0.5)Te:RéAR-l. 
Amostra"' 30 AmostrJ =50 
Vil!:s EQM Vi~s EQM 
Pariimdro 
Q~l EEG QM EEG Qlvt EEG QM EEG 
p, -_6084 -.6252 _0267 .0268 -_5677 - 5705 _()! 72 .0! 72 
a=0_1 p. -.0380 0!50 .0283 _028-l- 1358 1--1-H _017::! O! 73 
-. l--1--l-! -. !580 .027! .0:271 -.2799 -.2977 O! 70 .O !70 
a=0.3 !.2783 !.2319 0270 .0270 _3798 .32X3 16':!7 .1690 
iY=0.5 
-.--1-077 -.--1--1-29 .0292 .02') I - 3-1-9(1 -.36-1-5 _() !82 _011:!2 
-1.21-l-8 -1.!00 .02--1-8 02-l-5 - !966 - !--1-65 .0!-1-8 _0!--1-8 
-.3908 -.-4569 .0281 0279 -.0373 - 0505 .0119 _() 118 
a=0.7 
.8275 .5960 .018-1- .0!79 - 00-l-7 - 00-l-1 .O 1 1 ') .0118 
Font~: P.--\RK 199~ 
Analisando os vícios das estimativas dos QM para ~ 1, percebem-se valores absolutos 
menores comparados com os obtidos pelas EEG. Já, para ~,,os vícios são maiores quando as 
estimativas são obtidas pelo método das QM. Quando o tamanho da amostra é 50 percebe-se que 
praticamente não há diferença nos vícios para p 1 e p 2 entre os dois métodos. Os erros quadráticos 
médios (EQM) são praticamente idênticos para os dois métodos e para os parâmetros P 1 e p 2 
A Tahe/a 3 sumariza a probabilidade de vezes que converge os intervalos de confiança 
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de 95% para p 
Tabela 3: Probabilidade de vezes de convergência para inten:alos de confiança tJ.e 95% para p com 
variável resposta de Poisson. O modelo marginal é log (1.1.ii) • p 1x,~ p 1 ~, onde x, é O para 
oGrupoAelparaoGrupoB. p. (l,O.S{eRéAR-1. ~ 
Tamanho da Amostra- 30 Tamanho da Amustru = 50 
Puriim<:tro QM EEG Q~! EEG 
9-J..O 9-t.O 9.S 9-t_S 
a=O I 94.0 93.8 93.8 93 8 
95_2 95.2 93 o 93 I) 
95.2 95 o 94 2 9-t o 
93.6 93.6 93_() 93 L) 
a=0.5 
93.8 94.2 94_2 9---!- L) 
92.2 92.2 ';)-l-_0 9-l- o 
a=0.7 
95.6 95.6 'ol)_ti 93.6 
Fonk: P.-\R!\.. 1994 
Quando o tamanho da amostra é 30 e r:t. = 0.3, ambos estimadores demonstram 
probabilidade de vezes de convergência maior que o nível nominal (95%)_ Porém, quando o 
tamanho total da amostra é 50, estes estimadores tendem a ter probabilidade de vezes de 
convergencia um pouco menor que o nível nominal Em geral, os dois estimadores produzem 
semelhantes probabilidades de vezes de convergência_ 
P ARK ( 1994) argumentou que, para variáveis de Poisson. nos estudos de simulações 
pelo método de Monte C ar! o, a utilização dos QM é preferível aos das EEG quando as co variáveis 
são discretas E ainda: os estimadores pelo método dos Q0.[ em dois estágios possuem 
propriedades assintóticas semelhantes aos estimadores usando as EEG_ O artigo traz também um 
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exemplo quando a variável resposta tem uma distribuição normaL 
2.3.2. Os Quadrados Mínimos Ponderados (QMP) e as EEG 
O método dos quadrados mínimos ponderados (Qiv!P) desenvolvido por KOCH et ai. 
( 1977) foi uma das primeiras técnicas apresentada para dados longitudinais com respostas 
categorizadas. Uma das vantagens deste método é a flexibilidade que ele oferece para modelar as 
proporções marginaiS, !agitas marginais, média dos escores e logitos cumulativos. Esta 
metodologia, contudo, pode ser ineficiente quando as freqüências dentro das categorias são 
pequenas e a mesma não pode ser usada com variáveis contínuas. 
MIL LER et aL (1993) compararam o método dos Qiv!P com as EEG usando dados 
descritos por KOCH et ai_ ( 1989) de uma triagem clínica controlada e aleatorizada para um novo 
tratamento de doença respiratória_ 
O estudo foi realizado em 111 pacientes que foram aleatoriamente designados para um 
dos dois tratamentos (ativo, placebo)_ De cada quatro visitas durante o período em estudo, a 
resposta referente a situação respiratória de cada paciente foi classificada segundo uma escala 
ordinal de cinco pontos, sendo: O= terrível; l =ruim; 2 =regular; 3 =bom; e 4 =excelente. Para 
ilustração, os dados foram analisados apenas em três pontos da escala ordinal, ficando assim: (0·1) 
=ruim; (2·3) =bom e 4 =excelente. Os dados coletados estão na Tabela -1. 
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Tabela 4: Respostas dos 111 pacientes nas quatro visitas 
Vi:úta NUmero de pacientes Visita Número de pacientes 
2 3 
' 
Ativo Placebo 2 3 4 Ativo Placebo 
c c c c 6 b b 
' ' 
2 
c c b c o b 
' 
b b o 
c c b b o 2 b 
' 
b 
' 
2 
c h c c o b 
' ' 
b 3 o 
c h b b o 2 b 
' ' ' 
7 
c b 
' ' 
o 
' 
c 
' 
c o 
b c c c o 4 
' 
c 
' 
b ,, 
b c c b o 
' 
b c b o 
b c b b 2 
' 
b b p 
b b c c 2 
' 
b h 
' 
h b ,. b 2 2 
' 
b 
' 
b o 7 
-
b b h c 4 
' 
b 
' ' 
I) 7 
-
b b b h 8 
' ' 
b b 2 u 
b b b 
' 
2 2 
' ' 
b 
' 
2 o 
b b 
' 
b o 
' ' ' ' 
8 
Fom~. ~!ILLER ~~ Jl., !993 
r~ ruim . b = bom:~ ~ ~.w~knk 
Para acomodar a natureza da variável resposta, a análise foi conduzida usando-se a 
função de ligação [agito cumulativa_ Esta transformação é a mais utilizada para dados po[itômicos 
e é baseada na soma dos logitos parciais das probabilidades mu[tinomiais. Esta transformação 
pode ser apresentada como 
logit [Pr(Y"' g)] log (Modelo I) 
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onde i : 1, 2, ... , k indivíduos, g : 1 , 2, ... , r categorias de cada t : 1, 2, ... , d ocasiões. 
Outras funções de ligação apropriadas para dados politõmicos são discutidas por 
McCULLAGH & NELDER (1989) e AGRESTI (1989). Três procedimentos de estimação foram 
utilizados· QNIJl, EEG assumindo independência entre as medidas repetidas (EEG-IND) e EEG 
usando a suposição de correlação "saturada" (EEG-SAT)_ O procedimento EEG-SAT recebe 
este nome por se tratar do modelo saturado assumindo as mesmas correlações [(r-1) d(d-1)] I 2 
dentro de S subgrupos_ Cada subgrupos (s=1. 2, ... , S) corresponde aos grupos formados com 
pessoas do mesmo perfiL Pode-se mostrar (NIILLER, DA VIS, LAl\TDIS, 1993) que o Modelo 1 
pode ser reescrito como: 
L e ·-r 
stg tg t' (Modelo 2) 
onde L representa o g-ésimo !agito cumulativo para o s-ésimo subgrupo na visita t. e são ,, 
chamados de pontos de cortes de uma determinada visita, ou seja, e é o efeito na visita l de se ,, 
ter a resposta (categoria) g, e -r t é o efeito do tratamento nesta visita. Os resultados para este 
modelo são apresentados na Tahela 5, mostrando o efeito do tratamento em cada visita 
42 
Capítulo 2- As Equações de Estimação Generalizadas 
Tabela 5: Resultados assumindo o modelo de odds proporcional nas visitas - (Modelo2) 
EEG-IND EEG-SAT QMP 
Estatística Estatística Estatística 
Parâmetro Estimatim Estimativa [stimatin 
deWald deWald deWald. 
Visita 1 
Ponto Jc corte (8; 1) -1.95 48 47 -1.95 47.20 -1 91 43.60 
Ponto de cort<:: (8 1,) .83 15.61 .85 17.63 84 17.4':) 
T rntam<::nto (r 1 l -.22 1.45 -.24 1.66 -.22 1.36 
Visita 2. 
Ponto de corte (8, 1) -1.70 42.69 -1.72 43.21 -l.68 41.49 
Ponto de corte (8::1 .73 1!.37 .71 11 29 .T!. 11 63 
T mtamento (r:) -.74 14.40 -.74 1-+.77 
--
__ ,_ 13 85 
Vhita 3 
Ponto de cort.: (e_, 1 J -1.48 39.2-1- -1 45 36.9-1- -1.41 33.93 
Ponto de cortc {8") 61 ~-67 61 9.09 60 9.01 
T ratamcnto (r 3) -.53 8.30 -.54 8.62 -, -.:l_ 7.95 
Vislta -1-
Ponto de corte {e,, l -!.33 31.83 -1.35 3-1-.08 -1.32 32.98 
Ponto de corte ( 8 •:) .58 8.40 59 8 86 _59 8.92 
T ratamcnto (r,) -.33 3.4--1- -.32 3.30 -.31 3.00 
Falta dt! a_1uste (g1=--1-J ,., •. JJ 2.36 2.31 
T<:sk de hipOtese (g1 =3) 
8,,=8,,=8;:=8,, -1-69 4.65 4-1-8 
e,,= 8], =e,,= e, .. \.54 !.79 1.73 
For1t~: :>-!ILLER d ~1.. 1993 
Os autores observaram uma pequena variabilidade nos resultados obtidos para os três 
procedimentos de estimação_ Os contrastes apresentados na Tabela 5 foram utilizados como 
auxílio à obtenção dos pontos de corte dos parâmetros para cada visita_ Os efeitos dos tratamentos 
utitizandoostresmétodosforam: t 1 = -0.22,-t! = -0.72,f 3 -0_52 et~ = -0.31 paraosQl\1P~ 
e para as EEG-SAT; e 
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i 1 : -0.22, i 2 : -0.74, i 3 "' -0.53 e i 4 : -0.33 para as EEG-IND. De uma maneira geral, 
observou-se que os trés métodos indicaram a não eficiência do tratamento na visita 1 e a existência 
de eficiência significativa do tratamento nas outras visitas, decrescendo a magnitude da estimativa 
da visita 2 para a visita 4. 
O efeito do tratamento através das visitas foi testado utilizando-se diferentes estatísticas 
e suposições para as covariàncias entre as visitas A Tabela 6 contem o teste de Wald e testes 
escores que podem ser considerados apropriados para cada procedimento de estimação utilizado 
(ROThlTZKY & JEWELL, 1990; CARR & CHI, 1992) Os testes apresentados na Tabela 6 
verificam a mesma hipótese nula de igualdade do efeito do tratamento através das visitas, porém 
existem algumas diferenças nas magnitudes dessas estatísticas. 
Testando as hipóteses nulas sob a suposição que Li: L, (L
1 
=matriz de covariància 
de Y), notam-se resultados similares para os QMP e o teste de escore generalizado usando as 
EEG-SA T. Em contraste, nas estatísticas calculadas sem levar em consideração esta suposição 
(isto é, L, ot- L. para o mesmo i no perfil s), a amplitude da magnitude varia de 6 57 a 12 47, 
com as estatísticas calculadas pelo escore generalizado, sendo menores que as estatísticas de \Vald. 
A diferença na magnitude entre os testes escores e Wald pode ser decorrente do fato que os 
parâmetros desconhecidos no teste escore são calculados sob as hipóteses nulas, as passo que, para 
os testes de Wald, estes parâmetros são calculados sob as hipóteses alternativas (ROTNITZKY 
& JAWELL, 1990) 
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Tabela 6: Testes para igualdade dos efeitos dos tratamentos 
Técnica de Estatística Suposição Estatística 
estimação do teste • da \'ariânda calculada 
WLS Wald )' = ') 
_, ~· 8.96 
EEG-IND G-Wald 
' "' 
i ~_47 
-· ~· 
G-Scor<;; ). = \' 
-· ~· 12.14-
EEG-SAT G-Wald 
' 
., I !.90 
-· -· 
G-Wald 
' "' 
10.91 _, 
-· 
W-Wald \'.,\' 7.-f. [h 
-· -· 
G-SCL)fÇ 
' =' 
8_95 
-· -· 
G-Scor<:: \' 
"' 
860 
-· -· 
V./-Scorc L ,, 6.j71' ~· 
Font~: :O.!ILLER d .1\.. !993 
• O indtLa ~'!.ttistica g~n~raliz.icll: \\' indÍL:t <!>.lattstka d.! traOalho [ROD<ITZKY & 1_--\. \\"ELL !990] 
' Obtido usando c:orr~<;:io do< l' ord~m d~ ROl:'!TZE-::Y & ].--\. WELL (i 990) 
' Obtido w.:mdo .1 Lom:çl" d~ !' ~ 2' ordc:m d~ ROT:-:JTZKY & JAWELL (!990) 
2.3.2.1. Outros Estudos de Simulações 
l'IÍ\'el 
descriti\"O 
_OJO 
.006 
.007 
.UU8 
012 
.!T6' 
_(•30 
í)3j 
u~--:-
lv"fiLLER et a!. ( 1993) geraram dados de indivíduos os quais foram alocados em dois 
tratamentos (tratamentos A e B) em três tempos diferentes_ A variável resposta foi medida em 3 
pontos de uma escala ordinaL O modelo \agito cumulativo, utilizado para as esperanças marginais, 
foi uma simplificação do Modelo 2. Assumiu-se um modelo de odds proporcional nos tempos e 
especificaram-se os parâmetros pnncipais do modelo como· 
8
1 
= -1.68.8~ = 0.64.-r
1 
= -0.75,-r~ = -0.50 e-r 3 ~ -0.25,ondeotratamentoAfoicodificado 
por I e o tratamento B por -I Na Tabela 7 encontram-se as esperanças marginais produzidas por 
este modelo_ Os dados foram gerados sob diferentes suposições de matrizes de correlação com 
a finalidade de investigar o desempenho dos três métodos de estimação_ As suposições de 
correlações geradas entre as visitas, para os dados, foram: "fraca" (I), "moderada" (li) e "não 
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correlacionada" (IU)_ 
Tabela 7: Proporção marginal para aJ simulações 
Tratamento 
A 
B 
F<Jm~· ;o..IILLER.otal..l·)')J 
Resposta Visita I 
2 J 
.39 .53 
_28 
.52 .20 
Resposta Visita 2 
.lO 
_2~ 
2 
_43 
3 
.47 
.2-1-
Resposta Visita 3 
.13 
.19 
2 
_47 
-, ,_
3 
'-10 
.29 
Foram selecionadas para a simulação duas amostras: uma de 35 e outra de 70 
observações por tratamento_ Foram executadas I 000 replicações em cada uma das seis simulações 
(duas amostras diferentes x três suposições de correlação), e os paràmetros foram estimados para 
cada replicação em três métodos diferentes (QNrP, EEG~IND e EEG-SAT)_ Em cada replicação, 
foram executados os mesmos testes da Tabela 6, para igualdade do efeito dos tratamentos através 
das visitas. 
As estimativas resultantes das simulações realizadas pelo método das EEG-Ii\TI 
convergiram com sucesso em todas as replicações para cada combinação do tamanho de amostra 
e para diferentes modelos de correlação. Por outro lado, para os métodos Q~1P e EEG~SAT 
foram encontrados alguns problemas de estimação quando o tamanho da amostra era pequeno e/ou 
a correlação entre visitas era um pouco forte (correlação li) Pelos dois métodos (EEG~SAT e 
QMP) os resultados não foram obtidos quando a matriz de covariància para os dois grupos de 
tratamento foi próxima da singularidade ou quando esta matriz tornou~se singular com futuras 
iterações Para QN[p este problema aconteceu em menos de 2% de todas as replicações. 
Entretanto. para a correlação chamada Il, as EEG 1-SA T convergiram em apenas 90% das 
replicações para 35 observações por tratamento e 98% das replicações para 70 observações por 
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tratamento. Problemas similares têm sido discutidos por LIPSITZ et ai. ( 1991) em suas simulações 
envolvendo dados com respostas binárias. 
Foram calculadas três medidas: a média das estimativas do efeito do tratamento; o viés 
relativo destes e a probabilidade de convergência para efeitos do tratamento com intervalo de 
confiança de 95% Na probabilidade de convergência, observaram-se tendências importantes na 
amostra de 3 5 obser..tações por tratamento e em todas as categorias de correlação. Os vícios 
relativos dos QMP foram geralmente maiores que os observados para os outros dois métodos de 
estimação. As probabilidades de convergências dos QMP e EEG-SAT foram relativamente fracas 
em comparação às obtidas pelo método EEG-IND. Para a amostra de 70 observações por 
tratamento. os três métodos apresentaram similaridade, exceto para o viés positivo associado com 
os Qi\1P 
Na Tahe/a 8 é apresentado o percentual de vezes que cada um desses métodos rejeitou 
a hipótese de igualdade do efeito dos tratamentos nas visitas, com dois graus de liberdade. Duas 
tendências foram observadas na tabela abaixo: i) houve um aumento do poder do teste com o 
aumento do tamanho da amostra e il) um aumento do poder do teste com o aumento da magnitude 
da correlação entre as medidas repetidas. Também foi observado que os testes de Wa!d calculados 
sob a suposição que L; ~L s têm um maior poder dentre os testes considerados. 
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Tabela 8: Percentagem de vezes que as hipóteses de igualdade dos efeitos dos tratamentos foi rejeitada 
Técnica de Estatística 
Suposição 35 obs. por tratamento 70 obs. por tratamento 
d' 
Estimação do teste' 
Variância 
Não Corr. Corr. I Corr. fi Não Corr. Corr. I Corr. li 
WLS Wald L;~L 26 9 41.4 50.3 48.3 60.3 78.4 
GEE!-!ND G-Wald 1.,. r 
_, '"-·' 26.4 35 o 41.8 47.9 59.0 73 8 
G-Scorc l ~ \" 
_, '-' 19.1 22 7 25.8 37.7 44 8 5:2.8 
GEE!-SAT G-Wa!J •~r 
-· _, 31 5 43.2 52.4 51 o 61.2 786 
G-Wald '=' 30.8 38 4 44.5 50.2 59 9 76 9 ~· '-' 
W-Wa!Jb [ir L 30.3 37.1 43.8 504 59 7 74 7 
G-Score . ' ~'" 17 9 24.3 35.2 38 7 49 l 69 l ~· ~· 
G-Score 
'"'' '-' ;_,, 17.2 19 9 30 9 37.4 43 9 67.7 
W-Score" '=' 15 6 171 28 8 )71 41 8 65 6 ~· ~· 
Fom~:.\J!L.lERot~l .. \993 
• O indic~ ~statisti~a g~n~r~lizada: \\"indica ~st..ltisti~" <.k "tr.1balho" (RO-r..:!TZKY & JEWEL. 1990) 
"Obtida.< usando ~orr"~iks d~ \' ~ 2' un.l~m d~ RO"D;!TZKY &. JEWEll ( 1990) 
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3.1. Programas Computacionais 
Por ser uma técnica de estimação bastante recente, as EEG não possuíam até 1996 um 
programa computacional finalizado e comercializado. Alguns programas foram desenvolvidos 
particularmente por pesquisadores envolvidos com a teoria das EEG. Estes programas, ainda em 
fase de acabamento ou expansão, estão disponíveis a partir de contatos com seus autores e tem 
sido usados em artigos recém-publicados sobre o assunto Dos cinco programas ex1stentes, dois 
deles foram utilizados para analisar os dados apresentados a seguir. Os outros tres programas 
foram estudados sem que os conjuntos de dados fossem analisados por eles e estão descritos na 
seção 3.1 3 Para a análise dos dados deste trabalho foram utilizados os programas RLVlGEE 
Capítulo 3 -Aplicações Práticas 
(Repeated Measures using Generalized Estimating Equations), de Davis, e o programa em SAS, 
elaborado por Karim e Zeger (la versão, 1988 e a versão 2.03, 1993). 
3.1.1. RMGEE- Descrições Gerais 
O programa elaborado por DA VIS ( 1993) em linguagem Fortran 77 é aplicável para análise 
de dados de medidas repetidas com respostas categorizadas e continuas usando as EEG_ Este 
programa pode ser utilizado quando as medidas são obtidas em vários tempos para cada indivíduo 
e também quando a unidade amostrai básica é um grupo ou conglomerado de individuas com a 
resposta de interesse obtida em cada individuo dentro do conglomerado. Os resultados produzidos 
pelo Rl\1GEE incluem os coeficientes da regressão, as estimativas de suas variàncias e 
covariâncms_ É um programa construido em linguagem Fortran 77 e pode ser usado sem 
modificações em diversos microcomputadores, estações de trabalho e computadores de grande 
porte 
O Rl'\1GEE consiste de um programa principal de 21 subprogramas Primeiramente, tres 
sub-rotinas são chamadas para determinar o tipo de entrada e saída desejada dos dados, ler as 
opções de análise e checar os erros de inconsistências nos parâmetros de entrada_ As opções de 
análises são gravadas para serem exibidas na tela ou em um arquivo de saída determinado. 
O programa principaL então, chama cinco sub-rotinas para executar os procedimentos 
computacionais requeridos_ Primeiro, estimativas iniciais dos parâmetros são calculadas usando 
quadrados mínimos ordinais (ignorando a dependencia entre as observações repetidas). Logo 
após, vem o procedimento para estimar a matriz de correlação de trabalho, seguido da atualização 
dos vetores de parâmetros estimados, que é executada até a convergencia ser obtida Finalmente, 
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o estimador robusto da matriz de covariância do vetor de parâmetros estimados é calculado_ Em 
cada uma dessas cinco sub-rotinas, os dados são lidos e as matrizes necessárias são acumuladas. 
Se solicitada, a hipótese relativa a um conjunto de parâmetros é então testada. Os subprogramas 
restantes manipulam operações de várias matrizes (inversão, multiplicação de duas matrizes, 
manipulação de vetores e matrizes, etc.) e calculam as probabilidades do qui·quadrado para o teste 
de Wald dos subconjuntos dos parâmetros. 
Os métodos computacionais no RMGEE são os mesmos utilizados no programa do SAS, 
criado pelo Karim e Zeger, e pela implementação C para o sistema S, criada por Carey. O 
programa doSAS será descrito na seção seguinte_ Todos os três programas apresentam resultados 
idênticos quando e escolhida a mesma função ligação, mesma função variância e a mesma matriz 
correlação de trabalho. A principal diferença e que o Rl\IIGEE não permite combinações arbitrárias 
da função ligação e da variància_ Ele pode ser utilizado em variáveis respostas com distribuição 
Normal, Poisson ou Binomial, e as opções para a matriz correlação de trabalho podem ser: 
independente, permutável e não estruturada. A implementação C permite a ligação probito. Os 
outros dois programas também implementam matrizes de trabalho, além da identidade como a 
permutável (exchangeable) e a não estruturada. 
3.1.1.1. Estrutura do Arquivo de Dados 
O arquivo de entrada dos dados pode estar na forma texto·padrão em ASCII com números 
no formato de processador de texto. Este arquivo deve conter uma linha para cada medida no 
tempo por individuo avaliado, isto é, se os dados no tempo t são obtidos para cada um dos n 
indivíduos, o arquivo de entrada terá que conter n t linhas. O programa aceita no máximo 5 000 
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indivíduos e 30 medidas repetidas por indivíduo; logo, o arquivo de dados pode conter no máximo 
150.000 linhas. A estrutura do arquivo de entrada é mostrada na Tabela 1 abaixo O número das 
observações pode variar de indivíduo para indivíduo. 
Tabela I. Estrutura do arquivo de entrada dos dados 
Número da linha 
fQnt<!: D.-\\lS. 199-+ 
2 
k 
k+l 2 
VariáYeis 
Dado da 1"' obs. do mJiy 
Dado da 2"' obs. do indi\· 
Última obs. do indi\·. I 
Dado da [·' obs. do indi\· 2 
O programa oferece um pequeno manual mostrando algumas diretrizes dos procedimentos 
necessários para utilizá-lo, e também mostra alguns exemplos com seus arquivos de saída. 
3.1.2. GEE: A Macro doSAS 
Este programa foi elaborado por Karim e Zeger em 1988 ( 13 versão). E uma macro do 
SAS para analisar dados longitudinais através das EEG, modelando estes dados para uma classe 
geral de variáveis respostas e incluindo respostas Gaussianas, Poisson, Binária e Gama O 
programa usa um procedimento iterativo para estimar os coeficientes de regressã:o, tratando a 
correlação entre as observações, no mesmo indivíduo, como uma perturbação. O arquivo de saída 
do GEE inclui coeficientes de regressão, estimativa robusta da variância e a estatística = São 
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fornecidas também opções de tipos de funções de ligação, tais como identidade, logarítmica, !agito 
e recíproca. 
Para aumentar a eficiência das estimativas, o usuário pode especificar a estrutura da matriz 
correlação de trabalho. Esta matriz se refere à correlação entre as observações dentro do 
conglomerado. As opções oferecidas são- a matriz de correlação identidade, estacionária m-
dependente, não estacionária m-dependente, permutáve!, modelo auto-regressivo de ordem I (AR-
I) e não especificada. 
3.1.2.1. Estrutura do Arquivo de Dados 
Os dados de entrada devem estar num arquivo do SAS contendo a variável resposta e 
covariáveis_ Todas as informações correspondendo à variável resposta devem constituir um único 
registro no conjunto de dados_ Registros correspondentes ao conglomerado devem ser colocados 
juntos_ Se é desejado que o modelo tenha intercepto, então o conjunto de dados deve conter uma 
coluna com a covariável de valor 1 ou ser especificado no programa. 
Esta versão 1 do GEE não pode trabalhar com intervalos de tempo diferentes, a menos que 
se assumam erros independentes ou correlação permutável. Esta macro não processa observações 
com dados faltantes_ Se existirem alguns valores faltantes, devem ser removidos do conjunto de 
observações. Note que, removendo a observação faltante, pode gerar intef'v·alos de tempo 
diferentes. Portanto, como esta macro não pode manusear conglomerados de tamanhos diferentes, 
então uma maneira de solucionar este problema seria desconsiderar todas as observações do 
indivíduo após o valor faltante ter sido encontrado ou fazer algum tipo de imputação Outra 
maneira é utilizar a estrutura de correlação independente ou permutáveL 
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A variável resposta (YV AR) pode ser categorizada ou contínua. Se alguma modificação 
da variável resposta é requerida, esta alteração deverá ser feita dentro do passo DATA antes de 
chamar a macro 
Alguns exemplos são executados e exibidos nos arquivos de saída. As versões mats 
recentes podem ser conseguidas via Internet· e oferecem os valores de p e também a razão de 
chance ("odds ratio'} e seus respectivos intervalos de confiança quando a variável resposta é 
binária_ 
3.1.3. Outros Programas 
Além desses dois programas, existem alguns outros. Um deles, Qaqish, é um programa 
para ajustar regressão de dados multivariados binários com estrutura de conglomerado O mesmo 
traz apenas a função ligação \agito. Este programa foi desenvolvido por David Lean, em 1994, 
para um projeto de Conferência Populacional pela Universidade da Carolina do Norte e é baseado 
na tese de doutorado do Dr. Bahjat Qaqish. É um programa em linguagem Fortran compilado para 
rodar em sistemas de operação Microsoft Windows em microcomputadores. 
Existe também um programa em linguagem Pascal elaborado pelo Prof B_ Qaqish ( 1989, 
1990, 1991) para as EEG estendidas (EEG2), com dados binários corre!acionados_ Este programa 
ajusta modelos de regressão em dados binários multivariados que admitem mais de uma medida 
em cada conglomerado e oferece diferentes regressões para cada medida e para a dependência 
entre e dentro das observações. Permite também escolha entre as EEG l e EEG2 A função de 
Endereço EktrôniC(l: www_:->tatlah_uni-heide!herg_dd:->tatlib/GEE/GEE ]/ 
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ligação utilizada é apenas a !agito. O programa em linguagem S é uma outra alternativa para 
análise de dados binários longitudinais e que pode ser conseguido via Internet••_ 
A próxima seção menciona vários tipos de métodos para analisar dados com medidas 
repetidas e por fim, apresenta a análise de dois conjuntos de dados reais através das EEG_ 
3.2. Exemplos Ilustrativos 
Artigos recentes com medidas repetidas, oriundos de pesquisas na área de saúde, têm 
apresentado as EEG como uma nova alternativa para analisar estes tipos de dados que, na sua 
maioria, são provenientes de amostras complexas (KEMPTHORl'IE & KOCH, 1983; ZEGER 
UANG, SELF, 1985, W ARE, LIPSITZ, SPEIZER, 1988: WEI & STRAivl. 1988: ZEGER 
LIANG, ALBERT, 1988, LEWIS, 1993, DA VIS, !994) 
Uma metodologia para dados multivariados e respostas categorizadas é baseada na 
estimação de uma medida de razão que, no caso, foi a densidade de incidência ... de doenças 
respiratórias (DR), através de modelos 1og-lineares. Este método requer suposições mínimas a 
respeito da distribuição dos dados. LAVANGE et aL (1994) apresentaram a metodologia com 
uma aplicação a dados de um estudo em crianças com DR durante o primeiro ano de vida. Uma 
questão de interesse era verificar se as crianças com exposição passiva ao cigarro tendiam a ter 
maior razão de DR, em média, que aquelas crianças não expostas, levando-se em consideração a 
idade da criança e a estação do ano_ Um modelo log-linear foi ajustado para as razões estimadas 
"'Endereço Elt:trómco: stat!ib'ltlib_stat.cmu.edu ou nt:t!ib'lXresearch_att.com 
"'o..:n.~iJade de mciJ.::m:w -+ ~ cu!culuda como a razilo dL) número de e\·entos pdo tempo em nsco d,) 
individuo contrair a Joença_ 
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com a finalidade de testar o efeito da significância das covariáveis. Para comparar técnicas e 
verificar as limitações do método da razão com respeito ao número de covariáveis, foram utilizados 
métodos de regressão logística e Poisson, ajustados via método das EEG. A regressão logística 
foi utilizada quando a variável resposta representou a probabilidade de contrair DR, e regressão 
de Poisson quando a variável resposta foi o número de vezes qua a criança apresentou DR no 
primeiro ano de vida. Aplicadas as várias estratégias e feitas as análises, observou-se que o modelo 
de regressão logística, utilizando a metodologia das EEG com matriz correlação de trabalho 
independente, obteve resultados semelhantes a técnicas de estimação da razão. 
Além de dados na área epidemiológica, as EEG tem sido aplicadas em dados de neurologia 
(ALBERT & McSHA.J'lE, 1995), análise de séries de tempo discretas (ZEGER, 1988), dados 
toxicológicos (LEFKOPOULOU, MOORE, RY.~'I. 1989), dados de doença peridontal (PACK, 
COXHEAD, McDONALD, 1990) e outros. 
ALBERT & McSHMTE (1995) utilizaram as EEG para análise de dados binários 
espacialmente correlacionados, quando existiu uma grande quantidade de observações 
correlacionadas espacialmente, em um número moderado de indivíduos. As EEG permitem tratar 
a correlação espacial como perturbação A metodologia e ilustrada com dados de neuroimagem 
coletados no Instituto Nacional de Doenças Neurológicas e Enfarto (1'.1NDS). O artigo também 
apresenta, graficamente, uma comparação das curvas estimadas pelos métodos das EEG e dos 
Ql\1P e fala da importância de utilizar uma estrutura de correlação correta para que haja redução 
no vício das estimativas. Estudos de simulações foram realizados, mostrando a importância de 
se modelar a média marginal em estruturas de correlação espacial em dados com um grande 
número de observações espacialmente correlacionadas, como é o caso de estudos encontrados na 
neuroimagem. Em se tratando de doenças infectocontagiosas, FIELDING et al. ( 1995) analisaram 
a transmissão do HIV em heterossexuais pelas EEG. 
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Além da utilização das EEG 1 para dados de saúde, as EEG2 começam a ser utilizadas em 
dados desta área. PODGOR & HELLER (1996) mediram o grau de associação de lentes opacas 
entre e dentro dos olhos dos indivíduos, utilizando as EEG de segunda ordem (EEG2). 
3.2.1. Dados Utilizados no Trabalho 
Dois conjuntos de dados do Hospital de Clínicas (HC) da Unicamp foram utilizados neste 
trabalho para ilustrar a técnica das EEG, sendo que, em um deles, são apresentadas medidas 
repetidas onde o tempo não influenciou a variável resposta e no outro, o tempo foi fator relevante 
na observação da resposta. 
Primeiro Conjunto de Dados 
Trata-se de medidas nutricionais coletadas em 55 pacientes operados no ano de 1987 no 
Hospital de Clínicas (HC) da Unicamp_ Várias medidas foram feitas por três obser-.. adores (A, B 
e C) de maneira consecutiva nos pacientes, ou seja, cada observador mediu três vezes uma mesma 
variável no indivíduo_ As medidas coletadas foram: idade em anos (IDADE), peso em gr_ (PESO), 
altura em em (AL TUR.A.), circunferência do braço em em (CB) e prega cutânea triciptal em mm 
(PCT). Estas medidas foram realizadas logo após o desjejum do paciente, para não haver alteração 
nas medições. Os pacientes não poderiam ser portadores de edemas no braço, cicatrizes ou possuir 
deficiência física_ Realizou-se a medição no braço, considerado dominante A PCT foi medida 
com um aparelho apropriado, chamado paquímetro, e obtida em milimetros; a CB com fita métrica 
tradicional e obtida em em; o PESO com uma balança antropométrica e obtido em gramas; e a 
ALTURA com a mesma balança, obtida em em (WAITZBERG, 1995, BOIN et ai, 1988) A 
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partir dessas medidas, calcularam-se as seguintes variáveis de interesse: 
circunferência muscular do braço (CNIB) 
CMB ~ CB -[n PCT(mm)]; 
índice de massa corporal (Il\IIC) 
IMC ~ PESO/(AL TURi\)2 
superfície corpórea (SC) 
SC~[(PESO)'"' (ALTUJV\) o.m 71 84]/10 000 
A título de ilustração, no Quadro 1 segue a estrutura deste conjunto de dados para a 
variável IMC 
OBSERVADOR 
Paciente A B c 
medida l medida 2 medida 3 medida 1 medida2 medida3 medida 1 medida 2 medida3 
OI 33_42 33.42 33.42 34.05 34.33 34.42 32.94 32.98 33.38 
02 21.47 20.95 21.47 21.76 21.76 21.80 21.75 21.75 21.47 
03 20.95 20.95 20.95 21.13 21.13 21.13 21.10 21.10 2!.10 
04 17.89 17.68 17.89 18.21 18.21 18.21 1821 18.21 18.43 
os 33.83 33.79 33.78 31.75 32.12 32.03 33.43 33.83 33.75 
' ' ' ' 
' 
55 2- -4 15.54 25.54 26.14 16.18 26.18 26.09 26.09 26.09 
--
.. Quadro 1. Conjunto de dados de .n pacumtes do HC da Umcamp para a vanavel IMC 
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A medida usada na análise foi a média de cada observador. Assim, os conglomerados que 
inicialmente tinham tamanho nove passaram a ter tamanho três (Quadro 2)_ Os dados analisados 
apresentaram a seguinte estrutura: 
OBSERVADOR 
Paciçntç 
I T A B c 
OI 33.4.?: 34.27 33 lO 
02 2 1_~7 2!.77 2 1_66 
03 20 95 2 !.13 21.!0 
04 17.82 18 21 18.21 
05 33.80 31.97 33 67 
55 ? 5.5-+ 16.17 1609 
--
. ' Quadro 2. Medw dos observadores em-'-' pactentes do HC da Umcamp para a vartavel IJIC 
Com o objetivo de verificar possíveis diferenças nas medições em cada par de observador, foi 
definida a variável resposta (y) da seguinte forma: 
y 
1 , se houve difêrença maior que 3% nas medidas 
realizadas entre cada par de observadores 
O, se não houve diferença maior que 3% nas medidas 
realizadas entre cada par de observadores 
O modelo utilizado para este conjunto de dados foi: 
!agito (Y;i) =intercepto +b SEXO;i +c IDADE;i + d DIF2u +e DIF3;j +Eu . 
sendo Yu a resposta do i-ésimo indivíduo no j·ésimo observador descrita anteriormente; SEXO uma 
covariável independente do tempo que assume valores I, para o sexo feminino e O para o sexo 
masculino, IDADE uma covariável contínua também independente do tempo, DIF2 e DIF3 variáveis 
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indicadoras definidas da seguinte forma: 
DIF2 DIF3 
o o se a diferença ocorreu entre o 1 o e 2o observadores 
o se a diferença ocorreu entre o I o e 3o observadores 
o se a diferença ocorreu entre o 2° e 3° observadores 
e o EY a componente do erro aleatório do i-ésimo indivíduo no j-ésimo observador. 
Para cada variável estudada empregaram-se três tipos de matrizes correlação de trabalho-
independente, permutável e não estruturada, e as estimativas obtidas foram comparadas. Foram 
utilizados os programas RMGEE e a macro doSAS (versões I e 2_03)_ Os valores das estimatiYas 
e erros-padrões são mostrados nas Tabelas 2, 3 e -1· 
Tahela 2. Estimath·a e erro-padrão usando as EEG para dados do HC com três matrizes de 
correlação de trabalho distintas para a variável IMC 
Estrutura d<! Corrdação 
(\)\'ilriáYd 
lnd<!p<!ndcnt<! P<!nnutávd Não Estruturada 
Int<!recpto -1.5-'l-_52 -I 5757 -I 5-1)2 
( !.0636) ( 1.0862) ( 1 Jl262) 
Se:-; o 0.6351 0.6046 0.5466 
(0.6808) (0.6783) (0.6811) 
ldaJç -0.0186 -0.0172 -0017-+ 
(0.0245) (0.02-+8) (0.02-+2) 
Dic'··, -0_9379 -0.9359 -0.9398 
(OA60 I) (0.4593) (0.-+618) 
D1tJ , .. ) -0_3825 -0.3817 -0 3~Q5 
(O 4713) (0.4698) (0.-l-688) 
,., Dll;,r~n.;a ~ttlr~ o 1" ~ 3" ,,h,~r.-ador~s 
( .. ) Dil;,r~n~a ~ntr~ o 2" c J" oh,~n-ador~., 
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Tabela 3. Estimativa e erro-padrão usando as EEG para dados do HC com três matrizes de 
correlação de trabalho distintas para a variável se 
Covariávd 
Intercepto 
Idade 
Dif2'"! 
DitJ'""I 
(') Ditú~nl'a ~ntr~ o I"~ 3" obs~rvador~s 
('*) Diftr~no;a emr~ LJ zo ~ )" ob~~rnllor~s 
Indep~ndenk 
-1.5723 
(0.6734) 
0.7654 
(0.4927) 
o 0242 
(0.0159) 
-0.3477 
(0.2337) 
-1.8852 
(0.4596) 
Estrutura de Correlação 
Pennutávd 
-1.4976 
(0.6947) 
0.6726 
(0.4943) 
0.0232 
(0.0155) 
-0.3285 
(0.2312) 
-1.8690 
(0.4637) 
Não Estruturada 
-1.6039 
(0.6580) 
0.9008 
(0_-1.843) 
0.0235 
(0.0159) 
-0.3422 
(0.2312) 
- !.8802 
(0.--l-5801 
Tabela 4. Estimatit-·a e erro- padrão usando as EEG para dados do HC com três matrizes de 
correlação de trabalho distintas para a ~·ariável CMB 
Estrutura de Correlação 
Cm·ariávd 
Independente Pemlutá,-d NãL> btruturaJa 
Intercepto -1.6317 -1.6292 -1.64--1-4 
(0.6101) (0.6100) (Ü 6100) 
Sexo -0.0319 -0.0259 -0.0457 
(0.4590) (0.4600) (0.4550) 
ldwJe 0.0123 0.0122 0.012~ 
(00140) (0.01--l-0) (001--l-0) 
Dif2 1-1 O. 1932 0.1931 o 1032 
(0.3861) (0.J860) ((1.3860) 
DltJ'""-' 
0_09~~ 0.0988 ()_0980 
(O ..tOSO) (0.4070) (0--Wi:!O) 
(') Dit;,r~n~a .mtr~ o I"~ ]" <lbs~r\.tdor~s 
( ••) Dil;,r~n'ia ~ntrc ,, 2" ~ 3" obs~r.-ador~s 
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Observando os valores das estimativas dos parâmetros e seus erros-padrões para cada 
estrutura de correlação, verificou-se que tanto as estimativas quanto os erros não eram muito 
diferentes. Estes resultados estão de acordo com a literatura, a qual diz que, quando a correlação 
entre as observações não é muito forte, os resultados das estimativas dos coeficientes do modelo não 
são diferentes para as diferentes matrizes correlação de trabalho (QU et al., 1995). 
Examinando a Tabela 5, verificou-se que a variávelllv1C possui diferença significativa na 
variável DIF2 entre os observadores, ou seja, os dados indicaram que o I c e o 3° observadores 
tiveram diferença nas medições maior que 3%_ A Tabela 5 mostra os valores das estimativas e do 
teste de Wald. 
Tabela 5. Estimativa, estatística do teste e nível de~·critú·o para a variável IMC com diferentes matri';.es de 
correlação de trabalho 
E~trutura de Correlação 
Covanávd Independente: Pennutó.vd Não Especiticada 
e~timativa WalJ p estimativa Wa!J p estímati\·a Wa[J r 
lnt<!rcepto -I 5-1-52 2. [ !06 O.l-+63 -1.5757 2. 1042 0.1-1-69 -1.5432 22fil-+ ()_[--l-.).6 
!JaJe 0.635 I 0.8703 0.3509 0.60---1-6 0.79--l-8 0.3727 0.5466 0.6---1---Hl Q_J(i 1(1 
Sexo -0_0 186 0.576--l- 0.4-1-85 -0_0172 0_4809 0.4885 -0.017--l- 0.5170 0.-1-201 
Dif2t"l 
-0.9379 4.1555 0.04!5 -0.9359 4.1522 0.0416 -0.9398 4.1416 0.0411 
Dit3(''1 
-0_3825 0.6587 0.4!70 -0.3817 0_6601 0.4165 -0.3825 0.6657 Q_.J_ 13-1-
(') Dif~r~np ~ntr~ o I"~ 3" obs~rvadores 
(**) Dil;,r~n~a ~ntr~ o 2'" ~ J" obs~rv~dor~s 
Para a variável SC, observ·ou-se que a DIF3 foi significativa, ou seja, e_xiste evidencia de 
diferença maior que 3% nas medições entre os 2° e 3° observadores. A Tabela 6 apresenta estes 
valores. 
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Tabela 6. Estimativa, estatística do teste e valor de p para a variável SC com diferentes matrizes de 
correlação de trabalho 
Estrutura de Correlação 
Covariávd Independente Permutável Não S.--peciiicada 
estimati\·a Wa1d p estimativa Wald p estimativa Wa!d p 
Intercepto -!.5723 5 ~516 0_0!96 -U976 4.6470 0.0311 -1.6039 5.941-1- 0.0149 
Idade 0.7654 2.4131 o 1203 0.6726 l.R5 I 5 0.1736 0.9008 3.-l-596 0.075:?: 
Se :o.;: o lHl242 2.3165 O. 1288 0.0232 2.2-1-0-1- 0.1341 0.0235 .2.1845 0.1606 
Dif2r"l 
-0.3477 2.13% O. 1368 -0.3285 2.0!86 0.155--1- -0.3--1-22 2.1907 0.1375 
DiJ:J'""l -1.8852 16.8.2-1- 0.0002 -1.8690 16 . .2-1-6 0.0001 -1.8802 16.853 0.0000 
(~) Dif~ron~a ~ntr~ o 1" e 2" obs~rvudor~s 
('*)Dtt:Or~nçu ~ntr~ o 2" ~ 3o ob<~r.·ldor~s 
Para a variável Gv[B, observou-se que nenhuma das covariáveis estudadas mostrou influência 
significativa na variável resposta_ A Tahe!a 7 apresenta estes valores_ 
Tabela 7. Estimativa, estatística do teste e nivel descrith•o para a ~·ariável CMB com diferentes matrizes de 
correlação de trabalho 
Estrutura de Con-dação 
Con1riUw1 Independente Permutá\·d Não Espt!CiJ:icada 
t:stimativa Wakl p estimatiYa Wa1d p estimati\ca Wa1d p 
lnt<::rcepto -1.6317 7.1551 0.0075 -I .6202 7.1332 0.0076 -1.6--1-37 7.2609 0.0070 
ldtJJt: -0_0319 0.00-1-8 0.9--1-46 -0 0257 0.0032 0.9550 -0.0-l-57 0.0101 0_9199 
:-5..::-.;:ll lHll23 0.7X-l.5 0.3790 0.0122 0.7593 0.3851 0.0!:?:8 0.8359 0.3561 
Dif2 ("J 0_1932 0 . .2505 0.61()9 O. 1931 0.2503 0.6!70 O. 1932 0.2505 0.6170 
DitJ (--, (Hl9NB ()_(1--l-!7 0.808--1- 0.0088 0.0597 (}808--1- 0.0989 0.0588 0.808--1-
1'1 > Dikr~n<;:t ~mr~ o l ., " J" obs~f\Jdor~" 
('•) ~ Dil~r~n.;:~. ~nlr~ o 2" ~ 3" ob,~n·ctdore~ 
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As Tabelas 2, 3 e .f anteriores mostram estimativas e erros-padrões com valores 
semelhantes nos diferentes tipos de matrizes de correlação de trabalho. As diferenças nas medições 
entre os observadores mostram-se mais evidentes nas variáveis índice de massa corporal e superficie 
corpórea_ A diferença foi significativa entre os 1° e 3° observadores para a variável índice de massa 
corporal, diferença esta maior que 3% entre uma medida e outra_ Para a variável superfície corpórea, 
a diferença nas medições foi significativa entre os 2° e 3° observadores. Como de acordo com a 
literatura médica, diferenças nas medições ao nível de 5% já são consideradas despresiveis, foram 
realizadas análises também considerando diferenças entre as medições a esse nível. Observou-se que 
nenhuma variável apresentou significância estatística entre as medidas dos observadores. Portando, 
fazendo uma análise geral do ponto de vista médico, observou-se que os erros de medições entre os 
observadores nas três variáveis estudadas foi bem pequeno, isto é, apesar de ter havido duas 
estatísticas significativas, as diferenças entre as medições foram maiores que 3% e menores que 5%_ 
Como estas diferenças são consideradas não relevantes segundo critérios de medidas nutricionais, 
concluiu-se portanto, que os observadores dessas enfermarias do HC têm coletado as medidas 
nutricionais sem maiores discrepàncias. 
Segundo Conjunto de Dados 
Pacientes portadores de esquistossomose e alteração da pressão sangUínea na veia que drena 
o sangue do mtestino para o figado (veia porta) possuem varizes no esôfago e/ou estômago, que os 
levam, em muitos casos, à hemorragia digestiva_ Para eliminar estas varizes, usa-se um procedimento 
cirúrgico de desvascularização. Um grupo de 36 pacientes portadores dessas varizes foram operados 
na Disciplina de Moléstias do Aparelho Digestivo do Departamento de Cirurgia da Faculdade de 
Ciências Médicas da Unicamp, no período de janeiro de 1982 a fevereiro de 1989 (BOIN, 1991) 
Todos os pacientes se encontravam em estado avançado da doença apresentando aumento no 
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tamanho do baço, figado fibrótico e barriga d'água. Relataram, ainda, pelo menos um episódio de 
hemorragia digestiva caracterizada por vômito de sangue e/ou, por defecação de sangue, com 
necessidade de reposição sangüínea_ Esta foi criteriosa, sendo o volume médio de 800ml de 
concentração de hemácias e 800ml de plasma fresco. 
Os doentes foram submetidos aos mesmos cuidados pós-operatórios imediatos e receberam 
alta hospitalar em média no décimo dia de pós-operatório, retornando ao ambulatório para controle 
imediato no intervalo de sete a dez dias da alta hospitalar. Todos os pacientes foram orientados a 
retornar para revisão cirúrgica e controle de exames laboratoriais e endoscopias a partir do 30" dia 
pós-operatório e pelo menos a cada seis meses, durante os dois primeiros anos após a cirurgia. 
Com a finalidade de avaliar a eficácia da cirurgia ao longo do tempo, foram coletadas 
amostras de sangue e avaliado os aspectos endoscópicos das varizes esofágicas nos indivíduos 
operados após um mês, seis meses e 12 meses ou mais da cirurgia. As variáveis foram 
HEMOGLOBINA em g%; dosagens séricas de alanina aminotransferase [AL T (lH/1)], SEXO, 
IDADE (em anos); bilirrubinas totais em mg% (BT); tamanho das varizes esofágicas (TA.J\-'1A:Nt10), 
presença ou ausência de "barriga d'água" (ascite) e confusão mental (encefalopatia), atividade de 
protrombina que mede a coagulação do sangue (AP) e de acordo com os parâmetros clínicos e 
laboratoriais utilizou-se a classificação de Child (CHILD). 
A variável resposta foi denotada como o sangramento ocorrido após a cirurgia, chamada de 
recidiva hemorrágica (RH)_ 
Portanto 
RH { 
I, 
O, se não houve sangramento pós -cirurgia 
se houve .5angramento pós -cirurgia 
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Dos 36 pacientes tratados, seis não foram considerados na análise, por não ter sido possive! 
coletar todos os dados sobre eles A estrutura dos dados pode ser vista no Quadro 3 a seguir. 
h.:nmglobina ALT{ul) AP (" .. ) BT Tamanho [I] Child [.2] s~xo 
[J[ [dad~ 1m 6m 12m 1m 6m '=12m 1m 6m '12m 1m 6m :-12m 1m 6m e> I 2m 1m 6m •12m 
11 10 11 7 7 7 86 82 86 11 LI LI 1 1 o o o o 1 H 
9.5 9_:i 10_5 lZ lJ lZ 54 70 90 o.s 0.8 0.6 1 o 1 1 1 o o 29 
9.5 10 10.-t 15 H 15 9J 90 
'" 
1.0 LO o_s 1 o 1 o o o o 39 
9.9 11 
" 
11 
" " 
911 100 !00 -1.0 9.2 2.8 1 11 11 1 1 o 11 19 
10_7 10.5 10 11 1) 14 70 36 86 0.7 0.2 0.2 o o o 1 1 1 o 38 
Quadro 3. Estrutura dos dados para os 30 pactentes portadores de vartzes esofagtcas no HC da l/ntcamp 
[ l] valor 1 ~~ [\~O h<>u~·~ r~du~~o no tamarihu da 1·ariz ~O caso .:omririo. 
(2] va!"r l s~ a ~t.~'"iti~ação ti>r B (soma ~ntr~ <~!~" tl<)\'~ pomo.<)~ O·'" a da«iti.:al':io !O r.-\ (soma ~ntr~ cinco~ s"is pontos). 
[3 j valor l s~ o individllo;; du '"'..:0 f.:minino" O caso contrário. 
Diante do número relativamente elevado de variáveis em relação ao número de pacientes 
observados, inicialmente foram realizadas análises univariadas para uma melhor compreensão do 
comportamento destas covariáveis em relação à variável resposta. A partir destas análises foi 
proposto o modelo multivariado descrito abaixo· 
!agito (RH") =intercepto+ a HEMOGLOBINA!/+ b T.>\MANHOu + E,1 , (Modelo A) 
onde RHY é a resposta do i-ésimo indivíduo no j-ésimo tempo; HEMOGLOBINA uma covariável 
contínua; TAMANHO uma covariável categorizada assumindo valor 1 quando a variz não foi 
reduzida e O caso contrário e EY a componente do erro aleatório do i-ésimo indi, .. ~duo no j-ésimo 
tempo. 
Para cada variável estudada foram utilizados quatro tipos de matrizes de correlação de 
trabalho· independente, permutável, modelo AR~l e a não estruturada e comparados os resultados 
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das estimativas para essas matrizes. Os valores das estimativas e erros-padrões são mostrados na 
Tabela 8 
Tabela 8. Estimativa e erro-padrão para os dados de varizes nas diferentes matrizes correlação de trabalho 
para o modelo log (RHq) =intercepto+ a HEMOGLOBINA;i +h TAMANHO;i + Eq 
E:>trutura de Corrdação 
Covariávd 
lnd.::p.::nJc::ntc Pennutávd AR-I Não E,;pcciJ:icada 
Intercepto -1.8538 -2.7467 -2.0537 -2.7770 
(2.2950) (2.0-1-30) (2.1890) (2.0530) 
Hemoglobina -0.!702 -0.1229 -0.1637 -0 1170 
(0.1993) (0.158~) (0.18~0) (0.1655) 
Tamanho 
1.6593 2.2093 1.8208 2.3227 
(i .1070) ( 1.3553) (1.1550) (i 1928) 
Os resultados evidenciaram uma certa influência da variável TA.J.\tfA}.;'"HQ na recidiva de 
hemorragia pós-cirurgia, o que não aconteceu para a variável HEMOGLOBINA. Diferentemente dos 
resultados no primeiro exemplo, as estimativas e erros-padrões variaram para as diferentes matrizes 
de correlação de trabalho. As estimativas e os resultados dos testes estatisticos são mostrados na 
Tabela 9. 
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Tabela 9. Estimativa, estatística do teste e nível descritivo do segundo conjunto de dados com diferentes 
matrizes correlação de trabalho para o modelo log (RHij) ==intercepto+ a HEMOGLOBINAij + 
b TAMANHOij +erro;i 
Estrutura d~ Corrdaçào 
Covariávd !ndep~n<knte P<:mmtávd AR-i :'-:ão Esl"'cificad~" 
Estimati\·a Wald p ES!imativa Wald p Estimativa Wald p Estim.ui'"- Kald p 
lnter~~pto -!.8538 0.6561 0.--+197 ·2.7--167 1.7956 0.1788 -2.0537 0_8836 o 3-170 -1.7770 LS125 0.1587 
H~m<Jg!clbtna .Q_\70-1 0_7293 0.392-l- -0.1129 0.6020 0.--1--100 -0.16.17 0.7916 O.J7-15 .(}, 1170 o -1997 0..1-500 
Tamanho 1.6593 2.2-167 0.1339 2.2093 2.6569 ()_\031 unos 2.-1850 O. 11--17 2.3227 3.7919 I) 05--1 
As diferenças obtidas nas estimativas e erros-pardões, para cada tipo de matriz de correlação 
de trabalho devem-se ao fato de haver, possivelmente, uma considerável estrutura de correlação emre 
as medidas repetidas. Provavelmente, o fator tempo, não incluído nesta amilise por não terem sido 
levantados os tempos reais de retorno dos pacientes, está influindo nesse resultado. Observ·a-se 
também que a matriz de correlação identidade possui erros-padrões maiores na sua maioria, o que 
reforça o argumento de uma correlação considerável entre as medidas repetidas. Assim, será utilizada 
para as análises subseqüentes apenas a matriz de correlação Não Especificada por ser ela a que 
descreve melhor a estrutura de correlação para estes dados. 
É observada, portanto, a influência da variável T M1ANHO na recidiva de hemorragia pós-
cirurgia ( W= 3 7919) O valor estimado ~ 2 = 2.3227 indica que a medida que o tempo passa e o 
tamanho da variz não se reduz. há uma chance maior do individuo apresentar hemorragia digestiva. 
Avaliando a razão de chance (()(Jd\· ratio= OR). observou-se um OR=l0_2l com intervalo de 
confiança de [ !_6207. 129_7681}. Assim, o indivíduo tem dez vezes mais chances de ter hemorragia 
digestiva quando o tamanho da variz não é reduzido_ 
Como a variável HEMOGLOBINA nào foi significativa no modelo anterior, e segundo a 
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literatura médica a maior influência no sangramento pós-cirurgia é devido ao tamanho das varizes, 
foi construído o seguinte modelo com a finalidade exploratória: 
!agito (RH1 ) =intercepto+ a TAMANHO !f+ Eij (Modelo B) 
Os valores dos testes estatísticos e das estimativas são mostrados na Tabela 10 para diferentes 
matrizes de correlação de trabalho. 
Tabela 10. Estimativa, estatística do teste e nível descritivo do segundo conjunto de dados com diferentes 
matrizes correlação de trabalho para o modelo log (RHii) =intercepto+ a T.4J.l1ANHOji + Eii 
Estrutura d.: Con-da~àú 
CúV:!!ÍÚw] ln<:kp~nd.mt~ hnnuti,-d AR·l :\àú Especificada 
~stimati,·a \\',lld r ~~timati,-:~. W:~.ld p estimati\·a Wo!ld p ~stimoltiq_ Wa]J p 
!nt~n;~pto -3.7136 lJ. 1769 0.0001 ·4.!042 9.4655 0,0011 .J_83J7 12.7442 0.0003 -4.0913 10.4297 ll.0003 
T.:cmJn.ho !.7677 2 5414 U.I12S 2.3167 2.S541 0Jl9!6 1.9160 2_7S06 0_[1)~1 2.41SS 3 8620 0.0499 
Examinando-se o valor da estatística Wald (W= 3 8620) nota-se que realmente a variável 
TAMANHO tem influência na variável resposta. A razão de chance é OR= 11.46 e intervalo de 
confiança de [ 1 O. 12 ; 149_08], indicando que a não redução no tamanho da variz aumenta a chance 
em ll vezes do indivíduo ter hemorragia digestiva. 
Percebe-se, neste exemplo, que as estimativas e o teste de Wald apontam resultados diferentes 
para cada estrutura de correlação_ Estas diferenças devem-se a existência de uma considerável 
estrutura de correlação entre as medidas repetidas. Comparando-se as estimativas e erros-padrões 
para os dois modelos (modelo A e B), nota~se que houve uma redução nos erros das estimativas para 
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o intercepto, enquanto que para a variável TAMANHO quase não houve alteração. A Tabela 11 
mostra estes valores_ 
Tabela 11. Estimatü•a e erro-padrão para os dados de t.'arizes nas diferentes matrizes de correlação de 
trabalho para os modelos A e B 
Estrutura de Correlação 
CovariU\"e\ 
lndep(A) lnd.::p(B) Pemmt(A) Pemut(B) AR-l(A) AR-l(B) Não Esp(A) Não E.sp(B) 
-I .853S -3_7!36 -2.7467 -4.\042 -2_0537 -3.8377 -2.7770 --t0918 
Inten::epto 
(2 2950) ( 1.0220) (2.0430) (I .3340) (2.1890) (1.0750) (2.0530) (1.2670) 
1 6593 1.7677 2.2093 2.3168 1.8208 1 9160 1 ~,,-__ ..) __ , 2.4388 
Tamanho 
(l.l070) (1.1080) (!.3553) (1.3713) (1 1550) ( \.149) (1 \928) (1_24!0) 
{.--\) ).[.,ddo .-lo. 
{8) )..[oddo 8 
Face aos resultados obtidos e as análises realizadas neste exemplo, concluiu-se que a variável 
TA\-1ANHO influencia a resposta. Outro fator que, provavelmente, deveria ser incluído no modelo 
é o TEMPO, logo, é importante que seja feito o levantamento cuidadoso dos dados referentes ao 
tempo de retorno de cada paciente operado. 
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3.2.2. Comentários Finais 
O método das EEG vem ganhando bastante espaço nas pesquisas científicas, para análise de 
dados com medidas repetidas, por ser uma técnica que tem um procedimento numérico relativamente 
simple e amplo, e por possuir estimativas consistentes mesmo quando se utiliza uma estrutura 
incorreta para a matriz de correlação. Por outro lado, apresenta algumas desvantagens pois a 
especificação do modelo é incompleta e as estimativas são ineficientes ao se utilizar uma estrutura de 
correlação incorreta (LIANG et ai.. 1992; FITZMAURJCE et ai., 1993) 
As EEG ainda possuem várias limitações principalmente na parte computacional, por se tratar 
de uma metodologia recente_ Os pacotes existentes possuem poucas opções para as funções de 
ligação e sobretudo para as estruturas de correlação, dificultando as análises de dados mais 
complexos. Outro problema encontrado é a existência de dados faltantes ou conglomerados não 
balanceados no conjunto de dados. Este problema é tratado em alguns pacotes quando os dados 
faltantes são completamente aleatórios. Já a teoria chama bastante a atenção para estes casos, pois 
bancos de dados com tais problemas podem apresentar estimadores viciados em experimentos não 
balanceados (FIR TH, 1992) 
Há um grande espaço para novas pesqmsas com esta metodologia quando se trata de 
conglomerados não balanceados, dados faltantes e nos casos de amostras pequenas_ 
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APENDICES 
APÊNDICE A 
Funções de Estimação 
1. A Função Escore 
Considere y = (y;, .. ,y;{ um vetor de observações da realização do vetor aleatório 
Y = ( Y 1 , Y 2 , .. , Y J , independentemente distribuídas com média !l = ( 11, , ... , J1 ;;r_ Seja um l'v'lodelo 
Linear Generalizado (\tfLG) no qual Yi tem a densidade na família exponencial dada por. 
n (y;S,,<j> 1) • exp {4>,[_v9,-a(S,).c(y,<J>,)]) (I) 
onde b e c são funções conhecidas e <-Pi > O, 1 = 1, ... , k , chamado parâmetro de escala, 
supostamente conhecido para cada observação. 
Agora, seja: 
(2) 
a estrutura linear de um modelo de regressão onde 1) - ( 11,, .. , 11 t:f, p = CP 1, .. , p P)r e X é uma 
matriz kxp (p k) conhecida e de posto p. A função linear 'fl dos paràmetros desconhecidos 
chama-se preditor linear. 
Num i\lfLG a média 11 de uma observação é dada por uma função conhecida de 11, 
monótona e duplamente diferenciável. 
~ ·h"1 (~), ;.),2,.,k 
' 
(3) 
AI 
sendo h uma junção de ligação. 
Portanto, para um modelo satisfazendo ( l ), {2) e (3), define-se a função escore como 
(4) 
onde L CP) é a função de verossimilhança do modelo. 
COX & HINKLEY (1979) por exemplo, demostraram que, sob as condições de 
regularidade, esta função escore tem valor esperado zero e estrutura de covariância igual à matriz 
de informação de Fisher. Assim, E{U(P ) } ~O e . 
Cov {U(p)) o E{U(p)U(p)') o E{-a'U(p)} o V 
a P' a p 
(5) 
Por uma versão do teorema central do lirrúte, a distribuição assintótica de C( P) é normal 
p-dimensional, isto é, Np(O, V). Para grandes amostras, a estatística escore definida por 
E = U( p )' V"1 U ( p) tem, aproximadamente distribuição x~. supondo o modelo com os 
paràmetros p especificados verdadeiros (CORDEIRO, !986; DOBSON. !990). 
2. A Função de Quase Verossimilhança 
Sejam Y ; (Y I' .. , Y.~:l variáveis aleatórias com média E (Y) - f1 e matriz de covariância 
Cov (Y) • q,-t V(fl), onde V(fl) é semi-definida positiva cujos elementos são funções conhecidas 
de 11 , e ~ é uma constante de proporcionalidade ou parâmetro de escala. 
Em geral, Jl é uma função ligação conhecida h -t de um conjunto de paràmetros 
p ( p 1, ... , 11,/ desconhecidos Usualmente, esta função tem um componente linear envolvendo 
A2 
uma matriz X de ordem k x p, ~ h-1(XP). Sejam y (y 1 , ••• ,_v,;l as respostas 
observadas. 
Para a variável aleatória Yi define-se o logaritmo da função de quase verossimilhança 
I (" ;y) pela relação 
' ' 
Y, - ~; 
(6) 
onde V ar (Y,) ~ 4> -I V (Jl,) . Para as k observações, o logaritmo da função de quase verossimilhança, 
l(Jli'Y,) é definido pelo sistema de equações diferenciais parciais 
V(!J.;Y (.v,.-!J.), ou similarmente 
,, 
' y,- Jl; 
dJl; + fimçãa de Y, 
(7) 
f 
onde V( Jlf é uma inversa generalizada de V( Jl). A expressão (6) é uma extensão da definição 
do 'NEDDERBUR.t'f (1974). 
Integrando (I) com respeito à (CORDEIRO, 1986), vem 
l(.,;y,) "y,e,- a(0,) • c(y,;0),onde 
(8) 
Portanto, a densidade de Y,. pode ser escrita na forma da família exponencial de 
distribuição com um parâmetro_ Logo, admitir que as observações têm distribuição na família 
exponencial com um parâmetro equivale a supor uma relação variància-média para os dados 
(CORDEIRO, 1986) 
Al 
Pode ser dificil decidir qual deve ser a distribuição populacional, mas a forma da relação 
variància-média é muito mais fácil de ser postulada. Isto é o que torna a quase verossimilhança 
de muita utilidade. 
2.1. Propriedades da Função de Quase Verossimilhança 
O logaritmo da função de quase verossimilhança tem propriedades similares ao log da 
função de verossimilhança. 
Teorema 1: Sejam y e l definidos como em (6), supondo-se que !l é e.'i:pressa como 
função dos parâmetros p 1 , .. , p P. Então l tem as seguintes propriedades: 
.. l [ az l 11 E -,- ~ D 
aP; 
... l ( az ) ' 111 E -
a" [ 
a'z] 1 
-E a"' ~ V(") 
iv) E [ _az___az__l ~-E [ a'z l ~ _1 __ a~. a~ 
a~, a~, a~,a~, vc~l a~, a~, 
A função de quase verossimilhança é uma boa função de estimação porque ela satisfaz 
às propriedades da função escore (McCULLAGH, 1983)_ Uma outra propriedade importante, para 
o logarítimo da quase verossimilhança l ( ll,.;_v,) e da verossimilhança L ( !11 ;y1) é apresentada no 
coroláno abaixo 
Corolário Se a distribuição de y é especificada em termos de !J-, de maneira que o log 
A4 
da verossimilhança L seja definido, então· 
( a'L) s:: -E a~2 (9) 
sendo uma conseqüência imediata da desigualdade de Cramer-Rao_ A expressão (9) torna-se uma 
igualdade quando L é o log da função de verossimilhança_ O lado esquerdo de (9) é uma medida 
da informação quando se conhece apenas a relação variância-média dos dados, enquanto o lado 
direito é a informação obtida pelo conhecimento da distribuição dos dados. Para a prova do 
Teorema l e o Corolário, ver WEDDERB URN ( 1974). 
As propriedades das funções de quase verossimilhança são muito semelhantes às da 
máxima verossimilhança, exceto para o parâmetro de perturbação, q,, quando é desconhecido, é 
tratado separadamente de p e não é estimado pelo método dos QNCP. 
3. Função de Estimação 
Uma função de estimação é, de uma maneira Simplificada, uma função dos dados e dos 
parâmetros de interesse. Em termos práticos, elas são construídas de modo que suas raízes, 
quando existem, sejam estimativas dos parâmetros envolvidos_ Em geral, deseja-se a construção 
de estimadores consistentes e com distribuição assintótica conhecida_ Um ponto importante no 
estudo dessas funções é o estabelecimento de condições que garantam que os estimadores obtidos 
possuam boas propriedades (ARTES, 1997)_ Condições estas dadas pelas seguintes definições-
Definição 1: Seja a existência de uma amostra de k vetores aleatórios independentes 
y 1 ; (y11 ,y1~, .. ,_v,,./, i = l , 2, ... , k. A cada unidade amostrai i associa-se uma função de 
estimação lf 1 e define-se o conceito de função de estimação para a amostra através de 
AS 
' 
'l',(y;B) o L 1Jr,(y,;8). (I O) 
i· I 
Definição 2: Uma função 'l'(y;B) o {ljr 1(y;8),1jr 1{y;8), ... ,w,(y;8))r, 
lf : Xx a - RP é dita regular se para todo a~ (Bl, ... ,B)T E e, 
i. a função é não viciada E6 { lf (y; 8)} = O; 
ii. a derivada parcial a 1f (_v; 8) I 0 8, existe quase certamente para y E X ; 
iii é possível permutar o sinal de integração e diferenciação da seguinte forma: 
a a 
-f'!' (y;B)p(y;B)dv (y) o f-{'!' (y;B)p(y;B)}rv (y) 
aa aa. 
I :>: J: ' 
iv E, o {<V,(y;B)1Jr/y;8)} E R, para i,j o l, ... ,p e 
é positiva definida e 
v E - (y;B) _, (y;B) E {aw, aw } B 08, 08r R. eS'P(B) = EB{Va1f(y;8)} enãosingular,onde\'1.1 
representa o operador gradiente em relação a e 
A6 
' APENDICE B 
Matrizes de Correlação 
1. Valores das Correlações nas R.( a) 
' 
Primeiro Conjunto de Dados 
Variável: Índice de Massa Corpórea (llviC) 
Matriz Jç Corrdação 
ldçntidadc 
1.00 o o 
o 100 o 
o o 
Variável: Superficie Corporal (SC) 
Matnz de L\)rrdação 
ldçnt1dade 
100 o o 
o 
o 
100 o 
o 
Matriz Ut! Corrdação 
Pcmmtávd 
1.00 o..,_.,? o,_ 0.332 
o'"'"? ,_ 1 00 o""? 0'-
o '"'""'7 ,_ 0_332 1 00 
Matriz Jç Corrdação 
Permután::l 
1.00 0313 0313 
0.313 100 0313 
o 313 0_313 1.00 
Variável· Circunferência Média do Braço (Crvffi) 
Matriz Jç Correlação Matriz de Correlação 
!dc:nlidaJe P~:mlutávd 
1 00 o o I 00 0.228 0_228 
o 1 00 o 0.228 1 00 0.228 
o o 1 0.228 0.228 1 00 
B1 
Matnz do: Corrçbçiio 
n1o Estrutumda 
1 040 0.584 o 559 
o 592 o 934 -0 084 
0.496 -0 079 1.224 
Matnz de Corrdaçih) 
Não E~truturaJa 
1 119 0.804 0.240 
0.713 l.l35 -0.057 
o 240 -0.056 o 900 
Matriz de Corrd:Jção 
Não Estruturada 
1_083 o 252 
0230 1114 
0164 0287 
o 179 
o 317 
1 096 
Segundo Conjunto de Dados 
Modelo A: logito(Rl-Iu) =Intercepto+ a Hemoglobin~ + b Tamanho;i + E;i 
M. de Correlação M.de Correlação M. de Correlação M. de Correlação 
Identidade Permutável AR-1 Não Estruturada 
1.00 o o 1.00 -0.112-0112 1.00 -0 080 -0.006 1.00 -0.028 -0.189 
o 1.00 o -0 112 1.00 -0.112 -0.080 1 00 -0 080 -0.028 1.00 0.187 
o o -0112-0.112 1 00 o 006 -0 080 1 00 -0189 -0.187 1.00 
Modelo 7 . logito(Rlfu) =Intercepto+ b Tamanho,J + Eij 
M. de Correlação M. de Correlação l'vL de Correlação M. de Correlação 
Identidade Permutável AR-I Não Estruturada 
I 00 o o 1.00 -0116-0.116 100 -0 080 -0 006 1 00 0.024 -0 203 
o I 00 o -0.112 100 -0.116 -0 080 1 00 -0.080 o 024 I 00 -0.181 
o o -0116 -0116 1.00 o 006 -0.080 1.00 -0 203 -0. 181 1.00 
82 
2. Exemplos de Estimadores de a 
Exemplo 1: Seja a~ (a I' .. , a: "r 1l, onde a/ corr (y if' y 1J.) paraj = 1, ... , n,-1. O estimador natural 
de ai , dado P e q, é : 
• 
&i <I> L f,/u.J(k·p) (l) 
i-1 
Agora seja R.Jo:)uma matriz triagonal com RJJ·l~ '\· Isto é equivalente ao modelo l-
dependente. Como um caso especial, toma-se s~I e a/ a. (j= 1, .... n, -i). Então o a. pode ser 
estimado por : 
~ri 
& L &/(n,-1) (2) 
,., 
A extensão para o modelo m-dependente é bastante complexa. 
Exemplo 2 Seja s=J e assume-se que a./corr(_vu,Y,f)para todo j"'j' Esta é a estrutura de 
correlação permutável obtida do modelo de efeitos aleatórios com níveis aleatórios para cada 
indivíduo (LAJRD & W ARE, 1982). Dado cP, a pode ser estimado como_ 
(3) 
LIANG & ZEGER (1986) e LIPSITZ et aL (1994) trazem outros exemplos e demostrações 
para estimar as matrizes R;( a) 
B3 
APÊNDICE C 
LISTAGENS DO PROGRAMA RMGEE 
Variáveis: Hemog:lobina e Tamanho (1 =não reduziu o tamanho; O=reduziu o tamanho) 
REPEATED MEASURES A_~ALYSIS USING GENERALIZED ESTIK~TING EQUATIONS 
LIANG AND ZEGER (1986) BIOMETRIKA 73:13-22 
MISSING V~I\.LUE CODE: -1.0 
NUMBER OF VARIFBLES TO BE READ IN (EXCLUSIVE OF SUBJ~Cl ID) : 4 
INDEX OF THE RSSPONSE VARIABLE: l 
NUMBER OF COV~3IATES: 3 
INDICES OF COVARIATES: 2 3 4 
NUMBER OF COVPRIATES IN JOINT TEST OF SIGNIFIC~~~CE: O 
INTERCEPT: NO 
TYPE OF RESPONS:S VARIABLE: 3 (BINOMIAL} 
CORRELATION STRUCTURE: 1 (INDEPENDENT) 
TOTAL NUM3E~ O? SUBJECTS: 30 
TOTAL NUMBER O? OBSERVATIONS: 90 
NUM:SER OF COM?L::::TE OBSERVATIONS: 90 
MINIMUM NUNBE~ OF OBSERVATIONS PER SUBJ.t::CT: 3 
MP0CIMUM N\.fl'v!BER 02 OBSERVJ'I_TIONS PER SUBJECT: 3 
INICIAL ESTIKil_TE OF PA_QJ\METER VECTOR BETA 
.1332646 -.009756 .093809 
ESTH1ATE OF B2'I.'\ AT ITERACTION 1 
-1.4726700 -.038560 .369783 
ESTIMP.TE OF BE~A AT ITERACTION 2 
-1.7819000 -.095248 .886354 
ESTIMF.TE OF BETA AT ITERACTION 3 
-1.790566 -.150039 1.394312 
ESTH1ATE OF BET.~ AT ITERACTION 4 
-1.835700 -.168894 1.625808 
ESTI~~TE OF BETA AT ITEK~CTION 5 
-1.853710 -.170434 1.658708 
ESTH1F.TE OF BET.'\ AT ITERACTION 6 
-1.353830 -.170447 1.659266 
CI 
WORKING CORRELATION MATRIX 
1.000000 .000000 
.000000 1.000000 
.000000 .000000 
COVARIANCE ~ATRIX OF BETA 
.4414550+01 -.4125350+00 
-.4125350+00 .3971250-01 
-.1872080+00 .3433550-02 
.000000 
.000000 
1.000000 
-.1872080+00 
.3433550-02 
.1225370+01 
STA."'DARO ERRORS 
2.29500 
OF ESTI~~TED P&~~ETERS 
.199280 1.106966 
STANDARDIZED PAEL~ETERS (ESTIMATE/S.E.) 
-.80770 -.855313 1.498932 
************************************************~*******~*** 
Variáveis Hemo2:lobina e Tamanho (l=não reduziu o tamanho; O=reduziu o tamanho) 
REPEATED MEASURES ANALYSIS USING GENE:RJlLIZED ESTDL::;.TING :::QCJ,t;_TIJNS 
LIFu~G FBD ZEGER (1986) BIOMETRIKA 73:13-22 
MISSING VALUE CODE: -1.0 
NUMBER OF VA.'L{I.A..BLES TO BE READ IN (EXCLUSIVE OF SU3JECL ~J): 4 
INDEX OF THE RESPONSE VARIABLE: 1 
NUMBEK OF COVARIATES: 3 
INDICSS OF COV?RIATES: 2 3 4 
NUMBER OF COVJ'I~R.LI';.TES IN JOINT l'SST O? SIGNIFIC.A..:.\;CE: C 
INTERCE~T: NO 
TYPE OF R2SPONS2 VARLD.BLE: 3 (BINOMIAL) 
CORRELATION STRUCTURE: 2 (EXCHk~GE.~LE) 
TOTAL NUMBER OF SUBJECTS: 30 
TOTAL Nü~BER OF OBSERVATIONS: 
NUMBER OF COMPLETE OBSERVATIONS: 
MINIMUM NUMBER OF OBSERVATIONS PER 
M.1'0CIHUM NUM:BER OF OBSERVATIONS PER 
90 
90 
SUBJECT: 
SUBJECT: 
INICIAL ESTIK~TE OF PARfu~ETER VECTO~ BETA 
.133246 -.009756 .093809 
ESTIJ:vLZi.TE OF BET.Zi. 
-.377100 
ESTIMJI.TE OF BETA 
-1.175501 
.L.T ITERJ>..CTION 1 
-.118461 .064375 
AT ITERACTION 2 
-.136507 .650543 
C2 
3 
3 
ESTIMATE OF BETA AT ITERACTION 3 
-2.035631 -.135015 .583206 
ESTIMATE OF BETA AT ITERACTION 4 
-2.64925 -.125735 2.142656 
ESTIMATE OF BETA AT ITERACTION 5 
-2.753237 -.122735 2.220019 
ESTIMATE OF BETA AT ITERACTION 6 
-2.742844 -.122287 2.206249 
ESTI~~TE OF BETA 
-2.747593 
AT ITERACTION 7 
-.122287 2.210173 
ESTIMATE OF BETA 
-2.746745 
AT ITER.I:l..CTION 8 
-.122283 2.209275 
~'i/ORKING CORRELATION J'v1}\TRIX 
1.000000 -.111918 
-.111918 
-.111918 
1.000000 
-.111918 
COV~RikNCE KI4.TRIX OF BETA 
.2905910+01 -.2649530+00 
-.264953D+00 .2507750-01 
-.lll918 
-.111918 
1.COOOOC 
-.2847240+00 
.175300D-Ol. 
-.2847240+00 .:753000-01 .183696D+Ol 
STANDARD ERRORS OF ESTIK~TED PF~~~~ETSRS 
2.04300 .158359 l.355344 
STANDARDIZED PARAMETERS (ESTI~I4.TE/S.E.) 
-1.344466 -.772189 1.630048 
***************•********************************•••·-···~-~ 
Variáveis: Hemoglobina e Tamanho (l=não reduziu o tamanho; O=reduziu o tamanho) 
REPEATED MEASURES -~~F~YSIS USING GENERALIZED ESTI~14.TING ~QCATIONS 
LIANG ANO ZEGER (1986) BIOMETRIK'"'. 73:13-22 
MISSING VALUE CODE: -1. o 
NUMBER OF ~~IABLES TO BE READ IN (EXCLUSIVE Of SUBJECT ID) 4 
INDEX OF THE RESPONSE VPRIABLE: 1 
NUMBER OF COVPRIATES: 3 
INDICES OF COVP._.!{IA'I'ES: 2 3 4 
C3 
NUMBER OF COVARIATES IN JOINT TEST OF SIGNIFICANCE: O 
INTERCEPT: NO 
TYPE OF RESPONSE VARIABLE: 3 
CORRELATION STRUCTURE: 3 
TOTAL NUMBER OF SUBJECTS: 
(BINOMIAL) 
{UNSPECIFIED) 
30 
TOTAL NUMBER OF OBSERVATIONS: 90 
NUMBER OF COMPLETE OBSERVATIONS: 90 
MINIHUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
MAXINUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
INICIAL ESTIMATE OF PARAMETER VECTOR BETA 
.1332646 -.009756 .093809 
ESTIMATE OF BETA .Zi.T ITERACTION 1 
-.0702240 -.139072 .048778 
ESTIH.I\TE OF BETA AT ITERACTION 2 
-.8903560 -.150763 .614599 
ESTI~_TE OF BETA AT ITERACTION 3 
-1.786965 -.142777 1.522459 
ESTI:MJI~TE OF BETJ.l. F.T ITERACTION 4 
-2.501956 -.127779 2.143104 
ESTIHATE OF BETA AT ITERACTION 5 
-2.762335 -.119120 2.328659 
SSTIK~TE OF BETA AT ITERACTION 6 
-2.772698 -.117214 2.319918 
ESTIM..ATE OF BZLZ\ AT ITER..t'I.CTION 7 
-2.777021 -.117042 2.323029 
ESTIM~.T~ OF BETA AT ITE~À.CTION 8 
-2.776997 -.117009 2.322711 
WORKING CORREL!\.TION HATRIX 
1.000000 -.028842 
.028842 1.000000 
-.189415 -.187013 
COVARIANCE MATRIX OF BETA 
.314478D+01 -.288772D+OO 
-.288772D+OO .273745D-01 
-.177158D+00 .157543D-01 
-.189415 
.187013 
1.000000 
-.177158D+00 
.1575430-01 
.1422780+01 
STAND.li,_R.D ERRORS OF ESTH1ATED PARAJ'viETERS 
2.053000 .156452 1.192803 
C4 
STANDARDIZED PARAMETERS (ESTIMATE/S.E.) 
-1.352653 -.707206 1.947272 
***********************************************************~** 
Variáveis: Hemoglobina e Tamanho {l= reduziu o tamanho; O=não reduziu o tamanho) 
Testando a interação para Hemog x Tamanho 
REPEATED W.:..ASUR:SS ll.NALYSIS USING GENERALIZED ESTI:t-mTING EQW'...TIONS 
LIANG &~D ZEGER (1986) BIOMETRIKA 73:13-22 
MISSING VP..LUE CODE: -1. o 
NUMBER OF VARil'.BLES TO BE RE.l\D IN (EXCLUSIVE OF SUBJECT ID): 4 
INDEX OF THE RESPONSE VARil'.BLE: l 
NUMBER OE' COVARil'.TES: 3 
INDICES O~ COVll3IATES: 2 3 4 
Nill'1BER OF COV_;r._:zl:ATES IN JOINT TEST OF SIGNIFICA.t\JCE: 2 
INDICES OF COV~Zl,_>UATES IN JOINT SIGNIFICANCE TES'I': 3 4 
INTERCEPT: NO 
TYPE OF RESPOXS::: VA.."R.Ll\BLE: 3 {BINOMLZ\L) 
CORRELATION STrtUCTURE: 3 
TOTAL NUMBER O? SUBJECTS: 
(UNSPECIFIED) 
30 
TOTAL NUM3ER O~ OBSERVATIONS: 90 
NlJMBER OF COMP::-..E:TE OBSERVF.TIONS: 90 
SU3JECT: MINH1u'M NlJ!:-'fBER :J:' OBSERVAT:!:ONS PER 
~~IMUM ~U~BER OF OBSERVATIONS PER SUBJECT: 
INICIAL ESTIM..F.T::: 
.227074. 
ESTIM.A..TE OF BET~ 
-.119002 
ESTil'f.ATE OF BET.:>. 
-.275758 
ESTIMATE OF BETA 
-.264507 
ESTI~~TE OF BETA 
-.358852 
ESTI~~TE OF BET~ 
-.433675 
ESTIM..A.T2. OF BET.:>. 
-.452780 
OF ~A.Rl'u"1ETER IJECTOR BELA.. 
-.009756 -.093809 
AT ITER.ll.CTION 1 
-.139072 -.048778 
AT ITEAACTION 2 
-.150763 -.614599 
l'.T ITEAACTION 3 
-.142777 -1.522459 
l'.T ITEAACTION 4 
-.127779 -2.143104 
AT ITERACTION 5 
-.119!20 -2.328659 
AT ITEAACTION 6 
-.117214 -2.3!9918 
C5 
3 
3 
ESTIMATE OF BETA 
-.453992 
AT ITERACTION 7 
-.117042 -2.323029 
ESTIMATE OF BETA AT ITERACTION 8 
-.454286 -.117009 -2.322711 
viORKING CORRELATION MATR!X 
1.000000 .028842 
.028842 1.000000 
-.189415 -.187013 
COVARIANCE MATRIX OF BETA 
.3144780+01 -.2887720+00 
-.2887720+00 .2737450-01 
-.1771580+00 .177543D-01 
-.189415 
-.187013 
1.000000 
- .1771580+00 
.1575430-01 
.1422780+01 
STANDARD ERRORS OF ESTIM."I.TED Pfu!t.~E TERS 
:.192803 1.773353 .165452 
STANDP.RDIZSD 
-.256173 
PP._"R.l-'u'v!ETERS ( ES T :!:I'·'Lri..TE / S • E • ) 
-.707206 -1.947272 
SUBSET OF PAR~'~...::"fETERS FOR JOIN'T SIGNIFICZ'1 ..... N"CE TEST THAT --~ .. LL ."-3~ 
EQUAL TO ZERO 
-.117009 -2.322711 
COVJI..RLZl,.NCE M}\TE\IX FOR SUEs::·: OE" PP...Rl'._..l'.4ET2RS 
.2737450-01 .1575430-01 
-.4070900+00 .7073580+00 
BETF.' *SIGM.A.-IN'i!!::::I.SE*BET.Zl,.= 4. 098 DF= 2 P= . 12 9 
******************~*~***~********~********************~~~~**~~~ 
Testando interação: Hemog x Tamanho (I= reduziu o tamanho; O=não reduziu o tamanho) 
REPE]I.TED HEASURSS A./IJF..LYSIS USING GENERJ\LIZED ESTI~.ATING EQUA-LIO::.rS 
LIANG Pu~D ZEGER (1986) BIOMETRIKP. 73:13-22 
MISSING VALUE CODE: -1.0 
NUMBER CF VP· .... R.I.P-.BLES TO BE RLz;,_o IN (EXCLUSIVE OF SUBJ2C'I' IDl -o 
INDEX OF THE RESPONSE VARIP....BLE: 1 
NUMBER OF COVPu~IATES: 4 
INDICES OF COV~R.IATES: 2 3 4 5 
NUJ'víBER OF COVF.RLL.TES IN JOINT TEST OF SIGNIFICA.NCE: 2 
INDICES OF COVF.RIATES IN JOINT SIGNIFIC.~~CE TEST: 3 4 
C6 
INTERCEPT: NO 
TYPE OF RESPONS2 VJL~IABLE: 3 (BINOMI~~) 
CORRELATION STRUCTURE: 2 (EXCHANGEABLEI 
TOTAL NUMBER oF SUBJECTS: 30 
TOTAL NUMBER OF OBSERVATIONS: 90 
NUMBER OF COMPLETE OBSERVATIONS: 90 
MINIMUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
K~IMUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
INICIAL ESTIMATE OF PARAMETER VECTOR BETA 
.224984 -.009723 -.092948 .005959 
ESTIM.Il._.TE OF BETA AT ITERACTION 1 
-.443579 -.118434 .064928 .006949 
ESTIM.~TE OF BETA AT ITERACTION 2 
-.539074 -.136755 -.642173 .057074 
SSTIMA.TE OF BETJ'I~ AT ITERACTION 3 
-.469475 -.135678 -1.569167 .076391 
ESTI:tvf.AT:S OF BET.Z\ AT ITERACTION 4 
-.515134 -.126598 -2.130045 .045006 
ES'ITMATE O? BETA AT ITERACTION 5 
-.535168 -.123196 -2.213,05 .013378 
ESTI~ffiT2 OF BETA AT ITSRACTION 6 
-.538597 -.122659 -2.202418 .014131 
ESTIMJI.TE OF BETA AT ITERACTION 7 
-.539898 -.122509 -2.206330 .014389 
ESTIMATE OF BETA AT ITERACTION 8 
-.539979 -.122496 -2.205520 .014193 
ESTIMATE OF BETA AT ITERACTION 9 
-.540031 -.122490 -2.205755 .014221 
ESTIMATE OF BETA !I.T ITERACTION 10 
-.540031 -.122490 -2.205700 .014210 
WORKING CORRELATION MATRIX 
1.000000 -.111757 -.111757 
-.111757 1.000000 -.111757 
-.111757 -.111757 1.000000 
C7 
COVARik~CE MATRIX OF BETA 
.3198230+01 -.2737650+00 
-.2737650+00 .243769D-01 
-.3620750+00 .2978530-01 
-.6634830+00 .516980D-01 
-.3620750+00 
.297853D-01 
.1755240+01 
- .1505690+00 
-.6634830+00 
.5169800-01 
-.1505690+00 
.4659000+00 
STANOARO ERRORS OF ESTIMATED PARAMETERS 
1.788360 .156131 1.324853 .862568 
ST~~Ok~OIZEO P~xAMETERS {ESTIMATE/S.E.) 
-.301970 -.784532 -1.664864 .020818 
SUBSET OF PARAMETERS FOR JOINT SIGNIFICA...l'JCE TEST Tf-W.T A~~ Jl..RE 
EQUP..L TO ZERO 
-.122490 -2.205700 
COV.i\RIAl'.JCE MJI..TRIX FOR SUBSET OF P.A.RA"t.1ETERS 
.2437690-01 .2978530-01 
.297853D-01 .1755240+01 
COVP-.....1=\LAlJCE MATRIX INVERSE 
.418911D+02 -.7108670+00 
-.7l0867Dt00 .5817870+00 
BETP..' * S IGr-L.l\- I~VERS E* BETJI,= 3 . O 7 5 OP= 2 
*************************************~***~****7*~~~**~~~~~***** 
Variáveis. Hemoglobina. Tamanho e Child (l=reduziu o tamanho; O=não reduziu o tamanho) 
Testando interação: Hemog x Tamanho 
RSPE.l\TE:D M::ASURES }\ ... 1\fALYSIS USING GENERl\LIZC:D SSliM..Il...TING ::::~-;P..TION"S 
LIJ'L"t-.JG F_ND ZEGE~ (1986) 3IOEETRIKZ\ 73:13-22 
MISSING v_n._LUE CODE: -1. O 
N""u""t<!BER O? VARIABLES TO BE REJW IN (EXCLUSIVE OF SUBJECT ID): 5 
INDEX OF THE RESPONSE V~~IABLE: l 
NUMBER OF COVF~IATES: 4 
INDICES OF COVARIATES: 2 3 4 5 
NUMBER OF COVfu~IATES IN JOINT TEST OF SIGNIFICANC2: 2 
INDICES OF COVFRIATES IN JOINT SIGNIFICk~CE TSST: 3 4 
INTERCE?T: NO 
TYPE 05" RESPONSE VJUUPL3LE: 3 
CORRELF.TION STRUCTURE: 1 
TOTAL NUMBER O? SUBJECTS: 
TOTAL NUMBER OF OBSERVATIONS: 
(BINOML~L) 
( INDEPENDENT \ 
30 
90 
C8 
NUMBER OF COMPLETE OBSERVATIONS: 90 
MINIMUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
MAXIMUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
INICIAL ESTIMATE OF PARAMETER VECTOR BETA 
.224984 -.009723 -.092948 .005959 
ESTIMATE OF BETA AT ITERACTION L 
-1.111026 -.038430 -.366384 .023489 
ESTIK~TE OF BETA AT ITERACTION 2 
-.912670 -.095174 -.878099 .055218 
ESTI:t'1F.TE OF BETA AT ITERJI.CTION 3 
-.415013 -.150640 -1.381218 .083499 
ESTIMATE OF BETA AT ITE~~CTION 4 
-.225041 -.170167 -1.610810 .093587 
ESTI~~TE OF BETA AT ITE~~CTIO~ ~ 
-.209090 -.171812 -1.6~3573 . 094463 
ESTIM.!\.TL OF BETJI. )\T ITERF.CTIQ)i 6 
-.208948 -.171826 -1.644132 .094470 
VllORKING CORRELJI.TION MJI..TRIX 
1.000000 -.000000 -.000000 
-.000000 1.000000 -.000000 
-.000000 -.000000 l.JOOOOO 
COVAEUF .... 'JCE MATR:!:X OF BETA 
.4755440+01 -.4184640+00 -.3248260+00 -.8887400+00 
-.4184640+00 .3801900-Cl .l71480D-Ol .7308470-01 
-.3248260+00 .1774800-01 -~203440+01 -.2080580+00 
-.888740~+00 .7308470-0l -.20SOS8D+OO .4615490+00 
STF_l\fOARO ERRORS OF ESTIM.l.\.TED PP. ... ;_:zk'1ETERS 
2.180698 .194985 1.097016 . 679374 
STJI...l\iDA...P.DIZEO pp,_RJI.J."1ETERS (ESTI~...ATE/S .E.} 
-.095817 -.881230 -1.498730 .139055 
SUBSET OF PP,_R.AHETERS FOR JOINT SIGNIFICP.l\fCE TEST TH.~ ... :- F...LL ME 
EQU!l ... L TO ZERO 
-.171826 -1.644132 
COVA...I=ZIP.l\fCE r1ATRIX FOR SUBSET OC P ... ~i{...~ETERS 
.3801900-01 .1774800-01 
.1774800-01 .1203440+01 
C9 
COVARI&~CE MATRIX INVERSE 
.2648500+02 ~.3905920+00 
~.3905920+00 .8367080+00 
BETA'*SIGMA-INVERSE*BETA= 2.823 DF= 2 P= .244 
**************************************************************** 
Testando interação: Hemog x Tamanho ( 1 =reduziu o tamanho; O= não reduziu o tamanho) 
REPEATED MEASURES Al~ALYSIS USING GENERALIZED ESTIMATING EQUATIONS 
LI.l\.NG l\~~D ZEGER (1986) BIOMETRIKA 73:13~22 
MISSING VALUE CODE: -1.0 
NUMBER OF VA..R.IF..3LES TO BE ~.SAD IN {EXCLUSIVE OF SUBJECT ID): 5 
INDEX OF THE R2SPONSE VA..R.:~~LE: 1 
NUMBER OF COVA._::ZIATES: 4 
INDICES OF COV~3IATES: 2 3 4 5 
NUMBER OF COV~qiATES IN JOINT TEST OF SIGNIFICA~CE: 2 
INDICES OF COV.f._CZIJI..TES IN JOINT SIGNIFICA.!.\TCE TEST: 3 4 
INTERCEPT: NO 
TYPE OF RESPONS2 VARI.~LE: 3 (BINOMIAL) 
CORRELATION ST~UCTURE: 3 (UNSPEC!FIEO) 
TOTAL NUMBER o: SUBJECTS: 30 
TOTAL NUMBER O? 03SERVATIONS: 90 
NUMBSR OF COHPLSTE OSSERVATIONS: 90 
MINIMUM NUMBER O? 03SERVATIONS P~R SUBJECT: 3 
Kl\XIMUI'1 NUMBER O~ OBSERV}\TIONS P:::R SUBJECT: 3 
INICIAL ESTH1..:!l...T:::: 
.224984 
2STIMP.TE OF BE~~-
~.133803 
ESTI!1.'\TE O E' BET.Z\ 
-.284984 
ESTIM.ATE OF BETA 
~.269357 
ESTIMATE OF BETA 
~.349687 
ESTIMP.TE OF BETA 
-.413207 
OF P_i"'_R]IJvfETER V2CTOR BSTA 
~.009723 ~.092948 .005959 
AT ITER.i"'.CTION 1 
~.138877 .050898 .056317 
F.T ITERACTION 2 
-.151165 -.608697 .049161 
P..T ITER.i"'.CTION 3 
-.143008 -1.517509 .022221 
AT ITE~.CTION 4 
-.127376 -2.150326 -.044882 
AT ITER.l\~TION 5 
~.118221 ~2.352410 ~.092438 
c 10 
ESTIMATE OF BETA AT ITERACTION 6 
-.430184 -.115934 -2.351236 
ESTIMATE OF BETA 
-.431892 
AT ITERACTION 7 
-.115619 -2.355727 
ESTIMATE OF BETA 
-.432264 
AT ITERACTION 8 
-.115552 -2.355660 
ESTIMATZ OF BETA AT ITERACTION 9 
-.432307 -.115541 -2.355844 
WORKING CORRELATION MATRIX 
1.000000 .029391 -.191849 
.029391 1.000000 -.188721 
-.191849 -.188721 1.000000 
COV.Z\...'CZIA..l\JCE M.1\TRIX OF BETA 
-.106609 
-.107507 
-.107923 
-.107961 
.3359220+01 -.2925950+00 
-.2241750+00 .2646080-01 
-.2241750+00 .2615150-01 
-.6241710+00 .4730000-01 
-.2241750+00 
.2615150-01 
.1341770+01 
-.2007510+00 
-.6241710+00 
.4720000-01 
-.2007510+00 
.4851400+00 
STP._!\íD.I1....C(D ERRORS OF ESTIMATED P2\ .. R..Pü'".!ETERS 
1.832816 .162668 1.158346 .696520 
S.-~Pu\IDARDIZED PA.t:\AMETERS (ESTI}'LZl.TE/S .E.} 
-.235870 -.710288 -2.033800 -.155001 
SUBSET OF PP...Rl'll1ETERS FOR JOINT SIGNIFICANCE TEST TH.Z'. .. T A:SL .AR:: 
EQUAL TO ZERO 
-.115541 -2.355844 
COVA._~Ifu~CE M.~TRIX FOR SUBSET OF PARAMETERS 
.2646080-01 .2615150-01 
.2615150-01 .1341770+01 
COVPJUANCE MATRIX INVERSE 
.3853410+02 -.7510430+00 
-.7510430+00 .7599250+00 
BETA'*SIGMA-INVERSE*BETA= 4.323 DF= 2 P~ . 115 
********************************************************~*** 
c li 
Variável: Tamanho (1= não rediziu o tamanho; O=reduziu o tamanho) 
REPEATED MEFSURES ANALYSIS USING GENERALIZED ESTIMATING EQUATIONS 
LIANG AND ZEGER (1986) BIOMETRIKA 73:13-22 
MISSING VALUE CODE: -1.0 
NUMBER OF VARIABLES TO BE READ IN IEXCLUSIVE OF SUBJECT IDI : 4 
INDEX OF THE RESPONSE Vk~IABLE: 1 
NUMBER OF COVARIATES: 2 
INDICES OF COVFSIATES: 2 3 
NUMBER OF COVARIATES IN JOINT TEST OF SIGNIFICANCE: O 
INTERCEPT: NO 
TYPE OF RESPONSE VFRIF.BLE: 3 (BINOMIAL) 
CORRELATION STRUCTURE: 3 (UNSPECIFIED) 
TOT~~ Nü~BER OF SUBJECTS: 30 
TOTAL NUlv!BER OF OBSERVP.~TIONS: 90 
NUMBER OF COMPL2TE OBSERVATIONS: 90 
MINIMUM NUMBER O? OBSERVATIONS PER SUBJECT: 3 
MAXIMUM NUMBER OF OBSERVATIONS PER SUBJECT: 3 
INICIAL ESTIMF.T~ OF PAR~ETER VECTOR BETA 
.0238095 .101190 
SSTIMF.TE OF BET.::.. P.T. IT2R_~_CTION 1 
-1.633576 .029854 
ESTIMATE OF BETA AT ITE~~CTION 2 
-2.598197 .771935 
ESTIMF.TE OF BETA AT ITEK~CTION 3 
-3.428161 1.712757 
ESTI~ATE OF BETA AT ITE~~CTION 4 
-3.982871 2.456497 
ESTIMP·.TE OF BEL'"- J.l..T IT:t:RACTION 5 
-4.107918 2.456497 
ESTI~ATE OF BETA AT ITERACTION 6 
-4.088257 2.435116 
ESTIMATE OF BETA AT ITERACTION 7 
-4.092819 2.439918 
ESTIM..~_TE OF BE:TA AT ITERJ..CT:::ON 8 
-4.091818 2.438840 
c 12 
WORKING CORRELATION MATRIX 
1.000000 .023962 
.023962 1.000000 
-.202917 -.180947 
COVARIANCE MATRIX OF BETA 
.9672200-01 -.1660810-01 
-.1660810-01 .1540780+01 
-.202917 
-.180947 
1.000000 
STfu~D~RD ERRORS OF ESTIMATED PARAMETERS 
1.26700 1.241280 
STF~DARDIZED Pfu~~ETERS (ESTIMATE/S.E.) 
-4.091818 1.964779 
c 13 
; 
' 
LISTAGEM DA MACRO DO SAS ( 1"' versão) 
Variáveis: Hemoglobina e Tamanho (l=nãoreduziu; O=reduziu) 
The SAS System 
Regression analysis using GEE: 
============================= 
Data File: VARIZES 
Outcome variable: SANGROU 
Covariates: INTERCPT HEMO TAY.LANHO 
Link: 3 (Logit) 
Variance: 3 (Binomial) 
Denominato!" 1 
Correlation: 5 (AR - li 
Total number of records read: 90 
Total nu~ber of c~usLers: 30 
Maximu:n and minirrn: .... T!l custer size 3 and 3 
Jwerages of Outcorr"e variable artd Covariates (over all) 
SANGROU INTERCPT HEMO 
Observations: o. 0777778 
o. 0777778 
1 10.815556 
1 10.815556 
Inicial esti~ate of regression coefficients: 
INTERCEPT 0.1332646 
HEMO -0.009756 
T~~~EO 0.093809 
===> Iteration: 1 
c 14 
TAMANHO 
0.4666667 
0.4666667 
Estima te 
INTERCEPT 
HEMO 
TAMANHO 
-0.696951 
-0.092016 
0.102681 
===> Iteration: 2 
INTERCEPT 
HEMO 
Tfu"1.A.NHO 
Estima te 
-1.289613 
-0.126262 
o. 683636 
===> =~eration: 3 
Estima te 
INTERC~?T -1.743967 
HEMO -0.150768 
1' ]I 1-'f..J.\l\iE O 1.368466 
===> I~eration: 4 
INTERCEPT 
HEMO 
TAM..A ... i\f.:-EO 
Estima te 
-2 ... 007191 
-0 ... 161088 
1.744989 
===> ~teratio~: 5 
INTE::ZCEPT 
HEMO 
T.l\Y.t.F<....l"J:-::0 
Estima te 
-2.057119 
-0.163373 
1.820581 
===> Iteration: 6 
INTERCEPT 
H 2M O 
T ... n.M..<u'J:f O 
Estima te 
-2.053823 
-0.163681 
1 ... 820772 
===> :::teration: 7 • 
c !5 
INTERCEPT 
HEMO 
TAMANHO 
Estima te 
-2.053689 
-0.163694 
1.820772 
Convergence after 7 teration{s}. 
Working Correlation: 
1 -0.080002 0.0064003 
-0.080002 1 -0.080002 
0.0064003 -0.080002 l 
Scale par ame te!:: 1. 04197 68 
Mean Squared ~rror: 0.0687238 
Variance estimate (naive): 
gTTERCEPT 
7.9839677 
-o. 925932 
HEHO 
-0.615283 
0.0607321 
TAMANHO 
-1.46847 
0.030375 
INlERCEP';:' 
HEMO 
TAMANHO 0.0344678 0.105445 1.3663477 
Variance estima::e (robust): 
INTERCE?T 
HEMO 
TAMANHO 
INTES.CEPT 
4.7919967 
-0.868653 
-0.013926 
HEMO 
-0.353156 
0.0340095 
-o. 0116479 
T.:ZlliANHO 
-1.167988 
-0.0024812 
1.3342324 
NOTE: Covariafl_ces are above diagonal and correlations a.:::-e belo'.~· 
diagonal. 
EsLimate, s.e. and z-score: 
INTERCEPT 
HEHO 
TAMANHO 
Estima te 
-2.053689 
-0.163694 
1.820772 
s.e.-Naive 
2.526 
0.246 
1. 169 
(c) H. Rezaul Karim, 1989 
s.e.-Robust 
2.189 
0.184 
1.155 
z-Robust 
-0.94 
-0.89 
1. 58 
Department of Biostatistics, The Johns Hopkins Universic'; 
**************~*****************************************~~***** 
c 16 
VY.;;ac;r,;iljaª'' Vll§ec!l~;_Tr<!am!!!Saun:Uh:>coQ. ( 1 =não redu z i u ; 0= redu z i u ) 
The SAS System 
Regression analysis using GEE: 
============================= 
Data File: v&qrzEs 
Outcome variable: SANGROU 
Covariates: INTERCPT TAJ1ANHO 
Link: 3 (Logitl 
Variance: 3 (Binomial) 
Denominator 1 
Correlation: 6 (Unspec:ified) 
Total number of records read: 90 
Total number o f clusters: 30 
Maximum and minimum custer size 3 and 3 
Averages of Outcome variable and Covariates (over all) 
Observations: 
S.~GROU INTERCPT 
0.0777778 
o- 0777778 
1 
l 
T.l\..'11\.NHO 
0.4666667 
0.4666667 
Inicial estimate of regression coefficients: 
INTERCEPT 0.0238095 
TAMANHO 0.10119 
===> Iteration: 1 
c 17 
INTERCEPT 
TAMANHO 
Estima te 
-1.633576 
0.029854 
===> Iteration: 2 
INTERCEPT 
TliMA.'JHO 
Estima te 
-2.598197 
0.771935 
===> Iteration: 3 
INTERCEPT 
TA."'1..n.NHO 
Estima te 
-3.428161 
1.712757 
===> Iteration: 4 
INTERCEPT 
TAMPu.'JHO 
E:stimate 
-3.982871 
2.324034 
===> Iteration: 5 
INTERCEPT 
TJ'I.MP..1\fHO 
2sL:imate 
-4.107918 
2.456497 
===> Iteration: 6 
INTERCEPT 
T!I.HAtiHO 
Es;:imate 
-4.08827 
2.435116 
===> Iteration: 7 
INTERCEPT 
T At'\fANH O 
Estima te 
-4.092819 
2.439918 
===> Iteration: 8 
c 18 
INTERCEPT 
TAMI'.NHO 
Estimate 
-4.091818 
2.43884 
Convergence after 8 iteration(s). 
Working Correlation: 
1 0.0239369 -0.202872 
0.0239369 1 -0.1809 
-0.202872 -0.1806 1 
Scale parameter: 1.11012 
Mean Squared Errar: 0.0698853 
Variance estimate (naive): 
INTERCEPT 
INT2RCEPT 1.371328 
TAMANHO -0.95356 
-í.42878 
1.6371694 
Variance escimate (robust): 
INTERCC::PT 
IN'lERCE~T 1. 6042812 
~F~~~~HO -0.969444 
TAl.'1P~...N"t-íO 
-1.S24ló7 
1.54077.54 
NOTE: Covariances are above diagonal and correlations are belmv 
diagonal. 
Es~imate, s.e. and z-score: 
INTERCEPT 
T Al."L'lliHO 
~stimate 
-4.0971818 
2.4388399 
-1\T ' s. e. _,_,al v e 
1.171 
1.280 
(c) M. Rezaul Karim, 1989 
s.e.-Robust 
1.267 
1. 241 
z-Robust 
-3.23 
1. 96 
Department of Biost:atistics, The Johns Hopkins University 
********~****************************************************** 
c 19 
V ,~a~r~>~·a~·v~e~1--"-~T~am~agn~h~o~ (l=não reduziu; O=reduziu} 
The SAS System 
Regression analysis using GEE: 
============================= 
Data File: VARIZES 
Outcome variable: s~~GROU 
Covariates: INTERCPT T AJ:v1Z\NH O 
Link: 3 (Logit) 
Variance: 3 {Binomial) 
Denominator 1 
Correlation: S ll'.R - lI 
Total nw~er cf ~ecords read: 90 
To-:::al nlli'TÜ:Jer o f clusters: 30 
Haximu:m and minimwu custer size 3 and 3 
Averages of Ou~come variable anj Covariates (over al1) 
S.~GROU INTERCPT 
Observa~ions: 0.0777778 
o' 0777778 
l 
l 
TAMANHO 
0.4666667 
0.4666667 
Inicial estimate of regression coefficients: 
INTERCEPT 0.0238095 
0.10119 
===> Iteration: 1 
INTERCE?l 
T~Zl.i"lA.NHO 
Estif:l.ate 
-1.740726 
0.181887 
===> Iteration: 2 
c 20 
INTERCEPT 
TAMANHO 
Estima te 
-2.70489 
0.794367 
===> Iteration: 3 
INTERCEPT 
T .AI0".ANH O 
Estima te 
-3.41146 
1.484322 
===> Iteratio~: 4 
INTERCEPT 
TANANHO 
Estima te 
-3.767735 
1.847594 
===> Iteration: 5 
INTERCEPT 
TA.>1ANHO 
Estima te 
-3.833911 
1.915893 
===> Iteration: 6 
INTERCEPT 
TAM_n_NHO 
Estima te 
-3.833714 
1.915972 
Convergence af~er 6 iteratio:1(s). 
Working Correlation: 
1 -0.080263 
-0.080263 1 
0.0064421 -0.080263 
0.0064421 
-0.080263 
l 
Scale parameter: 1. 0458394 
Mean Squared Errar: 0.0691883 
Variance estimare (naive): 
c 21 
INTERCEPT 
INTERCEPT !.!202822 
TAMANHO -0.92924 
TAMANHO 
-!.!40933 
1.3456664 
Variance estimate (robust): 
INTERCEPT 
INTERCEPT 1.1562797 
TAMANHO -0.954004 
TAMANHO 
-!.17899 
!. 3208 601 
NOTE: Covariances are above diagonal and correlations are below 
diagonal. 
Estimate, s.e. and z-score: 
Estima te 
INTERC2PT -3.833714 
Tfu~~HO 1.915972 
s.e.-Naive 
L 058 
1.160 
(c) M. Rezaul Karim, 1989 
s.e.-Robust 
!. 075 
1.149 
z-Robust 
-5.56 
l. 67 
Department of B~ostatistics, The Johns Hopkins Universitv 
********~***********************************~****************** 
c 22 
