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Brouwer conjectured that the sum of the k largest Laplacian eigen-
values of G is at most e(G) +
(
k + 1
2
)
, where e(G) is the number of
edges of G. We prove this conjecture for k = 2. We also show that
if G is a tree, then the sum of the k largest Laplacian eigenvalues of
G is at most e(G) + 2k − 1.
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1. Introduction
Let G be a simple graph with the vertex set V(G) = {v1, . . . , vn}. The degree of a vertex v ∈ V(G),
denoted by d(v), is the number of neighbors of v. The Laplacian matrix of G is the n × nmatrix L(G) =
[ij] that records the vertex degrees d(v1), . . . , d(vn) on its diagonal and for any i /= j, 1 i, j n,
ij = −1 if vi and vj are adjacent and ij = 0, otherwise. It is well known that L(G) is positive semi-
deﬁnite and so its eigenvalues are nonnegative real numbers. The eigenvalues of L(G) are called the
Laplacian eigenvalues of G and are denoted by μ1(G)μ2(G) · · ·μn(G). Note that each row sum
of L(G) is 0 and therefore, μn(G) = 0.
In this paper, we investigate the sum Sk(G) = ∑ki=1 μi(G) for 1 k n. We denote the edge set of
G by E(G) and we let e(G) = |E(G)|. Brouwer [1] (see also [3]) has conjectured the following.
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Conjecture 1. Let G be a graph with n vertices. Then Sk(G) e(G) +
(
k + 1
2
)
for k = 1, . . . , n.
Using a computer, Brouwer [1] has checked Conjecture 1 for all graphs with at most 10 vertices. For
k = 1, the conjecture follows from the well-known inequality μ1(G) |V(G)| (see [7, p. 281]). Also
the cases k = n and k = n − 1 are straightforward. Here, we prove Conjecture 1 for k = 2. We also
show that Sk(T) e(T) + 2k − 1 for any tree T and any 1 k n from which the conjecture follows
for trees.
Brouwer’s conjecture is related to (and motivated by) the Grone–Merris conjecture [8]. Let dTi =|{v ∈ V(G)|d(v) i}| for i = 1, . . . , n. The numbers dT1  dT2  · · · dTn are called the conjugate degrees
of G. The Grone–Merris conjecture asserts that Sk(G)
∑k
i=1 dTi for k = 1, . . . , n. Since the Grone–
Merris conjecture uses more detailed information from the graph than Brouwer’s conjecture, one
would expect that the Grone–Merris inequalities are better. For many graphs this is true, but not for
all graphs. As an example, for the 4-cycle C4, the Grone–Merris conjecture gives S2(C4) 8, while
Brouwer’s conjecture gives S2(C4) 7 (in fact, S2(C4) = 6). The Grone–Merris conjecture is known
to be true for (i) threshold graphs (see [8]), (ii) trees (see [10]), (iii) the cases k 2 (see [4, Theorem
7.1]) and k n − 1 (trivial), and (iv) for all graphs with at most 10 vertices (by computer; see [3]).
Brouwer observed that his conjecture also holds for threshold graphs (see Section 3), and has veriﬁed
the conjecture by computer for all graphs on at most 10 vertices. Here we settle Brouwer’s conjecture
for trees and the case k 2. Thus Brouwer’s conjecture is true for all cases (i)–(iv), for which the
Grone–Merris conjecture is known to be true.
For threshold graphs, the Grone–Merris conjecture holds with equality for every k. Examples that
satisfy Brouwer’s conjecture with equality are the complete graphs Kn with k = n − 1, and the stars
K1,n−1 with k = 1.
Another related upper bound, worth mentioning, is (see [11]):
Sk(G)
2mk +
√
mk(n − k − 1)(n2 − n − 2m)
n − 1 ,
where 1 k < n andm = e(G).
2. Notation and preliminaries
We ﬁrst present some notation and deﬁnitions. For a subset X of V(G), N (X) denotes the set of
vertices outside X , which have at least one neighbor in X . An independent set in G is a subset Y of V(G)
such that no two distinct vertices in Y are adjacent. Two distinct edges of G are called independent
if they have no common endpoint. A set of pairwise independent edges in G is called a matching.
The maximum size of a matching in G is known as the matching number of G, denoted by m(G). For
two graphs G1 and G2, the union of G1 and G2, denoted by G1 ∪ G2, is the graph whose vertex set is
V(G1) ∪ V(G2) and whose edge set is E(G1) ∪ E(G2). If V(G1) ∩ V(G2) = ∅, then the union of G1 and
G2 is denoted by G1 + G2. We denote the complete graph, star and path with n vertices by Kn, Sn and
Pn, respectively. The complete bipartite graph with the part sizesm and n is denoted by Km,n.
Brouwer [1] has checked Conjecture 1 for all graphs with at most 10 vertices. For our purpose we
only need the following statement.
Lemma 1. For any graph G with at most eight vertices, S2(G) e(G) + 3.
We next state some lemmas and theorems which will be used in the subsequent sections.
Lemma 2. Let n be a natural number.
(i) The Laplacian eigenvalues of Kn are n with multiplicity n − 1, and 0.
(ii) The Laplacian eigenvalues of Sn are n, 1 with multiplicity n − 2, and 0.
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The following lemma gives an afﬁrmative answer to Conjecture 1 for k = 1.
Lemma 3 [7, p. 281]. If G is a graph with n vertices, then μ1(G) n.
Theorem 1 [7, p. 291]. Let G be a graph with n vertices and let G′ be a graph obtained from G by
inserting a new edge into G. Then the Laplacian eigenvalues of G and G′ interlace, that is,
μ1(G
′)μ1(G) · · ·μn(G′) = μn(G) = 0.
Theorem2 [9]. LetG beagraph.Thenμ1(G)max{d(v) + m(v)|v ∈ V(G)},wherem(v) is the average
of the degrees of the vertices of G adjacent to the vertex v.
Theorem 3 [2]. Let G be a graph with n vertices and vertex degrees d1  · · · dn. If G is not Ks + (n −
s)K1, then μs(G) ds − s + 2 for 1 s n.
The following theorem frommatrix theory plays a key role in our proofs.We denote the eigenvalues
of a symmetric matrixM by λ1(M) · · · λn(M).
Theorem 4 ([5] (see also [6])). Let A and B be two real symmetric matrices of size n. Then for any
1 k n,
k∑
i=1
λi(A + B)
k∑
i=1
λi(A) +
k∑
i=1
λi(B).
An immediate consequence of Theorem 4 is the following corollary which will be used frequently.
Corollary 1. Let G1, . . . , Gr be some edge disjoint graphs. Then Sk(G1 ∪ · · · ∪ Gr)∑ri=1 Sk(Gi) for any
k.
The following lemma asserts that to prove Conjecture 1 for k = 2, it sufﬁces to consider connected
graphs.
Lemma 4. Let G be a graph. Then eitherS2(G) = S2(H) for a connected componentH of G orS2(G) e(G)+ 2.
Proof. If the ﬁrst statement does not hold, then G has two connected components H1 and H2 such
that μ1(G) = μ1(H1) and μ2(G) = μ1(H2). By Lemma 3, we have μ1(Hi) |V(Hi)| e(Hi) + 1 for
i = 1, 2. Therefore, S2(G)(e(H1) + 1) + (e(H2) + 1) e(G) + 2. 
The next lemma is the key to our approach. Because of this result, it sufﬁces to consider only a very
restrictive class of graphs.
Lemma 5. If Conjecture 1 is false for k = 2, then there exists a counterexample G for which S2(H) > e(H)
for every subgraph H of G.
Proof. Let G be a counterexample for Conjecture 1 with k = 2 having a minimum number of edges.
If G has a subgraph H that satisﬁes S2(H) e(H), then Corollary 1 gives e(G) + 3 < S2(G) S2(H) +
S2(G − H). This implies thatS2(G − H) > e(G − H) + 3,whichcontradicts theminimalityofe(G). 
Lemma 6. Let G be a graphwith n vertices. Suppose that there exist two non-adjacent vertices u, v ∈ V(G)
such that μk(G) d(u) + d(v) + 2 for some integer k, 1 k n. If G′ is the graph obtained from G by
inserting edge e = {u, v} into G, then Sk(G′) Sk(G) + 1.
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Proof. For i = 1, . . . , n, deﬁne i = μi(G′) − μi(G). By Theorem 1, i  0 for any i. Let d1  · · · dn
and d′1  · · · d′n be vertex degrees of G and G′, respectively. Recall that for any graph Γ , considering
the trace of the matrix L(Γ )2, we have
|V(Γ )|∑
i=1
μi(Γ )
2 = ∑
v∈V(Γ )
d(v)2 + 2e(Γ ).
Applying this fact, we have
n∑
i=1
μi(G
′)2 =
n∑
i=1
d′2i + 2e(G′)
=
n∑
i=1
d2i + 2e(G) + 2d(u) + 2d(v) + 4
=
n∑
i=1
μi(G)
2 + 2 (d(u) + d(v) + 2) .
This yields that
2μk(G)
k∑
i=1
i 
k∑
i=1
2iμi(G)
n∑
i=1
μi(G
′)2 −
n∑
i=1
μi(G)
2 = 2 (d(u) + d(v) + 2) .
Since μk(G) d(u) + d(v) + 2, Sk(G′) − Sk(G) = ∑ki=1 i  1 and the assertion follows.
3. Trees and threshold graphs
In the following, we obtain an upper bound for the sum of the k largest Laplacian eigenvalues of a
tree which implies Conjecture 1 for trees.
Theorem 5. Let T be a tree with n vertices. Then Sk(T) e(T) + 2k − 1 for 1 k n.
Proof. We prove the assertion by induction on |V(T)|. If T is a star, then by Lemma 2(ii), Sk(T) =
n + k − 1 for 1 k < n, and we are done. Thus assume that T is not a star. Then T has an edge whose
removal leaves a forest F consisting of two trees T1 and T2, bothhaving at least one edge. Suppose that ki
of the k largest eigenvalues of F come from the Laplacian spectrumof Ti for i = 1, 2,where k1 + k2 = k.
If one of ki, say k2, is zero, then by |V(T2)| 2, Corollary 1, and the induction hypothesis, we con-
clude that Sk(T) = Sk(F ∪ K2) Sk1(T1) + Sk(K2)(e(T1) + 2k1 − 1) + 2 n + 2k − 2 = e(T) +
2k − 1. Otherwise, using Corollary 1 and the induction hypothesis, we have Sk(T) = Sk(T1 ∪ T2 ∪
K2) Sk1(T1) + Sk2(T2) + Sk(K2)(e(T1) + 2k1 − 1) + (e(T2) + 2k2 − 1) + 2 = e(T) + 2k − 1.
This completes the proof. 
A threshold graph is a graph obtained from K1 by a sequence of operations of the form (i) adding an
isolated vertex or (ii) taking the complement. It is clear that adding isolated vertices to a graph only
increases the multiplicity of the Laplacian eigenvalue 0. This observation and the next theorem shows
that Conjecture 1 is valid for threshold graphs.
Theorem 6. LetGbeagraphwithnverticesand1 k n − 2. IfSk(G) e(G) +
(
k + 1
2
)
, thenSn−k−1(G)
 e(G) +
(
n − k
2
)
, where G is the complement of G.
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Proof. From [7, p. 280], we have μi(G) = n − μn−i(G) for i = 1, . . . , n − 1. Therefore,
Sn−k−1(G) = n(n − k − 1) − (μk+1(G) + · · · + μn−1(G))
= n(n − k − 1) − 2e(G) + (μ1(G) + · · · + μk(G))
= n(n − k − 1) −
(
n
2
)
+ e(G) + (μ1(G) + · · · + μk(G)) − e(G)
 e(G) + n(n − k − 1) −
(
n
2
)
+
(
k + 1
2
)
= e(G) +
(
n − k
2
)
,
as desired. 
4. The case k = 2
In this section, we prove Conjecture 1 for k = 2. First we establish the conjecture for graphs with
matching number at most three and then we conclude the assertion using Lemma 5.
Lemma 7. Let G be a graph with m(G) = 1. Then S2(G) e(G) + 3.
Proof. Let n = |V(G)|. Sincem(G) = 1, it is easily checked that either G = Sm + (n − m)K1 for some
m, 1m n or G = K3 + (n − 3)K1. By Lemma 2, the assertion holds. 
We say that a connected graph has the form  if it has a subgraph H isomorphic to K3 such that
every edge is incident with some vertex of H.
Lemma 8. Let G be a graph of the form . Then S2(G) e(G) + 3.
Proof. Let n = |V(G)| and dT1  · · · dTn be the conjugate degrees of G. If t is the number of vertices of
degree 1 in G, then it is not hard to see that 2(n − t − 3) e(G) − t − 3. This implies that dT2 = n −
t  e(G) − n + 3. Since dT1 = n, dT1 + dT2  e(G) + 3. By [4][Theorem7.1], theGrone–Merris conjecture
is true for k = 2. Therefore, S2(G) dT1 + dT2  e(G) + 3. 
Lemma 9. Let n 3 and let G be a connected spanning subgraph of K2,n−2. Then S2(G) e(G) + 3.
Proof. Assume that {{v,w}, B} is thepartitionofV(G). For simplicity,wewriteμi(G) = μi for 1 i n.
Let d1  · · · dn be the vertex degrees ofG and let r and s be the number of vertices of degree 1 and 2 in
B, respectively. By Theorem5,we can assume thatG is not a tree. Hence s 2 and the degrees d1, d2  2
are the degrees of v and w. It is easily seen that s rows of 2I − L(G) are identical and therefore the
multiplicity of 2 as an eigenvalue ofL(G) is at least s − 1. Similarly, themultiplicity of 1 as eigenvalues
of L(G) is at least r − 2. If μ2  2, then Lemma 3 implies that μ1 + μ2  n + 2 < e(G) + 3. Hence
we may assume that μ2 > 2 and so μ1 μ2 μa μb μn = 0 are the ﬁve remaining eigenvalues.
By trace(L(G)) = ∑ni=1 μi = ∑ni=1 di, we have μ1 + μ2 + μa + μb  d1 + d2 + 4. Finally, by the
interlacing theorem [7][p. 193] for the (n − 2) × (n − 2) submatrix D = diag(1, . . . , 1, 2, . . . , 2) of
L(G), we ﬁnd thatμa μn−2  λn−2(D) 1. Henceμ1 + μ2  d1 + d2 + 4 − μa − μb  d1 + d2 +
3 = e(G) + 3. 
Lemma 10. Let G be a graph with m(G) = 2. Then S2(G) e(G) + 3.
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Proof. By Lemmas 1 and 4, we may assume that G is a connected graph with at least seven vertices.
First suppose that G has a subgraph H = K3 with V(H) = {u, v,w}. If every edge of G has at least one
endpoint in V(H), then by Lemma 8, we are done. Hence assume that there exists an edge e = {a, b}
whose endpoints are inV(G) \ V(H). LetM = V(G) \ {a, b, u, v,w}. Sincem(G) = 2, there are no edges
between V(H) and M. Since |M| 2, it is easily seen that all vertices in M are adjacent to one of the
endpoints of e, saya. Hence there arenoedgesbetweenb andV(H). Nowby ignoring the edgesbetween
a and V(H), we ﬁnd a subgraph K of G which is a disjoint union of K3 and a star with the center a.
Since the graph L = G − E(K) is a star, Corollary 1 yields that S2(G) S2(K) + S2(L)(e(K) + 1) +
(e(L) + 2) = e(G) + 3, as required.
Next assume that G has no K3 as a subgraph. Suppose that e1 = {a1, b1} and e2 = {a2, b2} are two
independent edges in G. Since G contains no 3K2 and K3 as subgraphs, M = V(G) \ {a1, b1, a2, b2} is
an independent set and at least one of the two endpoints of ei has no neighborhood inM for i = 1, 2.
Assume those endpoints to be b1 and b2. If b1 and b2 are adjacent, then |M| 2 yields that all vertices
in M are adjacent to only one of the two vertices a1 and a2, say a1. This implies that G is a bipartite
graphwith the vertex set partition {{a1, b2}, V(G) \ {a1, b2}} and so Lemma9 yields the assertion. Now
assume that b1 and b2 are not adjacent. If a1 and a2 are adjacent, then G is a tree and we are done
by Theorem 5. Otherwise, G is a bipartite graph with the vertex set partition {{a1, a2}, V(G) \ {a1, a2}}
and using Lemma 9, the proof is complete. 
Lemma 11. Let G be a graph with m(G) = 3. Then S2(G) e(G) + 3.
Proof. By Lemmas 1 and 4, we may assume that G is a connected graph with at least nine vertices.
Using Lemma 5, wemay suppose that G has no subgraph H with S2(H) e(H). In particular, Lemma 2
implies thatG hasno subgraph3S3. Suppose thatG has a subgraphK = K3 + 2K2. Let x ∈ V(G) \ V(K).
Since m(G) = 3, the vertex x is not incident with the subgraph K3 of K and so G has a subgraph H =
K3 + S3 + K2. Now by Lemma 2, we have S2(H) = e(H) and therefore G has no subgraph K3 + 2K2.
Let e1 = {a1, b1}, e2 = {a2, b2} and e3 = {a3, b3} be three independent edges inG. Sincem(G) = 3,
M = V(G) \ V({e1, e2, e3}) is an independent set. SinceG has no4K2 andK3 + 2K2 as subgraphs, either
N (ai) ∩ M = ∅ or N (bi) ∩ M = ∅, for i = 1, 2, 3. With no loss of generality, we may assume that
N (M) ⊆ {a1, a2, a3}. We consider the following three cases.
Case 1. |N (M)| = 3. We have N (M) = {a1, a2, a3}. Since G has no 3S3, the bipartite subgraph G −{b1, b2, b3} has no perfect matching. By Hall’s Theorem, there exists a subset of {a1, a2, a3} with 2
elements, say {a2, a3}, such that |N ({a2, a3}) ∩ M| = 1. Thismeans that there exists exactly one vertex
y ∈ M which is adjacent to both a2 and a3. If d(b1) 2, then we clearly ﬁnd a subgraph isomorphic to
3S3 in G, a contradiction. Therefore, d(b1) = 1. Suppose that H is the star with center a1 and V(H) ⊆{a1, a2, a3, b2, b3, y}. ThenG − E(H) is adisjointunionof a star Swith centera1 andagraphK containing
P5 with the vertex set {a2, a3, b2, b3, y}. Using Theorem 2, we have μ1(P5) 4 and by Lemma 2, we
obtain that μ1(K) e(K). This yields that S2(G − E(H))μ1(S) + μ1(K) e(G − E(H)) + 1. Thus
S2(G) S2(H) + S2(G − E(H)) e(G) + 3, as desired.
Case 2. |N (M)| = 2. Without loss of generality, assume that N (M) = {a1, a2}. Since m(G) = 3, b1 is
not adjacent to b2. If b1 is adjacent to a3 or b3, then changing the role of e1, e2, e3 by three independent
edges {a1, z}, e2, e3 for some vertex z ∈ M ∩ N (a1), we have Case 1. Therefore, we may assume that
b1, and similarly b2, is adjacent to none of the vertices a3 and b3. Let H be the induced subgraph on{a1, a2, a3, b3}.
First assume that H has a subgraph L = K3. If {a1, a2} is an edge of L, then clearly any edge of G is
incident with L and by Lemma 8, there is nothing to prove. Now assume that exactly one of the two
vertices a1 and a2, say a1, is a vertex in L. Let K be the disjoint union of L and the induced subgraph of
G on {a2, b2} ∪ (N (a2) ∩ M) which is a star with at least three vertices. Note that G − E(K) is a star
or a disjoint union of two stars. Now, by Lemma 2 and Corollary 1, S2(G) S2(K) + S2(G − E(K)) =
(e(K) + 1) + (e(G − E(K)) + 2) = e(G) + 3, as required.
Next suppose that H has no K3 as a subgraph. Let t = d(a3) + d(b3). We have t ∈ {3, 4}. It is not
hard to see that G − e3 contains two disjoint stars St with centers a1 and a2. Therefore, by Theorem
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1, μ2(G − e3)μ2(2St) = t. Using Lemmas 6 and 10, we ﬁnd that S2(G) S2(G − e3) + 1(e(G −
e3) + 3) + 1 = e(G) + 3, as required.
Case 3. |N (M)| = 1.Without loss of generality, assume thatN (M) = {a1}. If d(b1) 2, thenwe clearly
ﬁnd three independent edges e′1, e′2, e′3 inG such that the setM′ = V(G) \ V({e′1, e′2, e′3}) is an indepen-
dent set and |N (M′)| 2 which is dealt with as the previous cases. Hence we assume that d(b1) = 1.
Suppose that H is the star with center a1 and the vertex set V(H) ⊆ {a1, a2, a3, b2, b3}. Then G − E(H)
is a disjoint union of a star S with center a1 and a graph L containing 2K2 with V(L) = {a2, a3, b2, b3}.
First assume that L /= P4. Using Lemmas 2(i) and 3, we have μ1(L) e(L). This yields that S2(G −
E(H))μ1(S) + μ1(L) e(G − E(H)) + 1. Thus S2(G) S2(H) + S2(G − E(H)) e(G) + 3, as de-
sired.Next assume that L = P4.Withno loss of generality, suppose that L is thepatha2 − b2 − b3 − a3.
If |N (a1) ∩ L| = 1, then G is a tree and the assertion follows from Theorem 5. If a1 is adjacent to both
b2 and b3, then by Lemma 8, there is nothing to prove. Suppose that a1 is adjacent to none of b2 and b3.
If we let K be the disjoint union of the star G − V(L) and the edges {a2, b2} and {a3, b3}, then the graph
G − E(K) is a disjoint union of a star with the center a1 and the edge {b2, b3}. Now, by Lemma 2 and
Corollary 1, we have S2(G) S2(K) + S2(G − E(K))(e(K) + 1) + (e(G − E(K)) + 2) = e(G) + 3.
If none of the above cases occurs, then G is one of the following forms:

a1

b2

a3

b3

...




b1




a2

G1

a1

b2

a3

b3

...

b1





 
a2

G2

a1

b2

a3

b3

...

b1





 
a2

G3
If G = G1, then by Theorem 3, we haveμ2(G) 3. Since d(a3) + d(b3) = 3, applying Lemma 6 for
the graph G − e3 and using Lemma 10, we ﬁnd that S2(G) S2(G − e3) + 1(e(G − e3) + 3) + 1 =
e(G) + 3, as required. Hence assume that G = G2 or G = G3. First suppose that μ2(G) 4. Since
d(a3) + d(b3) = 4, applying Lemma 6 for the graph G − e3 and using Lemma 10, the result fol-
lows. Now suppose that μ2(G) < 4. By Theorem 2, we have μ1(G2) |V(G2)| − 1 = e(G2) − 1 and
by Lemma 3, μ1(G3) |V(G3)| = e(G3) − 1. Therefore, S2(G) < (e(G) − 1) + 4 = e(G) + 3. This
completes the proof. 
We now present the main theorem of the paper.
Theorem 7. Let G be a graph with at least two vertices. Then S2(G) e(G) + 3.
Proof. Using Lemmas 7, 10 and 11, we may assume that G has a subgraph H = 4K2, which satisﬁes
S2(H) = e(H). So the result follows by Lemma 5. 
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