This paper concerns with the local stability of limit cycles for MIMO linear systems under decentralized relay feedback. It presents a sufficient condition for the local stability based on the well-known Poincare map method. The effectiveness of the presented result is illustrated by a numerical example.
Introduction
Relay feedback has attracted considerable research attention for more than century [7] . Applications of relay systems range from stationary control of industrial processes to control of mobile objects. Recent advances are relay auto-tuning of PID controllers [2, 10] and process identification and control [9] . A phenomenon of relay feedback systems is that a particular type of periodic motions, i.e., limit cycle, may occur in the trajectories. It is meaningful to determine the stability of a limit cycle since this property is a pre-requisite in engineering applications.
For SISO relay feedback systems, exact method has been developed to analyze limit cycle behaviors, see [1, 4] and the references therein. Astrom [1] gives elegant criteria for the local stability of limit cycles by considering the linear approximation of the Poincare map. The global stability issue is studied in [4] .
Practically and theoretically, MIMO systems are more common and useful, see [8, 9] for details. Recent advances also show the important applications of MIMO systems connected with decentralized relay [8, 9] . So far, there are few efforts devoted to the study of limit cycles for MIMO relay feedback systems. Palmor, et al. [5, 6 ] present a frequency domain based method for evaluating the periods and the stability of limit cycles in decentralized relay systems. The Z-transform technique is employed therein to convert the continuous decentralized relay system under a limit cycle to an equivalent fictitious sampled-data system with synchronous samplers. Then, regular sampled-data tools are applied to derive closed-form necessary conditions as well as stability conditions.
In this paper, we will revisit the local stability of limit cycles for decentralized relay systems through exact method. The analysis is state-space based and takes into the exact consideration of the Poincare map. The result is novel in the sense that it is to check the Schur stability of a certain matrix which is constructed by the original system parameters and the limit cycle parameters. The criterion can be viewed as a generalization of that given in [1] for SISO systems. This paper is organized as follows. In section 2, the considered decentralized relay system and problem are formulated. Section 3 gives a closed formula for computing the period of the considered limit cycle. Section 4 presents a sufficient condition for the local stability of the limit cycle. A numerical example is given in Section 5 to illustrate our result. This paper is concluded in Section 6.
Notations: R and R n denote the field of real numbers and the n-dimensional real Euclidean space, respectively; I is the identity matrix; A −1 stands for the inverse while A T the transpose of matrix A; λ(A) and ρ(A) denote, respectively, the eigenvalues and the spectral radius of A; · denotes the spectral norm;
Problem Formulation and Preliminaries
The multi-input multi-output system considered in this paper is shown in Figure 1 . The linear plant is described byẋ
where 
for i = 1, 2, . . . , m, where α i , β i ∈ R with α i ≤ β i stand for the hysteresis; u αi , u βi ∈ R and u αi = u βi . We specify the initial value, u(0), as
We call (1)- (3) a decentralized relay feedback system and denote by Σ. Here, a solution x(t) to system Σ is defined in the sense of Filippov [3] , i.e., an absolutely continuous function x(t) is called a solution to system Σ if it satisfies equations (1)- (3) almost everywhere.
For i = 1, 2, . . . , m, define the switching planes:
Let In this note, we will study the local stability of a certain type of limit cycles. The local stability means that all nearby trajectories converge to the limit cycle as time tends to infinity. A sufficient condition is given in terms of the spectral radius of a constructed matrix. Due to space limitation, all the proofs are omitted.
Determination of Limit Cycles
The starting point in the analysis is to assume that a limit cycle exists in system Σ. As in [5, 6] , we assume that the outputs from all the relays under the limit cycle are square waves with the same fundamental period, but with different phase shifts. Without loss of generality, assume that the m relays switch in the sequence of u 1 , u 2 , . . ., u m . In a more detail, the considered limit cycle is of the following form:
Form I: Each relay under the limit cycle switches two times within a fundamental period. The fundamental For illustration, see Figure 2 , where
. , m, is that between the first switching on S β1 and the i-th switching on S βi . As in the literature, we assume by default that the considered limit cycle is non-tangent with the switching planes at the switching instants.
In what follows, denote for i = 1, 2, . . . , m,
. . .
For convenience, we use the sum,
where k is a natural number, to denote a zero term.
The following is a necessary condition for the existence of the limit cycle in Form I. Proposition 3.1: Suppose that the matrix, I − e AT , is invertible (i.e., λ(A) = j2lπ/T for any integer l). If there exists a limit cycle of the Form I in system Σ, then it holds that
where
Remark 3.1: Equation (7) gives a closed form for solving the parameters of the fundamental period, T αi and T β i , i = 1, 2, . . . , m. Numerical procedure has to be used. Once the solutions correspond to a limit cycle, the parameters of the traversing points are obtained as in (8) and (9). It is easy to see that for the special case when the system is SISO one (m = 1) with α 1 + β 1 = 0, Proposition 3.1 reduces to Theorem 5.1 in [1] or Theorem 2.1 in [1] for symmetric limit cycle and u α 1 + u β 1 = 0.
Criterion for Local Stability of Limit Cycles
The main result in this section is as follows.
Theorem 4.1: Suppose there exists a limit cycle of the Form I in system Σ. Then the limit cycle is locally stable if
Remark 4.1: The matrices in (11) satisfy that
. . , m − 1. So, the matrix in (10) always has a zero eigenvalue. 
Remark 4.3:
The method in [5, 6] is frequencydomain based and uses the Z-transform technique to convert the system to an equivalent fictitious sampleddata system with synchronous samplers, while our analysis is state-space based and the stability criterion in Theorem 4.1 is easy to apply. Moreover, the result in [5, 6] is for symmetric limit cycles only while our result is also applicable to asymmetric limit cycles.
A Numerical Example
In this section, we give a numerical example to illustrate the use of our results. 
The system has a limit cycle with the fundamental period T = 2.5482 which meets Form I. The parameters of the period and the four traversing points are computed to be
Since the limit cycle is not symmetric, the result in [5, 6] is not applicable. Now, we use Theorem 4.1 to check whether or not this limit cycle is locally stable.
We further compute from (11) that Figure 3 shows the fast convergence of the two outputs for a trajectory starting from [1 0.5 0] T .
Conclusion
This paper studies the local stability of limit cycles for MIMO systems under decentralized relay feedback. A sufficient condition is given based on the exact expression of the Poincare map. The result is an extension of the existing one for SISO relay feedback systems. 
