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Introduction
Since the publication of Hansen's (1982) seminal work on the Generalized Method of Moments (GMM), moment restriction models have become a popular and useful framework for analyzing economic data. See Hansen (2007) for an excellent review of the original GMM, its numerous extensions and a wide range of applications.
Motivated by an ever expanding variety of applications, one important branch of extensions focuses on semiparametric e¢ ciency bounds and e¢ cient estimation of more general moment restriction models. 1 In this paper, we contribute to this line of research by characterizing the semiparametric e¢ ciency bound for …nite dimensional parameters ( o ) that are identi…ed by models of sequential moment restrictions containing unknown functions:
E[ t (Z; o ; h o ( ))jX (t) ] = 0 for t = 1; :::; T almost surely,
where Z = (Y 0 ; X 0 ) 0 denotes a multivariate random variable with support Z and X X (T ) , and
, satis…es a nesting structure
.
When X (1) is the constant 1, the conditional expectation E[ 1 (Z; ; h( ))jX (1) ] is simply the unconditional expectation E[ 1 (Z; ; h( ))]. Thus model (1) includes unconditional moment restrictions as a special case.
Model (1) includes many existing econometric models. First, it includes semiparametric and nonparametric panel data models where the information set expands over time. Second, it nests widely used semiparametric models that are estimated via two-stage plug-in procedures. For example, with T = 2; = (
2 ) 0 , X (1) = 1 and X = X (2) , model (1) becomes the following semiparametric "plug-in"problem:
E[ 1 (Z; o1 ; o2 ; h o ( ))] = 0 with dim( 1 ) = dim( 1 );
E[ 2 (Z; o2 ; h o ( ))jX (2) ] = 0;
where the unknown parameter o2 and the unknown function h o ( ) can be estimated using the conditional moment restriction (3) , and can then be plugged into the unconditional moment restriction do not cover semiparametric models with sequential information sets like (1) .
Without unknown functions h o ( ), model (1) becomes the one studied by Chamberlain (1992a) , Hahn (1997) and Brown and Newey (1998) . In particular, under the assumption that o is identi…ed by the model E[ t (Z; o )jX (t) ] = 0, t = 1; :::; T; where f1g X In this paper we extend their results to the general model (1) that contains unknown functions h o ( ) which may depend on endogenous variables.
Ai and Chen (2007) studied consistent estimation of ( o ; h o ) identi…ed by the general model (1) with T 2, and established the root-n asymptotic normality of their estimator of o . But, to the best of our knowledge, there is no published work on the semiparametric e¢ ciency bound or e¢ cient estimation of o for model (1) , not even for the important special case of the semiparametric plugin problem (2)-(3) when h o ( ) is an unknown function of endogenous variables. There are e¢ ciency results for various special cases of the model (1) when the unknown function h o ( ) does not depend on endogenous variables. For example, Newey and Stoker (1993) computed the semiparametric e¢ ciency bound and presented an e¢ cient estimator for the weighted average derivative when the unknown h o ( ) is a measurable function of conditioning variables (say X (2) in terms of our notation) only.
Our plug-in problem (2)-(3) extends their setup to allow for h o ( ) to be a function of endogenous variables. Since many economic structural models satisfy the sequential moment restrictions (1) with h o ( ) being an unknown function of Y , our extension is a useful one.
A key step in our calculation of the semiparametric e¢ ciency bound for the general model (1) 
In particular, whenever E[ 1 (Z; o1 ; o2 ; h o ( )) 2 (Z; o2 ; h o ( ))jX (2) ] 6 = 0, any simple plug-in estimator b 1 , de…ned as a solution to
is not e¢ cient for o1 , regardless of how one computes the …rst stage estimator ( b 2 ; b h( )). For example, to estimate the weighted average derivative 
] 6 = 0, none of these simple plug-in estimators attain the semiparametric e¢ ciency bound for o1 .
The rest of the paper is organized as follows: Section 2 …rst computes the semiparametric e¢ ciency bound for o in the general model (1) , and then applies the bound result to the plug-in problem (2)-(3). Section 3 applies the e¢ ciency bound result to several non-trivial examples, including estimating the weighted average derivative of 
s;t (X (t) )" t (Z; ) for s = T 1; :::; 1;
For any = ( 0 ; h) 2 A, we denote m s (X (s) ; ) Ef" s (Z; )jX (s) g for s = 1; :::; T:
We note that by construction
This implies that
)g = 0 for any s 6 = t and any measurable functions v and q.
Also, " s (Z; ) = s (Z; ) (or s;t (X (t) ) = 0 for all s < t) if s (Z; o ) is measurable with respect to the sigma …eld generated by X (s+1) . Throughout the paper we assume the following conditions hold:
1g A be an arbitrarily smooth path in satisfying (0) = o ,
Assumption 2: For t = 1; :::; T ,
j =0 is well-de…ned and has …nite second moment.
For t = 1; :::; T denote
Assumption 3: For all t = 1; :::; T , (i) ot (X (t) ) is non-singular with probability one and (ii)
For any h 2 H, de…ne a pseudo-metric jjh h o jj as
Let W denote the closed linear completion of H fh o g under jj jj. Denote jjxjj 
which solves: for all r j 2 W, 
Without further assumptions, the minimization problem (5) (or its normal equation (6) 
; which is the bound obtained in Chamberlain (1992a) . If we further restrict the result to the original conditional moment restriction model: E[ 1 (Z; o )jX] = 0 (i.e., the case of T = 1 and X (T ) = X), the semiparametric e¢ cient variance bound for o becomes
with m 1 (X; ) = Ef 1 (Z; )jXg;
which is the bound derived in Chamberlain (1987) . For the unconditional moment restriction model (i.e., T = 1 and
which is the bound obtained in Hansen (1982) (specialized to i.i.d. data).
(2). When specializing Theorem 2.1 to the case of T = 1 and X (T ) = X in model (1):
the semiparametric e¢ cient variance bound for o becomes = (J o ) 1 , where
with m 1 (X; ) = E[ 1 (Z; ; h())jX] and o1 (X) = V arf 1 (Z; o ; h o ())jXg. This recovers the semiparametric e¢ ciency bound obtained by Chamberlain (1992b) 
Plug-in problem
We now apply Theorem 2.1 to the plug-in problem. We shall replace Assumption 1 by (2)- (3) and
We …rst present the semiparametric e¢ ciency bound of o2 for model (2)-(3). Recall that for this
which solves for all w j 2 W:
Let w o2 (w 1 o2 ; :::; w
As shown in the appendix, J o 2 is the semiparametric Fisher information bound for o2 in model The next result provides the e¢ ciency bound of o1 . Recall that for model (2)- (3),
Let r o 1 (r
Similarly we de…ne (2)- (3) is
are non-singular, then another expression for the semiparametric e¢ cient variance bound for o1 in model (2)- (3) is
where w o2 (w 1 o2 ; :::; w
Remark 2.2: When applying Theorems 2.2 and 2.3 to the special case
where the functional forms of g() and 2 () are known up to an unknown o2 , we obtain
We note that the semiparametric e¢ ciency bound for o1 = E[g(Z; o2 )] coincides with that derived in Brown and Newey (1998).
Examples
For the general model (1) involving several unknown functions h oj ( ); j = 1; :::; q with di¤erent arguments, our e¢ ciency bound is characterized in a variational form, 4 however it can be solved explicitly for many examples of model (1) involving only one unknown function (q = 1). In this section we present several such examples.
Example 3.1: Weighted average derivatives in a partially linear IV regression:
where
is a known scalar positive weight function, and Y 1 is a scalar. For this
Denote
We impose the following condition:
is not a measurable function of X 1 .
Under Condition 3.1(i)(ii)(iii), the semiparametric Fisher information bound for o2 , as given by
is nonsingular, and has a unique minimizer w o2 (X 1 ). Applying Theorem 2.2, we immediately obtain:
is non-singular, and the semiparametric e¢ cient variance bound for o2 of Example 3.1 model is:
Suppose that X 1 has a probability density f 1 (X 1 ) such that W (x 1 )f 1 (x 1 ) goes to zero smoothly at the boundary of the support of
. We impose the following condition:
] is s times continuously di¤erentiable and is zero on the boundary of the support of
We next compute one solution r o 1 (r 1 o1 ; :::; r
Applying integration-by-parts, EfW (X 1 )r s r(X 1 )g = ( 1) s Efl s (X 1 )r(X 1 )g. Then by calculus variation, any solution r o 1 should satisfy
for all square measurable functions r(X 1 ) such that all the expectations in the above equation are de…ned. This implies that r o 1 (X 1 ) solves
and thus
Applying Theorem 2.3, we immediately obtain:
is non-singular, and the semiparametric e¢ cient variance bound for o1 of Example 3.1 model is:
Remark 3.1: When we specialize Example 3.1 to the case
we have X (2) = X 1 , and the semiparametric e¢ cient variance bound of o1 becomes
which coincides with the e¢ cient variance bound of the weighted average …rst-derivative (s = 1)
parameter in Newey and Stoker (1993, p.1205, equation (3.8)).
Example 3.2:
Weighted average derivatives in a partially linear quantile IV regression:
For this example, we have
h o (X 1 ) and
is nonsingular, and has a unique minimizer w o2 (X 1 ). Applying Theorem 2.2, we immediately obtain that the e¢ cient variance bound for o2 is
Under Condition 3.2,
is nonsingular, and has a unique minimizer r o 1 (X 1 ). Applying Theorem 2.3, the e¢ cient variance bound for o1 is
where now
Example 3.3: Weighted average derivatives of a nonparametric IV regression
where Y 1 , Y 2 and X are scalars, X (1) = 1, X (2) = X, and W (Y 2 ) is a known positive weight function.
For this example, we have 
Then:
Condition 3.3(iv)(v) can be replaced by the following su¢ cient assumptions:
Applying 
Under Condition 3.3(i)(ii)(iii) and condition 3.3s, we have: 
then we obtain a unique solution r o (Y 2 ): 
we have 1;2 (X) = 0 and K = K = identity, and the semiparametrically e¢ cient variance bound
4 Optimally Weighted Orthogonalized SMD Estimation
Our e¢ ciency bound characterization for model (1) suggests that any e¢ cient estimator has to account for both the correlation between the residual functions t (Z; o ; h o ( )) as well as their conditional heteroskedasticity. In this section we propose an optimally weighted SMD procedure that is based on orthogonalized moment conditions. This procedure automatically leads to semiparametric e¢ ciency regardless of whether or not the e¢ ciency bound can be solved for analytically. We discuss alternative e¢ cient procedures in the concluding section.
, and " t (Z; ), t = 1; :::; T are the sequentially orthogonalized residual functions that were introduced in section 2. Then, the optimally weighted orthogonalized SMD estimator e n = ( e 0 n ; e h n ) 2 H k(n) is the solution to the following minimization problem:
( e 0 n ; e h n ) = arg min
where fH k(n) : k(n) = 1; 2; :::g is a sequence of approximation spaces (sieves) whose union becomes dense in the in…nite dimensional parameter space H as k(n) ! 1, and b m t (X (t) ; ), b ot (X (t) ) are consistent nonparametric estimators of m t (X (t) ; ), ot (X (t) ) respectively. Note that the sample criterion function (11) corrects both the unknown correlation among the original sets of residual functions t (Z; ; h( )) for t = 1; :::; T , and the unknown heteroskedasticity.
In most applications, the sieve spaces H k(n) are compact sets of series approximations truncated to a …nite number of terms. Familiar series approximations include splines, power series, Fourier series, 
E¢ cient estimation for the Plug-in problem
For the semiparametric plug-in problem (2)-(3), the optimally weighted orthogonalized SMD estimator ( e 0 n ; e h n ) given in (11) becomes the solution to:
which achieves the e¢ ciency bound for
According to Theorems 2.2 and 2.3, when o1 is exactly identi…ed by unconditional moment (2), the joint e¢ cient estimator ( e 0 n ; e h n ) given in (12) is numerically equivalent to the following two stage e¢ cient estimator:
First stage, estimate o2 e¢ ciently by applying the optimally weighted SMD procedure to the original conditional moment restriction model (3): 
and b 1;2 (X (2) ) is some consistent nonparametric estimator of
For example, b 1;2 (X (2) ) could be
where b o2 (X (2) ) is a consistent nonparametric estimator of o2 (X (2) ), b 1n is a consistent estimator of o1 (say a solution to 1 n P n i=1 1 (Z i ; 1 ; e 2n ; e h n ) = 0) and b E[ 1 (Z; b 1n ; e 2n ; e h n ) 2 (Z; e 2n ; e h n ) 0 jX (2) ] is a consistent nonparametric estimator of E[ 1 (Z; o1 ; o2 ; h o ) 2 (Z; o2 ; h o ) 0 jX (2) ], such as a series LS estimator:
where p k 2;n 2 (X (2) ) = (p 2;1 (X (2) ); : : : ; p 2;k 2;n (X (2) )) 0 is a series basis that can approximate any square integrable function of X (2) well as k 2;n ! 1. Instead of using b o2 (X (2) ) to compute b 1;2 (X (2) ) one could use the following consistent series LS estimator of o2 (X (2) ):
The semiparametric e¢ ciency of e 1n and p n( e 1n o1 ) ) N (0; ; e h n ) in the …rst stage. Then, in the second stage one can estimate o1 e¢ ciently by plugging ( e 0 2n ; e h n ) into the sample moment based on any consistently estimated orthogonalized residual function " 1 (Z; 1 ; 2 ; h). For example, a simple e¢ cient estimator e e 1n of o1 can be computed as e e 1n solves 1 n
and e 1;2 (X (2) ; 1 ) is some consistent nonparametric estimator of
For example, e 1;2 (X (2) ; 1 ) could be
while b E[ 1 (Z; 1 ; e 2n ; e h n ) 2 (Z; e 2n ; e h n ) 0 jX (2) ] and e o2 (X (2) ) could be series LS, kernel, or local linear regression estimators of E[ 1 (Z; 1 ; o2 ; h o ) 2 (Z; o2 ; h o ) 0 jX (2) ] and o2 (X (2) ) respectively. 
Example: weighted average derivative of a NPIV model
Ai and Chen (2007) 
where the conditional mean function m 2 (X;
is approximated by the series basis functions p k 2;n 2 (X) = (p 2;1 (X); : : : ; p 2;k 2;n (X)) 0 . The sieve space H k(n) is a …nite dimensional linear space generated by some spline basis functions q k h;n (Y 2 ) = (q 1 (Y 2 ); : : : ; q k h;n (Y 2 )) 0 , with k 2;n k h;n .
The identity weighted SMD estimator b h n is a simple two stage least squares estimator of regressing
an "e¢ cient"…rst stage NPIV estimator:
E¢ cient estimator 1: e n solves (14) , that is,
with
E¢ cient estimator 2: e e n solves (15) , that is,
with e 12 (X i ; ) = p
A Small Monte Carlo Study
We assess the …nite sample performance of our estimators in a small simulation study. The pa-
], and the model from which we simulate a random sample
is given by
with a chosen such that V ar(") = 1.
Following Blundell, Chen and Kristensen (2007), we generate our Monte Carlo (MC) experiment from the 1995 British Family Expenditure Survey (FES) data set using the subsample of families with no children. In particular, Y 2 is log-total expenditure (the endogenous regressor), e X is loggross earnings and X = ( e X) is the instrument. We simulate (Y 2i ; e X i ) jointly from a bivariate
Gaussian density f , with …rst and second moments estimated from the FES data set. Denote
(max fx j; 0g) r 1 as the B-spline of order r 1. We set the true function h o (y 2 ) = B 6 (y 2 c) where c is the highest integer less than the minimum value of the Y 2 series in the FES data set. We then draw " i independently from " 1 1+expf "=ag , and generate U i and then Y 1i according to model (20) . We consider two cases: a "mid-endogeneity" case where p 1 ! = 0:5, and a "high-endogeneity" case where p 1 ! = 0:001. We let = 0:1 for the "mid-endogeneity" case, and for the "high-endogeneity" case we choose in such a way that the unconditional variance of U remains the same as for the "mid-endogeneity"case.
In this simulation study, we consider three di¤erent sample sizes: n = 250; 500; 1500. For each sample size we compute 4 di¤erent estimators: (a) compute the e¢ cient estimator e e n given in (19) we used the SMD estimator e h given in (17) , where
is a Gaussian kernel (with bandwidth n 1=5 ) estimator of o2 (X), with b h as the initial consistent estimator of h o . To compute estimators (b), (c) and (d), we also need to compute a consistent estimate of the correlation correction term 1;2 (X). We used a series LS estimator with polynomial splines of order 2 and 2 equally spaced knots to estimate 1;2 (X).
For each sample size we perform 1000 Monte Carlo (MC) repetitions. Tables 1 and 2 simple plug-in estimator (a). Third, the MC variance gap between the estimators (or the …nite sample e¢ ciency gain) is bigger for the "high-endogeneity"case. 5 Lastly, the variance gap decreases as the sample size n increases. All of these …ndings are consistent with our theoretical results. 
Conclusion
In this paper we computed the semiparametric e¢ ciency bound for …nite dimensional parameters of sequential moment restriction models (1) The results also extend those of Chamberlain (1992a), and Brown and Newey (1998) to the case of sequential moment restrictions involving unknown functions. Our characterization of the e¢ ciency bound is useful in evaluating and comparing several competing estimators that are typically proposed for a particular semiparametric econometric model. Although we can only characterize the e¢ ciency bounds for conditional moment models involving several unknown functions when they depend on di¤erent arguments, these bounds can be computed analytically for many speci…c models containing only one unknown function. In terms of semiparametric e¢ ciency bound calculation, our approach carries over to allow for T to increase to in…nity. However, any e¢ cient estimation method would face the "curse-of-dimensionality"when T is very large.
We present an optimally weighted, orthogonalized SMD estimation procedure for ( o ; h o ) identi…ed by the sequential moment restriction model (1) . When the semiparametric e¢ ciency bound for o is non-singular, we note that this estimator is root-n asymptotically normal and e¢ cient for o . There are many alternative procedures that can also achieve the semiparametric e¢ ciency bound for o in model (1) . For instance, one could extend the constrained sieve MLE approach of Gallant Newey (1990) , Chamberlain (1992a, b) , and van der Vaart (1991) on semiparametric e¢ ciency bound calculation. Recall the following notation for any 2 A:
Also, recall that
holds for any s 6 = t and for any measurable functions v and q. Finally we denote m t (X (t) ; ) 
where E denotes expectation taken with respect to the true density function p o (z). Let E p denote expectation taken with respect to arbitrary density function p(z). For arbitrary 2 A, the conditional moment restrictions
do not uniquely determine p(z). For any 2 A, let F denote all probability density functions that satisfy (24):
; h)jX (t) ] = 0 for t = 1; :::; T :
For any p( ) 2 F , we can always write p(z) f (zj ; g) with
where p is of a known functional form up to unknown parameters and g, with g being an unknown measurable function of z (see Ai (2007) for an example). g(z) can be viewed as the remainder of the probability density function p(z) f (zj ; g) that is not determined by (24) , and is unrestricted except for satisfying f ( j ; g) 2 F and f ( j o ; g o ) 2 F o . Let G denote a class of real valued measurable functions of Z satisfying (i) for each 2 A, ff (zj ; g) : g 2 Gg = F ; (ii) there is a g o in the interior
The following condition shall be imposed throughout the paper.
Assumption A: Let f( ( ); g( )) : 2 [0; 1]g denote a family of parametric speci…cations in the parameter space A G satisfying:
p o (Z) holds with probability one; ! p f ( j ( ); g( )) is mean-square di¤erentiable.
(2) For all j = 1; :::; T , with probability one, " j (Z; ( )) is continuous at ( ) in a small neighborhood of
j =0 exist and have …nite second moments, and . Under assumption A, we can write the pathwise derivative of
where the second and the third term on the right-hand side denote the pathwise derivative with respect to h and g respectively. To simplify notation we denote` (z)
F ( ) satis…es restrictions (24) . By di¤erentiating both sides of (24), we obtain:
Let T h and T g respectively denote the closed linear completions of T h and T g under the mean squared norm kv( )k 
To compute the least squares projections, note that, for each component k (of ), k = 1; :::; d , the projection proj(` k (Z)jT) solves the following minimization problem:
where a h 2 T h ; a g proj(` k (Z) a h (Z)jT g ) 2 T g denote a pair of solutions.
For any
we write the Lagrangian expression as
where j (X (j) ) is the Lagrangian multiplier for the constraint (27) . Applying calculus of variation, any solution a g to the unconstrained minimization problem (28) should satisfy the following …rst order condition:`
E[" j (Z; o ) a g (Z)jX (j) ] = 0 for j = 1; 2; :::; T:
Note that a g (Z) given by equation (29) satis…es Efa g (Z)g = 0. Under constraints (25) and (26), de…nition of " j (Z; o ); j = 1; 2; :::; T and relation (22) , it is straightforward to show that
ot (X (t) ) 1 ; t = 1; 2; :::; T solves (29) . Hence
solves the unconstrained minimization problem (28) .
That is, for any a h =`h( )[ h] 2 T h (with h 2 H fh o g), we have:
Recall that the space W is the closed linear completion of H fh o g under the pseudo-norm jj jj 
It is obvious that E[e a h (Z)] = 0. By de…nition of W and e h 2 W we have E[fe a h (Z)g 2 ] = e h 2 < 1.
Also relation (22) implies that
thus e a h ( ) 2 T h .
By de…nitions of T h , T h and a h (), there exists a sequence fw h;j 2 H fh o g; j = 1; 2; :::g such that a h;j ( ) =`h( ) [w h;j ] 2 T h converges to a h ( ) 2 T h under the mean-squared norm. Since the projection is a bounded linear functional, a g;j (Z) proj(` k (Z) a h;j (Z)jT g ) converges to a g (Z) 2 T g under the mean-squared norm. By de…nition of W, such a sequence fw h;j 2 H fh o g; j = 1; 2; :::g belongs to W. By relation (30), we have:
where the last inequality is due to the fact that r k o is a solution to
Taking limit as j ! 1 in both sides of inequality (31), we obtain:
On the other hand, by de…nitions of W and r k o , there exists a subsequence f e w h;j 2 H fh o g; j = 1; 2; :::g in W such that
Denote r o = (r 
Then, an e¢ cient score S for o is
The semiparametric Fisher information bound for o is J o E[S S 0 ], and if J o is non-singular, then the semiparametric e¢ cient variance bound for o is
When we partition into ( First we notice that for the plug-in model (2)- (3), the general expression of S = (S [r]
[r] 
Using the condition that
is invertible, we obtain that a satis…es (9) and This and equation (38) imply that
Equations (38) and (39) imply that 
Equations (38) and (39) 
