Abstract. We study the structure of holomorphic unitary representations of the indefinite unitary groups Up,q using the methods of classical invariant theory and the local theta correspondence. We obtain complete results for the case of U2,2.
Introduction
Holomorphic unitary representations, also known as unitary highest weight modules, have been a topic of continuing research interest since the early days of infinite dimensional representation theory. They (along with their duals, the antiholomorphic unitary representations) exhaust the discrete series for SL 2 (R) ( [Ba] , [La] ). Harish-Chandra's initial efforts to construct discrete series for higher rank groups resulted in the construction of the holomorphic discrete series ([HC1] , [HC2] ). In the 1970s several authors observed that the representation-theoretic version of theta series, now often referred to as the local theta correspondence, could be used to construct holomorphic unitary representations ( [Ge] , [GK1] , [GK2] , [KV] ). Initially the emphasis was on providing models for holomorphic discrete series representations, but it also became appreciated that more singular representations (of smaller Gelfand-Kirillov dimension) could also be constructed. In [EHW] (see also [Ja] ), the holomorphic unitary representations were classified, and it was shown that, in fact, for classical groups, all holomorphic unitary representations arise in local theta correspondences.
One reason for interest in the holomorphic representations is that they carry (g, K) cohomology ( [BW] ), and therefore they play a role in the theory of automorphic forms, particularly in describing the cohomology of Shimura varieties. Another is that they are the representations that most closely link Hermitian symmetric spaces to complex analysis: they can be realized as square-integrable holomorphic sections of a holomorphic vector bundle over the associated symmetric space G/K (which is Hermitian, and carries a Ginvariant complex structure) ([HC2] ). Recently [Me1, 2] has shown that a large family of unitary holomorphic representations can be regarded as generalizations of the quantum Coulomb problem, and that there are associated classical dynamical systems that generalize the classical Kepler problem. We remark also that Ilya Piatetski-Shapiro often made use of the local and global theta correspondences ( [PS] , [SPS] , etc.), both for holomorphic and non-holomorphic representations.
For an almost simple Lie group G to have holomorphic unitary representations, its associated symmetric space should be Hermitian ( [He] ). If K is its maximal compact subgroup, and g = k ⊕ p is the corresponding Cartan decomposition, then k has a one-dimensional center z k , and there is a decomposition of the complexification p C = p + ⊕ p − , where p ± The second named author is partially supported by the MOE grant MOE2010-T2-2-113.
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are the ±i eigenspaces for an appropriately chosen element in z k . The components p ± are commutative Lie subalgebras of g, normalized by k.
A unitary representation ρ of G on a Hilbert space H is holomorphic when it has vectors that are annihilated by p − . The span H 0 of such vectors is invariant under K, and the whole representation is generated by H 0 under the action of p + : H = S(p + )(H 0 ), where S(p + ) is the universal enveloping algebra of p + , which since p + is abelian, is just the symmetric algebra on p + . If ρ is irreducible, the subspace H 0 is irreducible under the action of K, and is referred to as the lowest K-type for ρ. The representation ρ is determined by its lowest K-type ([HC1] , [HC2] ).
The action of p + on H gives a natural multiplication map:
As stated above, this map is surjective. When ρ is a holomorphic discrete series representation, the multiplication map was already shown by Harish-Chandra ( [HC1] , [HC2] ) to be an isomorphism. In general, however, Φ will have a kernel. In general, this kernel, and therefore the structure of ρ, is not well understood. This paper develops an approach to describing the kernel of Φ, with emphasis on the case of the indefinite unitary group G = U 2,2 . A number of the results presented apply to any indefinite unitary group U p,q , but full details are given only for U 2,2 . We hope that having this example available can be helpful.
As in the papers of Gelbart, Gross-Kunze and Kashiwara-Vergne cited above, we work in the context of the oscillator representation and the local theta correspondence. By this device, questions about the holomorphic unitary representations for classical groups become questions about classical invariant theory or finite-dimensional representation theory. The bulk of this paper, § §2 − 8, is devoted to understanding these invariant-theoretic questions. Then in §9, we describe the implications of the results of § §2−8 for the holomorphic discrete series.
Notation
In this section, we introduce some notation and review some basic facts on the representations of GL n .
2.1. Representations of GL n . Let GL n = GL n (C) denote the complex general linear group. Let A n be the diagonal torus in GL n and let U n be the maximal unipotent subgroup consisting of all n × n upper triangular matrices with 1's on the diagonal. (The notation U n should not be mistaken for U n , by which we mean the group of n × n unitary matrices.) Then B n = A n U n is the standard Borel subgroup of GL n , and the irreducible rational representations of GL n are in bijective correspondence with the semigroup A + n of dominant weights for GL n with respect to B n . For each α = (α 1 , ..., α n ) ∈ Z n , define
where diag(a 1 , ..., a n ) denotes the diagonal matrix with diagonal entries a 1 , ..., a n . Then
We shall denote by ρ α n the irreducible representation of GL n with highest weight ψ α n ∈ A + n .
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We will also use diagram notation. Recall that a Young diagram D is an array of square boxes arranged in left-justified horizontal rows, with each row no longer than the one above it ([Fu2] 
where 
2.2. The Littlewood-Richardson rule. Let D and E be Young diagrams with at most n rows, and form the tensor product ρ D n ⊗ ρ E n of GL n representations. The multiplicity of an irreducible GL n representation in ρ D n ⊗ ρ E n is given by the Littlewood-Richardson (LR) rule. To state this rule, we need to recall several basic definitions ( [F] ).
If one Young diagram D sits inside another Young diagram F , then by removing all boxes belonging to D, we obtain the skew diagram F/D. If we put a positive number in each box of F/D, then it becomes a skew tableau and we say that the shape of this skew tableau is F/D. If the entries of this skew tableau are taken from {1, 2, ..., m}, and µ j of them are j for 1 ≤ j ≤ m, then we say the content of this skew tableau is E = (µ 1 , ..., µ m ). If T is a skew tableau, then the word of T is the sequence w(T ) of positive integers obtained by reading the entries of T from top to bottom, and right to left in each row.
A Littlewood-Richardson (LR) tableau is a skew tableau T with the following properties:
(i) It is semistandard, that is, the numbers in each row of T weakly increase from leftto-right, and the numbers in each column of T strictly increase from top-to-bottom. (ii) It satisfies the Yamanouchi word condition (YWC), that is, for each positive integer j, starting from the first entry of w(T ) to any place in w(T ), there are at least as many js as (j + 1)s. of R N where N = n(n + 3)/2. Under this identification, the set of all LR triangles of size n corresponds to a rational polyhedral cone in R N , called a Littlewood-Richardson cone (or simply an LR cone). Let LRT n be the set of all LR triangles of size n with integer entries. Then LRT n is a lattice cone ([Ho2] ). In particular, it is a semigroup with respect to componentwise addition.
.., ν n ) and F = (λ 1 , ...λ n ) be Young diagrams with at most n rows. We say that a LR triangle
We denote by LRT n (D, E, F ) the set of all LR triangles in LRT n which are of type (D, E, F ) . For each LR tableau T of shape F/D and content E, define an triangular array A T = [a ij ] 0≤i≤j≤n as follows: (a) a 00 = 0, a 0j = µ j for 1 ≤ j ≤ n, and (b) a ij is equal to the number of i's in row j of T for 1 ≤ i ≤ j ≤ n. Then since T satisfies the column strict condition and the Yamanouchi word condition, A T satisfies [LRT2] and [LRT3] . So A T is a LR triangle. In fact, by Lemma 3.1 of [PV] , the map T → A T (2.4) is a bijection from the set of all LR tableaux of shape F/D and content
Here, for a finite set S, #(S) denotes the cardinality of S.
The relationship between a LR tableau T and the corresponding LR triangle A T suggests the following definition: 3. GL n harmonics and invariants on P (V n,k,ℓ ) 3.1. The multiplication map. Let n, p, q ∈ Z + , and let
where (X, Y ) ∈ V n,p,q , g ∈ GL n , h 1 ∈ GL p and h 2 ∈ GL q . Let P(V n,p,q ) be the algebra of polynomial functions on V n,p,q . Then the action (3.1) induces an action of GL n × GL p × GL q on P(V n,p,q ) in the usual way.
Next we shall specify two GL n × GL p × GL q submodules of P(V n,p,q ), to be denoted by J and H respectively. Let the standard coordinates on V n,p,q be denoted by
So as an algebra, P(V n,p,q ) is the polynomial algebra on the variables X = (x ij ) and Y = (y iℓ ), and we may write
Note also that we have reversed the usual order for the rows of the Y variables. This is because doing so will make the expressions of the leading monomial of certain polynomials easier to read. For 1 ≤ a ≤ p and 1 ≤ b ≤ q, let
We define J = P(V n,p,q ) GLn as the subalgebra of P(V n,p,q ) consisting of polynomials invariant under the action by GL n , and
as the space of GL n harmonic polynomials in P (V n,p,q ([Ho1] , [GW] , [W] ), J is generated by the r ab , as in formula (3.3).
We now form the tensor product
which is a GL n × GL p × GL q module. For each h ∈ H and each q ∈ J, let Φ(h ⊗ q) = hq be the product of h and q. Then Φ can be extended to a linear map
In fact, Φ is also a GL n × GL p × GL q map. We shall call Φ the multiplication map in this paper. The purpose of the paper is to describe the kernel of Φ in the case when n ≥ 1 and p = q = 2.
3.2. The structure of GL n invariants. Let π : V n,p,q → M pq be the contraction map
Here X t denotes the transpose of X. The map π is GL n invariant, that is,
It follows that π induces an algebra homomorphism and a GL p × GL q map
Let Z = (z ab ) be the standard coordinates on M pq , so that P(M pq ) is a polynomial algebra on the variables Z = (z ab ), and we may write
This implies that π * is surjective and J is a quotient of P(M pq ). We also know that J has the following decomposition into GL p × GL q irreducible submodules ( [GW] ):
In particular, when n ≥ min(p, q), π * is an isomorphism for P(M pq ) ≃ J.
3.3. The structure of GL n harmonics. Under the action by GL n ×GL p ×GL q , the space H can be decomposed as ( [Ho1] ):
where the sum is taken over all pairs of Young diagrams (
We note that H is not a subalgebra of P (V n,p,q ). In the stable range (that is, when p + q ≤ n), the space H Un of U n invariants in H is a subalgebra of P(V n,p,q ) ( [HKL] ). But H Un is not an algebra outside the stable range. Nevertheless, H Un contains a finite number of subalgebras of P(V n,p,q ), and it is a sum of these subalgebras. We now explain why.
First, we have an isomorphism of algebras
, where f 2 ∈ P(M nq ), Y ∈ M nq and (g 2 , h 2 ) ∈ GL n ×GL q . These two actions can be combined to give an action of
on P(V n,p,q ) via the isomorphism given in equation (3.9). Then the restriction of this combined action to GL n × GL p × GL q coincides with the action (3.1). Here, GL n is the diagonal subgroup ∆(
Now, by the (GL n , GL p ) duality ([Ho1] , [GW] ),
Similarly,
and let P (M nq ) j be the GL n × GL p × GL q submodule of P (M nq ) which is decomposed as
Finally, we let
Un , where
Proof. We will only prove (i). The space
is a module for A n × GL p , and is decomposed as
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We now let D and E be Young diagrams such that r(D), r(E) ≤ min(n, i, p), and let
Then since A n acts by algebra automorphisms on
. This proves (i).
We now define similar subspaces for the harmonics: for 0 ≤ i ≤ p and 0 ≤ j ≤ q with i + j ≤ n, let H ij be the GL n × GL p × GL q submodule of H which is decomposed as
(3.12)
Note that we are restricting i and j so that i + j ≤ n because each pair (D, E) of Young diagrams which is used to label an irreducible represetation of GL n satisfies r(D)+r(E) ≤ n.
(3.13)
Consequently, H Un is a sum of subalgebras of P(V n,p,q ).
Proof. The proof of (i) is similar to the proof of Proposition 5.1 (ii) in [HKL] . Part (ii) is clear.
The kernel of the multiplication map. For Young diagrams D and E with r(D)
and
14)
We now consider the multiplication map Φ :
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Proof. Clearly E) .
By (ii) of Lemma 3.2, there is a finite set I of ordered pairs of nonnegative integers such that
Corollary 3.4.
where the sum is taken over all pairs (D, E) of Young diagrams such that r(D) ≤ i and r(E) ≤ j. The corollary now follows from this and Lemma 3.3.
be the restriction of Φ i,j to A i,j . Note that it is a A n × A p × A q module map and an algebra homomorphism.
Lemma 3.5.
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Proof. By Part (i) of Lemma 3.2, H
Next, we let W be the GL n ×GL p ×GL q module generated by ker(
Remark: By (ii) of Lemma 3.5, to determine ker(Φ i,j ), it suffices to determine ker( Φ i,j ).
Model for H ⊗J.
In this paper, we shall determine ker(Φ) when n ≥ 1 and p = q = 2. Except the case when n = 1, we have n ≥ min(p, q). We shall assume that this condition holds in this subsection.
Since n ≥ min(p, q), the map π * : P(M pq ) → J is an isomorphism of algebras and GL p × GL q modules. So we may identify H ⊗ J with H ⊗ P(M pq ), which is a subspace of P(V n,p,q ) ⊗ P(M pq ). Recall from equations (3.2) and (3.6) that
So we may write
is an algebra isomorphism onto its image. For these reasons, we shall identify
Special highest weight vectors in H ⊗ J
In this section, we let n ≥ 2 and p = q = 2. We shall identify a list of special GL n × GL p × GL q highest weight vectors in H ⊗ J. These highest weight vectors will be used to construct bases for the algebras A i,j and for ker (Φ i,j 
denote the leading monomial of f relative to this monomial ordering.
Our list of joint GL n × GL p × GL q highest weight generators is given in the following table. We also specify their GL n , GL p and GL q weights as well as the leading monomial with respect to τ . 
We now let the set of monomials in C[X, Y ] be given the graded lexicographic order σ ( [CLO] ) relative to
denote the leading monomial of f with respect to σ.
(v) For n = 2, Φ(δ) = 0, and for n > 2, LM σ (δ) = y 11 y 22 x 11 x (n−1)2 .
Proof. This follows by a routine calculation. However, we do not make use of it in this paper.
5. The case n ≥ 4, p = q = 2
In this section, we let n ≥ 4 and p = q = 2. Since n ≥ p + q, this is the stable range case and it is well known that the multiplication map Φ : H ⊗ J → P(V n,p,q ) is an isomorphism. We will show how this result also follows from our calculations.
5.1. The algebra A. By part (ii) of Lemma 3.2, H = H 22 . Let
Un×Up×Uq .
where
the sum is taken over all quadruples (D, E, G, H) of Young diagrams such that r(D), r(E), r(G), r(H) ≤ 2, and A D,E,G,H is the ψ
Proof. By equation (3.8),
By the Littlewood-Richardson rule,
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By extracting the U n × U p × U q invariants in H ⊗ J, we obtain 
Semigroup associated with
F . (ii) A is of type (F, D, G). (iii) B is of type (F, E, H). Then S = ∪ r(D),
r(E),r(G),r(H)≤2
S(D, E, G, H).
Lemma 5.2. dim A D,E,G,H = # (S(D, E, G, H)) .
Proof. 
5.3.
A basis for A. For each element (A, B) ∈ S, we define a GL n × GL p × GL q highest weight vector γ (A,B) and a monomial m (A,B) as follow: If 
In fact, when n < 4, not all pairs (A, B) are used to parametrize the multiplicities in H ⊗ J. In other words, only a subset of the semigroup S is used. This subset is not a subsemigroup, but it is the union of several subsemigroups.
(b) For n ≥ 4, the subalgebra
Proof. Part (i) can be verified using Part (ii) follows from (i) and equation (5.1).
Remark:
The basis given above is a special case of the basis given in [HL] for the algebra
The leading monomial of Φ(γ A,B
). The multiplication map Φ : H ⊗ J → P(V n,p,q ) sends a polynomial in the variables x ij , y kℓ and z ab to a polynomial in the variables x ij and y kℓ only. Recall that monomials in P(V n,p,q ) are given the lexicographic order σ defined in equation (4.1). We now consider the image Φ(γ A,B ) of γ A,B under the multiplication map and compute its leading monomial LM σ Φ(γ A,B ) with respect to σ. 
Lemma 5.5. Let (A, B) ∈ S be as in equation (5.4). Then
LM σ ( Φ ( γ (A,B) )) = =
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Then by Lemma 5.5, 
Hence the leading monomials for elements in Φ(S + ) and Φ(S\S + ) are disjoint. A,B ) ). Hence the leading monomials of the elements in Φ(S + ) are distinct. A similar calculation shows that the leading monomials of the elements in Φ(S\S + ) are also distinct.
Now, suppose that
M (α 1 , α 2 , β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ) = LM σ (Φ(γ A,B )) for some (A, B) ∈ S + . Then                        λ 1 + b 11 = α 1 λ 2 + b 12 + b 22 = α 2 a 11 + a 12 = β 1 λ 2 = β 2 λ 1 − λ 2 − a 12 = β 3 a 22 = β 4 b 12 = β 5 λ 2 + a 12 − b 12 = β 6 .
Solving this system gives the unique solution
λ 1 = β 3 + β 5 + β 6 , λ 2 = β 2 , a 11 = β 1 − β 6 + β 2 − β 5 , a 12 = β 6 − β 2 + β 5 , a 22 = β 4 , b 11 = α 1 − β 3 − β 5 − β 6 , b 12 = β 5 , b 22 = α 2 − β 2 − β 5 .
This shows that the pair (A, B) of LR triangles can be reconstructed from LM σ (Φ(γ
Proposition 5.7. For n ≥ 4 and p = q = 2, the map Φ : A → P(V n,p,q ) is injective Proof. By Lemma 5.6, Φ maps the basis B of A to a linearly independent subset in P(V n,p,q ). So Φ is injective.
Remark:
One can also show directly that the set Φ(B) is a basis for P(V n,p,q ) Un×Up×Uq , so that it will follow from this that Φ surjects onto P(V n,p,q ) Un×Up×Uq .
6. The case n = 3, p = q = 2
In this section, we let n = 3, p = q = 2, and study the kernel of the multiplication map Φ : H ⊗ J → P(V n,p,q ). Although this case does not belong to the stable range, our results show that the Φ is again injective.
Since p + q > n, by part (ii) of Lemma 3.2,
where the space H i,j is defined in equation (3.12). For i = 1, 2, the algebra A i,3−i is defined in equation (3.16) as
is the restriction of Φ to A i,3−i . We shall show that ker( Φ i,3−i ) = 0 for i = 1, 2. It will follow from this and Lemma 3.5 that ker(Φ) = 0.
6.1. The algebras A 1,2 and A 2,1 . For i = 1, 2, A i,3−i is a subalgebra of C[X, Y, Z] and a module for A n × A p × A q , so it can be decomposed as
where the sum is taken over all quadruples (D, E, G, H) of Young diagrams such that r(D), r(E), r(G), r(H) ≤ 2, r(D) + r(E) ≤ 3 and (
A i,3−i ) D,E,G,H is the ψ D,E n × ψ G p × ψ H q - eigenspace of A n × A p × A q .
Lemma 6.1. For i = 1, 2 and Young diagrams D, E, G, H such that r(D), r(E), r(G), r(H) ≤ 2 and r(D) + r(E) ≤ 3, we have
Proof. The proof is similar to that of Lemma 5.1. In fact, as a representation for GL n × GL p × GL q ,
Now the dimension of (A i,3−i ) D,E,G,H coincides with the multiplicity of the representation
So the lemma follows.
Recall that in the case n ≥ 4, p = q = 2, the semigroup S defined in equation (5.2) In the present case with n = 3, by Lemma 6.1, the homogeneous component (A 1,2 ) D,E,G,H of A 1,2 is the zero subspace if r(D) = 2. So to obtain the semigroup S 1,2 for A 1,2 , we need to remove the elements (A, B) of S with a 22 ≥ 1. That is,
Similarly, the semigroup for A 2,1 is given by
We now let (A,B) ). We now compute the leading monomials of Φ(γ (A,B) ) where γ (A,B) ∈ B i,3−i , i = 1, 2.
Lemma 6.3. For i = 1, 2, the leading monomials of the elements in Φ(B i,3−i ) are distinct.
Proof. We only prove the case i = 1. Let
Hence the leading monomials for elements in Φ((S 1,2 ) + ) and Φ(S 1,2 \(S 1,2 ) + ) are disjoint. Now, suppose that
Solving this system gives the unique solution
. This shows that the leading monomials of the elements in Φ((S 1,2 ) + ) are distinct. A similar calculation shows that the leading monomials of the elements in Φ(S 1,2 \(S 1,2 ) + ) are also distinct.
Theorem 6.4. For n = 3 and p = q = 2, the maps Φ i : A i → P(V n,p,q ) (i = 1, 2) are injective. Consequently, the multiplication map Φ :
Proof. By Lemma 6.3, Φ i maps the basis B i of A i to a linearly independent subset in P(V n,p,q ). So Φ i is injective.
7. The case n = p = q = 2
In this section, we assume that n = p = q = 2 and will determine the kernel of the multiplication map Φ : H ⊗ J → P(V n,p,q ). We now let S 0,2 = {(A, B) ∈ S : a 11 = a 12 = a 22 = 0},
The algebras
where γ (A,B) is defined in equation (5.5) (with n = 2).
Proof. The proof is similar to that of Proposition 5.4.
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7.2. The maps Φ 0,2 and Φ 2,0 . In this subsection, we shall prove:
Proof. We shall only prove the case i = 0. By proposition 7.1, the set B 0,2 = {γ (A,B) : (A, B) ∈ S 0,2 } is a basis for A 0,2 . More explicitly, for
the corresponding basis element is given by 
22 . From this formula, it is easy to see that the pair (A, B) of LR triangles can be reconstructed from the monomial LM σ (Φ(γ (A,B) )). It follows from this that the polynomials in Φ(S 0,2 ) = {Φ(γ (A,B) ) : (A, B) ∈ S 0,2 } have distinct leading monomials, so that Φ(S 0,2 ) is linearly independent. Since the map Φ 0,2 sends a basis of A 0,2 to a linearly independent set, it is injective.
Remarks:
As in the case n = 3, the monomial γ (A,B) given in equation ( so that this product is not harmonic. Note that γ (A,B) also does not involve the element δ.
7.3. The kernel of Φ 1,1 . By proposition 7.1, the set
is a basis for A 1,1 , where
Thus the elements of S 1,1 are of the form
We now let 
Proof. By Lemma 4.1, we obtain 
Then using similar arguments as in the proof of Lemma 6.3, one can show that the pair (A, B) of LR triangles can be reconstructed from LM σ (Φ(γ (A,B) )). Hence, the polynomials in Φ (
) have distinct leading monomials with respect to the monomial ordering σ. This implies (i). Proof. Let I be the ideal of A 1,1 generated by δ. Then since δ ∈ ker( Φ 1,1 ), I ⊆ ker( Φ 1,1 ).
Next we let f ∈ ker( Φ 1,1 ). Let
Hence I = ker( Φ 1,1 ).
The case n = 1
In this section, we let n = 1 and p, q ≥ 2. We write the standard coordinates on V n,p,q as
The space H of GL n harmonic polynomials is given by
and as GL n × GL p × GL q modules,
Then the multiplication map Φ : H ⊗ J → P (V n,p,q ) is determined by its restriction to H 1,0 ⊗ J and H 0,1 ⊗ J. We will only discuss the first case.
We have
In particular, the ideal in A 1,0 generated by
is contained in ker( Φ 1 
Remarks:
We now see that the kernel comes from all the non-Cartan product components in the tensor product ρ
p of equation (8.1).
Finally, we list the leading monomial LM σ ( Φ(γ (A,B) ) ) of Φ(γ (A,B) ) in the various cases in the following table: 
Application to holomorphic unitary representations
We now indicate the implications of the results of sections §3 -8 for holomorphic unitary representations of U 2,2 .
As mentioned above, and as described in [Go] , the complexified Lie algebra (u p,q ) C of U p,q can be realized as differential operators on polynomial functions on the space
The polynomials P(V n,p,q ) then form the space of K-finite vectors for a representation ofŨ p,q , a two-fold cover of U p,q , and this representation is a sum of holomorphic unitary representations. As mentioned in the introduction, as n varies, all holomorphic unitary representations of SU p,q occur. The proof of the classification in [EHW] is not very enlightening as to why this should be so. The arguments in [EHW] use roots and weights and the Casimir operator to derive necessary conditions for unitarity, then just compare against the list of representations appearing in the local theta correspondence (as described in [KV] ). Local theta correspondences have been analyzed using rather different tools. The paper [Li] shows that, when n < min(p, q), all possible representations of SU p,q with appropriate spectrum on a certain unipotent radical must occur in the local theta correspondence. While this spectrum must be related to the size of the quotient of the generalized Verma module defined by the unitary highest weight module, these invariants have not been adequately related to each other in the representation theory literature.
More precisely, the complexified Lie algebra (u p,q ) C consists of differential operators commuting with the action of GL n (C) on V n,p,q defined by formula (3.1). The complexified maximal compact subalgebra k C is (a very mild perturbation of) the Lie algebra gl p × gl q of GL p × GL q . The subspace p + consists exactly of the span of the quadratic polynomials r ab of formula (3.3), and p − consists of the span of the partial Laplacians ∆ ab of the same formula.
There is one slight difference between k C and gl p × gl q , or between the complexification of K and GL p × GL q . The action of formula (3.1) should be modified by multiplying by a power of determinant:
In order to simplify the discussion below, we will ignore this factor of det n 2 in most of what follows. We will take it into account when it plays an essential role. Also, we take advantage of the fact that a finite-dimensional polynomial representation of GL n is irreducible when restricted to its compact real form U n to speak interchangeably of representations of GL p or GL q as representations of their compact real forms U p and U q , which we consider as subgroups of the maximal compact subgroup K = U p × U q of U p,q . We caution the reader not to confuse the notation U n for the unitary group with the notation U n for the standard maximal unipotent subgroup of GL n .
Because of the half-integer power of det in the formula (9.1), the representations we are describing are not (at least when n is odd) actually representations of U p,q , but of a twofold coverŨ p,q . However, in some sense, this is not a serious matter. The coverŨ p,q splits over SU p,q , and the restriction of our representations to SU p,q make sense. Also, if we twist our representations by a suitable half-integer power of the determinant character of U p,q , they will factor to be representations of U p,q . When we need to acknowledge the two-fold cover of U p , U q or U p,q , we will do so with a tilde:Ũ p , etc.
Since p − is just the span of the ∆ ab , the vectors annihilated by p − are exactly the harmonic polynomials. In fact, each subspace (ρ 
Note also that we have usedρ 2 to indicate a representation of the secondŨ 2 factor inŨ 2 ×Ũ 2 in order to make it clear which representation represents which group. In the discussion that follows, we will largely suppress the factor (det 2 ⊗det 2 ) n 2 that twists all theŨ 2 ×Ũ 2 -types that appear in the local theta correspondence with GL n . In order to be clear about what we are doing, we will refer to a representation ρ D 2 ⊗ρ E 2 as a "bare" K-type if it does not incorporate the factor (det 2 ⊗det 2 ) n 2 , and as an "augmented" K-type if it does incorporate that factor.
When n ≥ 4, the bare K-types of the representation with bare lowest
are all the constituents of tensor products
as F = (λ 1 , λ 2 ) varies over all diagrams of depth two, equivalently, over all integral 2-vectors with λ 1 ≥ λ 2 ≥ 0. Here the tensor products inside the parentheses are inner tensor products of representations of U 2 , and the tensor product between the two parentheses is the outer tensor product of representations of U 2 , to make a representation of U 2 × U 2 . Again, we have labeled the representations of the second U 2 factor withρ.
In §5, it is shown that the constituents of all the tensor products (9.3), for fixed D and E and variable F , can be parametrized by the integral points in a convex set. Specifically, they are indexed by pairs of LR triangles 
with a 11 + a 12 = a and c 11 + c 12 = c. This is the intersection of the double LR cone with a linear subspace of R 10 , so it consists of the integral points in a convex set. Moreover, the highest weight of the representation parametrized by the pair (9.4) of triangles is
Fixing this highest weight also amounts to imposing linear conditions on the LR triangle pair, so it also defines a convex set in R 10 , of which the LR triangles form the integral points. Hence the multiplicities of the U 2 × U 2 -types in these representations are described as the cardinalities of integral points in certain convex sets.
We will also give an explicit formula for the multiplicity of a given U 2 ×U 2 representation in this set. To describe the sum ⊕ we will first study the sum
associated to one copy of U 2 . The Clebsch-Gordan formula says that
where µ = (µ 1 , µ 2 ) runs over all ordered pairs of nonnegative integers such that
If we sum this result up over λ 1 while fixing λ 2 , we find that
Inverting this relationship, we see that a given ρ
Of course, we also require λ 2 ≥ 0. All these conditions can be combined into the requirement that
Assuming that these conditions hold, it is easy to determine the λ 1 such that ρ : it is the value that satisfies a ′ + b ′ = a + b + λ 1 + λ 2 . In other words,
If we perform a parallel analysis for the second factor of U 2 , then combine the two, we come to the following conclusion. The tensor product ( ρ We remind the reader that our notation in these formulas is that the representations denoted with unadorned ρs are representations of the first factor of U 2 ×U 2 , and the representations denoted withρs are representations of the second factor. Also, tensor products of representations of the same group are inner tensor products, while tensor products of representations of different groups are outer tensor products.
From the above discussion, it follows that the sum ⊕ The above gives a fairly complete description, in terms of "bare" K-types, of the U 2 ×U 2 spectrum of the holomorphic unitary representations of U 2,2 appearing in P(V n,2,2 ) when n ≥ 4. To get the description in terms of "augmented" K-types, one should twist the above with (det 2 ⊗det 2 ) n 2 .
For n = 3, We have seen in §6 that the U 2 × U 2 spectrum is still the full tensor product
⊗ J, but there are now some restrictions on the pair of diagrams (D, E) that can appear in the harmonics. Indeed, we have seen that when n = 3, at least one of D and E is limited to having one row. This is for the bare K-types. For the augmented K-types, we should twist by det 2 . Thus, these augmented lowest K-types are always distinct from the lowest K-types of representations appearing in P(V n,2,2 ) with n ≥ 4, since the entries in their augmented highest weights are bounded below by 2. However, these representations are again isomorphic to τ ⊗ S(p + ) asŨ 2 ×Ũ 2 -modules, for their lowestŨ 2 ×Ũ 2 -types τ .
For n = 2, there are three cases, according as D can have two rows and E is zero (the (2,0) case), or vice versa (the (0,2) case), or when both D and E are restricted to have one row (the (1,1) case). We have seen that in the (2,0) and (0,2) cases, the K-structure of the representation with lowest U 2 × U 2 -type τ is τ ⊗ S(p + ). Now, however, the possibilities for τ are considerably restricted. In the (2,0) case, τ should have the form ρ (a,b) 2 ⊗ρ (0,0) 2 , or the analogous form with the factors reversed. Since one of the factors in the lowest Ktype is trivial, the discussion above for the case of n ≥ 4 shows that all these representations will have simple K spectrum -multiplicities bounded by 1.
However, in the (1,1) case, the mapping from τ ⊗S(p + ) to the representation has a proper kernel. These representations again have multiplicity 1 as representations of U 2 × U 2 = K. We have seen in §7 that the K-types are the union of two families, the images of the cones S L 1,1 and S R 1,1 . Since the mapping from teach of these cones to the highest weights of the K-types is linear, the collection of highest weights coming from each cone clearly forms a convex set. So the collection of highest weights of K-types is the union of two convex sets. Perhaps somewhat miraculously, this union is again convex. A calculation shows that the highest weights of the type (1,1) representation with lowest U 2 × U 2 type ρ The linear condition ℓ 11 +ℓ 21 = ℓ 12 +ℓ 22 means that this set is a translate of a 3-dimensional set of lattice points. The images of the two pieces coming from S L 1,1 and S R 1,1 intersect along the plane defined by ℓ 21 = ℓ 22 .
