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Introduction {#sec001}
============

Physical therapy is a common treatment for motor deficits but it is not always possible because of limitations in the affected limbs. Thus, alternative approaches have been used to support the recovery of motor functions by generating an activation of the sensorimotor system without resorting to overt voluntary movements \[[@pone.0121562.ref001]\]. One approach is based on passive movements caused by an external agent (e.g. a physiotherapist). Such movements are thought to activate the sensorimotor system via proprioceptive afferences that input information to both motor and sensory regions \[[@pone.0121562.ref002],[@pone.0121562.ref003]\]. Another approach is based on motor imagery, i.e. the mental rehearsal of motor acts in the absence of actual movement production. It is thought that motor imagery activates the motor system because it shares the same neural mechanisms that are involved in motor control of actual actions \[[@pone.0121562.ref004]\], providing additional benefits to conventional therapies \[[@pone.0121562.ref005]\]. There is a third approach, known as action observation therapy, which is only based on visual stimuli and uses the properties of the parietofrontal mirror neuron system. Such a system is not only activated when individuals perform a particular action but also when they observe others performing the same action \[[@pone.0121562.ref006]--[@pone.0121562.ref008]\]. Thus, the visual presentation of actions may facilitate the reorganization of the motor areas affected by stroke, and has shown good therapeutic results \[[@pone.0121562.ref009]--[@pone.0121562.ref012]\].

The three above mentioned ways of increasing sensorimotor activity involve a limb (real, imagined or observed) that performs movements in some way. However, activity in sensorimotor regions can be also produced without directly resorting to the movements of a limb: it is known that just with eye movements, activations are obtained both in the frontal and parietal cortices \[[@pone.0121562.ref013],[@pone.0121562.ref014]\]. This cortical activity is involved in the control of ocular movements, while the execution of such movements relies, in a lower level, on the brainstem motor centers \[[@pone.0121562.ref015]\].

It is notable that the above mentioned cortical mechanisms are not only related to the control of the gaze but can be also related to the control of limb movements, as has been reported in many imaging studies outside the field of rehabilitation. For example, when reaching and saccade movements towards static targets have been compared \[[@pone.0121562.ref016]\], saccade activations overlapped reaching activations in premotor and parietal regions. Similar results have been obtained when focusing on the planning stage of both hand and eye movements \[[@pone.0121562.ref017]\]. These and many other works \[[@pone.0121562.ref018]--[@pone.0121562.ref024]\] support the idea that the cortical representations for diverse movements, specifically frontal and parietal circuits for limb and eye movements, are highly distributed and overlapping in the human brain \[[@pone.0121562.ref025]\]. This overlap, which can be surprising at first, maybe is not so surprising if one takes into account that reaching and saccade movements are naturally coupled in daily life, and, from the point of view of efficient coding, it would not make much sense to have separate machinery to code similar planned movements that only differ in the effector used to execute them \[[@pone.0121562.ref024]\]. Thus, it would not be unreasonable to think that eye movements could be used in some way to generate brain activity related with limb movements.

Departing from the notion of this coupling between arm and eye, and from previous rehabilitation systems in which participants control virtual elements through their limb movements \[[@pone.0121562.ref026],[@pone.0121562.ref027]\], the aim of this paper is to study a new approach to activate the sensorimotor system that does not require limb movements. The essence of the new idea is to change the traditional effector, by using the eyes instead of the limbs to control objects. In the present work, the object is a virtual paddle that is controlled by the participants in the context of a digital game. In three different conditions of the experiment, participants move the virtual paddle to hit a ball using their hand (with a hand tracking system), using their eyes (with an eye tracking system) or are merely observers of the virtual game (baseline). One would naturally expect activations in frontoparietal motor regions when comparing the traditional way of control via hand movements with the baseline. More interestingly, a relatively similar frontoparietal activity might be expected when participants are using the eye as effector due to the overlapping of brain circuits for limb and eye movements. Furthermore, if this expectation is confirmed, it could open a new potential application in the field of neurorehabilitation.

Materials and Methods {#sec002}
=====================

Subjects {#sec003}
--------

18 right-handed \[[@pone.0121562.ref028]\] neurologically healthy subjects (11 female, 7 male) between 19 and 36 years of age (mean = 20.8; SD = 3.8). They had normal or corrected-to-normal vision. They gave their written informed consent. The study was approved by the local Ethics Committee (University of La Laguna) and was conducted in accordance with the Declaration of Helsinki. The individual in this manuscript has given written informed consent (as outlined in PLOS consent form) to publish these case details.

Task {#sec004}
----

A virtual environment, using Visual C\# and DirectX, was developed in previous research, where the subjects play a paddle and ball game from an egocentric perspective \[[@pone.0121562.ref029]\]. It was based on an earlier video tennis game. Participants had to prevent the ball entering the space behind them by trying to hit the approaching ball back towards the opponent (the computer), who controlled its own paddle to hit the ball in a similar way ([Fig. 1A](#pone.0121562.g001){ref-type="fig"}). The paddle had one degree of freedom (left-right) and its shape was cuboid. The time it took for the ball to complete a trajectory was 1 sec. The rebound angle was unpredictable for the participants so they could not anticipate the ball's trajectories.

![Experimental setup.\
(A) The digital game. The participants controlled a paddle to hit an approaching ball. The display has a 3D feel, so the more distant computer's paddle is smaller and further away. In the first run they controlled the paddle using an fMRI-compatible eye tracking system; in the second run, the paddle was controlled by moving one LED that slid over a custom support (B). (C) Schematic representation of a run. The lower row shows the duration of the task or stimulus represented in the upper row. Each run consisted of 6 observation blocks (OBS BLOCK; represented in blue) and 6 execution blocks (PLAY BLOCK; represented in green). Execution and observation blocks were preceded by a fixation task where participants stared at a grey cross in the middle of a black screen for 19s (fixation condition; represented by the + sign). After each fixation task, an advisory word ("play" or "watch") appeared for 1s to inform the subject about the next phase.](pone.0121562.g001){#pone.0121562.g001}

The experiment consisted of two different parts. Each one corresponded to one MRI run. The difference between both parts was the way the participants controlled their paddle during the game: with their eyes or with their hand. In the first part of the experiment (run1), the participants used their gaze to control the virtual paddle. This was done by using an MRI-compatible eye tracking system (MReyetracking, Resonance Technology Company, Northridge, CA), which tracks the participant's gaze point in real-time (i.e., where they are looking). This system is supported by the ViewPoint EyeTracker software (Arrington Research, Inc., Scottsdale, AZ) and includes a Software Developer's Kit (SDK) that allows programs like the virtual game to seamlessly interface with the eye tracker. Using this SDK, the gaze point horizontal coordinates were transformed into positions of the virtual paddle, which allowed the participant to control it in real-time. Eye movements had been previously smoothed by the eye tracking software using a simple moving average algorithm of 10 points to reduce noise. The logs were recorded unfiltered for further analysis.

In the second part of the experiment (run2), the participants used an fMRI-compatible hand tracking system to move the virtual paddle. Such a system is based on the Nintendo Wii Remote and allows, in real time, a more natural control of an object than a mouse, as has been previously published by our group \[[@pone.0121562.ref030]\]. It works by introducing one LED in the magnet room, and by receiving its signal with a Wii Remote located in the control room. The subjects controlled the paddle moving the LED that slid over a custom support ([Fig. 1B](#pone.0121562.g001){ref-type="fig"}). It was decided to perform this hand controlled part in second place to avoid any influence in the eye controlled part.

Both runs consisted of three conditions: execution, observation and fixation. The execution condition consisted of six 20 s blocks where the participant was playing against the computer. The players had 10 attempts to hit the ball during each game (in this paper, a game will mean a 20 s block). The participants only observed another six games during the observation condition. A replay of a previous game was considered for use here, but it was decided not to do it that way to prevent neural repetition suppression, that is, repeated stimulus processing is often associated with a reduction in neural activity \[[@pone.0121562.ref031]\], which could enhance the differences in activity between the observed and the executed conditions. The observed games were similar to the executed games, but in these cases the two paddles were controlled by the computer. All the observed games were different as they used different ball trajectories for every block and for the two runs. The two paddles were always visible during the execution and observation periods. Execution and observation blocks were presented in random order and preceded by a fixation task where the player stared at a grey cross in the middle of a black screen for 19s (fixation condition), as can be seen in [Fig. 1C](#pone.0121562.g001){ref-type="fig"}. An advisory word ("play" or "watch") then appeared for 1s to inform the subject about the next phase. Eye movement data and number of hits and errors on every game were recorded for further analysis during the two runs.

Procedure {#sec005}
---------

The subjects were told that they would play a game inside the MRI scanner where their aim was to hit a ball as many times as they could. They were told that during the first part of the experiment they would use their gaze to play and in the second part they would use their hand. They were asked to move their head and trunk as little as possible. Visual stimuli were given via MRI compatible eyeglasses (Visuastim, Resonance Technology, Northridge, CA). The eyeglasses had a resolution of 800×600 pixels, 32 bit color depth and a refreshing rate of 60 Hz. The angle of vision corresponded to 30×22.5°. No audio stimuli were delivered. The eye tracking system was calibrated following the instructions of the user manual for each participant. The participants then had a practice session inside the MRI scanner to ensure that they could control the paddle with the gaze properly, where they had 200 attempts to hit the ball, which is four times more than the 50 proposed as the minimum to learn a new one-dimensional visuomotor mapping \[[@pone.0121562.ref032]\]. After the first run they had another practice session but this time they controlled the paddle with the hand. The participants were instructed to look at the paddle during the observation conditions in the same way they did in the execution conditions. No individual calibration was required for the hand tracking system.

MR image acquisition {#sec006}
--------------------

Axially oriented functional images were obtained by a 3T Signa HD MR scanner (GE Healthcare, Waukesha, WI, USA) using an echo-planar-imaging gradient-echo sequence and an 8 channel head coil (TR = 2000 msec, TE = 22 msec, flip angle = 75°, matrix size = 64 x 64 pixels, 36 slices, 4 x 4 mm in plane resolution, spacing between slices = 4 mm, slice thickness = 3.3 mm, interleaved acquisition). The head was stabilized with foam pads. The slices were aligned to the anterior commissure---posterior commissure line and covered the whole brain. Functional scanning was preceded by 18 seconds of dummy scans to ensure tissue steady-state magnetization. 241 volumes were taken during each of the two runs for every participant. High resolution sagittally oriented anatomical images were also collected for anatomical reference. A 3D fast spoiled-gradient-recalled pulse sequence was obtained (TR = 6 msec, TE = 1 msec, flip angle = 12°, matrix size = 256 x 256 pixels, .98 x .98 mm in plane resolution, spacing between slices = 1 mm, slice thickness = 1 mm).

Image pre-processing and analysis {#sec007}
---------------------------------

Data were checked for artifacts and then analyzed using SPM8 ([www.fil.ion.ucl.ac.uk/spm/](http://www.fil.ion.ucl.ac.uk/spm/)). The images were realigned, unwarped and normalized to the MNI space. Normalization success was validated by visual inspection. The normalized images of 2 x 2 x 2 mm were smoothed by a full width at half maximum (FWHM) 8 x 8 x 8 Gaussian kernel. Data were monitored for motion artifact using an artifact detection toolbox ([www.nitrc.org/projects/artifact_detect/](http://www.nitrc.org/projects/artifact_detect/)). A timepoint which deviated from the previous one by more than 4 SD, 1 mm, or .01 degrees was marked as an outlier timepoint. The 18 subjects included in the analyses had less than 5% of outliers. A block design in the context of a general linear model was implemented for individual subject analyses. Two sessions (one for the first run and one for the second run) with three regressors each one were created by modeling the BOLD response to each stimulus condition (i.e., execution, observation and fixation). Thus, six regressors were included in the design matrix: *eye play*, *observation1*, *fixation1*, *hand play*, *observation2*, and *fixation2*. The conditions were modeled using a box-car function convolved with the HRF. Apart from these conditions, outlier timepoints and realignment parameters were included as nuisance regressors. Activation maps were generated for each subject by applying t statistics. Three contrasts of interest were computed in the first level: *eye play* \> *observation1* (for reasons of simplification here it will be called EYE_PLAY \> OBS), *hand play* \> *observation2* (HAND_PLAY \> OBS) and *hand play* \> *eye play* (HAND_PLAY \> EYE_PLAY). These first level contrast images were taken to the second level (group analysis) for a random effects analysis, were its symmetric contrasts were also computed. Statistical maps were set at a voxel-level threshold of p\<0.05, FDR corrected, k = 25. Anatomical locations and Brodmann\'s areas were determined using xjView 8.12 ([www.alivelearn.net/xjview8/](http://www.alivelearn.net/xjview8/)). After the group analysis, a conjunction analysis using the Minimum Statistic compared to the Conjunction Null method \[[@pone.0121562.ref033]\] was performed to determine voxels that were activated by the two modalities of game. Statistical activations for the group EYE_PLAY \> OBS and HAND_PLAY \> OBS contrasts were individually thresholded, binarized, and multiplied, resulting in a conjunction map revealing brain areas activated by both playing with the eye and the hand.

Behavioral analysis {#sec008}
-------------------

Eye tracking records provided normalized X and Y coordinates of the direction-of-gaze with respect to the game window coordinate system, with a temporal resolution of 30Hz. For example, (0.0, 0.0) means that the position of gaze was in the top left hand corner of the game window and (1.0, 1.0) means that the position of gaze was in the bottom right hand corner. Spatial resolution within the coordinate system was 640 x 480.

Quantitative analyses using different methods were performed. As a first approach, eye tracking data were imported to OGAMA software \[[@pone.0121562.ref034]\] for event detection and for preparation of statistical analysis. Detection of fixations was based on the dispersion-threshold-identification algorithm \[[@pone.0121562.ref035]\], with a dispersion radius of 1° and a minimum fixation length of 100 ms. Gaps between the fixations were classified as saccades. The following parameters were then computed for each subject and experimental condition: average fixation duration, average fixation count, and average saccade length.

For a better understanding of the eye scanning strategies, the records of the eye movements were processed and plotted with the help of customized software based on Matlab. Eye displacement, for each block, was calculated as the addition of the Euclidean distances between the gaze position of each sample and the gaze position of the following sample. After this, total eye displacement was calculated for each condition *(eye play*, *observation1*, *hand play*, *and observation2)* by adding the eye displacements of its corresponding blocks. As a measure of performance, the percentage of hits was calculated for the *hand play* and the *eye play* conditions.

When looking at the plots it was found that participants mainly used two basic strategies to hit the ball ([S1 Fig.](#pone.0121562.s001){ref-type="supplementary-material"}). 1: *Saccade strategy*: Participant executed an initial saccade to approximate to the estimated collision point, and waited for the collision (then using small corrections if necessary). 2: *Pursuit strategy*: The participant (horizontally) pursued the ball to try to hit it in a final collision point. This strategy was the most frequent one, as is explained in the results section. For every executed or observed trial, the customized software classified the corresponding strategy in *saccade* (the horizontal eye velocity exceeded 60°/s during the approach of the ball) or *pursuit* (the horizontal eye velocity did not exceed 60°/s during the approach of the ball). Visual inspection was used to verify that the algorithm outcome was adequate to the authors' criteria in more than 95% of the tested trials. The percentage of *pursuit strategy* used in every condition was calculated and selected as a measure of the strategy used.

Results {#sec009}
=======

Neural {#sec010}
------

[Fig. 2A](#pone.0121562.g002){ref-type="fig"} and [Table 1](#pone.0121562.t001){ref-type="table"} summarize the increases in the BOLD signal in the HAND_PLAY \> OBS contrast. This comparison showed an extensive network, centred on the left primary motor and primary somatosensory cortex, which was mainly made up of (left) fronto-parietal regions, and, to a lesser extent, some temporal, and occipital regions. Sub-lobar, cerebellar and midbrain regions were also activated. As regards its symmetric contrast, no significant BOLD signal increase was detected in the OBS \> HAND_PLAY comparison.

![Results of the main contrasts.\
(A, B, C, D1). Threshold = p\<0.05 at the voxel level, FDR; k = 25. The lack of differences in activity between the HAND_PLAY and the EYE_PLAY condition remained in most of the brain regions when a much less conservative threshold was used (D2). Threshold: p\<0.01 a at the voxel level, uncorrected; k = 1.](pone.0121562.g002){#pone.0121562.g002}
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###### Summary of the main fMRI results.

![](pone.0121562.t001){#pone.0121562.t001g}

  Region                                                                                                                             BA                     *Voxels*   *\[X Y Z\]*      *Z score*
  ---------------------------------------------------------------------------------------------------------------------------------- ---------------------- ---------- ---------------- -----------
  **hand play \> observation**                                                                                                                                                          
  L Postcentral gyrus, L precentral gyrus; L,R: cerebellum, temporal lobe, parietal lobe, occipital lobe, sub-lobar, midbrain        6,40,7,3,2,4,1,18,19   55412      \[−30 −30 50\]   6.19
  R Insula, R putamen                                                                                                                                       1357       \[38 2 16\]      3.85
  L precentral gyrus                                                                                                                 6,9                    147        \[−56 2 36\]     4.24
  **hand play \< observation**                                                                                                                                                          
  No significant activations                                                                                                                                                            
  **eye play \> observation**                                                                                                                                                           
  L,R Precentral gyrus; L,R: parietal lobe, occipital lobe, sub-lobar, midbrain, cerebellum, temporal lobe; L,R: Postcentral gyrus   6,18,19,7,40,4,2,3,1   52454      \[−28 −10 50\]   6.86
  L Insula                                                                                                                                                  359        \[−46 −2 6\]     4.21
  R: Supplementary motor area, median cingulate and paracingulate gyri                                                               24,31                  272        \[14 −18 44\]    3.85
  **eye play \< observation**                                                                                                                                                           
  No significant activations                                                                                                                                                            
  **conjunction (hand play \> obs. ∩ eye play \> obs.)**                                                                                                                                
  L,R Precentral gyrus; L,R: parietal lobe, occipital lobe, sub-lobar, midbrain, cerebellum, temporal lobe; L,R: Postcentral gyrus   6,18,19,7,40,4,2,3,1   28062      \[−28 −10 50\]   
  L Insula                                                                                                                                                  257        \[−46 −2 6\]     
  R putamen                                                                                                                                                 246        \[30 4 2\]       
  L precentral gyrus                                                                                                                 6,9                    114        \[−56 2 36\]     
  R: Supplementary motor area, median cingulate and paracingulate gyri                                                               24,31                  237        \[14 −18 44\]    
  **hand play \> eye play**                                                                                                                                                             
  L Precentral gyrus, L postcentral gyrus                                                                                            6,1,3,4                312        \[−30 −24 62\]   4.57
  **hand play \> eye play\***                                                                                                                                                           
  L Precentral gyrus, L postcentral gyrus                                                                                            6,1,3,4,2,40           2371       \[−30 −24 62\]   4.57
  R Temporal lobe, R sub-gyral                                                                                                       37,36                  174        \[40 −38 −12\]   2.79
  R Cerebellum                                                                                                                                              1447       \[6 −62 −12\]    3.49
  R Cerebellum                                                                                                                                              119        \[2 −44 −32\]    2.79
  L,R: Anterior Cingulate                                                                                                            32                     28         \[0 36 −10\]     2.26
  R Sub-lobar                                                                                                                                               92         \[22 −42 14\]    2.14

Anatomical structures and Brodmann Areas (BA) are reported with corresponding MNI coordinates of peak activity in each cluster. Threshold: p\<0.05 at the voxel level, FDR corrected for multiple comparisons, k = 25 (with the exception of \*: p\<0.01 at the voxel level, uncorrected, k = 1). Local maxima are at least 4.0 mm apart. L/R: left and right hemispheres.

The results of the EYE_PLAY \> OBS contrast are shown in [Fig. 2B](#pone.0121562.g002){ref-type="fig"} and [Table 1](#pone.0121562.t001){ref-type="table"}, where many of the activated voxels are located in areas related with motor aspects \[[@pone.0121562.ref036]\]. It is noteworthy the extended, bilateral activity found in a region centred in Brodmann area 6 (premotor cortex, supplementary motor area, and, to a lesser extent, a part of the primary motor cortex) which includes oculomotor regions like the frontal and the supplementary eye field \[[@pone.0121562.ref015]\]. Bilateral activity was also found in several regions of the inferior and superior parietal lobules (as the supramarginal gyrus, the angular gyrus and the precuneus). The occipital lobe and the cerebellum were also bilaterally activated, as well as midbrain and sublobar regions, and, to a lesser extent, some temporal areas as [Fig. 2B](#pone.0121562.g002){ref-type="fig"} shows. As regards its symmetric contrast, no significant BOLD signal increase was detected in the OBS \> EYE_PLAY comparison.

The conjunction analysis between the above mentioned contrasts (EYE_PLAY \> OBS and HAND_PLAY \> OBS) revealed the brain activations shared by the two modalities of game ([Fig. 2C](#pone.0121562.g002){ref-type="fig"}, [Table 1](#pone.0121562.t001){ref-type="table"}). These regions were fairly similar to those activated in the EYE_PLAY \> OBS contrast (premotor cortex, supplementary motor area, a part of the primary motor cortex, parietal, occipital, cerebellum, midbrain, sublobar, and, to a lesser extent, some temporal areas).

The last contrast of interest, HAND_PLAY \> EYE_PLAY is shown in [Fig. 2D1](#pone.0121562.g002){ref-type="fig"}. This comparison showed just one cluster located in the left primary motor and primary somatosensory cortex. This lack of differences in activity between the HAND_PLAY and the EYE_PLAY condition remained in most of the brain regions when a much less conservative threshold was used: [Fig. 2D2](#pone.0121562.g002){ref-type="fig"} presents the result of the same contrasts but using p\<0.01, uncorrected. Here one can see an extension of the cluster centered in the left primary motor cortex, and also some other activity, mainly in cerebellar regions ([Table 1](#pone.0121562.t001){ref-type="table"}). As regards the symmetric contrast, no significant BOLD signal increase was detected in the EYE_PLAY \> HAND_PLAY comparison.

[Fig. 3](#pone.0121562.g003){ref-type="fig"} shows contrast estimates (beta values) for each of the EYE_PLAY \> FIXATION, HAND_PLAY \> FIXATION and OBS \> FIXATION contrasts in five representative voxels. The contrasts were calculated as explained in the Materials and Methods section. The representative voxels were chosen because they were points of local maxima activity during the eye play condition and also because they were located in frontoparietal regions. These areas were as follows: left premotor cortex \[−28 −10 50\]; right premotor cortex \[28 −2 60\]; supplementary motor area \[−10 2 52\]; left inferior parietal lobule \[−56 −28 46\]; right inferior parietal lobule \[60 −24 40\].

![Contrast estimates in frontoparietal regions.\
The figure shows contrast estimates for each of the EYE_PLAY, HAND_PLAY and OBS conditions (against fixation condition) in five representative voxels (superimposed on the conjunction analysis image): left inferior parietal lobule \[−56 −28 46\]; left premotor cortex \[−28 −10 50\]; supplementary motor area \[−10 2 52\]; right premotor cortex \[28 −2 60\]; right inferior parietal lobule \[60 −24 40\]. Error bars depict the standard error. In all cases, activations were statistically significantly higher in both EYE_PLAY and HAND_PLAY conditions when compared with the OBS condition. No significant difference was observed between EYE_PLAY and HAND_PLAY conditions. Circles and ellipses indicate locations of frontoparietal areas mentioned in the present study: FEF = frontal eye fields; SEF = supplementary eye field; S1/M1 = left primary somatosensory and primary motor cortex (arm/hand motor area); PC = precuneus; SMG = supramarginal gyrus.](pone.0121562.g003){#pone.0121562.g003}

Behavioral {#sec011}
----------

Data from two of the participants got lost due to technical problems in the computer that recorded them, thus the behavioral analysis was conducted using an N = 16. Three paired-samples t-test were performed for each eye parameter (fixation duration, fixation count, saccade length, eye displacement and percentage of *pursuit strategy*): one for the *eye play-observation1* pair, one for the *hand play-observation2* pair, and one for the *eye play-hand play* pair. These comparisons were chosen because they correspond with the image contrasts presented above. None of the eye parameter comparisons revealed a significant difference (p = 0.05) even before correcting for multiple comparisons (with the exception of the *hand play-observation2* comparison for the percentage of *pursuit strategy*, although this result was non-significant when applying a Bonferroni correction). The results of the comparisons and descriptive statistics are shown in [S1](#pone.0121562.s003){ref-type="supplementary-material"} and [S2](#pone.0121562.s004){ref-type="supplementary-material"} Tables. Furthermore, using the OGAMA Attention Map Module, group attention maps were calculated as aggregated Gaussian distributions of each fixation in an experimental condition \[[@pone.0121562.ref034]\]. The results show similar maps for all the conditions ([S1 Fig.](#pone.0121562.s001){ref-type="supplementary-material"}). Taken together, the results indicate that eye scanning strategies were fairly similar in each executed task and its corresponding control condition and also in the two executed tasks.

As regards the performance, the percentage of hits was high in both execution conditions (above the 90%), though it was significantly higher for the *hand play* (M = 97.8, SD = 4.34) than for the *eye play* condition (M = 90.0, SD = 13.80), t(15) = −2.22, p = .042, d = 0.54, as a paired-samples t-test showed.

Regression analysis {#sec012}
-------------------

Two SPM regression analyses were conducted (N = 16) to look for relationships between the activations of the EYE_PLAY \> OBS contrast and variations in the behavioral parameters. In order to do this, the first level EYE_PLAY \> OBS contrast images and several covariate values were included in two different design matrices. In the first model, covariates corresponded to the five eye parameters and the % of hits for the EYE_PLAY condition. In an additional model, covariates were calculated as the difference in each eye parameter between the *eye play* and the *observation1* condition. For both models, results did not show any positive or negative relationship between any of the covariates and the activations of the EYE_PLAY \> OBS contrast (p\<0.05, FDR corrected, k = 25). Furthermore, when regressing out the covariates, results were similar to those previously obtained with the 18 participants and no behavioral covariates (see example [S2 Fig.](#pone.0121562.s002){ref-type="supplementary-material"}, obtained from the second model).

Discussion {#sec013}
==========

This work studies the brain activity of healthy volunteers who controlled a virtual object in the context of a digital game by applying two different methods: using their right hand or using their gaze. The results show extended activations, many of these in sensorimotor areas, not only when participants played in a traditional way (using their hand) but also when they used their gaze to control the virtual object. The implications of these findings are described below.

Using gaze to control a virtual object increases the activity in premotor and parietal cortex {#sec014}
---------------------------------------------------------------------------------------------

The contrast HAND_PLAY \> OBS shows different activations, especially in left sensorimotor regions that can be clearly related with the movements of the right limb during the *hand play* condition (this outstanding motor activity was to be expected because the participants were moving their arm during the *hand play* condition, but not during the observation condition). But what is more interesting for the present research is the result of the contrast EYE_PLAY \> OBS, that shows widespread activations in the premotor cortex (extended to some primary motor regions), as well as in the parietal cortex, the brainstem and the cerebellum. Such activity can be related with several cognitive and motor processes as explained below.

In comparison with the non-interactive *observation* condition, the interactive *eye play* condition requires more careful control and execution of the eye movements (though eye movements are present in both cases). This fact could have been responsible for some of the increase in activity during the *eye play* condition in areas that are involved in the control of the ocular movements \[[@pone.0121562.ref015]\], like the frontal eye fields (around the lateral part of the precentral sulcus), the supplementary eye field (in the supplementary motor area), the parietal eye fields (adjacent to the supramarginal and the angular gyri), and the cerebellum. Areas involved in the execution of ocular movements, like the superior colliculus in the midbrain were also activated \[[@pone.0121562.ref037],[@pone.0121562.ref038]\]. On the other hand, to help minimize differences in eye movements with respect to the baseline, the participants were instructed to look at the paddle during the observation conditions in the same way they did in the execution conditions. Such minimization must have happened up to some point if one looks at the behavioral results, which did not show significant differences between both conditions in the different eye parameters examined. Furthermore, the differences in activity in the EYE_PLAY \> OBS contrast does not appear to be related with differences in eye parameters or performance, as indicated by the regression analysis. Thus, it does not seem that the increases of activity found here are mainly due to differences in ocular movements.

Ocular movements are closely related with attentional processes \[[@pone.0121562.ref039]\]. Indeed, such processes should activate similar regions, according to several lines of evidence which suggest that eye movements and visuospatial attention share overlapping brain mechanisms \[[@pone.0121562.ref040]\]. For example, it has been shown that, while fixating the gaze, attentive vs passive tracking of moving targets activates premotor and parietal areas (as well as occipitotemporal regions) related with the visual processing of motion \[[@pone.0121562.ref041]\]. Besides which, it has been proposed that spatial attention results from an activation of the same circuits that program eye movements (and also other motor activities like reaching and grasping), which has been called the *premotor theory of attention* \[[@pone.0121562.ref042]\], and was developed with the intention of having a unitary explanation of a variety of visual-related attentional phenomena. To date, the exact relationship between eye-motor and attentional mechanism is still a matter of research, and such processes are difficult to separate, even more so using situations with high ecological validity like the one presented here. In any case, it is very likely that attentional effort was higher during the execution than during the observation conditions, and this could be responsible for part of the increase in activity found in the EYE_PLAY \> OBS contrast \[[@pone.0121562.ref043]\]. Activations in the occipital cortex are also probably related with attentional processes \[[@pone.0121562.ref044]\].

It is important to note that the ocular movements performed during the *eye play* condition are not only pursuit or saccade movements towards spatial positions, in the sense that they have been used to control an object (via eye tracking). This means that during the *eye play* condition, participants performed a complex visuomotor task, similar to other everyday tasks (like controlling a mouse cursor), but using a different effector (the eye). This increase of visuomotor complexity in the task (from the passive observation condition to the active eye play condition) probably led to activations in several visual and motor regions (see [Fig. 2B](#pone.0121562.g002){ref-type="fig"}). Differences in activity between both tasks can also be seen in [Fig. 3](#pone.0121562.g003){ref-type="fig"}: in both conditions participants were moving their eyes, but the values of the parameter estimates were higher in the eye play condition.

To summarize, when compared with an observation task (with a similar visual input), using gaze to control a virtual object is associated with an increase of activity in motor regions that can be related with motor processes, and also with cognitive processes. The present work has not been designed to discriminate the different factors that can modulate the activity found. This would be a methodological challenge \[[@pone.0121562.ref013]\] which could perhaps be addressed in further research using simpler tasks. The important point here has been finding extended activations in motor regions, which is in line with our expectations.

Similar activations in eye control and hand control modalities {#sec015}
--------------------------------------------------------------

Another important finding of this study comes from the combination of two of the obtained results. On the one hand, the conjunction analysis showed motor activations (especially in the premotor cortex). On the other hand, the outcome of the HAND_PLAY \> EYE_PLAY contrast showed activation in the left primary motor cortex. This activation was to be expected because (only) during the *hand play* condition were the participants moving their right arm, but the lack of significant differences in the rest of the brain, even when using a less conservative threshold, is also of interest ([Fig. 2D2](#pone.0121562.g002){ref-type="fig"}). Taken together, these results indicate that, with the exception of the primary motor cortex, regional motor activity was similar regardless of what the effector was: the arm or the eye. Here it should be noted that although similar regions are activated using the two effectors, it is very likely that different populations of neurons are involved in each control-process. Some neurons in the same voxel (or across nearby voxels blurred in the smoothing process) could be involved in multi-motor control (responding both during eye and hand movements), while other neurons could be effector--specific (some neurons could respond during eye movements and some neurons could respond during hand movements). Thus, the resolution of the fMRI data limits our capacity to understand the overlaps between eye control and hand control activity. The combination of different techniques and approaches to investigate function, structure, and intrinsic connectivity \[[@pone.0121562.ref025]\] can provide new insights into the functional specificity of the networks involved in the control of a virtual object. In any case, the results presented here are supported by previous functional neuroimaging studies that report widespread, overlapping mechanisms for hand and eye movements \[[@pone.0121562.ref016]\]. This overlap may not be so evident in the monkey brain, according to works that have identified different effector-related regions in the posterior parietal cortex \[[@pone.0121562.ref045]--[@pone.0121562.ref048]\]. However, it has been pointed out that such effector selectivity is actually limited: each region contains neurons selective for the non-preferred effector (eye or arm), and many neurons in these regions respond for both effectors \[[@pone.0121562.ref024],[@pone.0121562.ref049]\]. The contrast estimates shown in [Fig. 3](#pone.0121562.g003){ref-type="fig"} also support the idea that controlling the paddle with gaze produces activity in the motor system in a very similar way to that produced when playing the game in a more usual way, i.e., when controlling the paddle with the hand.

The potential application of these findings is explained below.

The obtained results can be of interest in the field of neurorehabilitation {#sec016}
---------------------------------------------------------------------------

A key factor for the reorganization of neural functions is the stimulation of the damaged networks \[[@pone.0121562.ref050]\], and the method presented in this paper can be useful to reach this goal, providing advantages and improvements to the others available in this moment of time. In first place, it has been shown that playing the game with the gaze produces more activity than an observation task with a similar visual input. Thus, adding an active control component via eye movements might be useful to increase the benefits of previous action observation therapies. Another reason these findings can be useful for neurorehabilitation is that the brain activations were fairly similar when playing with the hand or with the eye, suggesting that different motor regions could benefit by using this approach. Also of interest is the fact that the participants did not have previous experience with the game in any of the two modalities of the control of the paddle. The importance of this is that the patients that could take benefit from this approach would not need to have previous experience with the specific eye tracking rehabilitation system used to perform the therapy. Simply by directly controlling virtual objects (or even virtual limbs) with the eyes, activation in motor regions is expected to happen, without needing a specific manual training, a training that many times is not possible due the motor dysfunctions. The necessity of the presence of the therapist could also be reduced, and (unlike what happens in motor imagery) it is easy to check the execution of the patient and one can obtain registers of the eye movements. Another advantage of this approach is that the control of a virtual object with the gaze may be more attractive for the patients than other kinds of tasks used in rehabilitation, which therefore may help the patient to adhere to the therapy. For example, motor imagery can be difficult for patients to perform, or, in action observation therapies, paying attention to the stimuli during long periods could be boring for the patients. But the control of a virtual object with the gaze can even be rewarding. In fact, controlling items within an interactive environment is the base of most of the digital games that are played just for fun. In the future, attractive neurorehabilitation gaze-based systems could be developed for the users, which may be especially useful in the case of children and adolescents, populations that can also be affected by cerebrovascular accidents despite their youth \[[@pone.0121562.ref051],[@pone.0121562.ref052]\].

For all the aforementioned reasons, and taking into account that eye tracking can be a non-expensive technique \[[@pone.0121562.ref053],[@pone.0121562.ref054]\], it would be worthwhile continuing this line of research, by performing further experiments on clinical populations, whose results could be applied to the development of new systems for the rehabilitation of patients with motor deficits.

Conclusions {#sec017}
-----------

When compared with a passive observation task (including eye movements), the active control of virtual elements with the eye enhances brain activity in sensorimotor regions. In many of these regions, the activations are fairly similar to those obtained when the virtual elements are controlled with a more usual effector: the arm. To the best of our knowledge, this is the first work studying brain activity related with the eye control of virtual elements, which could be a promising approach to enhance motor activity without resorting to limb movements. The results presented here may be of interest to researchers, developers and medical professionals working in the field of the neurorehabilitation.

Supporting Information {#sec018}
======================

###### Game strategies and attention maps.

(Top) Sample of the two basic strategies used to hit the ball. Traces represent the time course of gaze (blue) and ball (red) horizontal position of one participant during three consecutive trials. The vertical continuous lines mark the beginning of each trial. The vertical dotted lines mark the moment in which the participant's paddle hit the ball. Strategy was classified, for every trial, as *saccade strategy* or *pursuit strategy*. (Bottom) Group attention maps calculated as aggregated Gaussian distributions of each fixation in an experimental condition. The results show similar maps for all the conditions. Most of the fixations were performed around a central position, possible because this is the optimal position to wait for the next ball and also for the natural tendency of the eyes to return to the primary eye position after a displacement.

(TIF)

###### 

Click here for additional data file.

###### Regression analysis.

Activations in the EYE_PLAY \> OBS contrast, when regressing out covariates related activity. Covariates were calculated as the difference in each eye parameter (fixation count, fixation duration, saccade length, total eye displacement, % of *pursuit strategy*) between the *eye play* and the *observation1* condition. N = 16. Note that these results are similar to those obtained with N = 18 and no behavioral covariates (see [Fig. 2B](#pone.0121562.g002){ref-type="fig"}). Threshold: p\<0.05 at the voxel level, FDR; k = 25.

(TIF)

###### 

Click here for additional data file.

###### Eye parameter descriptive stastistics.

Means and SD of the different eye parameters in the four conditions of the experiment.

(DOC)

###### 

Click here for additional data file.

###### Eye parameter comparisons.

Results of the paired samples t-tests for the different eye parameters. For each eye parameter, three comparisons were performed. P-values are not corrected for multiple comparisons.

(DOC)

###### 

Click here for additional data file.
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