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Abstract
The main subject of the paper is an in-depth analysis of Weyl matrix balls which are associated with a
finite moment problem for rational matrix functions in the nondegenerate case. Thereby, the investigations
tie in with preceding studies on a class of extremal solutions of the moment problem in question. We will
point out that each member of this class is also extremal concerning the parameters of Weyl matrix balls.
The considerations lead to characterizations of these particular solutions within the whole solution set of
the problem. In doing so, an application of the theory of orthogonal rational matrix functions with respect
to a nonnegative Hermitian matrix Borel measure on the unit circle is used to get that insight.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
This paper represents a supplement of [17,18], where distinguished solutions of a finite
moment problem for rational matrix functions were investigated. The moment problem in
question, called Problem (R), can be regarded as a generalization of the truncated trigono-
metric matrix moment problem. With a view to first investigations on Problem (R) and re-
lated topics we refer to [13]. The considerations on Problem (R) are motivated by an ex-
tension of the theory of orthogonal rational (complex-valued) functions on the unit circle
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elaborated by Bultheel et al. in [5] (see also [3,4,6]) to the case of matrix-valued func-
tions. From that point of view, the studies here are closely related to those in [14,15]
as well.
The primary concern of [17,18] was to reveal that each member F (α)n,w of a family of distin-
guished solutions of Problem (R) in the nondegenerate situation is extremal in several directions
with respect to the point w which plays the role of the parameter. In the process, an application
of the theory of orthogonal rational matrix functions with respect to a nonnegative Hermitian
matrix Borel measure on the unit circle was one of the basic tools. On that score, the consid-
erations in [17,18] can be also put down as a generalization of those in [16], where the Szego˝
theory of orthogonal matrix polynomials on the unit circle was used to explore some extremal
solutions of the nondegenerate matricial Carathe´odory problem. The bottom line is, substan-
tial parts of the results obtained in [16] have been suitably extended with respect to Problem
(R), excepting the statements concerning the so-called Weyl matrix balls in [16, Section 7].
This gap will be closed by the present paper. Somewhat more precisely, we will analyze sets
of matrices attained by values of the Riesz–Herglotz transforms which are associated with the
solution set of Problem (R) in the nondegenerate situation.
Following the classical monograph [1] of Akhiezer, the terminology Weyl circles or later
Weyl matrix balls was consequently put in the Soviet literature (see, e.g., [8,21,22,25,27]). As
explained in [1, Chapter 1] (see also [10]), the history of the scalar case is intimately related to
the primary papers [19,26,30]. In view of the general theory of matrix (respectively, operator)
balls we refer to Sˇmuljan [29].
A brief synopsis is as follows. For the reader’s convenience, we will recapitulate in Section 2
some notations already used in [17,18]. In particular, the moment problem in question and
expressions with regard to connected modules of rational matrix functions will be recalled.
In Section 3, basics on the distinguished solutions of Problem (R) discussed in [17,18] will
be succinctly replicated. In doing so, some information on the structure of the associated
Riesz–Herglotz transforms will be given. As an intermediate step to the statements on Weyl
matrix balls, we will verify in Section 4 that the sufficient condition for the fact that a matrix
measure belongs to the solution set of Problem (R) subject to [18, Theorem 5.8] is also necessary.
Thereby, the main strategy is to establish a connection to the descriptions of the solution set of
an interpolation problem of Nevanlinna–Pick type according to [24, Theorem 4.7]. In that train
of thought, we present some auxiliary results on interrelations of two modules of rational matrix
functions, where one of them is determined by the other one via reflection of the poles outside the
unit circle to the inside. Finally, with a view to [24] (see also [7,11,21,22]), Section 5 deals with
Weyl matrix balls associated with the solution set of Problem (R) in the nondegenerate situation.
We will see that the left and right semi-radii of these matrix balls with respect to certain points
of the unit disk form monotonously non-increasing sequences of positive Hermitian matrices.
Moreover, we will realize that the particular solution F (α)n,w (respectively, the Riesz–Herglotz
transform Ω (α)n,w of F
(α)
n,w) can be characterized by an extremal behavior of that monotonicity
concerning the point w.
2. Preliminaries
Let N0 and N be the set of all nonnegative integers and the set of all positive integers,
respectively. For each k ∈ N0 and each τ ∈ N0 ∪ {+∞}, let Nk,τ be the set of all integers n for
which k ≤ n ≤ τ holds. Furthermore, let D := {w ∈ C : |w| < 1} and T := {z ∈ C : |z| = 1}
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be the unit disk and the unit circle of the complex plane C, respectively. The extended complex
plane C∪ {∞} will be designated by C0. Throughout this paper, let p and q be positive integers.
If X is a nonempty set, then the symbol Xp×q stands for the set of all p × q matrices each
entry of which belongs to X. If A ∈ Cp×q , then A∗ means the adjoint matrix of A. For the null
matrix which belongs to Cp×q we will write 0p×q . The identity matrix that belongs to Cq×q
will be denoted by Iq . If A ∈ Cq×q , then detA is the determinant of A. We will write A ≥ B
(respectively, A > B) when A and B are Hermitian matrices (square and of the same size) such
that A − B is a nonnegative Hermitian (respectively, positive Hermitian) matrix. Recall that a
complex p × q matrix A is said to be contractive (respectively, strictly contractive) in the event
of Iq ≥ A∗A (respectively, Iq > A∗A). If A is a nonnegative Hermitian matrix, then
√
A stands
for the (unique) nonnegative Hermitian matrix B given by B2 = A.
Let (α j )∞j=1 be a sequence of numbers belonging to C \ T and let n ∈ N0. If n = 0, then
let πα,0 be the constant function on C0 with value 1 and let Rα,0 denote the set of all constant
complex-valued functions defined on C0. Let Pα,0 := ∅ and Zα,0 := ∅. If n ∈ N, then let
πα,n : C→ C be the polynomial of degree not greater than n defined by
πα,n(u) :=
n∏
j=1
(1− α j u),
let Rα,n denote the set of all rational functions f which admit a representation
f = pn
πα,n
with some polynomial pn : C→ C of degree not greater than n, and (using 10 := ∞) let
Pα,n :=
n
j=1

1
α j

and Zα,n :=
n
j=1

α j

.
Let F ∈ Mq≥(T,BT), where Mq≥(T,BT) stands for the set of all nonnegative Hermitian
q × q measures defined on the σ -algebra BT of all Borel subsets of T. (For details on the
integration theory with respect to nonnegative Hermitian q × q Borel measures on T, we refer
particularly to Kats [20] and Rosenberg [28].) If (Xk)nk=0 is a sequence of matrix functions
belonging to Rq×qα,n , then we associate the nonnegative Hermitian matrix
G(F)X,n :=
∫
T

X j (z)
∗ F(dz)Xk(z)n
j,k=0
respectively, H(F)X,n :=
∫
T
X j (z) F(dz) (Xk(z))∗
n
j,k=0

.
Thereby (cf. [14, Definition 3.3]), a sequence (Xk)nk=0 of functions with Xk ∈ Rq×qα,k is called a
right (respectively, left) orthonormal system corresponding to (α j )∞j=1 and F when
G(F)X,n = I(n+1)q

respectively, H(F)X,n = I(n+1)q

.
If (Lk)nk=0 is a left orthonormal system and if (Rk)
n
k=0 is a right orthonormal system, respectively,
corresponding to (α j )∞j=1 and F , then we call [(Lk)nk=0, (Rk)nk=0] a pair of orthonormal systems
corresponding to (α j )∞j=1 and F . The dual pair of orthonormal systems corresponding to
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[(Lk)nk=0, (Rk)nk=0] will be denoted by [(L#k)nk=0, (R#k )nk=0]. Roughly speaking (see [23] for
more details), the pair [(L#k)nk=0, (R#k )nk=0] fulfills slightly modified recurrence relations as
[(Lk)nk=0, (Rk)nk=0], whereby [(L#k)nk=0, (R#k )nk=0] is a pair of orthonormal systems corresponding
to (α j )∞j=1 and a certain matrix measure F# ∈Mq≥(T,BT).
As a continuation of the studies in [13,17,18] we consider below the following moment
problem for rational matrix functions, called Problem (R).
Problem (R). Let n ∈ N and α1, α2, . . . , αn ∈ C \ T. Let G be a complex (n + 1)q × (n + 1)q
matrix and suppose that X0, X1, . . . , Xn is a basis of the right Cq×q -moduleRq×qα,n . Describe the
set M[(α j )nj=1,G; (Xk)nk=0] of all measures F ∈Mq≥(T,BT) such that G(F)X,n = G.
A matrix-valued function Ω : D → Cq×q which is holomorphic in D and for which the
real part ReΩ(w) of Ω(w) is a nonnegative Hermitian matrix for each w ∈ D is called q × q
Carathe´odory function (inD). We will write Cq(D) for the set of all q×q Carathe´odory functions
(in D). In particular, if F ∈Mq≥(T,BT), then the function Ω : D→ Cq×q defined by
Ω(w) :=
∫
T
z + w
z − w F(dz)
belongs to the set Cq(D) (see, e.g., [9, Theorem 2.2.2]). We will call this matrix function Ω the
Riesz–Herglotz transform of (the nonnegative Hermitian q × q Borel measure) F .
In what follows, if Ω : D→ Cq×q is holomorphic in D, then Ω : C \ T→ Cq×q is given by
Ω(w) :=

Ω(w) if w ∈ D
−

Ω

1
w
∗
if w ∈ C \ (D ∪ T). (1)
If t ∈ N0 and if w ∈ C \ T, then Ω (t)(w) means the value of the t th derivative of Ω at w.
As already stated in [17, Proposition 2.1], the following interrelation between Problem (R)
and an interpolation problem of Nevanlinna–Pick type holds.
Proposition 2.1. Let α0 := 0. Let n ∈ N and let α1, α2, . . . , αn ∈ C be such that α jαk ≠ 1 holds
for all j, k ∈ N1,n . Let m be the number of pairwise different points amongst (α j )nj=0 and denote
these points by γ1, γ2, . . . , γm . For k ∈ N1,m , let lk be the number of occurrence of γk amongst
(α j )
n
j=0. Suppose that X0, X1, . . . , Xn is a basis of the right Cq×q -module Rq×qα,n . Furthermore,
let F1 and F2 belong to Mq≥(T,BT) and let Ω1 and Ω2 be the Riesz–Herglotz transform of F1
and F2, respectively. Then the following statements are equivalent:
(i) G(F1)X,n = G(F2)X,n .
(ii) For each k ∈ N1,m and t ∈ N0,lk−1, the identity 1t !Ω (t)1 (γk) = 1t !Ω (t)2 (γk) holds.
As is generally known (see, e.g., [9, Section 2.1]), there is also an interrelation between the
sets of matricial Carathe´odory functions and matricial Schur functions. Recall that a matrix
function S : D → Cp×q is called p × q Schur function (in D) if S is holomorphic in D and
if the value S(w) is a contractive matrix for each point w ∈ D. The set of all p × q Schur
functions (in D) will be denoted by Sp×q(D) in the following.
To angle for contacting by [14,15,23], we mostly focus on the situation that the underlying
complex numbers α1, α2, . . . , αn must be in good position with respect to T (as in
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Proposition 2.1). In doing so, T1 stands for the set of sequences (α j )∞j=1 of complex numbers
satisfying α jαk ≠ 1 for all j, k ∈ N. Obviously, if (α j )∞j=1 ∈ T1, then α j ∉ T for all j ∈ N.
Let (α j )∞j=1 ∈ T1. Furthermore, for each j ∈ N, let
η j :=
−1 if α j = 0α j|α j | if α j ≠ 0
and let bα j : C0 \
 1
α j
→ C be the rational function given by
bα j (u) :=

η j
α j − u
1− α j u if u ∈ C \

1
α j

1
|α j | if u = ∞.
An essential tool by the considerations on orthonormal systems of rational matrix functions is
the transform of a function X ∈ Rq×qα,n into a function X [α,n] ∈ Rq×qα,n , where X [α,n] stands for
the rational matrix function which is uniquely determined by the use of X via the formula
X [α,n](u) = Bα,n(u)

X

1
u
∗
, u ∈ C \ (Pα,n ∪ Zα,n ∪ {0}),
where Bα,0 = πα,0 and where
Bα,n(u) :=
n∏
j=1
bα j (u)
in the case of n ∈ N (cf. [14, Lemma 2.2 and Remark 2.4]).
The circumstance that some nondegeneracy condition holds will be important in the following.
Recall that a nonnegative Hermitian q × q measure F onBT is called nondegenerate of order n
if the block Toeplitz matrix
T(F)n :=
∫
T
zk− j F(dz)
n
j,k=0
is nonsingular. Henceforth, Mq,n≥ (T,BT) stands for the set of all measures F belonging to
Mq≥(T,BT) which are nondegenerate of order n.
Let F ∈Mq,n≥ (T,BT). Suppose that X0, X1, . . . , Xn (respectively, Y0, Y1, . . . , Yn) is a basis
of the right (respectively, left) Cq×q -module Rq×qα,n . Thus (cf. [13, Theorem 6]), the matrix G(F)X,n
(respectively, H(F)Y,n ) is nonsingular. In view of [13, Theorem 10] we will use the setting
A(α,F)n,w (v) := Ξn(v)

G(F)X,n
−1
(Ξn(w))∗
respectively, C (α,F)n,w (v) := (Υn(w))∗

H(F)Y,n
−1
Υn(v)

for some points v,w ∈ C0 \ Pα,n , where
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Ξn := (X0, X1, . . . , Xn)
respectively, Υn :=

Y0
Y1
...
Yn

 .
3. A class of particular solutions of Problem (R)
In the following, let (α j )∞j=1 ∈ T1 and n ∈ N. Furthermore, with a view to Problem (R), let
X0, X1, . . . , Xn be a basis of the right Cq×q -module Rq×qα,n and suppose that G is a nonsingular
(n+1)q× (n+1)q matrix such thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅. Let w ∈ D\Pα,n . From [17,
Theorem 3.4] we know that the nonnegative Hermitian measure F (α)n,w : BT → Cq×q given by
F (α)n,w(B) :=
1
2π
∫
B
1− |w|2
|z − w|2

A(α)n,w(z)
−∗
A(α)n,w(w)

A(α)n,w(z)
−1
λ(dz) (2)
belongs toM[(α j )nj=1,G; (Xk)nk=0], where λ stands for the linear Lebesgue measure defined on
BT and where (similar to the rational matrix function A
(α,F)
n,w in Section 2)
A(α)n,w := (X0, X1, . . . , Xn)G−1 (X0(w), X1(w), . . . , Xn(w))∗ . (3)
The matrix measure F (α)n,w belongs actually to the set M[(α j )nj=1,G; (Xk)nk=0] ∩Mq,∞≥ (T,BT)
(see [17, Remark 3.6]), where
Mq,∞≥ (T,BT) :=
∞
m=0
Mq,m≥ (T,BT).
Now, we give some information on the Riesz–Herglotz transform Ω (α)n,w of F
(α)
n,w. In do-
ing so, according to the established notation in [18] (see also [23]), let [(Lk)nk=0, (Rk)nk=0]
be a pair of orthonormal systems corresponding to the solution set M[(α j )nj=1,G; (Xk)nk=0]
as well as let [(L#k)nk=0, (R#k )nk=0] be the dual pair of orthonormal systems corresponding to[(Lk)nk=0, (Rk)nk=0]. (In view of the definition recalled in Section 2, if F is a matrix measure be-
longing to M[(α j )nj=1,G; (Xk)nk=0], then particularly [(Lk)nk=0, (Rk)nk=0] is a pair of orthonor-
mal systems corresponding to (α j )∞j=1 and F .) If S ∈ Sq×q(D), then from [18, Lemma 5.7] it
follows that there is a unique function ΩS ∈ Cq(D) which admits the representations
ΩS(v) =


(L#n)
[α,n](v)− bαn (v)R#n(v)S(v)
 
L [α,n]n (v)+ bαn (v)Rn(v)S(v)
−1
if αn ∈ D
1
bαn (v)
(L#n)
[α,n](v)S(v)− R#n(v)

1
bαn (v)
L [α,n]n (v)S(v)+ Rn(v)
−1
if αn ∉ D
(4)
and
ΩS(v) =


R[α,n]n (v)+ bαn (v)S(v)Ln(v)
−1 
(R#n)
[α,n](v)− bαn (v)S(v)L#n(v)

if αn ∈ D
1
bαn (v)
S(v)R[α,n]n (v)+ Ln(v)
−1  1
bαn (v)
S(v)(R#n)
[α,n](v)− L#n(v)

if αn ∉ D
(5)
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for each v ∈ D \ Pα,n , wherein the involved inverse matrices exist. In particular, by choosing S
as the constant matrix function on D with value −(Θn(w))∗, where
Θn :=

bαn

L [α,n]n
−1
Rn if αn ∈ D
1
bαn
R−1n L [α,n]n if αn ∉ D ,
in view of [18, Lemma 3.11 and part (c) of Theorem 5.8] we get that
Ω (α)n,w = ΩS . (6)
The elementary case n = 0 which includes just a condition on the total mass F(T) of
some F ∈ Mq≥(T,BT) does intrinsically not enter into Problem (R). However, the following
considerations concerning Problem (R) are practicable for that case as well. Note that, if X0 is
a constant function defined on C0 with a nonsingular q × q matrix X0 as value and if G is a
positive Hermitian q × q matrix, then there is an F ∈Mq≥(T,BT) such that∫
T
(X0(z))∗ F(dz) X0(z) = G (7)
is satisfied. In fact, by using settings (2) and (3) in the case n = 0 as well, A(α)0,w is the constant
function with value X0G−1X∗0 and the measure F
(α)
0,w is given by
F (α)0,w(B) =
1
2π
∫
B
1− |w|2
|z − w|2 X
−∗
0 GX
−1
0 λ(dz), B ∈ BT, (8)
whereby (7) is fulfilled by choosing F as F (α)0,w (cf. [17, Remarks 2.2 and 3.5]). Moreover (see,
e.g., [18, Remark 5.12]), the Riesz–Herglotz transform Ω (α)0,w of F
(α)
0,w is given by
Ω (α)0,w(v) =
1+ vw
1− vwX
−∗
0 GX
−1
0 , v ∈ D.
4. A description of the solution set of Problem (R) in the nondegenerate case
Henceforth, with a view to (4) and (5), let [(Lk)nk=0, (Rk)nk=0] be a pair of orthonormal systems
corresponding to M[(α j )nj=1,G; (Xk)nk=0] as well as let [(L#k)nk=0, (R#k )nk=0] be the dual pair of
orthonormal systems corresponding to [(Lk)nk=0, (Rk)nk=0]. Because of [18, Theorem 5.8] we
already know the following.
Theorem 4.1. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Furthermore, let S ∈ Sq×q(D). Then there is a uniquely determined measure FS ∈Mq≥(T,BT)
such that the Riesz–Herglotz transform ΩS of FS admits representations (4) and (5) for each
v ∈ D \ Pα,n . In particular, this measure FS belongs to M[(α j )nj=1,G; (Xk)nk=0].
Now, we are going to show that the sufficient condition regarding the membership in the
solution set of Problem (R) subject to Theorem 4.1 is also necessary. Thereby, the starting points
are the concrete formulas presented in [24, Section 4] with respect to an interpolation problem
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of Nevanlinna–Pick type for matricial Carathe´odory functions. Since the claim (α j )∞j=1 ∈ T1
(which manages the position of the poles of the underlying rational matrix functions) is somewhat
different from that in [24], we give in advance some auxiliary results to bridge this gap. In doing
so, for some α j ∈ C \ T, we will use the setting
ς j :=

α j if α j ∈ D
1
α j
if α j ∈ C \ D (9)
(which implies ς j ∈ D). Furthermore, based on a sequence (α j )∞j=1 of numbers belonging to
C \ T and certain n, r ∈ N0 we put
b(α)n;r :=

Bα,0 if r = 0 or αn+1, αn+2, . . . , αn+r ∈ D∏
j∈{s∈N1,r :αn+s ∉D}
bαn+ j if αn+s ∉ D for some s ∈ N1,r .
In particular, for all n, r ∈ N0, we have
|b(α)n;r (z)| = 1, z ∈ T. (10)
With a view to the rational matrix functions A(α,F)n,w and C
(α,F)
n,w defined as in Section 2 we can
make a note of the following.
Lemma 4.2. Let (α j )∞j=1 be a sequence of numbers belonging to C \ T and let ς j be defined
by (9) for every j ∈ N. Let τ ∈ N or τ = +∞ and suppose that F ∈ Mq,τ≥ (T,BT).
Furthermore, let k ∈ N1,τ and let w ∈ C0 \ (Pα,k ∪ Pς,k). Then the identities
A(ς,F)k,w =
1
b(α)0;k (0) b
(α)
0;k (w) πς,k
Pk,w and C
(ς,F)
k,w =
1
b(α)0;k (0) b
(α)
0;k (w) πς,k
Qk,w
hold, where Pk,w and Qk,w are the complex q × q matrix polynomials realizing
A(α,F)k,w =
1
πα,k
Pk,w and C
(α,F)
k,w =
1
πα,k
Qk,w. (11)
In particular, A(ς,F)k,w (w) = 1|b(α)0;k (w)|2 A
(α,F)
k,w (w) and C
(ς,F)
k,w (w) = 1|b(α)0;k (w)|2 C
(α,F)
k,w (w) hold.
Proof. Because of [13, Theorem 10] there is a unique function Y ∈ Rq×qα,k such that∫
T
(Y (z))∗F(dz)X (z) = X (w)

respectively,
∫
T
X (z)F(dz)(Y (z))∗ = X (w)

(12)
holds for each X ∈ Rq×qα,k , namely Y = A(α,F)k,w (respectively, Y = C (α,F)k,w ). Note that X ∈ Rq×qα,k
(respectively, X˜ ∈ Rq×qς,k ) is equivalent to the fact that this function admits the representation
X = 1
πα,k
Pk

respectively, X˜ = 1
πς,k
P˜k

with some (unique) complex q ×q matrix polynomial Pk (respectively, P˜k) of degree not greater
than k. In particular, the complex q × q matrix polynomials Pk,w and Qk,w realizing (11) are
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well defined. Furthermore, (9) implies the relation
b(α)0;k (0)
πς,k
πα,k
= b(α)0;k , (13)
where
b(α)0;k (0) =

1 if α1, α2, . . . , αk ∈ D∏
j∈{s∈N1,k :αs ∉D}
|α j | if αs ∉ D for some s ∈ N1,k .
In doing so, we see that b(α)0;k (0) ≠ 0 holds. In view of w ∈ C0 \ (Pα,k ∪ Pς,k) we can also find
that the condition b(α)0;k (w) ≠ 0 is fulfilled. Let
Y˜ := 1
b(α)0;k (0)b
(α)
0;k (w)πς,k
Pk,w
respectively, Y˜ := 1
b(α)0;k (0)b
(α)
0;k (w)πς,k
Qk,w
 .
Thus, by a straightforward calculation based on (10)–(13) one can show that∫
T
(Y˜ (z))∗F(dz)X˜(z) = X˜(w)

respectively,
∫
T
X˜(z)F(dz)(Y˜ (z))∗ = X˜(w)

holds for each X˜ ∈ Rq×qς,k , where Y˜ ∈ Rq×qς,k . Hence, from [13, Theorem 10] it follows that
Y˜ = A(ς,F)k,w (respectively, Y˜ = C (ς,F)k,w ). This along with (13) and the choice of Pk,w and Qk,w
yields particularly A(ς,F)k,w (w) = 1|b(α)0;k (w)|2 A
(α,F)
k,w (w) and C
(ς,F)
k,w (w) = 1|b(α)0;k (w)|2 C
(α,F)
k,w (w). 
Lemma 4.3. Let (α j )∞j=1 be a sequence of numbers belonging to C \ T and let ς j be given
by (9) for every j ∈ N. Let n ∈ N, let X0, X1, . . . , Xn be a basis of the right Cq×q -module
Rq×qα,n , and suppose that G is a nonsingular matrix such that M[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Let F ∈ M[(α j )nj=1,G; (Xk)nk=0] and let Y0, Y1, . . . , Yn be a basis of the right Cq×q -module
Rq×qς,n . Furthermore, letw ∈ D\Pα,n and let F (α)n,w (respectively, F (ς)n,w) be given via (2) concerning
M[(α j )nj=1,G; (Xk)nk=0] (respectively,M[(ς j )nj=1,G(F)Y,n ; (Yk)nk=0]) and w. Then F (α)n,w = F (ς)n,w.
Proof. Because of F ∈M[(α j )nj=1,G; (Xk)nk=0] and [17, Remark 3.1] one can see that
F ∈Mq,n≥ (T,BT), (14)
where (3) yields
A(α,F)n,w = A(α)n,w.
Note that A(α,F)n,w (w) > 0q×q holds and that det A(α,F)n,w (z) ≠ 0 is satisfied for each z ∈ T
(cf. [13, Remark 14 and Theorem 25]). Furthermore, (14) along with [13, Theorem 6] shows
that detG(F)Y,n ≠ 0. Since w ∈ D \ Pα,n and Pς,n ⊂ C0 \ (D ∪ T), we also have w ∈ D \ Pς,n .
In particular, the matrix function A(ς)n,w given via (3) (respectively, the matrix measure F
(ς)
n,w
given via (2)) concerning M[(ς j )nj=1,G(F)Y,n ; (Yk)nk=0] is well defined. Consequently, recalling
F ∈M[(ς j )nj=1,G(F)Y,n ; (Yk)nk=0], similar as above one can realize that
A(ς,F)n,w = A(ς)n,w,
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where A(ς,F)n,w (w) > 0q×q and where det A(ς,F)n,w (z) ≠ 0 for each z ∈ T. Taking this and (10) into
account, from Lemma 4.2 and (13) we get
A(ς,F)n,w (z)

A(ς,F)n,w (w)
−1 
A(ς,F)n,w (z)
∗
= πα,n(z)
b(α)0;n(0)πς,n(z)
A(α,F)n,w (z)

A(α,F)n,w (w)
−1  πα,n(z)
b(α)0;n(0)πς,n(z)
A(α,F)n,w (z)
∗
= 1
|b(α)0;n(z)|2
A(α,F)n,w (z)

A(α,F)n,w (w)
−1 
A(α,F)n,w (z)
∗
= A(α,F)n,w (z)

A(α,F)n,w (w)
−1 
A(α,F)n,w (z)
∗
for each z ∈ T. Therefore, in view of the choice of F (α)n,w and F (ς)n,w due to (2) (see also
[17, Remark 3.6]) it follows finally that the matrix measure F (α)n,w coincides with F
(ς)
n,w. 
Lemma 4.4. Let (α j )∞j=1 ∈ T1 and let ς j be defined by (9) for j ∈ N. Let τ ∈ N or τ = +∞
and suppose that F ∈ Mq,τ≥ (T,BT). Furthermore, let [(Lα,k)τk=0, (Rα,k)τk=0] be a pair of
orthonormal systems corresponding to (α j )∞j=1 and F as well as let [(Lς,k)τk=0, (Rς,k)τk=0] be a
pair of orthonormal systems corresponding to (ς j )∞j=1 and F. Then the identities
(1− αkv)(1− αku)
1− |αk |2

L [α,k]α,k (v)

L [α,k]α,k (u)
∗ − bαk (v)bαk (u)Rα,k(v) Rα,k(u)∗
= (1− ςkv)(1− ςku)
1− |ςk |2 b
(α)
0;k (v) b
(α)
0;k (u)

L [ς,k]ς,k (v)

L [ς,k]ς,k (u)
∗
− bςk (v)bςk (u)Rς,k(v)

Rς,k(u)
∗ 
and
(1− αku)(1− αkv)
1− |αk |2

R[α,k]α,k (u)
∗
R[α,k]α,k (v)− bαk (u)bαk (v)

Lα,k(u)
∗ Lα,k(v)
= (1− ςku)(1− ςkv)
1− |ςk |2 b
(α)
0;k (u) b
(α)
0;k (v)

R[ς,k]ς,k (u)
∗
R[ς,k]ς,k (v)
− bςk (u)bςk (v)

Lς,k(u)
∗ Lς,k(v)
are satisfied for every k ∈ N1,τ and all points u, v ∈ C \ (Pα,k ∪ Pς,k).
Proof. Because of F ∈ Mq,τ≥ (T,BT) and [14, Corollary 4.4] the pairs [(Lα,k)τk=0, (Rα,k)τk=0]
and [(Lς,k)τk=0, (Rς,k)τk=0] of orthonormal systems are well defined. Let k ∈ N1,τ . In view of the
Christoffel–Darboux formulas for orthogonal rational matrix functions (see [14, Lemma 5.1 and
Corollary 5.5]) we obtain
1− bαk (v)bαk (u)

A(α,F)k,u (v) =

1− bαk (v)bαk (u)
 k−
j=0
Rα, j (v)

Rα, j (u)
∗
= L [α,k]α,k (v)

L [α,k]α,k (u)
∗ − bαk (v)bαk (u)Rα,k(v) Rα,k(u)∗ (15)
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and analogously
1− bαk (u)bαk (v)

C (α,F)k,u (v) =

R[α,k]α,k (u)
∗
R[α,k]α,k (v)
− bαk (u)bαk (v)

Lα,k(u)
∗ Lα,k(v) (16)
for each u, v ∈ C \ Pα,k . Similar to (15) and (16), for each u, v ∈ C \ Pς,k , we get
1− bςk (v)bςk (u)

A(ς,F)k,u (v) = L [ς,k]ς,k (v)

L [ς,k]ς,k (u)
∗
− bςk (v)bςk (u)Rς,k(v)

Rς,k(u)
∗
,
1− bςk (u)bςk (v)

C (ς,F)k,u (v) =

R[ς,k]ς,k (u)
∗
R[ς,k]ς,k (v)
− bςk (u)bςk (v)

Lς,k(u)
∗ Lς,k(v).
A combination of these relations with (15) and (16) yields finally the assertion, since
1− bαk (u)bαk (v) =
(1− |αk |2)(1− uv)
(1− αku)(1− αkv)
respectively, 1− bςk (u)bςk (v) =
(1− |ςk |2)(1− uv)
(1− ςku)(1− ςkv)

and since from Lemma 4.2 and (13) it follows that
A(ς,F)k,u (v) =
1
b(α)0;k (v) b
(α)
0;k (u)
A(α,F)k,u (v) and C
(ς,F)
k,u (v) =
1
b(α)0;k (u) b
(α)
0;k (v)
C (α,F)k,u (v)
hold for each u, v ∈ C \ (Pα,k ∪ Pς,k). 
In the following, the notation jqq stands for the 2q × 2q signature matrix given by
jqq :=

Iq 0q×q
0q×q −Iq

.
Lemma 4.5. Let (α j )∞j=1 ∈ T1 and let ς j be given by (9) for every j ∈ N. Let n ∈ N, let
X0, X1, . . . , Xn be a basis of the right Cq×q -moduleRq×qα,n , and suppose that G is a nonsingular
matrix such thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅. Furthermore, let F ∈M[(α j )nj=1,G; (Xk)nk=0],
let [(Lς,k)nk=0, (Rς,k)nk=0] be a pair of orthonormal systems corresponding to (ς j )∞j=1 and F,
as well as let [(L#ς,k)nk=0, (R#ς,k)nk=0] be the dual pair of orthonormal systems corresponding to
[(Lς,k)nk=0, (Rς,k)nk=0]. Then there is a complex 2q×2q matrix W such that W∗jqqW = jqq and−bαn R#n (L#n)[α,n]
bαn Rn L
[α,n]
n

= b(α)0;n

−bςn R#ς,n (L#ς,n)[ς,n]
bςn Rς,n L
[ς,n]
ς,n

W
hold in the case of αn ∈ D and for αn ∈ C \ D otherwise W∗jqqW = jqq and
1
bαn
(L#n)
[α,n] −R#n
1
bαn
L [α,n]n Rn
 = b(α)0;n

−bςn R#ς,n (L#ς,n)[ς,n]
bςn Rς,n L
[ς,n]
ς,n

W. (17)
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Proof. Let v ∈ D \ Pα,n and u ∈ D \ (Pα,n ∪Zα,n ∪ {0}). By F ∈M[(α j )nj=1,G; (Xk)nk=0] and
[17, Remark 3.1] one can see that (14) holds, where [(Lk)nk=0, (Rk)nk=0] is a pair of orthonormal
systems corresponding to (α j )∞j=1 and F (note also [14, Corollary 4.4] and [18, Remark 3.3]).
Therefore, considering Pς,n ⊂ C0 \ (D ∪ T), from Lemma 4.4 it follows
(1− |ςn|2)(1− αnv)(1− αnu)
(1− |αn|2)(1− ςnv)(1− ςnu)

L [α,n]n (v)

L [α,n]n (u)
∗ − bαn (v)bαn (u)Rn(v)(Rn(u))∗
= b(α)0;n(v) b(α)0;n(u)

L [ς,n]ς,n (v)

L [ς,n]ς,n (u)
∗ − bςn (v)bςn (u)Rς,n(v) Rς,n(u)∗ . (18)
Since [23, Theorem 4.6] implies particularly that there is a measure F# ∈ Mq,n≥ (T,BT) such
that [(L#k)nk=0, (R#k )nk=0] is a pair of orthonormal systems corresponding to (α j )∞j=1 and F# as
well as [(L#ς,k)nk=0, (R#ς,k)nk=0] is a pair of orthonormal systems corresponding to (ς j )∞j=1 and
F#, an application of Lemma 4.4 leads similarly to the equality
(1− |ςn|2)(1− αnv)(1− αnu)
(1− |αn|2)(1− ςnv)(1− ςnu)

(L#n)
[α,n](v)

(L#n)
[α,n](u)
∗
− bαn (v)bαn (u)R#n(v)

R#n(u)
∗ 
= b(α)0;n(v) b(α)0;n(u)

(L#ς,n)
[ς,n](v)

(L#ς,n)
[ς,n](u)
∗
− bςn (v)bςn (u)R#ς,n(v)

R#ς,n(u)
∗ 
. (19)
Suppose that Y0, Y1, . . . , Yn is a basis of the right Cq×q -module Rq×qς,n . Let F (α)n,u (respectively,
F (ς)n,u ) be the matrix measure given via (2) concerning M[(α j )nj=1,G; (Xk)nk=0] (respectively,
M[(ς j )nj=1,G(F)Y,n ; (Yk)nk=0]) and u. Denote by Ω (α)n,u (respectively, Ω (ς)n,u ) the Riesz–Herglotz
transform of F (α)n,u (respectively, of F
(ς)
n,u ). With a view to Lemma 4.3 we have Ω
(α)
n,u = Ω (ς)n,u .
Consequently, since (4) and (6) imply
(L#n)
[α,n](v)

L [α,n]n (u)
∗ + bαn (v)bαn (u)R#n(v)(Rn(u))∗
= Ω (α)n,u (v)

L [α,n]n (v)

L [α,n]n (u)
∗ − bαn (v)bαn (u)Rn(v)(Rn(u))∗ 
and
(L#ς,n)
[ς,n](v)

L [ς,n]ς,n (u)
∗ + bςn (v)bςn (u)R#ς,n(v) Rς,n(u)∗
= Ω (ς)n,u (v)

L [ς,n]ς,n (v)

L [ς,n]ς,n (u)
∗ − bςn (v)bςn (u)Rς,n(v)(Rς,n(u))∗ 
(see also [18, Remark 5.11]), by using (18) we get
(1− |ςn|2)(1− αnv)(1− αnu)
(1− |αn|2)(1− ςnv)(1− ςnu)

(L#n)
[α,n](v)

L [α,n]n (u)
∗
+ bαn (v)bαn (u)R#n(v) (Rn(u))∗

= b(α)0;n(v) b(α)0;n(u)

(L#ς,n)
[ς,n](v)

L [ς,n]ς,n (u)
∗ + bςn (v)bςn (u)R#ς,n(v) Rς,n(u)∗ (20)
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as well. We consider now the circumstance that αn ∈ C \ D. Let
Ξ :=

1
bαn
(L#n)
[α,n] −R#n
1
bαn
L [α,n]n Rn
 and Ξ˜ :=

−bςn R#ς,n (L#ς,n)[ς,n]
bςn Rς,n L
[ς,n]
ς,n

. (21)
Hence, taking into account that αn ∈ C \ D and (9) result in
(1− |ςn|2)(1− αnv)(1− αnu)
(1− |αn|2)(1− ςnv)(1− ςnu) =
−1
bαn (v)bαn (u)
,
by virtue of (18)–(20) one can reason that
Ξ (v)jqq(Ξ (u))∗ = b(α)0;n(v) b(α)0;n(u) Ξ˜ (v)jqq(Ξ˜ (u))∗. (22)
Furthermore, the relations in [23, Proposition 3.3] (see also the proof thereof) imply that Ξ˜ (u)
and Ξ (u) are nonsingular matrices. Thus, the complex 2q × 2q matrix
W := b(α)0;n(u) jqq

Ξ˜ (u)
∗
(Ξ (u))−∗jqq
is well defined and by (22) with v = u (note j∗qq = jqq and j2qq = I2q ) we obtain
W∗jqqW = b(α)0;n(u)b(α)0;n(u)jqq(Ξ (u))−1Ξ˜ (u)jqq(Ξ˜ (u))∗(Ξ (u))−∗jqq = jqq .
Moreover, (22) yields the identity
Ξ (v) = b(α)0;n(v) Ξ˜ (v)W.
Therefore, since b(α)0;n , Ξ , and Ξ˜ are rational, it follows (17). Analogously, based on (18)–(20)
one can verify the assertion concerning the case αn ∈ D. 
As an aside we note that, by using a similar argumentation as in [15, Sections 2 and 3], one can
prove that the matrix W occurring in Lemma 4.5 is uniquely determined and one can get explicit
representations of that matrix in terms of orthogonal rational matrix functions. Furthermore, the
identities in Lemma 4.5 are pointed out with a view to the linear fractional transformations stated
in (4). One can also verify analogous relations regarding (5).
We are now able to prove that the sufficient condition for the fact that a matrix measure
belongs to the solution set of Problem (R) subject to Theorem 4.1 is also necessary.
Theorem 4.6. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
If F ∈M[(α j )nj=1,G; (Xk)nk=0], then there exists a uniquely determined function S ∈ Sq×q(D)
such that F coincides with the matrix measure FS given by Theorem 4.1.
Proof. Let F ∈ M[(α j )nj=1,G; (Xk)nk=0] and let Ω denote the Riesz–Herglotz transform of
F . In view of [18, Lemma 5.7] and the matricial version of the Riesz–Herglotz Theorem (see,
e.g., [9, Theorem 2.2.2]) we already know that there exists at most one S ∈ Sq×q(D) such
that F coincides with the matrix measure FS given by Theorem 4.1, i.e. that Ω coincides with
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the function ΩS ∈ Cq(D) satisfying (4) and (5) for each v ∈ D \ Pα,n . Therefore (note also [18,
Lemmas 5.5 and 5.6]), if we have shown that there is an S ∈ Sq×q(D) such that
Ω(v) =


(L#n)
[α,n](v)− bαn (v)R#n(v)S(v)
 
L [α,n]n (v)+ bαn (v)Rn(v)S(v)
−1
if αn ∈ D
1
bαn (v)
(L#n)
[α,n](v)S(v)− R#n(v)

1
bαn (v)
L [α,n]n (v)S(v)+ Rn(v)
−1
if αn ∉ D
(23)
holds for each v ∈ D \ Pα,n , then the assertion follows. (The inverses in (23) exist due to
[18, Lemma 5.7].) We will now prove that there is an S ∈ Sq×q(D) such that Ω admits (23)
for each v ∈ D \ Pα,n . Let ς j be the complex number defined by (9) for every j ∈ N. Because
of F ∈M[(α j )nj=1,G; (Xk)nk=0] we have (14) and there exists a pair [(Lς,k)nk=0, (Rς,k)nk=0] of
orthonormal systems corresponding to (ς j )∞j=1 and F (note [13, Theorem 6], [14, Corollary 4.4],
and [18, Remark 3.3]). Let [(L#ς,k)nk=0, (R#ς,k)nk=0] be the dual pair of orthonormal systems
corresponding to [(Lς,k)nk=0, (Rς,k)nk=0]. Taking these settings and Proposition 2.1 into account
(note also Pς,n ⊂ C0 \ (D ∪ T) and [18, Lemma 5.6]), the descriptions of the solution set
of an interpolation problem of Nevanlinna–Pick type for q × q Carathe´odory functions stated
in [24, Theorem 4.7] imply that there is a function S˜ ∈ Sq×q(D) such that
Ω(v) =

(L#ς,n)
[ς,n](v)− bςn (v)R#ς,n(v)S˜(v)
 
L [ς,n]ς,n (v)+ bςn (v)Rς,n(v)S˜(v)
−1
(24)
holds for each v ∈ D. Based on Lemma 4.5 and some well-known results on linear fractional
transformations of matrices (see, e.g., [2, Section 2.3] or [9, Section 1.6]) one can conclude that
(24) leads to (23) for each v ∈ D \Pα,n and some S ∈ Sq×q(D). Exemplarily, we give somewhat
more details on that for the case αn ∈ C \ D. Similar as in [9, Section 1.6], if
Θ =

A B
C D

with some A,B,C,D ∈ Cq×q and if X ∈ Cq×q is such that det(CX+ D) ≠ 0, then we put
SΘ (X) := (AX+ B)(CX+ D)−1.
Furthermore, let Ξ and Ξ˜ be the rational 2q × 2q matrix functions given by (21). Thus, (24) can
be reformulated as
Ω(v) = SΞ˜ (v)(S˜(v)), v ∈ D. (25)
From Lemma 4.5 it follows that there is a W ∈ C2q×2q such that W∗jqqW = jqq and
Ξ (v) = b(α)0;n(v) Ξ˜ (v)W, v ∈ D \ Pα,n, (26)
are satisfied. Since W∗jqqW = jqq and S˜ ∈ Sq×q(D), in view of [9, Theorem 1.6.2 and
Proposition 1.6.2] one can see that W is a nonsingular matrix and that by setting
S(v) := SW−1(S˜(v)), v ∈ D,
a function S ∈ Sq×q(D) is given, where
S˜(v) = SW(S(v)), v ∈ D.
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Consequently (note [9, Proposition 1.6.3]), because of (25) and (26) we get
Ω(v) = SΞ˜ (v) (SW(S(v))) = SΞ˜ (v)W(S(v)) = Sb(α)0;n(v)Ξ˜ (v)W(S(v)) = SΞ (v)(S(v))
for each v ∈ D \ Pα,n . This along with the choice of Ξ yields finally that (23) holds for each
v ∈ D \ Pα,n in the case of αn ∈ C \ D. 
Remark 4.7. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
In view of Theorems 4.1 and 4.6 we have a bijective interrelation between the sets Sq×q(D)
and M[(α j )nj=1,G; (Xk)nk=0]. Moreover, a similar investigation on the rank of associated
block matrices as in [12] (note particularly [12, Remark 2.5, Lemma 2.6, Proposition 4.1, and
Proposition 5.4], Lemma 4.5, and [9, Theorem 2.2.2]) shows that, if S ∈ Sq×q(D) and if the
matrix measure FS ∈M[(α j )nj=1,G; (Xk)nk=0] is given as in Theorem 4.1, then
rankT(FS)n+k = rank

Ikq − S(S)k−1(S(S)k−1)∗

+ (n + 1)q, k ∈ N,
holds, where the block Toeplitz matrix S(S)k−1 is given by the Taylor expansion of S at 0 via
S(S)k−1 :=

A0 0q×q 0q×q . . . 0q×q
A1 A0 0q×q . . . 0q×q
A2 A1 A0
. . .
...
...
...
...
. . . 0q×q
Ak−1 Ak−2 Ak−3 . . . A0
 , S(w) =
∞−
j=0
w jA j .
Remark 4.8. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Because of Theorem 4.6 and [18, Lemma 6.4] one can conclude that the sufficient condition
in [18, Theorem 6.5] for the fact that a measure belongs to the solution set of Problem (R) is
also necessary. In this way, one gets another bijective interrelation between the sets Sq×q(D) and
M[(α j )nj=1,G; (Xk)nk=0] in terms of reproducing kernels of rational matrix functions, where
along the lines of Remark 4.7 a rank identity of associated block matrices holds.
We marginally observe that the statements of Lemmas 4.2 and 4.4 are fulfilled for k = 0
(with α0 = 0 and ς0 = 0) as well (in view of the settings in Section 2 and [14, Remark 5.3]). A
similar conclusion can be drawn concerning (7), (8), and the case n = 0 in Lemmas 4.3 and 4.5.
Moreover, with regard to Theorem 4.6 and Remark 4.7 we can realize the following.
Remark 4.9. Let (α j )∞j=1 ∈ T1. Let X0 be a constant function on C0 with a nonsingular q × q
matrix X0 as value and suppose that G is a positive Hermitian q × q matrix. Using a similar
argumentation as for Theorem 4.6 and Remark 4.7 one can see that an F ∈Mq≥(T,BT) fulfills
(7) if and only if, for each v ∈ D, the Riesz–Herglotz transform Ω of F admits
Ω(v) =

X−∗0 GX
−1
0 (1− vS(v))(1+ vS(v))−1

X−∗0 GX
−1
0
respectively,Ω(v) =

X−∗0 GX
−1
0 (1+ vS(v))−1(1− vS(v))

X−∗0 GX
−1
0

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with some (uniquely determined) function S ∈ Sq×q(D), where this relation implies the rank
identity rankT(F)k = rank(Ikq − S(S)k−1(S(S)k−1)∗ )+ q for k ∈ N.
5. On the parameters of Weyl matrix balls associated with Problem (R)
Based on Theorems 4.1 and 4.6, we study in the present section some geometric aspects
concerning the value distribution of the Riesz–Herglotz transforms associated with the solution
setM[(α j )nj=1,G; (Xk)nk=0] of Problem (R) for the circumstance that G is a nonsingular matrix
such that this set is nonempty.
As in the case of related interpolation problems (see, e.g., [7,11,21,24]), for an arbitrarily fixed
point w ∈ D \ Pα,n , in view of (4) (respectively, (5)) the set
{ΩS(w) : S ∈ Sq×q(D)} (27)
fills a so-called Weyl matrix ball K(M;L,R) with certain complex q × q matrices M, L,
and R. (In view of Theorem 4.1, Theorem 4.6, and (4) one can see that the set in (27)
describes the value distribution at the point w of the Riesz–Herglotz transforms associated with
M[(α j )nj=1,G; (Xk)nk=0].) In doing so, the notation K(M;L,R) stands for the set of all complex
q × q matrices X fulfilling X =M+ LKR with some contractive q × q matrix K.
The main goal of this section is to point out the special position of the Riesz–Herglotz
transform Ω (α)n,w of the particular solution F
(α)
n,w of Problem (R) concerning (27). In fact, we will
see that the parameters of the matrix ball induced by (27) can be used to characterize F (α)n,w within
the solution set M[(α j )nj=1,G; (Xk)nk=0].
At first, we will clarify that the set stated in (27) forms a Weyl matrix ball K(M;L,R).
Proposition 5.1. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
module Rq×qα,n and let G be a nonsingular matrix so that M[(α j )nj=1,G; (Xk)nk=0] ≠ ∅. Let
w ∈ D \ Pα,n , let F (α)n,w be given by (2), and let Ω (α)n,w be the Riesz–Herglotz transform of F (α)n,w.
Then the set given by (27) coincides with K(Mn,w; 2|wBα,n(w)|

Ln,w,

Rn,w), where
Mn,w := Ω (α)n,w(w),
Ln,w := 1− |αn|
2
|1− αnw|2

R[α,n]n (w)
∗
R[α,n]n (w)− |bαn (w)|2(Ln(w))∗Ln(w)
−1
,
Rn,w := 1− |αn|
2
|1− αnw|2

L [α,n]n (w)

L [α,n]n (w)
∗ − |bαn (w)|2 Rn(w)(Rn(w))∗ −1 .
Proof. Let ς j be the number defined by (9) for every j ∈ N and suppose that Y0, Y1, . . . , Yn
is a basis of the right Cq×q -module Rq×qς,n . Let F ∈ M[(α j )nj=1,G; (Xk)nk=0], let F (ς)n,w be
the measure given via (2) concerning M[(ς j )nj=1,G(F)Y,n ; (Yk)nk=0] and w, and let Ω (ς)n,w be the
Riesz–Herglotz transform of F (ς)n,w. Because of F ∈M[(α j )nj=1,G; (Xk)nk=0] we have (14) and
there is a pair [(Lς,k)nk=0, (Rς,k)nk=0] of orthonormal systems corresponding to (ς j )∞j=1 and F
(note [13, Theorem 6], [14, Corollary 4.4], and [18, Remark 3.3]). Let [(L#ς,k)nk=0, (R#ς,k)nk=0]
be the dual pair of orthonormal systems corresponding to [(Lς,k)nk=0, (Rς,k)nk=0]. Taking these
settings and Proposition 2.1 into account (note also Pς,n ⊂ C0 \ (D ∪ T) and [18, Lemma 5.6]),
Author's personal copy
880 A. Lasarow / Journal of Approximation Theory 163 (2011) 864–887
from [24, Proposition 4.8] and (4)–(6) one can conclude that the set given by (27) coincides with
the Weyl matrix ball K(M(ς)n,w; 2|wBς,n(w)|

L(ς)n,w,

R(ς)n,w), where
M(ς)n,w := Ω (ς)n,w(w),
L(ς)n,w :=
1− |ςn|2
|1− ςnw|2

R[ς,n]ς,n (w)
∗
R[ς,n]ς,n (w)− |bςn (w)|2(Lς,n(w))∗Lς,n(w)
−1
,
R(ς)n,w :=
1− |ςn|2
|1− ςnw|2

L [ς,n]ς,n (w)(L [ς,n]ς,n (w))∗ − |bςn (w)|2 Rς,n(w)(Rς,n(w))∗
−1
.
Since Lemma 4.3 yields the identity Ω (α)n,w = Ω (ς)n,w, we get
Mn,w =M(ς)n,w.
Furthermore, in view of Lemma 4.4 and the choice of L(ς)n,w and R
(ς)
n,w we obtain
|b(α)0;n(w)|2Ln,w = L(ς)n,w and |b(α)0;n(w)|2Rn,w = R(ς)n,w,
where (9) implies Bα,n(w) = (b(α)0;n(w))2 Bς,n(w). Hence, it follows
K(Mn,w; 2|wBα,n(w)|

Ln,w,

Rn,w) = K

M(ς)n,w; 2|wBς,n(w)|

L(ς)n,w,

R(ς)n,w

which completes the proof. 
Corollary 5.2. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Let F ∈M[(α j )nj=1,G; (Xk)nk=0] and letΩ be the Riesz–Herglotz transform of F. Furthermore,
let w ∈ D \ (Pα,n ∪ Zα,n ∪ {0}) and let F (α)n,w be the matrix measure defined by (2). Let Mn,w be
the matrix defined as in Proposition 5.1 and suppose that αn+1 = w.
(a) If Xn+1 is a matrix function such that X0, X1, . . . , Xn+1 form a basis of the right Cq×q -
module Rq×qα,n+1, then the following statements are equivalent:
(i) Ω(w) =Mn,w.
(ii) G(F)X,n+1 = G(F
(α)
n,w)
X,n+1.
(iii) detG(F)X,n+1 = detG(F
(α)
n,w)
X,n+1.
In particular, if Ω(w) =Mn,w, then F ∈Mq,n+1≥ (T,BT).
(b) If F ∈ Mq,n+1≥ (T,BT) and if [(Lα,k)n+1k=0, (Rα,k)n+1k=0] is a pair of orthonormal systems
corresponding to (α j )∞j=1 and F, then the identity Ω(w) =Mn,w is equivalent to:
(iv) det A(α,F)n+1,w(w) = det A(α)n,w(w).
(v) A(α,F)n+1,w = A(α)n,w.
(vi) Lα,n+1(w) = 0q×q (respectively, Rα,n+1(w) = 0q×q ).
Proof. Let Ω (α)n,w be the Riesz–Herglotz transform of F
(α)
n,w (as in Proposition 5.1). Furthermore,
let Xn+1 be a matrix function such that X0, X1, . . . , Xn+1 form a basis of the rightCq×q -module
Rq×qα,n+1 (which always can be found; cf. [18, Lemma 2.2]). Taking w ∈ D \ (Pα,n ∪ Zα,n ∪ {0}),
the assumption αn+1 = w, and the setting Mn,w := Ω (α)n,w(w) subject to Proposition 5.1
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into account, the equivalence of (i) and (ii) is a consequence of Proposition 2.1. Moreover,
[18, Lemma 2.3] implies that (ii) holds if and only if (iii) is satisfied. Therefore, in view
of [17, Remarks 3.1 and 3.6] one can see that Ω(w) = Mn,w leads to F ∈ Mq,n+1≥ (T,BT).
Now, suppose that F ∈ Mq,n+1≥ (T,BT). Let [(Lα,k)n+1k=0, (Rα,k)n+1k=0] be a pair of orthonormal
systems corresponding to (α j )∞j=1 and F . Because of the already proved part of the assertion and
[17, Lemma 3.3 and Theorem 5.2] one can conclude that statements (i), (iv), and (v) are
equivalent. In addition, the equivalence of (iv) and (vi) follows from [17, Theorem 5.2] in
combination with [18, Lemma 3.6]. 
Corollary 5.3. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Let w ∈ D \ Pα,n and let Ω (α)n,w be the Riesz–Herglotz transform of the measure F (α)n,w defined as
in (2). Furthermore, let r ∈ N and let Xn+1, Xn+2, . . . , Xn+r be matrix functions such that
X0, X1, . . . , Xn+r form a basis of the right Cq×q -module Rq×qα,n+r . If w ∈ D \ Pα,n+r and if
Mn+r,w is given via Proposition 5.1 with respect to M[(α j )n+rj=1,G(F
(α)
n,w)
X,n+r ; (Xk)n+rk=0] and w, then
Mn+r,w = Ω (α)n,w(w).
Moreover, if αℓ ∈ D for some ℓ ∈ Nn+1,n+r and if Mn+r,αℓ is defined via Proposition 5.1 with
respect to M[(α j )n+rj=1,G(F
(α)
n,w)
X,n+r ; (Xk)n+rk=0] and the point αℓ, then
Mn+r,αℓ = Ω (α)n,w(αℓ).
Proof. In view of [17, Remarks 3.1 and 3.6] one can see that G(F
(α)
n,w)
X,n+r is a nonsingular matrix,
whereM[(α j )n+rj=1,G(F
(α)
n,w)
X,n+r ; (Xk)n+rk=0] ≠ ∅. Based on this fact, let Ω (α)n+r,w (respectively, Ω (α)n+r,αℓ )
be the Riesz–Herglotz transform of the measure F (α)n+r,w (respectively, F
(α)
n+r,αℓ ) defined via (2)
with respect to M[(α j )n+rj=1,G(F
(α)
n,w)
X,n+r ; (Xk)n+rk=0] and some w ∈ D \ Pα,n+r (respectively, αℓ ∈ D
for certain ℓ ∈ Nn+1,n+r ). By [17, part (c) of Proposition 4.8] (respectively, [17, part (a) of
Proposition 6.2]) we get the relation F (α)n+r,w = F (α)n,w (respectively, F (α)n+r,αℓ = F (α)n,w). Thus, we
have Ω (α)n+r,w = Ω (α)n,w (respectively, Ω (α)n+r,αℓ = Ω (α)n,w). Since Mn+r,w := Ω (α)n+r,w(w) (respectively,
Mn+r,αℓ := Ω (α)n+r,αℓ(αℓ)) by definition, the assertion follows. 
Let (α j )∞j=1 ∈ T1 and let n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -module
Rq×qα,n and suppose that G is a nonsingular matrix such that M[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Furthermore, let w ∈ D ∩ (Pα,n ∪ Zα,n) or w = 0 with a view to Proposition 5.1 (and
Corollary 5.2). By [18, part (a) of Lemma 5.7] (see also Proposition 2.1) one can realize that the
set given by (27) consists only of one element. The bottom line is, looking at the set regarding
such a point w is extraneous. But, if we consider adapted from (4) instead the set
1
t !Ω
(t)
S (w) : S ∈ Sq×q(D)

, (28)
where t stands for the number of occurrence of w amongst the sequence (α j )nj=0 with α0 := 0
(and where Ω (t)S (w) means the value of the t th derivative of ΩS at w), then this set fills a
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(nontrivial) matrix ball as well. Here, the matrices Ln,w and Rn,w play a similar role as in
Proposition 5.1. This will be emphasized by the next proposition. Before, we give an auxiliary
result on the structure of Ln,w and Rn,w. In addition to (3), we use the setting
C (α)n,w :=

X [α,n]0 (w)
X [α,n]1 (w)
...
X [α,n]n (w)

∗
G−1

X [α,n]0
X [α,n]1
...
X [α,n]n
 . (29)
Lemma 5.4. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Furthermore, let w ∈ D \Pα,n as well as let Ln,w and Rn,w be given as in Proposition 5.1. Then
Ln,w =

(1− |w|2)C (α)n,w(w)
−1
and Rn,w =

(1− |w|2)A(α)n,w(w)
−1
. (30)
Proof. Let F ∈M[(α j )nj=1,G; (Xk)nk=0]. Thus, in view of (3) we get A(α,F)n,w = A(α)n,w. Similarly,
by virtue of (29) and [18, Remark 2.1] one can conclude C (α,F)n,w = C (α)n,w. Furthermore, the
pair [(Lk)nk=0, (Rk)nk=0] of orthonormal systems corresponding to M[(α j )nj=1,G; (Xk)nk=0] is
particularly a pair of orthonormal systems corresponding to (α j )∞j=1 and F . Taking this into
account and the fact that
1− |bαn (w)|2 =
(1− |αn|2)(1− |w|2)
|1− αnw|2 ,
the assertion follows finally from (15) and (16) with k = n and u = v = w. 
Proposition 5.5. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
module Rq×qα,n and let G be a nonsingular matrix such that M[(α j )nj=1,G; (Xk)nk=0] ≠ ∅. Let
α0 := 0 and let t be the number of occurrence of w amongst (α j )nj=0. Let w ∈ D ∩ Zα,n
or w = 0 and let Ln,w and Rn,w be given as in Proposition 5.1. Furthermore, let Ω (α)n,w
be the Riesz–Herglotz transform of the measure F (α)n,w defined as in (2). Then the set given
by (28) coincides with K(M′n,w; 2|Dα,n(w)|

Ln,w,

Rn,w), where M′n,w := 1t ! (Ω (α)n,w)(t)(w) and
Dα,n(w) :=

1
(1− |w|2)t if α0 = α1 = · · · = αn = w
1
(1− |w|2)t
∏
j∈{k∈N0,n :αk≠w}
bα j (w) if αk ≠ w for some k ∈ N0,n .
Proof. A similar argumentation as in the proof of Proposition 5.1 leads to the assertion, where
one has to take advantage of [24, Proposition 4.12] instead of [24, Proposition 4.8] (note also
[13, Remark 12], [17, Remark 3.6], and Lemma 5.4). 
Corollary 5.6. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
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Let F ∈M[(α j )nj=1,G; (Xk)nk=0] and let Ω be the Riesz–Herglotz transform of F. Let α0 := 0
and let t be the number of occurrence of w amongst (α j )nj=0. Furthermore, let w ∈ D ∩ Zα,n
or w = 0 and let F (α)n,w be the matrix measure defined by (2). Let M′n,w be the matrix defined as
in Proposition 5.5 and suppose that αn+1 = w.
(a) If Xn+1 is a matrix function such that X0, X1, . . . , Xn+1 form a basis of the right Cq×q -
module Rq×qα,n+1, then the following statements are equivalent:
(i) 1t !Ω
(t)(w) =M′n,w.
(ii) G(F)X,n+1 = G(F
(α)
n,w)
X,n+1.
(iii) detG(F)X,n+1 = detG(F
(α)
n,w)
X,n+1.
In particular, if 1t !Ω
(t)(w) =M′n,w holds, then F ∈Mq,n+1≥ (T,BT).
(b) If F ∈ Mq,n+1≥ (T,BT) and if [(Lα,k)n+1k=0, (Rα,k)n+1k=0] is a pair of orthonormal systems
corresponding to (α j )∞j=1 and F, then the identity
1
t !Ω
(t)(w) =M′n,w is equivalent to:
(iv) det A(α,F)n+1,w(w) = det A(α)n,w(w).
(v) A(α,F)n+1,w = A(α)n,w.
(vi) Lα,n+1(w) = 0q×q (respectively, Rα,n+1(w) = 0q×q ).
Proof. With a view to M′n,w := 1t ! (Ω (α)n,w)(t)(w) according to Proposition 5.5, the assertion
follows by using a similar argumentation as explained above in the proof of Corollary 5.2. 
Corollary 5.7. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Let α0 := 0, let w ∈ D \Pα,n , and let Ω (α)n,w be the Riesz–Herglotz transform of the measure F (α)n,w
defined as in (2). Furthermore, let r ∈ N and let Xn+1, Xn+2, . . . , Xn+r be matrix functions
such that X0, X1, . . . , Xn+r form a basis of the right Cq×q -module Rq×qα,n+r . If w ∈ Zα,n or
w = 0, if s is the number of occurrence of w amongst (α j )n+rj=0, and if M′n+r,w is defined
via Proposition 5.5 with respect to M[(α j )n+rj=1,G(F
(α)
n,w)
X,n+r ; (Xk)n+rk=0] and the point w, then
M′n+r,w =
1
s! (Ω
(α)
n,w)
(s)(w).
Moreover, if αℓ ∈ D for some ℓ ∈ Nn+1,n+r , if s˜ stands for the number of occurrence of αℓ
amongst (α j )n+rj=0, and if M′n+r,αℓ is defined via Proposition 5.5 with respect to the solution set
M[(α j )n+rj=1,G(F
(α)
n,w)
X,n+r ; (Xk)n+rk=0] and the point αℓ, then
M′n+r,αℓ =
1
s˜! (Ω
(α)
n,w)
(s˜)(αℓ).
Proof. Since we have M′n+r,w := 1s! (Ω (α)n+r,w)(s)(w) in the case of w ∈ Zα,n (respectively,
M′n+r,αℓ := 1s˜! (Ω (α)n+r,αℓ)(s˜)(αℓ) if αℓ ∈ D for some ℓ ∈ Nn+1,n+r ) subject to Proposition 5.5, the
assertion follows from [17, part (c) of Proposition 4.8] (respectively, [17, part (a) of Proposition
6.2]) by a similar argumentation as explained in the proof of Corollary 5.3. 
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Recalling Propositions 5.1 and 5.5, because of Lemma 5.4 we can reformulate the statement
of [17, Theorem 5.2] to a characterization of the matrix measure F (α)n,w within the solution set of
Problem (R) in terms of semi-radii of Weyl matrix balls as follows.
Theorem 5.8. Let (α j )∞j=1 ∈ T1 and n ∈ N. Let X0, X1, . . . , Xn be a basis of the right Cq×q -
moduleRq×qα,n and suppose that G is a nonsingular matrix so thatM[(α j )nj=1,G; (Xk)nk=0] ≠ ∅.
Let F ∈M[(α j )nj=1,G; (Xk)nk=0] and let F (α)n,w be given by (2) for some w ∈ D \ Pα,n .
(a) Suppose that F ∈ Mq,n+r≥ (T,BT) for some r ∈ N. Let w ∈ D \ Pα,n+r and let Ln,w and
Rn,w be given as in Proposition 5.1. Let Xn+1, Xn+2, . . . , Xn+r be matrix functions such
that X0, X1, . . . , Xn+r form a basis of the right Cq×q -module Rq×qα,n+r , Furthermore, with
respect toM[(α j )n+rj=1,G(F)X,n+r ; (Xk)n+rk=0] and the point w, let Ln+r,w and Rn+r,w be defined
via Proposition 5.1 as well as let F (α)n+r,w be defined via (2). Then the relations
Ln,w ≥ |b(α)n;r (w)|2Ln+r,w and Rn,w ≥ |b(α)n;r (w)|2Rn+r,w
are satisfied. Moreover, the following statements are equivalent:
(i) detLn,w = |b(α)n;r (w)|2q detLn+r,w (respectively, detRn,w = |b(α)n;r (w)|2q detRn+r,w).
(ii) Ln,w = |b(α)n;r (w)|2Ln+r,w.
(iii) Rn,w = |b(α)n;r (w)|2Rn+r,w.
(iv) F (α)n,w = F (α)n+r,w.
(b) Let r ∈ N and let w ∈ D \ Pα,n+r . Then F (α)n,w belongs to Mq,n+r≥ (T,BT) and (i) holds by
choosing F as F (α)n,w in (a).
(c) Let w ∈ D be so that α jw ≠ 1 for j ∈ N and let (α j )∞j=1 be containing some point infinitely
many times. If F ∈Mq,∞≥ (T,BT) and if (i) holds for all r ∈ N, then F = F (α)n,w.
Proof. Taking F ∈M[(α j )nj=1,G; (Xk)nk=0] and [18, Remark 2.1] into account, in view of (3)
and (29) we have the relations A(α,F)n,w = A(α)n,w and C (α,F)n,w = C (α)n,w, where Lemma 5.4 shows that
(30) holds. Moreover, if F ∈ Mq,n+r≥ (T,BT) for some r ∈ N and if Xn+1, Xn+2, . . . , Xn+r
are matrix functions such that X0, X1, . . . , Xn+r form a basis of the right Cq×q -module
Rq×qα,n+r , then [17, Remark 3.1] implies that G(F)X,n+r is a nonsingular matrix, where obviously
M[(α j )n+rj=1,G(F)X,n+r ; (Xk)n+rk=0] ≠ ∅. Thus, in this context, based on Lemma 5.4 we obtain
Ln+r,w = ((1− |w|2)C (α,F)n+r,w(w))−1 and Rn+r,w = ((1− |w|2)A(α,F)n+r,w(w))−1. (31)
Because of (30) and (31) the assertion follows finally from the characterization of the matrix
measure F (α)n,w within the solution set M[(α j )nj=1,G; (Xk)nk=0] concerning the rational matrix
functions A(α)n,w and C
(α)
n,w stated in [17, Theorem 5.2 and Remark 5.4]. 
The statement (i) in Theorem 5.8 can be also identified by the use of center conditions on
the associated Weyl matrix balls (q.v. Corollaries 5.3 and 5.7). This fact will be emphasized
in somewhat more detail by the following result, where the considerations are restricted to
the particular case r = 1 (without loss of generality, since (i) is effectively equivalent to
detLm,w = |b(α)m;1(w)|2q detLm+1,w for m ∈ Nn,n+r−1), where αn+1 ∈ D (to simplify matters).
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Proposition 5.9. Let n ∈ N and let (α j )∞j=1 ∈ T1 with αn+1 ∈ D. Let X0, X1, . . . , Xn be
a basis of the right Cq×q -module Rq×qα,n and suppose that G is a nonsingular matrix so that
M[(α j )nj=1,G; (Xk)nk=0] ≠ ∅. Let w ∈ D \ Pα,n and let Ω (α)n,w be the Riesz–Herglotz transform
of F (α)n,w defined by (2). Let Ln,w and Mn,w be given as in Proposition 5.1 and let M′n,w
be given as in Proposition 5.5. Let Xn+1 be a matrix function such that X0, X1, . . . , Xn+1
form a basis of the right Cq×q -module Rq×qα,n+1. Let α0 := 0 and let t be the number of
occurrence of w amongst (α j )nj=0. Furthermore, let Ω
(α)
n+1,αn+1 be the Riesz–Herglotz transform
of the measure F (α)n+1,αn+1 defined by (2), let Ln+1,w and Mn+1,w be given via Proposition 5.1,
and let M′n+1,w be given via Proposition 5.5 with respect to M[(α j )n+1j=1,G(F)X,n+1; (Xk)n+1k=0] for
some F ∈M[(α j )nj=1,G; (Xk)nk=0] ∩Mq,n+1≥ (T,BT). Then:
(a) In the case of w ∈ D \ (Zα,n+1 ∪ {0}), the identity detLn,w = detLn+1,w holds if and only
if Ω (α)n+1,αn+1(w) =Mn+1,w.
(b) In the case of w ∈ (Zα,n ∪{0})\ {αn+1}, the identity detLn,w = detLn+1,w holds if and only
if 1t ! (Ω
(α)
n+1,αn+1)
(t)(w) =M′n+1,w.
(c) In the case of w = αn+1, the identity detLn,w = detLn+1,w is satisfied if and only if
the relation 1t !Ω
(t)(w) = 1t ! (Ω (α)n,w)(t)(w) holds, where 1t !Ω (t)(w) = 1t ! (Ω (α)n+1,αn+1)(t)(w) and
where 1t ! (Ω
(α)
n,w)
(t)(w) =Mn,w if t = 0 as well as 1t ! (Ω (α)n,w)(t)(w) =M′n,w otherwise.
Proof. In view of the assumption F ∈ Mq,n+1≥ (T,BT) and [14, Corollary 4.4] there exists a
pair [(Lα,k)n+1k=0, (Rα,k)n+1k=0] of orthonormal systems corresponding to (α j )∞j=1 and F . Because
of αn+1 ∈ D, part (a) of Theorem 5.8, [17, part (a) of Theorem 5.2], and [18, Lemma 3.6] we see
that the equality detLn,w = detLn+1,w is satisfied if and only if
Rα,n+1(w) = 0q×q .
Suppose now that w ∈ D \ (Zα,n+1 ∪ {0}). Thus, we have bαn+1(αn+1) = 0 and bαn+1(w) ≠ 0.
Taking this into account and the setting Mn+1,w := Ω (α)n+1,w(w) subject to Proposition 5.1,
the assertion of (a) follows by virtue of [18, Corollary 5.9], i.e. the fact that the identity
Ω (α)n+1,αn+1(w) = Ω
(α)
n+1,w(w) is equivalent to Θn+1(αn+1) = Θn+1(w), where
Θn+1 := bαn+1

L [α,n+1]α,n+1
−1
Rα,n+1
(like in Section 3). In case of w ∈ (Zα,n ∪{0})\ {αn+1}, based on M′n+1,w := 1t !

Ω (α)n+1,w
(t)
(w)
subject to Proposition 5.5 and [18, Corollary 5.9], a similar argumentation leads to the assertion
of (b). Finally, we consider the case w = αn+1. Since the measures F and F (α)n+1,αn+1 belong to
M[(α j )n+1j=1,G(F)X,n+1; (Xk)n+1k=0], an application of Proposition 2.1 yields
1
t !Ω
(t)(w) = 1
t !

Ω (α)n+1,αn+1
(t)
(w).
Moreover, the settings in Propositions 5.1 and 5.5 give rise to
1
t !

Ω (α)n,w
(t)
(w) =

Mn,w if t = 0
M′n,w if t > 0.
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Hence, by using the equivalence demonstrated at the beginning of this proof in combination with
Corollaries 5.2 and 5.6 one can conclude that the equality detLn,w = detLn+1,w is satisfied if
and only if 1t !Ω
(t)(w) = 1t ! (Ω (α)n,w)(t)(w) holds. 
As an aside note that, with a view to (7) and the family (F (α)0,w)w∈D of measures given by (8),
analogous statements as presented in this section hold for n = 0 as well (cf. [16, Section 7]).
Exemplarily, we point out the appropriate result concerning Theorem 5.8.
Remark 5.10. Let (α j )∞j=1 ∈ T1, let X0 be a constant function onC0 with a nonsingular complex
q × q matrix X0 as value, and let G be a positive Hermitian q × q matrix. Furthermore, let F
be a measure belonging to Mq≥(T,BT) such that (7) is fulfilled, let w ∈ D, and let F (α)0,w be the
measure defined by (8). Using the argumentation of Theorem 5.8 based on [17, Remarks 2.2, 3.5,
and 5.3] one can verify that the following hold:
(a) Suppose there exists an r ∈ N such that F ∈ Mq,r≥ (T,BT). Let w ∈ D \ Pα,r and let
X1, X2, . . . , Xr be such that X0, X1, . . . , Xr is a basis of the right Cq×q -module Rq×qα,r ,
Furthermore, with respect to M[(α j )rj=1,G(F)X,r ; (Xk)rk=0] and the point w, let Lr,w and Rr,w
be defined via Proposition 5.1 as well as let F (α)r,w be defined via (2). Then
1
1− |w|2X
−∗
0 GX
∗
0 ≥ |b(α)0;r (w)|2Lr,w and
1
1− |w|2X
−∗
0 GX
∗
0 ≥ |b(α)0;r (w)|2Rr,w
hold. Moreover, the following statements are equivalent:
(i) detG
(1−|w|2)q | detX0|2 = |b
(α)
0;r (w)|2q detLr,w or detG(1−|w|2)q | detX0|2 = |b
(α)
0;r (w)|2q detRr,w.
(ii) 11−|w|2X
−∗
0 GX
∗
0 = |b(α)0;r (w)|2Lr,w.
(iii) 11−|w|2X
−∗
0 GX
∗
0 = |b(α)0;r (w)|2Rr,w.
(iv) F (α)0,w = F (α)r,w .
(b) Let r ∈ N and letw ∈ D\Pα,r . Then F (α)0,w belongs toMq,r≥ (T,BT) and (i) holds by choosing
F as F (α)0,w in (a).
(c) Let w ∈ D be so that α jw ≠ 1 for j ∈ N, let (α j )∞j=1 be containing some point infinitely
many times. If F ∈Mq,∞≥ (T,BT) and if (i) holds for all r ∈ N, then F = F (α)0,w.
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