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Abstract
Link prediction is an important issue in social networks. Most of the existing methods aim to predict interactions between indi-
viduals for static networks, ignoring the dynamic feature of social networks. This paper proposes a link prediction method which
considers the dynamic topology of social networks. Given a snapshot of a social network at time t (or network evolution between
t1 and t2 ), we seek to accurately predict the edges that will be added during the interval from time t (or t2) to a given future time
t′. Our approach utilizes three metrics, the time-varied weight, the change degree of common neighbor and the intimacy between
common neighbors. Moreover, we redeﬁne the common neighbors by ﬁnding them within two hops. Experiments on DBLP show
that our method can reach better results.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
A social network is a social structure made up of a set of social actors, whose nodes represent people or other
entities embedded in a social context, and whose edges represent interaction, collaboration, or inﬂuence between
entities. The associations are usually driven by mutual interests that are intrinsic to a group. Because the relationship
between people are always changing, new edges and vertices are added to the graph over time and old ones may be
deleted. Consequently, social network is generally complex and highly dynamic. As a key issue of social networks,
link prediction has attracted more and more attention because link prediction is important for mining and analyzing
the evolution of social networks1.
The existing link prediction approaches can be classiﬁed into similarity-based ones and learning-based ones1.
Similarity-based approaches are to compute the similarities between a pair of nodes by various graph-based similar-
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ity metrics and to use the ranking on the similarity scores to predict the link between two vertices2,3,4. Learning-
based approaches are to treat the link prediction problem as a binary classiﬁcation task. Therefore, some typical ma-
chine learning models such as classiﬁer and probabilistic model can be used for solving this problem5,6. Compared
with similarity-based approach, the latter approach usually suﬀer from model capacity and computational problems7.
Moreover, most existing methods are designed for static network without considering the dynamics and evolutionary
patterns of social networks. They would rather predict links from one static snapshot of the graph. However, graph
data sets often show dynamic characteristics because of addition and deletion of nodes and edges in the networks.
In this paper, we propose a link prediction method for dynamic social networks. In a social network, people tend to
create new relationships with people that are closer to them. The idea of using the size of Common Neighbors(CN) is
just an attestation to the network transitivity property. Therefore, we design our prediction method based on the metric
of common neighbors. While, the major problem is that most existing methods based on CN just focus on topological
structure alone to predict the links in social networks without considering the dynamic network. In our approach,
we consider three metrics, the time-varied weight, the change degree of common neighbor, and the intimacy between
common neighbors. The time-varied weight reﬂects the change of topological structure with time. The closer the time
is to us, the bigger the weight is. The change degree of common neighbor reﬂects the stability of every neighbor in
the current period, and the weight of a common neighbor gets more with the smaller degree (i.e. more stable). In
the CN algorithm, every common neighbor has the same weight for the ﬁnal prediction. However, every neighbor
may not have the same change degree. By adopting this metric, we can kick oﬀ some abnormal nodes. The intimacy
between common neighbors is used to judge the similarity of two nodes. If their common neighbors are more closely,
the similarity between these two nodes are higher. Furthermore, the common neighbors are deﬁned as some nodes
within two hops, while CN considers the common neighbors within only one hop.
The contributions of this work are:
(1) We propose a new link prediction method for dynamic networks. To improve the predictive accuracy, we adopt
three metrics, the time-varied weight, the change degree of common neighbor, and the intimacy between common
neighbors.
(2) We redeﬁne the common neighbors by considering the nodes within two hops to achieve better performance.
(3) We demonstrate experimental results on the eﬀectiveness of the proposed approach with DBLP database. Results
show that our approach is competitive to (and sometimes are better than) those of the exact ones.
The rest of this paper is organized as follows. In Section 2, we discuss the related work. Our proposed method is
given in Section 3. Experimental results are presented in Section 4. Finally, we conclude our work in Section 5.
2. Related Work
Most of the existing link prediction approaches can be classiﬁed into learning-based ones and similarity-based
ones1. Learning-based approaches adopt the classiﬁer, such as Markov chains8,9, SVM5, etc.. Some methods use
probabilistic models such asMarkov Random Fields, Bayers model, etc. to predict the link association10,11. Compared
with similarity-based approaches, learning-based approaches have the diﬃculties in feature selection and unbalancing
output classes and is suﬀered from computational cost and limitation of capacity, therefore it is not suitable for large-
scale and dynamic networks12. Similarity-based approaches can adopt nodes’ information, network topology, etc. to
link prediction. In13, the keyword distance is adopted to deﬁne similarity functions between a pair of users. In14,
users’ interests are used to measure the similarity. In15, authors propose a novel user similarity measure for online
social networks, which combines both network and proﬁle similarity. They also propose a method to infer a portion
of the missing items from proﬁle of the users contacts. Liben-Nowell and Kleinberg proposed one of the earliest
topology-based prediction models that works explicitly on a social network2. They tested the predictive power of
some proximity metrics, including Common neighbours(CN), Preferential Attachment(PA), Katz measure, etc.. The
ranking on the similarity scores is used to predict the link between two vertices. In16, nine common algorithms of link
prediction are compared and the results show that the CN algorithm possesses the best performance.
However, most of the existing link prediction methods are aim to predict links from one static snapshot of the
network graph, ignoring the underlying additional temporal information in pace with the evolution of the network.
Some researchers have attempted to predict links by changing the dynamic network into several static networks.
Then, they try to design algorithms based on static prediction methods. In17, authors summarized the dynamic graph
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with a weighted static graph and then incorporated the link weights in a relational Bayes classiﬁer to achieve link
prediction. In18, the time-series link prediction problem is introduced, taking into consideration temporal evolutions
of link occurrences to predict link occurrence probabilities at a particular time. Both inter-link structural dependencies
and intra-link temporal dependencies are exploited. In19, the history information available on the interactions is
incorporated into the current social network state. Results unequivocally show that timestamps of past interactions
signiﬁcantly improve the prediction accuracy of new and recurrent links. In20, the time series for each pair of non-
connected nodes in the networks are calculated, and then a forecasting model on these time series is deployed.
Though the above papers consider the diﬀerent topology of diﬀerent time series, none of these earlier works have
taken into account the weight of the links in the past. A hybrid approach utilizing time-varied weight information of
links is proposed in21. However, the variation degree of every node over a period of time has not been considered. In
our method, we adopt three metrics, the time-varied weight, the change degree of common neighbor, and the intimacy
between common neighbors. Furthermore, we also redeﬁne the common neighbors.
3. The Proposed Method
3.1. Some Basic Deﬁnitions
3.1.1. Graph
Given a social network G = (V, E), where V = {v1, v2, v3, ..., vn} and E = {e |< vi, v j >, vi, v j ∈ V} are sets of
nodes and links, respectively. In addition, the graph can be divided into directed graph and undirected graph. In the
directed graph, < vi, v j > and < v j, vi > represent the diﬀerent edges. In the undirected graph, < vi, v j > and < v j, vi >
represent the same edge. In this paper, we only consider the undirected social networks. Each edge < vi, v j >∈ E
represents an interaction between two neighbors, vi and v j. Γ(vi) denotes the neighbor set of node vi.
3.1.2. Link Prediction
Consider a static network G = (V, E) at a particular time t, the set U is deﬁned as the set of all possible edges and
Z = U − E represents the set of edges which do not exist in the network. The link prediction aims to ﬁnd new links
between nodes for a future time t
′
(t
′
> t) or missing links or unobserved links, in current network from the set Z 1.
In the dynamic network, the topology data presents a sequence of graph snapshots. Let G = (G1,G2, ...,GT ) be the
sequence of temporal snapshots of the data at consecutive time steps t. New objects and links may have been added or
deleted from Gt−1 to Gt. The link prediction for dynamic networks is aimed at predicting the occurrence probabilities
between edges at time steps T + 1 according to G.
3.2. Three Metrics
In this section, we introduce three metrics used to support the prediction process.
3.2.1. Time-Varied Weight
Link prediction for static networks usually only focuses on the presence or absence of links, rather than the link
existence time or the frequency of links. However, the dynamic links have a certain degree of inﬂuence on the
prediction results. For example, the possibility of establishing a link between the two black nodes is relatively low
if we only consider the topology at the snapshot t3 in Figure 1. However, the contact probability between the two
black nodes is relatively high if some historical information at t1 and t2 is considered. Consequently, we deﬁne the
time-varied weight W(t) to highlight the importance of past link associations on the link prediction. It is obvious
that network topology of the current moment has greater impact on the prediction results. Hence, w(t) is deﬁned as a
Time-Decay function:
W(t) = e−λ(T−t) (1)
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Fig. 1. An example of time-varied weight.
3.2.2. Change Degree of CN
CN is widely used due to its simplicity and good performance. In this paper, we consider the change degree of every
common neighbor in dynamic networks. For instance, in a co-authorship network, a researcher usually cooperates
with the other researchers whose research ﬁeld is the same as his. Even if links are changed, the changes will occur
only in this research community. However, if one researcher often jumps out of his current research community,
namely, often changes his research direction, the change degree of this researcher is big and this researcher can be
considered as a outlier.
For a time period (1, 2, ..., t, ...T ), the impact of a common neighbor on the link prediction is deﬁned Wt(vm), where
vm is a common neighbor between vi and v j at the snapshot t, T denotes the current time and T denotes the time
interval from 1 to T . dt−1,t denotes the Euclidean distance of vm between t − 1 and t.
Wt(vm) =
1
T∑
t=2
dt−1,t
/
T
(2)
3.2.3. Intimacy Between Common neighbors
In static networks, the mutual relationship between the common neighbors is not considered. For example, the
white nodes in Figure 2(a) and 2(b) are the common neighbors of the pair of black nodes. After we extract the
subgraph containing only common neighbors in Figure 2(c) and 2(d), it is obvious that the possibility of establishing
a link between the two black nodes in Figure 2(b) is higher intuitively because the common neighbors have a more
intimate or complex relationship. This is also similar to the real communication. If two persons have a lot of mutual
friends, and relationships between these friends are also relatively close, then the two persons have a high possibility
of meeting. This suggests that the relationship between the common neighbors will aﬀect the probability of the link
established.
Based on the above idea, we deﬁne the intimacy between common neighbors at the snapshot t, Wt(vi, v j), in
Equation (3), where N = {< va, vb >|< va, vb >∈ E, va ∈ Γ(vi) ∩ Γ(v j), vb ∈ Γ(vi) ∩ Γ(v j)}, and |N| denotes the number
of edges between the common neighbors.
Wt(vi, v j) = ln(|N|) (3)
Fig. 2. An example of intimacy.
3.3. Redeﬁned Common neighbors
The core idea of CN is to ﬁnd the common neighbors between the pair of two nodes. However, CN as well as the
most of the improved algorithms based on CN only consider the common neighbors within one hop. For example,
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there is no common neighbor between node 1 and node 6 in Figure 3 for CN. Therefore, the prediction value between
node 1 and node 6 is 0, that is node 1 and node 6 will not establish a link in the future based on CN. But intuitively,
the possibility of establishing a link between node 1 and node 6 is high. In order to improve the weakness of CN,
our method redeﬁnes the common neighbors between node vi and node v j according to Deﬁnition 1. Our improved
method will ﬁnd the common neighbors within two hops. For example, node 1 and node 6 in Figure 3 will have
common neighbors: node 3 and node 4, thus, node 1 and node 6 have the possibility of establishing a link. Therefore,
redeﬁning common neighbors will improve the prediction accuracy.
Deﬁnition 1. If F(vi, vk) > 0 and F(v j, vk) > 0, then node vk is deﬁned as the common neighbor between vi and v j,
where F(vi, v j) refers to the similarity value between vi and v j.
Fig. 3. An example of redeﬁned common neighbors.
3.4. Details
In this section, we will describe the details of our predictive method. The frequently used notations in the paper
are listed in Table 1. The algorithm is listed in Algorithm 1.
Table 1. Frequently Used Notations.
Notation Description
vi Node i
Γ(vi) Neighbor set of node vi
ft(vi, v j) Similarity value between vi and v j at t
F(vi, v j) Similarity value between vi and v j considered the period from 1 to T
P(vi, v j) Final prediction value between vi and v j
S t(vi, v j) The set of common neighbors between vi and v j at t
Wt(vi, v j) Intimacy between the common neighbors of vi and v j at t
Wt(vi) Change degree of node vi from 1 to t
W(t) Time-varied weight at t
NT (vi, v j) The set of vi, v j and their redeﬁned common neighbors at T
For every pair of vi and v j in G, our method includes the following steps:
Step 1: For every snapshot at t, S t(vi, v j) is found.
Step 2: Wt(vi, v j) is calculated among the nodes in the set of S t(vi, v j) in Equation (3).
Step 3: Wt(vm) of every common neighbor vm in S t(vi, v j) is calculated based on Equation (2).
Step 4: ft(vi, v j) is calculated in Equation (4).
ft(vi, v j) = Wt(vi, v j) ·
∑
vm∈S t(vi,v j)
Wt(vm) (4)
Step 5: Considering the period from 1 to T, F(vi, v j) is calculated in Equation (5).
F(vi, v j) =
T∑
t=1
W(t) · ft(vi, v j) (5)
Step 6: Redeﬁning the common neighbors between vi and v j according to F. If F(vi, vk) > 0 and F(v j, vk) > 0,
node vk is deﬁned as the common neighbor between vi and v j, then NT (vi, v j) is found.
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Step 7: P(vi, v j) is calculated in Equation (6), where F(vx, vy) is considered as the weight of the edges between vi,
v j and their redeﬁned common neighbors. A bigger P(vi, v j) means a higher probability of association between vi and
v j.
P(vi, v j) =
∑
vx,vy∈NT (vi,v j)
F(vx, vy) (6)
Algorithm 1 Link Prediction Based on CN for Dynamic Network
Input: G = (G1,G2, ...,GT ), (vi, v j)
Output: P(vi, v j)
1: function Prediction(vi, v j)
2: for t = 1→ T do
3: S t(vi, v j)← Γ(vi) ∩ Γ(v j)
4: wi← Wt(vi, v j)
5: cnd ← ∑
vm∈S t(vi,v j)
Wt(vm)
6: ft(vi, v j)← wi · cnd
7: end for
8: F(vi, v j)←
T∑
t=1
W(t) · ft(vi, v j)
9: P(vi, v j)← ∑
vx,vy∈NT (vi,v j)
F(vx, vy)
10: end function
4. Empirical Evaluation
4.1. Data Sets and Features
We evaluate our link prediction method on the bibliographic database DBLP (http://dblp.uni-trier.de/), from which
we extract a co-authorship network. In the co-authorship network, a node represents an author and a link indicates that
two authors has cooperated with each other at least once. DBLP contains papers spanning more than several decades
and the density of the records over time is not consistent - with earlier years sparsely represented. We eliminate these
early years, and use the papers from the past 20 years. We further clean the data set by eliminating papers written by
only one author since they do not help in link prediction framework based on our method. Table 2 summarizes various
features of the data set after data-cleaning.
Table 2. The statistics of the data set.
Time span Number of authors Number of papers
1995 − 1999 302612 172121
2000 − 2004 579961 343897
2005 − 2009 1139183 706749
2010 − 2014 1629103 983474
4.2. Experimental Conﬁgurations
We compare our method with CN1, RA1, PA1 and tw-CN method21. RA is motivated by the physical processes
of resource allocation and suppress the contribution of the high-degree common neighbors. PA indicates that new
links will be more likely to connect higher-degree nodes than lower ones. In tw-CN, a hybrid approach utilizing
time-varied weight information of links is proposed. For every statistics in Table 2, the data of ﬁrst 4 years is selected
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Fig. 4. ROC curves of three methods from 1995 to 1999. Fig. 5. ROC curves of three methods from 2000 to 2004.
Fig. 6. ROC curves of three methods from 2005 to 2009. Fig. 7. ROC curves of three methods from 2010 to 2014.
as the training set and the data of the ﬁfth year is used as the testing set. Exceptionally, as CN, RA, PA are the link
prediction methods for static network, the data of the fourth year is selected as the training set and the data of the ﬁfth
year is used as the testing set. The training set and the testing set are the same in all ﬁve methods.
In our experiments, we evaluate our method from two metrics, ROC curve and AUC21.
• ROC curve: A receiver operating characteristic curve is a graphical plot which illustrates the performance of a binary
classiﬁer system intuitively.
• AUC: The area under the ROC curve is to quantify the accuracy of prediction method.
4.3. Experiment Results and Analysis
Figure 4 to Figure 7 demonstrate the ROC curves of ﬁve methods, CN, RA, PA, tw-CN, and ours in each time span.
FPR represents false positive rate and TPR represents true positive rate.
Table 3. AUC values of three methods.
Time span CN RA PA tw-CN Ours
1995 − 1999 0.6676 0.7740 0.7278 0.8049 0.8607
2000 − 2004 0.6386 0.7640 0.5033 0.8100 0.8586
2005 − 2009 0.6658 0.7701 0.5202 0.7951 0.8615
2010 − 2014 0.6498 0.7413 0.5473 0.7759 0.8737
The ROC curves and Table 3 show both tw-CN and our method can achieve better performance than other three
methods. These results show that the performance of link prediction has been greatly improved after taking the
evolution of network topology into account. Moreover, our performance improves much compared with tw-CN,
because only the time-varied weight information of links is considered in tw-CN. Therefore, the performance of tw-
CN improves slightly and is very close to RA. While, our method considers three metrics, the time-varied weight, the
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change degree of common neighbor, the intimacy between common neighbors and considers the common neighbors
within two hops, resulting in the improvement of performance.
5. Conclusion
In this work, we propose a link prediction method based on CN for dynamic social network. Diﬀerent from the
static method CN, our method considers the dynamic feature of social networks and present three metrics, the time-
varied weight, the change degree of common neighbor, and the intimacy between common neighbors. Furthermore,
we redeﬁne the common neighbors within two hops. The experimental results show that our method improves the
performance of link prediction. In the future, we would like to test our link prediction method on more data sets, and
adapt the three metrics according to diﬀerent features of diﬀerent networks to achieve better performance.
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