Control Óptimo para Trayectorias Circulares en un Robot Móvil  by Gutierrez Arias, J.E. Moisés et al.
© 2011 CEA. Publicado por Elsevier España, S.L. Todos los derechos reservados
doi:10.1016/j.riai.2011.06.010
Revista Iberoamericana de Automática e Informática industrial 8 (2011) 229–240
Control O´ptimo para Trayectorias Circulares en un Robot Mo´vil
J. E. Moise´s Gutierrez Arias∗, Lucio Herna´ndez Angulo, M. Monserrat Morı´n Castillo, J. Eladio Flores Mena
Facultad de Ciencias de la Electro´nica, Beneme´rita Universidad Auto´noma de Puebla.
Av. San Claudio y 18 Sur, Col. San Manuel, C.P. 72570, Puebla, Pue., Me´xico.
Resumen
Se plantea el problema de encontrar un control o´ptimo lineal para la estabilizacio´n de trayectorias circulares en un robot mo´vil
tipo (2,0), utilizando la solucio´n esta´ndar al problema de control o´ptimo para un sistema lineal, la cual puede demostrarse mediante
la te´cnica de programacio´n dina´mica aplicada a la ecuacio´n de Hamilton-Jacobi-Bellman. Se obtienen las ecuaciones dina´micas
no lineales del robot mo´vil y posteriormente para una trayectoria deseada se obtiene las ecuaciones lineales. Se sintetiza el control
o´ptimo a partir de e´ste sistema lineal, solucionando una ecuacio´n diferencial matricial de Riccati para obtener la solucio´n de estabi-
lizacio´n; en la literatura se trata a e´sta ecuacio´n diferencial como una ecuacio´n algebra´ica para un tiempo inﬁnito y exclusivamente
para sistemas lineales invariantes en el tiempo. El sistema lineal resultante para una trayectoria circular es un sistema lineal variante
en el tiempo, e´sto ocasiona inconvenientes para obtener la solucio´n de estabilizacio´n en te´rminos constantes; la solucio´n fue crear
un sistema polito´pico convexo en base al sistema lineal variante en el tiempo y transformar la ecuacio´n algebra´ica de Riccati en una
LMI. Ası´ se obtuvo una solucio´n de estabilizacio´n que satisface a todos los sistemas lineales invariantes en el tiempo que confor-
man al sistema polito´pico. Adema´s se presenta una modiﬁcacio´n en la estructura del control o´ptimo que permite que la eleccio´n a
prueba y error de las matrices de peso sea innecesaria y hace que los valores caracterı´sticos del sistema sean colocados en una zona
especı´ﬁca en el semiplano izquierdo del plano complejo. Copyright c© 2011 CEA.
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1. Introduccio´n
Un robot mo´vil es una ma´quina auto´noma capaz de mover-
se en un ambiente dado, utilizando como herramienta alguna
conﬁguracio´n meca´nica combinada con algunos componentes
ele´ctricos, electro´nicos y sistemas computacionales que permi-
tan algu´n tipo de desplazamiento. Actualmente este tipo de ro-
bots se usan para tener acceso a zonas inho´spitas, peligrosas o
inaccesibles para los seres humanos.
Fı´sicamente un robot mo´vil es un conjunto de varios cuer-
pos so´lidos con diferente movilidad; los que son propulsados
por ruedas se clasiﬁcan por sus grados de movilidad y de direc-
cionalidad. El grado de movilidad esta´ asociado al nu´mero de
velocidades involucradas en el movimiento y el grado de direc-
cionalidad esta´ asociado al nu´mero de ruedas direccionables del
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robot. La conﬁguracio´n del robot mo´vil ma´s usado es el llama-
do de control diferencial o de tipo (2,0), el cual se estudiara´ en
este trabajo.
El a´rea de control en particular, como un subsistema que ri-
ge la actividad de un robot mo´vil auto´nomo, ha incrementado su
campo de estudio, generando algoritmos con capacidades cada
vez ma´s robustas. La autonomı´a de un robot mo´vil se basa en el
sistema de navegacio´n automa´tica; en estos sistemas se inclu-
yen tareas de planiﬁcacio´n, percepcio´n y control. El problema
de la planiﬁcacio´n global de trayectoria consiste en realizar un
recorrido mı´nimo para alcanzar el objetivo; esto conduce a un
problema de disen˜o de control que regule la misio´n del robot,
el cual se considera en este trabajo. Para ello consideraremos
la clase de robots mo´viles auto´nomos que consisten de tres rue-
das, dos activas y una pasiva, con restricciones no holono´micas,
que aparecen como consecuencia de la hipo´tesis de no desliza-
miento.
El estudio y disen˜o de los sistemas de control para los ro-
bots mo´viles es muy amplio, ası´ como tambie´n la cantidad de
algoritmos de control con los que se puede encontrar una aplica-
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cio´n interesante. Aunque el robot mo´vil es un sistema con movi-
mientos fı´sicamente simples, matema´ticamente no lo es, debido
a que su modelo dina´mico es no lineal. Considerando minimizar
un ı´ndice de desempen˜o cuadra´tico para solucionar el proble-
ma, se aplica la solucio´n esta´ndar al problema de control o´pti-
mo para un sistema lineal, la cual puede demostrarse mediante
la te´cnica de programacio´n dina´mica aplicada a la ecuacio´n de
Hamilton-Jacobi-Bellman, para obtener la ley de control o´ptima
para un sistema lineal en tiempo continuo; en la estructura del
control o´ptimo resultante, esta´ inmersa la solucio´n de la ecua-
cio´n diferencial matricial de Riccati la cual contiene la informa-
cio´n del sistema lineal y del ı´ndice de desempen˜o cuadra´tico;
esta matriz es la clave para la estabilizacio´n del sistema lineal
(Kwakernaak and Sivan, 1972), (Cerda´, 2001), (Kirk, 1970).
La eleccio´n de las matrices de peso del ı´ndice de desempen˜o,
juega un papel muy importante en la calidad de estabilizacio´n
del sistema lineal. El control o´ptimo disen˜ado para el sistema
linealizado alrededor de alguna trayectoria deseada, es poste-
riormente aplicado al sistema de ecuaciones de movimiento no
lineal del robot mo´vil para obtener la trayectoria deseada.
Aunque el sistema en lazo cerrado construido usando la
teorı´a de control o´ptimo tiene algunas ventajas, hay todavı´a mu-
chos problemas que resolver. Uno de los ma´s serios es que es
bastante difı´cil especiﬁcar el desempen˜o de control descrito en
te´rminos de un ı´ndice de desempen˜o cuadra´tico; las matrices de
peso usualmente sera´n especiﬁcadas en base a prueba y error
para obtener un desempen˜o satisfactorio. Para el caso de siste-
mas grandes y sobre todo cuando no se conocen suﬁcientemen-
te las reacciones del sistema, resulta muy complicado asignar
valores a todos los elementos de las matrices de peso; por esta
razo´n es una pra´ctica comu´n elegir estas matrices como matri-
ces diagonales.
En la literatura de control o´ptimo para robots mo´viles, es
posible mencionar a (Hemami et al., 1992), donde se plantea
el problema de encontrar esta ley de control considerando el
modelo matema´tico a partir del error de orientacio´n y el error
de posicio´n para una trayectoria deseada, obteniendo una ecua-
cio´n lineal de cuatro variables de estado, adema´s haciendo una
transformacio´n sobre los valores caracterı´sticos se obtiene un
segundo sistema de dos variables de estado las cuales represen-
ta los modos ra´pidos y lentos del sistema; el control o´ptimo es
calculado so´lo para este segundo sistema sin hacer referencia a
la eleccio´n de las matrices de peso.
Una aplicacio´n de la te´cnica de control visual para un ro-
bot mo´vil, el cual debe ejecutar movimientos coordinados en
un medio conocido y estructurado, se describe en (Swain et
al., 1998). Aquı´ el robot mo´vil expresa y ejecuta una secuen-
cia de movimientos ba´sicos, tiene dos grados de libertad y tres
para´metros de conﬁguracio´n (x, y, θ); una ca´mara es colocada
en el robot por medio de una plataforma con lo cual agregan
un nuevo grado de libertad. El controlar los movimientos de
la ca´mara en lugar del movimiento del robot permite eliminar
las restricciones no holono´micas del robot y poder utilizar sus
ruedas motrices y la plataforma sin problema alguno. Por otra
parte, en el trabajo (Lamiraux et al., 2004) se presenta un en-
foque novedoso y general de optimizacio´n de la trayectoria de
los sistemas no holono´micos. El enfoque se aplica al problema
de la trayectoria reactiva de robots mo´viles no holono´micos en
ambientes altamente desordenados. Se trata de una ruta inicial
dada, libre de colisiones y los obsta´culos son detectados mien-
tras se sigue dicho camino. La ruta de acceso actual es iterativa
deforme con el ﬁn de alejarse de los obsta´culos y satisfacer las
limitaciones no holono´micas. La idea central es perturbar las
funciones de entrada del sistema a lo largo del camino actual
con el ﬁn de modiﬁcar esta ruta, tratando de disminuir un crite-
rio de optimizacio´n.
La produccio´n de propuestas de controles automa´ticos para
robots mo´viles no holono´micos pronto revelo una tarea difı´cil.
Por esta razo´n, el problema se ha descompuesto en dos pasos.
El primer paso consiste en calcular un movimiento libre de coli-
siones utilizando un mapa del medio ambiente. El segundo paso
consiste en ejecutar el movimiento. Como consecuencia la in-
vestigacio´n sobre los sistemas no holono´micos se ha centrado
principalmente en dos aspectos: la palniﬁcacio´n de ruta (Bu-
llo and Lynch, 2001), (Chitta and Ostrowski, 2002), (Laumond,
1993), (Laumond et al., 1998), (LaValle and Kuﬀner, 2001),
(Svestka and Overmars, 1995), (Laumond, 1998) y de control
de movimiento (Fliess and Le´vine, 1995), (DeLuca and Oriolo,
1998), (Samson, 1995), (Sordalen and Egelan, 1995).
No muchos estudios se han ocupado de los dos aspectos en
conjunto como en (Lamiraux et al., 1999), en donde se trata
la planiﬁcacio´n y control de movimiento para robots mo´viles.
El planiﬁcador de ruta no holono´mico se basa en un me´todo
original de contabilizacio´n para la controlabilidad del sistema
en el tiempo ma´s corto. Luego el camino se transfroma en una
trayectoria mediante la inclusio´n de las restricciones dina´mi-
cas del sietma (velocidad y aceleracio´n limitada). El control de
movimiento se aborda, gracias a una transformacio´n geome´tri-
ca, se muestra la manera de reducir el problema a un cla´sico
enfoque de seguimiento de la trayectoria de un robot mo´vil en
movimiento so´lo hacia adelante.
Los sistemas lineales variantes en el tiempo resultantes de
considerar trayectorias circulares, presentan una mayor com-
plejidad ya que a diferencias de los sistemas lineales invarian-
tes en el tiempo, no presentan una teorı´a tan representativa co-
mo e´stos, cuando se requiere conocer acerca de sus propiedades
como controlabilidad, observabilidad y estabilizacio´n.
Para la solucio´n del control o´ptimo del sistema lineal inva-
riante en el tiempo, se puede mencionar el trabajo presentado en
(Shieh and Dib, 1986), donde se plantea el problema de encon-
trar un controlador o´ptimo cuadra´tico tal que el sistema o´ptimo
en lazo cerrado tiene valores caracterı´sticos dentro de una re-
gio´n vertical en el semiplano izquierdo del plano complejo s.
Con el objetivo de mejorar la estabilidad del sistema el me´todo
de disen˜o no necesita la especiﬁcacio´n de las matrices de peso.
Este me´todo tambie´n es utilizado en (Araya and Eddie, 1999)
y (Hardiansyah et al., 1999) donde es aplicado para mejorar la
estabilidad dina´mica de sistemas de estabilizacio´n de potencia,
obteniendo resultados muy satisfactorios.
Ahora bien, para determinar el control o´ptimo para el siste-
ma lineal variante en el tiempo no es posible aplicar el me´todo
des-crito anteriormente, ya que so´lo es posible aplicarlo a siste-
ma lineales invariantes en el tiempo. Primeramente planteamos
utilizar el trabajo desarrollado en (Niamsup and Phat, 2008),
 J. E. Moisés Gutierrez Arias et al. / Revista Iberoamericana de Automática e Informática industrial 8 (2011) 229–240 231
donde se describe un me´todo para encontrar un control o´pti-
mo para sistemas variantes en el tiempo desde el punto de vista
de la controlabilidad global de estos sistemas, pero no se ob-
tuvieron los resultados esperados. Posteriormente, tomamos la
idea fundamental de la investigacio´n presentada en (Garran and
Antonio, 2008), en donde se presenta el estudio de las te´cnicas
para el control robusto de sistemas lineales con para´metros va-
riables desde la perspectiva de sistemas polito´picos convexos y
las desigualdades matriciales lineales (LMIs, por sus siglas en
ingle´s).
En este trabajo disen˜amos un control o´ptimo en tiempo con-
tinuo para la estabilizacio´n de trayectorias circulares en un ro-
bot mo´vil de conduccio´n diferencial, tomando como fundamen-
to la solucio´n esta´ndar al problema de control o´ptimo para un
sistema lineal y los sistemas polito´picos convexos, se imple-
menta dicho control a un robot mo´vil y se muestran los resulta-
dos, adema´s proponemos un modelo dina´mico muy accesible,
que captura las no linealidades ma´s esenciales de este tipo de
sistemas no holono´micos.
2. Planteamiento del Problema
Consideremos el siguiente proceso controlable que repre-
senta las ecuaciones dina´micas del robot mo´vil
y˙ = f (y, u) , (1)
u(·) ∈ U = {u : u(t) ∈ Ω ⊆ r} ; (2)
donde y ∈ n que contiene los estados del sistema, u ∈ m re-
presenta los controles de entrada. Las ecuaciones diferenciales
lineales que gobiernan las desviaciones x(t) = y(t) − yd(t) para
algu´n movimiento deseado y(t) = yd(t) y un control deseado
u(t) = ud(t), ∈ [t0, t1) pueden escribirse como:
x˙ = A(t)x + B(t)u ; (3)
donde
A(t) =
∂ f [yd(t), ud(t)]
∂y
, B(t) =
∂ f [yd(t), ud(t)]
∂u
;
y considerando tambie´n el criterio de desempen˜o∫ t1
t0
[
xT (t)Q(t)x(t) + uT (t)G(t)u(t)
]
dt + (4)
xT (t1)S x(t1) ,
donde S y Q(t) son matrices sime´tricas deﬁnidas no negativas
(S = S T ≥ 0; Q(t) = Q(t)T ≥ 0); y G(t) es una matriz sime´trica
deﬁnida positiva (G(t) = G(t)T > 0) para t0 ≤ t ≤ t1. Enton-
ces el problema de determinar un vector de entrada admisible
u0(t), t0 ≤ t ≤ t1, para el cual el criterio es mı´nimo es llama-
do problema del control o´ptimo lineal (Kwakernaak and Sivan,
1972).
3. Ecuaciones de movimiento del Robot Mo´vil
El modelo dina´mico de un robot mo´vil juega un papel im-
portante para la simulacio´n del movimiento, ana´lisis de la es-
tructura meca´nica del prototipo y disen˜o de algoritmos de con-
trol. El tipo de disen˜o del robot mo´vil que se desarrollara´ en este
trabajo sera´ el de control diferencial, el cua´l como ya se men-
ciono´, consta de dos ruedas activas para traccio´n y direccio´n, y
una rueda pasiva. Como puede verse en la ﬁgura 1, el prototipo
consiste de un cuerpo del robot en forma de un cilindro recto
no homoge´neo, dos ruedas laterales y una rueda pequen˜a que
sirve de soporte. El movimiento de la rueda pequen˜a de apoyo
no se considera, lo cual puede hacerse en base a que su masa y
sus dimensiones son pequen˜as en comparacio´n con aquellas del
cuerpo del robot.
Figura 1: Diagrama fı´sico del robot mo´vil.
Para la construccio´n del modelo dina´mico del robot mo´vil
hacemos las siguientes consideraciones: a) el robot mo´vil se
mueve sobre un plano, b) suponemos que las partes del robot
mo´vil son cuerpos rı´gidos, c) el movimiento de la pequen˜a rue-
da de apoyo no se considera, lo cual puede hacerse en base a
que su masa y sus dimensiones son pequen˜as en comparacio´n
con aquellas del cuerpo del robot, d) las velocidades del robot
movil son pequen˜as de manera que la fuerza de friccio´n visco-
sa la podemos despreciar en el modelo, e) las llantas laterales
cumplen la condicio´n de rodamiento y f) la friccio´n entre las
llantas y la superﬁcie plana es de tal manera que se cumple la
condicio´n de no deslizamiento lateral de las llantas.
En base a las consideraciones del pa´rrafo anterior el robot
mo´vil construido lo modelamos por medio de un cuerpo del
robot de forma de cilindro recto y dos llantas laterales en forma
de cilindros rectos delgados. La formulacio´n que empleamos
para construir el modelo dina´mico es la de Euler-Newton que
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consiste en utilizar las siguientes ecuaciones (Symon, 1970):






donde FR es la fuerza resultante sobre la masa M del cuerpo y
acm es la aceleracio´n del centro de masas. Mientras que, en la
ecuacio´n (6) τR es la suma de pares externos y Lcm es el momen-
to angular alrededor de un eje que pasa por el centro de masas.
Ambas ecuaciones son va´lidas en un sistema inercial que supo-
nemos esta´ ﬁjo a la superﬁcie plana donde se mueve el robot




3 . Tambie´n, con-
sideremos un sistema de referencia ﬁjo al cuerpo del robot, cu-




3 . Un punto C que esta´ a
lo largo del eje XM1 , que se encuentra a una distancia h, cuyo






el superı´ndice indica que el vector esta´ en la representacio´n del
sistema de referencia inercial. La representacio´n del vector rc






T . Esta convensio´n de ı´ndices la usamos para las
cantidades vectoriales consideradas en el trabajo.
Una relacio´n muy u´til es aquella que relaciona las variacio-
nes temporales medidas en dos sistemas de referencia uno iner-
cial y otro ﬁjo al cuerpo en movimiento (que denotamos con un






+ ω × B (7)
donde ω es la velocidad angular del sistema ﬁjo al cuerpo res-
pecto al sistema inercial. Considerando el punto C con vector





T el vector que
va del origen del sistema de referencia inercial al origen del






que va del origen del sistema de referencia ﬁjo al cuerpo al
punto C, usando la expresio´n (7) obtenemos la velocidad de un






v cos θ − ωh sen θ







2 y θ˙ = ω la velocidad de traslacio´n
del origen del sistema de referencia mo´vil y velocidad angular
alrededor del eje X03 respecto al sistema inercial, respectivamen-
te.
Las velocidades de los centros de las llantas se obtienen al





















respectivamente. En estas expresiones a es la distancia del ori-
gen del sistema ﬁjo al cuerpo al centro de una llanta. Estas ve-
locidades las hemos calculado en la representacio´n del sistema
de referencia ﬁjo al cuerpo por simplicidad.
Para el ca´lculo de la aceleracio´n, empleamos la expresio´n
(7), aplicandola dos veces para obtener la expresio´n para la de-
rivada segunda. La aceleracio´n de un punto C sobre el eje XM1










esta aceleracio´n del punto C esta´ en la representacion del siste-
ma ﬁjo al cuerpo. Siguiendo el mismo procedimiento la acele-
racio´n del centro de las llantas izquierda y derecha esta´n dadas






















Consideremos ahora las relaciones de restriccio´n o de li-
gadura, suponemos que las llantas cumplen las condiciones de
rodamiento y de no-slip (no deslizamiento lateral de las llan-
tas). La condicio´n de rodamiento se establece por medio de las
siguientes expresiones
Vl = rφ˙l (14)
Vr = rφ˙r (15)
donde Vl = x˙Ml1 y Vr = x˙
M
r1. Con ayuda de estas expresiones
podemos escribir la primera coordenada de las ecuaciones vec-
toriales (9) y (10) como sigue
Vl = v − aω (16)
Vr = v + aω (17)
ya que, x˙M1 = v. Las aceleraciones angulares de las llantas del
robot mo´vil se obtienen al derivar respecto al tiempo las expre-









(x¨M1 + aθ¨) (19)
siendo αl = φ¨l, αr = φ¨r y r es el radio de las llantas.
La condicio´n de no deslizamiento lateral de las llantas (no-






2 = 0 . (20)
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Adema´s de las ecuaciones de transformacio´n para las velo-
cidades del origen del sistema de referencia ﬁjo al cuerpo y el






cos θ sen θ 0








considerando la segunda componente de la expresio´n (21) y to-
mando en cuenta la ecuacio´n (20), se obtiene la siguiente ex-
presio´n
x˙M2 = −x˙01 sen θ + x˙02 cos θ = 0 (22)
y derivando e´sta respecto al tiempo, se obtiene
x¨M2 = 0 . (23)
En base al diagrama de la Figura 1 escribimos para cada
parte mo´vil del robot la ecuacio´n (5). Para el cuerpo del robot




















donde mb es la masa del cuerpo del robot y b es la distancia del
origen del sistema ﬁjo al cuerpo al centro de masas del cuerpo
del robot. Para la llanta izquierda escribimos la ecuacio´n (5)
como, (









aquı´, mwl es la masa de la llanta izquierda. Mientras que, para
la llanta derecha la ecuacio´n (5) se escribe como sigue,(










en e´sta mwr es la masa de la llanta derecha. Sumando miembro a









mbx¨M2 − mbbθ¨ + 2mwx¨M2
)
(27)
donde hemos considerado que las masas de las llantas son igua-
les, mwl = mwr = mw.
Para completar el modelo dina´mico del robot mo´vil, apli-
camos la segunda expresio´n de la formulacio´n Euler-Newton al
modelo del robot mostrado en la Figuras 1. La expresio´n (6), se
puede escribir de la siguiente manera,




Para obtener la ecuacio´n que completa el modelo dina´mico
del robot mo´vil, seguimos la misma estrategı´a que nos condujo
a las ecuaciones dadas (27). Aplicando la expresio´n (28) pa-
ra el cuerpo del robot y las dos llantas y sumando miembro a
miembro las ecuaciones resultantes, obtenemos
a(Fr − Fl) =
(








en esta expresio´n I3c es el momento de inercia a lo largo del eje
que pasa por el centro de masa, del cuerpo del robot, y que es
paralelo al XM3 , mientras que, I3w es el momento de inercia a lo
largo del eje que pasa por el centro de masa de una llanta y que
es paralelo al eje XM3 .
Para obtener la relacio´n entre los pares aplicados por los
motores sobre las llantas (τl , τr) y las fuerza de avance que
producen sobre las llantas (Fl, Fr), aplicamos para cada llanta la
expresio´n
∑
i τi = Iα, donde la suma de pares aplicados son los
que hacen que gire la llanta con aceleracio´n angular α alrededor
del eje de rotacio´n con momento de inercia I. Considerando las




















donde I2w es el momento de inercia respecto al eje que pasa por
el eje que une las llantas.
Sustituyendo las expresiones (30) y (31), en la primera com-
























El modelo del motor que consideramos es el siguiente (Jo-
nes and Flynn, 2000):
τi = χui − σφ˙i, i = l, r (34)
donde ui es la diferencia de potencial aplicado al motor i, φ˙i
es la velocidad angular con la que gira el eje del motor i, χ es
la razo´n entre la constante de la fuerza contra-electromotriz al
cuadrado y la resistencia ele´ctrica del motor y σ es la razo´n
entre la constante de la fuerza contra-electromotriz y la resis-
tencia ele´ctrica. Considerando la expresio´n anterior y usandos
las expresiones (14)- (17), obtenemos
(τr + τl) = χ(ur + ul) − σ2vr (35)
(τr − τl) = χ(ur − ul) − σ2aωr (36)
Finalmente, sustituyendo las expresiones (35) y (36) en las
ecuaciones (32) y (33) y usando la ecuacio´n (8), obtenemos el
modelo dina´mico⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙0c1 = v cos θ − h ω sen θ,
x˙0c2 = v sen θ + h ω cos θ,
θ˙ = ω,
J1 v˙ = −mbbω2 − 2σr2 v +
χ
r (ur + ul),





r (ur − ul).
(37)
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donde J1 = mb + 2mw + 2I2w/r2 y J2 = I3c + 2I3w + 2mwa2 +
mbb2+2a2I2w/r2. El modelo dina´mico de la expresio´n (37) es un
sistema no lineal de cinco ecuaciones diferenciales que tienen
dos variables de control ur y ul.
4. Trayectorias Deseadas y Ecuaciones Lineales
Como cualquier trayectoria irregular puede ser aproxima-
da mediante pequen˜os segmentos rectos y circulares, se pueden
obtener las trayectorias ba´sicas que el robot mo´vil puede rea-
lizar para recrear alguna trayectoria deseada. Ya que trayecto-
rias circulares son el objetivo de este trabajo, se puede observar
la ﬁgura 2 que representa la conﬁguracion del movimiento del
robot mo´vil. Para obtener los desplazamientos circulares se su-
pondra´ que el estado inicial o posicio´n de casa del robot es pa-
ralelo al eje ξ y que el movimiento se describe sobre un circulo
de radio R, el cual esta´ seccionado en cuatro cuadrantes, ademas
si es tomando en cuenta el sentido en que se recorre se pueden
obtener diferentes tipos de trayectorias circulares.
Figura 2: Trayectorias circulares deseadas del robot mo´vil.
Describiendo las trayectorias circulares en funcio´n de las
variables de estado del robot mo´vil, puede obtenerse que una
trayectoria circular en sentido contrario a las manecillas del re-




















y empleando la expresio´n (3) puede obtenerse el siguiente sis-
tema lineal variante en el tiempo
˙˜x
0
c1 = − (ω0R sen(ω0t) + hω0 cos(ω0t)) θ˜ +
cos(ω0t)˜v − h sen(ω0t)ω˜ ,
˙˜x
0
c2 = (ω0R cos(ω0t) − hω0 sen(ω0t)) θ˜ +
sen(ω0t)˜v + h cos(ω0t)ω˜ ,
˙˜θ = ω˜ , (38)














(ur − ul) .
5. Control O´ptimo Continuo de Sistemas Lineales
La ley de control o´ptima se calculara´ para el sistema lineal
correspondiente a la trayectoria deseada, de acuerdo los resul-
tados planteados en (Cerda´, 2001), (Kirk, 1970), donde se con-
sidera que el sistema lineal
x˙(t) = A(t)x(t) + B(t)u(t), (39)
es completamente controlable; donde t ∈ [t0,T ] denota la va-
riacio´n del tiempo, x(t) ∈ n es el vector de estado donde
x(t) = y˜(t) = yd − y(t), u(t) ∈ m es el vector de control (en-
trada), y A(t) y B(t) son matrices reales de dimensiones apro-




xT (t)Q(t)x(t) + uT (t)G(t)u(t)
]
dt + (40)
xT (t1)S x(t1) ,
y aplicando la programacio´n dina´mica mediante la ecuacio´n de
Hamilton-Jacobi-Bellman (Cerda´, 2001),(Kirk, 1970) se obtie-
ne la siguiente entrada de control llamado control o´ptimo, que
minimiza el ı´ndice de desempen˜o (40) sujeto a la ecuacio´n li-
neal (39)
u(t) = −Kx(t), K = R−1BT P(t); (41)
donde esta ley de control resuelve el problema de estabiliza-




= Q − P(t)BR−1BTP(t)+
+P(t)A + AT P(t), con : P(t1) = 0, (42)
que tambie´n es llamada solucio´n de estabilizacio´n; y la matriz
K deﬁnida en (41) es la matriz de ganancia del control o´ptimo
o la matriz de estabilizacio´n o´ptima. Con una apropiada selec-
cio´n del peso de las matrices Q y R es posible tener un com-
portamiento apropiado del sistema en lazo cerrado, ya que las
propiedades dina´micas y magnitudes del estado y las variables
de control son de mucha inﬂuencia. Por u´ltimo, considerando
de nuevo el sistema lineal (39) y la entrada de control o´ptimo
(41), se puede veriﬁcar el comportamiento de e´ste u´ltimo anali-
zando la ecuacio´n en lazo cerrado
x˙(t) = [A(t) − B(t)K]x(t). (43)
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6. Descripcio´n del Me´todo de Solucio´n
6.1. Asignacio´n de los Valores Caracterı´sticos a una Regio´n
Especı´ﬁca
Considerando la solucio´n P(t, t1) de la ecuacio´n diferen-
cial matricial de Riccati (42) con condicio´n ﬁnal o de frontera




y P¯(t) es una solucio´n de (42). Adema´s, xT (t)P¯(t)x(t) es el ı´ndi-
ce de comportamiento o´ptimo, cuando el tiempo inicial es t y
el estado inicial es x(t). El control o´ptimo en un tiempo t (pa-
ra un tiempo inicial arbitrario) es deﬁnido u´nicamente por (41)
con P(t) reemplazada por P¯(t); la solucio´n P¯(t) es llamada una
solucio´n estacionaria de la ecuacio´n de Riccati (42) con condi-
cio´n P¯(∞) = 0.
El resultado puede ser fa´cilmente aplicado al caso invarian-
te en el tiempo (o constante), cuando A, B, Q y G son matrices
constantes, adema´s para un horizonte de tiempo inﬁnito la ma-
triz S del ı´ndice de desempen˜o (40) es usualmente cero. Por
lo tanto, el lı´mite P¯ es constante (y tambie´n igual al lı´mite de
P(t0, t1) cuando t tiende a −∞). Adema´s, la ecuacio´n diferencial
matricial de Riccati se convierte en una ecuacio´n algebraica ma-
tricial, ya que el lado izquierdo es ide´ntico a cero. Por lo que el
control o´ptimo para un sistema lineal invariante en el tiempo es
u(t) = −Kx(t), K = G−1BT P¯; (44)
siendo P¯ la solucio´n de la ecuacio´n algebraica de Riccati
0 = Q − P¯BG−1BT P¯ + P¯A + AT P¯, (45)
sujeto al sistema lineal invariante en el tiempo
x˙(t) = Ax(t) + Bu(t). (46)
En el disen˜o de sistemas de control o´ptimo, la matriz K se
calcula con una apropiada seleccio´n de las matrices de peso Q
y G, y usualmente se determinan a prueba y error hasta lograr
el comportamiento deseado.
Los valores caracterı´sticos del sistema de control el lazo ce-
rrado
x˙(t) = (A − BK)x(t) , (47)
esta´n denotados por
det(Iλ − (A − BK)) = 0 , (48)
ya que el objetivo de control es mejorar el comportamiento del
sistema original, los valores caracterı´sticos λ1, . . . , λn deben ser
llevados a una regio´n deseada del semiplano izquierdo del plano
complejo (ﬁgura 3).
Siendo el par (A, B) las matrices del sistema en lazo abier-
to (3), y h ≥ 0 que representa el grado de estabilidad pres-
crito correspondiente a una regio´n en el semiplano izquierdo
del plano complejo. Entonces la matriz en lazo cerrado Ac =
A − BG−1BT P˜ tiene todos sus valores caracterı´sticos ubicadas
Figura 3: Plano complejo S .
al lado izquierdo de la lı´nea verticas −h, donde la matriz P˜ es la
solucio´n de la ecuacio´n de Riccati
0 = Q − P¯BG−1BT P¯ + P¯(A + hIn) + (A + hIn)T P¯ . (49)
Con Q = 0n los valores caracterı´sticos inestables de A+ hIn
son colocados en la posicio´n reﬂejada con respecto a la lı´nea
vertical h, los cuales son los valores caracterı´sticos de Ac.
Asumiendo que h en un valor positivo que determinan la
lı´nea vertical [−h] sobre el eje real negativo, y que dada la ma-
triz de n × n A˜ = A + hIn; la ley de control cambia a
u(t) = K˜x(t) , (50)
K˜ = G−1BT P¯ . (51)
La matriz P¯ es la solucio´n de la ecuacio´n de Riccati modi-
ﬁcada
0 = P¯BG−1BT P¯ + P¯A˜ + A˜T P¯ , (52)
donde la matriz G es seleccionada como matriz diagonal unita-
ria. El sistema de control o´ptimo de lazo cerrado, es entonces
x˙(t) = (A − BK˜)x(t) . (53)
6.2. Sistema Lineal con Para´metros Variantes en el Tiempo
Un sistema lineal con para´metros variantes, depende explı´ci-
tamente de un vector de para´metros variante en el tiempo α(t)
que puede medirse en tiempo real, este para´metro es descrito
para todo t ≥ 0 por la ecuacio´n:
x˙(t) = A(α(t))x(t) + B(α(t))u(t) ,
con : α : + →r, A : r →n×n, B : r →n×m .
(54)
Este modelo permite tomar en cuenta las variaciones pa-
rame´tricas de un sistema dina´mico (temperatura, masa, concen-
tracio´n, velocidad, presio´n dina´mica, a´ngulo de ataque en un
avio´n, etc.); el modelo evoluciona en funcio´n de una trayectoria
parame´trica admisible, esta u´ltima es tal que cada uno de sus
puntos pertenece en todo instante de tiempo al conjunto com-
pacto Ω ⊂ r; es decir, el vector de para´metros satisface en
todo momento la condicio´n:
α(t) ∈ Ω =
{
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siendo αi y αi las cotas inferior y superior respectivamente del
para´metro αi(t). Ahora bien, el sistema lineal con para´metros
variables puede interpretarse como una generalizacio´n de un
sistema lineal invariante en el tiempo cuando la trayectoria pa-
rame´trica admisible es constante α(t) = α0.
Con lo anterior, se puede entonces mencionar que el obje-
tivo del me´todo desarrollado en este apartado, es encontrar una
ley de control o´ptima para un sistema lineal incierto, descrito
por la ecuacio´n
x˙(t) = A(·)x(t) + B(·)u(t) , (56)
donde las matrices A(·) y B(·) son inciertas y pertenecen a los
conjuntos DA y DB respectivamente; para esto, se considerara´ que
un sistema de esta clase esta´ descrito en la ecuacio´n (54); es de-
cir, las matrices A y B dependen de un vector de para´metros
variante en el tiempo α(t) =
[
α1(t) · · · αr(t)
]T ∈ Ω ⊂ r,
en cual representa un politopo con lα = 2r ve´rtices.
Adicionalmente se considera un conjunto de vectores, que
representan las combinaciones extremas de los para´metros en







⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ i = 1, . . . ,N ; (57)





se construyen modelos loca-
les lineales invarientes en el tiempo para el sistema lineal con
para´metros variantes haciendo
(Ai, Bi) = (A(α(i)), B(α(i))), i = 1, . . . ,N . (58)
Por lo que ahora es posible describir el sistema lineal con para´me-
tros variantes dentro del conjunto compacto Ω a trave´s del si-
guiente sistema polito´pico
x˙(t) = Ax(t) + Bu(t) , A ∈ DA, B ∈ DB; (59)




A ∈ n×n : A = ∑Ni=1 αiAi, αi ≥ 0, ∑Ni=1 αi = 1} ,
B ∈ DB=ˆ
{
B ∈ n×m : B = ∑Ni=1 γiBi, γi ≥ 0, ∑Ni=1 γi = 1} .
(60)
Para los dominios de incertidumbre polito´pica expresados
arriba, es equivalente la notacio´n:
A ∈ C0 {A1, A2, . . . , AN}
donde C0 denota el cascaro´n convexo.
Las matrices Ai de (60) son concebidas como ve´rtices y los
escalares αi son los elementos de combinacio´n convexa. Por lo
tanto, es posible asegurar que, si un determinado conjunto de
condiciones se cumplen en los ve´rtices del politopo, entonces,
estas mismas condiciones se cumplen tambie´n en la regio´n. Un
inconveniente de este enfoque es el problema de la explosio´n
exponencial, ya que el nu´mero de LMIs esta´ dada por una fun-
cio´n del tipo de 2r, donde r es el nu´mero de para´metros inciertos
en el sistema.
6.3. Ecuacio´n Algebra´ica de Riccati como LMI
Con lo planteado anteriormente, se puede entonces cons-
truir un sistema polito´pico convexo conformado por sistemas
lineales invariantes en el tiempo a partir del sistema lineal de
para´metros variantes (65); teniendo este conjunto de sistema
lineales invariantes en el tiempo, podemos utilizar el me´todo
planteado anteriormente, es decir, el me´todo de asignacio´n de
los valores caracterı´sticos. Sin embargo, no podemos aplicar es-
te me´todo como tal, ya que si lo hacemos, tendrı´amos que re-
solver y encontrar una solucio´n de estabilizacio´n P¯ para cada
uno de los sistemas lineales invariantes en el tiempo; en lugar
de eso, se tiene que buscar una solucio´n P¯ que satisfaga a todos
estos sistemas de manera simulta´nea, es decir, una so´la solucio´n
o´ptima para todos los sistemas lineales invariantes en el tiempo.
Esto se realizara´, haciendo la transformacio´n de la ecua-
cio´n algebraica de Riccati modiﬁcada (49) a una LMI que a la
vez representara´ el conjunto polito´pico convexo del sistema li-
neal incierto. La transformacio´n se realiza aplicando el siguien-
te teorema
Teorema 1. (Complemento de Schur) Sea g ∈ m un vector
de variables de decisio´n y M1(g), M2(g), M3(g) funciones aﬁ-
nes en g con M1(g) y M2(g) sime´tricas. Entonces la siguientes
aﬁrmaciones son equivalentes







Por lo que teniendo la ecuacio´n algebraica modiﬁcada de
Riccati
0 = P¯A˜i + A˜Ti P¯ − P¯BiR−1BTi P¯ , (61)
la LMI asociada a e´sta es(
P¯A˜i + A˜Ti P¯ P¯Bi
BTi P¯ −R
)
< 0 , (62)
considerando que
P¯A˜i + A˜Ti P¯ + P¯BiR
−1BTi P¯ < 0 . (63)
Como puede observarse, las ecuaciones (61) y (63) son di-
ferentes, la solucio´n de la ecuacio´n algebraica modiﬁcada de
Riccati (61) da un resultado de estabilizacio´n P¯ > 0, mientras
que la solucio´n de la LMI asociada esta ecuacio´n dara´ como
resultado una solucio´n de estabilizacio´n P¯ < 0; como el algorit-
mo de control o´ptimo requiere que la solucio´n de estabilizacio´n
sea deﬁnida positiva, la solucio´n obtenida por LMIs, se multi-
plicara´ por −1 para obtener el resultado buscado. Considerar de
manera diferente la ecuacio´n de Riccati se hace con el ﬁn de no
perder la generalidad de la solucio´n de una LMI.
La solucio´n de la ecuacio´n algebraica de Riccati (61), es
semejante a la solucio´n de la LMI asociada a e´sta la cual se
obtiene haciendo
mı´n tr(P¯) su jeto a
(
P¯A˜i + A˜Ti P¯ P¯Bi
BTi P¯ −R
)
< 0 ; (64)
la cual se calculara´ mediante la ayuda de LMIlab del software
MATLAB.
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7. Aplicacio´n del Metodo y Resultados
El valor de cada uno de los para´metros fı´sicos del robot
mo´vil, necesarios para obtener los resultados se presenta en la
tabla 1.
Con estos valores se tiene que el sistema lineal a una tra-
yectoria circular de radio R = 1m en el IV cuadrante en sentido
contrario de las manecillas del reloj a una velocidad angular













0 0 −0, 5 sen(0, 5t) − 0, 025 cos(0, 5t)




cos(0, 5t) −0, 05 sen(0, 5t)
sen(0, 5t) 0, 05 cos(0, 5t)
0 1















0, 0595 0, 0595








Adema´s es necesario veriﬁcar la controlabilidad completa
de los sistemas lineales, para esto se utilizara´ el siguiente teo-
rema de controlabilidad para sistemas lineales variantes en el
tiempo
Teorema 2. Asumiendo que las funcionas matriciales A(t), B(t)
son analı´ticas en+, el sistema
x˙(t) = A(t)x(t) + B(t)u(t).
es completamente controlable en algu´n tiempo ﬁnito si
rang
(
M1(t0) M2(t0) · · · Mk(t0)
)
= n,








M1(t0) M2(t0) · · · Mk(t0)
)
= 5,
por lo tanto (65) es completamente controlable.
Considerando el sistema lineal variante en el tiempo (65),













0 0 α1(t) α3(t) α5(t)
0 0 α2(t) α4(t) α6(t)
0 0 0 0 1
0 0 0 −1, 5055 −0, 0409














0, 0595 0, 0595




















−0, 5 sen(0, 5t) − 0, 025 cos(0, 5t)
0, 5 cos(0, 5t) − 0, 025 sen(0, 5t)
cos(0, 5t)
sen(0, 5t)
−0, 05 sen(0, 5t)




Ahora bien, teniendo identiﬁcados cada uno de los para´me-
tros del sistema lineal variante en el tiempo (65) y tomando en
cuenta la teorı´a descrita, primero es necesario identiﬁcar cada













[−0, 5006, 0, 5006]
[−0, 5006, 0, 5006]
[−1, 0, 1, 0]
[−1, 0, 1, 0]
[−0, 05, 0, 05]
[−0, 05, 0, 05]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (69)
Con e´ste conjunto, se construye entonces un sistema po-
lito´pico con 26 = 64 ve´rtices, en otras palabras, se crea un con-
junto de 64 sistemas lineales invariantes a partir de todas las
combinaciones posibles de las cotas inferiores y superiores de




0 0 −0, 5006 −1 −0, 05
0 0 −0, 5006 −1 −0, 05
0 0 0 0 1
0 0 0 −1, 5055 −0, 0409




0 0 −0, 5006 −1 −0, 05
0 0 −0, 5006 −1 0, 05
0 0 0 0 1
0 0 0 −1, 5055 −0, 0409




0 0 −0, 5006 −1 −0, 05
0 0 −0, 5006 1 −0, 05
0 0 0 0 1
0 0 0 −1, 5055 −0, 0409
0 0 0 0 −0, 2977
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Tabla 1: Para´metros fı´sicos del robot mo´vil.
Variable Valor Descripcio´n
v0 0,5 Velocidad deseada, [m/s]
ω0 0,5 Velocidad angular deseada, [rad/s]
R 0,35 Radio de la trayectoria circular, [m]
a 0,14 Distancia entre las ruedas activas, [m]
b 0,47 Distancia del centro de masa al eje de las ruedas, [m]
h 0,05 Distancia del eje de las ruedas al arreglo de sensores, [m]
mb 2,0 Masa del robot, [kg]
mw 0,095 Masa de cada una de las ruedas, [kg]
r 0,038 Radio de las ruedas, [m]
χ 0,0052 Friccio´n viscosa del motor




0 0 0, 5006 1 0, 05
0 0 0, 5006 1 0, 05
0 0 0 0 1
0 0 0 −1, 5055 −0, 0409
0 0 0 0 −0, 2977
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
;
donde se tiene que los valores caracterı´sticos en lazo abierto de
cada uno de estos sistemas lineales invariantes en el tiempo son









por lo tanto, los sistemas lineales invariantes en el tiempo son
estables; sin embargo, es necesario disen˜ar una ley de control
que mejore la estabilidad de e´stos sistemas para ası´ asegurar
la estabilidad del sistema lineal con para´metros variantes. Es-
cogiendo la lı´nea vertical h = −25 a lado izquierdo del plano
complejo, y haciendo
A˜i = Ai + hI ,
se puede entonces obtener la solucio´n de la LMI que representa
la solucio´n de estabilizacio´n de la ecuacio´n de Riccati
mı´n tr(P¯) su jeto a
(




dicha solucio´n P¯ de estabilizacio´n es la siguiente
P¯ = 106
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1, 7645 0 0 0 0
0 1, 7649 0 0 0
0 0 8, 4176 0, 0006 0, 1725
0 0 0, 0006 0, 0033 0
0 0 0, 1725 0 0, 0070
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Con la cua´l se puede obtener el control o´ptimo buscado para








0 0 14 526 198 586






















cos(0, 5t) − x0c1
sen(0, 5t) − x0c2
0, 5t − θ
0, 5 − v
0, 5 − ω
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
;
por lo que la ecuacio´n lineal de control en lazo cerrado es













0 0 −0, 5 sen(0, 5t) − 0, 025 cos(0, 5t)
0 0 0, 5 cos(0, 5t) − 0, 025 sen(0, 5t)
0 0 0
0 0 −3, 9580
0 0 −2 435, 6
cos(0, 5t) −0, 05 sen(0, 5t)
sen(0, 5t) 0, 05 cos(0, 5t)
0 1
−25, 0128 −0, 0814










En la ﬁgura 4 se muestra el comportamiento de las variables
de estado del sistema lineal en lazo cerrado, simulado compu-
tacionalmente o resuelto por integracio´n nume´rica desde un tiem-
po inicial t0 hasta un tiempo ﬁnal t1 = 5seg.; se consideran
diferentes condiciones iniciales para veriﬁcar la robustez del
control o´ptimo disen˜ado. Ya que el sistema lineal representa la
desviacio´n de la trayectoria actual a la trayectoria deseada, la ﬁ-
gura representa la evolucio´n del error o dicho de otra forma, la
convergencia a la trayectoria deseada. Adema´s, en e´sta ﬁgura se
puede observar que el comportamiento para ambas condiciones
iniciales es muy bueno, por lo tanto, tenemos un control muy
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Figura 4: Comportamiento del sistema lineal de control en lazo cerrado mos-
trando la convergencia a la trayectoria deseada (Trayectoria circular en el IV
cuadrante en sentido contrario del reloj).
aceptable que cumple con la condicio´n de robustez necesaria.
Tambie´n se puede observar, que las variables de estado del sis-
tema linealizado x˜0c1 y x˜
0
c2 no llegan a cero, sin embargo son
estables en una regio´n cercana a la condicio´n inicial de estas
variables, lo que pone en maniﬁesto que la trayectoria circular
puede ser alcanzada desde cualquier condicio´n inicial, lo que a
su vez es esperado, ya que se requiere que el robot realice la
trayectoria circular en cualquier punto del plano.
8. Simulacio´n del Robot Mo´vil con el Control O´ptimo Li-
neal
Considerando el sistema de ecuaciones de movimiento no
lineales del robot mo´vil
x˙0c1 = v cos(θ) − 0, 05ω sen(θ) ,
x˙0c2 = v sen(θ) + 0, 05ω cos(θ) ,
θ˙ = ω , (71)
v˙ = −0, 0511ω2 − 1, 5055v + 0, 0595 (ur + ul) ,
ω˙ = −0, 2977ω + 0, 0840 (ur − ul) ;
se simulara´ computacionalmente el comportamiento de e´ste,
bajo la ley de control o´ptimo lineal sintetizadas para que el ro-
bot describa una trayectoria circular en sentido contrario a las
manecillas del reloj. Para esto, se solucionara´ el sistema dife-
rencial 71 mediante el software MATLAB empleando la ins-
truccio´n ode45, la cual aplica una integracio´n nume´rica me-
diante un algoritmo Runge-Kutta de 5◦ orden; como resultado
se obtendra´n gra´ﬁcas de comportamiento de cada una de las va-
riables de estado del robot mo´vil, ası´ como una gra´ﬁca (x0c1, x
0
c2)
que representa el movimiento en el plano de trabajo.
Figura 5: Simulacio´n del Robot Mo´vil realizando una trayectoria circular en el
IV cuadrante en sentido contrario del reloj.
Considerando el sistema de ecuaciones no lineales de mo-
vimiento del robot mo´vil (71) y la ley de control o´ptimo lineal
(70) disen˜ada para que e´ste describa una trayectoria circular de
radio R = 1m, en el IV cuadrante en sentido contrario de la ma-
necilla del reloj a una velocidad angular de ω0 = 0,5rad/s; el
comportamiento que el robot mo´vil tiene con e´sta sen˜al de con-
trol se muestra en el ﬁgura 5, en donde puede observarse que
el robot mo´vil describe la trayectoria deseada desde cualquier
condicio´n inicial y sin problemas en el tiempo de estabilizacio´n.
La ley de control o´ptimo lineal no depende de las variables de
estado correspondientes a la posicio´n en la que se encuentre el
robot mo´vil.
9. Conclusio´n
Al utilizar el me´todo de la asignacio´n de los valores carac-
terı´sticos para el disen˜o de un control o´ptimo para un sistema
lineal invariante en el tiempo, se evito´ la sintonizacio´n de las
matriz de peso Q, al no utilizarla en la bu´squeda de la solucio´n
de estabilizacio´n de la ecuacio´n algebraica de Riccati. E´sta u´lti-
ma resulta de considerar el problema original a resolver hasta
un horizonte de tiempo inﬁnito, lo que evita utilizar los poli-
nomios de grado n para la aproximacio´n de la solucio´n, ya que
ahora e´sta es una matriz de elementos constantes. Realmente,
la asignacio´n de los valores caracterı´sticos en cualquier regio´n
vertical del semiplano izquierdo del plano complejo, asegura la
estabilidad asinto´tica del sistema lineal invariante en el tiem-
po. Adema´s al utilizar este me´todo el control o´ptimo disen˜ado
puede ser utilizado para cualquier lapso de tiempo.
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Con la utilizacio´n de las desigualdades matriciales linea-
les (LMIs), como solucio´n del control o´ptimo para un sistema
polito´pico convexo formado por sistemas locales lineales inva-
riantes en el tiempo, construido a partir de un sistema lineal con
para´metros variantes, se elimino´ el problema que hacı´a impo-
sible aplicar el me´todo de asignacio´n de valores caracterı´sticos
en una regio´n especı´ﬁca estudiado con anterioridad, ya que e´ste
so´lo es aplicable a sistemas lineales invariantes en el tiempo.
Au´n cuando la sı´ntesis del control fue un tanto laboriosa,
su aplicacio´n resulto ma´s sencilla, por lo que el costo compu-
tacional es econo´mico. Tambie´n es importante hacer notar que
no se trata de una aproximacio´n y que aunque la propuesta es
va´lida para arcos de circunferencia menores a π/4, es posible
la reasignacio´n en lı´nea de los para´metros del problema para
seguir arcos de mayor amplitud.
English Summary
Optimal Control for Circular Paths in a Mobile Robot
Abstract
This raises the problem of ﬁnding a linear optimal control
to stabilize circular paths in a mobile robot type (2,0), using the
standard solution to the problem of optimal control for a linear
system, which can be demonstrated by the programming dy-
namics technique applied to the equation of Hamilton-Jacobi-
Bellman. We obtain the nonlinear dynamic equations of the mo-
bile robot and then for a desired trajectory we obtained the li-
near equations. Optimal control is synthesized from this linear
system by solving a matrix Riccati diﬀerential equation for ﬁn-
ding the solution of stabilization; in the literature, this diﬀeren-
tial equation is treated as an algebraic equation for an inﬁnite
time and exclusively for invariant time linear systems. The re-
sulting linear system for a circular path is a time varying linear
system, which causes problems for the solution of stabilization
in constant terms; the solution was to create a convex polytopic
system based on the time varying linear system and transform
the algebraic Riccati equation in a LMI. Thus we obtained a
stabilization solution, which satisﬁes all the time invariant li-
near systems that make up the polytopic system. Also, a change
in the optimal control structure allows that the trial and error
choice of weight matrices is unnecessary and makes the system
eigenvalues are placed in a speciﬁc area in the left half plane of
the complex plane.
Keywords:
Mobile Robot, linearization, stabilization methods, linear
optimal control, matrix Riccati equation, time varying systems.
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