Abstract: A time-dependent adjoint approach for obtaining sensitivity derivatives for shape and topology optimizations of two-dimensional acoustic metamaterials and phononic crystals is presented. The acoustic wave propagation problem is solved in the time-domain using a Streamline Upwind/ Petrov Galerkin formulation. Topology parameterization is accomplished using the homogenization method, and shape optimization is subsequently used afterwards to fine tune the geometries. The combined strategy is compared with penalty-based topology optimization. The gradient-based design procedure is suitable for large numbers of design variables, and results are shown for achieving effective material properties and noise reductions, respectively.
INTRODUCTION
Acoustic metamaterials are engineered materials that have acoustic properties that cannot easily be found in nature. Such properties include negative effective bulk modulus and mass density [1] , and they can be applied for soundproofing, acoustic cloaking [2] , seismic shields, and so on. Metamaterials are dedicated to sub-wavelength structures, and when the size of the design units increases, the target material behaves more like a phononic crystal where the macro arrangement becomes more important. Phononic crystals are periodic arrays of inclusions embedded in a host matrix. This kind of composite media is frequently designed to achieve the ''phononic band-gap'' which can be employed to prevent acoustic/elastic waves in certain frequencies from propagating [3] .
Seeking an optimal structural pattern is usually accomplished by utilizing two categories of tools: shape and topology optimization. The shape optimization process begins with the parameterization of the original geometries and changes the parameters within allowable limits to achieve the minimization of an objective function. However, because shape parameterization is usually bounded to certain types of changes, the minimization of the objective function is limited to certain magnitude [4, 5] .
Topology optimization treats geometries as if they are in a discrete domain (usually a Cartesian grid), and performs selections and de-selections of points based on the objective functional. This methodology is well fit for the overall design of materials and structures. One of the most popular topology optimization methods is the level set method, which allows changes of the level set function based on the sensitivity to obtain a desired distribution of materials as well as the overall shapes. However, in practice the level set method does not usually create cavities in material [6] , which is not a difficulty in homogenization based methods such as SIMP (Solid Isotropic Material with Penalization) [7] .
Similar in both cases, gradient-based optimizers are used to minimize a specified objective function (i.e. cost function), for the number of functional evaluations is much less than their non-gradient-based counterparts. Gradient-based optimizations typically require sensitivity analysis of the objective function. While several techniques exist for evaluating the sensitivities derivatives for multidisciplinary simulations, the adjoint methods are of particular interest in this paper. For practical design, controls over various parts of the geometries are typically required, leading to a large number of design variables. The computational costs associated with an adjoint formulation scales with the number of cost functions and not the number of design variables. Therefore, the adjoint formulation is better suited for gradient-based design optimizations procedures that have large number of independent variables.
In this paper, the topology and shape optimization of two-dimensional acoustic metamaterials and phononic crystals with time-dependent sensitivity analysis is presented. Homogenization based topology optimization is discussed, and a new interpolation scheme is introduced. It is demonstrated that the design space can be scaled with the new interpolation scheme, and thus a better convergence behavior can be achieved. Besides, the combined or sequential topology and shape optimization is illustrated. The sequential method is based on the extraction of geometry, and it takes the advantages of the flexibility of topology optimization [7] and the geometric continuity of shape optimization [4] , so that a well-defined optimal geometry can be obtained with relatively small number of design variables. Recently, a combined shape and topology optimization method is proposed [8] based on the Deformable Simplicial Complex (DSC) method. An investigation on similar methods is suggested for future work since it allows a completely automatic optimization process.
The optimization procedure is applied to periodic structures for broadband noise reduction, and a unit cell to achieve effective material properties. In contrast with preceding reports which typically focus on one or a few frequency points [7, 9] , in this research, a time-dependent adjoint formulation is used for it enables the design for broadband acoustic properties, which are of wide interests in the real-world. The sequential topology and shape optimization is compared with penalty-based topology optimization in both cases.
STREAMLINE UPWIND/PETROV GALERKIN TIME-DOMAIN METHOD
To achieve high-order accurate solutions and designs on continuous geometries, the Streamline Upwind/Petrov Galerkin (SUPG) time-domain method is utilized.
In two-dimensions, the general acoustic wave propagation in a piecewise-homogeneous medium may be described by the equations
where p is the pressure, u and v are the velocity components in the respective coordinate directions, K e is the bulk modulus of compressibility of the isotropic material, and e is the density.
Utilizing the first-order partial differential equations (PDEs) requires stabilization to be introduced into the numerical algorithm. In stabilized finite element methods, such as the SUPG scheme, all solution variables are continuous across the element faces. Residual based stabilization is incorporated by adding a perturbation to the test function space. This perturbation allows numerical dissipation to be added in the streamwise direction and may be viewed as upwinding via giving increased weight to the up-stream element. Greater details concerning the methodology may be found in [4, 10, 11] .
TIME-DEPENDENT SENSITIVITY ANALYSIS AND ADJOINT FORMULATION
In gradient-based optimization frameworks, a functional I to be minimized is typically described with a set of design variables . Depending on the applications, the cost function can be the transmitted or reflected pressure at a specified location, pressure at a given frequency [7] , or a combination of different physical quantities.
The sensitivity derivatives of the functional (i.e. the cost function) with respect to the design variables are utilized to evaluate an appropriate search direction for improving the design. The sensitivity derivatives, or the gradients of the cost function with respect to the design variables, may be calculated in many different ways. The most straightforward method may be the finite-difference method, but it suffers from inaccuracy because of stepsize problems and is usually not practical to use. Another way to approximate the derivatives is through the use of complex Taylor series expansion (CTSE). However, similar to the finite-difference methods, CTSE is generally too expensive to have practical implementations because of the requirement of multiple function evaluations. It is found that the additional computational overhead is due to the repetitive calculations of the solution sensitivities, which can be circumvented by introducing an adjoint variable. Hence, for a large number of design variables, an adjoint method for computing sensitivity derivatives becomes the most efficient formulation. Although the algorithm will be described herein, derivations of the time-dependent adjoint formulation may be found in [4, 11, 12] .
Algorithm. A discrete adjoint formulation for timedependent sensitivity derivatives (1) Set to be zero and k to be the number of time steps, ncyc (2) Solve for the adjoint variable by
(3) Evaluate the sensitivity derivatives with are the adjoint variables. The adjoint formulation requires the storage of sensitivity matrices for all time steps. For large-scale problems, this becomes prohibitive. The storage problem can be mitigated by an approximate formulation of the algorithm. By dividing the global time into several intervals, local-intime sensitivities can be calculated, and the sum of the local sensitivities is found to be an approximation to the global sensitivities [4, 13] .
TOPOLOGY PARAMETERIZATION
Topology optimization is a process of determining the locations and general shapes of materials in a design domain. The classic homogenization-based method is utilized to conduct broadband acoustic optimization in this paper. Homogenization methods are introduced in [14] , and have become one of the standard methods in topology optimization.
Given an initial discretization over the design domain, the homogenization methods usually use a uniform distribution of materials as the initial condition. That is, the design domain is considered to be a uniform material with material properties between the two or more materials for design. An interpolation scheme is required to represent the material value in each unit design cell in order to be able to use a gradient-based optimization scheme. A wellknown interpolation method is the aforementioned SIMP method, and the formula may be written as
where 0:0 1:0 is the design variable, and ð In the design of acoustic metamaterials, the contrasts of material properties among the multi-materials are usually large; this leads to inaccurate solution or a large mismatch in the sensitivity derivatives. As an example, the magnitude of sensitivity derivative is plotted in Fig. 1 with SIMP method (t ¼ 1), it can be observed that as approaches zero, the magnitude of the sensitivity derivative increases dramatically due to the interpolation scheme. Furthermore, given a background material, the ratio of the two values ( ¼ 0 and ¼ 1) scales with the material property of the chosen material for design (black solid line in Fig. 2) . If the chosen material has much greater material properties than the background material, the updates of design variables may become impossible in some cases. and s is the scaling factor. When appropriate value of the scaling factor s is chosen, the sensitivity derivatives can be changed to the similar order of magnitude. This is favorable in optimization algorithms since the searching of the optimal point would be less dependent upon the material property differences. As an example, the ratio of the derivatives in Eqs. (10) and (11) can be manipulated (with s ¼ 1:25) such that it is approximately the inverse of the ratio of the sensitivity derivatives based on linear interpolations (red dashed line in Fig. 2) . As a result, the ratio of sensitivity derivatives is adjusted to be close to 1 (blue dashed-dot line in Fig. 2) . Because of its nature, this scheme may be called the Scaled Material Interpolation (SMI). Further investigation is needed to make the scaling more independent of the choices of s.
While the function of the penalty power p in both interpolation functions is not directly related to the cost function, another factor q can be introduced to alter the cost function such that the intermediate state can be effectively avoided
is the penalty factor to the cost function. Note that the cost function I Ã in Eq. (12) returns to the original cost function I if all the design variables i reach their upper or lower bounds.
To seek the optimal shape for a given cost function, the computational domain usually requires a highly refined mesh in order to obtain a well-defined geometry. This procedure, however, would dramatically increase the computational overhead and make the simulation prohibitively expensive since time step is limited on a fine computational mesh. Alternatively, shape optimization can be subsequently sued on the design produced from topology optimization. In this case, the topology optimization may be performed on a relatively coarse mesh, and produce referred to as sequential topology and shape optimization. Shape optimization may be accomplished with shape parameterization techniques such as B-spline, Bézier curve, and so on, and with corresponding sensitivity analysis. In this study, the mesh points, including linear and high order points which define the geometries, are used as design variables. More details regarding shape optimization of acoustic metamaterials and phononic crystals is described in [4] .
RESULTS
In periodic structures of units at the level of wavelength, the phononic band-gap problem is of primary interest. While the basic principles of wave propagation in acoustic/elastic media are well established, the industrial applications of phononic band-gap materials is still a demanding computer-aided design procedure. For units at sub-wavelength levels, the medium behaves approximately as if it is piecewise homogeneous. In this section, the analyses and designs for phononic crystals and acoustic metamaterials are presented. Baseline cases are examined to establish the appropriate cost functions.
Acoustic Metamaterials
A simple geometry of sub-wavelength scale is considered as the baseline case for acoustic metamaterials in air. The unit cell is a square with edge length a ¼ 1 cm. The frequency range of interest is from 0.5 kHz to 3 kHz, corresponding to wavelengths ranging from approximately 12 to 69 unit lengths. The inclusion is chosen to be steel with material properties as In addition, periodic boundary conditions are applied to the upper and lower parts of the domain, and absorbing boundary conditions are applied to the left and right ends. The design domain is enforced to have symmetries in the x and y directions. The transmission and reflection coefficients are calculated by transforming the time-domain to frequency domain, which are in turn used to retrieve the effective refractive index and acoustic impedance [15] n ¼ cos
where k is the wave number, and d is the effective slab thickness. In order to use the effective material properties in optimization, the partial derivatives of n and Z with respect to the solution need to be derived in adjoint formulation as given in Eq. (5). An optimization procedure is conducted to achieve the desired material properties. The first optimization performs an inverse design of the refractive index and impedance as
In topology optimization, L ¼ 0:0 and U ¼ 1:0, and in shape optimization, L and U are chosen so that a valid shape is generated. The topology optimization is conducted on a 32 Â 32 design space. It is observed that without penalty (q ¼ 0) the optimal design is achieved with many intermediate densities (gray area). This in turn makes the determination of the geometry very difficult, as seen in Fig. 3(a) . In comparison, the optimal geometry is less ambiguous as the penalty factor q is increased. Figure 3(b) shows the optimal design with q ¼ 1, where the gray area is greatly reduced, and intermittency disappears when q is increased to 10 and 100, as seen in Figs. 3(c) and 3(d) . Thus increasing the penalty factor q results in minimized intermediate states between two materials. However, the resulting geometries are found to be different from each other due to the change of the cost functions.
As a comparison to the penalty-based homogenization method, the sequential topology and shape optimization is applied to the design of acoustic metamaterial. The topology optimization is conducted with q ¼ 0 (i.e. no penalty) on a 10 Â 10 design domain as shown in Fig. 4(a) , and the resulting geometry is employed to construct the initial geometry for the shape optimization as illustrated in Fig. 4(b) . The topology optimization without penalty is chosen in this case since the cost function I Ã is kept to its original value I, and the optimization is thus more consistent. The construction of the shape is based on the real solid boundary and the centroids of the intermediate states (gray areas). Therefore, the geometry is only approximated based on the topology optimization. The final optimized shape is shown in Fig. 4(c) . Since the optimized shape is thin and has several sharp corners, it may need further optimization with geometric constraints subject to its manufacturability. The effective material properties of the optimized geometry, as shown in red lines in Fig. 5 , are very close to the target values in black lines. This demonstrates the advantages of the sequential topology and shape optimization method over the shape optimization alone, and the latter method is described in [4] .
An examiniation of the cost function values of the cases with penalty methods indicates that, in the current design, the sequential method has advantages over the penaltybased method in that it leads to a smooth and unambiguous geometry, and results in the best design performance. However, since the choice of penalty factor appears to greatly affect the optimization results, a more detailed investigation is recommended for the future work.
Phononic Crystals
The analysis of the response of composite materials typically starts by calculating the band-structures of a unit cell. Based on the Floquet-Bloch wave theory, the solutions to the periodic eigen-problems are eigenvalues !ðkÞ as continuous functions of Bloch wave vectork, forming discrete bands. Furthermore, due to the symmetry of the unit cell in phononic crystals, the band-diagram can be plotted by restricting the wave vectors to the first Brillouin zone.
In practice, the response of a structure to the external source of excitation may be calculated. In this paper, the application of the acoustic wave solver on a single square lattice is considered. The computations are performed by simulating a Gaussian pulse propagating in the normal incident direction (þx direction) to the square lattices, or along the ÀX plane in the sense of the first Brillouin zone. The unit cell is a square with edge length a ¼ 50 cm. The frequency range of interest is from 0.5 kHz to 3 kHz, corresponding to wavelengths ranging from approximately 1 to 7 unit lengths.
The attenuation of the sound pressure at the sensors, in a frequency range, is selected to be the design target Since it is observed that without penalty (q ¼ 0) the optimal design does not usually define a deterministic geometry, the results obtained by setting appropriate penalty factors are shown in Fig. 6. Figures 6(a), 6 (b) and 6(c) show the optimal designs on coarse, medium and fine meshes respectively. As the mesh is refined, the geometry is better resolved. Based on topologically optimized geometry with no penalty on a coarse mesh, the final geometry obtained by the sequential topology and shape optimization is given in Fig. 6(d) .
It is observed from the final cost function values that, the sequential topology and shape optimization leads to the cost function values are of the same orders of magnitude, though not the minimum values. Nevertheless, due to the fact that the sequential method uses much less computational resources (i.e. smaller design spaces, less computational overhead), it can still be distinguished as the most effective method in the current research.
The pressure contours and transmission coefficients with the sequential method are shown in Figs. 7 and 8, with the normalized pressure contours corresponding to 1.1 kHz, 1.75 kHz and 2.4 kHz. The pressure contours illustrate that the transmissions are greatly reduced at the frequency points where the corresponding transmission coefficients are low.
CONCLUSION
A procedure of using adjoint-based sensitivity analysis for topology optimization with a scaled material interpolation function SMI has been described. The time-dependent sensitivity analysis enables the design for arbitrary cost functions and applicable to large numbers of design variables, and is suitable for designs in complex linear and nonlinear engineering problems. The technique has been applied to acoustic metamaterials and phononic crystals. In order to fine tune the geometry, a larger topological design space is needed. Alternatively, the topologically designed shapes can be further optimized using shape optimization [4] , and this may be referred to as the sequential topology and shape optimization method. Based on the results in this paper, the latter method leads to a more efficient optimization procedure in comparison to its counterpart.
To demonstrate the current methodology, inversed designs are conducted in the case of acoustic metamaterials. The resulting geometry shows effective material properties that are very close to the target values. As for phononic crystals, the optimized shape has shown the attenuation of sound pressure at frequencies from 0.5 kHz to 3 kHz.
On one hand, the current optimization method is advantageous over shape optimization alone since the current method allows more geometrical changes, and hence the cost function can be further minimized. In other words, the target values can be approached more closely with the current method. On the other hand, the current method is more favorable than the topology optimization alone since it leads to well-defined geometries with much less computational costs.
Besides, the sensitivity analysis with time-dependent adjoint based formulation enables optimization in a continuous frequency range instead of one frequency point.
Since phononic crystals and acoustic metamaterials with broadband properties are of practical interests, the current method would be a promising alternate to the existing optimization techniques.
