Andersen (1970) considered the problem of inference on random effects linear models from binary response panel data. He showed that inference is possible if the disturbances for each panel member are known to be white noise with the logistic distribution and if the observed explanatory variables vary over time. A conditional maximum likelihood estimator consistently estimates the model parameters up to scale. The present note shows that inference remains possible if the disturbances for each panel member are known only to be time-stationary with unbounded support and if the explanatory variables vary enough over time. A conditional version of the maximum score estimator (Manski, 1975 (Manski, , 1985 consistently estimates the model parameters up to scale.
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Nothing need be known about the distribution of effects. Andersen proved that a conditional maximum likelihood estimator consistently estimates the model parameters up to scale. For a review of this and related results, see Chamberlain(l984}. The present note shows that inference remains possible if the disturbances for each panel member are known only to be time-stationary with unbounded support and if the explanatory variables vary enough over time. The note proves that a conditional version of the maximum score estima~or (Manski,1975 (Manski, ,1985 consistently estimates the model parameters up to scale.
Section 1 sets out assumptions and notation. Section 2 proves identification under the assumptions. Section 3 develops a consistent estimator.
1.Assumptions
It suffices to consider the case where two observations are available for each person.
Here, Yt is the scalar response variable in period t, xt is the corresponding K-vector of observed explanatory variables, and ut is the ( 1) = t = 0,1, where 13ERK is a parameter. Define the binary indicator zt such that zt=l if yt;?O and zt=O otherwise. The binary response panel data problem is to combine observations on (zt,xt;t=0,1) with prior information so as to learn about 13.
To specify the prior information assumed in this paper, let F denote The result now follows immediately.
Lemma 1 relates the parameter~ to the observable (z,x). Rewriting 5 we see that Assumption 1 implies the same form of relationship as was shown in Manski(1985) , equation (1) 
