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ATTILA MAGYAR1
1Department of Electrical Engineering and Information Systems, University of Pannonia, P. O. Box 158,
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Systems and control theory is a scientific area that is
constantly developing and a dominant driving force be-
hind key industries and fields of engineering, e.g. process
engineering, automotive engineering, bioengineering, the
energy sector, etc. The goal of this issue is to provide an
overview of the actual research topics pursued by some
selected PhD students. The papers presented here were
chosen from among the contributions at the 15th Interna-
tional PhD Workshop on Systems and Control held Au-
gust 30-31, 2018. The objective of this workshop was to
establish an international forum for discussion between
young researchers and engineers from the industry and
related research fields. The meeting provided opportuni-
ties for the participants to present and discuss their latest
results and up-to-date applications in systems and con-
trol.
This issue represents the entire spectrum of systems
and control engineering as follows:
• process modeling and analysis; control (traditional,
intelligent, adaptive, etc.)
• system identification and signal processing
• electrical transmission systems, smart grids
• bioengineering
• traffic control
• reaction kinetic networks
• artificial intelligence
• soft computing (neural, genetic, fuzzy algorithms,
etc.)
• software issues (parallel computing, distributed and
network computing, data visualization)
• decision making (decision support, data mining)
• applications
The organizers are grateful to the authors for their
contributions. The tradition of the International PhD
Workshop on Systems and Control continues.
You are welcome to participate at the 16th Inter-
national PhD Workshop on Systems and Control in
Veszprém, 2020.
Attila Magyar
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NON-TECHNICAL LOSS DIAGNOSIS IN ELECTRICAL NETWORKS WITH
A RADIAL LAYOUT
ANNA I. PÓZNA *1, ATTILA FODOR1, AND KATALIN M. HANGOS2
1Department of Electrical Engineering and Information Systems, University of Pannonia, P. O. Box 158,
Veszprém, 8201, HUNGARY
2Institute for Computer Science and Control, Hungarian Academy of Sciences, P. O. Box 63, Budapest,
1518, HUNGARY
A network-oriented non-technical loss detection and localization methodology is presented in this paper. The basic idea
behind the proposed methodology is the deviation of the measured voltages from their nominal values. The operation of
the algorithm was investigated by simulation experiments using an (IEEE) European Low Voltage Test Feeder benchmark
network. The simulation results show that the proposed method is able to detect and localize multiple occurrences of non-
technical losses caused by fraudulent meters.
Keywords: power network, diagnosis, non-technical loss, load-flow
1. Introduction
The demand for electrical energy is continuously increas-
ing on a global scale. Electrical energy is generated by
power plants or renewable energy sources and is transmit-
ted from the source of generation to consumers through
distribution stations and power lines. During transmis-
sion, technical losses, that originate from dissipation in
conductors, transmission lines and substation transform-
ers as well as magnetic losses in transformers, reduce the
efficiency of power delivery. The proportion of technical
losses is about 20 % of the total energy transmitted.
Besides the technical losses, non-technical losses
(NTLs) may be present as well. These are unnecessary
losses which are not expected and cannot be anticipated.
The NTLs are usually related to energy theft and fraud-
ulent consumption behavior. Energy theft has been a
widespread and major issue for many years and various
techniques of energy theft are present from unregistered
users to hacking meters [1]. Following this unwanted
phenomena, several methods of non-technical loss detec-
tion have appeared in the literature. It can be stated that
no golden rule exists for detecting energy theft, rather,
several different approaches are available [2]. Papers [3]
and [4] provide very good reviews on the most frequently
used methods in this field.
The majority of solutions available in the literature
are based on the analysis of consumption data using
some statistical or machine-learning methods, for exam-
ple, the authors of [5] used a linear regression-based pro-
*Correspondence: pozna.anna@virt.uni-pannon.hu
cedure that not only detects energy theft but defects of
smart meters as well. A probabilistic neural network-
based classification approach is presented in [6] where
the Levenberg-Marquardt method is used for training
the network. A support-vector machine-based solution is
given in [7], where a parallel computer architecture was
proposed in order to enhance computation.
Another approach to non-technical loss detection is
based on network topology, such network-oriented meth-
ods use readings from grid sensors and smart meters. In
[8], the authors proposed state estimation with a Kalman
filter to identify currents and biases in a microgrid net-
work. The currents and biases are estimated separately
using two different filters. If the estimated bias of a cus-
tomer exceeds the predefined threshold, then this user has
committed fraud. The authors of [9] suggest a probabilis-
tic power flow approach to NTL detection. The output of
the algorithm is a probability distribution of NTLs in the
subnetwork.
Besides the above classes, other methods of localizing
illegal electricity usage exist, e.g. in [10] a power lines
inspection robot was applied to find NTLs.
The approach followed in the present work belongs to
the network-oriented class and it is based on analyzing
the differences between the measured and nominal volt-
ages. The uncertainty in the model parameters together
with the measurement uncertainties are taken into ac-
count to ensure the approach is applicable to real-world
cases.
The structure of the paper is as follows. The basic no-
tions and problems are introduced in Section 2. Section 3
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contains the main contribution of the paper and presents
the proposed novel diagnostic method in detail. After-
wards, the proposed method is subject to simulation-
based analysis in Section 4.
2. Problem statement
2.1 Non-technical losses
According to a source Non-Technical Losses (NTLs) can
be classified as follows [11]:
Before meter: illegal tapping of distribution lines or
feeders
Meter: inaccurate power readings due to a meter being
faulty (e.g. changes to the calibration), reversed, dis-
connected or bypassed
Billing: non-payment of electricity bills, inaccurate
billing, faulty operation of the billing system, a cy-
ber attack against the billing system, etc.
NTLs caused by companies in the US were estimated to
cost between 0.5 % and 3.5 % of annual gross revenues.
The NTLs may account for more than 15 % of the gener-
ated power in some countries [2] and [12].
In the remaining part of the paper only the following
type of non-technical loss is examined that belongs to the
first class above:
• fraud committed by tampering with the meter (re-
versing or hacking the hardware or software, or cal-
ibration of the meter),
• bypassing the meter.
2.2 Detection and localization
In general, two main parts of the diagnostic procedure
exist: fault detection and fault identification. The aim of
detection is to decide if any fault has occurred in the sys-
tem. The exact type and localization of the occurred fault
is determined in the identification phase. In the case of
non-technical loss diagnosis, detection and localization
are defined as follows:
Detection of non-technical loss means that the loss is ac-
knowledged.
Localization means that the fraudulent user is identified
if the illegal consumption of power occurs at the me-
ter. In the case of multiple NTLs, every fraudulent
meter is to be identified by the method.
Illegal load is a load that originates from a fraudulent
meter, i.e. the consumer uses illegal power.
2.3 Basic assumptions
During development of the non-technical loss detection
and localization method, the following assumptions were
made:
• The electrical network is represented by its static lin-
ear model. The known parameters of the model are
the resistances of the transmission lines, the current
and voltage of the feeding point (transformer), and
the currents of the loads.
• The structure of the electrical network is radial (for
more details see Section 3.2).
• Every load has a smart meter that measures the cur-
rent, voltage and power consumption of the load.
• At least one illegal load may be present in the net-
work. If more than one illegal load exists then each
is located in a different part of the network (see Sec-
tion 3.2 for more details).
2.4 Uncertainties and measurement errors
The main uncertainties that affect the voltages and cur-
rents in a public electrical grid can be classified as fol-
lows:
• Uncertainties about the parameters of the transmis-
sion lines
The resistance of the transmission lines is the main
source of uncertainty. This resistance can be com-
puted from its diameter, curvature and length, which
are functions of temperature. The function is ap-
proximately linear in the domain −50 ◦C to 100 ◦C:
ρ = ρ0(1 + α(T − T0)), (1)
where ρ and T stand for the values of resistance
and temperature, respectively, while ρ0 and T0 de-
note the nominal resistance and temperature, respec-
tively, and finally α represents the temperature mod-
ulus. The main uncertainty over the line is the small
difference between the planned and installed trans-
mission line. The losses, which are justifiable given
these technical reasons, contribute to approximately
2–3 %.
• Measurement errors
The presence of smart meters in our electrical net-
work is assumed. The precision of smart meters
varies from ±0.2 % to ±2 % depending on their
precision and the percentage of nominal power, see
International Standards IEC 62051, IEC 62052-11,
IEC 62052-21 and IEC 62052-31.
In this paper the effects of the harmonic currents [13] are
not investigated, rather, it is assumed that the voltages and
currents are sinusoidal. The effects of asymmetrical loads
[14] are also not investigated because a single-phase grid
is assumed. A three-phase grid can be assembled from
three single-phase grids with one N line.
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Figure 1: Single-feeder layout
3. Diagnostic method
The proposed diagnostic method uses the topology and
electrical parameters of the network together with the
nominal and measured voltages as well as current values
to detect and localize the illegal loads. The nominal volt-
age and current values are generated from the topology
and the parameters of the network determined by solv-
ing its linear time-invariant model using the known feeder
voltage and current values [15].
Input data It is assumed that the model of the net-
work is present together with the nominal values of its el-
ements. Current and voltage readings with measurement
errors are available from smart meters of all loads.
Detection The proposed diagnostic method is based
on analyzing the difference between the measured and
nominal voltages. It is assumed that the currents mea-
sured are the nominal currents of the network. The pres-
ence of an illegal load is detected if a difference between
the sum of the measured currents
(
Ĩi, i = 1, . . . , N
)
and
the measured current of the transformer (IT) exists.
N∑
i=1
Ĩi − IT > ε (2)
Localization The localization method starts with the
simulation of the network assuming the nominal current
values. During the simulation, the voltages of the loads
are computed. The simulated voltages are considered to
be the nominal voltages. Subsequently the nominal volt-
ages are compared to the measured voltages. Localiza-
tion is based on the evaluation of deviations in voltage
from the nominal values. The measurement error is taken
into account in such a way that only deviations that fall
outside the maximum measurement error are considered
during the diagnosis.
3.1 Single-feeder layout
The single-feeder layout is the simplest topology of elec-
trical networks. It contains a single feeding point with
several loads connected to it along a transmission line
(Fig. 1). The difference between the nominal and mea-
sured voltage levels is computed as:
∆Ui = Ũi − Ui, i = 1, ..., N, (3)
where Ũi and Ui are the measured and nominal voltages
of the ith load, respectively. Larger drops in voltage than





















Figure 2: Radial feeder layout
the value of ∆Ui is negative. If the illegal load is in the
kth load, differences in voltage of subsequent loads are
equal to the kth load. This difference is proportional to





j=1Rj , if i < k
Iill
∑k
j=1Rj , if i ≥ k
(4)
If, by starting from a certain load, the voltage differences
of the loads are equal, then the load in question consumes
power illegally. In practice two differences in voltage are
considered to be equal if the difference between them is
less than the measurement error. Therefore, localization
of the illegal load is quite straightforward in a single-
feeder layout: the load in question needs to be identified
and from this the differences in voltage start to become
equal.
This method can be generalised if more than one ille-
gal load in a single-feeder network is present. In this case,
sections in the sequence of voltage differences where
consecutive voltage differences are equal exist. The ille-
gal loads are located at the start of these sections.
3.2 Radial layout
The radial-feeder layout is commonly used in low-
voltage networks. The general structure of a radial-feeder
network can be seen in Fig. 2. This type of network can
be decomposed into single-feeder subnetworks by identi-
fying and cutting off the branches (for further details see
[16]).
The loads are considered to be part of the same sub-
network if they are connected to the same bus. After de-
composition, a set of disjoint single-feeder networks is
formed which can be processed in parallel.
From a diagnostic point of view, two types of sub-
networks should be distinguished. The first type is when
the subnetwork contains more than one load (referred to
as multiple load subnetwork hereinafter). The structure of
this subnetwork is similar to the single-feeder layout (Fig.
1). The second type of subnetworks is the special case
when the subnetwork contains only one load (referred to
as single load subnetwork hereinafter).
One illegal load in a multiple load subnetwork If only
one illegal load is present in the whole network and it is
47(1) pp. 3–9 (2019)
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located in a subnetwork with several loads, then it can be
clearly localized using the diagnostic method described
in Section 3.1.
One illegal load in a single load subnetwork In the
case when the subnetwork contains only one load, the
voltage difference cannot be compared to any other volt-
age difference within this subnetwork. Therefore, the di-
agnostic procedure in Section 3.1 cannot be used. In this
case, the voltage deviations need to be analyzed globally.
The increased consumption causes the biggest deviation
in the voltage at the location of the illegal load. In this
case, the diagnostic procedure to determine the minimum
voltage difference is identical.
More illegal loads in multiple load subnetworks If
more than one illegal load is present and are located in
different multiple load subnetworks, then their locations
can be determined independently of each other.
More illegal loads in single load subnetworks In this
case, local minima in the voltage differences indicate the
locations of the illegal loads. The local minima are deter-
mined in such a way that the voltage differences of the
single loads can be compared to the voltage differences
of their two nearest neighbors. If the voltage difference
of the single load is smaller than that of its neighbors,
then an illegal load is present at the single load.
3.3 Diagnostic algorithm
The four aforementioned cases in the radial layout can
be merged into one algorithm, the flowchart of which can
be seen in Fig. 3. During the diagnosis the illegal loads
identified are collected in a set calledNTL. At the begin-
ning of the diagnostic algorithm, the set NTL is empty.
The diagnostic algorithm searches for illegal loads in dif-
ferent parts of the network. The algorithm consists of
three main parts: searching in multiple load subnetworks,
searching for one illegal load in single load subnetworks,
and searching for more illegal loads in single load sub-
networks.
Detection
The inputs of the combined algorithm are the mea-
sured currents and voltages as well as the network struc-
ture. First, to detect the illegal consumption, the inequal-
ity in Eq. 2 is checked. If the difference between the sum
of the measured currents and the transformer current ex-
ceeds a predefined threshold, then illegal consumption
occurs in the network, otherwise the network operates
normally. If illegal loads are detected, then the algorithm
tries to determine their locations. To do this, the net-
work is simulated using the measured current to obtain
the nominal voltage values.
Isolation
NTLs in multiple load subnetworks This algorithm
starts to search for illegal loads in the multiple load sub-
networks using the method described in Section 3.1. The
illegal loads identified are added to the set NTL. In this
step, all of the illegal loads in the multiple load subnet-
works are localized.
measurement data: Ĩ , Ũ , IT
∑
Ĩ−IT > ε

















































Figure 3: Flowchart of the diagnostic procedure
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Figure 4: Structure of the IEEE 2015 European Low Volt-
age Test Feeder network
Before proceeding, the algorithm checks if any illegal
loads have been identified in the multiple load subnet-
works. If the setNTL is empty, then no illegal loads were
found, therefore, they should be located in the single load
subnetworks. If at least one illegal load is identified in the
multiple load subnetworks, then their illegal currents are
calculated using Eq. 4. The currents of the illegal loads
are substituted by the calculated currents and the inequal-
ity of Eq. 2 is checked. If the inequality is false, then all
of the illegal loads are localized and the algorithm stops.
If the inequality is true, then at least one illegal load is
still present in the single load subnetworks.
NTL in a single load subnetwork To identify the
illegal load in single load subnetworks, the algorithm
searches for the minima of the voltage differences. The
illegal load possesses the minimum voltage difference.
If during this step no new illegal loads are identified,
then two scenarios are possible: (i) if set NTL is still
empty, then the illegal load has not been found and the
algorithm proceeds to the second search in the single load
networks. (ii) If the set NTL is not empty, then the ille-
gal currents are calculated and the inequality of currents
checked. If no significant difference is present, then all
illegal loads have been identified and the algorithm stops.
If the inequality is true, then a second search of the single
load networks is performed.
More NTLs in single load subnetworks During this
step, the voltage difference of the single loads is com-
pared to the voltage difference of their two nearest (left
and right) neighbors. If the voltage difference of the sin-
gle load is minimal between the three differences, then
the single load is an illegal load.
After this search the inequality of the currents is ver-
ified again. If a difference is still present, then not all the
illegal loads have been identified, otherwise all of the il-
legal loads have been found and the algorithm stops.
Figure 5: Loads in Phase A
4. Case study
The diagnostic algorithm was tested on the IEEE 2015
European Low Voltage Test Feeder [17] which is a bench-
mark provided by the Power System Analysis, Comput-
ing & Economics (PSACE) Committee. It is a three-
phase radial distribution feeder with one feeding point.
The network contains 1 transformer, 55 loads and 905
lines. The structure of the network can be seen in Fig. 4.
The algorithm was tested by only taking into consid-
eration one phase (namely Phase A) of the system. 21
loads are present in this phase which are displayed in Fig.
5 along with their identifiers. At the time of the test, the
minimum and maximum power consumed by these loads
was 35 W and 64.9 W, respectively. During the diagnosis,
the measurement error was set at 0.2 % of the measured
currents. The network belonging to Phase A can be de-
composed into 13 subnetworks, 5 of which are single load
networks and 8 are multiple load networks consisting of
2 loads each.
The decomposition and diagnostic algorithm was im-
plemented in MATLAB. The simulation of the network
was also performed in MATLAB [18] using the method
of nodal potentials.
4.1 Case 1: One illegal load
At first, it is assumed that only one illegal load is present
in the network, more specifically in a single or multi-
ple load subnetwork. Let us consider the subnetwork that
contains the loads No. 25 and 30. Load No. 25 increases
its consumption by 80 % of its nominal value but deceives
the current meter, therefore, the registered current value is
not suspicious. The network is simulated using the nom-
inal current values.
The difference between the nominal and measured
voltages is presented in Fig. 6. It can be seen that the
voltage differences are equal in the multiple load subnet-
works, e.g. loads 1 and 3 as well as 20 and 22, except
for the subnetwork of loads 25 and 30. Since the absolute
voltage deviation at load No. 25 exceeds that at load No.
30, the illegal consumption is located at load No. 25.
47(1) pp. 3–9 (2019)
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Figure 6: Voltage differences of the loads in Case 1
4.2 Case 2: More illegal loads in different sub-
networks
In the second case, it is assumed that two illegal loads are
present in different subnetworks. The first illegal load is
No. 46 which is located in a single load subnetwork. The
power consumption of load No. 46 is 50 % more than
its nominal value. The second illegal load is load No. 54
which is located in a multiple load subnetwork along with
load No. 51. The consumption of load No. 54 is increased
by 80 % of its nominal value.
The difference between the simulated and measured
voltages can be seen in Fig. 7. At first the diagnostic algo-
rithm searches for illegal loads in the multiple load sub-
networks. In the subnetwork of loads No. 51 and 54, the
voltage deviation of load No. 54 exceeds the voltage de-
viation of load No. 51, therefore, load No. 54 is identified
as an illegal load. The illegal current is calculated using
Eq. 4. In the other multiple load subnetworks, the voltage
differences of the loads within a subnetwork are equal,
therefore, it can be stated that no illegal loads are present
in these subnetworks.
The algorithm checks if some remaining illegal cur-
rents are present thereafter. A difference between the cur-
rent of the transformer and the sum of the measured cur-
rents is still present which is indicative of at least one
illegal load that is yet to be identified. These illegal loads
should be located in single load networks. The minimum
of the voltage differences is located at load No. 46, there-
fore, it is an illegal load. After calculating the illegal cur-
rent of load No. 46 and checking the inequality in Eq. 2,
it can be stated that no additional illegal loads are present
in the network.
5. Conclusions and future work
A novel diagnostic method for detecting and locating ille-
gal loads in electrical radial networks is proposed in this
Figure 7: Voltage differences between the loads in Case 2
paper that utilizes the topology of the network and is ca-
pable of taking the uncertainties and measurement errors
into account.
A preprocessing step decomposes the radial layout of
single-feeder subnetworks with single or multiple loads,
and the method is capable of locating the illegal load(s)
in the subnetworks in parallel. The proposed method can
detect and locate multiple independent illegal loads under
certain conditions.
Future work will include the extension of the diag-
nostic methods to general, not necessarily radial, topol-
ogy and to develop the computational model of a network
to handle the uncertainties related to network parameters
(resistances).
Furthermore, the effect of the uncertainties and mea-
surement errors on the diagnostic accuracy should also be
investigated.
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Quantum computing and communications try to identify more efficient solutions to the most challenging classical problems
such as optimization, secure information transfer, etc. This paper will describe a new quantum method for the distribu-
tion of resources in computing platforms that consist of a large number of computing units. Furthermore, a simulation
environment was developed and the performance of the new method compared to a classical reference strategy will be
demonstrated. Moreover, it will be proven that the proposed solution tackles the problems of computational complexity,
computing units that are time-consuming and slow to process, as well as the accuracy in determining the optimum result.
Keywords: quantum computing, quantum existence testing, finding extreme values in an unsorted
database, resource management distribution, exhaustive algorithm, heuristic algorithm, computa-
tional complexity
1. INTRODUCTION
Nowadays, resource management and especially the dis-
tribution of resources is one of the most discussed and
fundamental issues, for example, the problem considers
a large amount of distributed energy resources includ-
ing electric vehicles with gridable capacity [1], and the
rapid progress of cloud computing, i.e. the growing num-
ber of video providers that have deployed their streaming
services onto multiple distributed data centers [2]. This
greatest demand on efficient resource distribution moti-
vated us to search for new approaches and solutions.
The majority of operational processes require an
amount of computational resources and their wide avail-
ability, namely the amount of computing units, is not the
present issue, rather the utilization of resources and us-
age of the units are [3]. Thus, this challenge was tack-
led by introducing a new strategy which aims to optimize
the computational load of the resources that handle the
problems of computational complexity, time, speed and
accuracy.
As is common knowledge, the primary aim of Quan-
tum Computing and Communications is to reduce com-
putational complexity and achieve optimum and efficient
results with regard to the requirements of the given prob-
lem [4]. In order to exploit the power of quantum comput-
ing in terms of resource distribution, a quantum extreme
value searching algorithm was used [5], which will be
*Correspondence: elgaily@hit.bme.hu
combined with an appropriately designed classical frame-
work.
2. Modelling
Our novel model deals with the classical problem of re-
source distribution and contains three components.
The first one generates tasks to be computed in the
system denoted by pi and can be characterized as pro-
cessing time, memory, energy, etc. The actual number of
running tasks in the system is referred to as n. These tasks
are served by computing units that represent the resources
of the system. The number of the units is denoted by c.
The computing units may have different theoretical ca-
pacities. The theoretical capacity of the jth unit is de-
picted as sj and its free (unused) capacity is denoted by
xj [t] which depends on time t, as depicted in Fig. 1.
The third block is the decision-making unit which an-
swers the question of how to deploy a new task among
the process units in order to optimize the operation of the
Figure 1: Architecture of the model
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system. There are different metrics to distribute the re-
sources, here uniformly loaded units have been chosen
because actually, they are an important aspect of many
applications.
The overall capacity of the processing units in the sys-





















Our purpose is to uniformly distribute the load over the
resources. Therefore, the variance of the relative free ca-
pacities in the system is used. In the case of optimal task
distribution, if σ2 tends to zero, then the resources are
distributed uniformly, otherwise they are not. The corre-











2.1 Description of the quantum algorithm
The optimized solution will be based on the quantum
extreme value searching algorithm, a stochastic process
which functions on an unsorted database that combines
the technique of a classical binary search of a sorted
database [6] and quantum existence testing (QET) [4].
The best classical solution requires N queries of the
database to determine the optimum result, while in order
to solve previous problems the well-known logarithmic
(often referred to as binary) search algorithm, which is
originally intended to search for a given item in a sorted
database with quantum existence testing (a special case
of quantum existence testing interested in whether a given
entry exists in the database or not rather than in determin-
ing the number of existence entries) needed to be com-
bined. The quantum algorithm maintains the efficiency of
the binary search while processing an unsorted database
[4].
It is hard to classically compute the optimum de-
ployment scenario, therefore, the quantum extreme value
searching algorithm [5] is applied as a minimum search-
ing algorithm (MSA), which enables the deployment sce-
nario to be identified and results in minimum variance.
The MSA is a stochastic process that works on an un-
sorted database. Our new approach handles the database
1: We start with S = 0 :
σ2min 1 = σ
2
min 0 ,




∆σ2 = σ2max 0 − σ2min 0
2: S = S + 1




































as a function, i.e. the variance. The proposed algorithm is
now given in detail:






has been fulfilled where α denotes the small-
est sub-region between two possible results in a database
and is explained in more detail in Section 2.3.
2.2 Description of the randomized, exhaus-
tive and sequence-searching algorithms
The randomized, exhaustive and sequential- searching
algorithms are generally viewed as references and the
cornerstone with regard to finding solutions. They are
considered as three different methods [7]. Firstly, the
randomized approach anticipates the solution guided by
given knowledge and is not perceived as an optimal so-
lution because it randomly searches for one solution in
one step from the space in which the duration of time
may be less reasonable [8]. On the other hand, the ex-
haustive algorithm examines every possible solution and
leads to an optimal result, it checks all the O(d) steps
which is time-consuming and yields an accurate result. A
large number of iterations are required when compared
to the number of queries, hence, its time-consuming na-
ture. Furthermore, the sequence method exhibits a similar
degree of computational complexity to the randomized
method, using O(const) or O(1).
2.3 Evaluation of the algorithms
Our purpose is to provide a concrete comparison of solv-
ing distribution problems via heuristic ‘random’, exhaus-
tive or sequence as well as quantum algorithms, hence,
the difference in terms of the computational complex-
ity applied and the minimum variance computed by each
method was measured leading to the optimum distribu-
tion uniformity of the system.
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Figure 2: Quantum existing testing device (QFT: Quan-
tum Fourier Transform).
Comparison according to computational complexity
By comparing the computational complexity of the quan-
tum, randomized, exhaustive and sequence solutions,








steps, where d refers to the number of different possible
deployment scenarios and T denotes the number of sub-
regions given by all the possible outcomes of the different
deployments. The exhaustive solution, on the other hand,
needs O(d). With regard to the randomized solution, it
uses fewer steps so is faster than the three former solu-
tions, which means that the computational complexity of
the random method is less than for the other ones. More-
over, it does not determine the optimum solution since
the computational complexity of the sequence method is
similar to the randomized algorithm. In contrast, the ex-
haustive and quantum solutions require more computa-
tion steps, but the quantum solution always is preferred
because it requires significantly less computation than the
exhaustive method.
As was mentioned previously, the quantum extreme
value searching algorithm uses the binary search and
quantum existing testing methods. As the quantum phase
estimation algorithm is the core of QET, as can be seen in
Fig. 2, it outperforms the other counterpart’s algorithms,
thus, its physical implementation is highly constrained
with the required number of bits k.
In fact, the number of bits k depends on the applica-
tion of the system, as is illustrated in Fig. 2. This remains
hard to realize, for example, if the error probability Pε
of the application is neglected and the classical specifi-
cation considered, which is of accuracy a, the number of









of bits will be influenced only by one factor, namely the
accuracy a, as presented in
k = a− 1 (5)
In addition, the relationship between the maximum rela-
tive variance and the number of sub-regions given T ac-
cording to all the possible outcomes of the different de-





where α denotes the smallest sub-region between two
possible results in a database (Eq. 7). α is illustrated in




∣∣(σ2i − σ2j )∣∣ (7)
On the other hand, if two factors, namely the accuracy a
and probability of error Pε [4], are taken into considera-





, it will be trans-
formed intoO
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of bits will be expressed by











where P̌ε is the maximally allowed quantum uncer-
tainty (probability of error) and P is the number of qbit
which controls the quantum uncertainty. The computa-
tional complexity of the classical (exhaustive) and quan-
tum solutions is compared. The number of computational
steps to yield the desired results with regard to the num-
ber of different deployment scenarios is in accordance
with function O(d), while the quantum solution only re-
quires O
(







Furthermore, the quantum method derives its stochas-
tic behavior from the quantum phase estimation algo-
rithm which heightens the degree of accuracy and speed
in computation.
In the light of what has been shown, in Fig. 4, the
classical strategy for identifying the deployment scenario
which leads to the minimum variance needs more compu-
tational computing, while the quantum solution requires
significantly less computation, which reduces the com-
plexity and duration necessary to determine the optimum
deployment scenario of resource distribution.
Figure 4: Comparison between the computational com-
plexity of the classical and quantum decision-makers
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Figure 5: The simulation architecture
Comparison of the uniformity
In compliance with what has been discussed, the quan-
tum and exhaustive solutions conserve the uniformity of
the system, but the proposed quantum solution is the best
and most efficient method because it requires less com-
putation and time to determine the optimum deployment
scenarios. However, the randomized and sequence algo-
rithms do not ensure the uniformity of task distribution.
3. Results and Analysis
To show the importance of the proposed quantum solu-
tion, a simulation environment of Optimizer+Distributor
was constructed.
The model of a resource distribution system contains
three processing units with different theoretical capac-
ities: twenty, forty and sixty running tasks in parallel.
Practical systems contain significantly more processing
units, however, to observe trends and effects it is worth-
while investigating a small-scale model first. Further-
more, a task generator block is present in the system. The
tasks are considered to have exponential arrival times.
An Optimizer+Distributor block is considered to be a
decision-maker between the different deployment scenar-
ios. The model implemented in the simulation environ-
ment is illustrated in Fig. 5.
3.1 Experiments
Two factors influence the behavior of the simulation: the
mean (intensity) of the exponential distribution with re-
Figure 6: The average load of processing units in the case
of the random reference strategy
Figure 7: Average load of the three distribution strategies
when the mean (intensity) of the exponential distribution
of the arrival times of tasks is equal to 0.6
gard to the arrival times of tasks, and the service time of
the tasks in the processing units.
The system will be more heavily loaded if the mean
value is smaller or the service time of the tasks larger.
3.2 Simulations
In order to demonstrate the efficiency of the proposed op-
timization strategy, two other reference strategies were
considered which distribute the tasks randomly or se-
quentially among the processing units.
By considering the following simulation parameters,
the mean of the exponential arrival times is equal to 0.4
and the service time of the resources is equal to 3.
The average load of the processing units in the case
of the random reference strategy is presented in Fig. 6
with the following simulation parameters: the mean of
the exponential arrival times is equal to 0.4 and the ser-
vice time of the resources is equal to 15. The line graph
contains two phases: the transition phase with a duration
of 0 to 30 s, and the stationary phase that commences af-
ter approximately 30 s, when the system reaches a certain
equilibrium.
Comparing the performance of the three distribution
strategies, it can be stated that during the transition phase
the variances of the reference systems are approximately
stable, but during the stationary phase (normal opera-
tion) the variance started to fluctuate dramatically as well
as increase. On the other hand, the variance of the pro-
posed quantum solution remained approximately linear
and tended to zero, therefore, the quantum system con-
serves the distribution uniformity.
According to Fig. 7 and 8 the average load of the dif-
ferent methods remains similar independent of the inten-
sity of the exponential distribution of the arrival times of
tasks as well as the decision methods. Furthermore, it
is clearly noticeable that when the mean of the exponen-
tial distribution of the arrival times of tasks is smaller, the
tasks are generated faster which leads to an increase in
the load of the computing units.
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Figure 8: Average load of the three distribution strategies
when the mean (intensity) of the exponential distribution
of the arrival times of tasks is equal to 0.1
The simulation results concerning the variance of
each distribution strategy show that the trends of the ran-
domized and sequence strategies diverge from zero, but
the sequence method yields a more uniform variance than
the randomized one. In contrast, the optimized (quantum
and exhaustive) strategies maintain and conserve the load
uniformity of the system. These results are illustrated in
Fig. 9 and 10.
4. Conclusion
In this paper, a new strategy for resource distribution
based on a quantum searching algorithm was introduced.
It was demonstrated that the quantum solution is more
efficient by comparing the computational complexity and
distribution uniformity of the quantum solution with the
randomized, exhaustive and sequence methods. Further-
more, the changes applied to the computational complex-
ity when the specification classical requirement depends
on the application were demonstrated.
To show the importance of the quantum solution, a
simulation environment of the proposed optimization of
Figure 9: Variances over time of the optimized (yel-
low), randomized (blue) and sequence distribution (or-
ange) strategies when the mean (intensity) of the expo-
nential distribution of the arrival times of tasks is equal to
0.1
Figure 10: Variances over time of the optimized (yel-
low), randomized (blue) and sequence distribution (or-
ange) strategies when the mean (intensity) of the expo-
nential distribution of the arrival times of tasks is equal to
0.6
a distribution system was constructed and compared to
two reference distribution systems which follow the ran-
domized and sequence strategies. The proposed quan-
tum approach is practical in most domains of info-
communication and computer science where resources
have to be distributed among a large number of process-
ing units.
These are the initial results of this new field of re-
search. Obviously, other optimization metrics should be
considered in the future. Furthermore, tasks can be mod-
elled in a more sophisticated manner: different classes of
tasks can be defined following various arrival processes
and characterized by more than one resource parameter
(processing time, memory, battery requirement). Finally,
even an individual task can contain more blocks with de-
pendencies among them and different blocks can be dis-
tributed among different processing units.
The wider future context of our research is to start
with a polynomial time problem and progress towards a
nondeterministic polynomial time problem.
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SIMULATION OF COLOR AFTERIMAGES:
AN APPROACH TO COMPUTING VIRTUAL COLOR PERCEPTION
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Afterimages are a common and frequent perceptual phenomenon of everyday life. When looking into a high-intensity
light source and suddenly turning away from it, a temporary “ghost” of the light source remains visible, for a while.
The computer-graphics simulation of afterimages is based on biophysical and mathematical models as published in the
literature. A subordinate of afterimages defined in our research is virtual color perception, that is in our interpretation an
unusual and intense temporary color perception provoked by a rapid change in the color of the incident light. In research,
the modelling of virtual color perception is a field that is by and large untouched. Our publication presents a kinetic model
established to characterize the intensity and duration of virtual color perception as a function of rapid changes in the color
of the incident light.
Keywords: afterimage, rod and cone photoreceptors, photopigment, kinetics
1. INTRODUCTION
In our vision, an afterimage is an illusionary image that
appears after having been exposed to a prior one. Color
afterimages are experienced in everyday life, for exam-
ple, when driving at night the headlights of oncoming
cars are so bright that when the driver looks away from
them, the illusion of bright headlights still remains in
perception [1]. When photorealistic images are rendered
[1–4], some papers reported simulations of color afterim-
ages by combining mathematical models [5–9].
A subordinate of afterimages defined in our research
is virtual color perception, a phenomenon that originates
from chromatic adaptation in photoreceptors influenced
by environmental color interactions, and based on the
sensitivity to light and adaptibility of each cone receptor.
The physiological background of virtual color per-
ception in brief is as follows: human photopic (daylight)
color vision is a combined response of type L (long wave-
lengths), M (medium wavelengths) and S (short wave-
lengths) cone receptors to adequate stimuli of light. The
photopigment rhodopsin plays a key role in the process;
the equilibrium of its relative concentration is achieved
by the opposing processes of rapid cleavage when ex-
posed to light and slow resynthesis in darkness [10, 11].
Adaptations of cone receptors to changes in the color of
the incident light is time-consuming [12, 13], hence, a
*Correspondence: garailorinc@garailorinc.hu
rapid change in the color of the incident light facilitates
unusual and intense temporary color perception, the so-
called virtual color perception. For example, when ex-
posed to red light the sensitivity of L cone receptors is
low and in this case is accompanied by the high sensitiv-
ity of M and S cone receptors. Following a rapid change
in color from red to blue in the incident light, the sensi-
tivity of S cone receptors remains temporarily high, re-
sulting in perception of the color bright blue that trans-
forms into common blue after a short period of time dur-
ing which the relative concentration of photopigment is
equilibrated (restored), i.e. this is the duration of virtual
color perception.
The purpose of our work is to develop a computa-
tional kinetic model capable of simulating and quantify-
ing virtual color perception.
In our research chromaticity diagrams are used. Note
that changes in the xy coordinates [14] are not propor-
tional to human color perception. To overcome this dis-
tortion, several chromaticity coordinates were defined,
for example, CIE u′v′ [15].
The gamut of a device is the complete subset of colors
it can produce. Usually, in an RGB (red, green, blue) de-
vice, it consists of a color triangle with two-dimensional
chromaticity coordinates. A gamut is characteristic of
the given display (screen) currently in use, for example,
modern RGB LED displays are characterized by wider
gamuts compared to old-fashioned cold cathode fluores-
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Table 1: Gamut points
CCFL RGB LED
Gamut point x y x y
B 0.2091 0.2218 0.1563 0.0307
B3R1 0.2753 0.2518 0.2837 0.1056
B2R2 0.3415 0.2817 0.4111 0.2181
B1R3 0.4077 0.3115 0.5385 0.3024
R 0.4739 0.3415 0.6658 0.3305
R3G1 0.4420 0.3837 0.5687 0.4236
R2G2 0.4101 0.4239 0.4717 0.5632
R1G3 0.3783 0.4652 0.3746 0.6679
G 0.3464 0.5064 0.2775 0.7028
G3B1 0.3121 0.4353 0.2472 0.5348
G2B2 0.2778 0.3641 0.2169 0.2827
G1B3 0.2434 0.2930 0.1866 0.0937
cent lamp (CCFL) displays that were frequently used
about 10 years ago.
In our work, gamuts characteristic of CCFL and RGB
LED desktop monitors were measured first. Following
this, the simulation of virtual color perception obtained
by gamut data as a result of a rapid change in the color of
the incident light was conducted. Finally, preliminary val-
idation tests were run on the aforementioned RGB LED
desktop monitor in use [16].
2. Experimental
2.1 Measurement of the gamuts of the dis-
plays used in our experiments and key pa-
rameters of our model
The spectral power distribution of the red, green and blue
primaries of two displays was measured by a spectrora-
diometer (a Flame Miniature Spectrometer by Ocean Op-
tics, Inc. calibrated 12 strong lines of He, Ne, Ar and H2
flashtubes). One of the displays used was that of an old
notebook using a CCFL as a backlight and the other was
a more modern one (HP ZR2440w) with a display using
RGB LEDs as a backlight. Based on the spectral power
distributions measured, the CIE 1931 (x, y) chromaticity
coordinates were calculated for all three primaries of both
displays, using a Color Matching Function (CMF) of 10°
at a resolution of 1 nm between the wavelengths of 360
nm and 830 nm. Intermediate gamut point coordinates
were calculated by interpolation. Gamut point numbers
in Table 1 and Fig. 1 were further referred to as colors of
incident light. In our kinetic model, actual color percep-
tion is compiled from the generally known mathematical
relations [8, 9, 17] shown below.
The actual color perception J of a single (L, M or S)
cone receptor can be calculated by the formula
J = DEp, (1)
where D denotes a conversion constant between the
cleavage of rhodopsin and neural impulses and here is
Figure 1: Chromaticity diagram of gamut points: an old
CCFL display of a notebook (inner gamut) and an HP
ZR2440w display (outer gamut)
equal to 1. The variable E represents the intensity of in-
cident light expressed in trolands (Td). During the cal-
culations a maximum luminance of the monitor of 300
cd/m2 was used and a diameter of the pupil of 5 mm as-
sumed. Therefore, the maximum retinal illuminance was
equal to 5890 Td. The variable p denotes the relative con-
centration of photopigment (between 0 and 1).
The time differential of p determined from the rate of
photopigment synthesis (Qs), spontaneous photopigment




= Qs −Qc −Qi. (2)
















where the time constant τ = 99 1/s and E0 = 20, 000
are used [13]. The following differential equation is com-


















[1 − (1 − p0b)] e−tb/τ, (7)
where p0 denotes the initial relative concentration of pho-
topigment.
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Finally, the equilibrium with regard to the relative
concentration of photopigment pe and percentage of pho-









In accordance with CIE 1931 [18, 19], the actual coordi-
nates of color perception x(t), y(t) and z(t) are calcu-
lated from the color coordinates of incident light xi, yi
and zi by equations Eqs. 9–24. In the equations below,
variables indexed with L, M and S apply to cone recep-
tors L, M and S, respectively.
EL = Emultip ·M1,1-3 × [xi, yi, zi] (9)
EM = Emultip ·M2,1-3 × [xi, yi, zi] (10)
ES = Emultip ·M3,1-3 × [xi, yi, zi] (11)




Emultip, which is equal to 6, 000, denotes the light inten-
sity of the display. The actual relative concentration of
photopigment is calculated from the initial relative con-












(1 − (1 − p0Sb))e−tb/τ (15)
For the purposes of iteration in simulations, the initial rel-
ative concentration of photopigment p0 was equal to 0.1.
From the actual relative concentrations of photopigment
Eqs. 13–15, the color perception coordinates are as fol-
lows
JL(t) = D · pL · EL, (16)
JM(t) = D · pM · EM, (17)
JS(t) = D · pS · ES, (18)
where JL, JM and JS denote the cone receptors of long,
medium and short wavelengths, respectively.
To obtain more accurate color perception coordinates,
tristimulus values were calculated:
X(t) = M−11,1-3 × [JL, JM, JS], (19)
Y (t) = M−12,1-3 × [JL, JM, JS], (20)
Z(t) = M−13,1-3 × [JL, JM, JS], (21)
Figure 2: An example of fast color change leading to
virtual color perception. Color point yellow shows pri-
mary color perception. Color points bright blue show vir-
tual color perception as reflected by the tendency to reach
equilibrium in photopigment relative concentration.
where M denotes a transformation matrix between tris-
timulus values X , Y and Z, and the actual color percep-
tion J . The actual color perception coordinates x(t), y(t),
z(t) are calculated by the following equations:
x(t) =
X(t)




X(t) + Y (t) + Z(t)
, (23)
z(t) = 1 − x(t) − y(t). (24)
In accordance with the CIELUV (1976) chromaticity di-
agram, the actual color perception coordinates x(t), y(t)
and z(t) are transformed into coordinates u′(t) and v′(t)
by an easy-to-compute method [19] :
u′(t) =
4x(t)




12y(t) − 2x(t) + 3
. (26)






+ (v′(t) − v′e)
2
, (27)
where u′e and v
′
e denote color coordinates at equilibrium
following restoration from virtual color perception (see
Restoration to the equilibrium in Fig. 2).
A summary of variables and parameters is shown in
Notations at the end of this paper.
2.3 Simulation
To understand the calculations, a graphical approach is
shown in Fig. 2. Gamut color point 1 stands for the pri-
mary perception of the actual incident light, which is yel-
low here. With a rapid change in color from yellow to
47(1) pp. 17–23 (2019)
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Table 2: Example of iteration
t(s) xi yi u
′(t) v′(t) ∆c
0.0 0.4250 0.56875 – – –
10.0 0.4250 0.56875 0.1893 0.3802 –
20.0 0.4250 0.56875 0.1892 0.3802 –
30.0 0.4250 0.56875 0.1891 0.3802 –
30.1 0.1400 0.05000 0.1748 0.0836 0.02075
30.2 0.1400 0.05000 0.1748 0.0837 0.02066
30.3 0.1400 0.05000 0.1747 0.0838 0.02057
30.4 0.1400 0.05000 0.1747 0.0838 0.02048
30.5 0.1400 0.05000 0.1746 0.0839 0.02039
30.6 0.1400 0.05000 0.1745 0.0840 0.02031
30.7 0.1400 0.05000 0.1745 0.0840 0.02022
30.8 0.1400 0.05000 0.1744 0.0841 0.02013
30.9 0.1400 0.05000 0.1744 0.0842 0.02004
31.0 0.1400 0.05000 0.1743 0.0842 0.01995
31.1 0.1400 0.05000 0.1743 0.0843 0.01987
31.2 0.1400 0.05000 0.1742 0.0844 0.01978
. . . . . . . . . . . . . . . . . .
63.9 0.1400 0.05000 0.1611 0.0991 0.000126
64.0 0.1400 0.05000 0.1611 0.0991 0.000101
64.1 0.1400 0.05000 0.1611 0.0992 0.000092
64.2 0.1400 0.05000 0.1611 0.0992 0.000102
blue, a bright blue color appears in perception that trans-
forms into common blue after a short period of time nec-
essary for the restoration of the equilibrium in terms of
the relative concentration of photopigment, which is the
time period required for virtual color perception, namely
for the perception of bright blue (Fig. 2).
Our kinetic simulation model (Section 2.2) is illus-
trated in Table 2. The first five lines in the first four
columns show the same values of the color coordinates
of incident light xi, yi, zi, against time (0 − 30 seconds).
Figure 3: Photopigment relative concentration values in
the iteration in Table 2
Over this 30 second-long period, the u′(t) and v′(t) val-
ues of color perception are quasi identical. However, af-
ter 30 seconds, a rapid change in color of the incident
light from red to blue results in virtual color perception,
as demonstrated by line 6 and column 5. The values of ∆c
in column 7 concern the intensity of virtual color percep-
tion. (∆c)max denotes the peak intensity in virtual color
perception and the minimum ∆c stands for the duration
of virtual color perception (tvirtcol). Actual relative con-
centrations of photopigment of cone receptors L, M and
S are shown in the diagram in Fig. 3.
In terms of simulating virtual color perception, rapid
changes in the color of incident light were indicated on
CCFL and RGB LED monitors by the assignment of de-
fined gamut points to each other (Fig. 1). Altogether, 24
changes in color were simulated.
2.4 Validation of the simulation
Our kinetic model was validated by a test that consisted
of 20 subjects involving an in-house piece of software run
in a Python environment. Accordingly, a homogeneous
solid colored circle is displayed on a homogeneous back-
ground of a different color for 30 seconds (Fig. 4), then
the circle disappears (Fig. 5) and the intensity and dura-
tion of virtual color perception is determined by the key
inputs of the user. Further details concerning the test are
found below:
• First, the test subject looked at a white screen for 30
seconds.
Figure 4: Second screen of validation test.
Figure 5: Third screen of validation test: circle removed.
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Table 3: Comparison of virtual color perception intensity
in model situations and in validation test results









R → G 1
High
B → G 1.00 No
G2B2 → R 2 B2R2 → G 2.00 Yes
G1B3 → R 3 R → G 3.00 Yes
B2R2 → G 4 B → R2G2 4.00 No
R → G2B2 5 Medium R → G2B2 4.00 Yes
R2G2 → B 6
Low
G1B3 → R 4.50 No
G → B2R2 7 G2B2 → R 5.00 No
B → G 8 G → B2R2 5.00 Yes
B → R2G2 9 R2G2 → B 7.00 Yes
Matching percentage between model and validation test results: 56%
Table 4: Comparison of virtual color perception time pe-
riod in model situations and in validation test results









R → G2B2 1
High
B → G 1.00 No
R → G 2 G1B3 → R 2.00 No
G → B2R2 3 B → R2G2 3.00 No
B2R2 → G 4 R → G2B2 4.00 Yes
R2G2 → B 5 Medium G2B2 → R 4.00 No
G2B2 → R 6
Low
G → B2R2 4.50 No
B → R2G2 7 B2R2 → G 5.00 No
G1B3 → R 8 R → G 5.00 No
B → G 9 R2G2 → B 7.00 No
Matching percentage between model and validation test results: 11%
• Second, the eyes of the subject were fixed on a circle
at the center of the subsequent colored image (Fig.
4) for 30 seconds. According to our definition, the
color of the central circle represents the first gamut
point, while the color of the background represents
the second gamut point. Altogether, 9 assignments
of gamut points have been validated so far.
• Third, the central circle suddenly disappeared (Fig.
5) and the subject responded according to the inten-
sity and duration of virtual color perception experi-
enced.
• The intensity of virtual color perception was rated
on a four-grade scale, where zero stands for the ab-
sence of virtual color perception and 4 denotes its
highest intensity. The duration of virtual color per-
ception was indicated by the subject pressing a key
as the perception faded away.
First, the assignments of gamut points for each test
subject were ranked according to the intensity (Table 3)
and duration (Table 4) of virtual color perception in-
duced. Then, the median of the rank order with regard
to the intensity and duration of virtual color perception
was calculated.
Table 5: Intensity and time period of virtual color percep-












B R3G1 0.00792 0.01212 30.9 24.5
B R2G2 0.00553 0.00513 36.3 27.5
B R1G3 0.00339 0.00197 41.9 16.0
R3G1 B 0.00794 0.01210 33.5 29.5
R2G2 B 0.00852 0.01367 34.9 32.2
R1G3 B 0.00953 0.01523 37.2 34.6
G3B1 R 0.00931 0.02381 27.1 29.3
G2B2 R 0.00958 0.02187 27.5 27.6
G1B3 R 0.00994 0.01989 28.1 25.8
R G3B1 0.00920 0.02298 46.9 44.2
R G2B2 0.00821 0.01686 51.2 52.8
R G1B3 0.00735 0.01260 50.2 38.2
G B3R1 0.00807 0.01789 48.2 41.1
G B2R2 0.00648 0.01362 45.8 42.2
G B1R3 0.00693 0.01722 30.5 31.0
B3R1 G 0.00324 0.01337 25.0 27.8
B2R2 G 0.00524 0.01799 33.7 33.7
B1R3 G 0.00749 0.02256 41.4 38.7
B R 0.01036 0.01786 28.8 23.8
R B 0.00788 0.01053 33.3 26.6
R G 0.00980 0.02707 48.2 43.1
G R 0.00915 0.02571 26.7 30.8
G B 0.01084 0.01677 40.1 37.0
B G 0.00234 0.00868 17.8 20.5
Since the number of test subjects was limited, the re-
sults could not be divided according to their age and gen-
der. Further tests are needed to ensue virtual color per-
ception with regard to gender and age.
3. Results and Discussion
In Table 5, the maximum (∆c)max for the CCFL and
RGB LED displays were identified during the rapid
change in the color of incident light from gamut point G
to B (from green to blue) and R to G (from red to green),
respectively.
When compared to the CCFL display, the RGB LED
display appears to yield higher (∆c)max values with the
exception of rapid changes in the color of the incident
light from gamut point B to R2G2 (from blue to orange).
With regard to our results, the duration of virtual color
perception seems to be platform-free, i.e. tvirtcol dis-
played on both the CCFL and RGB LED monitors was
identical. However, rapid changes in the color of the in-
cident light from gamut point B to R1G3 (from blue to
yellowish green) was an exception with regard to the val-
ues of tvirtcol. As is shown in Table 5, tvirtcol computed
on the CCFL display has doubled in value compared to
that computed on the RGB LED display.
The kinetic simulation results so far point to the like-
lihood of the appearance of virtual color perception on all
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display platforms.
As for our preliminary tests performed on 20 test sub-
jects so far as well as the parameters (∆c)max and tvirtcol,
a correlation between model situations (simulations) and
the results of a validation test cannot be confirmed at
present. Further tests, statistical evaluations and the in-
troduction of additional parameters are also necessary to
achieve more accurate conclusions.
4. Conclusion
Photopic human color vision is a combined response to
the stimulation from light of red, green and blue cone re-
ceptors. Cone receptors adapt individually to the actual
color of the incident light. Since the adaptation of cone
receptors is time-consuming, virtual color perception can
be achieved in the meantime by rapid changes in the color
of the incident light.
Our kinetic model developed for individual cone re-
ceptors is based on mathematical correlations that simu-
late the intensity and duration of virtual color perception
which result from rapid changes in color. According to
our model, virtual color perception can result from both
CCFL and RGB displays.
Our preliminary validations are yet to confirm a cor-
relation between model situations (simulations) and the
results of a validation test. Some refinements to the simu-
lation by the introduction of additional parameters as well
as further validation tests with regard to the gender and
age of participants are indispensable to reach more accu-
rate conclusions.
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CubeSats provide a cost-effective means of several functions of satellites due to their small size, mass, relative simplicity
and short development time. Therefore, CubeSat technologies have been widely studied and developed by space organi-
zations, companies and educational institutions all over the world. These satellites have certain drawbacks. Small surface
areas are a consequence of their small size which often imply thermal and power constraints. A novel development of
CubeSats known as PW-Sat has been developed by Warsaw University of Technology. A control-oriented lumped ther-
mal model of this satellite containing a fuel tank in the form of nonlinear ordinary differential equations is proposed in this
paper. The model is able to simulate the thermal behavior of the surface and fuel tank of the satellite in its orbit. For the
PW-Sat to operate reliably, the temperature of the fuel tank has to be maintained within given safety limits. Because of
the limited power, passive thermal control is assumed in this case. Several simulation results are presented for different
surface compositions to determine whether they are able to guarantee the prescribed temperature range throughout the
entire orbit or not.
Keywords: PW-Sat, TMM, thermal behavior, propellant tank, dynamical modeling
1. INTRODUCTION
In recent years, interest in Cube-Satellites (CubeSats) has
grown tremendously within the space community from
space agencies as well as in industry and academia. Two
factors have influenced this spurt of interest, namely the
low-cost nature of access to space and the utilization of
commercial off-the-shelf (COTS) technologies in the de-
sign architecture. These two factors have led to a sig-
nificantly low overall cost of a CubeSat mission [1]. A
CubeSat is cubic in form with edges 10 cm in length and
a mass of up to 1.33 kg. The PW-Sat is a CubeSat that
has been in development for more than a year by differ-
ent teams at Warsaw University of Technology [2, 3]. At
present, PW-Sat has never been flown with an onboard
propulsion system. Due to the significant and growing in-
terest in CubeSat mission capabilities, several propulsion
systems have been rapidly developed for use in Cube-
Sats such as cold gas propulsion systems, solar sails, elec-
tric propulsion systems and chemical propulsion systems
[4, 5]. Cold gas propulsion systems are relatively sim-
ple solutions in CubeSats. Gas from a high-pressure gas
cylinder is simply vented through a valve and nozzle to
produce thrust [6, 7].
*Correspondence: al.hemeary@itk.ppke.hu
The goal of this paper is to propose a lumped dynam-
ical model of temperatures during orbital motion in the
main parts of a CubeSat that contains a fuel tank. The
model is built in the form of nonlinear ordinary differen-
tial equations (ODEs). Although advanced thermal sim-
ulation tools exist that utilize detailed distributed math-
ematical models, this simple form of a model has been
chosen since it is intended to be used in the model of
temperature control design. The overwhelming majority
of control design techniques require models in the form of
ordinary differential equations [8]. Moreover, in the case
of nonlinear models such as the CubeSat system studied,
a low dimensional model is preferred due to the computa-
tional complexity of control design. This approach is also
supported by control theory and practice, namely that in
general such simple models are sufficient for controller
design [9]. As a first step in terms of the regulation of
temperature, passive control in the form of the appropri-
ate composition of materials covering the surfaces of the
satellite is used. During the construction of the model,
the standard principles of thermal modeling [10, 11] and
their application in aerospace engineering are followed
[12, 13].
Relevant results can be found in the literature con-
cerning the thermal modeling and analysis of small satel-
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lites in the form of ODEs. In [14] a simple thermal dy-
namical model of a CubeSat containing two differential
equations is presented. The two lumped balance volumes
are the surface and internal parts of the satellite, respec-
tively. It is shown that the problem is mathematically
analogous to the forced vibration of a damped mechan-
ical system. In [9], new theoretical results on the qualita-
tive behavior of spacecraft thermal models are provided
that contain several nodes (compartments). It is proven
that such models exhibit a unique asymptotically stable
equilibrium in the positive orthant with constant external
disturbance inputs which leads to a stable limit cycle dur-
ing orbital motion. The analysis concerning the frequency
domain of a multi-compartmental model of a satellite is
conducted in [15]. The ODEs are linearized around the
equilibrium points which permit the use of Fourier anal-
ysis.
The structure of the paper is as follows: the descrip-
tion starts with the derivation of a simple mathematical
model to simulate the transient thermal behavior of the
fuel tank as well as the satellite faces in orbit. Then, by
changing either the optical properties of the surface of the
PW-Sat or the solar cell ratio of the satellite surface, sev-
eral simulations are presented to illustrate how different
configurations satisfy the given temperature limits.
2. SYSTEM DESCRIPTION AND ASSUMP-
TIONS
The intended use of the model developed in this paper is
twofold: 1) to study the effect of different surface compo-
sitions (including solar cells) on temperature, 2) to eval-
uate the possibility of installing a propellant tank in the
CubeSat. With regard to the modeling, the following as-
sumptions are made:
2.1 Structural Assumption
PW-Sat is a cubic structural bus with a total mass of 1
kg composed of six faces as walls. The basic structure of
these faces is composed of the aluminum alloy 6061-T6
with various optical surface properties. These properties
are based on uncoated surfaces for one experiment and
coated with a magnesium oxide-aluminum oxide paint
for the others. The nitrogen fuel tank, made of stainless
steel with a diameter of 5 cm, is planned to be installed
in the center of this satellite as shown in Fig. 1a and is
assumed to contain an internal gas subject to 100 bars of
pressure at an initial temperature of 298 K.
The solar cells will be attached to sides 1, 2 and 4 of
the PW-Sat, as shown schematically in Fig. 1b, because
these faces will be exposed to solar radiation due to the
assumed orbit of this satellite.
2.2 Orbital Assumption
The PW-Sat is designed for a circular low Earth orbit
(LEO). The total orbital period (P ) is 1.5 h. However,
(a)
(b)
Figure 1: PW-Sat Structure ((a) PW-Sat spherical fuel
tank set, (b) PW-Sat solar cell arrangements).
the motion of PW-Sat is assumed to be identical when
exposed to solar radiation and during shadow passage at
an altitude of 300 km and an inclination of zero. Face 3 is
directed towards the Earth throughout its orbit. Faces 1,
2 and 4 are exposed to the sun with regard to the orbital
motion of the satellite. Finally, faces 5 and 6 are directed
towards the space along the satellite orbit as shown in Fig.
2.
2.3 Thermal Assumption
The six faces of the PW-Sat are considered to have a uni-
form temperature distribution. The conductive heat trans-
fer between the fuel tank and satellite is ignored to sim-
plify the thermal modeling calculations. Only face 3 is
exposed to infrared radiation from the Earth in this or-
bit and the albedo during the luminous orbit intervals
Figure 2: PW-Sat orbital motion.
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[14, 16]. The thermal rate of power dissipation generated
from the operation of elements from the satellite is as-
sumed to be 2 W. The thermal limits of the fuel tank are
228 K and 338 K, and for the surface area of the satellite
are 173 K and 373 K.
3. THERMAL MATHEMATICAL MODEL
(TMM)
The problem concerns the formulation of the model,
which is on the one hand simple enough to limit the ex-
penditure, on the other hand, detailed enough to present
an adequate description of the physical surroundings
[17]. The main purpose of these calculations is to divide
the periodic motion of the satellite (with period P ) into
three intervals (parts) as shown in Fig. 2. The first inter-
val (P1) starts with an initial time of t = 0 s when face 1
faces the sun and ends at a time of t = 1350 s when face
4 faces the sun. The second interval (P2) is an eclipse in-
terval between t = 1351 s and t = 4050 s. The third
interval (P3) starts at t = 4051 s when face 2 faces the
sun and ends at the end of the satellite period at t = 5399
s.
3.1 First Interval Equations




The satellite spends a quarter of its orbital period in this
luminous part. During this time interval, the surface of
the satellite receives direct solar and albedo radiation de-
pending on the position of the satellite due to its motion
and the satellite emits thermal IR radiation into space;
however, only face 3 receives additional infrared radia-
tion from Earth because it faces the Earth [18]. The rate
of heat transfer between face 1, the external environment
and the spherical fuel tank during the first interval can be
described by













+ Q̇+ Q̇F1 − εAl-scIR σAT 41
(2)
where mAl denotes the mass of aluminum, Cp stands for
the specific heat of aluminum (980 J/(kg·K)), msc repre-
sents the mass of the solar cell , Cscp is the specific heat
of the solar cell (1600 J/(kg·K)), T1 denotes the temper-
ature of face 1, Gs stands for the solar constant (1367
W/m2), and aAl-scs represents the average solar absorp-
tance of aluminum and the solar cell which is calculated
as (Al %·aAls +sc %·ascs ), where Al % and sc % denote
the percentages of aluminum and solar cells in the cover,
respectively. A stands for the surface area of the face
(0.01 m2), Q̇ represents the thermal rate of power dis-
sipation, Q̇F1 denotes the radiative heat transfer between
face 1 and the tank, εAl-scIR is the average infrared emis-
sivity of Al and sc which is calculated as (Al %·εAl+sc
%·εsc) and σ stands for the Stefan-Boltzmann constant
(5.669 · 10−8W/m2 K4) [6].
The rate of heat transfer between face 2, the external
environment and the spherical fuel tank during the first
interval can be described by






Q̇+ Q̇F2 − εAl-scIR σAT 42
(3)
where T2 denotes the temperature of face 2 and Q̇F2
stands for the radiative heat transfer between face 2 and
the tank.
The rate of heat transfer between face 3, the external
environment and spherical fuel tank during the first inter-














E − εAlIRσAT 43
(4)
where m denotes the mass of the face (0.04 kg), FsE
stands for the view factor between the face of the satellite
and the Earth which is almost one [18], T3 represents the
temperature of face 3, Q̇F3 is the radiative heat transfer
between face 3 and the tank, AF denotes the factor on
the albedo (0.28), aAls stands for the solar absorptivity of
aluminum, aAlIR represents the infrared absorptivity of alu-
minum, TE is the reference temperature of the Earth (255
K) and εAlIR denotes the infrared emissivity of aluminum.
The rate of heat transfer between face 4, the external
environment and the spherical fuel tank during the first
interval can be modeled as(













+ Q̇+ Q̇F4 − εAlIRσAT 44
(5)
where T4 denotes the temperature of face 4 and Q̇F4
stands for the radiative heat transfer between face 4 and
the tank.
The rate of heat transfer between face 5, the external
environment and the spherical fuel tank during the first




= Q̇+ Q̇F5 − εAlIRσAT 45 (6)
where T5 denotes the temperature of face 4 and Q̇F5
stands for the radiative heat transfer between face 5 and
the tank.
The rate of heat transfer between face 6, the external
environment and the spherical fuel tank during the first




= Q̇+ Q̇F6 − εAlIRσAT 46 (7)
where T6 denotes the temperature of face 6 and Q̇F6
stands for the radiative heat transfer between face 6 and
the tank.
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3.2 Second Interval Equations
Interval P2 : t =
P
4
→ t = 3
4
P (8)
These concern the duration of an eclipse. The satellite
spends half of its orbital period in an eclipse. During this
interval, the surface of the satellite receives neither direct
solar nor albedo radiation, whilst face 3 still receives IR
radiation from the Earth because it faces it. The satellite
emits thermal IR radiation into space. Therefore, the rates
of heat transfer of the faces of the satellite (1, 3 and 4)
have slightly changed in their equations compared to the
first interval.
The rate of heat transfer between faces 1, 3 and 4 as
well as the external environment during the second inter-














E − εAlIRσAT 43 (10)






Q̇+ Q̇F4 − εAl-scIR σAT 44
(11)
3.3 Third Interval Equations
Interval P3 : t =
3
4
P → t = P (12)
The satellite spends a quarter of its orbital period in this
second luminous part. During this time interval, the sur-
face of the satellite receives and emits thermal radiation
in a similar manner to during interval 1 with only a slight
change in the equation of face 2.
The rate of heat transfer between this face, the exter-
nal environment and the spherical fuel tank during the
third interval can be modeled as















3.4 The transient heat transfer of the spheri-
cal propellant tank
The rate of heat transfer between the faces of the satel-



















[J/(kg·K)] 980 980 1600
Emissivity (thermal) 0.08 0.92 0.85
Absorptivity (solar) 0.379 0.09 0.92
Table 2: Material properties of fuel tank.
Stainless Steel Nitrogen
Specific Heat [J/(kg·K)] 504 743
Mass [kg] 0.0926 0.0074
Table 3: Average of optical surface properties of partially
covered surfaces.
Cube Face ε a Coverage
1,2 and 4
0.89 0.33 70 % Al, 30 % sc
0.87 0.67 30 % Al, 70 % sc
3,5 and 6 0.92 0.09 Al painted
where ms denotes the mass of stainless steel, Csp stands
for the specific heat of stainless steel (504 J/(kg·K)), mg
represents the mass and CV the specific heat of nitrogen
(743 J/(kg·K)), and Tt is the temperature of the tank.
The radiative heat transfer between each face and the




t − T 4n) (15)
The view factor between the face in question and the fuel
tank is given by Fft = 1(1+H)2 (see, e.g. [10, 11]), where
H denotes the ratio of the distance between the spherical
surface of the tank to the surface of the internal face (h =
0.025 m) in terms of the radius (r = 0.025 m), which is
expressed as H = hr .
The mass of the solar cell msc per unit area is on av-
erage 850 g/m2, thus, the mass of the solar cell as a pro-
portion of the total mass of the face is determined by the
equation (msc = 850 g/m2 · A · sc %). The total mass
of the tank mt is assumed to be 0.1 kg, so the mass of
nitrogen gas was calculated by assuming the initial tem-
perature and total pressure of the tank. The optical surface
properties are shown in Table 1, and the masses of both
nitrogen gas and the tank are shown in Table 2. Hence,
it is necessary to calculate the properties of the average
materials to conduct a thermal analysis. The emissivity
of infrared radiation from these faces can be calculated
as the average of the emissivity of infrared radiation from
aluminum and the emissivity of infrared radiation from
the solar cell in addition to the absorptivity of these faces
as shown in Table 3.
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(a)
(b)
Figure 3: The thermal behavior using 100 % Al during one
orbital period ((a) temperatures of the faces and fuel tank,
(b) temperature of the fuel tank) (T1, . . . , T6) refers to
the temperatures of faces 1, . . ., 6, respectively, and (Tt)
denotes the temperature of the tank.
4. COMPUTATIONAL RESULTS
In this section, the faces and investigations into the ther-
mal behavior of the tank are presented for several cases
based on: uncoated surfaces, surfaces coated with mag-
nesium oxide-aluminum oxide paint and different feasi-
ble options of the ratios of solar cells from the PW-Sat
to simulate the temperature of the fuel tank with different
optical properties of the surface materials and solar cell
ratios.
4.1 The PW-Sat faces composed of 100 %
uncoated aluminum
In this case, the thermal simulations of the faces and fuel
tank were conducted according to the assumption that the
faces of the satellite are composed of the aluminum alloy
6061-T6. Starting with the equations of the intervals and
by using the ODE45 solver in MATLAB (the simulation
time step was 1 s), the thermal behavior during the orbital
motion of the satellite was computed.
1 - The thermal simulation of the faces and spherical
fuel tank during one orbital period (time span from 0 s to
5399 s) is shown in Fig. 3a and the simulation of the tem-
perature of the tank during this orbital period is shown
in Fig. 3b. It can be seen that the predefined temperature
limits are not adhered to in this case, since the minimum
(a)
(b)
Figure 4: Thermal behaviors using 100 % Al during 8 or-
bital periods ((a) temperatures of the faces and fuel tank,
(b) temperature of the fuel tank).
temperatures of the faces of the satellite and fuel tank ex-
ceed 460 K during its orbital period.
2 - The thermal simulation of the faces and spherical
fuel tank during several orbits (8 orbital periods with a
time span of 12 h to illustrate long-term operations) is
shown in Fig. 4a, and the simulation of the temperature
of the tank during these orbital periods is shown in Fig.
4b.
4.2 The faces of the PW-Sat are composed of
100 %-coated aluminum
The thermal simulations of the faces and fuel tank were
conducted according to the assumption that the surface
of the satellite was composed of aluminum coated with
magnesium oxide-aluminum oxide paint. By using the as-
sumed time span of each interval, the results are shown
below:
1 - The thermal simulations of the faces and spherical
fuel tank during one orbital period (time span from 0 s
to 5399 s) are shown in Fig. 5a, and the simulation of the
temperature of the tank during this orbital period is shown
in Fig. 5b. It can be seen that all the defined temperature
limits are adhered to in this case.
2 - The thermal simulation of the faces and spheri-
cal fuel tank over 8 orbital periods (time span of 12 h) is
shown in Fig. 6a, and the simulation of the temperature
of the tank during these orbital periods is shown in Fig.
6b.
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(a)
(b)
Figure 5: Thermal behaviors using coated Al during one
orbital period ((a) temperatures of the faces and fuel tank,
(b) temperature of the fuel tank).
4.3 The faces of the satellite exposed to the
sun during its orbit are covered with 70 %
aluminum and 30 % solar cells
In this case, these three sides of the PW-Sat are assumed
to be composed of 70 % aluminum and 30 % solar cells
and the other faces are coated with magnesium oxide-
aluminum oxide paint. The simulation results are as fol-
lows:
1 - The thermal simulation of the faces and spheri-
cal fuel tank during one orbital period (time span of 0 s
to 5399 s) is shown in Fig. 7a and the simulation of the
temperature of the tank during this orbital period is also
shown separately in Fig. 7b. The results show that the
temperature of the tank varied between a maximum of
281.9 K and a minimum of 265.4 K, while the tempera-
tures of the faces also remained within the given temper-
ature limits.
2 - The thermal simulation of the faces and spheri-
cal fuel tank over 8 orbital periods (time span of 12 h) is
shown in Fig. 8a, and the simulation of the temperature




Figure 6: Thermal behaviors using coated Al over 8 or-
bital periods ((a) temperatures of the faces and fuel tank,
(b) temperature of the fuel tank).
4.4 The faces of the satellite exposed to the
sun during its orbit are covered with 30 %
aluminum and 70 % solar cells
The results, according to the assumption that three sides
of the PW-Sat are composed of 30 % aluminum and 70
% solar cells while the rest of them are coated with mag-
nesium oxide-aluminum oxide paint, are shown below:
1 - The thermal simulation of the faces and spherical
fuel tank during one orbital period (time span from 0 s to
5399 s) is shown in Fig. 9a, while simulation of the tem-
perature of the tank during this orbital period is shown in
Fig. 9b. The results show that the temperature of the tank
varied between a maximum of 302.4 K and a minimum of
270.6 K, while the temperatures of the faces were within
thermal limits.
2 - The thermal simulation of the faces and spheri-
cal fuel tank over 8 orbital periods (time span of 12 h) is
shown in Fig. 10a, while the simulation of the tempera-
ture of the tank during these orbital periods is shown in
Fig. 10b.
5. Conclusion
A thermal mathematical model was constructed and stud-
ied to compute the temperatures of the surfaces and fuel
tank of the PW-Sat. Several cases were presented using
various surface compositions and the results show that
the proposed TMM is able to calculate the radiative heat
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(a)
(b)
Figure 7: Thermal behaviors with 30 % sc during one
orbital period ((a) temperatures of the faces and fuel
tank, (b) temperature of the fuel tank).
(a)
(b)
Figure 8: Thermal behaviors with 30 % sc over 8 or-
bital periods ((a) temperatures of the faces and fuel
tank, (b) temperature of the fuel tank).
(a)
(b)
Figure 9: Thermal behaviors with 70 % sc during one or-
bital period ((a) temperatures of the faces and fuel tank,(b)
temperature of the fuel tank).
(a)
(b)
Figure 10: Thermal behaviors with 70 % sc over 8 orbital
periods ((a) temperatures of the faces and fuel tank, (b)
temperature of the fuel tank).
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that the PW-Sat would encounter during its assumed or-
bit. Initially, the surfaces of the PW-Sat were assumed to
be composed of 100 % of the aluminum alloy 6061-T6.
The corresponding results suggest that the temperatures
of the surfaces and fuel tank would be too high. There-
fore, additional finishes applied to the surfaces were taken
into consideration. The first choice of finish was to coat
the entire surface of the satellite with magnesium oxide-
aluminum oxide paint. The obtained results show that the
temperatures of the surfaces and fuel tank dropped be-
cause of the increasing emissivity and decreasing absorp-
tivity of the surfaces. Further simulations were performed
of cases in which the faces were exposed to the sun when
partially covered with solar cells. The results indicate that
the case described in Subsection 4.4, which delivers the
most electrical power due to the highest percentage of
solar cells, still satisfies the temperature limits of the fuel
tank and surfaces of the satellite. The results also suggest
that it is possible to install a fuel tank inside the PW-Sat
which could be the first step required to add a propul-
sion system that can generate thrust for this CubeSat. Fu-
ture works will include validation of the model using ad-
vanced thermal simulation tools as well as active control
design to precisely regulate the temperature of the fuel
tank.
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Most of the recognition systems presume a controlled, well-defined research setting, where all possible classes that can
appear during a test are known a priori. This environment is referred to as the “closed-world” model, while the “open-world”
model implies that unknown classes can be incorporated into a recognition algorithm whilst being predicted. Therefore,
recognition systems that operate in the real world have to deal with these unknown categories. Our objective was not only
to detect data that originate from categories unseen during training, but to identify similarities between pieces of unknown
data and then form new classes by automatically labeling them. Our Double Probability Model was extended by an image
clustering algorithm, in which Kernel K-means was used. A new procedure, namely the Cluster Classification algorithm
for the detection of unknowns and automated labeling, is proposed. These approaches facilitate the transition from open-
set recognition to an open-world problem. The Fisher Vector (FV) was used for the mathematical representation of the
images and then a Support Vector Machine introduced as a classifier. The measurement of similarity was based on the
FV representations. Experiments were conducted on the Caltech101 and Caltech256 datasets of images and the Rand
Index was evaluated over the unknown data. The results showed that our proposed Cluster Classification algorithm was
able to yield almost the same Rand Index, even though the number of unknown categories increased.
Keywords: open-world problem, cluster classification, image classification, open-set recognition,
image clustering
1. INTRODUCTION
In scenarios in the real world, the size of the avail-
able dataset continues to increase, therefore, any ma-
chine learning algorithm that operates in such an envi-
ronment has to be capable of preventing growth. This
is especially true in the case of image classification, be-
cause the growing dataset of tests can pose many diffi-
culties, e.g. it is possible that some of the test images
originate from categories that are unseen during train-
ing. Recognition systems should detect these unknown
images and handle them in an appropriate way. In the rest
of the paper the terms "unknown class or category" rep-
resent classes or categories that are unseen during train-
ing, and “unknown image” denotes images that originate
from unknown classes or categories. One way of han-
dling detected unknown images is to measure their sim-
ilarities and identify new categories. Subsequently, these
new categories can be added to the set of known classes.
Based on this, three modules are required to solve such
problems in the real world, namely a recognition system
equipped with an unknown detector, a labeling process
and an incremental learning process.
*Correspondence: pappd@tmit.bme.hu
Let us assume that there are K known classes
(C1, C2, . . . CK) and U unknown classes in the test set
at any given moment, where SK and SU denote the sets
of known and unknown classes, respectively. Few distin-
guishable cases depend on the value of U :
1. U = 0,
2. U = 1,
3. U > 1.
Furthermore, a few more cases depend on the amount and
type of available information concerning SU :
(A) Training images,
(B) Set of attributes,
(C) Number of unknown categories (U ),
(D) Nothing.
The cases that include 1 or A (e.g. 1A, 2A, 1B, 1C)
produce the general multiclass classification because all
categories are known a priori and positive-negative sam-
ples are available for each category during training. When
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U = 1, the task is only to identify the unknown images
because they originate from the same category, therefore,
the similarity measurement is unnecessary. In this paper,
the situation when U > 1 is considered.
As has been mentioned, 3A represents the traditional
multiclass classification. 3B+3C is referred to as trans-
fer learning or zero-shot learning [1], whereas according
to the literature the case of 3C+3D is known as open set
recognition [2,3] or the open-world problem [4]. The for-
mer refers to the detection of images that originate from
unknown classes, and the latter includes the detection of
unknown images and a labeling process to identify new
classes, followed by the incremental learning of these
new categories.
Our goal was to tackle the open-world problem as
well as develop an algorithm that is able to detect the
unknown images and then introduce new classes by auto-
matically labeling the unknown data using unsupervised
learning. Previously an algorithm referred to as the Dou-
ble Probability Model (DPM) [5] was proposed, which is
suitable as an unknown detector in an open-set environ-
ment.
There are several works that use a variant of Support
Vector Machine (SVM) to solve the unknown detection
problem, such as the Support Vector Data Description [6],
One-class SVM [7, 8], Reject Option SVM (RO-SVM)
[9] and the novel Weibull-calibrated SVM (W-SVM) [3].
The latter one was developed to operate under the Com-
pact Abating Probability model, where the probability
of class membership decreases (abates) as points move
from known data towards unknown space. Scheirer et
al. claim that W-SVM outperforms their previous solu-
tions, namely the 1-vs-Set Machine Training algorithm
[2] and the Pi-SVM [10]. On the other hand, it was shown
that DPM outperforms W-SVM [5], therefore, in this pa-
per the DPM was used for unknown detection. Bendale
and Boult defined open world recognition and presented
the Nearest Non-Outlier algorithm in [4], which adds
object categories incrementally while detecting outliers
and managing open space risk. They defined open world
recognition in the form of three sequential steps: a multi-
class open set recognition function with a novelty detec-
tor, a labeling process and an incremental learning algo-
rithm. Although all of these steps should be automated,
they presumed labels were obtained by human labeling.
The main objective of our work and this paper is to pro-
pose an automated labeling process, the so-called Cluster
Classification (CC).
In the next section, the DPM and image clustering
methods are reviewed, subsequently, a baseline method
is suggested for an open-world problem and finally our
proposed algorithm, the CC, is presented. The third sec-
tion contains experimental results and in the last section
our conclusion is discussed.
2. Proposed open-world recognition sys-
tem
2.1 Double Probability Model
The DPM [5] is based on the likelihood of a classifier
and can be used with any kind of classifier that provides
class membership probabilities for the images. As a re-
sult, after training the classifier, it is capable of mak-
ing predictions with reliability values (scores) for each
class, i.e. decision vectors. The range of the scores de-
pends on the type of classifier (sometimes it is from 0
to 1 but it can be over any range. Only one condition is
required, namely the larger score for class Ci should rep-
resent the higher likelihood of being a member of class
Ci. In the training set or a validation set, the instances
with corresponding scores are investigated in each class.
The ground truth is known for this set, so the positive
elements can be selected from each class. In order to cal-
culate the conditional probability that a new instance be-
longs to class Ci according to its score, the cumulative
distribution function (CDF) of positive scores should be
determined, therefore, a reverse CDF of negative scores
was created:
FPi(x) = p (Ci|score < x) , (1)
FNi(x) = p (¬Ci|score > x) , (2)
where Pi and Ni denote the positive and negative ele-
ments, respectively. Note that the sum of these probabili-
ties is not always equal to 1 (this is not a requirement).
A DPM was constructed based on the CDF and re-
verse CDF functions. During testing, the focus is on the
likelihood of the occurrence of an unknown class com-
pared with any of the known classes. Before the compari-
son, the probabilities of the known classes should be cal-
culated. Scores (scorei for class Ci) for a new instance
are obtained as outputs from the original classifier, and
based on them the probability of class Ci occurring can
be expressed as described in









If the probability of being a member of class CK+1 is
higher than for any other (known) class, then the new in-
stance will be a member of the unknown class. Otherwise
the prediction is based on the original classifier, i.e. the
class with the largest score will be selected. The decision




CK+1 | PCK+1 > maxi {PCi}
argmaxj {scorej} | otherwise
(5)
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At this point the algorithm is able to make a decision
about test data if it originates from an unknown cate-
gory. Also, should it originate from a known category,
then based on the output of the classifier its known cate-
gory can be determined.
2.2 Unknown image clustering
The image representations were created according to the
Bag-of-Words [11, 12] model. Based on their visual con-
tent, each image was represented by a single high di-
mensional vector. In order to create these high-level de-
scriptors, the local attributes of the images were inves-
tigated by calculating the low-level Scale Invariant Fea-
ture Transform (SIFT) [13] descriptor. Next, the Gaus-
sian Mixture Model (GMM) [14–16] was used to define
the visual code words and the Fisher Vectors [17, 18] to
encode the low-level descriptors into high-level descrip-
tors based on the visual code words. The Fisher Vectors
were the final representations (image descriptors) of the
images and were used as the input data for the clustering
algorithm. After the final clusters of Fisher Vectors were
formed, the image clusters could be produced by substi-
tuting the Fisher Vectors for the corresponding images.
The basis of our clustering approach is the well-
known K-means clustering algorithm [19] which consists
of two important inputs, namely the initial cluster centers
and the number of clusters. The K-means clustering al-
gorithm aims to minimize the sum of squared distances










where k denotes the number of clusters, xi represents a
member of cluster Cl and zl stands for the center of it.
However, the Fisher Vector consists of 65,791 dimen-
sions, and the basic K-means clustering algorithm per-
forms less efficiently when the clusters are non-linearly
separable or the data contains arbitrarily shaped clus-
ters of different densities. Therefore, an upgraded ver-
sion of the K-means clustering algorithm was applied
in the recognition system referred to as Kernel K-means
[20–22]. The objective function of Kernel K-means is still
to minimize the sum of squared distances, but it uses the
kernel trick to transform the data points into infinite fea-













where Nl denotes the number of images in cluster Cl. The
trick here is that explicit calculations in the feature space
are never required, since transformed data points are only
present as part of an inner product. Therefore, they can be
substituted for their kernel representatives (the Gaussian
kernel was implemented here).
In order to reduce the randomness of final clusters,
the PlusPlus cluster center initialization algorithm was
used before the iterative steps, which was proposed by D.
Arthur and S. Vassilvitskii [23]. This approach aims to
spread out the initial cluster centers and accelerate their
convergence. The first cluster center is randomly selected
from the data points, after that each subsequent cluster
center is chosen from the data points with a probability
proportional to its squared distance from the closest ex-
isting cluster center.
In the following sub-sections, the usage of the pre-
sented methods is discussed.
2.3 Baseline method
In this section, a baseline method of open world recog-
nition is presented. First, at training time the classifier of
the training data is trained with K known classes, then, at
testing time classification of the test data (K+U classes)
is performed. The DPM is applied to the output of the




{Ij |dj = CK+1} (8)
where Ij represents test instance j, NU denotes the num-
ber of test instances in the test data, dj stands for the de-
cision of the DPM, and
⋃
{. . . } is the operation of union.
Now, let us assume that information concerning U
was provided (as in the case 3C), and U was used as the
number of clusters. The Kernel K-means PlusPlus cluster
center initialization algorithm (KK++) was performed on
UDPM with k = U clusters (which is the input parame-
ter for the KK++), and then the appropriate labels were
assigned to the unknown images:




j = 1 . . .M, i = 1 . . . U
(9)
where M represents the number of unknown images; Lj
and Ci denote the label of unknown image UDPMj and
cluster identity, respectively. This concludes the baseline
method for automated labeling. At this point the classifier
can be retrained based on the previously known and new
labels, and then the new test data classified.
2.4 Cluster Classification
In this section our proposed CC approach is presented,
which is suitable for unknown detection and automated
labeling. This algorithm contains extended training and
testing phases. In training time, a classifier of the train-
ing data is trained with K known classes, then a pseudo-
cluster is also created based on the K known categories.
This means that the ground truth class labels are imple-
mented rather than a clustering algorithm (to determine
the final clusters), i.e. each category is a cluster. Subse-
quently, the images are substituted for their Fisher Vector
47(1) pp. 33–39 (2019)
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representations and the cluster centers calculated which
will be used in the testing phase.
Let us assume T categories are found in the testing
phase, and that T > K. The test data is classified into the
K known categories and a DPM applied based on the de-
cision vectors to detect the unknown images UDPM. The
next step is to form clusters using the Kernel K-means
clustering algorithm starting from the K cluster centers
that were calculated at training time from the pseudo-
cluster. Afterwards, the remaining T -K cluster centers
are determined following the PlusPlus initiation proto-
col. Furthermore, the training and test datasets were used
together as the input data. Basically, with these modifi-
cations it was possible to guide the clustering algorithm,
therefore, create more accurate clusters.
The following step of the testing phase is to clas-
sify the clusters {Ci} by weighted majority voting of the
members of the cluster. The vote is based on the class
membership probabilities (PCi ; i = 1 . . .K + 1) calcu-
lated in Eqs. 3–4. As was seen in Section 1, the definition
of problem 3C assumes that the number of unknown cat-
egories exceeds 1. Nonetheless, the output of the DPM
only yields K + 1 alternatives instead of T . In spite of
this, the classification of clusters that depend on {PCi}
can increase the number of alternatives to T as will be
seen later. In Section 1, a differentiation was made be-
tween known and unknown images, and now this differ-
entiation is broken down even more. The training data
contains only known images, because each of them be-
longs to one of the set of known categories (SK). From
now on, the union of known images of the training data





where NK stands for the number of images in the train-
ing data. On the other hand, the test data contains both
known and unknown images. Furthermore, based on the
output of DPM, the test data can be divided into two dif-
ferent subsets, namely predicted known images (KDPM)
and predicted unknown images (UDPM), as can be seen




{Ij |dj 6= CK+1} (11)
The weight of the images can be calculated based on
the cluster coherence. The coherence of a cluster can be
determined by comparing the number of known images
to the number of predicted unknown images inside that
given cluster. It should be noted that known images inside
the clusters either originate from KGT or KDPM, while
the predicted unknown images are all part of UDPM. If
the number of known images exceeds the number of un-
known images it is implied that a cluster exhibits “known
coherence” (KC), and “unknown coherence” (UC) vice




∥∥{KGT ∪KDPM}∥∥ ≥ ∥∥UDPM∥∥
UC |
∥∥{KGT ∪KDPM}∥∥ < ∥∥UDPM∥∥
(12)
where ‖X‖ represents the number of elements in X , and
the superscript coh indicates the coherence of cluster C.
The weights can be calculated as described in Eqs.
13 and 14. Intuitively, if an image is known and located
inside cluster UC, then it is “punished” by assigning a
lower weight to it; and vice versa, an unknown image is
given a lower weight inside cluster KC. Moreover, the
larger the difference between the numbers of known and
unknown images implies a more severe punishment with




(#known+#unknown) | Ij /∈ U
DPM






(#known+#unknown) | Ij ∈ U
DPM
1− (#known−#unknown)(#known+#unknown) | Ij /∈ U
DPM
(14)







wj × dj (15)
where Ni denotes the number of images in cluster Ci, wj
represents the weight and dj stands for the decision vec-
tor ({PCi}) of image j. Note that dj possesses K + 1
elements (+1 from DPM), therefore, vector Vi also pos-
sesses K + 1 elements. Consequently, the element with
the maximum value of Vi determines the category of clus-
ter Ci. The classification of cluster Ci is formalized in:
Di =
{
new class | VK+1 = maxj{Vj}
argmaxi{Vi} | otherwise
(16)
The results of the classification of the clusters can be con-
sidered as a labeling proposal, i.e. label each image inside
cluster Ci according to Di. When decision Di for cluster
Ci is that it is part of a known category, then each im-
age inside Ci gets labeled with the same category. On the
other hand, when Di = a new class, a new category is
created and each image in Ci gets labeled with the new
category. Basically, the CC algorithm follows this label-
ing proposal.
3. Experimental Results
In order to measure the efficiency of the labeling process,
experiments were conducted on the Caltech101 [24] and
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Figure 1: Example images from the Caltech101 and Cal-
tech256 datasets. The airplane, butterfly and windmill
categories are represented by the left, middle and right
columns, respectively.
Caltech256 [25] datasets. Example images from these
datasets are shown in Fig. 1.
The former consists of 101 categories and 8, 677 im-
ages, while the latter is composed of 30, 607 images from
256 different classes. To create an open-world environ-
ment, 50 known and 50 unknown categories were ran-
domly selected from the Caltech101 dataset, and 100 of
both categories from the Caltech256 dataset. These ran-
Figure 2: Averaged results of the 5-5 different test datasets
that were randomly selected from the Caltech101 and
Caltech256 datasets. The RI is plotted against the num-
ber of unknown categories. The diagrams compare the
labeling performance of the DPM with Kernel K-means
(DPM+KK) against the CC.
Table 1: Summary of the results obtained from the test
data with the baseline (DPM+KK) and CC methods us-
ing the Caltech101 and Caltech256 datasets. The baseline
column contains the RI values evaluated which depend on
the number of unknown categories (un. cat.), and the CC




cat. base-line CC (%)
un.
cat. base-line CC (%)
5 0.629 6 10 0.514 1
10 0.594 13 20 0.489 9
15 0.567 15 30 0.484 6
20 0.561 16 40 0.478 9
25 0.550 17 50 0.452 13
30 0.514 28 60 0.448 13
35 0.536 18 70 0.433 19
40 0.522 23 80 0.426 17
45 0.505 24 90 0.412 22
50 0.497 25 100 0.397 21
dom selections were repeated 5 times in order to calcu-
late the average of the results of each experiment to ob-
tain a more comprehensive overview of the efficiency of
the CC algorithm with regard to these datasets. All of the
known categories were available from the beginning of
the tests, but the unknown categories were added incre-




TP+ FP + TN+ FN
, (17)
was evaluated over the unknown images, where TP, TN,
FP, and FN denote the number of true positive, true neg-
ative, false positive and false negative decisions, respec-
tively. The RI measures the similarity between the ground
truth and predicted labels of the unknown images, in
other words, the percentage of correct decisions.
Two methods were assessed and compared, namely
the baseline method (DPM+KK) and the CC, which were
discussed in Section 2.3 and 2.4, respectively. Both pro-
cedures used Fisher Vectors to mathematically represent
the images encoded from 128 dimensional SIFT descrip-
tors using a GMM consisting of 256 code words; a SVM
equipped with a radial basis function (RBF) kernel was
applied as a classifier. The results can be seen in Fig. 2
and Table 1.
The first diagram shows the results obtained from the
Caltech101 dataset and the second from the Caltech256
dataset. The DPM with Kernel K-means and the CC are
represented by dashed and solid lines, respectively. In
both experiments, the CC algorithm yielded a higher RI,
although during the first step the difference between the
two methods was minimal. It can be seen that the RI of
DPM+KK starts to decrease as the number of unknown
categories increases, while the CC remains by and large
unchanged.
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4. Conclusion
In this paper, the problem of open world recognition was
reviewed and the possible cases were differentiated based
on our prior knowledge and actual information about the
test data and, thus, the unknown space. The DPM and
Kernel K-means algorithm were also reviewed in brief,
followed by the presentation of two approaches, which
perform multi-class classification, automatically detect
unknown images and propose a labeling for them. The
first method is a baseline technique where DPM was se-
quentially applied followed by Kernel K-means with a
PlusPlus cluster center initialization algorithm. However,
our proposed CC is a complex method of combining the
unknown detector and clustering algorithm that seeks to
determine the identity of formed clusters, while refining
the decisions made by the classifier and unknown detec-
tor. The CC algorithm constructs a specific weight system
to reward or punish images which were placed into a cat-
egory that is presumably unsuitable for their estimated
identity. Multiple experiments were conducted on two
large datasets (Caltech101 and Caltech256), and the RI
evaluated with regard to the unknown images. The results
showed that the CC outperformed the baseline method,
and was able to maintain almost the same RI, while the
number of unknown categories increased.
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MODEL REFERENCE ADAPTIVE CONTROL FOR TELEMANIPULATION
NÁNDOR FINK *1
1Department of Mechatronics, Optics and Engineering Informatics, Budapest University of Technology and
Economics, Bertalan Lajos utca 4-6, Budapest, 1111, HUNGARY
A 1-DOF (degree-of-freedom) telemanipulation system is presented in this paper. The paper focuses on disturbance
compensation of the haptic force feedback. The master and slave devices are connected via serial ports. The mechanism,
which is applied as a human interface device, is subject to perceptible internal friction that must be eliminated. As a result,
the operator would only feel the force feedback from the manipulated environment. The main contribution of this paper is
the presentation of the telemanipulation device with a model reference adaptive control that compensates for the friction
force using a direct model-based sliding mode algorithm.
Keywords: telemanipulation, friction compensation, sliding mode control
1. INTRODUCTION
In connection with the rapid spread of the Internet over
the past few years, research about CSCW (Computer-
Supported Cooperative Work) technology is being vehe-
mently conducted. It is expected that this network-based
technology will make collaboration in connection with
human intellectual activities between distantly connected
people easier. In the field of CSCW technology, the data
to be processed are only images, sounds and other data for
computers, little attention has been paid to multi-modal
collaboration including physical contact. Our focus con-
cerns networked multi-modal collaboration especially be-
tween those including haptics.
A collaboration tool that facilitates a better connec-
tion between laboratories, offices and factories in the
manufacturing industry has become necessary [1–3].
Research into the bilateral control of master-slave ma-
nipulators was conducted in 1992. In [4] a 1-DOF telema-
nipulation system was tested. The research covered the
dynamics of the human operator as well as the device.
Three levels of ideal responses were determined, in all
cases a force signal to the master arm was the input. The
position of the two arms was identical in the first level,
whereas the force response of the two arms was identical
in the second, and both responses were identical in the
third.
In [5] a four-channel control architecture was
examined. Four models were tested on a teleoper-
ation system, namely on an admittance-admittance,
impedance-admittance, admittance-impedance and
impedance-impedance pair. Based on the types of
*Correspondence: finknandor@mogi.bme.hu
model, a one-one suggestion was made for the control
architecture in each case, namely Position-Position,
Position-Force, Force-Position and Force-Force.
In addition to the basic criteria of stability, the ease
of usability becomes increasingly important. To ensure
comfortable and ergonomic telemanipulation, the opera-
tor should control the slave device more smoothly and
precisely. Furthermore, the elimination of perturbations
in all circumstances is necessary. For this purpose, the de-
sign of a model-reference adaptive control with a sliding
mode friction compensator is promising.
2. Theoretical background of the experi-
ment
2.1 Sliding mode-based disturbance elimina-
tion
The main concept is the design of a reduced-order state
observer for a partially perturbed linear system with infi-
nite gain. The traditional roles of the system and observer
are exchanged. The system is forced to follow the states
of the unperturbed ideal model. Infinite gain is ensured
by a sliding mode.
Consider the following partially perturbed linear sys-
tem that consists of external disturbances and uncertain
parameters which satisfy the so-called Drazenovic condi-



























where x1 ∈ Rn−m denotes the vector of non-perturbed
state variables, x2 ∈ Rm stands for the vector of per-
turbed state variables, u0 ∈ Rm represents the input of
the real system, Aij(i, j = 1, 2) and B2 are the nomi-
nal or desired (ideal) matrices of the system, respectively,
∆A2j(j = 1, 2) and ∆B2 denote the bounded parameter
perturbations, and f(t) stands for the bounded external
disturbance. The perturbed state variables are estimated
by a discontinuous observer [6]
d
dt





where ν denotes the discontinuous term. Let us design








where I ∈ Rm×m represents the identity matrix and σ ∈
Rm stands for the distance from the surface. σ must tend
to zero. Let us calculate the elements of the discontinuous
term ν in following way:
νi = Gi sign(σi), (4)
where Gi is the gain of the sliding mode controller. The
implementation of a sliding mode means that the signs of
σi = 0 and νi change at an infinitely high frequency [7].
ν can be substituted by its mean value denoted by νeq.
By comparing the second line of Eq. 1 and Eq. 2:(
B2 + ∆B2
)





−A22x̂2 + ∆B2u0 + E2f(t) (5)
According to Eq. 5, ν can be used to estimate the pertur-
bation. As a result, the response of the perturbed system
in terms of u − ν will be identical to that of the unper-
turbed ideal system, u.
The main problem concerning the sliding mode is the
chattering caused by the infinitely alternating frequency
of ν. To avoid uncontrolled resonances of the unmodeled
dynamics of the real system, ν is substituted by νeq (the
continuous equivalent of ν. In practice, it is impossible to
calculate the equivalent control νeq precisely, but it can
be estimated by a low-pass filter for ν as shown in Fig. 1,
where two loops can be seen.
Figure 1: Sliding mode-based disturbance compensation.
Figure 2: The haptic device.
The observer – sliding-mode control loop is calcu-
lated by the computer and should be as fast as possible
to achieve an ideal sliding mode [8, 9]. Since a reduced
order observer is used, x2 of the real system is measured
in terms of the disturbance compensation. Of course, all
state variables might be measured in the outer control
loop. ν̂eq, the estimation of νeq, is added to the control
signal of the outer control loop.
3. Application
3.1 Tuning the disturbance compensation
The master device consists of a DC motor and an arm
(Fig. 2). The slave device is identical to the master de-
vice. Their roles are interchangeable. The arm is not rigid
since the force is measured by strain gauges. In the case
of the ideal telemanipulation model, the master device is
not subject to friction nor mass (inertia). Of course it is
impossible to construct an ideal master device. The goal
of the sliding mode-based disturbance compensation is
to force the master device to follow a model subject to
significantly reduced degrees of friction and inertia. The
model of the master and slave devices is shown in Fig. 3.
The position of the motor is controlled by a simple Pro-
portional Derivative (PD) controller. The results of three
simulations were compared:
• PD controller with the parameters of the real motor
• PD controller with the parameters of the desired mo-
tor
• PD controller with the parameters of the real mo-
tor which were modified by the addition of sliding-
mode disturbance compensation.
Figure 3: Model of the master and slave devices.
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Figure 4: Model of the feedback force.
The main goal of this chapter is to tune the dis-
turbance compensation component. If the results of the
last two simulations are similar, sliding-mode disturbance
compensation can be used in a bilateral telemanipulation
system.
The parameters used in the model are calculable. A
1-DOF telemanipulation system was studied where the
effect of the feedback force of the master arm was mod-
















s · T + 1
, (7)
where s is a complex variable and T denotes the time





Jl is calculated according to:
Jl = Jr + Jtr2 + Ja, (9)
and represents the resultant moment of inertia, Jr stands
for the inertia of the rotor, Jtr2 is the transmission inertia
and Ja denotes the inertia of the arm.
Bm = B +Ba (10)
Bm represents the resultant damping, B the mechanical






Kfi denotes the torque constant of the motor and Ra its
resistance. Ωmot stands for the angular speed of the mo-
tor, fm the force- and r the vector of the lever arm with
regard to the torque of the motor.
In this experiment, the following constants were
used for the aforementioned parameters: Kfi = 0.1222
[Nm/A], Ra = 80 [Ω], La = 0.0011 [H] and Jl = 0.12
[kg m2].
The model of the ideal motor took friction into ac-
count (Fig. 5), however, the other models accounted for
this separately.
3.2 Design of the disturbance compensation
component
In terms of human sensation, the electrical time constant
of the system (the inductance of the DC motor) is negligi-
ble. Two state variables are used: the position of the arm
ϕ and the angular speed ω. The system equation must be





















amotor and bmotor are the two perturbed parameters. No
external disturbance is applied. The observer is designed
for the state variable ω.
It should be noted that in the case of the ideal system,
friction is accounted for in the model. The ideal param-
eters were selected in terms of friction and inertia. It is
important to choose the ideal parameters wisely because
these two parameters will determine the trajectory fol-
lowed by the position signal of the compensated motor. If
the values of the ideal parameters are too unrealistic, the
compensated signal would not be able to follow the tra-









where Jl_i denotes the inertia with regard to the model
of the ideal motor and Bm_i stands for the coefficient of
friction concerning the model of the ideal motor.
The compensation component consists of the ob-


















Then a PD position controller is added to each model of a
motor (Fig. 5) and the component concerning the sliding-
mode compensator connected to the first real model of a
motor (Fig. 6).
An estimated value of the velocity is specified in this
section which will be compared with that of the actual
velocity. This will be the input for the component of the
sliding-mode controller that consists of a signum func-
tion and a gain block. From here a positive feedback was
applied from the output of the sliding-mode controller to
the input of the observer, and the output of the sliding-
mode controller filtered by a 3rd order low-pass filter as
the output of the whole compensation component (Fig.
6).
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Figure 5: Model of the ideal motor with the application of a PD controller.
Figure 6: The component with regard to the compensation of friction.
3.3 Calibration of the model
To specify the parameters of the system, first the afore-
mentioned model must be implemented. In the first case,
a position controller was used for tuning (Fig. 7). It is
worth noting that the position signal of the real motor
reaches its final value by oscillation and overshooting,
while the graphs of the ideal motor and the compensated
motor are smoother. It has to be mentioned that the PD
controller is not optimised for a stand-alone task, rather
for the compensation. In this experiment the following
constants were used for the aforementioned parameters:
pidP = 190, pidP = 60 and Gainsliding = 30, 000.
In the case of a 1-second-long simulation, the differ-
ence between the position trajectory of the ideal and com-
pensated motors is visible (Fig. 8).
In Fig. 9 it is visible that the sliding-mode controller is
inactive for about 0.2 seconds which is the time necessary
for the controller to reach the sliding surface.






















Position control with friction compensation
Real motor with compensation
Ideal motor
Real motor without compensation
Figure 7: The compensated signal follows the stated tra-
jectory.
Between −0.04 and +0.04 the active sliding-mode
becomes visible (Fig. 10). There is a noticeable level
of chattering originating from the output signal of the
sliding-mode controller (Fig. 11). This was eliminated by
the 3rd order low-pass filter (Fig. 12).
3.4 Verification of the model
Subsequently, the calibration component follows on from
verification of the model. The former simulations were
run under nearly ideal conditions, but now a relevant
Coulomb friction will be added to the system as well as
an additional step function load. In Fig. 13 the supple-
mented system is shown only for the model of the motor
that compensated for friction using real parameters (the
models of the ideal and simple real motors were excluded
to save space).
























Position control with friction compensation
Real motor with compensation
Ideal motor
Real motor without compensation
Figure 8: The difference between the position signals of
the ideal and compensated motors.
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Reaching the sliding surface
Sigma
Figure 9: Reaching the sliding surface.














Reaching the sliding surface
Sigma
Figure 10: After reaching the sliding surface, the sliding
mode becomes active.






















#104 Chattering of the unfiltered control signal
Control signal
Figure 11: Chattering originating from the output of the
sliding-mode controller.





















#104 The filtered control signal
Control signal
Figure 12: The filtered signal of the sliding-mode con-
troller.
Figure 13: Full model of the compensated motor subjected to calibration.
47(1) pp. 41–48 (2019)
46 FINK
























Comparison of the behavior of the models
Real motor with compensation
Ideal motor
Real motor without compensation
Figure 14: Position signals after Coulomb friction was
accounted for in the system.























Comparison of the behavior of the models
Real motor with compensation
Ideal motor
Real motor without compensation
Figure 15: An additional load added to the system.
Figure 16: Bilateral control model.






















Position following of the slave arm
Master arm
Slave arm (with compensation)
Slave arm (without compensation)
Figure 17: The same parameters applied to the slave arm
failed to yield results.

























Position following of the slave arm
Master arm
Slave arm (with compensation)
Slave arm (without compensation)
Figure 18: Position signal following of the bilateral sys-
tem.
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Force input for the bilateral control
Master arm
Figure 19: Force input to the bilateral control.
In Fig. 14 the position signals are shown after the ad-
dition of the Coulomb friction to the system. This new
component has a stabilizing effect on the oscillation of
the real motor which is greater than can be compensated
for without the introduction of a permanent error. How-
ever, the behaviour of the motor compensated for by fric-
tion remains unchanged. The values of the Coulomb fric-
tion and viscous friction used in this experiment were
2, 200 and 0.3, respectively. Then after 2 seconds an ad-
ditional load was added to the system (Fig. 15). It was no-
ticeable that when the position signal of the normal motor
started to rapidly decrease, the model compensated for by
friction adapted to the new circumstances. The value of
the load added after 2 s was 42.
4. Results and Discussion
4.1 Final model
Finally, bilateral haptic control was realized (Fig. 16).
The model of the two force cells on the real-life device
was added to the system by applying the same logic as
used on the real. Each model of the motor was extended
by a left- and right-force block.
In terms of bilateral control, the difference between
the force blocks of each joystick was compared, which
was also the input of the force controller of the master
arm. Subsequently, the position of the master arm was
compared to that of the slave arm, which was the input of
the position controller of the slave arm (Fig. 16). It would
be illogical to apply the same parameters to the position
controller as to the one that accounts for compensation
because without the component of compensation the fric-
tion force would prevent the proper position from being
reached (Fig. 17).
Nevertheless, if an individually tuned proportional–
integral–derivative (PID) controller is connected to the
component responsible for position control of the system,
the signal that results would be visible (Fig. 18). In this
case, the input signal was applied to the right force cell
of the master arm in a shape as is shown in Fig. 19.
It is impossible to eliminate the entire effects of fric-
tion and inertia on the mechanical construction, but they
can be reduced significantly. The magnitude of the fric-
tion force exceeded the limit suitable for a smooth, com-
fortable operation. Compensation aims to make the sys-
tem behave like an ideal model subject to a minimal level
of friction. Due to the compensation, the operator can
move the master joystick with ease.
Over a series of experiments, classical and sliding
mode-based model reference adaptive control methods
were compared. The applications of these methods with
regard to compensation for friction are published in
[11, 12].
It is crucial to identify an optimal adaptation parame-
ter which facilitates rapid adaptation but avoids overcom-
pensation. In the event of overcompensation, the joystick
moves randomly even in the absence of reference torque
because of the measurement noise. As the size of the
adaptation parameter increases, adaptation occurs more
rapidly, however, the likelihood of random movements
rises.
5. Conclusion
An experimental telemanipulation system was presented
in this paper. The master device was a serial linked lever-
type haptic interface with force feedback. Even though it
is impossible to eliminate the entire effects of friction and
inertia on the mechanical construction, a reference model
that accounts for minor levels of friction was designed.
The system was forced to follow the reference model. In
other words, the original dynamics of the master device
were replaced by a virtual version which ensures a com-
fortable degree of manipulation for the operator.
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SIMULATION OF A BALANCED LOW-VOLTAGE ELECTRICAL GRID US-
ING A SIMPLIFIED NETWORK MODEL
MÁRTON GREBER *1 AND ATTILA FODOR1
1Department of Electrical Engineering and Information Systems, Faculty of Information Technology,
University of Pannonia, Egyetem u. 10., Veszprém, H-8200, HUNGARY
A simulation method for low-voltage balanced distribution networks is proposed in this article. The novel method of node
powers is based on the general calculation technique of node voltages. By researching only balanced networks, single-
phase equivalents of the three-phase system are applicable. For the description of power lines, various parameters and
matrices are available. In this work a simplified model is applied by using a purely resistive one. The active power results
are solved through an iterative process. A main accomplishment is that the number of iterations needed is independent of
the size of the network, and the process rapidly converges. Validation of the method is performed on the IEEE European
Low-Voltage Test Feeder network. The simulation results confirm the achievements described in this paper.
Keywords: low-voltage distribution system, grid simulation, smart grid, method of node voltages,
IEEE European Low-Voltage Test Feeder
1. Introduction
In recent years a lot of research has been conducted and
progress made in the field of smart grid applications.
Therefore, the demand for cloud-based systems with in-
tegrated simulation capabilities has increased. The calcu-
lation of the voltages, currents and powers of the compo-
nents of the electrical (smart) grid is not easily achieved.
This has resulted in the development of custom calcula-
tion methods which have the benefit of being fine-tuned
for a particular application.
One of the fundamental network calculation methods
- in a general sense - is the node voltages method. From
a mathematical perspective, this method is based on solv-
ing a system of linear equations. As a result, this method
can be implemented through various frameworks. One
proposed solution revolves around using an open source
discrete event simulator called OMNeT++ [1]. The mod-
els for electrical components need to be constructeda and
the simulation is conducted via message handling. An-
other approach used Coloured Petri nets to model elec-
trical networks [2]. A network model needs to be con-
structed for the simulation, which consists of a propaga-
tion process. A solution is presented for basic network
types, while complex ones are calculated through decom-
position. Both of these methods offer solutions but the
method of node voltages regards currents as an input.
The more common approach to calculations of dis-
tribution systems calculation is via the method of power
*Correspondence: greber.marton@virt.uni-pannon.hu
flow. This uses complex numbers to distinguish between
active and reactive power. For the given nodes, both ac-
tive and reactive power, voltage and phase angle are re-
quired to formulate the solution [3]. This poses a non-
linear problem, furthermore, the system of equations con-
sists of real and imaginary subsets. Over the years, sev-
eral pieces of research have dealt with this subject and the
method known as DC power flow developed. By restrict-
ing the parameters the calculation was simplified, namely
the voltage angles as well as generated and consumed ac-
tive powers. This method assumes small differences in
voltage angle and lossless lines [4]. The biggest down-
side of the method is that it cannot be used to calculate
line losses because of the assumptions, although efforts
are being made to overcome this obstacle [5].
By taking into account the extent of a given power
system, different parameters of the power line model be-
come dominant [6]. In low-voltage systems the distance
between adjacent nodes is smaller than in high-voltage
systems. By using this information a new set of restric-
tions is proposed, inspired by the DC power flow. It can
be regarded as a complementary method since the line re-
actances are neglected. Utilising a resistive transmission
line model offers the possibility to calculate distribution
losses. This method has been developed from the method
of node voltages.
In this article the issues of harmonic currents [7] and
unbalanced networks [8] are not examined, it is assumed
that the currents as well as voltages are sinusoidal and
the grid is balanced with balanced three-phase loads. The














Figure 1: Example network
neutral wire can be omitted by restricting the set of net-
works in balanced low-voltage systems. This enables the
application of a one-line equivalent circuit.
2. Method of node voltages
In distribution network calculations the main emphasis is
on power flow. That means the voltages and angles are
calculable when the generated and consumed powers are
given [9]. The known formula for calculating the active
power in a DC network is the following:
P = UI, (1)
but the observed systems operate on alternating currents,
hence the notion of AC power needs to be introduced
[10]. Since voltages and currents are time-varying quanti-
ties, these are expressed as complex numbers, namely U
and I . The complex power is calculated by multiplying
the conjugate of I by the voltage
S = U I
∗
. (2)
The phase angle of the complex power is defined by the
difference between the angles of voltage and current:
ϕ = arg(U)− arg(I). (3)
By observing the real and imaginary parts of the com-
plex number, the active (P ) and reactive powers (Q) are
obtained:
P = Re(S), Q = Im(S). (4)
A known method for the analysis of electrical net-
works is the method of node voltages. The component
values, e.g. the sources of resistance, voltage and current
are given, the unknown variables are the node voltages.
The calculation steps are best explained through an ex-
ample network as shown in Fig. 1.
One key component of the process is the definition
of a directed graph for the example network shown in









Figure 2: The reference directed graph
By using the graph in addition to Kirchoff’s first law, the
nodal equations can be written in the following form: I1 − I2 − I7 = 0I2 − I3 + I4 + I5 = 0
I7 − I5 + I6 = 0
(5)
After that, Ohm’s law is used to express the edge currents
with regard to the nodal voltages:
I1 = −G1(φ1 − Uv1)
I2 = G2(φ1 − φ2)
I3 = G3φ2
I4 = Ia4
I5 = G5(φ3 − φ2)
I6 = −G6(φ3 + Uv6)
I7 = G7(φ1 + Uv7 − φ3)
(6)
where the conductance of the arm of the network is de-
noted by G. If these steps are followed, the system of
equations must be rearranged. The final form can be ob-
tained by substituting the currents into Eq. (5) and rear-
ranging it to determine the nodal voltages [11]:
φ = G−1e Ie (7)
The notation represents the dimensions of the elements it
contains: the node voltage vector is obviously denoted by
φ, the nodal admittance matrix by Ge and the excitation
vector by Ie. At first sight, this equation does not account
for the voltage sources in the branches. Since these ele-
ments can be described in terms of current dimensions,





2.1 The generalized nodal equations
The above-mentioned method describes the working
principle of the technique, but it is not suitable for algo-
rithmic applications. A generalized approach is needed.
One has to define column vectors for the voltage sources:
U>v =
[
uv1 uv2 . . . uvn
]
, (9)
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y1 y2 . . . yn
]
, (11)
where Y refers to the complex conductance known as the
admittance. Each scalar of the vectors contains the afore-
mentioned properties of a particular edge. For the repre-
sentation of the graph, an incidence matrix (A) is used
of (m − 1) × n dimensions, and describes connections
between nodes and edges:
ai,j =
 0, if j is not connected to i1, if j is pointing away from i−1, if j is pointing towards i , (12)
where i = 1, 2, . . . ,m − 1 represents the nodes of the
graph and j = 1, 2, . . . , n denotes the edge index set.
As with the direction of the graph, the reference of A is
also arbitrary, it is only manifested when multiplied by
(−1). These matrices can be constructed algorithmically
and facilitate the use of the following equation [12]:
φ = Y −1A A
(




YA = A diag(Y )A
>. (14)
A method which can be used to compute node voltages by
defining a graph represented by the incidence matrix that
includes the electrical properties of the edges is proposed
as a result.
3. Network model
In order to reduce the amount of computational power
that is needed for simulations, a simplified network model
is used. The feeder points of low-voltage grids are trans-
former substations which convert forward the desired
power from the medium voltage side into the base volt-
age, therefore, can be represented as voltage sources.
Power flows from the feeder points to the customers via
transmission lines. Compared to medium- or high-voltage
lines, the length between consecutive nodes is smaller. As
a result, these can be modelled as series resistances. Cus-
tomers are represented as current sources with consumer
references of course.
The computationally demanding part of the method
of node voltages is to invert YA. In the case of complex
analyses, the system of equations is separated into real
and imaginary parts. Through one iteration cycle, two in-
verse calculations are needed. If voltages and currents are
calculated as root mean square (RMS) values, the simu-
lation method only requires real numbers. Therefore, the







Figure 3: Low-voltage distribution system
3.1 Topology verification
In the structure of a low-voltage distribution network,
some rules are noticeable. The transmission line forms
a power rail to which the consumers can connect, as is
shown in Fig. 3. These mainly consist of households with
single-phase connections, i.e. one phase and the neutral
wire are used [13].
The method of node voltages can be applied to gen-
eral circuits, on the other hand, the proposed method
of node powers can be applied to distribution networks.
These form a tighter set, therefore, the topology needs to
be checked to ensure it works properly.
If a network contains m nodes, m node equations can
be obtained. On the other hand, only m− 1 equations are
linearly independent. Therefore, one node can be omitted,
namely the 0 V node is omitted in the proposed methods.
If an edge is connected to this point, it will have a non-
zero column sum. If it is not connected to this point, it
will have a column sum of zero. Using this, the criteria for
the validation of topology can be formulated. The column
sum for an arbitrary edge containing a current source in
A cannot be equal to zero:
∀iaj 6= 0, j ∈ {1, . . . , n} →
m−1∑
i=1
ai,j 6= 0. (15)
Similarly, the column sum for an arbitrary edge contain-
ing a voltage source inA cannot be equal to zero:
∀uvj 6= 0, j ∈ {1, . . . , n} →
m−1∑
i=1
ai,j 6= 0. (16)
In the case of an edge that possesses admittance, the col-
umn sum inA must be zero:
∀yj 6= 0, j ∈ {1, . . . , n} →
m−1∑
i=1
ai,j = 0. (17)
In Algorithm 1, a pseudo code is shown that implements
the above-mentioned criteria. It returns a Boolean value
and is only true if the network topology is appropriate.
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Algorithm 1 Topology verification
INPUT:A, Y , Ia, Uv
OUTPUT: IsValidTopology
1: IsValidTopology= 1
2: n = NumberOfColumns(A)
3: for i = 1 to n do
4: s = 0
5: if Ia(i) != 0 then
6: s = sum(A(:, i))




11: if Uv(i) != 0 then
12: s = sum(A(:, i))




17: if Y (i) != 0 then
18: s = sum(A(:, i))





4. Method of node powers
Since the simulated households are single-phase con-
sumers, the corresponding active power can be calculated
as follows:
P = U I cos(ϕ). (18)
Let us define the power factor (PF ) and current-source
active power (Pa) vectors for further matrix calculations.
Single elements in both of these describe properties with
regard to a single edge.
PF> =
[





pa1 pa2 . . . pan
]
. (20)
Voltage can be expressed as the electric potential differ-
ence between two points. If the incidence matrix rep-
resents node-edge relations, transposing it will describe
edge-node relations. Multiplying it with the node volt-
ages column vector will result in edge voltages:
U = A>φ. (21)
By determining these notations and definitions, the basic




diag(Y ) Uv − Ia
)
Pa = diag(PF )diag(A
>φ)Ia
, (22)
In the case of the method of node voltages, the node
voltages are calculated using the given current consump-
tion. However, in the case of the method of node powers,
the node voltages must be calculated with regard to the
consumption, given in terms of the active power. Eq. 22
opens up the possibility of finding a solution following a
trial and error procedure.
In other words, if only one current source in this sys-
tem of equations is changed, all the node voltages will
also be changed. Let us consider the case where the cur-
rent of one particular customer is changed until its active
power becomes equal to its actual value. Nonetheless, if a
second consumer is to be set in the same fashion, the first
one will be ruined. Through positive changes in current to
the second source, a net drop in voltage will occur. Since
power is the product of current and voltage, the current
was untouched so the active power will be less. There-
fore, it is also clear that if the second current source is
decreased, the active power of the first source will exceed
its actual value.
4.1 Constant iteration current
In the aforementioned problem, the solution is acquired
through an iterative process to build up the unknown cur-
rents of the system gradually, instead of trying to deter-
mine them individually. It is necessary to choose a value
of the current for the iterations: Iiter. In the first step, ev-
ery element of the current vector is zero, however, if an
edge contains a consumer, its value will be set as the iter-
ation current. The problem, namely that by changing one
current, all the node voltages will also change, still ex-
ists. However, if the iteration current is sufficiently small,
the ability to build up the parameters from the ground is






This can be calculated for all consumer edges per itera-
tion and provides information about how similar the sim-
ulated active power is to its desired value. It is obvious
that the edge with the smallest dPP requires the highest
degree of correction, therefore, it is incremented by Iiter.
Consequently, in every iteration the branch with the min-
imum dPP needs to be identified, using a simple mini-
mum search. After appropriate incrementation, the node
voltages must be calculated in order to determine the new
values of power. This procedure can be observed in Al-
gorithm 2.
In an ideal case, the algorithm converges into the de-
sired power vector and the following expression will be
true:
∀i ∈ {1, . . . , k} → dPPi = 1, (24)
where k denotes the number of consumers in the grid. It
is clear that the rate of convergence and the accuracy of
the algorithm are heavily influenced by Iiter. If this rate is
particularly small, the results will be precise (dPP = 1).
However, in this case the number of iteration cycles will
be enormous because the function described is analogous
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Algorithm 2 Constant iteration current
INPUT:A, Y , Pa, Uv, PF , Iiter, m, n
OUTPUT: φ, Ia
1: Ia = zeros(n, 1)
2: for i = 1 to n do
3: if Pa(i) != 0 then
4: Ia(i) = Iiter
5: end if
6: end for
7: φ = CalculateNodeVoltages(A,Y ,Uv, Ia)
8: P sima = diag(diag(A
> · φ) · Ia) · PF
9: [dPP, index] = min(P sima /Pa)
10: while dPP < ε do
11: Ia(index) = Ia(index) + Iiter
12: φ = CalculateNodeVoltages(A,Y ,Uv, Ia)
13: P sima = diag(diag(A
> · φ) · Ia) · PF
14: [dPP, index] = min(P sima /Pa)
15: end while
to 1x . This can be observed by determining the actual






as the desired current will consist of portions of Iiter on
every edge. According to how the desired current is di-
vided by the iteration current, overshoots are possible.
Therefore, a value of ε is needed in order to secure a suit-
able exit condition for the loop.
Basically the blue plot represents a function similar
to f(x) = c mod x, where c denotes a given number. In
the case of the method described, c stands for a desired
load current and x represents possible iteration currents
used in the algorithm. According to how the desired cur-
rent is divided by the actual iteration current, false values
can be calculated. The periodic increase in the error is a
property of the modulo operation, since the remainder in-
creases until an integer multiple of x is identified. Then
the error is equal to zero but begins to increase again.
The red line represents the number of iterations needed
to converge into a final solution. If x << c, the maximum
"overshoot" by the modulo operator is relatively small,
on the other hand, if x < c, more significant errors can
occur. It is clear that in the first case many more iterations
are necessary than in the second. Since c cannot be deter-
mined beforehand, unnecessarily large errors can occur
which represents the weakness of the algorithm.
It is clear that a compromise must be made between
the run-time and precision, as illustrated in Fig. 4.
4.2 Dynamic iteration current
To fix the weaknesses of the algorithm elaborated on in
the previous chapter, an advanced version was developed.
The first aspect, in which there is room for improvement,
is to obtain reasonable initial values of Ia. The process

































Figure 4: Minimum error - number of iterations
does not have to originate from Iai = 0, consequently, a
considerable amount of cycles can be skipped. In distri-
bution networks the deviation from the nominal voltage
(Un) is always regulated by standards, for example, in
Hungary it is approximately ±7.5%. Using this restric-
tion, a general estimation can be made for the nodes. The
following min() and max() operators relate to the val-
ues of the given function. The possible interval between








where D is the aforementioned deviation value. This
means overestimating the voltage results in the minimum
value of the current. Setting the starting values of the cur-
rents according to the minimum approximation is ade-
quate. To calculate the maximal remaining error, the min-
imum value of dPPi needs to be calculated:
dPPi =
Un(1−D) paiUn cos(ϕi) cos(ϕi)
pai
= 1−D. (27)
The logic behind this equation is as follows: the fraction
in the numerator is the minimum current estimation the
Un(1−D), on the other hand, is the worst case scenario
in terms of the voltage. The deviation is defined by D,
so under no circumstances can the voltage drop below
Un(1 − D), once the initial value has been set. Because
D is small, this approach alone solves a huge part of the
problem, since by taking the Hungarian voltage levels as
an example, a dPP value greater or equal to 0.925 is
achieved!
Since the initial value problem has been solved, the
remaining iterations can also be improved by taking the
aforementioned method one step further. In order to take
the absolute error in the active power into account, the
following variable is introduced:
dP = Pa − P sima . (28)
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which can also be formulated using the relative error:
dP = Pa(1− dPP ). (29)
Since the whole algorithm is founded on an iterative
method, it would be suitable to use the minimum estima-
tion process of the worst-case scenario in the following
iterations. The idea in theory, however, is similar to the
power value that is being approximated changes. Only
the remaining error component needs to be recalculated.
Therefore, the approximation will take the given dPi into
consideration instead of the whole pai. Un can still be
used for this, but is not ideal. Once the initial values are
set, a node voltage calculation is performed, thus the new
node voltages can be used. As a result, the new values
must be used as the upper limit of the voltage. Finally,
the current generated for a particular consumer can be
















+ . . .
)
, (30)
where j = 1, 2, . . . denotes the number of iterations. If
j → ∞, the simulated values approach the desired ac-
tive powers. In theory this would mean that an infinite
number of iterations would be necessary. The maximum
error or minimum dPP can be calculated as shown before
not only for the initial values but also for the upcoming
iteration currents. Since in every consequent cycle the ab-
solute error from the previous cycle is corrected, the re-
maining dP will be corrected by a minimum dPP equal
to (1−D). Since the fitted values are multiplied, the min-
imum value of the j-th iteration can be calculated as fol-
lows:
dPPmin = 1−Dj . (31)
The process of the method of dynamic node pow-
ers is shown in Algorithm 3. In the literature review, the
Algorithm 3 Dynamic iteration current
INPUT: Un,A, Y , Pa, Uv, PF
OUTPUT: φ, Ia
1: φ = ones(m, 1) · Un
2: Ia = Pa/
(
(A> · φ) · PF
)
, if 00 : Iai → 0
3: φ = CalculateNodeVoltages(A,Y ,Uv, Ia)
4: P sima = diag(diag(A
> · φ) · Ia) · PF
5: dPP = min(P sima /Pa)
6: while dPP < ε do
7: Iiter = (Pa − P sima )/(U · PF ), if 00 : Iai → 0
8: Ia = Ia + Iiter
9: φ = CalculateNodeVoltages(A,Y ,Uv, Ia)
10: P sima = diag(diag(A
> · φ) · Ia) · PF
11: dPP = min(P sima /Pa)
12: end while
Newton-Raphson method was examined in more detail
which uses the mismatch in power by incorporating the
Jacobian matrix in order to achieve convergence. The pro-
posed error recalculation method was developed whilst
taking that process into consideration. Another possible
solution to the calculation of powers could be an algo-
rithm, in which the total power is recalculated rather than
the power mismatch. The explicit expression for conver-
gence was determined first, and the total power recalcu-
lation method did not suggest better results.
Although through simulation and observation, it was
noted that both require the same amount of iterations. Us-
ing the Monte Carlo method, a large number of random
networks were created in order to monitor the run-time.
Results showed the presence of slight deviations with
regard to each other. Nevertheless, the two methods re-
quire almost the same amount of computational time, as








































Whole power recalculation algorithm






Figure 5: Monte Carlo simulation
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Figure 6: The topology of the test network
5. Simulation results
In order to verify the proposed method properly, a ref-
erence network with available simulation data was re-
quired. For verification purposes the IEEE European
Low-Voltage Test Feeder network [14] was used. The
simulation process consisted of the implementation of the
stated algorithm and importation of network data using
MATLAB. The topology of the test grid is shown in Fig.
6.
Some of the important network parameters are the fol-
lowing: it consists of 906 nodes which are connected by
927 edges that supply 55 single-phase consumers. Previ-
ous runs have shown that approximately 2 iterations are
sufficient for engineering purposes. For the sake of accu-
racy, a limit was set for dPP , therefore ε is still shown in
Algorithm 3.
The minimum estimations of dPP predicted that the
error should rapidly converge to zero. The simulation ver-
ified this statement, the rapid decrease in the absolute er-
ror can be seen in Tables 1 - 3. It can be clearly observed
that in the case of a network of such a size, the maximum
voltage difference can be maintained under 10 mV (Table
4).
The results of the simulation can be seen in Fig. 7
which represents the bus voltages of a single phase. Note
that the y axis is divided into increments of 50 mV.
Table 1: Convergence of dP in Phase ‘A’




Table 2: Convergence of dP in Phase ‘B’




Table 3: Convergence of dP in Phase ‘C’




Table 4: Maximum voltage differences
Phase ‘A’ Phase ‘B’ Phase ‘C’
0.056859 V 0.036058 V 0.023649 V
Since the active power values are reached with an ex-
cellent degree of precision, one would expect that the
voltage differences would be smaller. However, this ef-
fect does not originate from the algorithm, rather from
the simplified network model. This facilitates the possi-
bility of achieving small simulation times. Since the in-
troduction of the method of dynamic iteration currents,
the number of iterations is independent of the size of the
network. The computationally heavy component is the
calculation of the inverse of YA. The topology of the net-
work remains unchanged during the iterations. Therefore,
the steady state simulation of a three-phase network re-
quires, independen of the network size, only three matrix
inversions. The duration of the simulation of this network
was 2.29 s at a particular instant.




















Figure 7: Simulation results for phase ‘A’
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6. Conclusion
A novel simulation method for low-voltage distribution
networks is proposed in this paper. The existing method
of node voltages is further developed in order to handle
active power calculations in low-voltage grids. These sys-
tems consist of a unique topology to which the process
was fitted. The verification criteria for the network struc-
ture was formulated. A solution was proposed in which
the number of iterations is independent of the size of the
network and the simulation error decreases exponentially.
The method was tested and verified on the IEEE Euro-
pean Low-Voltage Test Feeder network. This confirmed
the statements about the algorithm. Insignificant errors
appeared in the test results but these were the effect of
the simplified network model.
In the future, the algorithm could be improved to han-
dle unbalanced distribution networks. With the aid of
appropriate modifications, distributed generation could
be taken into consideration that accounts for not only
power consumption but also generation. The algorithm
can serve as a foundation of network diagnostics by us-
ing it to detect faults as well as technical or non-technical
losses.
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YA Nodal admittance matrix
m Number of nodes
n Number of edges
cos(ϕ) Power factor
PF Power factor vector
Pa Current-source active-power vector
U Branch voltage vector
dPP Delta power percentage
Iiter Iteration current
dP Delta power
D Voltage level deviation






ε Threshold value for iteration
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The first step with regard to a simple model of a Photovoltaic Power Plant is developed in this paper based on astronomical
and engineering principles. A solar irradiance model is presented in this paper that can be used to forecast the solar
energy a surface on Earth is exposed to. The obtained model is verified against engineering expectations. The developed
model can serve as a basis for forecasting the power of solar energy.
Keywords: solar irradiance, modeling, solar geometry, inclined surface
1. Introduction
As sustainable development is becoming highly impor-
tant all over the world, the power production forecast
of Photovoltaic Power Plants (PVPPs) is becoming ever
more necessary. The Sun is the greatest potential en-
ergy source available. The thermal energy it emits can be
transformed into electrical energy, or its irradiance can be
converted into electricity by solar panels. The amount of
energy produced by both of the solutions above is directly
dependent on the solar irradiance.
Several works have focused on the determination or
forecast of this energy and its dependence on the geomet-
rical parameters of the surface. A general model of the
angle of incidence of solar irradiance with regard to the
azimuth is derived in Ref. [1] that is used for both fixed
and tracking surfaces. In Ref. [2], a simple spectral model
is given that is applicable to inclined surfaces and clear
skies.
A very good comparative study was proposed in Refs.
[3] and [4] where different area-specific models were
analysed with regard to the optimal tilt angle. Unfor-
tunately, the Hungarian region is not covered by the
models used in this study. A semi-empirical method for
short-term (hourly) solar irradiance forecasting was pro-
posed in Ref. [5] founded on the widely used Ångström-
Prescott model.
The aim of this work is to propose a model that is
not only able to handle clear-sky conditions but clouds as
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well. The computational complexity of the model is also
a key factor which should be kept to a minimum.
The organization of this paper is as follows: Section
2 introduces the problem at hand and also presents the
motivation of the paper. Afterwards, the elementary as-
tronomical relationships are collected and the proposed
model is developed in Section 3. The mathematical model
is verified against basic engineering expectations in Sec-
tion 4. Finally, some concluding remarks are presented.
2. Problem statement
The produced energy forecast of the renewable energy
sources is one of the main problems of the Distributed
Energy Resource Management System. The operators of
the electrical grids need precise mathematical models of
renewable power plants, e.g. PVPPs, wind farms or hy-
droelectric power plants. The first step to develop a sim-
ple model of a PVPP is presented in this paper based on
first astronomical then engineering principles.
The energy production of a PVPP is a function of the
following:
• parameters of the PVPP,
• weather (cloud, temperature, wind),
• quality of the atmosphere (dust, relative humidity),
• activity of the Sun (11-year solar cycle).
The parameters of the PVPPs are the following:
• position,
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• orientation of the PV solar panels,
– tilt angle,
– azimuth angle,
• surface area (or the number of PV solar panels),
• nominal power of the PV solar panels,
• efficiency of the solar inverter.
By using the first four parameters, the solar energy can be
calculated by the developed solar irradiance model which
is presented in this paper.
3. Astronomical relationships -
Sun-Earth geometries
To estimate the solar irradiance from the Sun, some astro-
nomical (geometrical) calculations to define the position
of the Sun relative to the local horizontal surface need
to be conducted. Many different equations are found in
the literature to calculate the same parameter. The size of
these equations, in addition to the frequency of measure-
ments, vary significantly. In this section some equations
are compared.
3.1 Comparison of the available solar geome-
try models
Due to the elliptic orbit of the Earth around the Sun, some
parameters exist with a 1-year cycle. These parameters
can be calculated with different equations and the dif-
ference between values of these equations varies due to
discrepancies in the description of the method. The cal-
culations regard a year as consisting of 365 days. Most
of the results were obtained from Ref. [6] and references
therein.
Relative Sun-Earth distance
The first parameter is the reciprocal of the square of the
Sun-Earth distance during the year. The elliptic orbit of
the Earth causes this to change in value. This relative dis-




























































Figure 1: The calculated value of the reciprocal of the
square of the Sun-Earth distance (E0) using Eqs. 1 and
2
Eqs. 1 and 2 are from Refs. [6] and [7]. E0 denotes the
reciprocal of the square of the Sun-Earth distance, r0 rep-
resents the mean Sun-Earth distance (1 AU) and r stands
for the Sun-Earth distance on the dnth day of the year.
Values of E0 using various equations are shown in Fig. 1.
This change will change the solar constant too. The
solar constant, I0, yields the following solar irradiance
value (in W/m2) at the edge of the Earth’s atmosphere.
This constant value is 1367 W/m2 if the Earth is a dis-
tance of 1 AU (astronomical unit) from the Sun. This
value is greater at perihelion (minimum Sun-Earth dis-
tance ≈ 0.983 AU on 3 January) and less at aphelion
(maximum Sun-Earth distance ≈ 1.017 AU on 4 July).
Since the irradiance is proportional to the surface area,
which is inversely proportional to the square of the dis-
tance, the corrected solar irradiance can be calculated
from
In = I0E0. (3)
Solar declination
The declination of the Sun, δ, yields the latitude above
which the path of the Sun follows. Therefore, the zenith
angle is zero at local noon. This value can be calculated
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Figure 2: The calculated value of the declination of the


























The results of different equations that calculate the dec-
lination of the Sun are shown in Fig. 2. The Sun is
above the equator on 20/21 March (vernal equinox) and
22/23 September (autumnal equinox), moreover, the win-
ter solstice is on 21/22 December and the summer sol-
stice on 21/22 June. The difference between the equa-
tions in Fig. 2 is minimal. The maximum change in the
declination when calculated on a daily basis is less than
0.5° (|δ(dn+1)− δ(dn)|).
Equation of time
A solar day varies in length throughout the year. A day on
Earth is 24 hours long and is based on the rotation of the
Earth around its polar axis. A solar day is based on the
rotation of the Earth around its polar axis and on its mo-
tion around the Sun. The elliptic orbit of the Earth causes
a difference between the time of day and the solar time of
day (astronomical). This means that noon in local and as-
tronomical times (the Sun is in the southern hemisphere)
differ.












































Eq. 8 Eq. 9
Eq. 10 data series †
Figure 3: The values of the Equation of Time over a year































Eqs. 8 and 9 yield Et in radians and the constant 229.18






24 · 60 min
16 min (11)
Fig. 3 shows the results according to Eqs. 8–10 over a
whole year, together with astronomical data for the year
2018.
The largest difference was calculated by Eq. 10 when
compared with the other data.
3.2 Solar beam equations
Using the equations in Section 3.1, the position and an-
gles of the Sun at a local (geological) position can be cal-
culated with the GPS coordinates φlat and φlong.
Fig. 4 shows the path of the Sun and the angles of
the actual position of the Sun. The nomenclature is as
follows:
• α: solar altitude angle
• θz: solar zenith angle
• ψ: solar azimuth angle
Since the altitude (α) and zenith angles (θz) are comple-
mentary angles,
α+ θz = 90°, (12)
the local solar hour angle can be calculated from [6]
†http://www.ppowers.com/EoT.htm
47(1) pp. 57–63 (2019)

















Figure 4: The local position of the Sun with important
angles







where tUTC is the local time in time zone +0 in hours
and φlong is the local longitudinal position in degrees.
The cosine of the solar zenith angle can be calculated
by using the solar declination, local latitudinal position
and solar hour angle. According to Eq. 12,
cos(θz) = sin(δ) sin(φlat)+
+ cos(δ) cos(φlat) cos(h), (14)
and
cos(θz) = sin(α), (15)











3.3 Global solar irradiance
The solar irradiance can be calculated in a simple form:
I = Inq
Tmz sin(α), (18)
where q denotes the clear sky transmissivity through a
thickness of one atmosphere, Tm represents the Linke tur-
bidity factor of the air and z stands for the relative path
length of the solar beam through the atmosphere. Parame-
ter q is a constant with a value of 0.93 (when the sky is dry
and clear and the zenith angle is equal to zero). The value
of Tm determines how many clear atmospheres should be
stacked to achieve the actual spectral transmittance. This
value depends on the amount of water vapor, dust, smog,
etc. In the EU, Tm is between 1.8 and 4. The suggested





where latm denotes the path length of the solar beam
through the atmosphere, rEarth represents the mean ra-
dius of the Earth’s surface and REarth stands for the
radius of the Earth when the atmosphere is included
(REarth− rEarth is the thickness of the atmosphere). The
value of latm depends on the solar altitude and can be
calculated using the law of cosines which yields
l2atm−2 rEarth latm cos(α+ 90°)+
+ (r2Earth −R2Earth) = 0. (20)
The correct value of latm is the positive root of Eq. 20.
Eq. 18 yields the solar irradiance under ideal condi-
tions. However, aerosols in the atmosphere cause diffuse
scattering and absorb a proportion of the solar irradiance.
Furthermore, clouds also have an effect on the irradiance.
Some models divide the global solar irradiance into two
parts:
• Direct solar irradiance
• Diffuse solar irradiance
Irradiance on a horizontal surface
Various models exist to calculate the global solar irradi-










where In denotes the corrected solar constant, N rep-
resents the cloudy parameter between 0 and 1 (0 when
clear, 1 when overcast). a is a local correction value (a
negative constant in W/m2, and b1 as well as b2 are lo-
cally constant in terms of the cloud correction.
This Hungarian model [8] takes the cloud cover into
consideration but not the transparency of the atmosphere
(q, Tm and latm). A German model [9] accounts for at-
mospheric conditions. Equation
G = In sin(α)Ad e
−BdTmz(1− adN bd) (22)
shows the global solar irradiance and equation
S = In sin(α)Ad q
Tmz(1−N bd) (23)
presents the direct solar irradiance formula. The param-
eters ad, bd, Ad and Bd are place-dependent values. A
typical parameter set is ad = 0.72, bd = 3.2, Ad = 0.7
and Bd = 0.027. The diffuse solar irradiance can be cal-
culated by a simple subtraction.
D = G− S (24)
The calculated global solar irradiance is shown in Fig.
5 over a year with weekly resolutions during clear sky
conditions in Veszprém, Hungary. The red curve tracks
the maximum values of the astronomical noons on each
curve (analemma curve). This curve shows the effect of
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Figure 5: Calculated global solar irradiance on a horizon-
tal surface over the year in Veszprém according to weekly
resolutions and the analemma curve (astronomical noon
times)
the Et, the duration of which is approximately 11 hours
because the longitudinal position of Veszprém is 17.9°
and this causes a delay of about 1 hour (the local time
zone is +1).
Fig. 5 clearly illustrates the difference in irradiance
between the winter and summer periods.
Irradiance on the slope
For the sake of simplicity the Cartesian coordinate sys-
tem is used, the axes of which are S (South), W (West)
and Z (Zenith). The azimuth angle ψ in the direction S-
W-N-E-S and the altitude of the Sun α have been calcu-
lated, so the normed vector that points towards the Sun
is
−→
OS = [cos(α) cos(ψ), cos(α) sin(ψ), sin(α)]>. If
the surface Σ exhibits an angle of inclination of β to
the horizon and an orientation of γ, which defines γ as
negative, positive or zero if and only if the surface faces
SE, SW or S, respectively, then the normed vector of
the surface (contained within the same half-space as the
Sun) is −→n and exhibits the altitude ν = 90o − β so
−→n = [cos(ν) cos(γ), cos(ν) sin(γ), sin(ν)]>. The an-
gle between
−→
OS and −→n is
θsurf = arccos
(
cos(α) cos(ψ) cos(ν) cos(γ)+















OS and−→n are normed. So
−→
OS meets Σ at the angle
αsurf = 90
o − θsurf .
Eq. 23 yields the direct solar irradiance on a horizon-













Figure 6: The angle of the solar beam and the zenith angle
between the surface and the slope β and orientation γ
angle on the slope is αsurf . To calculate the corrected di-





must be used. Calculation of the diffuse solar irradiance is
far from trivial. If the diffuse solar irradiance is consistent





can be used to estimate the value of the irradiance. The
global solar irradiance of the slope is the sum of the direct
and diffuse solar irradiances:
Gsurf = Ssurf +Dsurf . (28)
4. Model verification
The aim of this section is to verify the solar irradiance
model proposed in the previous section against basic en-
gineering expectations. Figs. 7 and 8 show the results of
the implemented model on 1 March (dn = 60) and 1 July
(dn = 121) and the geographical position of Veszprém,
Hungary. Both figures present the value of the solar ir-
radiance for various orientations as well as the tilt and
azimuth angles.












Horizontal β = 10°; γ = 0°
β = 30°; γ = 0° β = 45°; γ = 0°
β = 30°; γ = −45°
Figure 7: Calculated global solar irradiance on sloping ter-
rain of various orientations on 1 March in Veszprém, Hun-
gary
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Horizontal β = 10°; γ = 0°
β = 30°; γ = 0° β = 45°; γ = 0°
β = 30°; γ = −45°
Figure 8: Calculated global solar irradiance on sloping ter-
rain of various orientations on 1 July in Veszprém, Hun-
gary
Irradiance on a horizontal surface is denoted by a blue
solid line. The other curves show the value of the solar
power with a non-zero tilt angle: 10° (magenta dotted
line), 30° (orange dashed line with an azimuth angle of
zero, purple dashed dotted line with an azimuth angle of
−45° (South-East)) and 45° (green dashed dotted line).
The peak values of the curves in Fig. 7 correlate with
the tilt angle (β). As the tilt angle increases, so does the
irradiance when the azimuth angle is constant (γ = 0°).
As the azimuth angle changes towards the southeast, the
peak of the curve shifts towards the sunrise.
The effect of the tilt angle is somewhat different in
Fig. 8. On 1 July, the absolute peak can be observed for
cases β = 10° and β = 30° but the irradiance for the
whole day is higher if the tilt angle is smaller. This ef-
fect is caused by the angle of the solar altitude (smaller
zenith angle). If the tilt angle is greater than the minimum
horizontal zenith angle, the solar irradiance will decrease
on the slope. On 1 March the maximum angle of the so-
lar altitude did not reach 45°. In other words, a greater tilt
angle generates more power on sloping terrain. The effect
of the azimuth angle can be seen in Fig. 7.
5. Conclusions
A solar irradiance model is presented in this work that
can be used for forecasting the solar energy absorbed by
an inclined surface, e.g. a PVPP. The developed model is
preliminary in nature and serves as a basis for further de-
velopments, e.g. forecasting the power of the solar energy
under cloudy conditions. The novel element of the model
is that the relative path length of the solar beam in the
atmosphere can be calculated more accurately. The cal-
culated irradiance an inclined surface is exposed to is an-
other novel element. The proposed model has been veri-
fied against engineering expectations and the results show
that it works well.
The next step will be the validation of the model us-
ing real measured parameters and meteorological data.
By extending the model with an electrical power module,
it will also be possible to forecast the amount of electrical
energy produced.
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Appendix: Nomenclature
Symbol Description Value/dimension
E0 Reciprocal of the relative Sun-Earth squared distance (r0/r)2
r0 Mean Sun-Earth distance (Astronomical Unit: [AU]) 1 AU
r Actual Sun-Earth distance in AU [AU]
dn The day of the year 1-365
I0 Solar constant 1367 W/m2
In Corrected solar constant I0E0
δ Sun’s declination ±23.5°
Et Equation of time ∼ ±15 min
tUTC The time in UTC 0-24
φlat Geographic latitude ±90°
φlong Geographic longitude ±180°
α The angle of the solar altitude 0°-90°
θz Solar zenith angle 90°− α
ψ Solar azimuth angle ± 180°
h The solar hour angle 0°-360°
q Clear sky transmissivity 0.93
Tm Linke turbidity factor 1.8-4 in Central EU
z Relative solar beam length in the atmosphere
latm Length of the path of the solar beam through the atmosphere [km]
REarth Median radius of the Earth including the atmosphere ∼ 6470 km
rEarth Median radius of the Earth from the ground ∼ 6370 km
G Global solar irradiance [W/m2]





D Diffuse solar irradiance [W/m2]
S Direct solar irradiance [W/m2]
β Angle above the surface from the horizontal position 0°–90°
γ Surface azimuth angle ±90°
θsurf The solar zenith angle on the surface 90°− αsurf
αsurf The angle of the solar altitude on the surface 0°-90°
Ssurf Direct solar irradiance on the surface [W/m2]
Dsurf Diffuse solar irradiance on the surface [W/m2]
Gsurf Global solar irradiance on the surface [W/m2]
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Power systems characterized by large, centralized generation sources and the typical flow of energy from the transmis-
sion grid to the distribution grid towards consumers are evolving. The increasing penetration of intermittent and distributed
renewable energy generation is forcing system operators to increase the volume of balancing capabilities and procure
flexibility services at the distribution grid level that must be supported by the aggregation of small-scale resources con-
nected at the distribution grid. This paper suggests an aggregator framework that provides services for both operators of
transmission and distribution systems while optimizes its portfolio to perform on wholesale energy trading markets too.
Overlaying phases of multi-period optimization runs are proposed that incorporate stochastic renewable energy gener-
ation as well as load forecasts and, moreover, the continuously changing business context while enabling cooperation
between optimization phases throughout the business process.
Keywords: generation aggregator, optimization, distributed energy resources, TSO-DSO coordina-
tion, smart grid
1. Introduction
Conventional power systems are characterized by large
generation sources that inject power into the transmission
grid, which is transported to distribution networks before
being delivered to the end users. Power flows one way
from the high-voltage transmission grid to the end user at
low-voltage networks. Centralized, dispatchable and pre-
dictable generation provides flexibility at the transmis-
sion level to the electricity system to balance generation
and demand.
The increasing amount of distributed and renewable
generation (from around 21% of total net electricity gen-
eration in 2010 to 44% in 2030 [1]) has transformed
generation into a more variable and intermittent source
of energy. Demand has become more active, emphasiz-
ing the engagement of consumers. Distributed genera-
tion (DG), demand response (DR) and storage facilities
will become important components of power systems in
the future. These resources are connected to low- and
medium-voltage networks, thus, making the distribution
grid a crucial element of the electricity sector.
The increasing penetration of intermittent generation
and distributed energy resources has already forced TSOs
(Transmission System Operator) to increase the volume
of balancing capabilities and start procuring services for
*Correspondence: balazsistvan08@protonmail.com
system balancing not only from the transmission grids
but also from distribution grids. An important concept
is flexibility, that is the modification of generation injec-
tion and/or consumption patterns in reaction to an exter-
nal signal (price signal or activation), in order to provide
a service within the energy system [2]. It is the active
management of an asset that can impact the balance of a
system or power flows to the grid on a short-term basis.
The proper management of available flexibility, both in
terms of generation and demand, can help to compensate
for the lack of certainty with regard to renewable sources.
On the other hand, DSOs (Distribution System Oper-
ator) have started to manage congestion actively in their
distribution grids and consider procurement of flexibility
services to redispatch the system at the distribution level.
As a result, the same flexibility resources could also be
potentially used for congestion management and voltage
control by the TSO and DSO [3]. Conflicts of interest
may arise between the TSO and DSO that must be man-
aged by suitable coordination schemes [4], but this also
provides an opportunity for players on the distribution
grids to offer flexibility capabilities to multiple customers
resulting in higher demand.
An aggregator, that is a new market agent, will play
a central role in collecting resources on the distribution
grid and involving them in markets that are unavailable
for them individually. USEF (Universal Smart Energy
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Framework) Foundation’s Aggregator Workstream ana-
lyzed the different topics related to the role of the ag-
gregator whilst paying particular attention to demand-
response aggregation as well as the relationship be-
tween an aggregator and the BRP (Balance Responsible
Party)/supplier. Seven different models to implement ag-
gregation were identified, and advantages as well as lim-
itations evaluated [5]. Flexibility resources were investi-
gated in detail and an information model set up by Smart-
Net D1.2 [6] that contains a mathematical description of
the dynamic behaviour of the resource, its constraints in
terms of flexibility provision, and a formulation of the
different components of costs needed to provide flexibil-
ity. The research project BestRES (Best practices and im-
plementation of innovative business models for Renew-
able Energies aggregators) [7] explored different ways in
which an aggregator can create value, and categorized
services that are provided into internal (own balancing)
as well as external reasons (wholesale, retail, reserve ca-
pacity mechanisms).
An aggregation function manages distributed energy
resources, the optimization of dispatch by taking into
consideration the states of a time-variant system is a core
capability. With regard to isolated microgrids, Olivares et
al. [8] proposes a stochastic-predictive control approach.
The uncertainty of an isolated grid for a single purpose
(generation and load balancing) is addressed, a two-stage
stochastic receding horizon approach is presented that
can be generalized to develop formulations for market-
connected multi-purpose optimization scenarios.
The objective of this study is to develop a framework
for an aggregator that implements the aggregator role of
heterogeneous distributed energy resource management,
complies with the typical electricity market model, fol-
lows its business processes, and operates in both whole-
sale energy and electricity balancing markets.
The present paper provides novelties in terms of ag-
gregator roles. It is based on a centralized approach where
a new market agent, the aggregator, manages the flexi-
bilities of a portfolio and offers services to TSO, DSO
and external BRPs. In addition, it participates in whole-
sale energy trading activities and co-optimizes resource
portfolios for both energy trading as well as flexibility
services. The building blocks of such an aggregator have
been determined: 3 phases of an overlaying optimization
process are recommended, optimization requirements are
defined and input/output parameters determined to enable
cooperation between optimization phases throughout the
business process.
Section 1 introduced challenges that concern the en-
ergy sector, defined a problem statement and presented
current research as well as implementations. Section 2
describes the architecture of an aggregator extending the
virtual power plant concept with heterogeneous resources
of flexibility and the optimization module. Differences
between typical aggregator definitions and functions pro-
posed in this paper are highlighted. An architecture is
planned where optimization is separated from the gen-
erator control module as it has to solve a much more
complex problem than regular, built-in dispatch func-
tions face. The business context is presented that assumes
a complex optimization approach as introduced in Sec-
tion 3. Here optimization requirements are collected to
fulfil the objectives of previous sections and to optimize
process phases, data exchange between phases is deter-
mined.
2. Aggregator framework
The flexibility center (FC) is introduced in this paper as
an entity that implements the role of the aggregator. It is
a framework of tools and functions that enable the aggre-
gation of distributed, heterogeneous flexibility resources
and provide services in wholesale markets. Components
of the FC will be presented as well as its operating envi-
ronment in order to provide a framework for optimization
of heterogeneous energy resources.
2.1 Aggregator role
According to the definition derived from the Universal
Smart Energy Framework (USEF) [9], an aggregator is
responsible for acquiring flexibility from prosumers, ag-
gregating it into a portfolio, creating services that draw
on the accumulated flexibility, and offering these flexibil-
ity services to different markets that serve various mar-
ket players. In return, the aggregator receives the value it
creates on these markets and shares it with the prosumer
as an incentive to shift its load. In the definition above,
USEF only restricts the scope of the aggregator for pro-
sumers by limiting the activities of the aggregator with
regard to demand response aggregation. The EU Com-
mission proposal for the recast of the E-Directive [2] de-
fines the aggregator as a market participant that combines
multiple customer loads or generated electricity for sale,
purchase or auction in any organised energy market. In
this study the Commission’s definition is used that incor-
porates aggregation of all types of decentralized energy
resources.
The objective of the research is to identify optimiza-
tion use cases of an aggregator, so assumptions have to
be made to simplify the market environment the aggre-
gator operates in. To be able to ignore challenges con-
cerning the dissociation of energy supply / wholesale en-
ergy trading and flexibility activation, which is a signifi-
cant change to current market models, the FC implements
the role of the aggregator using an integrated aggregator
model [5]. Following the integrated model, the roles of
the supplier/trader and aggregator are combined into one
market party, both of which are part of the same balancing
group, contracted by the same BRP. Since compensation
for imbalances and the open supply position are unnec-
essary, portfolio optimization efforts rather than market
issues remain the primary focus.
Definitions and implementations of an aggregator, as
referenced in Section 1, outline a model aggregator as a
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service provider that responds to external requirements.
In this study, the role of the aggregator is extended to op-
erate on the wholesale energy markets as well, in coop-
eration with its BRP/energy trader. It is proposed that the
Flexibility Center should both fulfil external requests and
participate in energy trading to optimize economic gain.
2.2 Architecture
The proposed Flexibility Center contains individual mod-
ules that cooperate to implement the roles of aggregation.
The SCADA (Supervisory Control and Data Acquisi-
tion) system is responsible for data acquisition and con-
trol. It can be considered as a low-level interface to the
controlled resources. Standard building block.
The AGLC (Automatic Generator Loading Control)
module controls power levels concerning elements of the
portfolio using SCADA services based on the expected
optimized dispatch. Standard building block.
The forecast module provides forecasts with regard
to generation, consumption volumes and market prices.
Generation and consumption is forecast as a standard
function for any implementations that control intermit-
tent resources. However, price forecasting is an addi-
tional function required by the trading responsibility of
the Flexibility Center.
The proposed architecture of the aggregator defines
optimization as an individual module. According to the
proposed architecture, it has an extended responsibility,
enabling the Flexibility Center to control a diverse portfo-
lio of distributed resources and optimize their capacities
in order to both participate in wholesale energy markets
and fulfil external requests for flexibility activation.
2.3 Services offered and customers
The Flexibility Center provides services for its customers
in terms of aggregating the flexibility capabilities of dis-
tributed resources. In terms of the FC, the reason why a
customer requested flexibility is irrelevant. However, to
prepare high-quality services that meet the technical re-
quirements of the customer and are profitable for the FC,
a set of offered services has to be defined. Fig. 1 presents
connections between flexibility providers, the Flexibility
Center and customers. The Flexibility Center provides
services to potential customers:
Internal BRP: FC provides optimal dispatch of
the portfolio and trading recommendations to maximize
profit on the day-ahead and intraday energy markets. FC
can use the portfolio of its own balancing group to mini-
mize imbalance costs of providing such a service for the
balance responsible party (BRP) of the balancing group
near the delivery time.
TSO: TSO procures balancing reserves to ensure re-
sources for load-frequency control. FC can bid on both
balancing capacity and balancing the energy market by














































Figure 1: Flexibility Center services and operational con-
text
DSO: DSO’s will be empowered to actively purchase
local flexibility capabilities to mitigate voltage and grid
congestion problems due to the increasing penetration of
intermittent and distributed energy resources in the dis-
tribution system. FC can bid on future local flexibility
markets by offering services for congestion management
in the distribution network [9]. Voltage / reactive power
controls may also be a positive use case, but these are not
considered in this study.
External BRP: Similarly to the internal BRP service,
it is also economically worthwhile to balance an external
BRP portfolio [10].
2.4 Flexibility resources
Distributed generation refers to power generation facili-
ties connected to the distribution grid. It may consist of
predictable, dispatchable and intermittent generation. De-
mand response is defined as the changes in energy use
by end users (domestic and industrial) from their cur-
rent/normal consumption patterns in response to market
signals. Energy storage can be used to store an excess of
energy during high generation periods and transform it
back into electricity during periods of high demand or to
balance the power system. A non-dispatchable load is the
consumption of an end user that does not participate in
demand response programs.
3. Optimization phases
Markets, in which the FC operates, change over time dur-
ing the same delivery period. Information on the mar-
ket, assets of the portfolio, contractual commitments and
weather conditions all change over time and the FC op-
timization function has to reflect such changes. An opti-
mization approach is proposed that takes into considera-
tion the changing objectives and status of the optimiza-
tion phases.
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Figure 2: Examples of optimization phases and look-ahead windows
3 phases are identified that are built upon each other.
Each phase shares the same primary objective to maxi-
mize profit, but the objective function, set of variables,
parameters and constraints may differ as the time of de-
livery approaches and former calculations/forecasts be-
come reality. In order to prepare a consistent optimization
framework for the FC, optimization phases are identified
and descriptions provided.
Fig. 2 depicts an example of overlaying optimiza-
tion runs. Day-ahead planning is run once a day, intraday
planning is initiated every hour, and Generation and load
dispatch is executed every 5 minutes. Once initiated, all
optimization runs have to update optimization parameters
so they can provide progressively more precise results.
3.1 Requirements of optimization
Requirements of wholesale energy and flexibility acti-
vation call for a complex optimization approach. In this
paper, common optimization requirements are identified,
however, detailed formulations will be developed as part
of future research.
The Flexibility Center as an aggregator manages dis-
tributed resources that use the grid but does not oper-
ate the grid. It is not responsible for nor able to per-
form network monitoring and control, thus, the grid is
not modeled, rather an economic dispatch problem is
solved by FC optimization. Due to uncertainties concern-
ing consumption and intermittent renewable generation,
a stochastic optimization function has to manage multi-
ple, probability-weighted load and generation scenarios.
Energy storage, ramping and unit commitment consider-
ations require a multi-period planning horizon.
Objective functions are formulated to maximize profit
and optimization phases share execution results, but they
all solve a different optimization problem. Variables, pa-
rameters, cost functions and constraints must be aligned
accordingly.
Contractual commitments have no cancellation value,
these are obligatory constraints. Orders from contracted
customers (TSO, DSO, BRP) must be superposed to ful-
fil expectations and incorporated into the portfolio opti-
mization model.
3.2 Day-ahead planning
The goal of the day-ahead planning phase is to pro-
vide portfolio dispatch for schedule nominations contain-
ing make-or-buy recommendations based on market price
forecasts. Since this is performed on a daily basis, the
run time is not critical. Multi-stage stochastic unit com-
mitment and economic dispatch optimization are recom-
mended to mitigate generation and load uncertainties. Pe-
riods of 15 minutes in duration are necessary to meet the
requirements of the nomination process.
Input parameters for day-ahead planning are reserved
flexibility capacities, contractual commitments (e.g. re-
served capacities, commercial contracts), the state of the
system at the beginning of day D according to the pre-
vious intraday run, technical and price parameters with
regard to the assets of the portfolio, the generation fore-
cast of intermittent resources, the consumption forecast
of loads, and the day-ahead spot price forecast. The out-
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day 1 / day
96× 15 min
periods
ID 24 hours 24 / day
96× 15 min
periods
G&L 60−5 mins 12 / hour 12−1× 5 minperiods
put contains the power dispatch of the portfolio including
binary unit commitment decisions and day-ahead trading
recommendations.
Table 1 summarizes optimization intervals and the
duration of each phase. The results of day-ahead opti-
mization are inputted into schedule nominations and day-
ahead trading so a calendar day is covered but executed
according to nomination schedules from the middle of the
previous day.
3.3 Intraday operation
The primary objective of the intraday run is to determine
the system state at the end of the first hour which is then
used by generation and load dispatch as a target state
(19:00 according to the example in Fig. 2). It can also
be used to fine-tune day-ahead results and produce inputs
for intraday trading and schedule modifications.
Intraday optimization takes into consideration unit
commitment decisions, nominated day-ahead as well
as intraday schedules, reserved capacities, more precise
weather as well as price forecasts, portfolio parame-
ters and the current state of the system provided by the
SCADA module, price parameters of the assets from the
portfolio, and activation orders from customers. It is ex-
ecuted hourly by applying a 24-hour look-ahead win-
dow. The run-time is critical and the unit commitment is
not revised, but probability-weighted generation and load
scenarios still need to be generated for stochastic opti-
mization. Multi-period stochastic optimization is recom-
mended. The duration of periods is 15 minutes to support
intraday trading.
3.4 Direct generation and load dispatch
Intraday optimization performs a 24-hour run and deter-
mines a target system state for a direct generation and
load dispatch run to calculate optimized dispatch for the
Automatic Generator Loading Control module. Here the
optimization interval is 1 hour and the duration of calcu-
lations is 5 minutes. The result of the first period is used
by the AGLC to directly control the assets of the portfo-
lio.
The initial parameter set is the actual system state pro-
vided by the SCADA module, the target state is deter-
mined by the intraday run. It also follows the shrinking
horizon model by being executed every 5 minutes and
performing calculations up until the hourly target. Results
must be sent to AGLC to control assets since the run-time
is extremely critical. A deterministic optimization linear
programming formulation is proposed.
4. Conclusion
In this paper, an aggregator framework was presented that
aims to manage distributed energy resources, provide ser-
vices for system operators, support BRPs to minimize im-
balances in the balancing group, and determine energy
trading volumes in day-ahead and intraday markets. 3
phases of overlaying process optimization were recom-
mended in line with a regular marketing process.
A. Appendix: Acronyms
Abbr. Description
AGLC Automatic Generator Loading Control
BRP Balance Responsible Party
BSP Balancing Service Provider
DG Distributed Generation
DR Demand Response
DSO Distribution System Operator
FC Flexibility Center
SCADA Supervisory Control and Data Acquisition
TSO Transmission System Operator
B. Appendix: Definitions
Balancing Group: a group of market participants
(consumers, producers, traders) who optimize costs by
netting deviations (imbalances) and reduce overall devi-
ations between the projected and reported electricity us-
age.
Balance Responsible Party: a chosen representative
of a balancing group who is responsible for the imbalance
of the group.
Balancing Service Provider: a market participant
providing balancing services to the TSO.
Balancing Services: (1) balancing energy is energy
used by TSO to perform balancing and (2) balancing
capacity, namely a volume of capacity that a BSP has
agreed to hold to and in respect of to which the BSP has
agreed to submit bids for a corresponding volume of bal-
ancing energy to the TSO.
Balancing: balancing encompasses all actions and
processes through which TSO ensures the system fre-
quency is within a predefined stability range and com-
plies with the amount of reserves needed with respect to
the required quality.
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Distribution System Operator: responsible for pro-
viding and operating low-, medium- and high-voltage
networks for the regional distribution of electricity as
well as for the supply of lower-level distribution systems
and directly connected customers.
Transmission System Operator: responsible for
providing and operating high- and extra high-voltage net-
works for the long-distance transmission of electricity as
well as for the supply of lower-level regional distribution
systems and directly connected customers.
Prosumer / active customer: customers who con-
sume, store or sell electricity generated on their premises,
or participate in demand response or energy efficiency
schemes provided that these activities do not constitute
their primary commercial or professional activity.
Demand response: the change of electricity load by
final customers from their normal or current consumption
patterns in response to market signals, including time-
variable electricity prices or incentive payments, or in re-
sponse to acceptance of the final customer’s bid.
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This paper presents a review of dominant pole and model-approximation algorithms for delayed systems that can be
applied to multi-agent systems. A novel algorithm is proposed to determine an approximation method for multi-agent
systems in the platoon configuration with a communication delay. Simulations are presented to show the applicability of
the proposed algorithm.
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1. Introduction
A Multi-Agent System (MAS) consists of multiple ac-
tive agents (e.g. vehicles), passive agents (e.g. obstacles),
in addition to cognitive agents and their environment [1].
Every active agent is at least partially autonomous and
uses a distributed control algorithm [2]. The agents can
communicate with each other. This communication struc-
ture is defined by a graph, where each vertex corresponds
to one agent and each edge to a communication direction.
A platoon is a special MAS configuration, with a
linear communication graph. The leading (first) agent
implements a reference tracking algorithm. Every other
agent implements a consensus with the adjacent agents
[3].
With the increase in the number of agents and the
physical distance between the agents, the communication
delay cannot be neglected. While the stability of such sys-
tems is ensured by the consensus protocol [4], the delay
will influence the transient behavior of the MAS [5].
The goal of this paper is to compare the existing ap-
proximation methods for the transient behavior analysis
of MAS with communication delays and present a novel
analysis method which can be applied to any MAS sys-
tem which satisfies a smallness delay condition.
2. Modelling of MAS
A MAS is considered with agents that exhibit single-
integrator dynamics [6]. The state-space model of an
agent becomes ẋi(t) = ui(t), where xi ∈ R denotes
*Correspondence: fehera@ms.sapientia.ro
the state of the ith agent and ui ∈ R represents the input,
i = 1, 2, . . . , n.
A MAS has an underlying communication graph, in
which the vertex is an agent and the edge a communica-
tion path [7], so the agent ith in the system is the vertex
vi. Let Ni be the set of neighbors of vi, so that Ni con-
tains all vertices that are connected to vi.
Consensus algorithm The consensus problem of a
MAS is the procedure of gathering every state from the
initial condition to a common steady-state. If the commu-
nication graph is connected, the consensus with regard to





(xj(t)− xi(t)) . (1)
The adjacency matrix A = (aij) ∈ Rn×n of a graph with
n nodes is defined as
aij :=
{
1, if i 6= j and vi are adjacent to vj
0, otherwise
. (2)
The degree matrix D = (dij) ∈ Rn×n of a graph with n
nodes shows the number of neighbors for each vertex and
can be defined as
dij :=
{
deg(vi), if i = j
0, otherwise
, (3)
where deg(vi) denotes the degree or the number of edges
incident to vertex i.
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Figure 1: The communication topology of a vehicle pla-
toon system consisting of n vehicles with time delay τ
in the communication graph. The dashed line symbolizes
more nodes in between, while the dotted line represents
the reference input of the nodes.
With this notation the dynamics of the MAS with the
consensus protocol is given by
ẋ(t) = −Lx(t), x(0) = x0, (4)
where L denotes the Laplacian matrix [8] which is con-
structed as L = D − A, D stands for the degree ma-
trix, A represents the adjacency matrix of the graph,
x =
(
x1 x2 . . . xn
)> ∈ Rn denotes the state vec-
tor consisting of the n states of the MAS, and x0 ∈ Rn is
a constant vector of the initial states.
According to [9] the eigenvalues of a MAS consisting
of n agents with a connected communication graph can
be ordered as
0 = λ1 > λ2 ≥ · · · ≥ λn. (5)
The steady states (equilibria) of the MAS xss are the el-
ements of the null space of L. Given, according to the
definition of the Laplacian matrix,
∑
j∈Ni lij = 0 [6]
for every solution x of (Eq. 4): lim
t→∞




i=1 xi(0)1, where 1 =
(
1 1 . . . 1
)> ∈ Rn.
MAS with delayed communication In the case of de-





(xj(t− τ)− xi(t)) , (6)
where τ ≥ 0 denotes the constant communication delay
which is present among adjacent agents.
According to Refs. [4] and [10], the MAS with com-
munication delay (also referred to as Multi-Agent System
with Delays (DMAS)) is
ẋ(t) = −Dx(t) +Ax(t− τ) +R, (7)
x(θ) = x0 ∈ Rn, θ ∈ [−τ, 0],
3. Platoon of vehicles
A platoon of vehicles is a special class of MAS with a
communication topology shown in Fig. 1. The kinematic
model of a vehicle can be written as
ẋi(t) = ui(t), (8)
where xi(t) denotes the position of the vehicle and ui(t)
represents the control signal in the form{
u1(t)=kp1(r−x1(t))
ui(t)=ξi(xi−1(t−τ)−d−xi(t)),∀i = 2, ..., n
(9)
where i ∈ (1, n), n ∈ N, n > 1, d denotes the prescribed
inter-vehicle distance, ξi > 0, and kpi > 0 are constant
control gains. r is the position reference of the first vehi-
cle.
Eqs. 8 and 9 can be written as a system of differential
equations with delay:








kp1 ξ2 . . . ξn−1 ξn
)
} (11)
denotes the degree matrix with the state feedback,
Γ =

0 0 0 . . . 0 0 0








0 0 0 . . . ξn−1 0 0
0 0 0 . . . 0 ξn 0
 (12)












0 ξ2 . . . (n− 1)ξn
)>
. (14)
The homogeneous part of the relation in Eq. 10 is





d represents the reference as well as inter-vehicle
distance induced inflows.
4. Existing methods for the approximation
of time-delay systems
In this section, the various current approximation meth-
ods for time-delay systems are reviewed. The form of the
studied systems is shown by the following relation:
ẋ(t) = −Φx(t) + Γx(t− τ), x(h) = x0, (15)
which is the homogeneous part of Eq. 10, where θ(h)
denotes the initial condition with h ∈ [−τ, 0], and has a
quasi-polynomial characteristic equation:
λIn + Φ− Γe−τλ = 0, (16)
where the delay component induces an exponential term.
The roots of Eq. 16 determine the transient behaviour
of the system in Eq. 15. As Eq. 15 possesses an infinite
number of solutions, it is important to develop such an
equivalent system which has a finite number of eigenval-
ues and is a good approximation of the original system in
Eq. 15. If a good delay-free approximation is available, it
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could be applied to the transient behaviour analysis and
control design for delayed systems.
Let a special solution be denoted by x̃, which is
uniquely determined by the value x̃(0), and independent
of θ(h), h ∈ [−τ, 0), thus forming an n parameter fam-
ily. In a linear autonomous system, this corresponds to
the eigensolution generated by exactly n characteristic
roots (multiplicities included) which lies in the half-plane
Reλ > −1/τ , see Ref. [11].
Theorem 1. [11] Consider a Delay Differential Equation
(DDE) system of the form shown in relation Eq. 15 with
a Lipschitz criterion of:
(‖Φ‖+ ‖Γ‖)τe < 1, (17)
further noted as smallness condition, for every solution
x of Eq. 15 a globally defined solution x̃ : R→ Rn exists
that satisfies the growth condition supt≤0 ‖x̃(t)‖et/τ <
∞ such that
‖x(t)− x̃(t)‖ → 0 exponentially as t→∞.
For further related discussions, see Refs. [12] and [13].
The aforementioned theorem yields n dominant eigenval-
ues which can accurately represent a DDE system. The
system shown in the relation in Eq. 15 uses the consensus
protocol, which ensures that the eigenvalues are located
in the left half-plane in the complex region. The final lo-
cation of the dominant eigenvalues is created as a semi-
circle with origin 0, radius 1/τ , and a negative real part.
4.1 The modified chain approximation
The modified chain approximation method creates an ap-
proximating system directly from the state-space repre-
sentation of the delayed system [14]. For a DDE in the
form of Eq. 15, the modified chain approximation method

























Inyk(t), 2 ≤ k ≤ m
The output vector z = y
0
represents the approximation
of the solution x of the relation in Eq. 15. The approxi-
mating system in the form of a matrix is shown in




−Φ 0n 0n · · · 0n mτ In

















where y ∈ Rmn denotes the state vector, G ∈
R(m+1)n×(m+1)n represents the matrices of the system,
0n ∈ Rn×n stands for the zero matrix, n is the number
of agents and m denotes the number of approximating
equations.
According to Ref. [14] the output of the system (Eq.
19) defined as z(t) = y
0
(t) linearly converges into the
solution of the original DDE system such that c > 0 and
supt≥0‖x(t)− z(t)‖ ≤ cm .
4.2 The Lambert W function
The Lambert W function can be used to find the domi-
nant eigenvalues of a quasi-polynomial equation (Eq. 16).
Every W (s) function that satisfies
W (s)eW (s) = s (21)
by definition is referred to as a Lambert W function [15],
where s is either a scalar or matrix complex number func-
tion. The Lambert W function has multiple branches de-
noted as Wk(s) with k = 0,±1,±2, . . . ,±∞ .
Example 4.1. If a scalar DDE is present in the form of
ẋ(t) = ax(t) + bx(t− τ) + cu(t), (22)
with a, b, c, θ ∈ R, x(h) = θ(h) for h ∈ [−τ, 0], the
quasi-polynomial of the homogeneous part can be written
as
(λ− a)eτλ = b. (23)
If both sides are multiplied by τe−aτ , then
(λ− a)τeτ(λ−a) = bτe−aτ , (24)
which satisfies Eq. 21 with W (bτe−aτ ) = (λ− a)τ , and
the eigenvalues can be calculated using the branches of





−aτ ) + a. (25)
In our case, in terms of the relation in Eq. 15, the
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where Qk can be calculated by solving the equation nu-
merically
Wk(ΓτQk)e
Wk(ΓτQk)−Φτ = Γτ (27)
for Qk [16].
Although many numerical solvers provide native sup-
port for the solution of the scalar Lambert W function,
the general case requires additional solver tools. There-
fore, the LambertWDDE Toolbox [17] was created. The
function find_Sk assumes τ , Γ and−Φ. The returned val-
ues are the eigenvalues λk and the Qk parameters for a
given k branch. The toolbox can create the approximat-





where x̃ is the approximating solution of the original de-
lay system and the parameter CIk can be computed with
the help of find_CI for a given m1 < k < m2 branch. In









4.3 The Quasi-polynomial root-finder algo-
rithm
The quasi-polynomial root-finder algorithm calculates
the dominant eigenvalues of a system based directly on
the quasi-polynomial equation in Eq. 16.
The quasi-polynomial equation of the system in Eq.






whereQk is a polynomial with real coefficients and αk ∈
R. The objective is to compute the spectrum in the region
of the complex plane D ⊂ C with boundaries βmin <
Re(D) < βmax and ωmin < Im(D) < ωmax.
Let the surfaces defined by the real and imaginary
parts of P (λ) be:
Re(P (β, ω)) = 0 (31)
Im(P (β, ω)) = 0 (32)
The eigenvalues can be located at the points of in-
tersection of the zero-level curves of the surfaces
Re(P (β, ω)) = 0 and Im(P (β, ω)) = 0 as shown in
Ref. [18]. The accuracy of the algorithm is increased by
Newton’s method and by adapting the grid density of D
as shown in Ref. [16].
The Quasi-polynomial root-finder algorithm (QPmR)
[19] is implemented in MATLAB. The function expects
the region of interest [βmin, βmax, ωmin, ωmax] to be in
the complex plane of the polynomial coefficient matrix
of the quasi-polynomial where one row corresponds to
one polynomial multiplied by the same exponential term.
The delay vector, computational accuracy and grid step
are also required.
In our case this translates into a region of interest




τ ] if the smallness condition (Eq. 17) is sat-
isfied. The first row of the matrix of polynomial coeffi-
cients contains the coefficients of the delay-free part so
that the delay vector is of the form [0, τ, 2τ, ...].
The algorithm covers the given region with a mesh
grid, then evaluates the quasi-polynomial at each point of
the grid by splitting it into a real and an imaginary part.
The zero-level curves are then mapped with the help of
the contour plotting algorithm. The computational error
is checked and if it is too large, the algorithm is restarted
using a modified grid density as described in Ref. [16].
If the computational error is smaller than the given level
of tolerance, the computed dominant eigenvalues are re-
turned.
5. Explicit matrix approximation method
An approximation method was devised where the con-
vergence rate is exponential, the degree of the resulting
system in the form of Eq. 4 matches exactly the degree of
the delayed MAS given in Eq. 15, and the same properties
are exhibited in specific cases.
The Banach fixed-point theorem was used as dis-
cussed in Ref. [20] to explicitly find a linear system of
the form of Eq. 4 which approximates the homogeneous
part of the system in Eq. 10.
If an (X, f) metric space is present and T : B → B
is a contraction with a bounded set B ⊂ X , and q < 1
such that
f(T (x), T (y)) ≤ qf(x, y) (33)
by definition T admits a unique fixed point x̃ such as
T (x̃) = x̃, and this fixed point can be found by starting
from an arbitrary element x0 ∈ B with the sequence
xn = T (xn−1), (34)
where xn → x̃.
A DDE system is defined in Eq. 15 by the corre-
sponding smallness condition of Eq. 16. Since all normed
spaces are metric spaces, the metric space X = Rn×n is
set with f as the induced matrix norm. The contraction
T : B → B is present such that
T (Λ) = −Φ + Γe−Λτ , (35)
and B = {Λ ∈ Rn×n|‖Λ‖ ≤ (‖Φ‖ + ‖Γ‖)e}. The rela-
tion in Eq. 33 holds true for (‖Φ‖+ ‖Γ‖)τe < 1.
Let Λ1,Λ2 ∈ B such that ‖Λ1‖ > ‖Λ2‖. The left side
of the inequality in Eq. 33 can be written as
‖T (Λ1)− T (Λ2)‖ = ‖Γ‖‖e−Λ1τ − e−Λ1τ‖.
It is evident that ‖Γ‖ ≤ ‖Γ‖ + ‖Φ‖ and the maximum
norm can be used as
‖e−Λ1τ − e−Λ1τ‖ ≤ τ‖Λ1 − Λ2‖eτ max{‖Λ1‖,‖Λ2|}.
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It can be seen that
‖T (Λ1)−T (Λ2)‖ ≤ τ‖Λ1−Λ2‖(‖Γ‖+‖Φ‖)eτ(‖Γ‖+‖Φ‖)e
and by applying the smallness condition ‖Γ‖ + ‖Φ‖ ≤
1/(τe) (Eq. 17),
‖T (Λ1)− T (Λ2)‖ ≤ ‖Λ1 − Λ2‖
is obtained, which proves that T : B → B is a contrac-
tion. This shows that by solving
Λ = −Φ + Γe−Λτ (36)




which approximates the DDE system of Eq. 15. As a re-
sult of the proposed iterative method, the eigenvalues and
eigenvectors of Eq. 37 approximate, with a given degree
of precision, the dominant eigenvalues of Eq. 14.
5.1 Comparison with the existing methods
• Chain approximation:
+ The result is an approximating system with
known system matrices (both eigenvalues and
eigenvectors are known).
- The resulting system is of a higher degree than
the delay system.
- The convergence rate of the algorithm is linear.
• Lambert W function:
+ The result is a trajectory approximation.
+ The convergence rate of the algorithm is expo-
nential.
- The algorithm requires numerical solvers for
an exponential matrix equation.
- Multiple branches of the Lambert W function
must be used to create an accurate approxima-
tion, and the number of eigenvalues in a branch
cannot be predetermined generally.
• QPmR algorithm:
+ The algorithm determines the exact number of
eigenvalues in the given complex domain, with
the given computational error.
+ The convergence rate of the algorithm is expo-
nential.
- The algorithm uses the quasi-polynomial equa-
tion, thus, will not contain any information on
the eigenvectors.
- The algorithm uses numerical solvers to com-
pute the zeros of the zero-level curves created
from the quasi-polynomial equation.
• Approximation of an explicit matrix:
+ The result is an approximating system.
+ The resulting system is of the same degree as
the approximating system.
- The algorithm calculates a matrix exponen-
tial numerically, which is a compute-intensive
task.
6. Simulations and results
Let us consider two cases: a MAS consisting of five and
twenty-five agents, respectively, with first-order dynam-
ics in a platoon configuration as shown in the relation of
Eq. 10, with the constant initial condition θ(h) = x0.
For the comparisons, a 6th order chain approxima-
tion was used. In the case of the Lambert W function,





and the branches k =
−2,−1, 0, 1 were used. For the quasi-polynomial root-
finder algorithm (QPmR), a symbolic calculation to find
the characteristic quasi-polynomial equation of the sys-
tem was used, and the plane of the search was set to
[−τ, 0]× [−τj, τj]. The algorithm for explicit matrix ap-
proximation was used with the initial matrix Λ0 = 0n×n.
The error threshold 1e−7 was used in every iterative al-
gorithm.
The dominant eigenvalues of the system consisting of
five agents, with minor differences, was identified by ev-
ery approximation method. In the case of the larger sys-
tem, the chain and explicit matrix approximations could
generate a result, while the quasi-polynomial root-finder
algorithm and the Lambert W function were determined
by numerical calculations. As such, the smaller system
was chosen as a point of comparison for the algorithms.
Tables 1 and 2 contain a comparative summary of the
four aforementioned algorithms: the number of iterations,
the overall computation time and the dominant eigenval-
ues identified for a platoon consisting of five agents as
shown in Fig. 2.
Fig. 3 shows that the linear system is generated by the
explicit matrix approximation in just twelve steps for the
DMAS that consists of twenty-five agents.
Fig. 4 shows that the resultant approximating system
exhibits the same steady-state and transient behavior as
the original delayed system using the same initial condi-
tions. Since the initial position falls within the range of
Table 1: The number of iterations and the overall compu-
tation time for the algorithms.
Name of algorithm No. ofcycles
Computation
time
Chain approximation 1 0.02 s
Lambert W function 35 7.5 min
QPmR algorithm 12 17.18 s
Explicit algorithm 4 0.03 s
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Table 2: The eigenvalues returned by the studied algo-
rithms.























Figure 2: Dominant poles of the DMAS consisting of five
agents.
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Figure 3: The explicit matrix approximation returns a
valid system after 12 iterations for 25 agents.
0 to 100 m, the error of the approximating system is 8
cm in the transient domain and 5 mm under steady-state
conditions, as shown in Fig. 5.
7. Conclusions
An iterative algorithm was proposed and tested based on
which a degree-preserving approximation model can be
created for a class of MAS in a platoon formation consist-
ing of agents that exhibit first-order dynamics in the pres-
ence of a small communication delay. The algorithm uses
methods of numerical computation. The obtained MAS is
of the same degree and steady state as the delayed MAS,
moreover, it correctly approximates the transient behav-
ior. The algorithm was compared with existing methods
for approximating eigenvalues and systems. Simulations
show that the presented algorithm is suitable for the anal-
ysis of complex MAS.





















Figure 4: The trajectories of the platoon of the delayed
MAS compared to the platoon of the approximated MAS
created by the explicit matrix approximation.




















Figure 5: The trajectory of the approximation error.
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RULE-BASE FORMULATION FOR CLIPS-BASED WORK ERGONOMIC AS-
SESSMENT
BENEDEK SZAKONYI *1, TAMÁS LŐRINCZ1, ÁGNES LIPOVITS2, AND ISTVÁN VASSÁNYI1
1Department of Electrical Engineering and Information Systems, University of Pannonia, Egyetem u. 10,
Veszprém, 8200, HUNGARY
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Modern societies are dominated by computer-based work. As a result, people tend to be seated for most of their working
life. Prolonged sedentariness is known to significantly increase the risk of developing unwanted conditions. This paper
presents the development of a rule-based expert system module using CLIPS that provides ergonomic assessment. The
system was validated by evaluating pre-recorded user logs from real-life office environments. The tests showed that the
system is able to perform the required basic assessment functionality, thus, the implementation of more complex features
to advance its development is viable.
Keywords: expert system, CLIPS, work ergonomics
1. Introduction
Civilization-related diseases have become more
widespread over time, although small improvements to
our lifestyle could effectively reduce both their severity
and number of sufferers. As adults spend a significant
proportion of time working, which for the vast majority
involves sitting in front of a computer [1], under what
conditions this time is spent is very much relevant.
Thanks to tools of Information Technology and er-
gonomics experts, it is possible to provide automated so-
lutions, in terms of monitoring and assessing user be-
haviour, to help more employees avoid the adoption of
undesirable and harmful postures whilst at work. Re-
search has already shown that providing such real-time
feedback to users can promote this, thus, reducing the im-
pact of related negative effects [2, 3]. But in these cases,
wearable sensors were used to track user motion, which
can be considered problematic to be applied in real life
applications. A possible solution to this might be Mi-
crosoft’s Kinect sensor [4] that, being a good value-for-
money motion capture device, has already been used in
similar cases [5, 6]. In spite of this, just as in numer-
ous other papers that concern work-related assessment
[7–10], considerably more focus is placed on manual
labour where “blue-collar workers” are subject to phys-
ically demanding conditions (e.g. production lines, agri-
cultural or construction work, etc.). Even though these
fields are of equal importance, such conditions cannot
be applied to office environments, where “white-” and
*Correspondence: benedek.szakonyi@virt.uni-pannon.hu
“pink-collar workers” spend most of their time, as here
the majority of problems does not originate from incor-
rect movement (e.g. bad techniques when lifting heavy
items) but rather from the (utter) lack of movement itself
and prolonged sedentariness.
The aim of this research was to develop an expert sys-
tem module for ergonomic assessment (based on a previ-
ously created Lifestyle Coach Framework [11] as shown
in Fig. 1 with an emphasis placed on the formulated work
ergonomics-based rule set, and to investigate if such a
system is capable of properly evaluating user behaviour
in office environments.
2. Experimental
2.1 The Framework used
The Lifestyle Coach Framework used in the develop-
ment process is a rule-based expert system framework
using CLIPS (C Language Integrated Production System)
[12]. The main reason for using a rule-based solution (in-
stead of neural networks, fuzzy logic, etc.) is the fact
that most healthcare experts can express their knowledge
using simple IF-THEN-like statements, which is exactly
how rule-based systems work.
The CLIPS runtime is responsible for providing the
basic functionality of evaluating the current state of the
system and deducing the most suitable response and re-
actions. The statements that describe the current state and
different events are called facts, while rules convey the
relevant information concerning what actions to take in
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Figure 1: The components of the framework used.
the event (or absence) of such facts, in the form of “sim-
ple” IF-THEN expressions. The majority of these compo-
nents are neither predefined nor hardcoded in the frame-
work itself (except for those that are automatically gener-
ated) but are to be defined in light of the specific topic and
task at hand in the form of a rule set. Hence the frame-
work can be applied in different fields as long as the prob-
lem is interpretable as the evaluation of a log of succes-
sive events. These events are transmitted to the system via
the Protobuf Interface (that uses Google Protobuf [13]),
which also serves as a tool to receive the corresponding
responses. The messages of which can be categorized into
two types, namely control and event. The former is used
to manage the expert system itself, e.g. to signal that a
unit of time has passed and re-evaluation of the state of
the system should be commenced. The latter serves as a
way of inserting new facts (incoming data) and handling
consequences (outgoing reactions). How such messages
are interpreted and forwarded is the responsibility of the
Event Dispatcher. Apart from bridging the gap between
the interface and CLIPS runtime, it is also connected to
a database that is used to initialize (i.e. it stores the rule-
base used), record system behaviour and act as a backup
should anything fail.
2.2 Work Ergonomics
To create the rule base required for ergonomic evaluation,
methods used to estimate the risks of developing Muscu-
loskeletal Disorders (MSDs) were analysed, with the help
of ergonomics experts. The most popular and widely ac-
cepted tools used for such tasks are RULA (Rapid Upper
Limb Assessment) [14], REBA (Rapid Entire Body As-
sessment) [15], OWAS (Ovako Working Posture Analy-
sis System) [16] and HARM (Hand Arm Risk-assessment
Method) [17].
RULA applies a scoring method for measuring the
physical load that workers are subjected to when adopting
specific postures by taking into consideration six main
body regions: neck, trunk, legs, upper arms, forearms and
wrists. REBA works in a similar fashion by using scores
but takes into consideration the whole body when such
postures are adopted. OWAS uses a 4-digit score for each
posture where the digits describe the back, arms, legs and
load. HARM accounts for the head, neck, arms and wrists
as well as the forces that are applied and the duration over
which each posture is adopted. However, these methods
cannot be used directly for the matter at hand as originally
none of them were intended to be used in regular office
environments: RULA was developed to assess work in
the textile industry, REBA in healthcare, OWAS in the
steel industry, and HARM in hand-intensive professions
(e.g. barbers, product assembly/disassembly, woodwork,
etc.).
Based on these tools, a basic method of postural as-
sessment was derived as presented in Table 1. It is im-
portant to note that when subject to these constraints, the
values used were chosen as initial limits as a proof of
concept in light of the fact that they may need to be up-
dated. For each body part, the relevant axes of movement
were selected and for each axis, ranges were defined. A
range can be characterised into three types: appropriate,
incorrect and harmful. Appropriate ranges define the de-
sired position the user should take, while harmful ones
represent postures that should be avoided or even prohib-
ited. Incorrect ones fall somewhere between the other two
categories, when, as far as is feasible, a posture should be
prevented since it is considered unhealthy, however, when
adopted for short intervals of time it is still acceptable.
For the ranges of the inappropriate postures, a frequency
is given, that describes that in one work hour, how much
time spent in them (in total) is still considered as tolera-
ble.
Apart from evaluating specific body parts based on
their position, the time the user spends sitting was also
selected to be taken into account, as a general aspect.
2.3 Rule-base Formulation
The formulation of the constraints introduced in Table
1 that are applied to a CLIPS-based rule set could have
been determined using numerous different approaches.
The one that was selected, builds on the fact that the im-
plementation of these aspects has the same general struc-
ture:
1. there are numerical measurement values to be eval-
uated over each time interval
2. there is a constraint that the measured values are
compared to when evaluated
3. there is a frequency that, if exceeded, should trigger
a warning to be sent.
Therefore, instead of creating multiple rules for each
aspect, one main rule can be defined and applied during
the evaluation which can make use of an “aspect tem-
plate” to check if the related conditions have been ad-
hered to or not. To achieve this, as rules in CLIPS are gov-
erned by facts, the aspects are to be in the form of facts.
In Fig. 2 the template used for defining aspects is shown.
The aspect_type serves as a name/identifier for the aspect,
while measurement_type defines which measurements
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Table 1: The advised constraints to be used in the formu-
lated rule base. For each body part, separate ranges were
used for the different planes of movement. The acceptable
duration within each range was defined (as % of 1 working
hour).
Body part Axis Range Frequency
Head/neck
Sagittal
< 0 < 20%
0 < < 10
10 < < 30 < 40%
30 < < 20%
Horizontal
< ±10
±10 < < ±30 < 40%
±30 < < 20%
Frontal
< ±5
±5 < < ±10 < 40%
±10 < < 20%
Trunk
Sagittal
< 0 < 40%
0 < < 15
15 < < 25 < 40%
25 < < 20%
Horizontal
< ±5
±5 < < ±10 < 40%
±10 < < 20%
Frontal
< ±5
±5 < < ±10 < 40%
±10 < < 20%
Upper arm
Sagittal
< −10 < 20%
−10 < < 0 < 40%
0 < < 10
10 < < 45 < 40%
45 < < 20%
Frontal
< 10
10 < < 20 < 40%
20 < < 20%
Forearm Sagittal
< 60 < 20%
60 < < 80 < 40%
80 < < 100
100 < < 110 < 40%
110 < < 20%
should be inspected. In spite of some axes, where ranges
of constraints are “evenly distributed” or “symmetrical”
(e.g. head frontal, trunk sagittal), the relation between the
measured data and the constraint must be provided in the
constraint_type template, as for other cases, the ranges
are “uneven”. This type can be either smaller than or
equal to, or greater than or equal to, followed by the value
to use in the value_constraint. The horizon_minute slot is
used to determine the duration of measurement that is to
be examined (e.g. the last 60 minutes). As cases may oc-
cur when, despite being warned, users continue to follow
their unhealthy lifestyle, a feature that permits repeated
warnings of increasing severity (or even more extensive
interventions such as turning off the computer screen)
could be useful. In the logic developed, checking whether
the user has taken the advice given or not is considered to
takes less time than the original evaluation interval (this
will have an impact on the main evaluating rule, that is de-
tailed later on). With regard to this feature, apart from the
first_occurrence_constraint that corresponds to the fre-
quency in Table 1 and the first_reaction_event_code that
defines what actions to take if the limit has been reached,
(deftemplateaspect_to_monitor
(slot aspect_type (type SYMBOL)(default ?NONE))
(slot measurement_type (type SYMBOL)(default ?NONE))
(slot constraint_type (type SYMBOL)(default ?NONE))
(slot value_constraint (type NUMBER)(default ?NONE))
(slot horizon_minute (type NUMBER)(default ?NONE))
(slot first_occurrence_constraint (type NUMBER)(default ?NONE))
(slot first_reaction_event_code (type NUMBER)(default ?NONE))
(slot repeated_occurrence_constraint (type NUMBER))
(slot repeated_reaction_event_code (type NUMBER))
(slot repeated_feedback_horizon (type NUMBER))
)
Figure 2: The CLIPS fact template used for describing the
structure of ergonomic aspects.
optional repeated_ slots can be used for this purpose in
the template.
As the evaluating CLIPS rule is lengthy, only a short
explanation of the logic behind it is provided here. Over
each evaluation interval, the number of measurements
that exceed the given constraints during the correspond-
ing time horizon is counted, and if this value is above the
acceptable limit, a request to send feedback is made and
the related measurements are labelled as evaluated (ac-
cording to the current aspect). If only a few “bad” mea-
surements are identified, the evaluation is considered to
be finished, unless repeated feedback is received with re-
gard to the current aspect. In that case, it must be de-
termined if a “first feedback” was given recently, and if
it was, the number of measurements that exceed the limit
must be compared to the occurrence constraint of the sec-
ond feedback. If this is exceeded, a second feedback is
sent.
2.4 Experiments for Rule-base Validation
As the aim of the research was to provide feedback for
users concerning their postures by using a rule base con-
sisting of ergonomic rules, a method for recording and
identifying their postures was needed. To accomplish
this, a Microsoft Kinect v2 sensor was used. As it is an
easy-to-use and relatively small device, it was possible to
insert it into the real working setups of the willing par-
ticipants, with only slight modifications in their environ-
ments. The general setup that was created for all users
was the following: each user was seated at a desk with a
personal computer that consisted of 1 or 3 displays, a key-
board, a mouse and a landline telephone. The sensor was
placed on a tripod behind and slightly above the “main”
screen (i.e. the one in front of the user). The Kinect was
tilted forward in order to ensure as much of the partic-
ipant as possible was in view (from the top of the head
down to the waist/hips).
Users were monitored according to two different “be-
haviour modes”, one being general “everyday” attitude
where they completed their daily computer-based tasks
as usual. As this inherently meant that users might have
had to leave their desks, long measurement sessions were
recorded (up to 8 hours in duration) where logging was
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suspended once the absence of the participant was de-
tected until their return, when it was resumed (such
“gaps”, of course, were then taken into account as part
of the evaluation). In the other “mode”, where consid-
erably shorter measurement intervals were used in order
to ensure sessions that definitely consisted of unsuitable
behaviour, the users were asked to adopt some evidently
inappropriate postures.
As the framework used offers a customisable time
unit for defining when an interval stops (i.e. it can last for
an hour, a minute, a second, etc.), it was possible to load
and evaluate the logs gathered using this method quickly.
3. Results and Discussion
Based on the evaluation method suggested by the er-
gonomist experts, a total of 11 aspects have been formu-
lated (by using 34 facts), 9 for the positions of the body
parts (one for each axis using the constraints shown in
Table 1) and 2 regarding sedentariness, where the accept-
able duration of continuous sitting was chosen to not ex-
ceed 60 minutes (the first aspect was related to sending a
warning once this limit had been reached, the second was
used to alert when a participant had been sitting continu-
ously for 3 hours).
Subsequently the recorded user logs were evaluated,
for the majority of aspects used (10 out of 11) the ex-
pected functionality was achieved. However, in the case
of the facts responsible for assessing head positions, con-
siderably more warnings were sent by the system than
was acceptable. As for manually created input (simulated
user postures), this behaviour had not emerged again, ex-
amination of the monitoring software developed have be-
gun. Upon inspection of the logs created, it was found
that this error was a result of improper calibration: the
inaccuracy of the sensor itself was higher than antici-
pated and the distortions that resulted meant that even
when the user evidently adopted a suitable posture, the
logged value exceeded the threshold defined as accept-
able. Based on this information, the related constraints
were adjusted accordingly and this undesirable behaviour
of the system was successfully removed. This source of
inconvenience, however, highlights the possible sensitiv-
ity and dependency of the system, i.e. the reliability of the
measurement data received. Still, its significance might
be diminished by utilizing methods developed for im-
proving the accuracy and error tolerance of Kinect, such
as the ones proposed in [18–20].
In general, it can be said that the system developed
and the initial rule set created are capable of providing
the required functionality. However, there is still room
for improvement as the constraints involved could be
fine-tuned and additional or more precise aspects imple-
mented. Moreover, a more complex system capable of
adapting to user behaviour could also be created, the main
goal of which would be to assist users, without being too
rigorous or repetitive, by changing how frequently and in
what manner its responses are displayed. This could help
to maintain the motivation of workers to break bad habits
concerning improper postures whilst seated.
Even though the number of participants in the ex-
periments conducted was sufficient to validate the ini-
tial version of the expert system, further investigations
with considerably larger user groups are desirable as
they would provide a more thorough validation and may
yield additional insight into what other aspects the sys-
tem could provide assistance to users. Additionally, while
the recording sessions, on average of 5-6 hours in dura-
tion, implemented so far have been useful, by extending
these to a few days or even a couple of weeks, more com-
plex behavioural patterns could be identified and anal-
ysed. Furthermore, by providing real-time assessment
over much longer periods, the effects caused by this inter-
vention could be investigated and subsequently the meth-
ods used to assist users improved.
Nevertheless, from the results that have already been
logged, it can be clearly seen that the global tendency
of users to be seated for longer periods of time than is
advisable was also exhibited by the cases investigated.
Most participants reported that over such prolonged ses-
sions whilst seated, a need to change position is common,
however, usually a better alternative cannot be found.
A solution to this problem could be to provide workers
with electric height adjustable desks, which may facili-
tate the ability to switch easily between sitting and stand-
ing working postures and customise the height of desks
to match the anthropometric features of the individual.
Moreover, such furniture could enable the expert system
itself to “take action”, when needed, to raise the desk
when users fail to heed previous warnings.
It should be noted that, when asked, most of the par-
ticipants considered such a monitoring and assessment
system to be useful, however, some, while welcoming
the idea of an adjustable desk, expressed concerns about
personal security and were reluctant to be “continuously
monitored”. This reveals that if such a system enters the
market, apart from providing the necessary security mea-
sures, assuring users that their personal data is safe would
also be necessary.
4. Conclusion
In this research a proof-of-concept CLIPS-based rule-
base for an expert system was created to facilitate er-
gonomic evaluation of users in office environments. It
has been shown that such a system is capable of thor-
oughly evaluating user behaviour, thus, implementing in-
terventions in order to decrease the negative effects of
prolonged sedentariness.
Acknowledgement
The research was supported by the ÚNKP-18-3 New Na-
tional Excellence Program. The authors thank the assis-
tance of the Department of Ergonomics and Psychol-
ogy of the Budapest University of Technology and Eco-
nomics. The authors also acknowledge the support of the
Hungarian Journal of Industry and Chemistry
Rule-Base Formulation for Clips-Based Work Ergonomic Assessment 83
Széchenyi 2020 programme under the EFOP-3.6.1-16-
2016-00015 project.
REFERENCES
[1] Smith, M. J.; Conway, F. T.; Karsh, B. T.: Oc-
cupational stress in human computer interaction,
Ind. Health, 1999 37(2), 157–173 DOI: 10.2486/ind-
health.37.157
[2] Vignais, N.; Miezal, M.; Bleser, G.; Mura, K.;
Gorecky, D.; Marin, F.: Innovative system for real-
time ergonomic feedback in industrial manufactur-
ing, Appl. Ergonomics, 2013 44(4), 566–574 DOI:
10.1016/j.apergo.2012.11.008
[3] Battini, D.; Persona, A.; Sgarbossa, F.: Innovative
real-time system to integrate ergonomic evaluations
into warehouse design and management, Computers
Ind. Eng., 2014 77, 1–10 DOI: 10.1016/j.cie.2014.08.018
[4] Zhang, Z.: Microsoft Kinect sensor and its ef-
fect, IEEE Multimedia, 2012 19(2), 4–10 DOI:
10.1109/MMUL.2012.24
[5] Plantard, P.; Shum, H. P. H.; Le Pierres, A. S.;
Multon, F.: Validation of an ergonomic assessment
method using Kinect data in real workplace con-
ditions, Appl. Ergonomics, 2017 65, 562–569 DOI:
10.1016/j.apergo.2016.10.015
[6] Cippitelli, E.; Gasparrini, S.; Spinsante, S.; Gambi,
E.: Kinect as a tool for gait analysis: Validation
of a real-time joint extraction algorithm working
in side view, Sensors, 2015 15(1), 1417–1434 DOI:
10.3390/s150101417
[7] Rivero, L. C.; Rodríguez, R. G.; Pérez, M. D.
R.; Mar, C.; Juárez, Z.: Fuzzy logic and RULA
method for assessing the risk of working, Pro-
cedia Manufacturing, 2015 3, 4816–4822 DOI:
10.1016/j.promfg.2015.07.591
[8] Kong, Y. K.; Lee, S. Y.; Lee, K. S.; Kim, D.
M.: Comparisons of ergonomic evaluation tools
(ALLA, RULA, REBA and OWAS) for farm work,
Int. J. Occup. Safety Ergon., 2018 24(2), 218–223
DOI: 10.1080/10803548.2017.1306960
[9] Golabchi, A.; Han, S.; Fayek, A. R.: A fuzzy logic
approach to posture-based ergonomic analysis for
field observation and assessment of construction
manual operations, Can. J. Civil Eng., 2016 43(4),
294–303 DOI: 10.1139/cjce-2015-0143
[10] Berlin, C.; Adams, C.: Production ergonomics: De-
signing work systems to support optimal human
performance, (Ubiquity Press, London, England)
2017 pp.139-160 DOI: 10.5334/bbe
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