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1. Introduction. The purpose of this note is to present a rather
elementary approach to some results in extreme values theory. The
main proof was designed mostly for pedagogical reasons so that it
could be taught at a very intuitive level. In particular, the main
result does not use regular variation theory or the concept of type
of a distribution.
To recall what extreme value theory is about, let Mn be the
maximum of n independent real random variables all having the
same distribution function F . Extreme value theory grew from the
search (now completed) for necessary and sufficient condition forMn
linearly normalized to have a nondegenerate limiting distribution. In
particular, one says that F belongs to a domain of max-attraction
if there exist deterministic sequences (an)n>1 and (bn)n>1 such that
the distribution of (Mn−bn)/an converges to a nondegenerate limit.
This makes the root of what we call here linear extreme value
theory. In contrast, nonlinear extreme value theory seeks sequences
of deterministic and possibly nonlinear functions (gn)n>1 such that
the distribution of gn(Mn) converges to a nondegenerate limit as
n tends to infinity. Note that in this context, it is rather natural
to restrict each gn to be monotone, and, then without any loss of
generality, to be nondecreasing, eventually by replacing gn by −gn.
Of essential importance for both the linear and nonlinear extreme
value theory, the quantile function pertaining to the distribution
function F is defined as
F←(u) = inf{x : F (x) > u } .
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It is ca`dla`g, that is right continuous with left limits, as well as
nondecreasing.
Note that in linear extreme value theory, only three possible
limiting distribution can arise. In contrast, any nondegenerate
limiting distribution can arise using nonlinear normalization. This
can be seen very easily as follows. Consider an arbitrary distribution
function G and consider F to be the uniform distribution over (0, 1).
Define gn(x) = G
←(e−n(1−x)). A direct calculation shows that the
distribution of n(1−Mn) converges to the standard exponential one.
Consequently, gn(Mn) has limiting distribution G.
2. Nonlinear extreme value theory. The following result
characterizes all possible monotone transformations gn of Mn such
that gn(Mn) has a nondegenerate limiting distribution.
Theorem 2.1. Let (gn)n>1 be a sequence of nondecreasing func-
tions on the real line. The following are equivalent:
(i) The distribution of gn(Mn) converges to a nondegenerate limit.
(ii) The sequence of functions x ∈ (0,∞) 7→ gn◦F
←(1−x/n), n > 1,
converges almost everywhere to a nonconstant limit.
In this case, writing ω for a standard exponential random variable,
and h for the limiting function involved in (ii), the limiting distribu-
tion function of gn(Mn) is that of h(ω). Moreover, h is continuous
almost everywhere.
It is easy to see from its proof that Theorem 2.1 still holds if one
replaces the full sequence (n)n>1 by a subsequence (nk)k>1. Thus,
the same result, considering now subsequences, applies to so-called
partial domain of attraction. The technique used in the proof also
shows that assertion (ii) in Theorem 2.1 is equivalent to
lim
ǫ→0
g⌊1/ǫ⌋ ◦ F
←(1− ǫx) (2.1)
exists almost everywhere and is nonconstant on (0,∞).
Because of the pedagogical motivation of this note, we give a
complete proof of Theorem 2.1 as far as the probabilistic arguments
are concerned. We will need some known auxiliary results which we
state as lemmas and whose proofs are given for pedagogical reasons
but deferred to an appendix.
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Our first lemma is the so-called quantile transform which consists
of the following known result.
Lemma 2.2. Let U be a random variable having a uniform dis-
tribution over (0, 1). The random variable F←(U) has distribution
function F .
The second lemma collects two elementary facts on convergence
of sequences of functions, the first assertion being not much more
than a restatement of Helly’s theorem (see Feller, 1970, §VIII.6), and
the whole lemma being exercise 13 in chapter 7 of Rudin’s (1986)
Principles of Mathematical Analysis.
Lemma 2.3. (i) A uniformly locally bounded sequence of nonin-
creasing functions has an almost everywhere convergent subsequence
whose limit is continuous almost everywhere.
(ii) A family of nonincreasing functions which converges almost
everywhere to a continuous limit converges everywhere and locally
uniformly.
Proof of Theorem 2.1. Let Un be the maximum of n independent
random variables uniformly distributed on (0, 1). A direct calcula-
tion shows that
P{Un 6 x } = x
n . (2.2)
Let ω be a random variable having the standard exponential distri-
bution. Note that e−ω is uniformly distributed over (0, 1). Thus,
(2.2) implies that Un has the same distribution as e
−ω/n. Using the
quantile transform, that is Lemma 2.2, we see that the distribution
of Mn is that of F
←(Un), that is, that of F
←(e−ω/n). Therefore, for
gn(Mn) to have a nondegenerate limiting distribution, it is necessary
and sufficient that the distribution of
hn(ω) = gn ◦ F
←(e−ω/n) (2.3)
converges as n tends to infinity. The intuition behind our proof is
that if this convergence holds then it holds almost surely because
the random variable ω does not depend on n. Thus, we will first
consider the assertion
the sequence (hn)n>1 converges almost everywhere
to a limit which is nonconstant on (0,∞).
(2.4)
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Proof that (2.4) implies (i). If (2.4) holds, call h the limit of the
sequence (hn)n>1. Since limn→∞ hn = h almost everywhere, the
distribution of the random variable hn(ω) converges to that of h(ω)
as n tends to infinity. Since h is nonincreasing and is not constant,
there exists a real number a such that h(0, a) ∩ h(a,∞) is empty.
This implies that the random variable h(ω) is nondegenerate.
Proof that (i) implies (2.4). Let G be the nondegenerate limiting
distribution involved in (i). In order to prove that the sequence hn
defined in (2.3) converges, we first show that it satisfies the assump-
tions of Lemma 2.3. Note that each function hn is nonincreasing.
Lemma 2.4. The sequence (hn)n>1 is locally uniformly bounded
on (0,∞).
Proof. Let [ a, b ] be a bounded interval in (0,∞). Seeking a
contradiction, assume that the sequence (hn)n>1 is not bounded
on [ a, b ]. Then, we can extract a subsequence (ωk)k>1 in [ a, b ]
and a subsequence (nk)k>1 such that hnk(ωk) tends to either +∞
or −∞. Assume first that limk→∞ hnk(ωk) = +∞. Since hnk is
nonincreasing, limk→∞ hnk(a) = +∞. Therefore, for anyM positive
and any k large enough,
1− e−a = P{ω 6 a } 6 P{hnk(ω) > hnk(a) }
6 P{hnk(ω) > M } .
Taking limit as k tends to infinity we obtain 1− e−a 6 1−G(M−).
Since M is arbitrary large, this yields 1 − e−a 6 0, which is the
desired contradiction.
If we assume that limk→∞ hnk(ωk) = −∞, then limk→∞ hnk(b) =
−∞. Therefore, for any M negative and any k large enough,
e−b = P{ω > b } 6 P{hnk(ω) 6 hnk(b) }
6 P{hnk(ω) 6 M } .
Taking limit as k tends to infinity yields e−b 6 G(M), and since M
is arbitrary, e−b 6 0, which is a contradiction.
From Lemmas 2.3 and 2.4 we deduce that we can find a subse-
quence hnk which converges almost everywhere to a limit h, and,
moreover, this limit is nonincreasing. But then,
P{h(ω) 6 x } = G(x) .
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It follows that h is unique almost everywhere and that any con-
vergent subsequence of (hn)n>1 converges to h. Then, Lemma 2.4
implies that the sequence (hn)n>1 converges almost everywhere to
h.
Equivalence between (2.4) and Theorem 2.1.ii. We consider the
sequence of functions
h˜n(ω) = gn ◦ F
←(1− ω/n) .
Since e−ω/n > 1 − ω/n, we see that hn > h˜n. For any fixed ω and
any n large enough, e−ω/n(1−ǫ) 6 1 − ω/n. Therefore, for n large
enough, h˜n(ω) > hn
(
ω/(1 − ǫ)
)
. If (ii) holds the above inequalities
comparing hn and h˜n show that
h
(
ω/(1− ǫ)
)
6 lim inf
n→∞
h˜n(ω) 6 lim sup
n→∞
h˜n(ω) 6 h(ω)
almost everywhere. If ω is a continuity point of h, then h
(
ω/(1− ǫ)
)
tends to h(ω) as ǫ tends to 0, and, consequently, h˜n(ω) converges to
h(ω).
Conversely, if (2.4) holds, the limiting function h is monotone
and locally bounded. Hence it has at most countable many discon-
tinuities and it is almost everywhere continuous. The same bound
relating hn and h˜n show that hn converges almost everywhere to h,
which is (ii).
Equivalence between (2.1) and (ii). Clearly, if (2.1) holds then as-
sertion (ii) of Theorem 2.1 holds. To prove the converse implication,
let x be a point of continuity of h such that
lim
n→∞
gn ◦ F
←(1− x/n) = h(x) .
Let n be the integer part of 1/ǫ, so that 1/(n+ 1) < ǫ 6 1/n. For
any fixed η, provided that ǫ is small enough,
F←(1− x/n) 6 F←(1− ǫx) 6 F←
(
1− (x− η)/n
)
.
In particular,
gn ◦ F
←(1− x/n) 6 g⌊1/ǫ⌋ ◦ F
←(1− ǫx) 6 gn ◦ F
←
(
1− (x− η)/n
)
.
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Taking limit as ǫ tends to 0 and then limit as η tends to 0 and using
that x is a continuity point of h,
h(x) 6 lim inf
ǫ→0
g⌊1/ǫ⌋ ◦ F
←(1− ǫx)
6 lim sup
ǫ→0
g⌊1/ǫ⌋ ◦ F
←(1− ǫx) 6 h(x) .
This proves (2.1).
3. Application to linear extreme value theory. The purpose of
this section is to show how some classical results can be derived from
Theorem 2.1. We mostly restrict ourself to the following result, due
to de Haan (1970), which characterizes the belonging to a domains
of attraction.
Theorem 3.1 (de Haan, 1970). A distribution function F belongs
to a domain of max-attraction if and only if for any
lim
ǫ→0
F←(1− ǫu)− F←(1− ǫ)
F←(1− ǫv)− F←(1− ǫ)
exists (3.1)
for almost all u and v.
Remark. Theorem 3.1 does not state the classical convergence
of type result, namely that there are only three possible types of
limiting distribution. This can be recovered by the following known
argument. For any real number ρ, define the function
kρ(u) =
{
uρ − 1
ρ if ρ 6= 0,
log u if ρ = 0.
It can be shown (see Bingham, Goldie and Teugels, 1989, chapter
3, or the appendix to this paper which reproduces their argument
with an extra monotonicity assumption which holds here and leads
to substantial simplifications) that the limit in (3.1) is necessarily of
the form kρ(u)/kρ(v) for some real number ρ. Then, taking
an = F
←(1− 2/n)− F←(1− 1/n) and bn = F
←(1− 1/n) , (3.2)
we obtain that the distribution of (Mn − bn)/an converges to that
of kρ(ω)/kρ(2). An explicit calculation of the limiting distribution
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is then easy, and the discussion according to the position of ρ with
respect to 0 (larger, smaller or equal) yields the classical three types.
Proof of Theorem 3.1. We mostly present the part of the proof
related to Theorem 2.1.
Necessity. Assume that F belongs to a domain of attraction.
Consider the norming constants (an)n>1 and (bn)n>1, as well as the
functions gn(u) = (u− bn)/an. Define h1/ǫ(x) = g⌊1/ǫ⌋ ◦F
←(1− ǫx).
Theorem 2.1.ii in its formulation (2.1) asserts that h1/ǫ converges
almost everywhere to some function h as ǫ tends to 0. It follows
that for almost u, v, x, y for which h(v) and h(y) are distinct,
h(u)− h(x)
h(v)− h(y)
= lim
ǫ→0
h1/ǫ(u)− h1/ǫ(x)
h1/ǫ(v)− h1/ǫ(y)
= lim
ǫ→0
F←(1− ǫu)− F←(1− ǫx)
F←(1− ǫv) − F←(1− ǫy)
. (3.3)
This is not quite (3.1) since, a priori, we may not be able to choose
x and y to be 1. An extra regular variation theoretic argument,
essentially explained in Bingham, Goldie and Teugels (1989, chapter
3) is then needed. For the sake of completeness and given the
pedagogical nature of this note, we develop this argument in the
appendix.
Sufficiency. If (3.1) holds then it holds everywhere and locally uni-
formly and the limit is of the form kρ(u)/kρ(v) — see Bingham,
Goldie and Teugels, 1989, Chapter 3; or, alternatively, use the reg-
ular variation theoretic argument in the appendix. Taking an and
bn as in (3.2), this implies that
(
F←(e−ω/n) − bn
)
/an has a limit
kρ(ω)/kρ(2) as n tends to infinity. This implies (see the representa-
tion for Mn in the proof of Theorem 2.1), that the distribution of
(Mn − bn)/an converges to a nondegenerate limit.
4. On the maximum of geometric random variables. In
this section we consider the maximum Mn of n independent random
variables all having a geometric distribution. With the notation
of section 1 and writing ⌊·⌋ for the integer part, the underlying
distribution function is
F (t) = (1− p)
∑
06i6t
pi = 1− p⌊t+1⌋
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for some p between 0 and 1. It is known (see e.g. Resnick, 1987,
§1.1, example following Corollary 1.6) that there are no sequences
(an)n>1 and (bn)n>1 such that the distribution of (Mn−bn)/an has a
nondegenerate limiting distribution. In other words, it is not possible
to find linear normalizations or a sequence of deterministic affine
functions (gn)n>1 such that the distribution of gn(Mn) converges to
a nondegenerate limit. A natural question is then: can we find a
sequence of nonlinear functions (gn)n>1 such that the distribution
of gn(Mn) has a nondegenerate limit? The next proposition shows
that under the additional requirement that each gn is monotone, the
answer is negative. Hence, in some sense, there is no good alternative
to using subsequences and partial domain of attraction — see also
the remark following the proof. The same result can be obtained
in combining theorems 1.5.1 and 1.7.13 in Leadbetter, Lindgren and
Rootze´n (1983).
Proposition 4.1. There is no deterministic sequence of nonde-
creasing functions (gn)n>1 such that the distribution of gn(Mn) has
a nondegenerate limit.
Proof. The proof is by contradiction and relies on Theorem 2.1. It
also uses the following facts, stated as a lemma, which is a classi-
cal exercise in analytic number theory (see Hlawka, Schoißengeier,
Taschner, 1986, Chapter 2, exercise 8) and whose proof is in the ap-
pendix. We write F(·) for the fractional part, that is F(x) = x−⌊x⌋.
Lemma 4.2. For any positive real number θ, the sequence(
F(θ logn)
)
n>1
is dense in [ 0, 1 ].
In order to prove Proposition 3, and seeking a contradiction, as-
sume that there exists a deterministic sequence (gn)n>1 of nonde-
creasing functions such that the distribution of gn(Mn) has a nonde-
generate limit. Theorem 2.1 implies that gn◦F
←(1−x/n) has a limit
almost everywhere, h(x), which is nonconstant and nonincreasing.
We first calculate the quantile function
F←(1− u) = inf{ t : p⌊t+1⌋ < u }
= inf
{
t : ⌊t+ 1⌋ >
log u
log p
}
=
⌊ log u
log p
⌋
.
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In particular,
gn ◦ F
←(1− x/n) = gn
(⌊
−
logn
log p
+
log x
log p
⌋)
.
Set θ = −1/ log p and y = log x/ log p. We then have
lim
n→∞
gn(⌊θ logn+ y⌋) = h(p
y) . (4.1)
Define the functions
kn(u) = gn(u+ ⌊θ logn⌋) and k(y) = h(p
y) .
Equality (4.1) is equivalent to
lim
n→∞
kn(⌊θ log n+ y⌋ − ⌊θ logn⌋) = k(y) .
The advantage of this equality compared to (4.1) is that for fixed y
the argument of kn remains of order 1, while the argument of gn in
(4.1) tends to infinity with n. Clearly, the argument of kn, that is,
⌊θ logn + y⌋ − ⌊θ logn⌋, is an integer. It is equal to an integer q if
and only if ⌊θ logn+ y⌋ = q + ⌊θ logn⌋, that is, if
q + ⌊θ logn⌋ 6 θ logn+ y < q + ⌊θ logn⌋+ 1 ,
or, equivalently,
q ∈ F(θ log n) + (y − 1, y ] .
Moreover, if this inequality holds then
kn(⌊θ logn+ y⌋ − ⌊θ logn⌋) = kn(q) ,
and therefore limn→∞ kn(q) = h(y).
Since h is nonconstant and is noincreasing, we can find y1 and y2
such that y1 < y2 < y1 + 1 and h(y2) < h(y1). Note that for any
integer n, the intervals F(θ logn) + (y1 − 1, y1 ] and F(θ logn) +
(y2 − 1, y2 ] have a nonempty intersection equal to the interval
F(θ logn) + (y2 − 1, y1 ]. Let ǫ be a positive real number such that
2ǫ < h(y1) − h(y2). Since the sequence
(
F(θ logn)
)
n>1
is dense
in [ 0, 1 ], there exists infinitely many n such that the intersections
9
F(θ logn) + (y2 − 1, y1 ] contain the same integer q. For those n
sufficiently large, we then have
|kn(q)− h(y1)| < ǫ and |kn(q)− h(y2)| < ǫ ,
which forces |h(y1)− h(y2)| < 2ǫ and contradicts our choice of ǫ.
Remark. The proof shows in fact a little more, namely, that if there
exists a deterministic sequence (gn)n>1 of nondecreasing functions
and if there exists a subsequence nk such that the distribution of
gnk(Mnk) converges to a nondegenerate limit as k tends to infinity,
then it is necessary that the sequence
(
F(lognk)
)
is not dense in
[ 0, 1 ]. This forces the sequence (nk)k>1 to avoid a set of the form
∪q∈N(e
q[ ex, ey ]) for some 0 < x < y, and hence forces that sequence
to contain gaps which grow at least geometrically.
Appendix.
Proof of Lemma 2.1. If s > F←(U) then F (s) > U . Therefore,
P{F←(U) < s } 6 P{U 6 F (s) } = F (s) .
Since distribution functions are right continuous, this implies
P{F←(U) 6 s } 6 F (s) .
If s < F←(U) then F (s) 6 U . Therefore,
P{F←(U) 6 s } = 1− P{F←(U) > s }
> 1− P{U > F (s) }
= F (s) .
Proof of Lemma 2.2. (i) A quick proof consists in considering
that up to replacing nonincreasing by nondecreasing such sequence
defines a sequence of measure on the compact sets [ 0,∞ ] as well as
[−∞, 0 ] and use Prohorov’s theorem (see Billingsley, 1968, Theorem
6.1). A more pedestrian approach is to spell out the arguments as
follows. Let (fn)n>1 be a sequence as in the lemma and let (xk)k>1
be a sequence of numbers dense in the real line. Since the sequence(
fn(x1)
)
n>1
is bounded, we can find an increasing function ϕ1
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mapping N into itself such that
(
fϕ1(n)(x1)
)
n>1
converges. Suppose
that we constructed an increasing function ϕk from N into itself.
We construct ϕk+1 by requiring that it is increasing, maps N into
ϕk(N), that is,
(
ϕk+1(n)
)
n>1
is a subsequence of
(
ϕk(n)
)
n>1
, and(
fϕk+1(n)(xk+1)
)
n>1
converges. Then, for any fixed k the sequence(
fϕn(n)(xk)
)
n>1
converges, and we write f(xk) its limit. Since the
functions fn are nonincreasing, so are the function fϕ(n)(n) and so
is f on the set (xk)k>1. Moreover, f is locally bounded. We extend
f to a function f defined on the whole real line by setting
f(x) = lim
xk↓x
f(xk) = sup{ f(xk) : xk > x } .
Since f is nonincreasing on the set (xk)k>1, the function f is
nonincreasing on the real line. Consequently, it has left limit
everywhere. It is right continuous because if x < y < x + ǫ then
we can find xk and xℓ such that x < xk < y < xℓ < x + ǫ, which
implies f(xk) > f(y) > f(xℓ); hence
f(x) = lim
xk↓x
f(xk) > lim sup
y↓x
f(y) > lim inf
y↓x
f(y) > lim
xℓ↓x
f(xℓ) = f(x) .
This proves that f is ca`dla`g. Since it is locally bounded, it has
countable many discontinuity points. Hence, almost every real
number is a continuity point of f . Let x be a continuity point of
f and let us prove that
(
fϕn(n)(x)
)
n>1
converges to f(x). Indeed,
if xi < x < xk, then fϕn(n)(xi) > fϕn(n)(x) > fϕn(n)(xk). Thus,
taking limits as n tends to infinity,
f(xi) > lim sup
n→∞
fϕn(n)(x) > lim infn→∞
fϕn(x)(x) > f(xk) .
Since x is a continuity point of f , taking the limits as xi and xk
tend to x shows that limn→∞ fϕn(n)(x) = f(x). This implies that
the subsequence
(
fϕn(n)
)
n>1
converges almost everywhere.
(ii) Consider an interval [ a, b ]. Let η be a positive real number. The
function ∆ being continuous, it is uniformly continuous on [ a, b ].
Moreover, since ∆ǫ is nonincreasing, so is ∆. Thus, we can find
points a = a0 < a1 < . . . < ak = b such that for all 0 6 i 6 k,
0 6 ∆(ai)−∆(ai+1) 6 η and lim
ǫ→0
∆ǫ(ai) = ∆(ai) .
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Provided ǫ is small enough, |∆ǫ(ai) −∆(ai)| 6 η for any 1 6 i 6 k.
Consequently, if x is between ak and ak+1,
|∆ǫ(x)−∆(x)| 6 |∆ǫ(x)−∆ǫ(ak+1)|+ |∆ǫ(ak+1)−∆(ak+1)|
+∆(ak+1)−∆(x)
6 ∆ǫ(ak)−∆ǫ(ak+1) + 2η
6 |∆ǫ(ak)−∆(ak)|+∆ǫ(ak+1)−∆(ak+1)|
+∆(ak)−∆(ak+1) + 2η
6 5η .
Proof of Lemma 4.2. Consider an interval [x, y ] in [ 0, 1 ]. Let q
be an integer. If q + x 6 θ logn 6 q + y then F(θ logn) belongs to
[x, y ]. Such n exists if the interval [ e(q+x)/θ, e(q+y)/θ ] contains an
integer. The length of this interval is e(q+x)/θ(e(y−x)/θ−1) and tends
to infinity with q. Hence, this interval contains an integer whenever
q is large enough.
Regular variation theoretic argument for the proof of The-
orem 3.1. We first give the extra argument needed to prove the
necessity part of Theorem 3.1.
Let v and y be such that h(v) and h(y) are distinct, h1/ǫ(v) and
h1/ǫ(y) converge to h(v) and h(y) respectively as ǫ tends to 0. Define
the function
r(1/ǫ) = F←(1− ǫv)− F←(1− ǫy) .
Writing h˜(u) =
(
h(u)− h(x)
)
/
(
h(v)− h(y)
)
, (3.3) asserts that
lim
ǫ→0
F←(1− ǫu)− F←(1− ǫy)
r(1/ǫ)
= h˜(u)
for almost all u. In particular, for almost all u and w,
h˜(uw) = lim
ǫ→0
F←(1− ǫuw) − F←(1− ǫwy)
r(1/ǫw)
r(1/ǫw)
r(1/ǫ)
+ lim
ǫ→0
F←(1− ǫwy) − F←(1− ǫy)
r(1/ǫ)
. (A.1)
It follows that limǫ→0 r(1/ǫw)/r(1/ǫ) exists for almost all w. Hence
r is regularly varying and there exists a real number ρ such that
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limǫ→0 r(1/ǫw)/r(1/ǫ) = w
ρ. Then (A.1) yields the functional
equation
h˜(uw) = h˜(u)wρ + h˜(w) .
If ρ vanishes, this means h˜(uw) = h˜(u) + h˜(w). Since h˜ is
monotone, this forces it to be proportional to the logarithm function.
If ρ does not vanish, then, permuting u and w, we obtain
h˜(wu) = h˜(w)uρ + h˜(u) .
Hence, equating the expressions obtained for h(uw) and h(wu), we
have
h˜(u)(wρ − 1) = h˜(w)(uρ − 1) .
This implies that the function h˜(u)/(uρ − 1) is almost everywhere
constant. Thus, there exists a constant c such that h˜ = ckρ almost
everywhere. Again, since h˜ is monotone, this almost everywhere
equality holds in fact everywhere.
In any case, regardless whether ρ vanishes or not, we obtain that
h˜ = ckρ for some constant c. This means, setting c1 = h(x) and
c2 = c
(
h(v)− h(y)
)
,
h(u) = c1 + c2kρ(u) .
The function h is then continous on the positive half line. Therefore,
Lemma 2.3.ii shows that h1/ǫ converges to h everywhere as ǫ tends
to 0. In particular,
lim
ǫ→0
h1/ǫ(u)− h1/ǫ(1)
h1/ǫ(v)− h1/ǫ(1)
=
uρ − 1
vρ − 1
.
The same argument applies for what is needed in the proof of the
sufficiency part of Theorem 3.1, namely that if
lim
ǫ→0
F←(1− ǫu)− F←(1− ǫx)
F←(1− ǫv) − F←(1− ǫy)
exists for almost all u, v, x, y, then it exists for all u, v, x and y. This
comes from the fact that the functions
u 7→
F←(1− ǫu)− F←(1− ǫx)
F←(1− ǫv)− F←(1− ǫy)
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are monotone and that one can take v, x and y such that these
functions converge for almost all u as ǫ tends to 0; hence, the
convergence occures for all u and locally uniformly; permuting the
variables u, v, x and y, the convergence also occurs locally uniformly
with respect to all u, v, x and y.
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