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Localizing Seizure Onset With Diffusion Models
Abstract
Diffusion models are models that describe the spread of anything -- atoms, ideas, people, seizures. They
have developed independently across fields, from economics, computer science, and physics, to biology
and medicine. They have a wide variety of applications including modeling the spread of pathogens,
information, and ideas. In this dissertation, diffusion models are applied to modeling the spread of
seizures. Our ability to predict how seizures spread -- its timing, speed, extent of activity, where seizures
start and where seizures go -- can help us solve a critical problem in the effective treatment of refractory
epilepsy: localization of seizure onset for its eventual resection, ablation, or neuromodulation. This
dissertation encompasses a multidisciplinary approach (from analyses of signals and networks to newer
methods in deep learning) across many brain states (from interictal, preictal, ictal to postictal) and with
multimodal data (from structure to function, MRI to EEG) in different outcomes of epilepsy patients (from
good to poor). New hypotheses about epilepsy pathophysiology are presented in the original research
section of this dissertation, a new framework on the conceptualization of brain atlas is presented in
Chapter 5, a taxonomy of seizure spread patterns is presented in Chapter 6, the investigation of white
matter EEG recordings is presented in Chapter 7 -- this dissertation contains work more than about
diffusion models applied to epilepsy; however the research and ideas presented throughout this work
show promise for using diffusion models, or other models of epilepsy, to solve a clinical problem in
epilepsy and hopefully improve our patients' quality of life.
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ABSTRACT
LOCALIZING SEIZURE ONSET WITH DIFFUSION MODELS
Andre Youki-Hashimoto Revell
Kathryn A. Davis, M.D.
Brian Litt, M.D.
Diffusion models are models that describe the spread of anything — atoms, ideas, people, seizures.
They have developed independently across fields, from economics, computer science, and physics,
to biology and medicine. They have a wide variety of applications including modeling the spread of
pathogens, information, and ideas. In this dissertation, diffusion models are applied to modeling the
spread of seizures. Our ability to predict how seizures spread — its timing, speed, extent of activity,
where seizures start and where seizures go — can help us solve a critical problem in the effective
treatment of refractory epilepsy: localization of seizure onset for its eventual resection, ablation,
or neuromodulation. This dissertation encompasses a multidisciplinary approach (from analyses of
signals and networks to newer methods in deep learning) across many brain states (from interictal,
preictal, ictal to postictal) and with multimodal data (from structure to function, MRI to EEG)
in different outcomes of epilepsy patients (from good to poor). New hypotheses about epilepsy
pathophysiology are presented in the original research section of this dissertation, a new framework
on the conceptualization of brain atlas is presented in Chapter 5, a taxonomy of seizure spread
patterns is presented in Chapter 6, the investigation of white matter EEG recordings is presented in
Chapter 7 – this dissertation contains work more than about diffusion models applied to epilepsy;
however the research and ideas presented throughout this work show promise for using diffusion
models, or other models of epilepsy, to solve a clinical problem in epilepsy and hopefully improve
our patients’ quality of life.
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PREFACE
This dissertation is broken into three parts:
1. Part I: Introduction
2. Part II: Original Research
3. Part III: Conclusions
Part I (Chapters 1 – 4) introduces epilepsy, diffusion models, and the problem this dissertation
tries to solve – localizing seizure onset with diffusion models. Chapter 1 defines refractory epilepsy
and the path (and problems) to seizure freedom in these patients. Chapter 2 introduces diffusion
models and outlines how these models can localize seizure onset. Chapter 3 gives an example
patient case. It solidifies how the methods outlined in Chapter 2 can be used along side, but not
replace, the clinical pipeline from Chapter 1. Chapter 4 outlines the framework and the specific
aims of this dissertation, each of which are dedicated to a chapter in Part II. Chapter 4 also discusses
some of the hurdles to using diffusion models effectively within the context of this dissertation, as
well how they have been used effectively across fields. Recognizing and addressing these hurdles is
the key to success for using diffusion models to improve patient outcomes. Some of these hurdles
are addressed within the apecific aims of Part II.
Part II (Chapters 5 – 8) encompasses the original, hypotheses-driven research, some of which are
published manuscripts or are currently pre-prints. Chapter 5 investigates how we define discrete
regions (nodes) of the brain through the use of brain atlases can affect structural network topology.

xi

Chapter 6 investigates quantitative methods for measuring seizure spread. Chapter 7 investigates
electrode signals implanted in white matter tissue and how these signals can inform us of epilepsy
pathophysiology. Chapter 8 wraps up Part II to combine lessons from Chapters 5, 6, and 7. It
investigates the use of diffusion models across multiple epilepsy patients, how we can validate these
models, and how can we test the hypothesis that these diffusion models work.
Part III (Chapters 9 – 10) wraps up with conclusions. Chapter 9 places the overall dissertation in
the larger field of epilepsy. It discusses contemporary models and methods to localize seizure onset,
recognizing the fact that diffusion models are not the only models that can be used. A general
framework to localize seizure onset is presented, for which any model can be used. Chapter 10 is
a short, broad conclusion statement for this dissertation.

The overall research question this dissertation tires to answer is simple: can diffusion models
localize seizure onset? The hypothesis (Chapter 8) is that diffusion model predictions of seizure
onset overlap with the surgically removed regions in good outcome patients, and they do not overlap
with the surgically removed regions in poor outcome patients.

xii

Part I

Introduction

1

CHAPTER 1
Introduction to Refractory Epilepsy and Seizure Localization

Shown here are 3D renderings of brains, some of which are from refractory epilepsy patients. Two
brains, however, are from graduate students. Can you tell which ones? The brains of many epilepsy
patients can appear normal. Localization of seizure onset in these patients may be difficult.
2



Outline

1. Refractory Epilepsy
(a) Definitions
(b) Disease burden
(c) Treatment
2. Seizure Localization in Refractory Epilepsy
(a) Phase I
(b) Phase II
(c) Surgery
3. The Need For Quantitative Methods in Seizure Localization
(a) Current surgical outcomes
(b) Qualitative methods
(c) Quantitative methods

1. Refractory Epilepsy
A. Definitions
Epilepsy and seizures. Epilepsy is characterized by the occurrence of seizures — irregular electrical activity in the brain causing temporary abnormalities in behavior, sensation, state of awareness,
and/or movement 1,2 . A diagnosis of epilepsy is made generally when an individual has ≥ 2 unprovoked seizures ≥ 24 hours apart. The International League Against Epilepsy (ILAE) website 3
further outlines specific criteria, including operational definitions 4–6 and subtype classifications of
seizures 7–10 and epilepsy 11–14 . Emerging evidence also support that epilepsy can be considered a
disease of networks 15–28 , where seizures arise not from a single anatomical focus per se (in some
cases), but rather from a distributed epileptic network 29 of interacting brain regions causing the
spontaneous evolution, or bifucation 30 , of seizure states within the brain (Fig. 1.1).
Drug-resistant epilepsy. The ILAE defines drug-resistant epilepsy (DRE) as failure of adequate
trials of 2 tolerated, appropriately chosen, and administered anti-seizure medication (ASM) schedules
(whether as monotherapies or in combination) to achieve sustained seizure freedom (all types of
seizures) for 12 months, or 3 times the inter-seizure interval before treatment started (whichever
is longer) 11 . This ILAE definition was developed primarily to provide an operational definition to
guide the clinical management of patients 31 . Although ASMs are effective in stopping seizures in
many patients, 30-40% of epilepsy patients may have DRE (Fig. 1.2) 32,33 .
Alternative terms. Refractory epilepsy is sometimes interchangeable with intractable, medically
refractory, pharmacoresistant, or drug resistant-epilepsy. The more general term “refractory” is used
3

Fig. 1.1. Epilepsy — a disease of networks | The brain is composed of 86 billion neurons 34,35 .
Their axons project to other brain regions and allow for communication between regions. These
connections form a network (blue spheres represent regions, and connecting lines represent axon
projections). A burst of abnormal electrical activity in one region (red sphere) may disrupt normal
brain function within that region and in other connected regions. However, emerging evidence
supports that the interaction of brain regions, rather than a single epileptic region, can also play an
important role in seizure generation and evolution 15–24 . Thus, epilepsy may be considered a disease
of networks 25–29 .
in this dissertation; the focus of this dissertation is on epilepsy patients who wish to undergo surgery
for which other treatment modalities — such as a ketogenic diet 36,37 , and not just medications —
do not work. These patients are more than drug-resistant. The ILAE recommends the term DRE
to aid in the comparison of findings across studies, where appropriate, and within the context of
its intended use (i.e., here, refractory includes DRE, but also patients possibly refractory to other
treatment modalities) 11 .
4

Fig. 1.2. Epilepsy Epidemiology and Disease Burden. | Epilepsy is a significant source
of neurological morbidity and burden. 33,38,39 Approximately 30-40% of epilepsy patients may have
drug resistant epilepsy (DRE). Characteristics of DRE patients are broken down further by epilepsy
type, location of epilepsy, and outcomes in patients who undergo surgery.

B. Disease burden
Epilepsy is one of the most common neurological disorders, affecting approximately 50 million people
worldwide (Fig. 1.2) and is a significant source of neurological morbidity 33,38,39 . It costs the United
States an estimated $23 billion each year 40–42 . DRE contributes to a majority of the cost 41,43 .
The direct costs per patient per year is estimated to be $1,200 to $24,000, and individuals with
DRE may have direct costs 2-10x more 42 . Compared to many other costly neurological disorders
(e.g., stroke, dementia, Parkinson’s disease), individuals of all age ranges are at risk of developing
epilepsy. Overall, individuals may have an 11-fold higher odds ratio in all-cause-mortality 44 . Thus,
the occurrence of seizures can be highly burdensome for individuals in its cost, morbidity, mortality,
and social stigmatisation surrounding epilepsy 45 .

C. Treatment
Epilepsy surgery is the treatment of choice for refractory focal epilepsy 46 , of which focal epilepsy
accounts for the majority of DRE (Fig. 1.2). Surgical resection has the most likely chance of seizure
5

Fig. 1.3. Epilepsy Surgery Clinical Pipeline. | The path to surgery for epilepsy patients can
be broken into two phases. Phase I (presurgical diagnostics testing) may include scalp video-EEG,
various imaging modalities and techniques (e.g., MRI, PET, SPECT), MEG, and neuropsychological
testing. For some patients, Phase II (invasive diagnostics testing) is warranted. Intracranial EEG
electrodes (such as ECoG or SEEG) are implanted to record seizure activity and precisely localize
seizure onset. Finally, surgical resection or ablation is recommended in patients for which Phase I
and/or Phase II diagnostic testing reveals sufficient information about seizure onset. Some patients,
however, are poor candidates for resection or ablation, and other surgical treatment modalities
(such as RNS or VNS) may be appropriate. This dissertation (arrow) is focused on patients who
have undergone Phase I and Phase II to localize seizure onset by combining both imaging and
intracranial EEG data. MRI, magnetic resonance imaging; PET, positron emission tomography;
SPECT, single-photon emission computed tomography; MEG, magnetoencephalography.
remission (Grade 1A recommendation). Additional antiseizure medications, vagus nerve stimulation
(VNS), deep brain stimulation (DBS), responsive cortical stimulation (RNS), and ketogenic diet
may be alternative options to help reduce seizure frequency and improve quality of life for patients
where surgery is not an option. However, these treatment modalities are more likely to be palliative,
rather than curative.

2. Seizure Localization in Refractory Epilepsy
The benefits and risks of epilepsy surgery should be evaluated at a comprehensive epilepsy center
with the necessary multidisciplinary resources. The primary goals of surgical evaluation are to
(1) identify seizure onset, (2) determine the appropriateness of surgical intervention, and (3) avoid
surgical morbidity. The path to surgery for epilepsy patients studied in this dissertation can be
broken into two phases (Fig. 1.3):
6

A. Phase I
Presurgical diagnostics testing.

A series of tests are performed to determine localization of

seizure onset. These tests can include ictal/interictal scalp video-EEG, various imaging modalities
and techniques (e.g., MRI, PET, SPECT), magnetoecephalography (MEG), and neuropsychological
testing. These tests, along with concordance of clinical history, neurological examination, and seizure
semiology are crucial to localize seizure onset.

B. Phase II
Invasive diagnostics testing. In selected cases (e.g., Phase I tests unable to localize seizure onset
or tests with discordant results), invasive intracranial EEG (iEEG) monitoring is needed to localize seizure onset. iEEG may include electrocorticography (ECoG) or stereoelectroencephalography
(SEEG) in which these electrodes are implanted for days to weeks to record seizure activity.

C. Surgery
Surgical resection or ablation is recommended in patients for which Phase I/II tests reveal sufficient
information of seizure onset. Some patients, however, are poor candidates for resection or ablation,
and other surgical treatment modalities (such as RNS or VNS) may be appropriate.
This dissertation is primarily focused on patients who have undergone Phase I and Phase II. Both
iEEG recordings and other imaging modalities (particularly advanced MRI modalities and research
protocols) have been acquired (Fig. 1.3) to localize seizure onset for its eventual resection or ablation.

3. The Need For Quantitative Methods in Seizure Localization
A. Current surgical outcomes
In A Cochrane Database of Systematic Reviews (Issue 6, 2019) 32 , 10,696 of 16,756 (64%) epilepsy
patients who underwent surgery achieved a good outcome from surgery. Good outcome was defined
as seizure control or seizure-free status for at least 1 year, or Engel Class I. Patients with seizures
localized to the temporal lobe had a higher chance of a good surgical outcome (55-75%) than for
patients with seizures localized outside the temporal lobe (30-40%, Fig. 1.2). In the 173 studies
reviewed, good outcomes ranged from 13.5% to 92.5% of patients. However, the quality of data in
relation to recording of adverse events was very poor; long-term good outcomes (extending past the
1 year criteria) are typically much lower (40% at 10 years for anterior temporal lobectomy, which
7

Fig. 1.4. Localization of seizure onset: qualitative vs. quantitative. | a, Localizing
seizure onset is driven by qualitative interpretations of Phase I/II tests. EEG features, such as low
voltage fast activity (LVFA), direct current (DC) shifts, preictal rhythms, and bursts in specific
electrode channels may indicate areas of seizure onset. Imaging findings, such as structural lesions
on T1- or T2-weighted MRI, unilateral temporal lobe hypometabolism on [18F]-2-deoxyglucose-PET
(FDG-PET), and language localization with function MRI (fMRI) may help plan for surgery. b,
Quantitative methods — univariate signal analysis to multivariate network analysis of iEEG, and
incorporation of imaging modalities — may help guide surgery. For example, this dissertation focuses
on the use of diffusion models to quantitatively guide epilepsy surgery. Ideally, the area of “virtual
surgery” (quantitative-guided resection/ablation) of good outcome patients would overlap with the
actual resection. In poor outcome patients, there would be less overlap.
usually has the highest chance of seizure freedom).

B. Qualitative methods
Current methods for localizing seizure onset and determining extent of surgery is driven primarily
by Phase I and II tests and their qualitative interpretations by a team of highly trained physicians
(Fig. 1.4a). Epileptologists search for EEG features, such as low voltage fast activity (LVFA),
direct current (DC) shifts, preictal rhythms, and bursts to indicate areas of seizure onset around
specific electrode channels. Imaging findings, such as structural lesions on T1- or T2-weighted MRI,
unilateral temporal lobe hypometabolism on [18F]-2-deoxyglucose-PET (FDG-PET), and language
localization with functional MRI (fMRI) may help localize seizure onset and plan for the associated
morbidity of surgery.

8

C. Quantitative methods
Quantitative, systematic methods for seizure localization are needed to improve outcomes for surgical epilepsy patients across centers. Novel quantitative methods, from univariate signal analysis
to multivariate network analysis of iEEG, and incorporation of imaging modalities may help guide
surgery (Fig. 1.4b). For example, this dissertation focuses on the use of diffusion models to quantitatively guide epilepsy surgery with both iEEG and MRI data. Ideally, the area of “virtual surgery”
(quantitative-guided resection/ablation) of good outcome patients would overlap with the actual
resection and true seizure onset. In poor outcome patients, the overlap between virtual surgery and
the real resection would not overlap (Chapter 8).


Highlights

This dissertation contains the foundations for using diffusion models as a novel method for seizure
localization in refractory epilepsy patients to improve patient outcomes after surgery (see “The
Need For Quantitative Methods in Seizure Localization” above).

9

CHAPTER 2
Localizing Seizure Onset with Diffusion Models

Shown here is a digital rendering of the white matter tracts reconstructed with tractography from
a High Angular Resolution Diffusion Imaging (HARDI) sequence on MRI. Only 5% of the 1 million
streamlines are shown. We can create brain networks from these tracts on which we can simulate
spread of seizure activity throughout the brain with diffusion models

10



Outline

1. Introduction to Diffusion Models
(a) Definitions and Applications
(b) Types of Diffusion Models
2. Localizing Seizure Onset With Diffusion Models
(a) Creating networks
(b) Simulation of spread
(c) Measuring spread
(d) Localization

1. Introduction to Diffusion Models
A. Definitions and Applications
Definition: Diffusion.

Diffusion models are models that describe spread. Diffusion represents

the net movement of anything (e.g., atoms, ideas, people) generally from a region of higher concentration to a region of lower concentration 51 . Diffusion can be described from (1) a phenomenological
approach starting with Fick’s laws of diffusion, or (2) a physical one with a random walk of diffusing elements. In this dissertation, we refer to the second description, and specifically study the
application of diffusion models on networks (“network diffusion models”, Fig. 2.1)
Definition: Networks. A network is composed of points (called nodes) connected by pairs of
lines (called edges, Fig. 2.2a). Nodes may represent people, places, and in neuroscience, individual
neurons, neuronal populations, and up to discrete regions of the brain (see Fig. 1.1). Edges may

Fig. 2.1. Applications of (network) diffusion models. | (Network) diffusion models describe
spread of anything, real or imaginary, throughout a network. They have a wide variety of applications, including (a) describing the spread of pathogens 47,48 , (b) information and ideas 49,50 , and (c)
in this dissertation, the spread of seizures across the brain.

11

Fig. 2.2. Diffusion across networks and diffusion model classes. | a, Diffusion models can
simulate spread across networks, which are composed nodes connected by edges. Spread at each
time step t is determined by active nodes and the edges between their neighbors. b, Many diffusion
model types, or classes, have appeared throughout multiple disciplines. This chapter introduces
basic terminologies of diffusion models, and chapter 4 further discusses the hurdles for applying
diffusion models to real-world scenarios.
represent some property, physical or otherwise, linking nodes. Edges can be structural highways
linking cities, contact between individuals during a pandemic, a follow linking Instagram users,
and similarity of buying habits between individuals. In neuroscience, edges can represent anatomical links (“structural connectivity”), statistical relationships (“functional connectivity”), or causal
interactions (“effective connectivity”) between nodes.
Applications. Diffusion models have developed independently across fields, from economics, computer science, and physics, to biology and medicine. They have a wide variety of applications
(Fig. 2.1), including modeling the spread of pathogens 47,48 , information and ideas 49,50 , consumer
buying habits 52 , riot behavior 53 , mutant genes 54 , memes 55–57 , viral Instagram hashtags 56 , and in
this dissertation, the spread of seizures across the brain. They are used to simulate spread across
networks and across time from one or more seed nodes (Fig. 2.2a).

B. Types of Diffusion Models
Diffusion models generally fall into two classes, or types: deterministic or probabilistic (Fig. 2.2b).
A basic introduction to the diffusion model classes is discussed here. Working examples of diffusion
models are presented in Appendix A.

12

Deterministic models
Deterministic models describe the state s of any node i at the next time point t + 1, where s = 0 for
inactive nodes and s = 1 for active nodes. Node i at time step t + 1 will become active depending
on
τ ≤α

(2.1)

where τ is a threshold function that determines whether or not a node becomes active; and α is an
activation function computed from network parameters, such as neighbor connections (weighted or
unweighted). If the activation function α is greater than the threshold function τ for node i, then
the node will become active. This process is computed for every node of the network and iterated
at every time step until some pre-specified time (usually when no new nodes become active). Thus,

si (t + 1) =




1, if τ ≤ α.

(2.2)



0, otherwise.
Threshold function τ . For an unweighted network, the threshold function τ is the fraction θ of
neighbors that must be active for node i to become active as well. For a weighted network, τ is the
fraction θ of neighbors’ weights that must be active for it to become active as well. In other words,
τ = θki

(2.3)

where θ is a threshold set a priori representing a fraction, and ki is the degree of node i for unweighted
networks. For weighted networks, ki represents the strength (sum of weights) of node i. For directed
networks, ki represents the incoming degree or strength of node i.
Activation function α. The activation function α is the sum of each edge weight wij between
node Ni and its neighbor node j multiplied by the state of the neighbor node j. For unweighted
networks, wij = 1. In other words,
α=

X

sj (t) ∗ wij

(2.4)

j∈Ni

where node j is in the set of neighbors Ni of node i and sj (t) is the state (0 or 1) of node j. wij is
the edge weight between nodes i and j. For unweighted networks, wij = 1. For directed networks,
wij is the incoming degree or strength.
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Types of deterministic models.

The tipping model is a type of deterministic model for un-

weighted networks. The concept of “tipping” was introduced by economist and Nobel Laureate
and has become mainstream in the field of economics 58 . The linear threshold model (LTM) is an
extension of the tipping model for weighted networks. These models and the extent of spread are
predicated on the parameter θ.
Probabilistic models
Probabilistic diffusion models simulate spread based β, the probability an active node will activate
its neighbor.
Probability activation function ρ. The probability an inactive node will become active is the
probability ρ that at least one active neighbor of node i will activate node i. The probability each
active neighbor node j can activate node i is determined by the parameter βij . In other words,
ρ=1−

Y

(1 − βij )

(2.5)

j∈Ai

where node j is in the set of active neighbors Ai of node i, and βij is the probability of activation
between node i and node j. The (1 − βij ) term represents the probability node j does not activate
Q
node i. The (1 − βij ) term represents the probability none of the active neighbors Ai of node i
Q
will activate node i. And the 1 − (1 − βij ) term represents at least one active neighbor Ai of node
i will activate node i.
Probability of activation, β. βij is found empirically, such as through determining the probability a virus infects an individual who comes into contact with an infected individual, or it is a
reasonable estimation set from prior domain knowledge.
For weighted networks, βij is a function of the weights wij between nodes i and j. Thus, the weights
modulate βij . An example could be,
βij = σ(wij )

(2.6)

where σ is some sigmoid activation function (Fig. 2.3). At very low weights (low wij ), the probability
of activation is low. At moderate weights, the probability of activation is moderate. At very high
weights, the probability of activation is near certain.
For example, the probability of spreading a virus is very low for two individuals >6 feet apart (low

14

Fig. 2.3.
Sigmoid Activation
Function σ. | βij = σ(wij ). This
is an example of a sigmoid activation
function that modulates βij based on
wij . At very low weights (low wij ), the
βij is low. At moderate weights, the
βij is moderate. At very high weights,
the βij is near 1. Here, wij is z-scored.
σ is an example function that determines the probability of activation, β.
Other functions can be used.

wij ), and spread has certain probability for individuals with intimate contact (high wij ). Similarly,
the probability of seizure activity spreading may be low for brain regions with low connectivity and
nearly certain for brain regions with very high connectivity (we do not know this currently).
Types of probabilistic models.

The susceptible-infected-recovered (SIR) model is the most

ubiquitous form of diffusion models, having been used to inform public health policy decisions
during the HIV and SARS-CoV-2 pandemics. In this model, all nodes in the network are in one
of three states: Susceptible (able to be infected), Infected, or Recovered (no longer able to infect
or be infected). Fig. 2.2b shows a simpler version, the SIS model, with two states (susceptible and
infected). The SIR model is a special case of the independent cascading model where instead of
single probability of infection, there is a probability of infection associated with each edge (i.e., βij
is set for each edge). Variations of the probabilistic models are discussed in chapter 4.
Diffusion models in this dissertation
In this dissertation, we only consider two states, susceptible (not seizing, s = 0) and infected (seizing,
s = 1) brain regions. Seizures tend to stop at the same time across all regions of the brain (see
Fig. 3.1 for an example), thus seizure termination for each brain region may not be adequately
modeled by the probabilistic nature of recovery or re-susceptibility in the SIR and SIS models.
Seizure termination is an under studied aspect of seizure pathophysiology, and we do not consider
modeling this aspect for now. Furthermore, seizures tend to be stereotyped within an individual,
meaning that the pattern of spread is usually consistent across seizures — they may be deterministic.
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Fig. 2.4. Creating structural brain networks with diffusion imaging. | a, Diffusion weighted
imaging (DWI) can reconstruct the underlying white matter tracts connecting brain regions. DWI
measures the diffusion of water molecules by applying a small magnetic gradient that influences
the direction of diffusion. b, Diffusion tensor imaging (DTI) is a specific application of DWI that
estimates a diffusion tensor within a voxel of an MRI. This tensor models the orientation of white
matter tracts within that voxel. c, When modeled across many voxels of the brain, we begin to see
overall pathways the white matter tracts take. Reconstructing these white matter tracts is called
tractography. d, When tractography is combined with atlases that map regions regions (discussed
in chapter 5), we can create a structural brain network.

2. Localizing Seizure Onset With Diffusion Models
This section is the central part of this dissertation. It outlines how the diffusion models introduced
above may localize seizure onset in refractory epilepsy patients. The subsections break the process
into four parts: (1) creating the brain networks on which we perform diffusion model simulations,
(2) performing the simulations of seizure spread, (3) measuring seizure spread, and (4) combing the
previous subsections to localize seizure onset.

A. Creating structural brain networks
Fig. 2.4 overviews how this dissertation creates the brain networks on which diffusion model simulations are performed.
In this dissertation, we focus on structural brain networks because the physical (structural) white
matter connections linking brain regions have been shown to correlate with seizure activity between
brain regions 21,59 . Other researchers have also shown we may be able to predict the function of the
brain (i.e. seizure activity) from structural networks. In other words, the underlying anatomical
white matter tracts of the brain may be able to predict the functional relationship between connected
16

Fig. 2.5. Brain atlases affect network
topology | Tractography combined with an
atlas creates a brain network. Since networks
are composed of nodes and edges, we must
define each. Here, we define edges to be
the physical white matter tracts of the brain,
reconstructed with tractography. We define
nodes to be discrete regions of the brain, labeled by atlases. The nodes of our network
changes with different atlases, and thus network topology changes. Diffusion models rely
on network topology — simulations of spread
may change with different atlases. Chapter 5
discusses brain atlas choice.

brain regions. In relation to seizures, it is thought that the spread of seizures (function) is largely
influenced by the strength of connections between brain regions (structure) — Seizures spread across
the brain through the axonal tracts linking brain regions.
Here, we use an MRI sequence called diffusion weighted imaging (DWI, Fig. 2.4a) to reconstruct
the underlying white matter tracts connecting brain regions. DWI measures the diffusion of water
molecules by applying a small magnetic gradient that influences the direction of diffusion. Diffusion
tensor imaging (DTI) is a specific application of DWI that estimates a diffusion tensor within a voxel
of an MRI (Fig. 2.4b). This tensor models the orientation of white matter tracts within that voxel.
When modeled across many voxels of the brain (Fig. 2.4c), we begin to see overall pathways the
white matter tracts take. Reconstructing these white matter tracts is called tractography. When
tractography is combined with atlases that label brain regions, we can create a structural brain
network (Fig. 2.4d). Many atlases of the brain have been developed in the neuroscience literature,
and the ramifications atlas choice on network topology is discussed further in chapter 5 (Fig. 2.5).

B. Simulation of seizure spread
Once structural brain networks are created, we can begin applying diffusion models to simulate
seizure spread.
Fig. 2.6 shows a simulation of a deterministic diffusion model seeded from a left hippocampus
node using the AAL atlas. The AAL atlas is highlighted in Fig. 2.5 above. Here, the diffusion
model simulates how seizure activity would spread throughout the brain should it begin in the left
hippocampus. Now the question is, did it? To answer that, we need to measure spread.
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Fig. 2.6. Diffusion Model Simulation of Seizure Spread From the Left Hippocampus. |
a A simulation of seizure spread across a brain network is shown. A deterministic diffusion model
was used and the left hippocampus node was seeded in the AAL atlas. This atlas is highlighted in
Fig. 2.5 above. Here, the diffusion model simulates how seizure activity would spread throughout the
brain should it begin in the left hippocampus. Spheres represent the centroid of each brain region.
Blue spheres represent inactive regions, and red spheres represent active regions. At t = 1, the left
hippocampus is active (the seed). After 24 iterations of the simulation (t = 24), most of the brain
network is active.

C. Measuring seizure spread
We can rely on two methods to measure seizure spread (Fig. 2.7). The first method is measuring
spread through physician annotations. The second method is measuring spread through systematic
algorithms.
Physician annotations are done by board-certified epileptologist. Spread annotations of all electrode
contacts are time-consuming and not completely done on every patient or all seizures. In Fig. 2.7,
contacts from an example patient are labeled as displayed in the medical record. Onset contacts
are labeled with red dots, early spread contacts are labeled with yellow dots, and delayed spread
contacts are labeled with blue dots. Not every contact was annotated. Many patients do not have
explicit markings of individual contacts like this patient. Instead, epileptologists will focus on onset
electrode contacts and other pertinent data localizing seizure onset for surgery (see Chapter 1).
Furthermore, physicians may vary in their seizure onset markings between other physicians and
18

Fig. 2.7. Measuring Seizure Spread. | We can rely on two methods to measure seizure spread.
The first method is measuring spread through physician annotations. The second method is measuring spread through systematic algorithms. An example patient with their implants and a corresponding seizure is shown. Under physician annotations, onset contacts are labeled with red dots,
early spread contacts are labeled with yellow dots, and delayed spread contacts are labeled with blue
dots. Not every contact was annotated. Many patients do not have explicit markings of individual
contacts like this patient. Instead, epileptologists will focus on onset electrode contacts and other
pertinent data localizing seizure onset for surgery (see Chapter 1). Seizure spread measurements
though systematic algorithms may prove beneficial.
within themselves on different days 60 , thus deploying systematic algorithms may allow for localizing
seizure onset with diffusion models to be consistent across patient cases and epilepsy centers.
Systematic measurement of seizure spread using algorithms is discussed in chapter 6. We measure
spread by using EEG features, such as line length and power, on each contact channel and compare
their performance against deep learning models where we do not have to engineer EEG features.
We show that the performance of a deep learning algorithm called Wavenet (developed by a group
at Google in 2015) outperforms other algorithms in labeling seizure onset electrode contacts. This
algorithm and other deep learning models may be suited to measure seizure spread for our needs in
this dissertation.
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D. Localizing Seizure Onset With Diffusion Models
Fig. 2.8 shows an overview of localizing seizure onset with diffusion models. We need two key pieces
of information: (1) spread data in Fig. 2.8a) and (2) spread simulations in Fig. 2.8b.
Spread data.

First, we need to measure seizure spread using methods discussed briefly above and

detailed in Chapter 6. For every electrode contact, we observe a time at which the surrounding brain
region enters a seizure state (s = 1). In our example patient and EEG (Fig. 2.8a), we see SEEG
electrode contacts capture seizure spread (gray arrow), and the transition to a seizure state is labeled
at different time points for each contact. From these annotations, we can get an “observed seizure
spread order” (numbers above and below the SEEG implants) representing the order in which each
contact entered a seizure state.
Spread simulations.

Second, we need to simulate seizure spread using a diffusion model from

every seed region. For example, Seed 1 is in the lateral temporal lobe (Fig. 2.8b), where spread
is simulated as if seizure onset was in this region. Seed 2 is a different region, the hippocampus.
Again, we simulate spread as if seizure onset was in this region. We do this simulation for all regions
(N seeds given different networks have different number of nodes depending on atlas choice), and
we record the order each region enters a seizure state.
Region Equalization. Third, we need to determined which brain regions contain electrode contacts. Note in Fig. 2.8b, not all regions (blue spheres) have electrode contacts inserted in them.
We cannot implant all regions of the brain because each additional SEEG electrode we insert comes
with an increased rate of morbidity and mortality. The risk of hemorrhage from each additional
SEEG electrode rises by 2.7%. After we determine which brain regions contain electrode contacts,
we eliminate regions from our simulation order that do not contain contacts. Similarly, we eliminate
contacts from our observed seizure spread order that do not have brain regions labeled (see Fig. 3.5).
Correlations. Fourth, we compare the model of spread order of every seed to our observed seizure
spread order. We ask ourselves, which seed region and its corresponding spread best matches
our observation of spread? We can compute the similarity of spread orders using Spearman rank
correlations. The seed region with the highest correlation may be the true seizure onset, which also
may or may not have been captured with the electrode implants.
The next chapter presents a single example patient for localizing seizure onset with diffusion models.
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Fig. 2.8. Localizing Seizure Onset With Diffusion Models. | This figure is an overview of this
dissertation: localizing seizure onset with diffusion models. We need two key pieces of information:
a, spread data in and b, spread simulations. We can localize seizure onset by completing four steps,
detailed in the corresponding text.

21

CHAPTER 3
Example Patient Case

Shown here is a brain with a structural network embedded inside. Spheres (nodes) represent brain
regions, and connecting lines (edges) represent the white matter tracts connecting the brain regions.
The red sphere deeper inside the brain represents the left hippocampus. The patient discussed in
this chapter has seizure thought to originate from the left hippocampus.
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Patient Case Presentation
Note: Some details presented here are changed to preserve identity of the patient, but should
not change the overall interpretation and conclusions. Important details of the patient case are
underlined.

Fig. 3.1. Patient Case. | A 35 year old female with non-lesional focal epilepsy. Phase II SEEG
implantation is shown here, including the eventual laser ablation site in the left mesial temporal lobe
(top right, yellow circle). EEG recording shows a synchronizing discharge at seizure onset throughout the limbic network (red dotted line. However, at the multidisciplinary surgical conference,
consensus was that the ictal electrographic pattern is clearly seen first in the left hippocampus.
This is not followed by sustained ictal pattern except in the hippocampus (blue square), later spreading (blue arrows), throughout the limbic network. Consensus interpretation is that these are mesial
temporal onset seizures that propagate through the sampled regions of the limbic network.
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Patient.

A 35 year old female had non-lesional focal epilepsy since she was 15 years old. She

has tried multiple anti-seizure medications without seizure control. She had a left mesial temporal
laser ablation. She had breakthrough focal-impaired aware seizures (FIAS) less than one month
after surgery. However, since then she has been seizure free, currently at 1 year and 11 months at
the presentation of this dissertation. She is driving, working, and living an independent life. She
discussed with her physicians that if seizures were to ever return again, they could consider additional
laser of the residual tissue. She stated that ‘given how well it went the first time, I would absolutely
do it again.’
Outcome. This patient had a good outcome after epilepsy surgery. Notably the outcome is good
from both the patient perspective and the surgical perspective. She is happy and the physicians
may have correctly localized seizure onset.
Difficulties in Localizing Seizure Onset.

However, determining seizure onset from the physi-

cian perspective was difficult. This patient was non-lesional, meaning that there were no structural
lesions seen on her Phase I imaging that could explain the etiology of her seizures. During Phase
II testing, SEEG recordings were ambiguous about seizure onset to the presenting fellow epileptologist at the multidisciplinary surgical conference. This conference is where the team of expert
physicians from multiple subspecialties discuss the case. At seizure onset, there is a synchronizing
discharge seen throughout the limbic network (red dotted line in Fig. 3.1), including contacts in the
left temporal pole, left orbitofrontal cortex, and left insular cortex. However, consensus was that
the ictal electrographic pattern is clearly seen first in the left hippocampus. This is not followed by
sustained ictal pattern except in the hippocampus (blue square), but later spreading (blue arrows),
throughout the limbic network. Consensus interpretation is that these are mesial temporal onset
seizures that propagate through the sampled regions of the limbic network.
The rest of this chapter walks through the process of localizing seizure onset with diffusion models
in this patient. We show how the prediction of seizure onset matches the physician localization and
its eventual surgical ablation.

1. Step 1: Simulate Spread
A linear threshold model (LTM) was used to simulate spread in this patient’s structural brain
network. The network was created from a Phase I research protocol MRI scan. See Chapter
5 for exact methods on imaging, tractography, and network construction. Briefly, High Angular
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Fig. 3.2. Step 1: Simulate Spread. | a A linear threshold model (LTM) was used to simulate
spread in this patient’s structural brain network. A simulation for one seed region — the left rostral
hippocampus — is shown at t = 1. The resulting spread is overlaid on a coronal section through the
hippocampus on the MRI. White represents inactive regions and red represents active regions. b,
The activation map for each brain region at each time step is shown in matrix form. Rows represent
brain regions in the Brainnetome atlas, which are arbitrarily ordered. Columns represent the time
step in the simulation.
Resolution Diffusion Imaging (HARDI) was used to reconstruct the white matter tracts, and the
Brainnetome atlas was used to create the structural network.
A simulation for one seed region — the left rostral hippocampus — is shown at t = 1 in Fig. 3.2a.
The resulting spread is overlaid on a coronal section through the hippocampus on the MRI. White
represents inactive regions (s = 0) and red represents active regions (s = 1). At t = 2, activity
spreads to other temporal and subcortical structures. At t = 3, activity starts to appear on the
contralateral hemisphere. At t = 4 and t = 5, activity spreads throughout the whole network.
The activation map for each brain region at each time step is shown in matrix form (Fig. 3.2b). Rows
represent brain regions in the Brainnetome atlas, which are arbitrarily ordered. Columns represent
the time step in the simulation. Black represents inactive states (s = 0) and cream color represent
active states (s = 1) states
This simulation was performed for all regions of the brain (N = 246 regions in the Brainnetome
atlas). Each region was seeded, spread was simulated, and the corresponding activation map for
each each was recorded. Each seed region simulates seizure spread as if seizure onset was in that
region. Now the question is, which seed region and its activation map best correlates to the observed
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seizure spread data?

2. Step 2: Measure Spread
A deep learning algorithm, called Wavenet (see chapter 6), was used to measure seizure spread in
one seizure of our example patient (Fig. 3.3).
Wavenet calculates seizure probabilities at each SEEG time window (0.5 seconds). We perform a
linear smoothing function over a 20 second window. We thresholded the probability matrix at 0.7
to binarize the seizure probabilities into not seizing (s = 0, black) and seizing (s = 1, creme color)
states. Rows represent electrode channels, columns represent time, black (s = 0) represents time
when the contact is not in a seizure state, and cream color represent the time when the contact is
in a seizure state (s = 1). The matrix is stretched to match the aspect ratio of the SEEG recording
on top..
From the thresholded seizure probability matrix, we can see onset contacts where seizures activity
first appears (red arrow). These contacts match the physician annotated seizure onset contacts
from the multidisciplinary surgical conference. We also see contacts involved in early spread (yellow
Fig. 3.3. Step 2: Measure Spread | A
deep learning algorithm, called Wavenet (see
chapter 6), was used to measure seizure spread.
We calculated seizure probabilities, performed
smoothing, and thresholded the matrix to binarize the seizure probabilities into not seizing
(s = 0, black) and seizing (s = 1, creme color)
states. The red arrow points to onset contacts
where seizures activity first appears. The yellow arrow points to contacts involved in early
spread. Blue arrow points to contacts involved
in delayed spread. The black arrow points to
contacts not involved in spread.
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arrow), contacts involved in delayed spread (blue arrow), and contacts not involved in spread (black
arrow).

3. Step 3: Equalize Model and Data
At this point, we have both our model of spread for every brain region (step 1) and our observed
measure of seizure spread (step 2). Fig. 3.4 shows the activation map from the left rostral hippocampus and the observed smoothed seizure probability matrix. A problem is that the rows and columns
of the activation map and the seizure probability matrix do not match. We must equalize them.

Fig. 3.4. Step 3 and 4: Equalize Model and Data, and Compute Correlations. | a At this
point, we have both our model of spread for every brain region (step 1) and our observed measure
of seizure spread (step 2). The activation map from the left rostral hippocampus and the observed
smoothed seizure probability matrix is shown. The rows and columns of the activation map and the
seizure probability matrix do not match. We must equalize them before we can correlate them.
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Fig. 3.5. Equalization of Atlas Parcellations and Electrode Contacts. | Not all brain regions
(“atlas parcellations”) have electrode contacts inserted in them, some contacts are not in any brain
region, and some brain regions contain multiple contacts. Therefore, brain regions with no contacts
are excluded, contacts outside of an atlas are excluded, and in the event a brain region contains
multiple contacts, one is randomly selected.
To equalize the rows, we must match brain regions and electrode contacts by determining which
brain regions contain electrode contacts and which contacts are not in any brain region given an
atlas. Fig. 3.5 shows that not all brain regions contain electrode contacts, some contacts are not in
any brain region, and some brain regions contain multiple contacts. Therefore, brain regions with
no contacts are excluded, contacts outside of an atlas are excluded, and in the event a brain region
contains multiple contacts, one is randomly selected. Thus, rows are deleted in both the activation
maps and seizure probability matrix.
To equalize the columns, we must match the simulation time of the activation map to the real time
of the seizure probability matrix. Because we are interested in the initial seizure spread pattern
and we cannot model seizure termination with diffusion models properly (i.e. we cannot model
late-seizure dynamics and termination – see chapter 4), we take the first 20 seconds of a seizure.
Then we interpolate the activation map to match the smoothed seizure probability matrix.
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4. Step 4: Compute Correlations
We can perform Spearman rank correlations on the equalized activation map from our model and
our seizure probability matrix from our observed spread (Fig. 3.4 and Fig. 3.6).
For the left rostral hippocampus seed, r = 0.74 (Fig. 3.4). For the left orbitofrontal gyrus seed, r =
0.58 (Fig. 3.6). The left orbitofrontal gyrus region was chosen for comparison because it was noted
that seizure activity at onset and later spread was seen in this region (see patient case presentation).
The activation map from the left orbitofrontal gyrus seesd, had the seizure actually started there,
looks visually different from both the activation map of the rostral hippocampus and the observed
spread. The correlations are also lower than the left rostral hippocampus seed and true seizure onset
there is less likely.

5. Step 5: Localize
We perform Spearman rank correlations between all seed region activation maps and the observed
seizure probability matrix (Fig. 3.7). The left hippocampus seeds and other mesial temporal structures have the highest correlations with the observed spread, indicating seizure onset was most likely

Fig. 3.6. Left Orbitofrontal Gyrus Seed. | a We seeded the left orbitofrontal gyrus and
simulated spread. The correlation between the activation map and observed seizure spread was
0.58. This region was chosen for comparison because it was noted that seizure activity at onset and
later spread was seen in this region (see patient case presentation). The activation map from the
left orbitofrontal gyrus seed, had the seizure actually started there, looks different from both the
activation map of the rostral hippocampus and the observed spread matrix. Thus, the correlations
are lower and true seizure onset there is less likely
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Fig. 3.7. Step 5: Localizing Seizure Onset — Correlations Across All Regions. | We
perform Spearman rank correlations between all seed region activation maps and the observed seizure
probability matrix. The left hippocampus seeds and other mesial temporal structures have the
highest correlations with the observed spread, indicating seizure onset was most likely in these
regions. The left mesial temporal lobe was ablated, and this patient had a good outcome.
in these regions. The left mesial temporal lobe was ablated, and this patient had a good outcome.
The diffusion model localization, physician localization, and patient outcome are congruent with
a left mesial temporal lobe epilepsy. The tissue in this region may have been the most important
seizure generating node in this patient’s epileptic network. However, time will tell if this patient’s
epileptic network is more distributed (the “distributed epileptic network hypothesis” of Chapter 7),
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Fig. 3.8. Atlases Vary in Predicting Seizure Onset. | a This chapter localized seizure onset
with diffusion models using one atlas – the Brainntome atlas (top row). However, other atlases can
be used, for example, the AAL atlas (bottom row). Heatmaps represent the correlations between
the the activation map of each seed region and the observed seizure spread data (i.e. each region
was seeded, spread was simulated from that seed regions, the coresponding activation map was
recorded, and the activation map was correlated to the observed seizure spread probability matrix).
Red regions represent seed regions with high correlations to the observed seizure spread, and blue
regions represent seed regions with low correlations to the observed seizure spread. Arrows point
to approximately the same voxel in each slice (yellow, axial; orange, coronal; green, saggital). Both
atlases have the highest correlations in the left hippocampus (the Brainntome atlas has a rostral
and causal hippocampus region; the AAL atlas has only one hippocampus region). However, the
AAL atlas also has other candidate seizure onset regions with which the Brainnetome atlas does not
agree — some inferior and posterior temporal/occipital lobe regions.
were the patient’s seizure generating network reacts or reforms after surgery to produce seizures once
again. The localized ablation around the left mesial temporal lobe may not have been the only node
important in generating seizures (multiple candidate regions have high correlations too in Fig. 3.7
and in different atlases in Fig. 3.8), but one thing is clear based on complete seizure elimination for
almost 2 years: the ablation hit a very important node in the patient’s epileptic network.
The rest of this dissertation is dedicated to robustly validating localizing seizure onset with diffusion
models. For these models to ever influence clinical decisions, and for these models to recommend the
elimination of real patients’ brain tissue, many aspects of these models must be validated. In reading
this chapter, some questions may arise: which atlas do we chose if they recommend different seizure
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onset regions (Fig. 3.8), some atlases may not cover all implanted electrode contacts (Fig. 3.5) how
is seizure spread quantified, which diffusion model is appropriate, what is the best procedure for
equalization and interpolation, should we use smoothed seizure probabilities or binarized seizure
state data? This dissertation can answer some of these questions, but for now, there is much more
work to do.
The next chapter outlines the framework of this dissertation, along with some of the hurdles with
using diffusion models to localize seizure onset effectively.
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CHAPTER 4
The Framework of This Dissertation and Hurdles to Solve

Diffusion models have been used effectively across fields to answer important questions. Shown here
are various network models on which diffusion models were applied to answer questions such as
“how can we spread public awareness to stop the transmission of HIV?” in the 1980s, or “what are
effective vaccine strategies to limit the spread of SARS-CoV-2?”.
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Outline

1. The Framework of This Dissertation
2. Hurdles in Using Diffusion Models Effectively
(a) Defining Network Nodes and Edges
(b) Measuring spread
(c) Model Selection

1. Framework
The framework of this dissertation can be separated into three aims, each with a chapter (Fig. 4.1):

1. Aim 1 (Chapter 5): Defining Network Nodes. Brain atlases define the nodes of the networks
on which we perform the diffusion model simulations. Different atlases create networks of
different topology and can affect model simulations (Fig. 3.8).
2. Aim 2 (Chapters 6 and 7)
(a) Aim 2.1 (Chapter 6): Measuring Spread. Systematic algorithms can help quantifying
seizure spread with which we compare our diffusion model simulation.
(b) Aim 2.2 (Chapter 7): White Matter iEEG Signals. Aim 2.2 is related to Aim 2.1.
It’s findings are not directly used to localize seizure onset with diffusion models, however,
it probes an important question — what do the SEEG recordings in white matter tell
us about epilepsy pathophysiology? Ultimately, Aim 2.1 (seizure activity) and Aim 2.2
(white matter activity) both relate to the investigation of SEEG recordings. Both chapters

Fig. 4.1. The Framework of This Dissertation. | Aim 1 (Chapter 5), Defining network nodes
with brain atlases. Aim 2.1 (Chapter 6), Measuring seizure spread. Aim 2.2 (Chapter 7), White
Matter iEEG Signals. Aim 3 (Chapter 8): Putting It Together.
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of Aim 2 are presented sequentially and before we wrap up Part II with Aim 3, “Putting
it together”.
3. Aim 3 (Chapter 8): Putting It Together. Aims 1 and 2 are combined across multiple
patients of different epilepsy types and surgical outcomes to localize seizure onset.

2. Hurdles to Using Diffusion Models Effectively
How have diffusion models been used effectively?
Diffusion models have been used effectively to influence public health policies, marketing strategies,
and our understanding of social and biological processes (Fig. 2.2). They can help us to predict the
spread of COVID-19, identify effective vaccination strategies, implement strategies for the dissemination of information to prevent the spread of HIV, answer questions about the use of anti-viral
therapies in the face of drug resistance, implement strategies for limiting the spread of misinformation, and identify influencers to market sales products.
In neuroscience, diffusion models help us answer questions about disease processes and neurobiology.
In this dissertation, diffusion models are used to identify the origin of seizures.
What are the hurdles?
Diffusion models may not model spread effectively due to a variety of factors – here we discuss three
hurdles:
1. Defining nodes and edges of the network.
2. Measuring spread (activity).
3. Selecting appropriate models and parameters.

A. Hurdle 1: Defining Network Nodes and Edges
Network diffusion models rely on networks to model spread. Unsurprisingly, the definitions of the
nodes and edges we use to construct our networks can change our spread simulations. In this
dissertation, nodes are regions of the brain, and edges are the structural white matter pathways
reconstructed with High Angular Resolution Diffusion Imaging (HARDI) and tractography.
Chapter 5 of this dissertation focuses on selecting an appropriate brain atlas, which are used to
define discrete regions of the brain — our nodes. We have already shown that diffusion model
predictions for localizing seizure onset may (slightly) vary between brain atlases (Fig. 3.8). Some
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Fig. 4.2. Diffusion Models Can Help Answer Similar Questions Across Fields. | Diffusion
models can be used effectively to influence public health policies, marketing strategies, and our
understanding of social and biological processes. Many of the same problems are encountered across
fields, and we can adopt these strategies to answer similar questions
atlases are inappropriate for creating structural networks based on diffusion imaging data (Fig. 5.16).
Many atlases, however, are appropriate and are complementary. We can see in Fig. 3.8 that both
the Brainnetome atlas and AAL atlas are complementary in localizing seizure onset to the left
hippocampus. For other brain regions, however, they differ in their correlations. One approach we
take (Chapter 8) is to exclude atlases that are inappropriate for creating structural connectivity
networks, and then take a consensus approach over 61 different atlases to localize seizure onset.
We do not focus on edge definitions in this dissertation, although it is possible to study the use
other network types (functional networks) or other structural edges (e.g., mean diffusivity, fractional
anisotropy).
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Fig. 4.3. Hurdles in Using Diffusion Models Effectively. | The three hurdles in using diffusion
models effectively are (1) defining nodes and edges of the network, (2) measuring spread, and (3)
selecting appropriate models and parameters. Some of the same hurdles exist in applying diffusion
models to predict the spread of pathogens. For example, how a network is constructed (hurdle 1),
how activity is sampled or quantified (hurdle 2), and the model chosen (hurdle 3) for the simulation
of pathogenic spread can alter the predictions of spread.

B. Hurdle 2: Measuring Spread
To validate diffusion models and apply them to real world scenarios, measurements of spread must be
acquired. In this dissertation, seizure spread is captured on intracranial EEG (iEEG). Measurements
of spread can be affected by (1) how we measure spread, and (2) our sampling bias:
1. We can measure spread through physician annotations, or we can deploy systematic algorithms.
Chapter 6 focuses on developing robust algorithms on which we use to localize seizure onset.
2. iEEG has a sampling bias in that we cannot sample all regions of the brain. We can only
gather data on seizure activity in the places.
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C. Hurdle 3: Model Selection
One major benefit of diffusion models is that they are relatively simple, both conceptually and
in terms of computational implementation. However, many types of models exist with varying
parameters that can affect spread simulations. In this dissertation, we mainly consider the linear
threshold model because seizures within a given person are stereotyped (rather than probabilistic),
and we generally work with weighted networks from structural connectivity of the brain.
Other considerations in parameter selection.

General approaches to classify and parameter-

ize different diffusion models are still an active area of research 58 . Some models may consider that
spread of activity only propagates from newly activated nodes from the last time step in the simulation. However, these slight algorithmic modifications may not translate well to real life scenarios.
For example, some models only consider active and inactive states, and instead other models allowing
for more states or continuous transitions between states (a gradient model) have been developed.
More generalized forms of diffusion models have also been proposed. For example, the generalized
threshold model is a probabilistic extensions of both deterministic and probabilistic diffusion models
where threshold parameters can be set for each node and edge, and the parameters are drawn from
an underlying distribution (e.g., uniformly randomly drawn θ). In this dissertation, θ is set for the
whole network, rather than set on a per node level (i.e., θ is a constant that we set a priori all
calculations).
The difficulties in setting θ are:
1. It is unknown what distribution θ should be drawn from (i.e., uniformly random distribution)
in the case of a generalized threshold model.
2. It is unknown if model parameters, such as θ, should be set for each brain region whereby we
have difficulties in appropriately determining the nodes of a brain network (chapter 5).
3. What a standard θ should be across studies, and how it can be empirically found given different
study designs in measuring/defining both nodes and edges of the brain.
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Part II

Original Research
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CHAPTER 5
Defining Brain Regions: Brain Atlases

The contents of this chapter can be found in its original format at https://doi.org/10.1016/j.
neuroimage.2022.118986 61 . Slight rearrangements have been made to fit this dissertation.
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Highlights

• A framework for conceptualizing brain parcellations and selecting a brain atlas is discussed
(Fig. 5.12).
• Atlas choice mainly affects statistical power (Fig. 5.10). Many atlases affect power; fewer
atlases produce contradictory results.
• Random atlases may be suitable for answering some questions (Fig. 5.10).
• Brain atlases used across the neuroscience literature are explored here and summarized in
Appendix B (Appendix table 1).
• Parcellation sizes and shapes (morphologies) are variable across atlases (Figs. 5.5, 5.6).
• Varying atlases affect structural network topology (Figs. 5.7, 5.16, 5.17, 5.18) and
structure-function correlation (Figs. 5.8, 5.9, 5.10).

1. Abstract
Brain maps, or atlases, are essential tools for studying brain function and organization. The abundance of available atlases used across the neuroscience literature, however, creates an implicit challenge that may alter the hypotheses and predictions we make about neurological function and pathophysiology. Here, we demonstrate how parcellation scale, shape, anatomical coverage, and other
atlas features may impact our prediction of the brain’s function from its underlying structure. We
show how network topology, structure-function correlation (SFC), and the power to test specific
hypotheses about epilepsy pathophysiology may change as a result of atlas choice and atlas features.
Through the lens of our disease system, we propose a general framework and algorithm for atlas
selection. This framework aims to maximize the descriptive, explanatory, and predictive validity
of an atlas. Broadly, our framework strives to provide empirical guidance to neuroscience research
utilizing the various atlases published over the last century.

2. Introduction
How we define anatomical brain structures and relate those structures to the brain’s function can
either constrain or enhance our understanding of behavior and neurological diseases 64–67 . Discoveries
by scientists like Carl Wernicke and Pierre Paul Broca, who mapped specific brain regions to speech
function, in addition to case studies from Phineas Gage and H.M., who lost specific brain regions with
resultant changes in brain function and behavior, exemplify how brain structure and function are
fundamentally linked 68–70 . Properly labeling brain structures is paramount for enabling scientists
to effectively communicate about the variability between healthy individuals and about the regions
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Fig. 5.1. The Atlas Concordance Problem. | In common usage, an atlas refers to a “collection
of maps” 62 that defines geo-political borders at different scales. Although borders 63 are usually
consistent across atlases of the world, they are typically not consistent across atlases of the brain.
Four separate atlases (left-to-right: AAL1, CerebrA, Hammersmith, Harvard-Oxford) may define
the superior temporal gyrus differently. The lack of consistency across these labels poses a problem
for reproducibility in cognitive, systems, developmental, and clinical studies, as well as metanalyses
describing the involvement of different regions of the brain in various diseases 64 . This challenge has
been previously referred to as The Atlas Concordance Problem
involved in neurological disorders 71 . Yet, no consensus has been reached on the most appropriate
ways to label and delineate these regions, as evident by the wide variety of brain maps, or atlases,
defining neuroanatomical structures 72 .
In common usage, an atlas refers to a “collection of maps” 62 that typically defines geo-political
boundaries and may include coarse borders (continental), fine borders (city), and anything in between (country; Fig. 5.1 and Fig. 5.2). Borders 63 are usually consistent across atlases of the world.
In contrast, atlases of the brain are not consistent. The four separate atlases in Fig. 5.1 define
the superior temporal gyrus differently. For example, approximately ninety percent of the anterior
superior temporal gyrus in the Harvard-Oxford atlas 77 overlaps with the posterior superior temporal gyrus in the Hammersmith atlas 78 . Atlases may also differ in other ways, including parcellation
size, neuroanatomical coverage, and complexity of brain region shapes. For instance, the Yeo atlas 79
contains 7 or 17 parcels while the Schaefer atlases 80 may have between 100 and 1,000 parcels. Complicating matters further, atlases can differ in their intended use. The MMP atlas 81 was intended
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Fig. 5.2. Atlas terminologies. | The terms “atlas”, “template”, and “stereotactic space” are
commonly confused in the literature because they all relate to the “maps” of the brain. “Atlas” and
“template” are sometimes used interchangeably 67 , however, they are distinct. a, A brain atlas refers
to a neurological map that defines brain region labels. We use this definition throughout the text.
b, A brain template, refers to a brain pattern. Similar in common usage, a template is a mold or
a representation of the brain. Usually it is composed of multiple individuals’ brain representing an
average of a population. Many templates exist and are reviewed in various publications 66,72 . The
templates illustrated here are the MNI152 Nonlinear asymmetric 2009c T1w template, the OASIS
template created and used by ANTs with templates linked here), a gray matter probability map,
a PET template, and a b0 DTI template. c, The coordinate system, or the stereotactic space, of
the brain describes the physical positioning of the brain, similar to the geographical coordinate
system of the Earth. A common stereotactic space was historically the Talairach space 73–75 , and
more recently, the MNI spaces 76 . The analogy between the geographical terms of the Earth and
the geographical terms of the brain is not exact, however. While there in one world, there are many
brains — within and across species. It is challenging to create one atlas, one template, and one
coordinate system suitable for all brains.
for surface-based analyses 82 , yet a volumetric version (without subcortical structures) was independently created and used in connectivity studies 83 . The plethora of available atlases poses a problem
for reproducibility in studying healthy and diseased populations and for metanalyses describing the
involvement of different regions of the brain in various diseases. This has been termed The Atlas
Concordance Problem 64 .
In this chapter, we perform an extensive evaluation of the available atlases in the neuroscience literature (Appendix Appendix Table 1) by examining the effect of varying features such as parcellation
size, coverage, and shape (Fig. 5.3a) on structural connectivity (Fig. 5.3b). We also examine how
atlas choice changes structural network topology by measuring structure-function correlation (SFC)
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Fig. 5.3. Atlases can affect our measurement of structural connectivity. | a, Atlases
can have varying features (see also Appendix Table 1). b, Thus, all current connectivity studies
in neuroscience may not accurately reflect some fundamentally “true” structural architecture. For
example, atlases with either large or small parcels may affect the structural connectivity matrices
that are used to define the "true" network architecture of the brain, and subsequently that are used
to test hypotheses or make predictions about the brain.
using an atlas-independent measure of functional connectivity (Fig. 5.4). We utilize a total of 55
brain atlases, including many routinely used in common neuroimaging software. Note the important
distinction between the terms atlas, template, and stereotactic space 72 (see Fig. 5.2). We found
that different atlases may alter the power to test a hypothesis about epilepsy pathophysiology that
seizures propagate through the underlying structural connections of the brain. This hypothesis has
been previously supported in prior research 21,27,59,84 .
In the context of our experimental design, we propose a new framework outlining how to appropriately choose an atlas when designing a neuroscience experiment. This framework is derived from
historical foundations for assessing the validity and effectiveness of animal models 85 , network models 86 , and psychometric tests 87 , which try to maximize the (1) descriptive, (2) explanatory, and (3)
predictive validity 86 of a model. Atlases are a tool for investigators to test for causality and to make
predictions about the brain. Thus, this framework incorporates a short discussion on explanatory
modeling and predictive modeling, each with different goals “To Explain or to Predict?” 88 ). A onesize-fits-all approach may not exist for selecting an atlas, nor should it 89 ; while there is one Planet
Earth with a single atlas for a particular use (e.g., an atlas of the geo-political borders in a given
point in time), there are many brains, with anatomical and functional variability across populations
and species 89 . We hope our framework provides empirical guidance to neuroscience research utilizing
the various atlases published over the last century.
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Fig. 5.4. How does atlas choice affect study results? | a, When combined with white matter
tracts reconstructed from diffusion MRI, atlases can be used to measure how different regions of the
brain are structurally connected. b, Similarly, intracranial EEG (iEEG) implants can record neural
activity to measure how different regions of the brain are functionally connected. Technologies such
as fMRI, MEG, and many others can also measure functional connectivity. The statistical similarity
between structural and functional connectivity measurements can be calculated (e.g., structurefunction correlation; SFC). Such estimates have been used to better understand the pathophysiology
of disease. In this study, we evaluate how the varying atlases may alter the power to test a specific
hypothesis about the brain’s structure-function relationship in epilepsy.

3. Results
Clinical Data.
Forty-one individuals (mean age 34 ± 11; 16 female) underwent High Angular Resolution Diffusion
Imaging (HARDI), composed of thirteen controls (mean age 35 ± 13; 6 female) and twenty-eight
drug-resistant epilepsy patients (mean age 34 ± 11; 12 female) evaluated for surgical treatment. Of
the twenty-eight patients, twenty-four were implanted with stereoelectroencephalography (SEEG)
and four with electrocorticography (ECoG). Ten SEEG patients (mean age 34 ± 8; 4 female) had
clinical seizure annotations, and the first seizure from each patient (mean duration 81s) without
artifacts was selected for SFC analyses. Patient and control demographics are included in Table 5.1.

Atlas Morphology: Sizes and Shapes.
We hypothesized that atlas morphological properties, including size and shape (Fig 5.5), affect
SFC. To test this hypothesis, we first quantified the distributions of parcellation sizes (Fig 5.5a)
and shapes (Fig 5.5b) in various atlases. These results exemplify the diversity of atlas parcellation
morphology. Fig 5.5c shows a comparison of individual parcellation volumes and sphericities. The
remaining atlases are shown in Fig. 5.6. In contrast to standard atlases, random atlases have

45

Fig. 5.5. Atlas morphology: sizes and shapes. | a, Volume distribution of atlas parcellations
demonstrating the diversity of parcellation sizes. b, Parcellation sphericity distributions illustrating
how the shapes of different parcellations may not be uniform. c, Volumes versus sphericity showing
how some atlas parcellations may be small and spherical, while others may be large and nonspherical. This illustrates the non-uniformity in atlas parcellations. d, Volumes and sphericity of
random atlases showing the uniformity of sphericity with changing volumes. Random atlas allow us
to study (1) the effect of parcellation scale without the confound of shape effects and (2) the need
for accurate anatomical boundaries to test a hypothesis about the structure-function relationship in
the brain at seizure onset. Numbers in legend represent the number of parcellations for each random
atlas. Remaining atlases are in Fig. 5.6.
constant sphericity with respect to volume size. Note that the distribution of parcellation shapes
(i.e. sphericity) is similar across parcellation sizes in random atlases and their parcellations may
not represent true anatomical or functional boundaries. Thus, random atlases allow us to study
how parcellation scale affects network structure and SFC while keeping the effect of shape constant.
Crucially, random atlases also allow us to explore if accurate and precise anatomical boundaries are
essential in some experimental designs 90 .
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Fig. 5.6. Atlas Morphology: Sizes and Shapes. | All standard atlases and one permutation for
each of the random atlases are shown here. Volume means and sphericity means are in parentheses
at the bottom of each graph.

Varying atlases affect structural network topology.
Although the morphology of atlas parcellations is diverse, we aimed to investigate how these morphological characteristics (particularly parcellation scale) affect structural network topology (Fig. 5.7).
Networks are the basis upon which we compute SFC, and not necessarily morphological characteristics, therefore, we measured how network density, mean degree, characteristic path length, mean
clustering coefficient, and small worldness change as a function of parcellation scale (Fig. 5.7a). We
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Fig. 5.7. Structural network differences between atlases. | a, Density, mean degree, mean
clustering coefficient, characteristic path length, and small worldness were calculated for structural connectivity networks. A subset of atlases is shown. Remaining atlases studied are shown
in Fig. 5.16. The average parcellation volume was calculated for each atlas and the corresponding
network measure was graphed as the mean of all subjects (N=41; 13 controls, 28 patients). b,
Controls and patients were not significantly different in density for the AAL2 atlas (Mann-Whitney
U test), illustrating that global structural network measures are similar between cohorts. However,
specific edge-level connections between cohorts may be different, and characterizing these differences
is out of the scope of this manuscript. Controls and patients were separated and shown in Fig. 5.17.
Network measures using different threshold are shown in Fig. 5.18.
found that the change in these network measures are congruent between standard and random atlases and previous studies 91 . We also show that mean density, a global network measure, is similar
between our control (N=13) and patient (N=28) cohorts (Fig. 5.7b).

Varying atlases affect SFC: single subject.
Fig. 5.8 illustrates an overview of how SFC is calculated. Structure is measured with High Angular
Resolution Diffusion Imaging (HARDI) and function is measured with SEEG electrode contacts.
Structural connectivity matrices are generated based on the atlas chosen (Fig. 5.8a) and functional
connectivity matrices are generated based on broadband (1 – 127 Hz) cross-correlation of neural activity between the electrode contacts in widows of time (Fig. 5.8b, see Methods section on
"Functional Connectivity Network Generation"). Thus, the structural network is static while the
functional network is computed across time. The connectivity matrices shown are example data
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Fig. 5.8. Structure-Function correlation in a single patient | a, Example atlases and structural connectivity matrices. b, Functional connectivity matrices are computed from SEEG recordings during the interictal, preictal, ictal, and postictal periods. During each period, the SEEG
data is binned into non-overlapping windows (the vertically stacked matrices) to create time varying
representations of functional connectivity. Broadband cross correlation matrices are shown for subpatient07 at 6 hours before seizure onset, 90 seconds before seizure onset, 40 seconds after seizure
onset (t = 40), 88 seconds after seizure onset (seizure duration = 89 seconds), and 180 seconds after
seizure onset (or 91 seconds after seizure termination). c, Each functional connectivity matrix is
correlated to a structural connectivity matrix of a given atlas. Spearman Rank Correlation is measured between all time points and all atlases for each patient. Lines of best fit are for visualization
purposes only. d, SFC is graphed at each time point for four example standard atlases (Hammersmith, Craddock400, AAL2, and CerebrA), and four example random atlases (30, 100, 1k, and 10k
parcellations). SFC increases during seizure state for some standard atlases (Craddock 400, AAL2,
and CerebrA atlases). This result follows previous SFC publications with ECoG 21,59 . However,
SFC does not increase for the Hammersmith atlas. These findings highlight that the power to detect
a change in the structure-function correlation at seizure onset, and thus the ability to probe the
hypothesis that seizure activity is correlated to brain structure, may be reduced using some atlases.
The use of different atlases may contradict previous studies.
from a single patient, sub-patient07. Functional connectivity matrices are shown for 6 hours before
seizure onset, 90 seconds before seizure onset (t = -90), 40 seconds after seizure onset (t = 40), 88
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Fig. 5.9. Structure-Function Correlation in multiple patients. | SFC for ten standard
atlases and five random atlases using SEEG broadband cross-correlation matrices averaged across
all patients with clinically annotated seizures (N = 10). Resting state SFC (rsSFC) is the SFC
during the interictal period. The change from preictal to ictal SFC is ∆SFC. SFC was similarly
calculated for random atlases and shows that rsSFC and ∆SFC may change with parcellation scale.
These findings may be concerning given that the inherent structure-function relationship in the brain
is not necessarily changing at resting state, but its measurement is greatly affected by atlas choice
alone.
seconds after seizure onset (seizure duration = 89 seconds), and 180 seconds after seizure onset (91
seconds after seizure termination). Each functional connectivity matrix time window was correlated
to each structural connectivity matrix, yielding a SFC at each time window (Fig. 5.8c). Each point
represents the structural edge weight between two brain regions and their corresponding functional
connectivity edge weight in broadband cross-correlation. A line of best fit is shown for visualization,
and r values represent Spearman rank correlation for that time point. SFC was graphed for all time
points during the interictal, preictal, ictal, and postictal periods for this patient in Fig. 5.8d.
Four example standard and random atlases are graphed. We show that SFC increases during the
ictal state for many atlases (CerebrA, AAL2, Craddock 400), but not all atlases (Hammersmith).
The increase in SFC during seizures follows previous SFC studies using ECoG 21,59 . Similarly,
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SFC increases for a subset of random whole-brain atlases. While parcellation scale may affect
SFC, it is not the only feature affecting SFC – the Hammersmith and AAL2 atlases have similar
parcellation scales yet diverging neuroanatomical properties and SFC dynamics. These findings
highlight inference from one type of atlas may suggest that seizure activity is not correlated to brain
structure, contradicting previous studies 21 .

Varying atlases affect SFC: multiple subjects.
Fig. 5.9 shows SFC for ten standard atlases and five random atlases using SEEG broadband crosscorrelation metrics averaged across all patients with clinically annotated seizures (N = 10). The
AAL2 atlas shows a statistically significant increase in SFC from preictal to ictal periods (p < 0.05
by Wilcoxon signed rank test after Bonferroni correction for 55 tests). This change from preictal to
ictal SFC is denoted ΔSFC. Using the AAL2 atlas, this finding supports the hypothesis that seizure
activity propagates and spreads via axon tracts making up the underlying structural connectivity of
the brain 21,59 . SFC was similarly calculated for random whole-brain atlases. A notable finding is that
during the interictal period, resting state SFC (rsSFC) increases at larger number of parcellations
(i.e. smaller parcellation volumes). We show that rsSFC is observably affected by parcellation scale
when plotting the random atlases in Fig. 5.9 (bottom row). These findings may be concerning given
that the inherent structure-function relationship in the brain is not necessarily changing at resting
state, but its measurement is greatly affected by atlas choice alone.

Varying atlases affect resting state SFC and ∆SFC.
Resting state SFC (rsSFC) and the change in SFC (∆SFC) from preictal to ictal periods are affected by parcellation scale (Fig. 5.10). Fig. 5.10a shows how rsSFC decreases with larger average
parcellation volumes (moving left to right). A large average parcellation volume for a given atlas
generally means there is a fewer number of total parcellations (e.g. the MNI structural atlas has a
large average parcellation volume given only nine parcellations). In contrast, Fig. 5.10b shows ∆SFC
increases with larger parcellation volumes (moving left to right). Broadly, ∆SFC may be interpreted
as the change in SFC with respect to a disease (e.g. a seizure) and non-disease states. This change
metric has been used to characterize and make inferences in many neurological disorders 92,93 . Only
a subset of atlases show a change in SFC at seizure onset (Fig. 5.10c). These results exemplify that
either overly coarse or fine parcellations may not adequately capture the underlying SFC of the brain
or its dynamics with relation to a neurological disease.
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Fig. 5.10. The power to test a hypothesis about epilepsy pathophysiology changes
depending on atlas choice | a, Resting state SFC (rsSFC) decreases with larger parcellation
volumes (moving left to right). Random atlases are shown in blue, and select standard atlases are
shown in red. Points represent the average across all patients, and bands represent 95% confidence
intervals. b, ∆SFC increases with larger parcellation volume (moving left to right). Broadly, ∆SFC
may be interpreted as the change in SFC with respect to disease (e.g. a seizure) and non-disease
states, and this change has been used to characterize and make inferences on many neurological
diseases. These results exemplify that parcellations that are either too coarse (large volumes) or too
fine (small volumes) may not adequately capture the underlying SFC of the brain or its dynamics
with relation to a neurological disease. c, A subset of atlases show a difference in preictal and
ictal SFC. d, The effect size between preictal and ictal SFC is calculated for all 55 atlases used
in this study. Many atlases commonly used in the neuroscience literature have comparable effect
sizes to random atlases. The standard atlases with the greatest effect size (and thus power) are
the Harvard-Oxford and AAL3 atlases. These atlases outperform many random atlases (where
anatomical boundaries are not followed) and may indicate that their parcellation scheme captures
the structure-function relationship in the brain at seizure onset with DTI and iEEG.

Atlas choice affects the power to test a hypothesis.
The effect size between preictal and ictal SFC is calculated for all 55 atlases used in this study
(Fig. 5.10d). Cohen’s d and the difference between the mean ictal and mean preictal SFC are
shown. Atlases are ordered by Cohen’s d.
We found that different atlases may alter the power to test the hypothesis about epilepsy pathophysiology that seizures propagate through the underlying structural tracts of the brain, measured
with diffusion MRI. This hypothesis has been previously supported in prior studies 21,27,59,84
Many atlases commonly used in the neuroscience literature have comparable effect sizes to random
atlases (where anatomical boundaries are not followed). The standard atlases with the greatest effect
size (and thus power, given equal significance levels and sample sizes) are the Harvard-Oxford and
AAL3 atlases. These atlases outperform many random atlases and may indicate that their parcel52

Fig. 5.11. The increase in publications related to brain atlases. | We searched for any
publications since 1945 using the term “Brain Atlas” on PubMed. We note that since the introduction
of BOLD fMRI in 1990, the need for neuroanatomical maps of the brain has increased, especially in
the neuroimaging community. Many atlases have been published over the last 30 years, and many
publications across the neuroscience literature have used these atlases. However, no comprehensive
study exists evaluating, in any regard, to the suitability and nuances related to these atlases. We
hope our work provides a valuable resource to others in our field, launches a larger discussion to
critically evaluating the neuroanatomy of the brain, and direct future reproducible research for other
scientists and clinician investigators.
lations may adequately capture the structure-function relationship in the brain. These atlases may
capture the "true" structural network architecture (see Fig. 5.1c) because these network architectures
better differentiate and are more correlated to functional changes seen at seizure onset.
Despite the effect sizes of the Harvard-Oxford and AAL3 atlases, however, there may not be a "true
gold standard" atlas or parcellation scheme given that resolution is more critical than the exact
border location of parcels 90 , there may be no single functional atlas for an individual across all
brain states 89 , and many standard atlases yield similar effect sizes to randomly generated atlases
(this study).

4. Discussion
In this study, we performed an extensive evaluation of the available structural, functional, random,
and multi-modal atlases in the neuroscience literature (Appendix Table 1). We detailed morpholog53

ical (Fig. 5.5) and network (Fig. 5.7) differences between these atlases. We showed the effect of atlas
choice on the measurement of structure-function correlation (SFC) in epilepsy patients (Fig. 5.8
and Fig. 5.9). We also showed how various atlases may affect the power to test a hypothesis about
seizure propagation (Fig. 5.10). This work has implications for investigators because the ability to
test hypotheses and make predictions about the brain’s function may depend on atlas choice. In
light of our study using an extensive list of available brain atlases, we propose a general framework
below for evaluating and selecting an atlas (Fig. 5.12).

A Framework for Brain Atlases.
Various publications have highlighted the Atlas Concordance Problem 64,66,67,72 , curated several
atlases in freely accessible databases 94,95 , and made arguments for why specific atlas features
(Fig. 5.12b) may be superior in certain situations 82,89,96–100 . There have been great efforts to
publish accurate and precise parcellations as seen with an exponential rise in atlas-related publications over the last three decades (Fig. 5.11). However, none have found a general solution to the
underlying problem: Does atlas choice matter?
We provide a framework that allows us to determine if the choice of an atlas is appropriate in
the context of its (1) descriptive, (2) explanatory, and (3) predictive validity 86 . This framework
is borrowed from the logic for assessing network models 86 , animal models, 85,101 , and psychometric
tests 87,102 , where assessment of these models with standard statistical model-selection methods is
particularly challenging. Thus, theoretical constructs already formulated in other fields may provide
guidance.
Descriptive validity of an atlas refers to an atlas that appropriately resembles the system in which
we work. In other words, it has “face value” 85 . An atlas should include features (Fig. 5.12b) relevant
to the study (e.g., parcellations containing subcortical structures relevant to epilepsy). Importantly,
the descriptive validity of an atlas also relates to the modality scale we use to measure the brain
– for example, DWI and fMRI at the macroscale 103 , iEEG and tracers at the meso scale 104 , and
microscopy at the microscale 105 . It is important to select a parcellation scale that resembles the
measurement modality resolution (Fig. 5.10a). When correlating DWI with iEEG in our study
at larger parcellation sizes, we lose our ability to discern precise anatomical locations that are
structurally and functionally related (Fig. 5.10b). Similarly at smaller parcellation sizes (tending
to voxel resolution), we may not capture the "true" structural network architecture (Fig. 5.1c), and
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Fig. 5.12. A Framework for brain atlases. | a, Which atlas should be chosen for a study? We
propose a framework that helps select an atlas in the context of its descriptive, explanatory, and
predictive validity. Descriptive validity means the features of an atlas appropriately resembles
the experimental system. An atlas is also a tool to solve a variety of problems in neuroscience. It
may be used as part of a methodology to explain causality (explanatory validity), or it may be
used to make predictions (predictive validity). These two goals are distinct, and the differences
between explanation and prediction "must be understood for progressing scientific knowledge" 88 .
These aspects (to explain or to predict) should be considered when selecting an atlas. b, Nonmutually exclusive atlas features related to descriptive validity. c, A list of questions to consider
when choosing an atlas. Gray lines connect related questions. d, An algorithm for atlases selection
a priori and post hoc. Please see the main text for further details.
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thus we lose our ability to capture structure-function relationship changes at seizure onset.
An atlas is a tool to tackle a wide variety of problems in neuroscience. It may be part of a methodology to explain causality (explanatory validity) or it may be part of a methodology to make
predictions (predictive validity). These two goals are distinct, and the differences between explanation and prediction "must be understood for progressing scientific knowledge" as described in "To
Explain or Predict?" by Shmueli, 2010 88 . In the context of building scientific models, a model with
a high explanatory ability may not have a high predictive ability.
Similar to models, atlases are also part of a scientific methodology to (1) explain how the brain
functions or (2) predict new observations (i.e., they are one part of the overall methodological
pipeline to test hypotheses or make predictions about the brain - for studies using atlases). Thus,
atlases are tools. An atlas may be suitable for hypothesis testing, for example, because it includes
subcortical structures like the hippocampus (also high descriptive validity) to support a hypothesis
about seizure propagation through subcortical structures. Intuitively, without subcortical structures,
it would be impossible to test hypotheses about subcortical structures. Less intuitively, explanatory
validity of an atlas may also relate to the power to test hypotheses, which we show in our study. Some
atlases may not be suitable for scientific inquiry because they provide little statistical power to detect
differences in disease states, for example, to detect changes in SFC at seizure onset (Fig. 5.10b). It
may be impossible to accurately predict power using an atlas before conducting a study, however,
other studies asking similar questions using similar atlases may provide reasonable estimates of
effect sizes (our study has similar effect sizes to a previous study 21 ). Power may also depend on the
accuracy of anatomical boundaries, or in our study, other atlas features such as parcellation scale
and configuration (Fig. 5.10d). For example, the Harvard-Oxford and AAL3 atlases have similar
parcellation configurations and similar power.
Some atlases may or may not be not be suitable for making predictions about new or future observations about the brain. For example, many network properties change with atlas choice (Fig. 5.7),
and thus it is reasonable to suspect model prediction outputs may change with respect to the atlas
used to build and train such models. Importantly, the exclusion of some anatomical structures, like
white matter or the cerebellum in some atlases, may affect the training data used to build predictive
models. In our study, a translational goal is to predict functional seizure activity from structural
data. SEEG records activity from both gray matter and white matter; however, recent studies
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have shown that white matter functional recordings may provide different information than gray
matter 29,106–108 . Thus, excluding some anatomical labels may affect model predictions. Another
example is the use of network models to predict spread, such as α-synuclein across the brain connectome 109 . Without the incorporation of all brain structures related to α-synuclein spread, models
to predict and monitor spread may be inaccurate.

Are accurate anatomical or functional parcellations needed?
During the course of conducting this study, and while undergoing peer review, other atlases with
more accurate or relevant parcellations to the study’s population were published in different areas
of neuroscience 110–118 . Here, we cautiously propose a question: Are efforts to publish more atlases
created with different algorithms or slightly modified parcellations from existing atlases providing any
advantages over already existing atlases? Naturally, accurate and precise parcellations are needed
when probing specific hypotheses about exact structures that depend on accurate segmentation of
such structures (particularly at the sub-field or cellular level); however, few studies compare an
atlas to a null atlas (one with randomly generated parcellations). Studies that do are Gordon et al.
2016 119 and Lewis et al. 2021 118 .
In this study, we show that random atlases provide similar power to detect differences in SFC
between preictal and ictal states (Fig. 5.10d). Indeed, it is difficult or nearly impossible to evaluate
a newly proposed atlas, given that the performance metrics to evaluate an atlas may be infinite
(given infinite experimental designs). Only one such metric, SFC, was used in this study. But given
new deep learning methods and other computationally expensive methods using trained classifiers
for segmentation, existing atlases may be adequate for labs with limited funding resources, trained
personnel, and access to GPUs. These labs may still be capable of answering important questions
in neuroscience.

Which atlas should be used for my study?
One of the most difficult challenges as scientific investigators is to make optimal methodological
decisions to discover useful findings for the scientific community. Selecting an atlas is one such
decision we may make in some of our studies. We realize the framework provided above may be
abstract to some readers; we also provide a concrete list of questions to consider when choosing
an atlas (Fig. 5.12c) for a neuroimaging study. However, in conducting this study, we also found
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that researchers may face three problems when choosing an atlas (Fig. 5.12d) and these problems
are worth further discussion. The first two problems are in selecting an atlas a priori, or before
conducting a study. They deal with selecting one or a few atlases to preserve power, or in selecting
a standard set of atlas to publish public data for other researchers to use. The third problem is the
issue of conflicting results between two atlases and what to do after a study is conducted (post hoc).
We provide a further discussion on these problems below.

Considerations in selecting one or a few atlases.
Selecting one atlas may preserve power and avoid a multiple comparisons problem by testing every
atlas. Selecting an additional atlas may also be chosen to confirm the robustness of results. In these
cases, a balance of time, availability of tools, and atlas features logical for your study as outlined
in Fig. 5.12a-c need to be considered. For example, if a custom atlas is used, how will that affect
replicability and meta analysis in the long-run for the field? What are the atlas features needed
(such as scale and coverage of regions)? What are the computational costs and personnel training
needed to use particular atlases? (See questions in Fig. 5.12c).

Considerations in selecting a standard set of atlases.
When publishing results and/or making data publicly available for other investigators to use, another
approach is to select a set of atlases based on the perceived needs of other investigators, atlas features
covered, prevalence of atlases used in the literature (Fig. 5.14a), and the prevalence of "turn-key"
neuroimaging software that incorporate these atlases (Fig. 5.14b). Studies are emerging with data
publicly available for use based on one or a few select atlases 124,125 . Many turn-key neuroimaging
software also inevitably have to make the decision to employ a set of atlases to meet the needs of
many researchers. A problem may arise, however, when other researchers need the published data
at other atlas resolutions or with other structures. And unfortunately, the value of the data may
be lessened and the effort put in by the publishing researchers may be in waste if this happens.
What may help with the atlas concordance problem is perhaps a “standard set” of atlases – a set
to benchmark studies across the neuroimaging field. Furthermore, turn-key tools like FreeSurfer,
QSIprep, DSI-studio, FSL, and many others may benefit from a standard set of incorporated atlases
that captures enough features useful to the majority of the neuroscience community, even if not every
available atlas is included. Based on our exhaustive search of atlases in the neuroimaging literature,
the ability to collect them for use in a single study, the prevalence of certain atlases already in-use
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(Fig. 5.14a), and the prevalence of neuroimaging software (Fig. 5.14b) we propose an initial set of
atlases (Fig. 5.12d).
The AAL atlas is one of the most commonly used volumetric atlases (Fig. 5.14a), and along with
the Harvard-Oxford atlas, may provide complimentary results when published together. The Brainnetome atlas 126 is another structural atlas at a finer resolution, having gained popularity since
its introduction in 2016.

The Destrieux and DKT atlases are also structural atlases, and al-

ready incorporated into one of the most commonly used neuroimaging software, FreeSurfer (https:
//surfer.nmr.mgh.harvard.edu). FreeSurfer provides surface-based registration, which may more accurately label cortical structures than volumetric registration (Fig. 5.13). Accurate segmentation
of sub-cortical structures may also be acquired from FSL 127 (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki).
In addition, the MMP atlas was created from multi-modal imaging data. A commonly used atlas provided at different scales is Schaefer atlases provide, however, it does not include subcortical
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Fig. 5.13. (Previous Page) Effects of Registration: Volumetric and Surface-based approaches | Volumetric-based analyses, as opposed to surface-based analyses, have been more prevalent in human neuroimaging studies for the last few decades 82 . Volumetric-based approaches to map
the neocortex have been shown to be inaccurate in some cases. For example, the top row shows a
single subject’s T1w image and the resulting labels of three atlases registered using a surface-based
approach and two atlases using a volumetric-based approach. The DKT atlas using a surface-based
approach follows the cortical folds of the T1w image closely, but the DKT atlas registered using
a volumetric-based approach may have many mis-aligned areas. These images show the improved
accuracy in mapping and labeling brain structures using surface-based analyses, but the adoption of
surface-based analyses has been slow and attributed to five main reasons discussed in Coalson et. al
2018 82 . Briefly, it is due to (1) the need to compare results with existing volumetric-based studies,
(2) the prevalence of volumetric-based tools compared to surface-based tools, (3) the learning curve
of surface-based approaches; (4) an unawareness of the problems and benefits of each approach; (5)
and uncertainty or skepticism as to how much of a difference these methodological choices make. In
some cases, it may make a difference, however, it does not make a difference in this study. Here, we
used a surface-based approach to register three different atlases to each patient. The atlases were
outputs of FreeSurfer’s recon-all pipelinee 120 - the DKT40, Desikan-Killiany (DK), and Destrieux
atlases. The DKT atlas has a modified parcellations of the DK atlas, and the Destrieux atlas is
an alternative atlas offered by the FreeSurfer piepline. The Destrieux atlas has a finer parcellation
scheme (i.e., more number of regions). We repeat analyses of Fig. 5.9 and Fig. 5.10, along with
results from two volumetric-based atlases for side-by-side comparison. The volumetric-based atlases
include the DKT (DKT31 OASIS) and AAL3 atlases. While the volumetric DKT atlas does not
properly align and label the entire cortical gray matter regions, the AAL atlas extends deeply into
the white matter and does label much of these gray matter regions. For the experimental design
of this study in localizing electrode contacts and measuring structural connectivity, the AAL3 atlas
provides the most power out of all these atlases in detecting a change in SFC. In the original AAL
manuscript 121 , the authors “chose to extend the internal limit of the regions beyond the gray matter
layer [to account for] anatomical variability”. This extension past the internal gray matter boundary
may be optimal in our case for measuring SFC because the parcellations may capture streamlines
that otherwise would have ended prematurely before reaching gray matter.

structures.
Random atlases may also provide robust conclusions by allowing researchers to manipulate the resolution, size, and shape of parcellations and iterate over many atlases. Although random parcellations
may forgo accuracy because they do not follow true anatomical boundaries, these atlases may still
provide similar conclusions to other standard atlases with the added benefit of permuting results
over many atlases (Fig. 5.10). An alternative to random atlases is to divide or combine the parcellations of another standard atlas (a "derived" atlas in Fig. 5.12d. For example, the AAL 600 is derived
from the AAL atlas in which its parcellations are further sub-divided using a specified algorithm.
Parcellations may also be sub-divided randomly.
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Fig. 5.14. Prevalence of select brain atlases in the literature | We searched on PubMed for
any publications since 1945 using the verbatim terms shown in each line graph legend. The tool
used is from https://esperr.github.io/pubmed-by-year/ 122 . This search was done to gain a better
understanding how often the field is using different tools, and thus to make some recommendations
as to which atlases to use and facilitating the comparison of results. Note that due to the prevalence
of the term "AAL" which may not relate to the AAL atlas, we opted for the term "AAL atlas".
Another example is the use of "Multimodal Parcellation" rather than "MMP". The search for "AAL"
is shown at the bottom right, where articles appear before the original AAL manuscript in 2002 121 ,
most likely not relating to the AAL atlas. However, the prevalence of "AAL" increases substantially
after 2002, more than other atlases. These search terms serves as a rough estimate of the prevalence
of atlases, and may not reflect the true prevalence of each term.

Considerations in conflicting results between atlases.
When more than one atlas is used, results may conflict. We define conflicting results as two different
atlases giving alternating predictions (e.g., good vs poor outcomes, increase in SFC rather than
decrease in SFC) or support alternating working hypotheses (e.g., the temporal lobe is involved in
one atlas, but another atlas highlights the involvement of the frontal lobe in the pathophysiology of
a disease). We do not mean that conflicting results arise due to lack of statistical power (e.g., one
atlas gives a p-value of 0.06 and another atlas 0.04).
One way to understand if the observed effect is not an artifact of the atlas choice is to select a few
atlases with varying features and figure out what is causing the conflict. Unfortunately, there may be
no other way given that every study will have different parameters and measurements to know what
gives rise to conflicting results. In the matter where conflicting results arise due to atlas selection,
then it may troubleshooting may be needed to understand what gives rise to the conflict (surface vs
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Fig. 5.15. Prevalence of select neuroimaging software in the literature. | We show the
prevalence of select neuroimaging software. Again, due to the ambiguity of search terms such as
"ANTs", we opted for the full name of the software, despite some manuscripts only having used the
abbreviated terms. "Advanced normalization tools" searched in quotes is shown at the bottom right,
having first appeared formally in the literature in 2009 123 .
volumetric registration, parcellation scale, missing relevant structures, etc.). Fortunately, however,
most atlases in this study affect power rather than conflicting results (Fig. 5.10d. We hope this
discussion, our study, and our figures provide insight to others.

Limitations.
Our study is not without limitations. A major limitation is that we did not evaluate atlases in
a diverse set of experimental systems, but rather limited our analysis to a contemporary topic in
epilepsy using SEEG implantations and to a study of the structure-function of the brain, potentially
appealing to a wider audience. The question we were trying to answer ("Which atlas should we
use?") is a difficult problem to solve, given that it would be impossible to evaluate all atlases in all
experimental designs. We attempted to generalize a framework given our findings after an extensive
search for, and curation of, available neuroimaging atlases.
We also did not perform a feature selection analysis post-hoc to maximize ΔSFC at seizure onset;
rather, we performed a comprehensive evaluation of many atlases to set a general framework and
describe the nuances between the different atlases and their features. Ideally in our study, we
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required a whole-brain, volumetric atlas that covered the implanted SEEG electrode contacts. No
such atlas existed. We opted for combining different atlases or developing randomly parcellated
atlases used in previous publications 91,128 . However, no general framework existed to determine
which atlas should be used or clearly outlined the feature space of these atlases. We had no formal
basis for how changing an atlas could change our results and eventual goal for translating network
models to better treat epilepsy patients.
Another limitation, we assume a change in SFC supports the hypothesis that seizures harness the
underlying structural connectome of the brain (along with support from prior literature 21,59,129 ).
We may be biasing our results to select an atlas that maximizes ΔSFC. However, we wish to select
a methodology that allows us to measure any change in brain state that accompanies seizure onset
(explanatory validity), permitting us to probe epilepsy biology and understand the processes that
govern seizure spread.
An additional limitation concerns the effect of parcellation volume on SFC. In probing this effect
across our random atlases and atlases used in the literature, we did not perform controlled experiments to separate the effects of parcellation size from parcellation N (number of parcellations).
A future experiment could fix the number of parcellations while changing parcellation volume (or
vice versa). This would allow us to test whether parcellation volume or N drives changes in SFC.
However, this was outside the scope of our study.
Our goal was to highlight the importance of selecting an appropriate atlas from an array of possibilities, using a data-driven, validated experimental paradigm 21 . We acknowledge new studies that
show that streamline counts may not completely reflect the underlying diffusion data 130 ; however,
comparing such techniques were outside the scope and goal of our focused study. We also note that
few patients had lesions on imaging. Misalignment due to non-linear distortion may add noise to
our data; however, few patients had lesions. Our study was not conducted to necessarily make the
claim that SFC changes exist in the brain at seizure onset, but rather to show how varying atlases
may change SFC.
Finally, our analysis relies on the assumption that an atlas approach must be used to quantify
SFC and does not consider an atlas-agnostic approach nor if such an approach is appropriate. To
study SFC using networks, both structural and functional networks must have nodes representing
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the same entity – neuroanatomical structures. The atlases defining anatomical structures (whether
they are functionally, histologically, genetically, procedurally, multi-modally, or randomly defined)
are the link between structural connectivity and functional connectivity measurements of the brain.
To study SFC, we must rely on the neuroanatomical structures defined by an atlas, then localize
electrodes to these regions and correlate the structural measurements (e.g., streamlines, fractional
anisotropy, mean diffusivity) with functional measurements (e.g., cross-correlation, coherence, mutual information). Fundamentally, we are defining the nodes of the brain in advance, which can alter
our results; a more comprehensive discussion on defining the nodes of the brain are in Fornito et al.,
2016 and Bijsterbosh et al., 2017 104,131 .

Conclusion.
The publication of atlases and their distribution across neuroimaging software platforms has risen
exponentially over the last three decades. Our study illustrates the critical need to evaluate the
reproducibility of neuroscience research using atlases published alongside tools and analysis pipelines
already established in the neuroscience community (e.g., FreeSurfer, DSI studio, FSL, SPM, QSIprep,
fMRIprep, MRIcron, ANTs, and others).

5. Methods
Human Dataset
MRI data was collected from forty-one individuals, including thirteen healthy controls and twentyeight drug-resistant epilepsy patients at the Hospital of the University of Pennsylvania. Twentyfour patients underwent stereoelectroencephalography (SEEG) implantation and four underwent
electrocorticography (ECoG) implantation. Ten of the SEEG patients had clinically annotated
seizures and were used for SFC analyses. Inclusion criteria consisted of all individuals who agreed
to participate in our research scanning protocol, and (if they had implantations) allowed their
de-identified intracranial EEG (iEEG) data to be publicly available for research purposes on the
International Epilepsy Electrophysiology Portal (https://www.ieeg.org) 132,133 . Seizure evaluation
was determined via comprehensive clinical assessment, which included multimodal imaging, scalp
and intracranial video-EEG monitoring, and neuropsychological testing. This study was approved by
the Institutional Review Board of the University of Pennsylvania, and all subjects provided written
informed consent prior to participating. See Table 5.1 for subject demographics.
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Patient

Age

Sex

Localization: suspected seizure onset zone

Control

Age

Sex

sub-patient01

58

M

Poorly localized. R temporal interictal activity.

sub-control01

24

M

sub-patient02

28

F

L anterior temporal lobe

sub-control02

40

F

sub-patient03

27

F

L hippocampus and amygdala

sub-control03

31

M

sub-patient04

20

F

L basal ganglia infarct

sub-control04

29

M

sub-patient05**

36

M

R frontal arteriovenous malformation

sub-control05

40

M

sub-patient06

57

F

Poorly localized. Possibly bitemporal onset

sub-control06

48

F

sub-patient07**

37

M

L temporal lobe/hippocampus/amygdala

sub-control07

22

M

sub-patient08**

34

M

R frontal, anterior cingulate gyrus

sub-control08

35

F

sub-patient09**

47

F

L hippocampus

sub-control09

27

F

sub-patient10

42

F

R temporal lobe/L temporal lobe

sub-control10

67

F

sub-patient11

27

M

L hippocampus, then amygdala

sub-control11

33

F

sub-patient12

35

M

Poorly localized. Possibly multifocal epilepsy

sub-control12

27

M

sub-patient13**

36

F

L temporal

sub-control13

NR

NR

sub-patient14**

29

F

L superior Frontal Sulcus

sub-patient15

33

F

L mesial temporal lobe

sub-patient16

29

M

Poorly localized. Possibly multifocal epilepsy

sub-patient17

31

F

L mesial temporal lobe

sub-patient18**

26

F

L heterotopia, left hippocampus

sub-patient19**

23

M

L temporal/posterior lateral neocortical

sub-patient20

30

M

L temporal encephalomalacia

sub-patient21

24

M

R anterior temporal lobe

sub-patient22

59

F

R frontal-parietal lobe

sub-patient23

28

F

L or R superior temporal gyrus

sub-patient24**

47

F

R anterior temporal

sub-patient25

40

F

L temporal lobe near Heschl’s gyrus

sub-patient26

37

F

L amygdala/anterior temporal pole

sub-patient27

30

M

L amygdala/hippocampus

sub-patient28**

28

M

L mesial temporal lobe

Table 5.1. Chapter 5 Subject Table.| Patient IDs with asterisk have clinically annotated seizures
for structure-function calculation. Localization of the seizure onset zone was pulled from patient
charts, either from the clinically hypothesized brain regions if the patient did not undergo surgery,
or if the patient underwent surgery, the targeted location for resection or ablation. One control did
not have age or sex information. M, Male; F: Female; L, left; R, Right; NR, Not reported

Structure
Methods and pipelines for structural connectivity generation and analysis are described in the following sections. Specific GitHub files and code are included where applicable.
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Imaging Protocol
Prior to electrode implantation, MRI data were collected on a 3T Siemens Magnetom Trio scanner
using a 32-channel phased-array head coil. High-resolution anatomical images were acquired using
a magnetization prepared rapid gradient echo (MPRAGE) T1-weighted sequence (repetition time
= 1810 ms, echo time = 3.51m, flip angle = 9, field of view = 240mm, resolution = 0.94x0.94x1.0
mm3). High Angular Resolution Diffusion Imaging (HARDI) was acquired with a single-shot EPI
multi-shell diffusion-weighted imaging (DWI) sequence (116 diffusion sampling directions, b-values
of 0, 300, 700, and 2000s/mm2, resolution = 2.5x2.5x2.5 mm3, field of view = 240mm). Following
electrode implantation, spiral CT images (Siemens) were obtained clinically for the purposes of
electrode localization. Both bone and tissue windows were obtained (120kV, 300mA, axial slice
thickness = 1.0mm)

Diffusion Weighted Imaging (DWI) Preprocessing
HARDI images were subject to the preprocessing pipeline, QSIPrep, to ensure reproducibility and
implementation of the best practices for processing of diffusion images 134 . Briefly, QSIPrep performs
advanced reconstruction and tractography methods in curated workflows using tools from leading
software packages, including FSL, ANTs, and DSI Studio with input data specified in the Brain
Imaging Data Structure (BIDS) layout.

Structural Network Generation
DSI-Studio (http://dsi-studio.labsolver.org, version: December 2020) was used to reconstruct the
orientation density functions within each voxel using generalized q-sample imaging with a diffusion
sampling length ratio of 1.25 135 . Deterministic whole-brain fiber tracking was performed using an
angular threshold of 35 degrees, step size of 1mm, and quantitative anisotropy threshold based on
Otsu’s threshold 136 . Tracks with length shorter than 10mm or longer than 800mm were discarded,
and a total of 1,000,000 tracts were generated per brain. Deterministic tractography was chosen
based upon prior work indicating that deterministic tractography generates fewer false positive connections than probabilistic approaches, and that network-based estimations are substantially less
accurate when false positives are introduced into the network compared with false negatives 91 . To
calculate structural connectivity, atlases listed in Appendix Table 1 were used. Structural networks
were generated by computing the number of streamlines passing through each pair of structural regions in each specific atlas. Streamline counts were log-transformed and normalized to the maximum
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streamline count, as is common in prior studies 27,137–139 . GitHub: packages/imaging/tractography/tractography.py

Atlases
Atlas descriptions and sources used in this study are found in Appendix Table 2. The 55 atlases used
are listed explicitly in the reporting of effect sizes in Fig. 5.12d. All atlases were sourced in MNI
space and if not already, resliced to dimensions 182x218x182. Atlases were linear and non-linear
registered to T1w subject space using the ICBM 2009c Nonlinear Asymmetric template 140 and FSL
flirt and fnirt 141 .
We also included three atlases registered using surface-based approaches. These atlases (the DKT,
DK, and Destrieux atlases) are output from FreeSurfer’s recon-all pipeline 120 . Many neuroimaging
studies and software use volumetric approaches for registration 82 , yet surface-based approaches may
yield more accurate labeling of the cortical surface (Fig. 5.13). The DKT40 atlas referred in this
study is the surface version, while the DKT31 OASIS is the publicly available volumetric version
(see Appendix Table 2).
In addition to published standard atlases above, we used whole-brain random atlases. A limitation
of standard atlases is that they may not have anatomical definitions for all regions of the brain, and
therefore, implanted electrodes may not be assigned properly to a region. This limitation was the
impetus of our study (i.e., selecting an appropriate atlas for SEEG electrode localization and quantifying SFC). Whole-brain random atlases, in contrast, provide coverage to all implanted electrodes.
They allow for the ability to change some morphological properties (i.e. parcellation size), while
keeping other morphologies the same (e.g., parcellation shape; Fig. 5.5d). However, a limitation of
random atlases is that their regions may not represent true anatomical or functional boundaries.
Random atlases were built in the ICBM 2009c Nonlinear Asymmetric template space and covered all
voxels, excluding those labeled as CSF or outside the brain. To fill these points, a pseudo grassfire
algorithm was applied 91 . Briefly, N points representing the number of parcels of the atlas were
randomly chosen as seed points. These seed points were iteratively expanded in all six Cartesian
directions until all points were covered by one of the initial N seeds. After each iterative step, the
smallest volume region expanded first. Random atlases created were of N equal to 10, 30, 50, 75,
100, 200, 300, 400, 500, 750, 1000, 2000, 5000, and 10000 parcels. Five permutations for each N were
created. GitHub code to generate random atlases: packages/imaging/randomAtlas/randomAtlas67

Fig. 5.16. Structure-Function Correlation (SFC) for All Atlases. | We show network
measures the remaining atlases illustrated in Fig. 5.5. See Appendix Table 1 for atlas descriptions.
HO, Harvard-Oxford; Sub, subcortical; Cort, cortical
Generation.py

Atlas Morphology: Volume and Sphericity
Atlas morphological measurements included parcellation size (volume) and shape (sphericity) (Fig. 5.5).
Parcellation volume was calculated as the number of voxels in an parcel and log10 transformed. Parcellation sphericity was calculated as the ratio of the surface area of a sphere with an equal volume of
the parcellation to the actual surface area of the atlas parcellation. Under this definition, sphericity
is bounded from 0 to 1 where 1 is a perfect sphere. For reference, a perfect cube and a hemi-sphere
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Fig. 5.17. Network Measures: Controls vs Patients. | We replicate Fig. 5.5 (N=41) by
separating out controls (N=13) and patients (N=28).
have a sphericity of 0.8 and 0.7 respectively. GitHub: packages/imaging/regionMorphology/regionMorphology.py

Structural Network Measures
We characterized the structural network topology of 52 atlases (Fig. 5.7 and Fig. 5.16). The three
surface-based atlases (DKT40, DK, and Destrieux atlases output from the FreeSurfer recon-all
pipeline 120 ) were excluded from analyses of Fig. 5.5 and Fig. 5.7 because they were individually
registered to each subjects’ T1w image. To quantify network topology, we examined density, mean
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Fig. 5.18. Network Measures: different thresholds. | We replicate Fig. 5.5 (N=41) by
calculating network measures using different thresholds. Fig. 5.5 has no threshold (threshold = 0).
We set thresholds at 01., 0.2, 0.3, and 0.4. This was done to show how various network measures
may also change when eliminating low-level connections at different thresholds.
degree, mean clustering coefficient, characteristic path length, and small worldness. Connectivity
matrices were first binarized, using a threshold of 0, and a distance matrix was computed. The
same binarization process and threshold was used across all atlases. The distance of any nodes
that were disconnected from the main graph was set to the maximum distance between any pair
of nodes in the main graph. Density, mean degree, clustering coefficient, and characteristic path
length were then calculated on the binary, undirected graphs. Small worldness was calculated as
the σ-ratio where σ = γ/λ and is the ratio of the average, normalized clustering coefficient, C, to
the normalized characteristic path length, I. γ = CG/CR and λ = lG/lR where G is the graph of
interest and R represents a ‘random’ graph that is equivalent to G. To approximate the equivalent
random graph R due to intractable computational costs 142 , a well-known analytical equivalent CR
= d/N and IR = log N/log d were used, where d denotes average nodal degree. All network measures were calculated using the Brain Connectivity Toolbox for Python. GitHub: papers/brainAtlas/Script_05_structure_02_network_measures.py
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Fig. 5.19. Coverage of electrode contacts. | We show the percentage of contacts assigned a
region given an atlas. If a contact fell outside an atlas, it would not be assigned a location and
would not be used in SFC analysis. We also show the Harvard-Oxford atlas regions (cortical and
subcortical combined) that contain electrode contacts (middle and bottom figures).

Function
Methods and pipelines for functional connectivity generation and analysis are described in the following sections. Specific GitHub files and code are included where applicable.

Intracranial EEG Acquisition
Stereotactic Depth Electrodes were implanted in patients based on clinical necessity. Continuous
SEEG signals were obtained for the duration of each patient’s stay in the epilepsy monitoring unit.
Intracranial data was recorded at either 512 or 1024 Hz for each patient. Seizure onset times were
defined by the unequivocal onset 143 . All annotations were verified and consistent with detailed
clinical documentation. If a patient had more than one seizure annotated, the first seizure longer
than 30 seconds without artifacts was used.

Electrode Localization
In-house software 144 was used to assist in localizing electrodes after registration of pre-implant and
post-implant neuroimaging data. All electrode coordinates and labels were saved and matched with
the electrode names on IEEG.org. All electrode localizations were verified by a board-certified
neuroradiologist (J.S.). Electrode contact assignment to atlas region assignment was performed by
rounding electrode coordinates (x,y,z) to the nearest voxel and indexing the given atlas at that voxel
in the same space as the patient’s T1w image. Electrodes that fell outside the atlas of interest
were excluded from subsequent analysis. Please see Fig. 3.5 for visualization. We also show the
percentage of contacts assigned a region given an atlas (Fig. 5.19, Fig. 5.20, Fig. 5.21) GitHub:
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Fig. 5.20. Sampling of Harvard-Oxford regions — by patients | The number of patients
with at least one contact in an atlas region of the Harvard-Oxford atlas (at least one of the regions
on both hemispheres).
packages/atlasLocalization/atlasLocalization.py

Functional Connectivity Network Generation
Functional connectivity networks were generated from four periods: interictal, preictal, ictal, and
postictal. (1) The interictal period consisted of the time approximately 6 hours before the ictal
period. (2) The preictal period consisted of the time immediately before the ictal period. (3) The
ictal period consisted of the time between the seizure unequivocal onset and seizure termination.
(4) The postictal period consisted of the time immediately after the ictal period. Interictal, preictal,
and postictal periods were 180 seconds in duration.
Following removal of artifact-ridden electrodes, SEEG signals inside either GM or WM for each
period were common-average referenced to reduce potential sources of correlated noise 145 . Next,
each period was divided into 2s time windows with 1s overlap 15,23,146,147 . To generate a functional
network representing broadband functional interactions between SEEG signals (Fig. 5.8b), we carried
out a method described in detail previously 21,23 . Namely, signals were notch-filtered at 60 Hz to
remove power line noise, low-pass and high-pass filtered at 127 Hz and 1Hz to account for noise
and drift, and pre-whitened using a first-order autoregressive model to account for slow dynamics.
Functional networks were then generated by applying a normalized cross correlation function ρ
between the signals of each pair of electrodes within each time window, using the formula:
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Fig. 5.21. Sampling of Harvard-Oxford Regions — by contacts | The total number of
contacts in each listed region is shown. Note that 1792 out of 2474 contacts (72%) contained within
the brain parenchyma (gray matter or white matter) is higher than the mean percent coverage listed
in the top figure (65% for the HO combined) because some patients with fewer contacts may have
lower coverage by the atlas, thus bringing the mean percent down. Also note the larger number of
contacts in the frontal pole because this region in the Harvard-Oxford atlas is large. We chose to
show the Harvard-Oxford atlas because it has the largest effect size in Fig. 5.10.

ρxy = max
τ




T
1 X [xk (t) − x̄k ] ∗ [yk (t + τ ) − ȳk ]
T t=1
σxk σyk

where x and y are signals from two electrodes, k is the 2s time window, t is one of the T samples
during the time window, and τ is the time lag between signals, with a maximum lag of 0.5 s. Here,
σ represents the standard deviation of the signal. Note that functional connectivity measurements
were also calculated for coherence and zero time-lag Pearson and Spearman rank correlations with
associated p-values in defined frequency bands reviewed in Newson and Thiagarajan 2019 148 , but
were not analyzed or used in hypothesis testing in the study. For data, available data, please see
"Data availability and Reproducibility" section below. Networks are represented as fully-weighted
connectivity matrices. GitHub Code: GitHub: code/tools/echobase.py

Structure-Function Correlation
To quantify the relationship between structure and function in the epileptic brain, we computed
the Spearman rank correlation coefficient between the edges of the structural connectivity network
and the edges of the functional connectivity networks (Fig. 5.8c). To avoid redundancy given the
symmetric nature of the matrices, only the upper triangle was analyzed. In brief, the structural
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connectivity network, representing normalized streamline counts between each atlas region, was first
down sampled to only include regions that contained at least one SEEG contact Fig. 3.5. This
gave one static representation of structural connectivity. In the case where multiple electrodes fell
in the same atlas region, a random electrode was selected to represent the functional activity of
that neuroanatomically defined region. Next, for every time-window of the functional network, the
functional network edges were correlated with the down sampled, static structural network edges.
This resulted in a structure-function correlation time series. Note that atlases with very small region
volumes included more electrodes for SFC calculation. Electrodes that did not localize to an atlas
were excluded from analysis. To average the SFC for all patients and each atlas (Fig. 5.9), SFC
time-series was resampled to 100 seconds for each period and each sample was averaged together.
GitHub code: packages/eeg/echobase/echobase.py

rsSFC and ΔSFC
Resting-state SFC (rsSFC) was defined as the SFC during the interictal period, approximately 6
hours before the ictal period. The mean SFC of that period was computed. ΔSFC was defined as
the change in the mean SFC from the preictal to the ictal period (Fig. 5.9 top left panel). rsSFC
and ΔSFC was calculated for each atlas (Fig. 5.10).

Statistics
Preictal and ictal SFC for each atlas were compared using effect sizes across the 55 atlases shown in
Fig. 5.10d. Cohen’s d and the difference between preictal and ictal SFC was calculated.
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CHAPTER 6
Taxonomy of Seizure Spread Patterns, Speed of Spread, and
Associations With Structural Connectivity

The contents of this chapter is currently being refined and will be posted as a pre-print shortly.
Some edits may be made in between this time.
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Highlights

• Seizure detection algorithms applied on single channels allows us to quantify the spread of
seizure activity across the brain when deployed across multiple channels.
• The extent of seizure spread across the brain and the timing of seizure spread between
temporal lobe regions is associated with surgical outcomes and the brain’s structural connectivity
• A taxonomy of seizure spread patterns uncovers the relationship between clusters of seizure
spread patterns in 71 patients across 275 seizures.

1. Abstract
Although seizure detection algorithms show promise for localizing seizure onset in epilepsy patients,
relatively few algorithms take the next step in quantifying seizure activity past the areas of seizure
onset to elucidate the rules governing the patterns of seizure spread across patients. To address this
gap, we develop and compare fully automated deep learning algorithms to detect seizure activity
on single channels, effectively quantifying spread when deployed across multiple channels. Across
275 seizures in 71 patients, we discover that the extent of seizure spread across the brain and the
timing of seizure spread between temporal lobe regions is associated with surgical outcomes and the
brain’s structural connectivity. Finally, we uncover a hierarchical structure of seizure spread patterns
highlighting the relationship between clusters of seizures. Collectively, these findings underscore the
broad utility in quantifying seizure activity past seizure onset to identify novel mechanisms of seizure
evolution and its relationship to potential seizure freedom.

2. Introduction
Seizure onset, timing, speed, extent of activity, location, and other patterns of seizure activity
captured during a seizure are used in the clinical interpretation of EEG to plan treatment for
refractory epilepsy 149–153 . Surgical removal of epileptogenic tissue through resection or ablation
may be appropriate given sufficient clinical evidence that removal of localized brain tissue can cure
a patient of epilepsy or improve their quality of life 32,154 . In other cases, patterns captured on EEG
may indicate other treatment modalities, such as implantable neuromadulatory devices 155,156 , or
other palliative options 36,37 may be appropriate instead.
A primary focus in epilepsy research to improve patient outcomes of refractory epilepsy patients
has been on localizing seizure onset – correct identification of the seizure onset zone and its surgical
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Fig. 6.1. Seizure detection on single channels. | a, Seizure spread is quantified by measuring
seizure activity across multiple channels. A pattern of spread is characterized by the extent, timing,
speed, and locations of seizure activity. b, Schematic showing how seizure spread can be measured.
Machine learning algorithms can be deployed to differentiate two classes: definitely seizing (ictal)
states, and definitely not seizing (interictal) states. Once excellent performance has been achieved
to differentiate states, fully automated algorithms can be deployed to determine state transitions on
peri-ictal data. Simple features such as absolute slope, line length, and power — all associated with
seizure onset — can be used. EEG data can also be used in the case of deep learning algorithms
such as (1) WaveNet, a one-dimensional conventional neural network (1D CNN) with a causal and
dalated neural network architecture, (2) a 1D CNN, denoted here as a default CNN as opposed to
WaveNet with a tailored architecture, or (3) a long-short-term-memory (LSTM) neural network. c,
Seizure spread can be visualized in four different ways, all aided to enhance our understanding of
seizure spread patterns.
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removal is the best chance for complete seizure freedom 17,46,157–160 . Yet overall seizure freedom rates
after surgery has remained relatively stagnant over the last 30-40 years and varies greatly across
centers and studies quantifying outcomes 32 .
The focus perhaps should also include efforts in identifying patterns of seizure activity past seizure
onset — its timing, speed, extent of activity, where seizures start and where seizures spread may be
just as important in identifying distinct pathophysiological mechanisms of seizure evolution and the

Fig. 6.2. Training and Testing of Binary Seizure States to Measure State Transitions. |
a, Examples of one-second windows of non seizing (interictal > 6 hours before seizure) and seizing
states of the same channel in each row at the same gain. These two states were used for training
and testing of deep learning algorithms to be deployed on peri-ictal data nearing the transition
to a seizure state. Peri-ictal data show windows 1-20 seconds before seizure states of the same
channel. b, Leave-one-out (n = 13 patients) cross validation and AUC as a function of learning
rate is shown for the three deep learning algorithms. At a default learning rate of 0.001, the AUC
was compared with each of the single feature AUC (*** p < 0.001, Wilcoxon Signed-rank test, two
sided, FDR correction for 15 tests pairwise across the 6 algorithms). Shaded areas represent 95%
CIs. c, Leave-one-out (n = 13 patients) cross validation and AUC for each of the three single feature
algorithms in detecting seizing vs non seizing binary states. (*** p < 0.001 (Wilcoxon Signed-rank
test, two sided, FDR correction for 15 tests pairwise across the 6 algorithms). d, Schematic showing
that these algorithms were deployed on Peri-ictal data to measure state transitions. Heatmap and
colorers indicate seizure probabilities (for the deep learning algorithm) or normalized feature values
(for the single features) to measure seizure spread across time (x-axis) and across channels (y-axis,
order is the same across heat maps) of the example seizure shown at the bottom left. Yellow arrows
point to seizure onset channels the single feature pick up, however, the pattern of activity as shown
in the heatmap is not similar between the algorithms.
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best course of treatment for that type of seizure. However, we currently lack fully automated and
validated measures to quantify the spread of seizure activity.
Here, we develop and compare deep learning algorithms with simple features to quantify seizure
spread in 71 patients across 275 seizures. We use the best performing algorithm to answer three
main questions: (1) Is the extent and timing of spread associated with patient outcomes? (2) Is the
timing of seizure spread related to the structural connectivity of the brain? (3) What are the rules
governing seizure spread — is there a hierarchical organization separating the patterns of seizure
spread into distinct clusters while grouping related seizures across patients together?

3. Results
A. Deep Learning Algorithms are Highly Effective in Differentiating Ictal
and Interictal States.
To investigate the hierarchical organization of seizure spread patterns across seizures and patients, we
needed robust measures of seizure spread. Currently, limited studies deploy automated algorithms
to quantify seizure spread and usually rely on single features, such as line length 161 or power 150 ;
however, we did not know if such algorithms reliably measure seizure spread. Many studies that do
qunatify spread are done on a small nunbr of patients or are done manually by an epileptologist 162,163 .
Therefore, we compared the performance of different large-scale, and completely automated seizure
detection algorithms to capture spread. We used both simple EEG features (absolute slope, line
length, and broadband power) and three deep learning algorithms with different neural network
architectures designed for time-series data. The single EEG features were chosen because they have
been shown to correspond with seizure onset clinical annotations 160,164–166 and they are a relatively
small number of simple features to compare and preserve power in our study; and the deep learning
algorithms were chosen because they are powerful and effective predictors of time series data 167 .
The deep learning algorithms were (1) WaveNet 168 , a one-dimensional conventional neural network
(1D CNN) with a causal and dilated neural network architecture, (2) a 1D CNN, denoted here
as a default CNN as opposed to WaveNet with a specific neural network architecture, and (3) a
long-short-term-memory (LSTM) neural network originally applied for sequence modeling 169 .
To measure spread, we first trained the deep learning algoirthms to differentiate between two states,
ictal and interictal states, so that we can eventually quantify when the state transition happens
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Fig. 6.3. Validation of Seizure Spread Detection Algorithms. | a, A patient example with
physician markings is shown with a corresponding thresholded activation map from the WaveNet
algorithm. b, This schematic shows how the agreement between physician markings of seizure onset
contacts (red) and each algorithm marking is calculated. The algorithm ranking of the seizure onset
contacts were averaged (median) and divided by the total number of implanted contacts to normalize
for differences in implantations. Note, this calculation penalizes ranking scores for physicians who
marked large number of contacts. c, Box plots showing the median rank percent for all patients
with seizure onset contact annotations (n = 55). All six algorithms perform better than chance
(one-sample Wilcoxon signed rank test, two sided, FDR correction for 6 tests, null hypothesis is
50% median rank – if a seizure onset contact is randomly assigned a rank, it would be 50% of all
implanted contacts). WaveNet, 1D CNN, LSTM all perform better than the single feature algorithms
(P < 0.01, Wilcoxon signed rank test, two sided, FDR correction for 15 tests pairwise across the
6 algorithms), but none of the deep learning algorithms outperform each other. d, The optimal
threshold for each algorithm in agreement with physician markings of seizure onset. The optimal
thresholds were chosen for the analysis in panel c.
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across channels (Fig 6.2a). The area under the curve (AUC) was calculated for differentiating the two
states with a leave-one-out (n = 13 patients) cross validation across varying learning rates (Fig 6.2b).
Similarly, a leave-one-out cross validation was performed on the single features for differentiating
ictal and interictal states (Fig 6.2c). The deep learning algorithms at a default learning rate of 0.001
outperform the AUC of the single features (p < 0.001, Wilcoxon Signed-rank test, two sided, FDR
correction for 15 tests pairwise across the 6 algorithms), except the comparison between LSTM and
power (p > 0.05).
Once algorithms are developed to differentiate ictal and interictal states for each channel, they can
be deployed on peri-ictal data to measure the time a state transition occurs. The timing of state
transitions across multiple channels effectively measures the spread of seizure activity across the
brain (Fig 6.2d). In the case of the deep learning algorithms, the transition from interictal to ictal
states occurs when the probability of an ictal state surpasses a set threshold. In the case of single
features, the transition from interictal to ictal states occurs when each respective normalized feature
(rather than probabilities) surpasses a set threshold.

B. Deep Learning Algorithms Outperform Single Features in Detecting
Seizure Onset Contacts.
To validate the algorithms measuring seizure spread, we first examine their performances on detecting
the initial spread points – the seizure onset contacts (Fig 6.3a).
The agreement between physician markings and each algorithm marking is calculated and the algorithm ranking of the seizure onset contacts were averaged (median). This median ranking is divided
by the total number of implanted contacts to normalize for differences in implantations (Fig 6.3b).
All six algorithms perform better than chance in detecting seizure onset contacts (Fig 6.3c), p <
0.05, one-sample Wilcoxon signed rank test, two sided, FDR correction for 6 tests, null hypothesis
is 50% median rank – if a seizure onset contact is randomly assigned a rank, it would be 50% of all
implanted contacts).
All three deep learning algorithms perform better than the single feature algorithms in differentiating
states (p < 0.01, Wilcoxon signed rank test, two sided, FDR correction for 15 tests pairwise across
the 6 algorithms), but none of the deep learning algorithms outperform each other.
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Fig. 6.4. Extent and Speed of Seizure Spread. | The extent of seizure spread over time is
quantified by (i) the number of channels and (ii) the number of regions active. a The percentage of
channels and regions active over time for a patient with 14 seizures is shown. Darker lines indicate
seizures captured earlier during their hospital stay. b, Extent of seizure spread can be biased by
the number of contacts or regions implanted. Poor outcome patients (n = 30) have higher number
of contacts implanted than good outcome patients (n = 28, ** p < 0.01 Mann Whitney U test,
two sided, null hypothesis: number of contacts implanted is equal between outcomes). However,
poor outcome patients (n = 30) did not have significantly higher number of regions sampled than
good outcome patients (n = 28, x denotes trending p < 0.10, Mann Whitney U test, two-sided, null
hypothesis: number of sampled regions is equal between outcomes). c, Even with larger sampling
(more contacts), poor outcome patients (n = 30) have higher percentage of contacts active than
good outcome patients (n = 28) at the 30 second mark (dashed line, * p < 0.05, Mann Whitney
U test, two-sided, null hypotheses: percentage of active contacts at 30 seconds is equal between
outcomes). Similarly, poor outcome patients have higher percentages of sampled regions active than
good outcome patients (n = 28) at 30 seconds (p < 0.05, Mann Whitney U test, two-sided, null
hypothesis: percentage of active implanted regions at 30 seconds is equal between good and poor
outcome patients). Shaded areas represents 68% CIs. d, Effect sizes of the differences between
outcomes is shown over time. Dashed line is at 30 seconds. e, Contingency tables comparing the
speed of spread between temporal lobes in good and poor outcomes. Sensitivity, specificity, positive
predictive values (PPV), negative predictive values (NPV), chi-square test, and Cramer’s V are
reported for each cutoff. * p < 0.05, FDR correction for 6 tests for the 6 cutoffs (null hypothesis:
no association between timing of spread at a specific cutoff and outcome. Red highlights indicate
cutoffs with significant associations or high specificity.
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We also calculated the performance of each algorithm at varying thresholds (Fig 6.3d). The optimal
threshold for each deep learning algorithm is a probability of 0.69 (WaveNet), 0.60 (1D CNN), 0.94
(LSTM), 0.26 (absolute slope), 0.11 (line length), and 0.02 (broadband power). The comparison
in Fig 6.3c was done at each algorithm’s optimal threshold – the deep learning algorithms capture
relevant seizure onset contacts across more patients and across wider ranges of thresholds than the
single features (i.e. the deep learning algorithms may more likely capture relevant seizure spread
patterns without having to tune specific threshold parameters).

C. The Extent of Seizure Spread – Poor Outcome Patients Have More
Distributed Regions Involved in Seizures.
The extent of seizure spread over its evolution can be quantified in two ways: (i) the number of
contacts and (ii) the number of brain regions activated over time (Fig 6.4). The percent of contacts
and regions activated over time in an example patient with 14 seizures is shown in (Fig 6.4a) using
the WaveNet algorithm at its optimal threshold. Other algorithms are shown in (Fig 6.9).
Darker lines represent seizures captured earlier during their hospital stay. Earlier seizures have more
rapid activation (steeper slopes) of contacts and regions. At approximately the 6-8th seizure, the
velocity of activation has a noticeable shift with less steep slopes and longer seizures. Here, we
see evidence at the patient level that the the evolution of seizures across time and across seizures
themselves can change – the quality of the seizures of a patient during their hospital stay changes
(due to a variety of factors, for example, medication changes), and the changes in patterns between
seizures can be captured with algorithms designed to quantify seizure spread.
We also hypothesized that the pattern of seizure spread between good and poor outcome patients
is different. We reasoned that poor outcome patients may have more distributed (extensive) regions
involved during the seizure. However, the extent of seizure spread can be biased by the number of
contacts and regions targeted for implantation (Fig 6.4b). We found that poor outcome patients (n
= 30) typically had higher number of contacts implanted than good outcome patients (n = 28, * p <
0.01, Mann Whiteney U test, null hypotheses: the number of implanted contacts is the same between
good and poor outcome patients). However, when controlled for numbers of regions implanted, we
found that poor outcome patients (n = 30) did not have significantly higher number of regions
sampled than good outcome patients (n = 28, x indicates trending p < 0.10, Mann Whiteney U
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test, null hypotheses: the number of sampled regions is the same between good and poor outcome
patients).
Despite larger sampling with more contacts and approximately equal number of regions sampled
between good and poor outcome patients, poor outcome patients still have higher percentage of
contacts and regions active over time (Fig 6.4c). Although good outcome patients may have less
contacts implanted and potentially lower (trending) number of regions sampled the seizure activity
over time (or its pattern of spread) is less extensive and even more focal despite this bias that would
be expected to increase the percentage of contacts or regions activated over time.
We also calculated effect size differences across time between good and poor outcome patients
(Fig 6.4d). Effect sizes are largest between 20 – 50 seconds into a seizure. Effect sizes are low
to moderate (< 0.8), and percentages of active contacts or regions may not be sufficient metrics
for clinical use, however, these results provide evidence that the pattern of spread may be different
between good and poor outcome epilepsy patients. The observed pattern of spread may help direct
treatment and indicate if surgical intervention may result in seizure freedom at two years.

D. The Speed of Seizure Spread – Poor Outcome Patients Have Quicker
Spread of Seizures Between Temporal Lobe Regions.
Fig 6.4e shows contingency tables comparing the speed of spread between temporal lobes in good
and poor outcome patients. The activation time of all contacts in the temporal lobe structures
are averaged together for each of the left and right hemispheres. The difference between these
activation times are recorded. Only patients with bilateral temporal lobe sampling and patients
with outcome scores at 2 years are used. Cutoff spread times of 5, 10, 15, 20, 30, and 60 seconds
are used to differentiate good and poor outcome patients. Sensitivity, specificity, positive predictive
values (PPV), negative predictive values (NPV), chi-square test, and Cramer’s V are reported for
each cutoff. We show that there is an association between timing of spread and surgical outcome if
seizures spread between temporal lobes within 5, 10, 15, and 20 seconds (p < 0.05, FDR correction
for 6 tests for the 6 cutoffs, chi-squared test, null hypothesis: there is no association between the
timing of spread at a specific cutoff and surgical outcome). Spread within 5 seconds has the highest
specificity (94%). Speed of spread at any time does not provide good sensitivity (40-60%, i.e. many
patients with slow or no spread still have poor outcomes).
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Cramer’s V are reported to show that effect sizes are low to moderate (< 0.6), and speed of spread
may not be a singular sufficient metric for clinical use, however, these results provide evidence that
the pattern of spread may be different between good and poor outcome epilepsy patients.

Fig. 6.5. Structural Connectivity Between Temporal Lobes is Associated with the Speed
of Spread Between Regions. | a, Schematic showing how structural connectivity was measured
in a subset of patients (n = 22) with High Angular Resolution Diffusion Imaging (HARDI). The
heatmap represents the structural connectivity matrix of an example patient and color bar represents
the strength of structural connectivity between all regions. The streamline counts between the
regions of left and right lobes of each hemisphere was summed (i.e. the total streamline counts
was computed between all the regions in the left and right temporal lobes). b, Scatter plots and a
generalized linear model showing the relationship between the strength of connectivity between lobes
and the timing of seizure spread between temporal lobes (n = 15 patients with bilateral sampling).
X-axis indicates the total normalized streamline counts between the respective left and right lobes
of each patient. Y-axis indicates inverse spread times (1/seconds). Lower numbers indicates slower
spread and higher numbers indicates quicker spread. An inverse spread time of zero indicates no
spread was observed between the temporal lobes of the bilaterally sampled patient. (* p < 0.005,
** P < 0.001, FDR correction with 4 tests, null hypothesis: no association between structural
connectivity and spread time). c, Boxplots showing the structural connectivity strengths of patients
(n = 22) divided into three cohorts: bilaterally sampled patients with any spread between temporal
lobe structures (spreaders), bilaterally sampled patients with no spread (non spreaders), and patients
who had only unilateral sampling (unilateral implant, this cohort was excluded in panel b). Mann
Whitney U test was performed between the spreaders (n = 11) and non-spreader groups (n = 4).
* p < 0.01 (FDR correction with 4 tests. null hypothesis: no differences in structural connectivity
between spreaders and non-spreaders). Patients with unilateral implantation were plotted ad hoc and
initially excluded, but not tested. d, An analysis of structural connectivity using a finer parcellation
scale (i.e. regional versus lobar connections) of all pairwise regions. No association was found at the
patient level (scatter plot of two patients) shown. e, Schematic showing why spread time between
all pairwise regions at a finer parcellation scale may be better predicted with network models. Many
regions with no spread can have high connectivity strengths. Other regions can have quick spread
but low connectivity strengths.
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E. Structural Connectivity Between Temporal Lobes is Associated with
the Speed of Spread Between Regions.
We hypothesized the the speed of spread between temporal lobes is associated with the structural
connectivity between these lobes 163 – higher connectivity between temporal lobes would entail a
quicker spread. Of the 71 patients, 22 acquired High Angular Resolution Diffusion Imaging (HARDI).
We separated these patients with bilateral temporal lobe sampling (n = 15) and unilateral implantation (n = 7). We totaled the strength of structural connectivity between all temporal lobe regions
of the left and right hemisphere (Fig 6.5a).
We found a relationship between the strength of connectivity between temporal lobes lobes and
the timing of seizure spread between temporal lobes using a generalized linear model (Fig 6.5b, p
< 0.005, n = 15 patients, percent deviance explained, D2 = 0.43, FDR corrected for 4 tests, null
hypothesis: there is no relationship between the strength of structural connectivity and the speed
of spread). D2 indicates the percentage of deviance explained, a generalization of the coefficient of
determination R2 .
We performed a negative control by looking at the strength of connectivity between other lobes
to explain spread time between temporal lobes. We found no relationship between the strength of
connectivity between other lobes lobes – frontal and parietal – and the timing of seizure spread
between temporal lobes (p < 0.005, n = 15 patients, percent deviance explained, D2 = 0.02 and
0.21 for the frontal and parietal lobes respectively, FDR corrected for 4 tests, null hypothesis: there
is no relationship between the strength of structural connectivity and the speed of spread).
Next we wanted to look at the strength of connectivity between smaller parcellations to explain
spread time between temporal lobes. We opted for quantifying the strength of structural connectivity between the lateral temporal regions (superior, middle, and inferior temporal gyri). These
regions in total had bilateral sampling across the 15 patients (as opposed to the hippocampus where
many patients did have initially planned bilateral hippocampus targets, but many patients did not
have exact surgical placement bilaterally, and thus we opted for other, smaller temporal lobe parcellations with bilateral sampling to preserve power). We found a relationship between the strength
of connectivity between the lateral temporal lobe gyri and the timing of seizure spread between
temporal lobes (p < 0.001, n = 15 patients, percent deviance explained, D2 = 0.49, FDR corrected
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for 4 tests, null hypothesis: there is no relationship between the strength of structural connectivity
and the speed of spread).

F. Patients with Spread Between Temporal Lobes Have Higher Structural
Connectivity than Patients With No Spread.
We divided the 22 patients with structural connectivity into three cohorts: patients with any spread
between the bilaterally sampled temporal lobes (n = 11), patients with no spread (n = 4), and
patients with unilateral sampling who were excluded from the previous section’s analysis (n =
7). Patients who had unilateral implantation already had sufficient clinical suspicion that seizure
semiology was unilateral and may not have spread to the contralateral hemisphere – they can be
considered similar to the cohort with no spread.
We tested the hypothesis that patients with no spread between temporal lobes have lower structural
connectivity between temporal lobes than patients with spread (Fig 6.5c) and found evidence that
they do have lower structural connectivity (Mann Whitney U test, p < 0.01 with FDR correction
for 4 tests. Null hypothesis: no differences in structural connectivity between spreaders and nonspreaders). Similar to the previous section’s analysis, we found no difference between the structural
connectivity between the frontal and parietal lobes in spreaders vs. non-spreader (p > 0.05), and
found a difference at a smaller parcellation scale by only considering the structural connectivity
between the lateral temporal gryi (p < 0.01). Patients with unilateral implantation were plotted ad
hoc and initially excluded, not formally tested to preserve power, but they show similar trends in
structural connectivity to patients with no spread.

G. Structural Connectivity At Smaller Scales Cannot Predict Spread Time
Between All Regions.
We performed an analysis of structural connectivity between all pairwise regions using a finer parcellation scale (i.e. regional versus lobar connections). No association was found at the patient level
(Fig 6.5d, scatter plot of two patients shown). We hypothesize that at smaller parcellation scales and
across all pairwise regions, time of activation between pairwise regions cannot be predicted by the
strength of connectivity between these regions because spread may be better predicted by network
models. For example, Fig 6.5e shows that many regions with no spread can have high structural
connectivity. Other regions can have quick spread but low connectivity strengths because spread
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may come from a third node activating both region. Spread time between meso-scale regions may
be better predicted by the interaction between seizure generating regions and regulatory/inhibitory
regions from models that incorporate these interactions such as diffusion models, source sink models,
push pull network models, Epileptor, and others.

H. Clusters of seizure spread patterns.
We performed hierarchical clustering of 275 across seizures 71 patients (Fig 6.6). For each seizure,
the pattern of seizure spread is quantified by recording the time as a percent of seizure length
each brain region becomes active. A scatter plot of the first two principle components of seizure
spread pattern is shown (Fig 6.6a), and each point represents a single seizure colored by cluster from
the hierarchical clustering algorithm using ”complete” linkage, also known as the Farthest Point
Algorithm or Voorhees Algorithm 170 .
Four additional scatter plots show different attributes of the seizure clusters in Fig 6.6b. Five example
patients and their seizures are highlighted. Subjects 2, 3, and 4 have seizures predominantly in one
cluster, but their seizures span multiple clusters. We found that patients that have seizures spanning
multiple clusters usually switch between cluster 1 (focal cluster) and other clusters rather than switch
between the other clusters (e.g. switch between clusters 2 and 3). Seizures are also highlighted by
patients who have good or poor outcome scores at two years. Cluster 1 predominately overlaps with
good outcomes. Seizures are highlighted by laterality of clinically annotated seizure onset with the
principle component 1 (PC1) axis separating left and right (we believe the PC2 axis may separate
focality or extent of spread). Finally, seizures are highlighted by the length of each seizure, with
seizures < 30 seconds predominantly falling in cluster 1.
We propose a naming of each cluster based on the the timing of activity of each region averaged
across the seizures in each patient and averaged across all patients within a cluster (Fig 6.6c).
Cluster 1 (Focal) has no early activation time, cluster 2 (early bilateral) has early activation of
bilateral medial temporal lobe structures. Cluster 3 (left medial - limbic) has early activation of
left medial and limbic structures. Cluster 4 (right mesial temporal -limbic) has early activation of
right medial and limbic structures. Cluster 5 (lateral temporal) has early activation of right lateral
temporal lobe structures.
We hypothesize that Cluster 1 represents a focal or localized spread pattern because the average of
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all patients within that cluster does not indicate an early activation time of any one region. We plot
the number of active regions at any time in a seizure across all the seizures in each cluster (Fig 6.6d).
We find a lower number of active regions in the focal cluster than the other clusters. This indicates

Fig. 6.6. Clusters of seizure spread patterns. | a, Hierarchical clustering of 275 seizures was
performed on the pattern (location and timing) of seizure activity across 71 patients. Scatter plot
of the first two principle components of seizure spread pattern is shown, and each point represents
a single seizure colored by cluster. b, Four scatter plots are shown highlighting different attributes
of the patients. Top left: five subjects with multiple seizures are highlighted. Subjects 2,3, and 4
have seizures predominantly in one cluster, but have seizures spanning multiple clusters. Top right:
Seizures are highlighted by good and poor surgical outcomes. Bottom left: Seizures are highlighted
by laterality of seizure onset determined though clinical chart review. Bottom right: Seizures are
highlighted by length. c, Seizure pattern (location and timing) for each cluster is shown through
a coronal slice of thee brain. Colors indicate the percentage of time in a seizure when a region
was active. Darker regions indicate earlier activation. Only regions with at least two patients with
seizures showing activity are colored, else regions are gray. Arrows indicate potential direction of
spread. Clusters are named by the pattern of spread observed. Cluster 1 (Focal) had no early
activation time, cluster 2 (early bilateral) had early activation of bilateral medial temporal lobe
structures. Cluster 3 (left medial - limbic) had early activation of left medial and limbic structures.
Cluster 4 (right mesial temporal -limbic) had early activation of right medial and limbic structures.
Cluster 5 (lateral temporal) had early activation of right lateral temporal lobe structures. d, The
number of regions activated at any point during a seizure for each cluster.
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Fig. 6.7. Taxonomy of Seizure Spread Patterns. | a,, Principle components analysis (PCA)
showing explained variance ratio as a function of number of components to select for an optimal
number of clusters. A vertical dash is at n = 5 components b, K-means clustering sum of squared
errors (SSE) is plotted as a function of number of k clusters. c, The taxonomy of seizure spread
patterns is shown using hierarchical/agglomerative clustering. Colors of branches correspond to
clusters from Fig. 6. X-axis shows the euclidean distance between clusters with a “complete” linkage
function, also known as the Farthest Point Algorithm or Voorhees 170 Algorithm. For example, the
left mesial cluster is the first branch point indicating that this spread pattern is a distinct evolution
of seizure spread and is most different from the other clusters.
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that, although seizures spread, the spread is more constrained to a lower number of regions than
other clusters. A limitation is that this cluster includes patients with unilateral sampling, and thus
this cluster could also include seizures in which there is not sufficient information to classify the
seizure into another cluster. We further elaborate on this limitation in the Discussion section and
why we believe the taxonomy presented in the next section is a clinically useful representation of
seizures.

I. Taxonomy of Seizure Spread Patterns Shows the Relationship Between
Clusters of Seizures.
The taxonomy of seizure spread patterns using the hierarchical clustering algorithm across the 275
seizures is shown in (Fig 6.7). We first tried to determine the optimal number of clusters through a
principle components analysis (PCA) by plotting explained variance ratio as a function of number
of components (Fig 6.7a). A vertical dash at n = 5 components shows an potential optimal number
of components (the “elbow” method). We find that additional clusters may result in some clusters
containing the seizures of just one patient. K-means clustering is also used and sum of squared errors
(SSE) is plotted as a function of number of k clusters (Fig 6.7b). The taxonomy of seizure spread
patterns is shown in Fig 6.7c. Earlier branch points (e.g. the left mesial temporal branch) indicates
more distinct clusters or a larger separation between clusters of other branches. The cluster numbers
in the dendrogram is the same shown in Fig 6.6. A discussion and interpretation of these clusters
and branch points are in the Discussion section.
In the supplemental data, we provide the NIfTI image files of each cluster showing the activation
time of each region in the AAL atlas 61,121,171,172 averaged across all patients within a cluster (i.e.
all seizures of a patient are averaged to represent a pattern of spread for each patient, and then all
the patients are averaged together within a cluster; only regions with activation times from at least
two patients within a cluster are averaged).

4. Discussion
In this study, we develop, validate, and compare different algorithms to measure seizure spread
with the goal to organize and classify hierarchical patterns of seizure spread. We find that deep
learning algorithms are highly effective in differentiating ictal and interictal states over single features
(Fig 6.2) which can be used to detect seizure onset and measure spread (Fig 6.3). We discover that
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poor outcome patients have more distributed regions involved in seizures (Fig 6.4a-d) and seizure
spread within 5 seconds between the average activation time of the left and right temporal lobes
yields a sensitivity of 94% in differentiating good and poor outcome surgical patients at two years
(Fig 6.4e). This speed of spread between temporal lobe regions is associated with the strength of
structural connectivity between temporal lobes, but not other regions (Fig 6.5). Finally, hierarchical
clustering over 275 seizures and 71 patients shows 5 distinct clusters and the relationship between
these clusters (Fig 6.6 and (Fig 6.7)). We name each of the 5 major clusters – Cluster 1: focal,
Cluster 2: early bilateral, Cluster 3: left mesial temporal - limbic, Cluster 4: right mesial temporal
-limbic), and Cluster 5: lateral temporal.

A. The focus of seizure activity past seizure onset.
In our study, we show that the pattern of seizure activity may be important markers that can predict
response to epilepsy surgery. While correct identification of seizure onset contacts is essential for
the success of surgery and has been a major focus in computational studies attempting to identify
location of seizure onset, it perhaps should not be the only focus of EEG interpretation and focus
in the work to identify surgical candidates or areas targeted for surgery. Here, we show that the
pattern of spread, whether through the extent of spread (Fig 6.4a-d) or speed of spread (Fig 6.4e)
is associated with surgical outcomes at two years.
Furthermore, the ability to quantify patterns of seizure spread – whether through complicated deep
learning algorithms or though simple features – opens new avenues to study epilepsy patholophysiology and seizure evolution. Although we present evidence that deep learning algorithms may be
superior in capturing spread patterns over simple features such as line length, these singular features
still capture onset and spread better than chance (Fig 6.3), and many labs or clinical software can be
suited for reporting spread patterns. For example, the patient in Fig 6.4a shows 14 seizures captured
during their hospital stay and we can observe how the pattern of spread changes during the days
to weeks a patient may stay in the epilepsy monitoring unit. We can quantify whether a seizure
is a stereotypical pattern and is representative of their semiology to be used for interpretation and
localization of seizure onset. We can also observe how certain external factors, such as medications,
sleep deprivation, and habits may change the patterns of seizure activity over time. We found that
these seizure spread algorithms work on both ECoG and SEEG implantations, so they may also
have utility in scalp EEG, which benefits from standard sampling across patients (although more
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coarse in localization than intracranial implantations).

B. The Hierarchical organization of seizure spread patterns.
The goal of hierarchical clustering is to find the overarching organization and classification of a data
set in an unsupervised manner 173 . Here, we organize the patterns of seizure spread into distinct
clusters, and the discussion here is to provide interpretation of the unsupervised learning algorithm.
The dendrogram of Fig 6.7 shows the relationship between the clusters of seizure spread patterns.
Earlier branch points indicate a large separation from other clusters.
The left mesial temporal cluster (cluster 2) is the first branch point indicating that this spread
pattern is a distinct evolution of seizure spread and is most different from the other clusters. We
interpret this as seizure activity with left mesial temporal involvement and spread is a distinct form
of seizure pathophysiology and evolution. Other seizures with left mesial temporal seizures are
included in cluster 1 (the focal cluster), however hierarchical clustering indicates that this subset
of left mesial temporal involvement is more limited, and that left mesial temporal involvement with
spread (cluster 3) may be a distinct form of seizure spread pattern. Some patients with left mesial
temporal onset switched between clusters 1 and 3, and we interpret this switching as evidence that the
exact etiology of each seizure in a patient may not necessarily be the same. Epilepsy pathophysiology
may change from seizure to seizure (e.g. regulatory mechanisms, exictatory/inhibitory responses,
push pull networks, etc. may change across time during a patient’s hospital stay), and this may
provide clues to a clinician how to plan treatment for their patient.
At n = 5 clusters, we did not see a distinct separation of left mesial and lateral temporal lobe clusters
as in clusters 4 and 5 (right sided mesial temporal and lateral temporal patterns, respectively).
However, investigation into some of the branches in cluster 3 did show a branch with earlier left
lateral temporal lobe activation than left mesial temporal lobe activation (lateral > mesial). To
see this separation would require an increase in clusters a prior, but more than 5 clusters would
result result in some clusters (particularly in cluster 1) being comprised of only one patient. Thus
separation of the left mesial branch into more distinct clusters could not be done systematically.
Overall, we find that this hierarchical clustering separation also align similarly to clinical investigation of epilepsy onset – is it left or right sided, does it have early bilateral activation or more focal
spread with limited regions, is is lateral or mesial temporal lobe epilepsy?
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5. Limitations
A major limitation to this study is that the organization found in the hierarchical clustering can be
affected by the implantation and sampling bias of our patients 174 . For example, the occipital lobe is
rarely implanted, and thus clustering using this region provides little discriminating information to
the clustering algorithms. Another example is that through principle components analysis (Fig 6.6a),
PC1 seems to differentiate spread patters by laterality – spread from the right hemisphere has
negative PC1 value, spread from the left has positive PC1 values, and bilateral spread (namely
cluster 2) has PC1 values close to zero. We did not see a principle component that organizes spread
patters in an anterior-posterior brain axis probably because the focus of implantation is heavily
subject to a left-right organization.
Furthermore, cluster 1 is the focal or localized cluster, and patients with unilateral sampling fall
into this cluster perhaps because seizures captured in these patients may not have sufficient information to classify the seizure into another cluster (i.e. the spread pattern is classified into the focal
cluster because there is little information about seizure spread to other brain region in a unilateral
implantation).
However, a counter-argument to this limitation is that many patients with unilateral sampling
or other implantation schemes (rather, the lack of certain sampling from regions like the occipital
lobe) have their respective implantation schemes for a clinical reason – there is evidence that seizure
activity may be limited to the regions targeted for implantation. The patterns of spread classified less
formally by physicians are typically implanted in a stereotyped fashion (i.e. patients with suspected
left mesial temporal lobe epilepsy largely have similar structures targeted for implantation with
modifications based on clinical history and other findings). For example, many patients with limited
sampling and spread (Fig 6.6b) have good outcomes not because their sampling was limited, but
rather because their spread pattern was predicted to be well-localized by their physicians, they were
implanted to confirm seizure onset, and subsequently had a good outcome after surgery because
seizure onset was already biased in its focal localization.
Thus we believe that in this study, our patients’ implantation and the activity recorded in those
regions are a fair representation of the spread pattern within the brain. Patients across institutions and other studies may have similar sampling and implantation schemes to our cohort of 71
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patients and the hierarchical organization found in this study may provide a fair representation of
the taxonomic organization of seizure spread patterns in a clinically relevant manner.

6. Methods
A. Clinical Data and outcome scoring.
Seventy-one individuals (mean age 33 ± 12; 31 female) underwent intracranial EEG implantation
(iEEG) of either electrocorticography (ECoG, n = 23) or stereoelectroencephalography (SEEG, n
= 48, Supplementary Table S1). Across the 71 patients, 275 seizures were captured (Fig 6.8, mean
length 85 ± 94 seconds; mean number of seizures captured per patient 3.9 ± 3.8 seizures). Fifty
eight patients had Engel outcome scores at two years after undergoing epilepsy surgery. Engel I
outcome scores were classified as good outcomes and Engel II-IV were classified as poor outcomes.

B. Intracranial EEG Acquisition.
ECoG and SEEG electrodes were implanted in patients based on clinical necessity. Continuous
intracranial EEG (iEEEG) signals were obtained for the duration of each patient’s stay in the
epilepsy monitoring unit. Intracranial data was recorded at 256, 512, or 1024 Hz for each patient.
Seizure onset times were defined by the unequivocal electrographic onset (UEO) 143 . Interictal data
were taken at least six hours before seizure onset and were 180 seconds in length. All annotations
were verified by neurologists and consistent with detailed clinical documentation. The spacing
between SEEG contacts is 5 mm and the contacts are 2.41 mm in size.

C. Electrode Localization
In-house software 144 was used to assist in localizing electrodes after registration of pre-implant
and post-implant images (T1w and CT images). All electrode coordinates and labels were saved
and matched with the electrode names on IEEG.org. All electrode localizations were verified by a
board-certified neuroradiologist (J.S.).

D. Pre-processing of EEG.
Following removal of artifact-ridden electrodes, iEEG signals were bipolar referenced. signals were
notch-filtered at 60 Hz to remove power line noise and low-pass and high-pass filtered at 127 Hz
and 1Hz to account for noise and drift. iEEG signals were downsampled to 128 Hz because a large
sampling rate may not fit into memory of a GPU for training and testing. Signals were then pre95

whitened using a first-order autoregressive model to account for slow dynamics. All iEEG signals for
each channel were normalized to each respective channel’s interictal data. This was done by applying
the Python package sklearn robust scaler function. This function scales features by removing the
median and scales the data according to the interquartile range.

E. Deep learning algorithms.
The structure of the deep learning algorithms and their parameters as as follows. Python packages
and versions are listed at the end of the Methods section. Python code can be found at https:
//github.com/andyrevell/revellLab/ in the SeizureSpread package. The code for the deep learning
algorithms is provided explicitly below because these algorithms are central to measuring seizure
spread.
Global parameters
1
2
3
4
5

import numpy as np
import tensorflow as tf
import sklearn.metrics as metrics
from tensorflow.keras.models import Sequential, load_model
from tensorflow.keras.layers import Dense, Flatten, Conv1D, MaxPooling1D, Dropout, LSTM

6
7
8
9
10
11
12
13

batch_size = 2∗∗10 #number of samples
learn_rate = 0.001 #varying learning rates in Fig. 2 of main text
beta_1 = 0.9 #Adam optimizer
beta_2 = 0.999 #Adam optimizer
dropout = 0.3 #dropout rate
training_epochs = 2 #number of epochs
rate = 2 #dilation rate exponent for WaveNet

WaveNet
1

2

optimizer = tf.keras.optimizers.Adam(learning_rate = learn_rate, beta_1 = beta_1, beta_2 =
beta_2)
model = Sequential()

3
4

5
6

model.add(Conv1D(filters = 128, kernel_size = 128, activation = "relu", dilation_rate = 2∗∗rate,
padding = "causal", data_format = "channels_last", input_shape = input_shape))
model.add(MaxPooling1D(pool_size = (2)))
model.add(Dropout(dropout))

7
8
9
10
11

model.add(Conv1D(filters = 64, kernel_size = 64, activation = ’relu’,
dilation_rate = 2∗∗rate, padding = "causal"))
model.add(MaxPooling1D(pool_size = (2)))
model.add(Dropout(dropout))

12
13

14
15

model.add(Conv1D(filters = 32, kernel_size = 32, activation=’relu’, dilation_rate = 2∗∗rate,
padding = "causal"))
model.add(MaxPooling1D(pool_size = (2)))
model.add(Dropout(dropout))

16
17
18
19

model.add(Flatten())
model.add(Dense(16, activation = ’relu’))
model.add(Dropout(dropout))

20
21

model.add(Dense(2, activation = ’softmax’))

22
23

model.compile(loss = ’categorical_crossentropy’,
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24

optimizer = optimizer, metrics = [’accuracy’])

1D CNN
1

2

optimizer = tf.keras.optimizers.Adam(learning_rate = learn_rate, beta_1 = beta_1, beta_2 =
beta_2)
model = Sequential()

3
4

5
6

model.add(Conv1D(filters = 128, kernel_size = 128, strides = 2, activation = ’relu’, padding = ’same
’, data_format = "channels_last", input_shape = input_shape))
model.add(MaxPooling1D(pool_size = (2)))
model.add(Dropout(dropout))

7
8
9
10

model.add(Conv1D(filters=64, kernel_size = 64, strides = 2, activation = ’relu’, padding = ’same’))
model.add(MaxPooling1D(pool_size = (2)))
model.add(Dropout(dropout))

11
12
13
14

model.add(Conv1D(filters = 32, kernel_size = 32, activation = ’relu’, padding = ’same’))
model.add(MaxPooling1D(pool_size = (2)))
model.add(Dropout(dropout))

15
16
17
18

model.add(Flatten())
model.add(Dense(16, activation = ’relu’))
model.add(Dropout(dropout))

19
20

model.add(Dense(2, activation = ’softmax’))

21
22

model.compile(loss = ’categorical_crossentropy’, optimizer = optimizer, metrics = [’accuracy’])

LSTM
1

2

optimizer = tf.keras.optimizers.Adam(learning_rate = learn_rate, beta_1 = beta_1, beta_2 =
beta_2)
model = Sequential()

3
4
5

model.add(LSTM(4, activation = ’relu’, input_shape = input_shape))
model.add(Dropout(dropout))

6
7
8
9

model.add(Dense(8, activation = ’relu’))
model.add(Dropout(dropout))
model.add(Flatten())

10
11

model.add(Dense(2, activation = ’softmax’))

12
13

model.compile(loss = ’categorical_crossentropy’, optimizer = optimizer, metrics = [’accuracy’])

F. Single features - absolute slope, line length, broadband power.
The single features, absolute slope 164 , line length 165,166 , and broadband power were calculated on
the pre-proceessed EEG data.

G. Training and testing, and measuring seizure spread
Training and testing data were broken into 1 second windows with 0.5 seconds overlap on iterictal
data (”definitely not seizing”) and sections of ictal data on each channel that an annotator determined to be ”definitely seizing.” Performance was quantified with area under the curve (AUC) for
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differentiating interictal and ”definitely seizing” windows. A leave-one-out cross validation approach
was used on n = 13 patients.
To quantify seizure spread, 180 seconds of preictal and 180 seconds of postictal data were collected
in addition to the seizure. For each channel, 1 second windows with 0.5 seconds overlap were used to
calculate probability of seizure (for the deep learning algorithms) or the normalized single feature.
Probabilities or single features were smoothed over 20 seconds. Onset of activity for each channel
was determined by the time window at which the smoothed value crossed a pre-determined set
threshold after the unequivocal onset.

H. Validation of seizure spread algorithms: median rank percent of seizure
onset contacts.
After measuring seizure spread, the performance of each algorithm was assessed by its ability to
appropriately rank seizure onset contacts in-line with physician markings. The agreement between
physician markings and each algorithm marking is calculated and the algorithm ranking of the
seizure onset contacts were averaged (median). This median ranking is divided by the total number
of implanted contacts to normalize for differences in implantations. Note, this calculation penalizes ranking scores for physicians who marked large number of contacts. However, we focused on
comparing algorithms, and this penalty is equal between algorithms.

I. Atlas choice.
We chose the Automated Anatomical Labeling (AAL) atlas 121,171,172 in this study because (1) it
is a common structural atlases used to create structural connectivity (2) it contains regions with
sufficient depth to include depth electrodes (contacts that fall outside the atlas are excluded from
analysis, reducing power), and (3) the AAL atlas provides appropriate power to study the structurefunction relationship of the brain 61 (i.e. its parcellation shecme is appropriate to use in studies
incorporating both structural data from diffusion imaging and functional data from iEEG. Adding
additional atlases may reduce power of our study.

J. Calculating extent of spread.
The extent of seizure spread can be quantified in two ways: (1) the number of contacts and (2)
the number of brain regions activated over time (Fig 6.4). The number of contacts was converted
Each metric was converted into a percentage by (1) dividing the number of active contacts by
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the total number of contacts implanted (excluding contacts that fell outside the brain or artifact
contacts) and (2) dividing the number of active brain regions by the total number brain regions
sampled. If multiple contacts fell in a brain region, then that regions was still counted only once.
The activity (i.e. probabilities or single feature metrics) of all the contacts within a single region
were averaged together. That region was considered active if the average probability or metric fell
above a predetermined threshold.

K. Calculating speed of spread
Activation times of all contacts in the temporal lobe were averaged together for each of the left and
right hemispheres to calculate spread time. The absolute value difference in the average activation
times was recorded in seconds. To account for seizure with no spread, inverse spread times were
calculated (1/spread time). For example, spread time could not be calculated or would be considered infinity if the left temporal lobe was active and the right temporal lobe never became active.
Therefore, inverse spread time would be adjusted to zero ad could be compared to seizures with
spread.

L. Contingency tables, sensitivity, and specificity
Cutoff times at 5, 10, 15, 20,30, and 60 seconds were used to differentiate good and poor outcomes.
Outcomes at 2 years were used. Sensitivity, specificity, positive predictive values (PPV), negative
predictive values (NPV), chi-square test, and Cramer’s V are reported for each cutoff.

M. Structural Connectivity
The below subsections detail the methodology for calculating structural connectivity.
Imaging protocol
Prior to electrode implantation, MRI data were collected on a 3T Siemens Magnetom Trio scanner
using a 32-channel phased-array head coil. High-resolution anatomical images were acquired using
a magnetization prepared rapid gradient echo (MPRAGE) T1-weighted sequence (repetition time
= 1810 ms, echo time = 3.51m, flip angle = 9, field of view = 240mm, resolution = 0.94x0.94x1.0
mm3). High Angular Resolution Diffusion Imaging (HARDI) was acquired with a single-shot EPI
multi-shell diffusion-weighted imaging (DWI) sequence (116 diffusion sampling directions, b-values
of 0, 300, 700, and 2000s/mm2, resolution = 2.5x2.5x2.5 mm3, field of view = 240mm). Following
electrode implantation, spiral CT images (Siemens) were obtained clinically for the purposes of
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electrode localization. Both bone and tissue windows were obtained (120kV, 300mA, axial slice
thickness = 1.0mm)
Diffusion Weighted Imaging (DWI) Preprocessing
HARDI images were subject to the preprocessing pipeline, QSIPrep, to ensure reproducibility and
implementation of the best practices for processing of diffusion images 134 . Briefly, QSIPrep performs
advanced reconstruction and tractography methods in curated workflows using tools from leading
software packages, including FSL, ANTs, and DSI Studio with input data specified in the Brain
Imaging Data Structure (BIDS) layout.
Structural Network Generation
DSI-Studio (http://dsi-studio.labsolver.org, version: December 2020) was used to reconstruct the
orientation density functions within each voxel using generalized q-sample imaging with a diffusion
sampling length ratio of 1.25 135 . Deterministic whole-brain fiber tracking was performed using an
angular threshold of 35 degrees, step size of 1mm, and quantitative anisotropy threshold based on
Otsu’s threshold 136 . Tracks with length shorter than 10mm or longer than 800mm were discarded,
and a total of 1,000,000 tracts were generated per brain. Deterministic tractography was chosen
based upon prior work indicating that deterministic tractography generates fewer false positive
connections than probabilistic approaches, and that network-based estimations are substantially
less accurate when false positives are introduced into the network compared with false negatives 91 .
To calculate structural connectivity, the AAL atlas was used. Structural networks were generated
by computing the number of streamlines passing through each pair of atlas regions. Streamline
counts were log-transformed and normalized to the maximum streamline count, as is common in
prior studies 27,137–139 . For each left and right hemisphere all the temporal lobe, frontal lobe, and
parietal lobe structures were combined and the structural connectivity between each hemisphere of
each lobe were totaled together to represent the structural connectivity between the hemispheres of
each lobe.

N. Generalized linear models to quantify the relationship between structural connectivity and speed of spread.
The Statsmodel Python package was used to construct a Tweedie regressor with 1.1 power. Structural connectivity was the independent variable and inverse spread time was the dependent variable.
The percent deviance explained, D2 , was calculated using the Sklearn.linear_model Python pack-
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age and the TweedieRegressor score method. D2 indicates the percentage of deviance explained, a
generalization of the coefficient of determination R2 .

O. Hierarchical clustering algorithm.
The Scipy 175 python package is used to calculate hierarchical clustering: Scipy.cluster.hierarchy.linkage
with method = ”complete”. This method is also known as the ”Farthest Point Algorithm” or
Voorhees Algorithm 170 . This algorithm was chosen because it defines the distance between two
groups as the distance between the two farthest-apart members. The advantage is it usually yields
clusters that are well separated and compact. The default ”single” method, or ”nearest neighbor
method” did not yield interpretable results; the majority of seizures fell in one cluster with large
number of clusters contained of single seizures without a clear hierarchical organization. Clustering
was performed on a matrix of shape 275 x 120, where 275 represents the number of seizures in this
study and 120 represents the number of regions in the AAL atlas. Each cell in the matrix contained
the percent of time into a seizure that a region became active.

P. Python packages and versions.
The conda environment for the analyses can be ofound in https://github.com/andyrevell/revellLab/
in the envirnoments folder. The YAML file is below:
Conda environment YAML file
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21

name: seizure_spread
channels:
− defaults
dependencies:
− python=3.8
− numpy=1.19.∗
− pandas=1.2.∗
− scipy=1.5.∗
− spyder
− pip
− pip:
− tensorflow==2.3.1 #deep learning
− scikit−learn==0.23.∗ #machine learning
− nibabel==3.2.∗ #imaging, MRI
− bctpy==0.5.2 #network analysis
− NetworkX==2.5.∗ #network analysis
− matplotlib==3.3.∗ #plotting
− seaborn==0.11.∗ #plotting
− deprecation==2.1.0 #download iEEG.org data
− requests==2.23.0 #download iEEG.org data
− pennprov==2.2.9 #download iEEG.org data

7. Supplement
The figures below contain supplemental information for the main text.
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Fig. 6.8. Distribution of Seizure Lengths and Number Per Patient. | Left: The distribution
of seizure lengths across all 275 seizures in this study. Mean: 85 seconds, median: 68 seconds, sd:
94 seconds. Right: The distribution of the number of seizures per patient. Mean: 3.9, median: 3.0,
sd: 3.8.
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Fig. 6.9. Seizures Colored By Other Attributes. | Seizures from Fig. 6 are colored by other
attributes such as sex (top), lesional status (middle), and lobar localization (bottom).
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Fig. 6.10. Effect Size Comparisons Between Seizure Detection Algorithms in Extent
and Speed of Spread. | a, Effect sizes across all thresholds and times for comparing the extent
of seizure spread in good a poor outcome patients. Heatmaps and color bars represent Cohen’s D.
b, Effect sizes across all thresholds and times for comparing the association between the speed of
seizure spread between temporal lobe regions and surgical outcomes. extent of seizure spread in
good a poor outcome patients. Heatmaps and color bars represent Cramer’s V.
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CHAPTER 7
Seizure Recordings in White Matter

The contents of this chapter can be found in its original format at https://doi.org/10.1101/2021.09.
15.460549 29 . Slight rearrangements have been made to fit this dissertation.
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Highlights

• Approximately half of SEEG contacts within the brain localize to white matter (Fig. 7.15),
yet they are typically discarded in clinical practice 107,108,176 and in research studies 174,177–180 .
• White matter recordings may reveal useful neurobiological and pathological processes within
the brain:
– The correlations between white matter signals can differentiate good and poor outcome
surgical epilepsy patients (Fig. 7.10).
– Inter-regional communication, detected by contacts inserted in the white matter communication pathways themselves, is abnormal postictally, even when gray matter activity might return to baseline (Fig. 7.4) .
– White matter signals are more correlated to other white matter signals during a seizure
than to other gray matter contacts, further indicating inter-regional communication
differences detected in white matter tissue (Fig. 7.5, Fig. 7.6, and Fig. 7.7).
– Gay matter tissue drives the signals captured in white matter — white matter signals
reflect information transmission between brain regions during seizures (Fig. 7.9).
• Introducing and discussion of two named hypotheses:
– Distributed epileptic network hypothesis (see discussion section)
– Wiretap hypothesis (Fig. 7.11)

1. Abstract
White matter supports critical brain functions such as learning and memory, modulates the distribution of action potentials, and transmits neural information between brain regions. Notably, neuronal
cell bodies exist in deeper white matter tissue, neurotransmitter vesicles are released directly in white
matter, and white matter blood-oxygenation level dependent (BOLD) signals are detectable across a
range of different tasks—all appearing to reflect a dynamic, active tissue from which recorded signals
can reveal meaningful information about the brain. Yet, the signals within white matter have largely
been ignored. Here, we elucidate the properties of white matter signals using intracranial EEG in a
bipolar montage. We show that such signals capture the communication between brain regions and
differentiate pathophysiologies of epilepsy. In direct contradiction to past assumptions that white
matter functional signals provide little value, we show that white matter recordings can elucidate
brain function and pathophysiology. Broadly, white matter functional recordings acquired through
implantable devices may provide a wealth of currently untapped knowledge about the neurobiology
of disease.
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Fig. 7.1. White matter recordings may elucidate brain function and pathophysiology. |
a, A CT scan of an epilepsy patient who underwent bilateral stereoelectroencephalography (SEEG)
implantation. b, SEEG records from both gray matter (GM) and white matter (WM). Recordings
can appear visually different along the depth of an SEEG electrode, which can be problematic for
localizing the seizure onset zone 183 .

2. Introduction
Stereoelectroencephalography (SEEG) provides vital neural information in medically refractory
epilepsy patients to aid in localization of the seizure onset zone (SOZ) for its eventual resection,
ablation, or modulation (Fig. 7.1a) 157,181 . This implantation modality is now favored in clinical
practice because it decreases morbidity and is better tolerated by patients 182 . It also provides coverage to deeper brain structures, capturing electrical activity in many tissue types, including white
matter (Fig. 7.1b).
Approximately half of SEEG contacts localize to white matter 174 (see also Fig. 7.15 and Methods
Fig. 7.2. Overview of study questions. | In this chapter, we investigate white matter recordings in a threepart approach: (1) characterizing white
matter and gray matter signal and functional network differences across distinct
brain states, (2) testing the hypothesis 107 that white matter signals capture
the communication between gray matter
regions using multimodal structural and
functional data, and (3) demonstrating
that white matter activity differs across
outcomes of epilepsy patients who underwent surgery to remove the SOZ.
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Fig. 7.3. Broadband power difference
between gray matter and white matter | Both gray matter (GM) and white
matter (WM) recordings (≥ 2mm from GM;
tissue localization outlined in Figs. 7.13
and 7.14) increase in broadband power from
preictal to ictal states (p < 5x10−5 ). GM
recordings also have higher power than WM
recordings in all peri-ictal states (interictal, preictal, ictal, postictal, p < 5x10−5 ),
replicating prior interictal studies at different institutions with different patient populations 107,108 . This observation supports
the hypothesis that WM recordings display
different signal properties. ii, interictal; pi,
preictal; ic, ictal; po, postictal

section “Contact Tissue Localization”); however, clinicians in many epilepsy centers typically exclude
white matter contacts when creating intracranial EEG (iEEG) montages to interpret, diagnose, and
localize the SOZ. White matter contacts also tend to be excluded from electrical stimulation mapping 176 . It is commonly assumed these recordings provide less clinically relevant information or they
capture redundant information from the volume conduction of nearby gray matter regions 107,108 .
Research studies 174,177–180 utilizing SEEG also typically exclude white matter contacts; their signals
may prove problematic when creating computational models sensitive to EEG features if white matter signals are functionally unique. Indeed, analyses of interictal recordings of select EEG features
have shown differences in white matter signals 106–108,184 .
Do white matter SEEG recordings provide clinically relevant information? Do they capture information transmission along the white matter tracts connecting brain regions, or are they merely
redundant signals from nearby gray matter tissue?
In this chapter, we investigate white matter electrical recordings through a multi-pronged approach
(Fig. 7.1c): (1) characterizing white matter and gray matter signal and functional network differences across distinct brain states, (2) testing the hypothesis 107 that white matter signals capture
the communication between gray matter regions using multimodal structural and functional data,
and (3) demonstrating that white matter activity differs across outcomes of epilepsy patients who
underwent surgery to remove the SOZ. We provide evidence highlighting the importance of white
matter signals, which may harbor key information regarding neurobiology, disease, and diagnoses.
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Fig. 7.4. Power and distance from gray matter and signal-to-noise ratio | Power in WM
decreases farther from GM tissue (top). WM contacts ≥ 6mm from GM tissue have lower power
during seizures compared to baseline (i.e. interictal power, p < 5x10−5 ) than contacts in GM tissue
(bottom). However, power remains elevated postictally in WM, while power in GM tissue returns
to baseline (p < 0.05). This elevation in WM power postictally suggests that WM recordings are
functionally distinct from GM recordings in epilepsy patients. This may also indicate that interregional communication, detected by contacts inserted in the white matter communication pathways
themselves, is abnormal postictally, even when gray matter activity might return to baseline. SNR,
signal-to-noise ratio; ii, interictal; pi, preictal; ic, ictal; po, postictal.
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3. Results
The power of white matter iEEG signals is lower during seizures, but
remains elevated postictally compared to baseline
A power analysis (Fig. 7.3) shows both gray matter (GM) and white matter (WM) recordings (≥
2mm from GM; tissue localization outlined in Figs. 7.3 and 7.13) increase in broadband power from
preictal to ictal states (p < 5x10−5 ). GM recordings also have higher power than WM recordings
in all peri-ictal states (interictal, preictal, ictal, postictal, p < 5x10−5 ), replicating prior interictal
studies at different institutions with different patient populations 107,108 . This observation supports
the hypothesis that WM recordings display different signal properties. We show that power across
all frequency bands decreases in WM tissue as a function of distance from GM tissue (Fig. 7.1c).
When comparing power to baseline (i.e. interictal) power, WM contacts ≥ 6mm from GM tissue
have lower power during seizures (p < 5x10−5 ) than contacts in GM tissue. However, power remains
elevated postictally in these WM recordings, while power in GM tissue returns to baseline (p < 0.05).
This elevation in WM power postictally suggests that WM recordings are functionally distinct from
GM recordings in epilepsy patients. This may also indicate that inter-regional communication,
detected by contacts inserted in the white matter communication pathways themselves, is abnormal
postictally, even when gray matter activity might return to baseline.

White matter signals are more correlated with each other than gray matter
signals
Next, we compared GM and WM functional connectivity (Fig. 7.5). We defined functional connectivity (FC) using high-γ-band cross correlation (100-128Hz) in a bipolar montage (see Methods on
“Montaging” and “Frequency band definitions”). This band along with bipolar montaging represents
relatively local activity dynamics that are largely unaffected by volume conduction 23 . The band is
particularly relevant to our study because a well-developed literature implicates high-frequency oscillations and γ-band activity as drivers of epileptic activity 185,186 . We also repeat all major plots
in a common average reference (CAR) in Fig. 7.17 and different frequency bands in Fig. 7.6, Fig.
7.7 and Fig. 7.18 showing similar results.
We localized SEEG contacts (Fig. 7.5a) to GM or WM (see the tissue localization subsection of
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Fig. 7.5. White matter (WM) correlations increase more than gray matter (GM) during
seizures. | a, SEEG with labeled electrodes. b, The high-γ-band cross correlation matrix ordered
by electrode labels. Same color as in panel (a). Bottom color bar indicates which contacts are GM
versus WM. Distribution of FC (functional connectivity) values is plotted. c, Re-ordered adjacency
matrix by WM distance from GM. FC distribution is separated by GM or WM values showing WM
contributes to the tail. d, Empirical cumulative density function (ECDF) is plotted. ∆r is the
difference in the median WM and GM FC values. e, Pairwise Euclidean distance between contacts
(left). Contacts closer together have higher FC (right); therefore we used distance between contacts
as a covariate in understanding the relationship between WM distance from GM and the increase
in FC seen in panel (d). f, WM contacts are determined by two definitions (Fig. 7.14). WM FC
increases as a function of the respective WM definition after controlling for contact distance. Each
WM definition is significantly related to FC. g, ECDF plots of WM and GM sub-networks during
four states. The distribution of bootstrapped GM and WM FC values are inset. h, ∆r is plotted
for each seizure and corresponding peri-ictal state (interictal, preictal, postictal). Error bars are
95% confidence intervals. Mean ∆r for each state of all bootstraps (N = 10, 000) are plotted. i,
Summary of findings: WM correlations are higher than GM, and the increase in those correlations
during seizures is greater in WM than in GM.
the Methods), and plotted the distribution of all FC values (Fig. 7.5b) during the ictal state. We
separated out tissue sub-networks (GM-only and WM-only) and observed that WM contributes to
the tail of the distribution (Fig. 7.5c). Given that WM has lower power than GM and may record
redundant noisy signals 106 , we initially hypothesized that WM FC would be lower than GM FC.
We tested the null hypothesis that the two sub-network distributions of FC values were identical
during the ictal period. Instead, we found that WM contacts have significantly higher FC values
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Fig. 7.6. GM and WM distribution of functional connectivity values: Select frequency
bands and other functional connectivity measurements. |, We repeat analysis from Fig. 7.5g
using select frequency bands and functional connectivity measurements. For all frequency bands and
functional connectivity measurements, see Fig. 7.7 (repeat of Fig. 7.5h). We focus on high-γ-band
and cross correlation in the text as detailed previously. Our central hypotheses related to seizure
activity, therefore, we tested our findings using high-γ. However, we note more striking differences in
other frequency bands and functional connectivity measurements post hoc. We provide information
here and in Fig. 7.7 to aid research using this manuscript for a basis.
(p < 5x10−14 , Fig. 7.5d) during the ictal state.

Controlling for distances between contacts
We wanted to test if the higher FC values between WM contacts could be explained by the proximity
between the WM contacts (i.e. the average distance between contacts inserted in each tissue type;
not the inter-contact distance on an electrode, which is constant). It is reasonable to suspect that
WM contacts are closer together than GM contacts because WM tissue is more centrally located
in a given hemisphere, and some subcortical GM structures, such as the thalamus and putamen,
are rarely implanted. However, contacts in medial GM structures (such as the cingulate gyrus or
other limbic structures) are frequently targeted for bilateral implantation (thus these GM contacts
are physically close). Indeed, contacts closer together have higher FC than contacts further away
(Fig. 7.5e, Spearman Rank Correlation r = 0.31, p < 5x10−10 ), even in the high-γ-band after
bipolar montaging. Thus, we used contact distance as a covariate. We fit an ordinary least squares
regression model to predict FC as a function of the coefficients’ contact distance and either (1)
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Fig. 7.7. Differences in GM and WM (∆r) for all frequency bands and functional
connectivity measurements. | We repeat analysis from Fig. 7.5h showing all frequency bands
and functional connectivity measurements. Top row: Pearson correlation. Middle row: Coherence.
Bottom row: Cross Correlation. Left-to-right: Broadband, delta, theta, alpha, beta, low-gamma,
mid-gamma, high-gamma. See Methods on frequency band definitions. We note results may be
biased based on the choice of frequency bands, therefore, we provide a more comprehensive analysis
here. We selected high-γ-band and cross correlation prior to conduction of the study based on prior
knowledge about epilepsy and functional connectivity measurements from the literature. Error bars
are 95% confidence intervals. Asterisk represent significant findings (p <0.05) between the statistical
comparison of ictal and preictal ∆r. Multiple comparison correction is not performed because we do
not use these results subsequently in the manuscript, but we provide the analysis here for reference
in other studies.
distance from GM or (2) WM depth (see WM definition details in methods and Fig. 7.13 and 7.14).
Briefly, we used two alternative definitions of WM because the limited number of studies analyzing
interictal WM SEEG signals also used varying definitions, including distance to GM contacts and
WM depth (where depth accounts for the surrounding tissue composition). A higher depth means
the contact is deeply embedded within WM and has little surrounding GM tissue) 107,108 . Alternative
definitions have shown similar results when comparing GM and WM signals in previous studies 108 ,
however, we still provide complementary analyses using both definitions here. We found that both
distance from GM (p < 5x10−10 ) and WM depth (p < 0.05) were significantly related to FC (Fig.
7.5f). FC increases more in WM even after accounting for the distance between the WM contacts.

White matter correlations increase more than gray matter signals during
seizures
Next, we show the differences of FC between the tissue types across the four peri-ictal states (Fig.
7.5g-h). We show through bootstrapping (see the bootstrapping subsection of the Methods) that WM
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Fig. 7.8. White matter (WM) tissue sub-networks have different network properties
than gray matter (GM). | a, Network visualization of an example patient during the ictal state.
WM contacts are ordered clockwise by increasing WM distance from GM contacts. Another example
patient during all four states is shown (bottom), illustrating the increase in functional connectivity
during the ictal state. b, Network measures of density, characteristic path length, and transitivity
during each state are plotted. Density and transitivity are higher in WM than GM tissue subnetworks (p < 0.05); however, the characteristic path length is not different. WM networks are
denser and more clustered. Density and transitivity is higher in WM than in GM sub-networks for
the interictal and preictal state. (trending, p < 0.1 indicated by an x).
FC is slightly lower than GM FC during the interictal and preictal states, but increases dramatically
more than GM during the ictal state (p < 0.05, Fig. 7.5g ECDF plots and inset histograms).
The distributions of FC values in WM become similar to those in GM during the postictal state
(p > 0.05). We test the null hypothesis that the difference in GM and WM median FC values during
the ictal state is not zero (∆ric ̸= 0, Fig. 7.5h). We found evidence that the median WM FC is
higher than the median GM FC (∆ric > 0; p < 0.005). Although both GM and WM FC increase
from the preictal to the ictal states, we also show that the increase is larger for WM (p < 0.05).
In summary (Fig. 7.5i), we show that WM FC is higher than GM FC, and that the increase in
WM FC from the preictal to the ictal states is larger than in GM FC. We repeat our key results in
broadband signals and show that the observed differences are even larger (Fig. 7.6). The values of
∆r for all bands and for cross correlation, coherence, and Pearson correlations are shown in Fig. 7.7
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Fig. 7.9. White matter (WM) recordings capture the communication between gray
matter (GM) regions | a, WM tracts are visualized between the left and right hippocampi
for an example patient. b, Histogram distributions and ECDFs are shown for the different tissue
sub-networks similar to Fig. 7.5c. c, Structure-function correlation (SFC) is computed for each subnetwork. r = Spearman Rank correlation. d, SFC for each state and sub-network is shown (top).
Preictal and ictal SFCs are compared. Bootstrapped means (N = 10, 000) of SFC for each state
and each sub-network is shown (bottom). e, The distribution of bootstrapped means (N = 10, 000)
of ∆SF C (SF Cictal − SF Cpreictal ) is plotted showing ∆SF C is highest for GM-WM connections
and lowest for WM-only sub-networks. f, Summary of findings: (1) GM functional activity changes
during seizures are correlated to other GM regions (and are documented through other studies 21,59 ).
(2) WM functional activity changes during seizures are correlated to the structural connectivity from
GM regions. (3) WM functional activity changes during seizures have the lowest correlation to the
structural connectivity from other WM regions (see confidence intervals in the main text). This
observation supports the notion that activity in WM is driven by activity in GM and may be
explained by the structural connections between regions. SFC, Structure-Function Correlation.
and support that these findings are not limited to specific bands or FC definitions.

White matter sub-networks have different network properties than graymatter sub-networks
As part of our multi-pronged approach, we compared GM and WM signals with a network analysis of
the tissue sub-networks (Fig. 7.8). We measured density, characteristic path length, and transitivity
of the full network which includes all contacts, the GM-only sub-network, and the WM-only subnetwork. Density is a proportion of all possible connections that are actually present, characteristic
path length is the average shortest distance between pairs of nodes, and transitivity is a measure
of the tendency of the nodes to cluster together. We show that density and transitivity are both
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Fig. 7.10. Good outcome epilepsy patients have lower white matter (WM) functional
connectivity than poor outcome patients. | a, Diagram summarizing results for the top
row: WM and GM FC increase during seizures for both good and poor outcome patients. WM
FC increases more than GM FC (see Fig. 7.5i), and this increase is even larger for poor outcome
patients. b, Empirical cumulative density functions (ECDF) are shown for the sub-networks in poor
and good outcome patients. FC is higher during the ictal state for poor outcome patients in the
full, GM-WM, and WM-only tissue sub-networks. However, FC is not significantly different for the
GM-only tissue sub-network. c, Differences in GM and WM FC values (∆r) during the ictal period
are larger for poor outcome patients than for good outcome patients, consistent with Fig. 7.5h.
Error bars represent 95% confidence intervals. d Re-sampling hypothesis testing (top) confirming
the analysis of Fig. 7.10c (see the re-sampling hypothesis testing subsection of the Methods). Dashed
vertical line: T . The distribution of bootstrapped means of the ictal ∆r is also plotted comparing
good and poor outcome patients (bottom). e, Diagram summarizing results for the bottom row:
ablated regions in good outcome patients have lower changes in FC to distant WM contacts than
poor outcome patients during seizures. f, ECDF of the FC values between the contacts in the
ablation zone and all WM contacts (left). The median FC values for each re-sampled patient is
compared (right). g, Same as in panel d but now comparing the changes in FC between ablated and
WM contacts. h, The FC values between the contacts in the ablation zone and WM contacts as a
function of distance. We show that the FC of ablated contacts to distant WM contacts increases
more during seizures for poor than good outcome patients. T ∗ , test statistic of permuted samples;
T , test statistic of original data.
higher in WM-only sub-networks than in GM-only sub-networks during the ictal state (p < 0.05).
Networks composed of only WM contacts are more clustered and have different network properties
than networks composed of only GM contacts. This finding is crucial for informing research applying
network models in SEEG. It remains to be seen whether the utility for network models excluding or
including WM recordings affects clinical translation. However, we show here that functional network
properties derived from data of both GM and WM tissue are affected.
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White matter recordings capture the communication between gray matter
regions during seizures
The previous analyses above illustrate the altered signaling and seizure dynamics of GM and WM
recordings: WM signals have increased FC during seizures. We next sought to explain what drives
this activity. Does this increased WM FC result from the activity of other GM tissue (for example, from the SOZ), or is the increase in FC intrinsic to WM tissue itself during the ictal state?
We applied a structure-function analysis by assessing the statistical correlation between structural
and functional connections to determine if the increased FC in WM is explained by the structural
connections from GM. If so, we and others hypothesize that WM signals reflect the communication
between GM regions 107,108 . In patients with high angular diffusion imaging (HARDI, N = 16), we
measured the structural connectivity between contacts (Fig. 7.9a). We also show the distribution of
functional connectivity values in Fig. 7.9b. We calculated the structure-function correlation (SFC)
as a correlation coefficient between the upper triangle of the structural matrix and the upper triangle of the functional matrix, separately for the four tissue networks (Fig. 7.9c). We show that
the SFC increases for the full, GM-only, and GM-WM networks (p < 0.05), but not for the WMonly sub-network (Fig. 7.9d, top). We bootstrapped our data 10,000 times (Fig. 7.9d, bottom)
and calculated the mean SFC for each simulation. We also calculated the change in SFC (∆SF C)
from preictal to ictal states (∆SF C = SF Cic − SF Cpi ) and plot the distributions of ∆SF C over
10,000 bootstrap simulations (Fig. 7.9e). The SFC increases the most from preictal to ictal states
for GM-WM sub-networks and the least for WM-only sub-networks (∆SF C means with 95% confidence intervals: Full, 0.0537 [0.0529-0.0544]; GM-only, 0.0525 [0.0516-0.0533]; GM-WM, 0.0771
[0.0758-0.0783]; WM-only, 0.0312 [0.0299-0.0324]). These results support the hypothesis that the
change in WM at seizure onset is driven by the structural connections from GM regions (e.g., the
SOZ or other regions involved in seizure activity, Fig. 7.9f).

Surgical epilepsy patients with poor outcomes have higher ictal SEEG
white matter connectivity than patients with good outcomes
A total of 17 patients had outcome scores ≥ 2 years after epilepsy surgery to remove the SOZ
(good outcome N = 10; poor outcome N = 7). Chi-squared test with Yates’ correction shows
non-statistically significant differences in good versus poor outcome epilepsy patients with respect
to epilepsy type (MTLE versus Non-MTLE, Chi squared = 0.084 with 1 degrees of freedom; two117

tailed p > 0.05, Table 7.1). Similarly, Chi-squared test with Yates’ correction shows non-statistically
significant differences in good versus poor outcome epilepsy patients with respect to lesional status
(Chi squared = 0.093 with 1 degrees of freedom; two-tailed p > 0.05).
We show that poor outcome patients have a stronger increase in WM FC during the ictal state (see
overview in Fig. 7.10a). During the ictal state, the full, GM-WM, and WM-only sub-networks have
higher connectivity (p < 0.05) in poor outcome patients than in good outcome patients (Fig. 7.10b).
This increase is not apparent in the GM-only sub-network, which is the sole network available for
patients that only have GM implanted or for analyses that only consider GM contacts (p > 0.05).
We repeated the analysis in Fig. 7.5h, separating good and poor outcome patients (Fig. 7.10c). We
show that the differences between GM and WM sub-networks during the ictal period become more
pronounced for poor outcome patients than for good outcome patients using re-sampling hypothesis
testing (p < 0.05, Fig. 7.10d, top) and bootstrapping 10,000 times the mean ∆rictal of good and
poor outcome patients (Fig. 7.10d, bottom).

Ablated regions in good outcome patients have lower ictal connectivity to
white matter signals than poor outcome patients
In both good and poor outcome patients, the ablation area was targeted because its removal would
give the best chance of seizure freedom despite the surgery’s inherent risk. Surgery was performed
after a comprehensive clinical assessment of data acquired from multiple sources including various
MRI sequences, scalp EEG, iEEG, patient and family histories, and neuropsychological evaluation.
We showed in Fig. 7.10 (top row) that differences in FC of good and poor outcomes are mainly
driven by connections to WM, but not apparent in GM-only regions. We tested if the FC between
ablated regions and WM contacts could differentiate between good and poor outcome patients (Fig.
7.10e). We show that FC between the ablated regions and WM contacts is higher for poor outcome
patients than good outcome patients (p < 0.05, Fig. 7.10f-g). This finding may indicate that the
suspected SOZ in poor outcome patients (which would eventually be ablated) is not a good target
given that its activity has a high correlation with the activity of WM contacts.
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White matter functional connectivity changes during seizures are elevated
far from the ablation zone in poor outcome patients
We next sought to determine whether the correlations remain elevated in WM contacts distant from
the ablation site in poor outcome patients but not in good outcome patients (Fig. 7.10h). After
bootstrap re-sampling of patients and seizures, we show that WM FC to the contacts contained
in the eventual ablation zone remains elevated in poor outcome patients. This increase is most
apparent for WM contacts 40–60 mm (approximately a half hemisphere away) and 80–100 mm
(approximately on the contralateral hemisphere) from the ablation zone. Future analyses should
further contextualize the location of these WM contacts to canonical WM pathways.

4. Discussion
We demonstrated that white matter intracranial EEG (iEEG) recordings reveal underlying seizure
dynamics that are not captured in gray matter recordings alone. We compared gray matter and
white matter recordings from stereoelectroencephalography (SEEG) implantations of 29 medically
refractory epilepsy patients and found differences in signal and network properties of white matter contacts (Figs. 7.1-7.8). We showed that white matter contacts capture neural communication
along the structural pathways connecting brain regions in 16 of the SEEG patients who acquired
high angular resolution diffusion imaging (HARDI, Fig. 7.9). These white matter recordings also
have different seizure dynamics in good and poor outcome epilepsy patients at distant sites from
the ablated regions (Fig. 7.10). Our study provides evidence that the analysis of white matter
functional signals may prove worthwhile when researching and developing new diagnostic and treatment strategies for medically refractory epilepsy patients. More broadly, white matter functional
signals may also reveal important clues to brain function and pathophysiology of other neurological
disorders. To facilitate reproducibility and further investigation of these SEEG patients, we have
made the iEEG data, metadata, and de-identified processed structural tractography neuroimaging
data compliant with Brain Imaging Data Structure (BIDS) and publicly available (see Methods and
’Data availability and reproducibility’).

Biological processes revealed in white matter
Historically, neuroscientists have “exhibited little interest in white matter” 187 because it was thought
to be an inert, passive tissue, despite comprising approximately 50% of the brain’s volume 184,188 .
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Fig. 7.11. White Matter Signals Reflect Information Transmission Between Brain Regions During Seizures | a, Showing that white matter recordings capture the communications
between gray matter regions has implications in localizing the seizure onset zone in epilepsy patients.
For example, an apt analogy could be made between white matter recordings and monitoring (or
“tapping”) the activity on a phone wire between two buildings (the "wiretap hypothesis"). Information about the phone conversation is acquired without ever having to monitor the locations where
the conversation is physically happening. It is especially challenging in epilepsy to precisely locate
the seizure onset zone in the face of imperfect implantation schemes in which we cannot sample all
brain regions. Here, we allude to the fact that white matter recordings may provide information
about the seizure onset zone without ever having to implant the seizure onset zone itself, because
white matter recordings monitor the activity between gray matter regions. All we need to know is
where the connections are (or in our phone analogy, which buildings the phone wires go to). This
information can be acquired more easily though non-invasive neuroimaging. In practical terms, if
we were able to detect specific ictal signals within WM contacts, finding which GM structures are
connected through those specific WM fibers could reveal information about the SOZ. b, In analyzing
the spread of seizure activity from contact to contact, it would be helpful to know the gray matter
regions to which the white matter contacts are structurally connected (connections 1 and 2), but
not necessarily which to which other white matter contacts they are connected (connection 3). To
predict seizure spread, in other words, white matter activity should be predicted from gray matter
activity, but not from other white matter recordings.
Instead, investigators have focused on gray matter functional activity because neural computation
primarily takes place in gray matter, and gray matter signals can be orders of magnitude more
powerful than white matter 106–108 . Only recently has white matter been appreciated to support
many critical brain functions 189 , modulate the distribution of action potentials 190 , and act as a relay
of neural communication between different brain regions 191 . Notably, mounting evidence confirms
that neuronal cell bodies exist in deeper white matter tissue (>2–3mm from the cortical layers) 192 ;
neurotransmitter vesicles are released directly in white matter, affecting neural communication 193 ;
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and white matter blood-oxygenation level dependent (BOLD) signals are detectable across a range
of different tasks 194 . All of these findings reflect white matter is indeed a dynamic, active tissue and
its recordings may reveal important clues to brain function and pathophysiology 195 .
These findings raise several questions. What are the functions of white matter neurons in epilepsy?
What are the consequences of altered neural communication resulting from the release of neurotransmitters along the axons of white matter? Can white matter activity recorded by fMRI, iEEG, and
other technologies reveal clues to epilepsy pathophysiology and, more generally, neurophysiology?
Here, we have provided examples of white matter’s utility for neuroscience inquiry through a multipronged approach (from signals to networks) across many brain states (from interictal to postictal)
and with multimodal data (from structure to function) in different outcomes of epilepsy patients
(from good to poor). We provide ample evidence highlighting the importance of white matter signals,
which could be further investigated in future studies to reveal novel insights into neurobiology, disease
processes, and diagnoses.

Intrinsic or extrinsic signals of white matter? Capturing information transmission between brain regions
White matter is considered a structural tissue that transmits neural information from one gray
matter region to another, yet it is unknown what the functional signals captured in white matter
(namely, the iEEG signals from WM contacts in our study) represent. If the signals were merely
local field potentials (LFPs) generated by local neurons 192 that were affected by the release of neurotransmitter vesicles in white matter 193 , there would need to be a sufficient number of geometrically
aligned neurons to produce these fields. Evidence of detectable white matter BOLD signals in fMRI
may support this "intrinsic" activity of white matter 194 . However, our results support that the
activity captured from within the WM (at least, electrical – not metabolic) originates extrinsically,
and probably not solely due to volume conduction of nearby gray matter tissue (Fig. 7.9). We show
across multiple frequency bands and montaging schemes that white matter signals are related to
their direct structural connections from other gray matter tissue (Fig. 7.9e), supporting that these
signals may capture the transmission of information between brain regions (Fig. 7.11). In other
words, gray matter signals drive white matter signals. Thus, these signals may be considered more
extrinsically driven. The "intrinsic" tissue metabolism detected in these regions may be extrinsically
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related at some level, too.
Showing that white matter recordings can capture communications between gray matter regions has
profound implications for localizing seizure onset zones in epilepsy patients. For example, an apt
analogy could be made between white matter recordings and monitoring (or “tapping”) the activity
on a phone wire between two places (Fig. 7.11a). Information about the phone conversation is
acquired without ever having to monitor the locations where the conversation is physically originating
or being received. It is especially difficult in epilepsy to precisely locate the seizure onset zone in
the face of SEEG implantation schemes since sampling of all possible brain regions is not feasible.
Here, we propose that white matter recordings may provide information about the seizure onset
zone even if the seizure onset zone itself were not targeted in the implantation. Because white
matter recordings reflect the activity between the gray matter regions that they link, one could
infer which two structures are connected (or in our phone analogy, to which buildings the phone
wires go) by identifying the ends of the white matter fiber tract showing aberrant activity. Indeed,
this information can be acquired more easily though non-invasive neuroimaging, supplementing the
information gathered through iEEG. Furthermore, in analyzing the spread of seizure activity from
contact to contact, it would be helpful to know which gray matter regions the white matter contacts
are structurally connected to, but not necessarily to which other white matter regions they are
structurally connected to (Fig. 7.11b). To predict seizure spread, in other words, white matter
activity should be predicted from gray matter activity, but not from other white matter recordings.

The Distributed Epileptic Network Hypothesis
We provided evidence that white matter recordings reveal differences in epilepsy pathophysiology of
good and poor outcome epilepsy patients (Fig. 7.10). Poor outcome patients have higher FC between
the suspected (and eventually ablated or resected) SOZ and more distant white matter recordings
than good outcome patients (Fig. 7.10h). We attribute these differences to a broadly distributed (i.e.,
non-focal) seizure etiology of poor outcome patients. The areas ablated in poor outcome patients
were chosen because of supporting clinical evidence that the primary target for ablation was a welllocalized, focal SOZ; otherwise, patients would not have been deemed candidates for surgery. Yet,
patients continue having seizures after ablation. The inefficacy of the surgery could be due to at
least two factors: (1) the SOZ is still a focal region, but was missed in the ablation/resection, or (2)
the SOZ appears focal to clinicians, but the underlying pathophysiology in some patients is due to
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a more widely distributed interaction of brain regions and interconnecting white matter 196 . Note
that in the first case, patients with a single epileptic focus may still have widespread structural,
functional, or behavioral (i.e., clinical) changes and/or deficits resulting from their seizures, perhaps
due to aberrant plasticity over time 197 . However, in the second case, the etiology (rather than the
sequelae) stems from an “epileptogenic” 26 or “epileptic” 174 network of interacting brain regions,
allowing seizures to occur.
The traditional model of the epileptogenic focus is too simplistic to capture the spatiotemporal
organization of seizures 25 . Thus, many investigators have utilized complex system approaches instead, showing that epilepsy may be a disease of networks with structural (e.g., DTI), functional
(e.g., fMRI), and effective (e.g., CCEPs) data 15–22 . Here, we provided evidence for the epileptic
network captured in the white matter of poor outcome patients. We build on the concept of the
epileptic network to explain why some patients have poor outcomes. We hypothesize that, in these
patients, the true SOZ is not a single focal anatomical location, but rather a distributed epileptic network where many brain regions interact, causing patients’ neural dynamics to bifurcate 30
or spontaneously devolve into seizure states. We take the opportunity to name the hypothesis we
proposed in the previous sentence the “Distributed Epileptic Network Hypothesis” to provide
concrete language for discussing the pathophysiology of some epilepsy patients, in hopes of spurring
new areas of research and therapeutic treatment options for these patients. In these poor outcome
patients, important nodes of the epileptic network were eliminated during surgery; thus, they may be
considered Engel III with “marked seizure reduction” and reduced disease burden. However, seizures
eventually reoccur because the epileptic network was not entirely hindered. Instead, only select important nodes were eliminated. The network then reacts or it reforms 198 to produce seizures, albeit
not as strong or as frequent before surgery (Engel II/III). Here in our paper, we show evidence for
a more broadly distributed epileptic network in poor outcome patients that is captured in white
matter recordings.

Limitations
Our study is not without limitations. They include: (1) The choice of montaging and frequency
bands. We attempted to extract the intrinsic white matter signals or other signals coming from
distant brain areas, and not from volume conduction of nearby gray matter. Regardless, volume
conduction from other confounding extrinsic sources cannot be eliminated completely and may in123

crease FC between certain brain regions, thereby affecting our findings. (2) A small sample size of
poor outcome patients and definitions of outcomes. We aimed to mitigate the biases of patients,
different implantation schemes, and different tissue sampling techniques through bootstrapping,
another approach using re-sampling hypothesis testing, and more stringent exclusion criteria of outcomes ≤2 years. (3) Seizure temporal dynamics. We computed FC over entire segments of interictal,
preictal, ictal, and postictal states. Seizure dynamics are not the same between early and late stages
of seizure evolution. FC differences between white matter/gray matter and good/poor outcome patients could lead to a different interpretation when involving more complex time-dynamical analyses.
(4) White matter location. We did not include an analysis of the anatomical structures of white
matter contacts or test if specific structures are mainly driving white matter FC (possibly supported
by Fig. 7.10h). For example, we did not analyze the corpus callosum or corona radiata fibers that
are typically captured in SEEG implantations along the trajectory to deeper gray matter targets.
Note that the limited research of WM activity in fMRI has focused on the corpus callosum 199 . (5)
Sampling technology. Other implantable devices such as microelectrode-arrays (MEAs) or Utah
arrays 200 , which can record at higher densities, altered to target white matter may provide more
robust findings about white matter signals. In contrast, SEEG records LFPs at the meso-scale.

Future Directions
White matter functional recordings acquired through many technologies (including iEEG, fMRI,
MEG, PET, ASL, and others) may provide a wealth of currently untapped knowledge about neurobiology and disease. Our work has ramifications across the field of neuroscience and highlights
the possibility of new areas to explore: stimulation of white matter to modulate brain function;
biomarkers for monitoring white matter functional signals in the progression, and evolution of,
other neurological and psychiatric diseases such as multiple sclerosis, dementia, and schizophrenia;
the utility of targeting white matter structures directly, rather than coincidentally acquiring signals
in targeting gray matter structures; direct ablation or surgical intervention of white matter areas to
improve outcomes, rather than focusing on gray matter structures only; drug therapies that focus
on the modulation of abnormal white matter activity, rather than using gray matter activity benchmarks. More research is needed to assess the viability of all these options. The focus of treatment
strategies can be on white matter, too.
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5. Methods
Human Dataset
Twenty-nine drug-resistant epilepsy patients underwent stereoelectroencephalography (SEEG) implantation for clinical purposes at the Hospital of the University of Pennsylvania. Of these patients,
88 seizures were recorded, with distributions of seizures per patient and seizure lengths shown in Fig.
7.12. Sixteen of the SEEG patients had MRI data collected for SFC analyses. Inclusion criteria consisted of all individuals who agreed to participate in our research scanning protocol, and allowed their
de-identified intracranial EEG (iEEG) data to be publicly available for research purposes on the International Epilepsy Electrophysiology Portal (https://www.ieeg.org) 132,133 . Seizure evaluation was
determined via comprehensive clinical assessment, which included multimodal imaging, scalp and
intracranial video-EEG monitoring, and neuropsychological testing. This study was approved by
the Institutional Review Board of the University of Pennsylvania, and all subjects provided written
informed consent prior to participating. See Table 7.1 for subject demographics. Sample sizes were
determined by attempting to gather as many patients as possible with validated outcome scores ≥
2 years, annotated seizure markings, and high angular resolution diffusion imaging (HARDI). No
statistical methods were used to predetermine sample sizes, but our sample sizes are larger than
those reported in previous publications using both iEEG and diffusion imaging data 21,59,61

Intracranial EEG Acquisition
Stereotactic depth electrodes were implanted in patients based on clinical necessity. Continuous
SEEG signals were obtained for the duration of each patient’s stay in the epilepsy monitoring unit.
Intracranial data was recorded at 256, 512, or 1024 Hz for each patient. Seizure onset times were
defined by the unequivocal electrographic onset (UEO) 143 . All annotations were verified by neurolFig. 7.12. Seizure distributions | a, Seizure counts for
each patient. Most patients
(N=13) had one seizure annotated. Two patients had 11
seizures annotated. b, Seizure
lengths — left: 60s bins, right:
10s bins. Most seizures were
1-2 min. One seizure was 16
min.
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ogists and consistent with detailed clinical documentation. The spacing between SEEG contacts is
5 mm and the contacts are 2.41 mm in size.

Electrode Localization
See Fig. 7.13 for an overview of electrode localization. In-house software 144 was used to assist in
localizing electrodes after registration of pre-implant and post-implant images (T1w and CT images).
All electrode coordinates and labels were saved and matched with the electrode names on IEEG.org.
All electrode localizations were verified by a board-certified neuroradiologist (J.S.).

Tissue segmentation
See Fig. 7.13 for an overview of tissue segmentation. Freesurfer recon-all tissue segmentation output
was used. The pre-implant T1w image specified in the imaging protocol below was used for tissue
segmentation. If no T1w image from this protocol was acquired, the T1w image from the pre-implant
clinical scan was used. The tissue segmentation (the ”aseg” file output from Freesurfer) file which
includes cortical GM, subcortical GM, WM, and other anatomical labels was converted to 4 classes:
GM, WM, CSF, and outside. All cortical and subcortical GM structures were combined to a single
GM class. WM structures were all combined to a single WM class. Voxels contained within the
Freesurfer brain extraction file, but outside GM or WM structures, were labeled as CSF. All other
voxels not in WM, GM, or inside the brain extraction file were labeled as outside the cranium.

Contact tissue localization
The post-implant T1w image used for electrode localization underwent linear registration to the
pre-implant T1w image used for tissue segmentation above. Linear registration was performed using
fnirt in the FSL neuroimaging software. Contacts were classified to the tissue classes defined in the
section below. Only contacts where the center coordinate fell into GM or WM labeled voxels were
used. CSF labeled contacts, which generally included those between the skull and brain, and all other
contacts were excluded from analysis. Note that for tissue localization purposes, implanted contacts
were rarely localized to non-mesial temporal subcortical structures (i.e. the thalamus, putamen,
etc.). These structures are rarely targeted in epilepsy patients. Thus accurate tissue segmentation
of these subcortical structures were not vital for our study.
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Patient ID

Patient

Age

Sex

Intervention Suspected seizure onset zone

Lesional

Engel

Follow-up

sub-RID0238

sub-patient01

40s

F

laser

L anterior cingulate

non lesional

IA

4y 3m

sub-RID0267

sub-patient02

20s

M

laser

L mesial temporal

L periventricular heterotopia

IB

3y 0m

sub-RID0274

sub-patient03

40s

M

laser

R mesial temporal

non lesional

IIB

2y 9m

sub-RID0278

sub-patient04

30s

M

laser

L mesial temporal

non lesional

IVB

2y 2m

sub-RID0279

sub-patient05

40s

F

laser

L mesial temporal

non lesional

ID

2y 7m

sub-RID0294

sub-patient06

30s

M

laser

R mesial temporal

non lesional

IC

3y 6m

sub-RID0307

sub-patient07

20s

M

laser

L superior parietal

L parietal encephalomalacia

IA

3y 9m

sub-RID0309

sub-patient08

30s

M

laser

R anterior cingulate

non lesional

IC

3y 11m

sub-RID0320

sub-patient09

40s

F

laser

L mesial temporal

non lesional

IB

3y 9m

sub-RID0322

sub-patient10

20s

M

laser

R insular cortex

R insular cortex dysplasia

IIIA

3y 7m

sub-RID0365

sub-patient11

20s

M

laser

L mesial temporal

non lesional

IB

2y 9m

sub-RID0371

sub-patient12

50s

M

laser

L anterior cingulate

non lesional

IIB

2y 0m

sub-RID0382

sub-patient13

30s

M

laser

R insular cortex

non lesional

IIIA

3y 6m

sub-RID0405

sub-patient14

20s

M

resection

L mesial temporal

non lesional

IIIA

2y 0m

sub-RID0424

sub-patient15

40s

F

resection

R temporal lobe

non lesional

IA

3y 4m

sub-RID0440

sub-patient16

30s

F

laser

L frontal

non lesional

IB

2y 8m

sub-RID0442

sub-patient17

20s

M

laser

R insular cortex

non lesional

IIIA

2y 8m

sub-RID0194

sub-patient18

30s

M

resection

R frontal

R frontal encephalomalacia

NA (IA)

1y 11m

sub-RID0508

sub-patient19

20s

M

laser

L hippocampus

non lesional

NA (IA)

0y 2m

sub-RID0572

sub-patient20

40s

F

resection

R anterior temporal lobe

non lesional

NA (IVA)

1y 1m

sub-RID0595

sub-patient21

30s

F

laser

L mesial temporal

non lesional

NA (IA)

0y 10m

sub-RID0596

sub-patient22

30s

M

laser

L mesial temporal

non lesional

NA (IB)

0y 4m

sub-RID0648

sub-patient23

20s

M

laser

L mesial temporal

non lesional

NA (IVA)

0y 9m

sub-RID0420

sub-patient24

30s

F

DBS

L temporal lobe

non lesional

NA

NA

sub-RID0502

sub-patient25

20s

F

RNS

bilateral temporal

bilateral temporal PVNH

NA

NA

sub-RID0536

sub-patient26

20s

F

RNS

bilateral temporal

non lesional

NA

NA

sub-RID0583

sub-patient27

30s

F

RNS

Not determined

non lesional

NA

NA

sub-RID0650

sub-patient28

20s

M

TBD (RNS)

bilateral temporal

non lesional

NA

NA

sub-RID0652

sub-patient29

40s

M

TBD (RNS)

bilateral temporal

non lesional

NA

NA

Table 7.1. Chapter 5 Subject Table | We report patient demographics, suspected seizure onset
zone, lesional status, Engel outcome score, and follow-up time between the patient’s intervention
and medical chart review used to determine the outcome score. We masked identifying information
with approximate ages (e.g. 40s). Patients with < 2 years follow-up (originally planned before
conducting the analysis) have “NA” Engel outcome scores. However, Engel outcome from their
most recent follow-up are in parentheses. The inclusion of all patients, regardless of follow-up
time, yields larger differences between good and poor outcome patients (see Fig. 7.19e for analysis
including all patients). M, Male; F, Female; DBS, Deep brain stimulation; L, left; R, Right; NA,
Not Applicable; TBD (RNS), To be determined, RNS recommended.
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Fig. 7.13. Electrode Contact Localization and Tissue Segmentation| a, Implant T1w MRI.
b, Implant CT. c, Implant CT SEEG contacts are segmented and localized in native coordinates. d,
Pre-implant 3T T1w MPRAGE. Usually higher quality imaging (1mm isotropic) was used for tissue
segmentation. If patient did not undergo high resolution imaging, then a clinical T1w pre-implant
image is used. e, Segmentation output by Freesurfer showing tissue parcellations. f, Conversion of
tissue parcellation into labels of GM, WM, CSF, or outside of the brain. g, Combination of entire
pipeline to localize electrode contacts to tissue. Images (a) and (b) are linear registered using FSL’s
flirt command so that contact coordinates localized in native CT space can be converted to image
(a)’s space. Images (a) and (d) are linear registered so that contact coordinates in image (a)’s space
can be converted to image (d)’s space. Once contacts are localized to image (d)’s space and image
(d) has been segmented, coordinates and segmentation are combined to produce image (g). WM
classification is determined using two definitions shown in Fig. 7.14.
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Fig. 7.14. White Matter Definitions: Distance and Depth. | a, Contacts are localized to
tissue. See Fig. 7.13. b, Binary classification of WM and GM contacts can be found by measuring
the distance of the contact’s center to the nearest GM voxel. c, Contacts can be classified by WM
depth. This is the percent of surrounding voxels (within a 1cm diameter sphere) that are WM. This
is closely related to the PTD measurement in Mercier et al. 2017 107 . A benefit of WM depth is
that it accounts for cortical folding and small errors in tissue segmentation. WM contacts near the
cortical surface, but a few voxels from GM will have low WM depth because they are still surrounded
by brain sulci, and thus many GM voxels. Furthermore, a single voxel mis-segmented as GM can
affect WM distance. Therefore, we primarily used WM depth.

GM and WM definitions by distance or depth
Contacts localized to WM voxels may not necessarily record exclusively from WM, especially when
neighboring voxels are GM cortical structures. This was addressed in Mercier et al. 2017 using
a measure called proximal tissue density (PTD) 107 . This "fuzzy" approach is used to (1) mitigate
volume conduction (2) mitigate the degree of uncertainty in the location of the contact (can be due
to small errors in registration). Here, we follow a similar fuzzy approach to define GM and WM
contacts. See Fig. 7.14 for an overview.
Definitions:
1. Distance: Distance to the nearest GM voxel. Typical range 0-10mm. Contacts that were 0mm away
(i.e. the contact centroid coordinate was in a GM voxel) were labeled as GM. Analyses that relied on
a definition of distance used the following criteria:
(a) GM: = 0 mm
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(b) WM: ≥ 2 mm
(c) contacts between 0 and 2mm were excluded from analysis comparing GM and WM. This follows
the Mercier et al. 2017 107 approach where PTD the extreme values of -1 and 1 were used.
2. Depth: Percent of surrounding voxels that are WM. Typical range: 0-1 (0-100%). A higher WM
contact depth equates to a contact deeply embedded into WM tissue with little surrounding GM
tissue. This convention is similar to the proximal tissue density (PTD) used in Mercier et al. 2017 107 .
A sphere with a diameter of 1cm around the centroid coordinate of the contact was used to calculate
the percent WM contained within that sphere. Analyses that relied on a definition of depth used the
following criteria:
(a) GM: ≤ 0.5 (or 50%).
(b) WM: ≥ 0.9 (or 90%)
(c) contacts between 0.5 and 0.9 were excluded from analysis comparing GM and WM

The above definitions, along with bipolar montaging (below) help ensure the recorded signals are
a good representation of activity of that tissue and contact location. We chose a definition of WM
depth for figure analyses in the main text because it is similar to PTD, unless specified WM distance
was used (i.e. power analysis vs distance and SNR in Fig. 7.1c, and controlling for WM distance in
Fig. 7.5f). Please see the main text for a discussion on why two definitions were used.
Briefly, alternative definitions provide different perspectives when each respective tissue definition
may have its own limitations (Fig. 7.14). For example, definition 1 (distance) may incorrectly say
a WM contact is close to GM because a single GM voxel was mis-labeled due to imperfections
of the Freesurfer tissue segmentation or due to small errors in registration. Regardless, previous
studies 108 and our results in "Controlling for distances between contacts" show similar findings
using alternate definitions. For subsequent analyses, we used definition 2 (depth) because it is a
similar and complimentary definition to PTD used in Mercier et al. 2017 107 , yet still provides a
different perspective in this nascent field for understanding WM iEEG activity where a standard
WM iEEG definition is not set. The boundaries for classifying GM and WM for each definition
(e.g. ≥ 2 mm) was slightly arbitrary and set before conducting the study: two millimeters for
definition 1 was chosen because that is approximately where "deep" white matter is defined in the
histological field 192 . For definition 2, 50% for GM was chosen because that seemed appropriate
where the minority of surrounding voxels are WM. Similarly, 90% for WM was chosen because that
seemed appropriate where extreme values of PTD were used in prior studies. Future studies should
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Fig. 7.15. Proportion of contacts in either gray matter (GM) or white matter (WM) | a,
We analyzed 68 SEEG patients. Out of all electrodes that fell within the brain parenchyma (either
gray matter or white matter), 41% of contacts fell in a gray matter voxel (dashed vertical line) and
24% of contacts fell in a white matter voxel but also >2mm away from gray matter. This definition
reflects one of the definitions used in the text (see Methods section “GM and WM definitions by
distance or depth” for definition and reasoning for using multiple definitions. Dashed vertical lines
represents the median of all patients. b, To account for the nuances of any one specific definition,
we used two additional approaches to labeling a contact. We analyzed all voxels surrounding the
contact centroid within a 1cm diameter and tabulated the number of voxels that were gray matter,
white matter, CSF, or outside the brain. A contact was defined as gray matter if >50% of voxels fell
in gray matter. If a contact did not have either >50% gray matter or >50% white matter voxels,
then it was not defined as either. We report that 44% of contacts were in gray matter and 51%
of contacts were in white matter using this definition. c, We also labeled each contact using the
majority of surrounding voxels (the argmax, rather than >50%). The median patient had 48% of
contacts with a majority of gray matter surrounding voxels and 52% of contacts with a majority
of white matter surrounding voxels. Panels (b) and (c) reflect that approximately half of SEEG
electrode contacts fall in white matter.
explore these exact parameters, however, it is out of the scope of this study given that our work and
other groups have already shown that the nuances of tissue definitions are not necessarily driving
the biological findings. We also show the proportion of contacts in GM or WM based on each of the
definitions (Fig. 7.15)
After peer review, we added another analysis based on the amount of gray matter surrounding a
contact (rather than based on white matter above). Results are similar and presented in Fig. 7.16.
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Fig. 7.16. Repeat analysis showing similar results with tissue definition stratified by the
amount of gray matter surrounding a contact. | a, A gray matter contact in this instance is
defined by >50% of the surrounding voxels as gray matter, and a white matter contact is <50% of
the surrounding voxels as gray matter. As stated in the main text, we have already shown similar
results across different tissue definitions and parameters. The results here further support that the
nuances of our parameters (including montage selection, frequency bands, functional connectivity
definitions) would not change the overall conclusions of our manuscript.
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Contact localization to ablation zone
Contacts contained within the eventual ablation zone were manually identified. Post-surgical T1w
images were acquired and manually segmented using ITK-SNAP for the areas ablated. The postsurgical T1w image was linearly registered to pre-implant image. Contact coordinates were found
in pre-implant space (electrode localization pipeline above). Contacts that fell into the ablation
segmentation mask were labeled as "ablated contacts."

Montaging
While epileptologist routinely use bipolar montage in EEG interpretation, the research community does not. A few studies 107,108 noted differences in EEG features like power, phase-amplitude
coupling, and functional connectivity measurements between the different montages. Makin et al.
2020 201 emphasize that if the electrodes are common average referenced, it can “smear the effects
of some electrodes across the grid”. Bipolar referencing was noted to improve overall performance
using their deep learning approach. Here we use bipolar referencing to mitigate the effects of volume
conduction, not in line with previous studies using common average referencing to create functional
connectivity matrices to study epilepsy. To perform bipolar referencing, we started with the contact
at the most distal end of the electrode (e.g. LA01) and subtracted the adjacent contact on that electrode (e.g. LA01 = LA01 - LA02). We excluded the last contact on the electrode (there is nothing
to subtract), or any bipolar pairs that included a contact excluded through any methods mentioned
throughout this methods section (e.g. an artifact contact or a contact not in GM or WM). A critical
note is that bipolar montaging, along with the GM and WM contact definitions (above) help ensure
the recorded signals are a good representation of activity of that tissue and contact location. Each
montage has their own respective strength and weaknesses, which is why we opted to show results
using common average reference (CAR, Fig. 7.17). We feel that providing both perceptive with
repeatable results strengthens our conclusions.

Power Spectral Density Calculation
Following removal of artifact-ridden electrodes, SEEG signals were bipolar referenced. signals were
notch-filtered at 60 Hz to remove power line noise and low-pass and high-pass filtered at 127 Hz and
1Hz to account for noise and drift. Power spectral density (PSD) was calculated using the Scipy
Python package version 1.5 175 , and the function scipy.signal.welch (default parameters, with FFT
epoch length equal to 1s). For the power vs distance analysis, power was taken over the entire state
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Fig. 7.17. Common Average Referencing (CAR) shows similar results across the entire
study as bipolar montage | a, Repeat of Fig. 1b (top) and Fig. 1c (bottom) showing similar
results with bipolar montage. b, Repeat of Fig. 2c (top) and Fig. 2d (bottom) showing similar
results with bipolar montage. These plots show results on an individual level from an example
patient (the same patient and seizure shown in Fig. 2c and Fig. 2d). c, Repeat of Fig. 2g showing
similar results with bipolar montage for all patients combined. WM-WM correlations are higher
than GM-GM correlations, particularly in the ictal phase. d, Repeat of Fig. 2h showing similar
results with bipolar montage. e, Repeat of Supplementary Fig. S4 showing similar results with
bipolar montage across multiple frequency bands. f, Structure-Function Correlation. Repeat of Fig.
4e. Correlations between WM signals are not related to their underlying structural connectivity,
however, correlations of WM to other GM areas are related to their underlying structural connectivity
(similar results with bipolar montage). g, Good vs. Poor outcome ablation analysis. Repeat of Fig.
5f (left and middle) showing similar results with bipolar montage. Repeat of Fig. 5g. (right)
showing correlations between the ablation site and other WM signals are higher for poor outcome
patients (similar results with bipolar montage). In cases where we bootstrapped, we performed
120 permutations (12 cores x 10 loops) rather than 10,000 permutations here for computational
efficiency.
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(interitcal, preictal, ictal, postictal). For the SNR analysis, power was taken over 1s intervals. Power
was log10 transformed on a V 2 /Hz scale.

Signal-to-Noise Ratio Calculation
Here we define signal-to-noise ratio (SNR) as the ratio of the ictal power (’signal’) to interictal
power (’noise’). This definition follows the framework in which epileptologists compare background
interictal or preictal activity with ictal activity using EEG features such as amplitude, frequency,
and timing. Comparison of any epileptiform signals to this background noise aids in seizure diagnosis
and localization.
Over each state, we normalized all times to a length of 100. For example, all interictal, preictal,
and posictal segments were 180 seconds (see functional connectivity network generation below). The
SNR vectors (180 one-second intervals long) were normalized to a length of 100 for each patient. For
ictal segments of variable length of each patient, vectors were normalized to a length of 100. Thus
50% on the x-axis of Fig. 7.1c represents half-way through each segment (i.e. 90s into the interictal
segment, or 50s into a 100s long seizure). Patients’ SNR was averaged and plotted. For the GM
vs WM SNR comparison, the boxplot of all patients’ SNR was plotted at 50% into each state. We
then performed a Mann-Whitney U rank test to compare the SNR of GM (distance from GM = 0)
and WM ≥6mm from GM at the 50% time interval.

Functional Connectivity Network Generation
Functional connectivity networks were generated from four states: interictal (ii), preictal (pi), ictal
(ic), and postictal (po). (1) The interictal state consisted of the time approximately 6 hours before
the ictal state. (2) The preictal state consisted of the time immediately before the ictal state. (3)
The ictal state consisted of the time between the seizure unequivocal onset and seizure termination.
(4) The postictal state consisted of the time immediately after the ictal state. Interictal, preictal,
and postictal periods were 180 seconds in duration. To generate functional networks defined by cross
correlations between SEEG signals, we detail our methods below, in line with previous publications
that calculate functional connectivity on iEEG data 21,23 . SEEG signals were preprocessed using
methods outlined in the PSD section above (i.e. artifact removal, bipolar referencing, and filtering).
Signals were then pre-whitened using a first-order autoregressive model to account for slow dynamics.
Functional networks were then generated by applying a normalized cross correlation function ρ
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between the signals of each pair of electrodes within each of the four states, using the formula:

ρxy = max
τ




T
1 X [xk (t) − x̄k ] ∗ [yk (t + τ ) − ȳk ]
T τ =1
σxk σyk

(7.1)

where x and y are signals from two electrodes, k is the state, t is one of the T samples during the
time window, and τ is the time lag between signals, with a maximum lag of 0.5 s. The absolute
value of the cross correlation values were taken. For more details, please see prior publications 21,23 .

Frequency Band Definitions
Frequency bands were defined using typical ranges reviewed in Newson and Thiagarajan 2019 148 ,
rounded to the nearest integer:
1. Broadband: 1-128Hz
2. δ (delta) band: 1-4Hz
3. θ (theta) band: 4-8Hz
4. α (alpha) band: 8-13Hz
5. β (beta) band: 13-30Hz
6. γ (gamma) band: ≥ 30 Hz
(a) low-γ 30-40Hz
(b) mid-γ 70-100Hz
(c) high-γ 100-128Hz

The frequency band with the widest range reported in Newson and Thiagarajan 2019 148 after reviewing 184 studies was the γ-band. A typical γ-band was 30-40 Hz. We subdivided this band
further 21,23 . Low-γ equates to the typical γ-band. Mid-γ skips the 60Hz power line noise (or any
potential imperfections in its elimination) and starts at a lower bound of 70Hz. High-γ starts at
100Hz and the upper limit was chosen as 128Hz because that was half the sampling frequency of the
patient with the lowest sampling frequency. We chose to analyze the high-γ frequency band because
of minimal volume conduction, and well-developed literature studying high-γ in epilepsy (however,
it is less consistently defined across the literature, but typically >100Hz). Unfortunately, we could
not analyze higher frequency bands due to non-uniform sampling frequencies across all patients.
An important note is we show consistent results over many different frequency bands. Differences
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in frequency band definitions across studies have enormous consequences for interpretation, which
is why we opted for a review that performed a meta-analysis on a large number of studies (N = 184
studies) by Newson and Thiagarajan, 2019 148 . Even if the study is from outside of epilepsy, the
work they did still provides utility to the neuroscience, neurology, and psychiatry fields at large. An
important concern with any study is that differences found may disappear when moving the band
windows slightly. However, we show that results are repeatable at many frequency bands, not only
with our “high” gamma reported in the main text. A wider frequency band for "high" gamma of
approximately 70 — 150Hz may be more widely used, as with Kucyi et al. using 70 – 170 Hz 202 ,
Grossman et al. using 45-154 Hz 203 , and Mesgarani et al. using 75-150 Hz 204 , but we also argue
that these cutoffs are still completely arbitrary (an upper limit of 128 or 256 may be more suitable
given that many recording technologies are at powers of 2). Regardless, we show results (Fig. 7.18)
in mid gamma band (70-100Hz), which combined with the results of our high gamma band, would
include the range 70-128 Hz. There are consistent results across the study. Note that it seems effect
sizes become larger at higher Hz, so we suspect that removing the patient with a sampling of 256Hz
to include higher frequency bands may still not alter our conclusions.

GM and WM functional connectivity (FC) differences
To understand GM and WM FC differences, we subdivided the full network (all contacts included)
into tissue sub-networks. Four networks in total were studied: (1) the full network (2) GM-only (3)
GM-WM, which included only the connections from GM to WM contacts, and (4) WM-only. We
analyzed the distribution of FC values by taking the top triangle half of the symmetrical, undirected
adjacency matrix, except for the GM-WM tissue sub-network where all FC values were taken (Fig.
7.5b, 7.5c, and 7.9b histograms). We plotted the empirical cumulative density functions (ECDF) of
the sub-network FC values (Fig. 7.5d and 7.9b). These plots (Fig. 7.5b-d) show a representative
example patient and seizure. Subsequent plots (Fig. 7.5e, right to 7.5h) show at the subject-level.
We wanted to answer the biological question if WM connections are higher (or lower, as hypothesized
initially) during the ictal state. Continuing our illustration of the example patient plotted in Fig.
7.5d, we performed a two-sided Kolmogorov-Smirnov test to test the null hypothesis that the two
sub-network distributions of FC values are identical during the ictal period. We found evidence
against the null hypothesis.
Across all subjects, we took two approaches to visualizing the differences in the distributions of WM
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Fig. 7.18. Mid-gamma band shows similar results across the entire study as high gamma
| a, Repeat of Fig. 2g showing similar results with mid gamma as high-gamma. b, Repeat of Fig.
2g showing similar results with mid gamma as high-gamma. c, Repeat of Fig. 2h showing similar
results with mid gamma as high-gamma. d, Structure-Function Correlation. Repeat of Fig. 4e
showing similar results with mid gamma as high-gamma. Correlations between WM signals are not
related to their underlying structural connectivity, however, correlations of WM to other GM areas
are related to their underlying structural connectivity. e, Good vs. Poor outcome ablation analysis.
Repeat of Fig. 4f (left and middle) and Fig. 4g (right) showing similar results with mid gamma
as high-gamma. Correlations between the ablation site and other WM signals are higher for poor
outcome patients.
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and GM FC values. (1) We pooled all FC values within each tissue sub-network across all patients
(i.e. all the WM FC values from patient 1 would be pooled with all the WM FC values from patient
2, and so forth for all patients; N = 29). Then (similar to Fig. 7.5d), we plotted the pooled FC
distributions across all patients and the two tissue sub-networks for each state (Fig. 7.5d, ECDF
plots). We see in the ictal state, the WM (blue dotted line) is pulled to the right. (2) In the second
visualization approach, we bootstrapped patients and seizures instead of pooling FC values. For
each re-sampled patient, we found the median FC value for each tissue sub-network and state. We
then took the mean across all patients for each tissue sub-network and state. We plotted the means
for 10,000 bootstrap simulations for each state in the inset histograms in Fig. 7.5d. We see that
WM FC is lower during the interictal and preictal states, however, WM FC becomes higher during
the ictal state.
To directly compare the GM-only and WM-only sub-networks across each patient, we defined ∆r
as the difference in the median FC value for each patient. Here we had two null hypotheses: (1) ∆r
during the ictal state (∆ric ) equals zero, meaning that there is not a difference in the tissue subnetwork FC values during the ictal state and (2) ∆ric − ∆rpi equals zero. In other words, rejection
of our second null hypothesis would support our alternative hypothesis that the differences in the
tissue sub-network FC values become larger at the transition to a seizure state.
We show ∆r for all patients and states (Fig. 7.5h, left). To test our two null hypotheses, we
performed a Mann-Whitney U rank test for the first hypothesis and a Wilcoxon signed-rank test
for the second hypothesis (paired test between preictal and ictal). The means of 1,000 bootstrap
simulations of ∆r for each state were plotted in Fig. 7.5h, right.

Controlling for distances between contacts
Although mid-line GM structures (such as the cingulate gyrus) or more medial structures (such as
the limbic system) are targets for implantation, it is reasonable to suspect WM contacts are closer
together and may explain the increased FC values. Thus, a covariate in our analyses is distance
between contacts. We measured euclidean distance between contacts from the coordinates produced
in the electrode localization pipeline above. Although we mitigated the influence of passive volume
conduction through bipolar montaging explained above, adjacent contacts may still measure related
signals even if montaging methods completely eliminated volume conduction because adjacent neural
tissue may be performing similar, independent computation. Contacts closer together have higher
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FC than contacts further away (Fig. 7.5e) after fitting a ordinary least squares linear regression line
(contact distance is first log10 transformed).
Here we wanted to test if WM sub-networks still have increasing FC farther from GM tissue (we quantified "farness" using two definitions, distance and depth defined above). We included the distance
between contacts as a covariate in both ordinary least squares models using either the WM distance
or WM depth as the other covariate (in Python package statsmodel, we used OLS.from_formula:
FC value ~ WM definition + contact distance). P-values reported in Fig. 7.5f show the probability
that the covariate of WM distance or depth have no effect on FC values.

Network Analysis
We took a network analysis approach in studying GM and WM differences. We compared the Full,
GM-only, and WM-only networks. We could not feasibly compare the GM-WM networks taking a
network analysis approach because these networks are not symmetric (they are not an NxN matrix
where N represents the number of nodes in the network). All network measures were calculated
using the Brain Connectivity Toolbox for Python, including density, characteristic path length, and
transitivity. These network measures were chosen to understand how basic network properties differe
between the sub-networks. We also wanted to answer if WM networks are more clustered than GM
networks based on the results in Fig. 7.5 through a measure of transitivity. We performed network
analysis on an initial trial of 8 patients (marked in Table 1) and results are shown in Fig. 7.8. We
thresholded the broadband cross correlation functional connectivity matrices at 0.2 and binarized
the matrices. After computing the network measures, we compared GM-only and WM-only tissue
sub-networks for each state using the Wilcoxon signed-rank test.

Imaging protocol for structure-function analysis
Prior to electrode implantation, MRI data were collected on a 3T Siemens Magnetom Trio scanner
using a 32-channel phased-array head coil. High-resolution anatomical images were acquired using
a magnetization prepared rapid gradient echo (MPRAGE) T1-weighted sequence (repetition time
= 1810 ms, echo time = 3.51m, flip angle = 9, field of view = 240mm, resolution = 0.94x0.94x1.0
mm3). High Angular Resolution Diffusion Imaging (HARDI) was acquired with a single-shot EPI
multi-shell diffusion-weighted imaging (DWI) sequence (116 diffusion sampling directions, b-values
of 0, 300, 700, and 2000s/mm2, resolution = 2.5x2.5x2.5 mm3, field of view = 240mm). Following

140

electrode implantation, spiral CT images (Siemens) were obtained clinically for the purposes of
electrode localization. Both bone and tissue windows were obtained (120kV, 300mA, axial slice
thickness = 1.0mm)

Diffusion Weighted Imaging (DWI) Preprocessing
HARDI images were subject to preprocessing pipeline QSIPrep to ensure reproducibility and implementation of the best practices for processing of diffusion images 134 . Briefly, QSIPrep performs
advanced reconstruction and tractography methods in curated workflows using tools from leading
software packages, including FSL, ANTs, and DSI Studio with input data specified in the Brain
Imaging Data Structure (BIDS) layout.

Structural Network Generation
DSI-Studio (http://dsi-studio.labsolver.org, version: March 2021) was used to reconstruct the orientation density functions within each voxel using generalized q-sample imaging with a diffusion
sampling length ratio of 1.25 135 . Deterministic whole-brain fiber tracking was performed using an
angular threshold of 35 degrees, step size of 1mm, and quantitative anisotropy threshold based on
Otsu’s threshold 136 . Tracks with length shorter than 30mm or longer than 800mm were discarded,
and a total of 1,000,000 tracts were generated per brain. Deterministic tractography was chosen
based upon prior work indicating that deterministic tractography generates fewer false positive connections than probabilistic approaches, and that network-based estimations are substantially less
accurate when false positives are introduced into the network compared with false negatives 91 . To
calculate structural connectivity between electrode contacts, ROIs of 7mm radius surrounding the
contacts were created (Fig. 7.9a). The ROI volume was selected to equate to the volume of an average ROI in another commonly used neuroimaging atlas, the Automated Anatomical Labeling (AAL)
atlas 121,171,172 . This soft-boundary 61 , contact-specific atlas was used to because we were studying
individual signals from each contact and the tissue they recorded from. Structural networks were
generated by computing the number of streamlines passing through each pair of ROIs. Streamline
counts were log-transformed and normalized to the maximum streamline count, as is common in
prior studies 27,137–139 .
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Structure-Function Correlation
To quantify the relationship between structure and function, we computed the Spearman Rank
correlation coefficient between the edges of the structural connectivity networks and the edges of
the functional connectivity network (Fig. 7.9c). Broadband cross correlation was used because it
has shown the most robust SFC in epilepsy patients 205 . We divided each structural and functional
network in tissue sub-networks: (1) A full network representing equal treatment of GM and WM
contacts (2) a GM-only network. (3) and GM-WM network (4) a WM-only network. We correlated
each structural and functional sub-network. We re-sampled our data set (see bootstrapping methods below) and compared the the SFC of each sub-network across the four states. We performed
the Wilcoxon signed-rank test between the ictal and preictal states for each sub-network to test
the following alternative hypothesis: ∆SF Ctissue ̸= 0, where ∆SF Ctissue represents the difference
between the ictal and preictal SFC (SF Cic − SF Cpi ) for the given tissue sub-network. We hypothesized that ∆SF C is higher in any tissue sub-network containing GM because GM is the neural
tissue that drives the activity of the brain. Thus WM ∆SF C would be lower. We bootstrapped
this experiment 1000 times and plot the distribution of the mean ∆SF Ctissue across the re-sampled
patients and seizures. We report confidence intervals.

Outcome Classification
We determined the outcomes of epilepsy surgery using the Engel classification scoring system 206 .
We included patients we were ≥ 2 years from surgery to account time where seizure occurrences may
relapse. Clinical studies monitoring outcomes are ongoing, however, ≥ 2 years was selected because
we felt this was ample time to increase the accuracy of the ground-truth effectiveness of the epilepsy
surgery. We separated good (Engel I) and poor (Engel II-IV) outcome patients typically done in
the literature 17,139,207–212 . Note that we dichotomized good and poor outcomes because we assume
that in good outcome patients, the ablated regions contained a well-localized seizure generating area
that was correctly targeted. We wanted to understand how this targeted area is related to WM
activity. Note that a poor outcome patient does not necessarily mean a "poor" outcome for the
patient. Engel III (a poor outcome class in this study) means marked seizure improvement, which
greatly enhances qualitty of life in some patients and would be considered a "good" outcome to
them. Here we dichotomize Engel I and II-IV, not from a patient point of view, but rather from a
neurosurgical point of view in accurately localizing a circumscribed SOZ. In the case of Engel II-IV,
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patients continue having seizures, and thus the true SOZ was missed (see the discussiion in the
main text ’The Distributed Epilepticc Network Hypothesis"). In this study, poor outcome patients
were not recommended for palliative care, meaning their overall clinical findings (including their
SEEG recordings) indicated a reasonable suspicion for the target area. Seizure freedom may last
for a short time (≤ 2 years). After a unspecified time, brain regions may adapt and seizures may
continue. Hence, this is one reason why we included patients with outcomes of follow-up longer than
previous studies.

Functional connectivity of tissue sub-networks in good and poor outcomes
We compared the tissue sub-networks in good and poor outcome patients using methods similar to
Fig. 7.5. We compared the distribution of FC values in (1) the full (2) GM-only (3) GM-WM and
(4) WM-only networks between good and poor outcomes during the preictal and ictal states. We
tested the null hypothesis that the distribution of FC values in good and poor outcome patients with
respect to each sub-network and state are similar. We performed a two-sided Kolmogorov-Smirnov
test and outputs are shown in Fig. 7.10b. We also compared the change in FC (∆F C) from preictal
to ictal states (∆F C = F Cictal − F Cpreictal ) from the contacts contained within the ablation zone to
other WM contacts (Fig. 7.10f). We pooled all FC values from the bootstrapped patients, seizures,
and connectivity matrices (see bootstrapping methods below) and plotted the distributions (Fig.
7.10f, left) similar to Fig. 7.5g. To compare ∆F C on a patient level, we took the median FC value
for each patient, and plotted the results in Fig. 7.10f, right. To test the null hypothesis that good
outcome patients have similar FC values from the ablation zone to all WM contacts, we performed
the Mann-Whitney U test. To provide more robust statistical methods considering our small sample
size of poor outcome patients, re-sampling hypothesis testing was also performed and is explained
in detail below.

Hypothesis testing comparing good and poor outcome patients
We wanted to know if WM activity is different between good and poor outcome epilepsy patients.
We repeated the analysis in Fig. 7.5h separating good and poor outcome patients with the null and
alternative hypotheses defined below:
1. H0 : P oor∆ric − Good∆ric = 0. The differences in GM functional connectivity and WM functional
connectivity (∆r, differences in T issue) is similar for good and poor outcome patients during the ictal
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period.
2. H1 :P oor∆ric − Good∆ric ̸= 0. The differences in GM functional connectivity and WM functional
connectivity (∆r, differences in T issue) is NOT similar for good and poor outcome patients during
the ictal period.

After the results from Fig. 7.10c, we wanted to test the hypothesis that ablated regions in good
outcome patients do not increase in correlation to WM regions as much as poor outcome patients
during seizures. This hypothesis helps answer the biological question if WM electrodes reveal a
distributed, less-localizing nature in the pathophysiology of their epilepsy. Here we formally define
the null and alternative hypotheses:
1. H0 : P oor∆F Cablated to W M − Good∆F Cablated to W M = 0. The change in functional connectivity from
preictal to ictal states (∆F C) from the ablated GM regions to WM regions is similar for good and
poor outcome patients.
2. H1 : P oor∆F Cablated to W M − Good∆F Cablated to W M ≥ 0. The change in functional connectivity from
preictal to ictal states (∆F C) from the ablated GM regions to WM regions is greater for poor outcome
patients than good outcome patients. Using knowledge and expectations based on prior results, we
hypothesize poor outcome patients are greater, therefore, we do a one sided test (see re-sampling
hypothesis testing below). We omit the absolute value in eq. 7.3.

An important note: given the sampling of our data (un-equal seizure number across patients, nonuniform implantation schemes, un-equal tissue sampling, only 17 patients with ≥2 years of outcomes
reported, etc), we performed both bootstrapping methods and re-sampling hypothesis testing for a
robust analysis (see relevant sections below).

Bootstrapping
The bootstrap is a widely applied and powerful statistical tool 213 . It is useful in our data set where
a measure of variability is otherwise difficult to obtain. In our data set, we have a variable amount
of seizures per patient. Each patient has a variable implantation strategy with a variable number
of recording contacts. Therefore, each patient will also have a different sampling of tissue types
with resulting different network sizes. To mitigate these biases, or over-/under-sampling, of any
one patient or seizure, we re-sampled with replacement at each level of patient and seizure. For
example, we would sample with replacement N patients from our cohort equal to 1x the number
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Fig. 7.19. Repeat analysis of Fig. 7.10 on a per-patient level. | a, Repeat of Fig. 5c.
b, Repeat of Fig. 5d, top. c, Repeat of Fig. 5f, right. d, Repeat of Fig. 5g, top. e, Repeat of
Fig. S6a with all patients having an Engel outcome score reported, not just ≥2 years (See Table.
7.1. An important point to stress is that the Distributed Epileptic Hypothesis described in the
main text may apply too only some poor outcome patients. The reasoning is that 1) the SOZ is
still a focal region, but missed during ablation surgery, or (2) the SOZ appears focal to clinicians,
but the underlying pathophysiology in some patients points to a more336distributed interaction of
brain regions and interconnecting WM pathways 196 . The heterogeneity of poor outcome patients
itself proves problematic when poor outcome patients are less common that good outcome patients
across epilepsy centers. We show low variation in WM measurements in good outcome patients, but
high variability in poor outcome patients. This indicates that different pathophysiological processes
are going on in poor outcome patients, however, similar pathophysiological processes are going on
in good outcome patients. WM recordings gives better clues to the underlying pathophysiology of
epilepsy and thus more research needs to b done. We provide a seizure-level analysis in the main text
rather than on a patient-level shown here to understand the variation amongst all seizures. A study
with patients from a combination of many epilepsy centers will need to be conducted to improve
our Type II error rate. Here we show significance (p<0.05) and trends (p<0.1( in our findings with
significance definite ed as an arbitrary cutoff of p<0.05. One-sided independent t-test are performed.
We caution to base future work and hypotheses on a single plot in this manuscript, however, we
provide ample evidence from multiple analysis approaches to robustly claim that GM and WM have
differences related to epilepsy pathophysiology, and that WM recordings should not be ignored.
of total patients. Then, we would sample with replacement M seizures from each patient equal to
the number of seizures that patient has. In this case, because patients are already bootstrapped,
seizures can be considered independent. We would bootstrap 10,000 times to ensure patients have
equal sampling of seizures.

Re-sampling hypothesis testing
We employed re-sampling hypothesis testing to understand the differences in WM seizure activity
in good and poor outcome patients in Fig. 7.10. Due to a small sample size of our patients with
validated outcome scores ≥ 2 years, we follow the permutation approach to the p-value outlined
in James et al., 2021. 213 . As illustrated in their text, this approach is preferable and is considered
reliable; we follow Algorithm 13.3 of the text exactly and written here for convenience:
1. Compute the test statistic, T , on the original data x1 ..., xnX , and y1 ..., ynY .
2. For b = 1, ...B:
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(a) Permute the nX + nY observations at random. Call the first nX permuted observations
x∗1 , ..., x∗nX , and call the remaining observations y∗1 , ...y∗nY .
(b) Compute T on the permuted data x∗1 , ..., x∗nX and y∗1 , ...y∗nY , and call the result T ∗b
3. The p-value is given by eq. 7.3 below.

We computed the test statistic as the two-sample t-statistic Following James et al., 2021. 213 :

µ̂X − µ̂Y
T = q
s n1X + n1Y
where µ̂X =

1
nX

PnX

i=1 xi , µ̂Y =

1
nY

PnY

i=1 yi , s =

q

(nX −1)s2X +(nY −1)s2Y
nX +nY −2

(7.2)

and s2X and s2Y are unbiased

estimators of the variances in poor and good outcome patients, respectively. We randomly permute
the nX + nY observations B times, and each time we compute eq. 7.2. We let T ∗1 , ..., T ∗B denote
the values of eq. 7.2 on the permuted data. These can be viewed as an approximation of the null
distribution of T under H0 . To compute the p-value, we do
PB
p − value =

b=1

1|T ∗b |≥|T̄R |
B

(7.3)

This computes the fraction of permuted datasets for which the value of the test statistic is at
least as extreme as the value observed on the original data’s test statistic, T . For our re-sampling
hypothesis testing approach, we treated each seizure as an independent sample. We also averaged
over patients-level and show significant (p<0.05) or trending (p<0.1) results in Fig. 7.19. Note
that we approached the analysis comparing GM and WM throughout the manuscript using multiple
methods to ensure we lower our Type II error rates testing the overall question if WM is different
from GM and provides unique information about epilepsy.

Functional connectivity changes in WM as a function of distance from
ablation zone between good and poor outcome patients
. We measured the change in functional connectivity (∆F C) from preictal to ictal states between all
electrode contacts. We determined which contacts recorded neural activity in the suspected seizure
onset zone and subsequently ablated. We then determined the FC between the ablated contacts and
WM contacts. We measured the distance between those contacts and took the median FC of all the
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contacts less than or equal to the distance specified on the x-axis of Fig. 7.5h. Ninety-five percent
confidence intervals are plotted. The results shown is the outcome of one bootstrap simulation (see
bootstrapping methods above).
A note on the ablation zone: In good outcome patients, we assume that the ablation zone contained
the "true" seizure onset zone, or alternatively, contained a seizure area that was well localized to
that region. In poor outcome patients, the ablated regions were targeted because it followed the
above assumptions in good outcome patients, but the outcomes would not be known yet. It was
the suspected SOZ. However, our results show that in poor outcome patients, this suspected SOZ
becomes more correlated to distant WM regions, pointing to a more distributed, non-localizing
nature of their seizure pathophysiology even in the face of all clinical evidence pointing to otherwise
(or else they would not have been recommended epilepsy surgery, but rather alternative treatment
options such an implantable neurostimulating devices).

147

CHAPTER 8
Putting It Together

Shown here is an illustration of synchronizability 23 . See Chapter 9.
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Outline

1. Combining Chapters 5, 6, and 7
(a) Consensus of Atlases
(b) Seizure Spread with Wavenet
(c) The Distributed Epileptic Network Hypothesis
2. Localizing Seizure Onset in Different Epilepsy Types
3. Hypothesis Testing: Validation of Diffusion Models

1. Combining Chapters 5, 6, and 7
In this chapter, we use the framework outlined in Chapter 4 of this dissertation to localize seizure
onset in multiple different epilepsy types (Aim 3, Fig. 8.1). We define the nodes of the brain
with appropriately selected brain atlases (Chapter 5, Aim 1) and quantify seizure spread using the
Wavenet algorithm (Chapter 6, Aim 2). Although information from white matter SEEG signals may
play an important part in localizing seizure onset with diffusion models (fig 6b), signals from and
connectivity between different tissue types are not directly used in the framework in our simulations
or spread measurements. However, we discuss the “Distributed Epileptic Network Hypothesis”
presented in that chapter in the context of patient outcomes.

A. Consensus of Atlases
We show diffusion model predictions for localizing seizure onset may vary (Fig. 3.8). Some atlases are
inappropriate for creating structural networks based on diffusion imaging data (Fig. 5.16). Many

Fig. 8.1. Putting It Together: Combining Chapters 5, 6, and 7. | We combined Chapters
5, 6, and some parts of 7 to localize seizure onset with diffusion models in multiple patients with
different epilepsy types.
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Fig. 8.2. Consensus of Seizure Onset Across Multiple Atlases. | We took a consensus
approach over 61 different atlases to localize seizure onset. Yellow circles indicate regions with high
probability of seizure onset when averaged over multiple atlases.
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atlases, however, are appropriate and are complementary. We can see in Fig. 3.8 that both the
Brainnetome atlas and AAL atlas localize seizure onset to the left hippocampus. For other brain
regions, however, they differ in their correlations. In this chapter, we exclude atlases inappropriate
for creating structural connectivity networks. We also take a consensus approach over 61 different
atlases to localize seizure onset (Fig. 8.2)

B. Seizure Spread with Wavenet
We show that Wavenet performs the best to annotate seizure onset electrode contacts in agreement
with physician annotations (Fig. 6.1). In this chapter, we deploy this algorithm to systematically
measure seizure spread on additional patients.

C. The Distributed Epileptic Network Hypothesis
The distributed epileptic network hypothesis may be helpful to contextualize patients who do not
initially respond to surgery or relapse after multiple years of seizure freedom. From Chapter 7,
white matter activity may show that some patients’ epileptic activity is distributed — multiple
brain regions interact to produces seizures rather than one singular focus (Fig. 8.3). This interaction
between brain regions may explain why, in some patients, seizure freedom is not achieved even in
the setting of focally-appearing epilepsy. It may also explain why, in some patients, they are initially
seizure free, but after some time, their network reacts or reforms to produce seizures once again.
Physicians may have localized seizure onset in these patients correctly given the evidence of both
Phase I and Phase II testing — in other words, they localized the most important node of the seizure
generating network. However, other nodes are important in seizure generation and evolution.
The next section presents diffusion model predictions of seizure onset, and in the context of the
distributed epileptic network hypothesis, we may see that some patients have multiple distributed
regions of seizure localization, or more diffuse areas of potential localization than previously thought.
The diffusion models, along with white matter activity in chapter 7, supports the distributed epileptic
network hypothesis.

2. Localizing Seizure Onset in Different Epilepsy Types
In this section, we present 5 patients across different outcomes and epilepsy types to localize seizure
onset with diffusion models. Some details presented here are changed to preserve identity of the
patient, but should not change the overall interpretation and conclusions.
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Fig. 8.3. The Distributed Epileptic Network | A distributed epileptic network can arise when
multiple brain regions interact together to produce seizures, rather than one singular focus causing
seizures. This interaction between brain regions may explain why, in some patients, seizure freedom
is not achieved even in the setting of focally-appearing epilepsy. Here, the red dotted line represents
a cutoff where, given Phase I/II evidence, a single epileptogenic region presents itself as seizure onset
to a team of physicians. But in reality, elimination of this region may not yield seizure freedom,
or seizure freedom only for a short period of time. Distributed regions of the brain interact, adapt,
and reform to produce seizures, even if an important node has been eliminated. The landscape of
epileptogenicity (the illustrated mesh) has changed.
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Fig. 8.4. Putting It Together: Patient from Chapter 3 | The patient from chapter 3 is
reanalzed using the approaches from chapters 5, 6, and 7. The consensus of multiple atlases for
localizing seizure onset is circled in yellow. The laser ablation site is also circled in yellow on
the MRI. This subject is called “sub-1-TLE-good” in this chapter because she is our first patient
presented, she is a temporal lobe epilepsy patient (TLE), and had a good outcome after surgery.
Other patients discussed later are named in a similar descriptive fashion.

Subject 1
Patient.

This patient was presented in Chapter 3, named here sub-1-TLE-good. She is a 35

year-old female with non-lesional focal epilepsy.
Phase I/II testing.

Phase II implantation showed ictal electrographic pattern is clearly seen first

in the left hippocampus.
Surgical Treatment. Laser ablation of the left mesial temporal lobe structures was performed.
This patient had some FIAS immediately after surgery, but has remained seizure free almost 2 years
since then.
Diffusion Model Prediction.

Only results from the Brainnetome and ALL atlases were shown

in Chapter 3 (Fig. 3.8). Here, we take a consensus approach across all 61 atlases to localize seizure
onset (Fig. 8.4). Areas with the greatest probability averaged across all atlases are in red. Seizure
onset is predicted in the left mesial temporal region (red areas in the yellow circle). High probability
extends posteriorly (orange and yellow areas), but is concentrated in the hippocampal regions. This
patient had a laser ablation of the hippocampus.

Subject 2
Patient.

sub-2-TLE-good (Fig. 8.5, top left) is a 28 year old Male with Marfan’s sydrome. He

developed epilepsy after he fell and hit his head (a traumatic brain injury, TBI). He had multiple
focal impared aware seizures (FIAS) a day and a few focal-to-bilateral-tonic-clonic seizures (FTBTC)
a year.
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Fig. 8.5. Localizing Seizure Onset in Different Epilepsy Types. | Four additional patients
across different outcomes and epilepsy types are shown. Heatmaps indicate ares with high probability
of seizure onset using diffusion models and consensus over 61 atlases. Yellow circles indicate areas
with high probabilities, and on structural MRI, indicate areas that were ablated. Yellow arrow in
sub-2-TLE-good points to a left menigocele.
Phase I/II testing. He was shown to have developed an anterior-inferior meningocele (yellow
arrow) — he is a lesional epilepsy patient, compared to sub-1 who is non-lesional. He was recommended for empiric laser ablation of the meningocele, however, a neuroradiologist noted some
temporal lobe cortical dysplasias on MRI. He underwent Phase II implantation where seizure onset
was localized to contacts in the left hippocampus.
Surgical Treatment and Outcome.

He was planned for two sequential laser ablations. First, he

underwent laser ablation of the left meningocele. He had focal-aware-seizures (FAS), but no FIAS or
FTBTC previously. Shortly after, he underwent laser ablation of the left mesial temporal structures
(yellow circle). He has remained seizure free since the second laser ablation for 2 years.
Diffusion Model Prediction. Consensus from 61 atlases show onset clearly localizes to the
left hippocampus (red areas, yellow circle). There are some other regions with elevated seizure
probabilities in the lateral fronto-parietal areas seen in the figure.
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Subject 3
Patient.

sub-3-NE-good ((Fig. 8.5,bottom left)) is a 26 year-old female with non-lesional neocor-

tical (NE) epilepsy.
Phase I/II testing. Phase II testing revealed seizure onset in the posterior frontal lobe areas.
Surgical Treatment and Outcome.

The patient underwent laser ablation of the contacts noted

to be seizure onset. They have been seizure free for 2 years.
Diffusion Model Prediction. Consensus from 61 atlases show onset localizes to the frontal lobe
areas (red areas, yellow circle). Red areas indicating consensus of high seizure probabilities are
more distributed across the fronto-parietal regions than previous patients. This support why extratemporal lobe epilepsy patients have poorer outcomes that temporal lobe epilepsy patients — even
in good outcome patients where we localized seizure onset, their epileptic network may be more
disperse.

Subject 4
Patient.

sub-4-TLE-poor (Fig. 8.5, top right) is a 23 year-old male with non-lesional epilepsy.

Phase I/II testing. Phase II testing showed involvement of the mesial temporal structures, but
seizure spread to other areas.
Surgical Treatment and Outcome. The patient had laser ablation of the mesial temporal lobe
structures, but continued to have seizures immediately after surgery. The patient’s epileptologist
noted that “the patient’s network is likely considerably more extensive than the mesial temporal
structures.”
Diffusion Model Prediction. Consensus from 61 atlases show onset localizes to the mesial
temporal structures, but the areas with increased probability is considerably more extensive than
the previous TLE patients. Red areas extend more laterally and posteriorly.

Subject 5
Patient.

sub-5-TLE-poor (Fig. 8.5, bottom right) is a 34 year-old male with non-lesional epilepsy.

Phase I/II testing.

Phase II testing showed involvement of the left hippocampus, but seizure

spread rapidly to the contralateral hippocampus and other contralateral neocortical areas (see
Fig. 2.6 for physician annotation of seizure spread).
Surgical Treatment and Outcome. The patient had laser ablation of the left mesial temporal
structures. The patient had continued seizures after surgery. These seizures continued affecting the
155

Fig. 8.6. Hypothesis Testing Validation of Diffusion Models. | To validate the diffusion
models across all patients, we will need to test the hypothesis that the quantitative-guided surgery
overlaps with the resection or ablation area of the good surgical outcome patients and does not
overlap with that of the poor surgical outcome patients. This process was introduced in Chapter 1.
patient’s quality of life and employment status.
Diffusion Model Prediction. Consensus from 61 atlases show onset localizes to the mesial
temporal structures and contralateral inferior posterior occipital lobe regions. The diffusion models
predict seizurre onset in multi-focal areas.
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3. Hypothesis Testing: Validation of Diffusion Models
To validate the diffusion models across all patients, we will need to test the hypothesis that the
quantitative-guided surgery overlaps with the resection or ablation area of the good surgical outcome
patients and does not overlap with that of the poor surgical outcome patients (Fig. 8.6 ). This process
was introduced in Chapter 1. In this chapter, we can see that the areas with the highest probability
of seizure onset localized with the diffusion models overlap with the surgical ablation for sub-1,
sub-2, and sub-3, all with good surgical outcomes. However, the areas with the highest probability
of seizure onset localized with the diffusion models do not overlap with the surgical ablation for
sub-4 and sub-5. Sub-4 has more extensive involvement of an epileptic network than ablated, and
sub-5 possibly has a multi-focal or more distributed interaction of multiple epileptic nodes allowing
for the generation of seizures.
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Part III

Conclusions
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CHAPTER 9
A General Framework for Seizure Localization

Shown here are various model schematics used to explain seizure dynamics. They are discussed in
this chapter.
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Outline

1. Limitations of Dissertation Framework
(a) Limitation 1: Assumption that Seizures Spread
(b) Limitation 2: Diffusion Models Accurately Model Brain Activity
2. Different Models of Seizure Dynamics
(a) Epileptor
(b) Predator-Prey Model
(c) Push-Pull Networks
(d) Source-Sink Model
(e) Excitation Inhibition
(f) Neural Mass Model
3. A General Framework for Seizure Localization

1. Limitations of Dissertation Framework
The current framework presented in Chapter 4 is not without limitations. They are (1) the assumption that seizures spread and (2) diffusion models accurately model brain activity.

A. Limitation 1: Assumption that Seizures Spread
Diffusion models are models that describe spread of anything (viruses, proteins, misinformation).
Real, physical objects can spread, such as viruses and proteins. But also ideas and (mis)information
can spread, which do not have any physical form. Spread can be modeled discretely or continuously
(Chapter 4). Someone is either infected with a virus or not. A re-tweet contains misinformation or
not (discrete states). The spread of α-synuclein can build up in deposits across the brain (continuous). Seizure activity is not physical objects spreading. Neurons release physical neurotransmitters
to facilitate communication, but the same neurotransmitters do not spread. Instead the information (or lack thereof) encoded by the synchronous or asynchronous electrical activity of neurons is
spreading throughout the brain. This synchronous activity can build up (continuous) or the recorded
activity can represent brain states (discrete states, see Fig. 9.2

B. Limitation 2: Diffusion Models Accurately Model Brain Activity
Is the brain discrete or continuous? 214 . The brain can be in discrete states, such as sleeping, relaxed
while eating, or alert while working out. But electrical recordings of the brain, plotted in two
dimensions here, has been shown to move continuously through the state space. Extrinsic events,
such as having alcohol at a birthday party after a workout session can push us closer to having an
aura, and then a seizure. Are we modeling the spread of the continuous or discrete spread of states
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Fig. 9.1. What is Spreading? | Diffusion models are models that describe spread of anything
(viruses, proteins, misinformation). Viruses and proteins are real, physical objects. Misinformation
and seizure activity may not have a physical form. Spread can be modeled discretely or continuously
(Chapter 4). Infection can spread discretely — you have an infection or you don’t. α-synuclein can
build up across brain regions. Continuous modeling can be appropriate to answer questions about the
pathophysiology of dementias. Seizure spread can be modeled discretely or continuously (Fig. 9.2).
across individual regions of the brain appropriately with diffusion models?

2. Models of Seizure Dynamics
Many models have been proposed over the last few decades to explain seizure dynamics within
the brain. These models range from using states, networks, down to the interactions between
cellular populations to explain seizure etiology and evolution — whether genetic, structural, focal,
generalized, distributed.

A. Different Models
Epileptor. In Epileptor, normal brain states and seizure states are separated by a barrier called
the separatrix (Fig. 9.3), The separatrix essentially describes a seizure threshold. Epileptor models
seizure onset and seizure offset as bifurcations; the brain’s landscape changes as its state changes,
and vector fields point to-and-from seizure states depending on the brain state. The interaction
between brain states can be modeled with many “Epileptors” coupled together, and along with
structural connectivity data, spread patterns can be predicted, given a seizure onset region. Here,
Epileptor is a more complex model than diffusion models, and both can be used to localize seizure
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Fig. 9.2. States of the Brain. | Is the brain discrete or continuous? 214 . The brain can be in
discrete states, such as sleeping, relaxed while eating, or alert while working out. But electrical
recordings of the brain, plotted in two dimensions here, has been shown to move continuously
through the state space. Extrinsic events, such as having alcohol at a birthday party after a workout
session can push us closer to having an aura, and then a seizure. Are we modeling the spread of
the continuous or discrete spread of states across individual regions of the brain appropriately with
diffusion models?
onset.
Predator-Prey Model. The predator-prey model is an analogous extension of an observer from
control theory. Its purpose is to reconstruct missing signals from measured signals. In other words,
its purpose is to solve the missing electrode problem for clinicians (i.e. tell us the missing EEG signals
of brain regions with no electrodes using brain regions with electrodes). An observer estimates the
state of a system (the brain) using a model (predatory-prey model) and measurements (i.e. EEG
recordings). To understand how observers work, an analogy with lions and gazelles is helpful: Lions
are predators, and gazelles are prey. The population of gazelles at some time t affects the population
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Fig. 9.3. Different Models to Explain Seizure Dynamics | Many models have been proposed
over the last few decades to explain seizure dynamics within the brain. These models range from
using states, networks, down to the interactions between cellular populations to explain seizure
etiology and evolution — whether genetic, structural, focal, generalized, distributed.
of lions. A predator-prey model can incorporate the birth and death rates of each species as well
as their interactions. Now, suppose we could only observe the number of lions over time if we
knew the model. Then we could estimate the number of gazelles over time. For example, if you
observe a decline in the population of lions, then that means that they are starving. That must also
mean the number of gazelles is declining at that time. Here, you can predict the missing number
of gazelles without directly measuring them — you can predict the missing EEG signals without
directly measuring them.
Push-Pull Networks. Synchronizability is a network measure that can localize brain regions involved in the synchronization of brain regions during seizures. The antagonistic push-pull interaction
between synchronizing and desynchronizing brain regions constrains seizure spread. Dysregulation
of this push-pull interaction allows seizures to spread. Removing observed recordings (“virtual resection”) allows us to identify the most important brain regions (of the regions in which we only
have recordings) that are involved in seizure generation.
Source-Sink Model. The source-sink model 215 states that during interictal periods, epileptogenic
regions are sinks, and they are strongly inhibited by neighboring source regions to prevent seizures.
During a seizure, however, epileptogenic regions become sources. They work together as a tightly
coupled group to initiate seizures and spread activity to other regions of the brain.
Excitation/Inhibition Balance.

When net excitation (E) exceeds net inhibition (I), any brain

region can potentially generate a seizure. Seizure initiation, propagation, and termination is governed
by the balance between excitation and inhibition (E/I balance) — the interaction between neurons,
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Fig. 9.4. A General Framework for Seizure Localization. | Diffusion models and the framework presented in Chapter 4 is not the only way to localize seizure onset. As long as we have our
(validated) models to explain data that we should get, and data collected from our patients that
we actually got, we can combine them to localize seizure onset. Different models may better model
seizure activity in the brain, but if any one of these models are good enough to improve outcomes,
then at some level, that may be impactful enough
glia, vascular components, and the extracellular milieu plays a role. E/I balance is derived from early
recordings of synaptic potentials and action potentials. It has for understanding the physiological
basis of seizures and mechanisms of antiseizure medications (ASM). However, E/I imbalance does
not explain the whole picture of seizure dynamics, and models at higher levels (i.e. networks and
states), have developed after.
Neural Mass Model. Neural Mass models at the cellular and neural population level have been
developed to explain interaction between brain regions. While not formulated explicitly to explain
seizure dynamics, they have been used to formulate higher level models such as Epileptor and E/I
imbalance. So far, neural mass models have proven successful in explaining the biophysical and
dynamical nature of seizure onsets and offsets.

3. A General Framework for Seizure Localization
Diffusion models and the framework presented in Chapter 4 are not the only way to localize seizure
onset. All the models above have the potential to improve patient outcomes and increase our
understanding of epilepsy pathophysiology. As long as we have our (validated) models to explain
data that we should get, and data collected from our patients that we actually got, we can combine
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them to localize seizure onset (Fig. 9.4).
Different models may model seizure activity in the brain more realistically, and other models may
be simpler to deploy. But if any one of these models is good enough to improve outcomes, then at
some level, that may be impactful enough!
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CHAPTER 10
Conclusion

Shown here are various works from the first year of my PhD, including a hand-drawn depiction of
tractography (see cover of Chapter 2). I thank my advisors, Kate and Brian, for allowing me the
time to develop, refine, and express my scientific work in my own way.
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The last decade has seen no shortage of research using quantitative analyses to study a range of neurological and psychiatric diseases and disorders, including epilepsy 23,146,147,196,216–227 , stroke 93,228–233 ,
dementia 234–239 (three of the most globally burdensome and costly neurological disorders 240,241 ),
Parkinson’s disease 242–247 , movement disorders 248–251 , multiple sclerosis 252–254 , brain tumors 255 ,
traumatic brain injury 256–258 , language disorders 259–265 , migraine 266 , aging 267–269 , sleep disorders 270–272 , and an array of psychiatric disorders 273–279 including depression 280–291 , schizophrenia 92,292–313 , autism 314–316 , ADHD 317–324 , addiction 325–327 , OCD 97,328,329 , and anxiety 330–336 .

Fig. 10.1. Conclusion. | Applying robust, quantitative methods prospectively to influence clinical
decisions and diagnoses, offer new therapeutic intervention strategies, and alter patient outcomes
is still in its infancy 104 . It requires building models of reality, painstakingly collecting data across
time and institutions, validating models, overcoming barriers to clinical trials – all in the hopes of
improving patient outcomes and improving our understanding of epilepsy, and more generally, of
neuroscience.
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However, applying robust, quantitative methods prospectively to influence clinical decisions and
diagnoses, offer new therapeutic intervention strategies, and alter patient outcomes in epilepsy is
still in its infancy 104 . It requires building models of reality, painstakingly collecting data across
time and institutions, validating models, overcoming barriers to clinical trials – all in the hopes
of improving patient outcomes and improve our understanding of epilepsy, and more generally, of
neuroscience (Fig. 10.1). Network diffusion models may show promise for localizing seizure onset in
many refractory epilepsy patients (Chapter 8). Other models may show promise as well (Chapter
9).
Neuroscience is in an exciting time. It will be exciting seeing how the research above can be translated
into developing new treatments and cures for some of the most devastating and frightening diseases
that afflict us.
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APPENDIX A
Diffusion Model Working Examples
This appendix contains working examples of diffusion models. Three related networks (Networks A,
B, and C) shown below are composed of 6 nodes each.
1. Network A: unweighted, un-directed.
2. Network B: weighted, un-directed.
3. Network C: unweighted, directed.

Fig. 2. Networks of Appendix A. | Nodes are labeled A-F. Numbers (1s and 2s) in Network B
indicate the weight of each edge. Arrows in Network C indicate the directionality of each edge.
In this appendix, we will only consider Networks A and B. Calculations for directed networks (Network C) were mentioned briefly in Chapter 2. We will start with the simpler case, Network A.
The equations from Chapter 2, Fig. 2.2 are shown below in Fig. 3. Each of the figures below work
through the calculations for simulating spread in a deterministic model in Fig. 4, a probabilistic
model Fig. 5, and varying parameters of θ, seeds, and weights of both models in Fig. 6 and Fig. 7.

Fig. 3. Simulation on Network A. | Let’s consider Network A for the next two examples. The
equations from Chapter 2, Fig. 2.2 are shown.
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Fig. 4. Deterministic Diffusion Model Working Example.
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Fig. 5. Probabilistic Diffusion Model Working Example.
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Fig. 6. Deterministic: Varying θ, Seeds, and Weights.
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Fig. 7. Probabilistic: Varying β, Seeds, and Weights.
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APPENDIX B
Brain Atlases
Atlas [regions]

Sources

3D Render

AAL
[116;120;166]

1-7
SPM

S

Description

Variations

AICHA
[384]

8

F

Functional atlas based on rsfMRI; 281 subjects. Each ROI has (1) homogeneity in its functional activity (2) a homotopic contralateral counterpart
with which it has maximal connectivity.

Brainnetome
[246]

9-10
DSIstudio

S

Connectivity-based parcellation. Based on idea that clustered regions of

Brodmann
[48]

11-13
MRIcron

S

Developed by independent group at Washington University in St. Louis.
Published with MRIcron software. Warned by developer to be used with
caution - not validated, nor based on multiple individuals.

CerebrA
[102]

14

S

Structural atlas. Non-linear registration of cortical and subcortical labelling from Mindboggle-101 dataset (see DKT below) to the symmetric
MNI-ICBM2009c template, followed by manual editing.

Craddock
[N]

15-17

F

Functional atlas; rsfMRI; 41 subjects. ROIs are spatially clustered into
regions of homogeneous functional connectivity. May be N regions.
200/400 regions publicly available. 4x4x4 mm3 resolution fMRI. Resliced.

DKT
[109]

18-23
FreeSurfer

S

DKT is a labelling protocol. DK is old protocol. Used on Mindboggle-101
dataset (101 brains). Probabilistic atlas using joint fusion algorithm.
Surface version in FreeSurfer (40 brains). Volumetric version, 20 brain
subset. Non-cortical: Neuromorphometrics BrainCOLOR atlas (aseg).

DKT: Surface (probabilistic labeling
of individual with surface-based
registration), Volumetric (labeling
with volumetric-registration)

Destrieux
[189]

24-25
FreeSurfer

S

Probabilistic atlas of surface anatomy created from: (1) Manual labeling,
(2) surface geometry, (3) spatial relationship of neighboring structures.
Avaliable in FreeSurfer with subcortical structures added.

Harvard-Oxford: Cortical/subcortical only, combined, symmetric, nonsymmeric

Gordon-Petersen
[333]

26-27

F

Hammersmith
[83]

28-30

S

Harvard-Oxford
[48 + 21]

31-32
FSL

S

JHU
[48; 20]

33-35
FSL

S

Julich
[121]

36-37
FSL

S

Cytoarchitecture atlas. Successor to Brodmann. Average of 10-subject
post-mortem cyto- and myelo-architectonic segmentations. Update to the
Eickhoff SPM Anatomy Toolbox v1.5. Whole brain is not covered.

MMP
[380]

38-40
DSIstudio

M

Multi-modal parcellation: (1) Architecture - T1w/T2w myelin maps + cortical thickness, (2) function - task-fMRI, (3) connectivity, (4) topography.
210 subjects. Cortical ONLY. Originally intended for surface analysis.
Volumetric version independently created and used.

Random
[N]

41-42

V

Brain is randomly parcellated into N regions. Variations used in studies
include cortical and whole-brain. Other atlases (e.g. AAL) and their
regions may be further randomly divided, or subparcellated.

MNI Structural
[9]

43
FSL

S

9 regions, including lobar and some subcortical regions. Hand
segmented 50 subjects. Transformed into MNI152 space, averaged,
probability maps produced. 25% max probability is shown.

Schaefer
[100-1000]

44-45
GitHub

F

Based on rsfMRI. Clusters found with gradient-weighted Markov
Random Field model. 1489 subjects. Cortical only. Spatial resolutions
provided: 100 - 1000 parcellations (by 100). Well documented.

Talairach
[1105]

46-50
FSL

S

Conversion of original Talairach labeling. Digitized version of the original
(coarsely sliced) Talairach atlas and registration to MNI 152 space. Atlas
provided in FSL.

Yeo
[7; 17]

51-52
FreeSurfer

F

1000 subjects; rsfMRI. Clustered cortical regions by pattern of functional
connectivity. Results in non-spatially continuous clusters. 7 and 17
clusters based on stability of clustering algorithm.

53-56
FSL

V

Thalamus,
Hippocampus,
Cerebellum

57-58

V

Pediatric,
Elderly,

AAL: AAL1, AAL2, AAL3, AAL600, AAL-JHU
AAL1
AAL2

on single subject template (Collin-27). Three versions. Version 2: updated boundaries. Version 3: further parcellations. Successor to Talairach.

AAL3

AAL600

HCP dataset. 210 cortical; 36 subcortical.
Removed
(dark blue)

Smaller
(light blue)

Added
(red-yellow)

AAL-JHU
(JHU labels blue)

Craddock: N parcellations
N=200

1.7 cm

N=400

1.0 cm

pea
DKT surface

DK surface

DKT volumetric

to identify parcellations. Based on rsFMRI. 108 subjects. Intended for
surface-based analyses.
Symmetric

jects. Maximum probability map. First version in 2003 with 49 structures.
Named after London hospital, Hammersmith. Hammers is author.
cal and subcortical atlases provided separately. Left and right structures
have same labels (symmetry). Must preprocess.

Nonsymmetric

-

White matter atlas. Two versions. (1) Labels: Hand segmentation aver-

Combined
Cortical + Subcortical

Subcortical
JHU: Labels, tracts

from deterministic tractography; 28 subjects.

MS lesion probabilistic locations).

Labels

Tracts

Random: N parcellations, cortical, whole-brain, subparcellated
N=100
N=1,000
N=30

N=10

lemon 5 cm

grape 2 cm

N=10,000

pea 1 cm

Schaefer: 100 to 1,000 parcellations (by 100), named to Yeo 7 and 17
N=100
N=500
N=1,000

Yeo: 7/17 parcellations; Cortically bounded or liberal

Cortically bounded

liberal

discontinuous

Cerebellum
Neonatal
M-CRIB
(Melbourne)

Table 1. Atlases. | Atlas sources are detailed in Table 2 and abbreviations are in the glossary.
S: Structurally defined atlas; F: Functionally defined atlas; M: Multi-modally defined atlas; V: A
variably defined atlas that may be structurally, functionally, or multi-modally defined; ROI: region
of interest; HCP: Human connectome project dataset 337 ; MS: multiple sclerosis.
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Atlas

Source

Note

Reference(s)

AAL

1

AAL1. The successor to the Talairach atlas. The goal was to
reduce confusion in relating stereotaxic space (a set of brain
coordinates) and anatomical labels. It is based on a single individual (the Collin-27 template) and it is not a probabilistic map.
The Collin-27 template was intended for segmentation, and not
stereotaxy; it did not capture anatomical variability. However,
the high resolution in 1998 proved attractive to research groups.

(1) Tzourio-Mazoyer, N. et al. Automated Anatomical Labeling of Activations in SPM
Using a Macroscopic Anatomical Parcellation of the MNI MRI Single-Subject Brain.
NeuroImage 15, 273–289 (2002).
(2) Collin-27 template: Holmes, C. J. et al. Enhancement of MR Images Using
Registration for Signal Averaging: Journal of Computer Assisted Tomography 22,
324–333 (1998).
(3) Website about Collin-27: https://www.bic.mni.mcgill.ca/ServicesAtlases/Colin27

2

AAL2: new parcellation of orbitofrontal cortex. AAL1 orbitofrontal cortex was parcellated according to a French publication
by Jules Déjerine in 1895. Chiavaras and Petrides (2000)
proposed another parcellation of the orbital surface allowing
for the comparison of human frontal lobe anatomy with that of
macaques.

(1) Rolls, E. T., Joliot, M. & Tzourio-Mazoyer, N. Implementation of a new
parcellation of the orbitofrontal cortex in the automated anatomical labeling atlas.
NeuroImage 122, 1–5 (2015).
(2) Chiavaras, M. M. & Petrides, M. Orbitofrontal sulci of the human and macaque
monkey brain. The Journal of Comparative Neurology 422, 35–54
(3) Dejerine, J. Anatomie des centres nerveux. (Rueff Paris, 1895).

3

AAL3: new parcellations - anterior cingulate, thalamus, nucleus
accumbens, substantia nigra, ventral tegmental area, red
nucleus, locus coeruleus, and raphe nuclei. 2019.
AAL3v1: changes of thalamus in line with FreeSurfer 7. 2020.

Rolls, E. T., Huang, C.-C., Lin, C.-P., Feng, J. & Joliot, M. Automated anatomical
labelling atlas 3. NeuroImage 206, 116189 (2020).

4

Website for download - group that made AAL toolbox and user
guides.

https://www.gin.cnrs.fr/en/tools/aal/

5

SPM - software compatible with AAL toolbox. Generally,
designed for the analysis of brain imaging data sequences.
Extensions include AAL toolbox.

(1) Statistical parametric mapping: the analysis of functional brain images. (Elsevier/
Academic Press, 2007).
(2) Website: https://www.fil.ion.ucl.ac.uk/spm/ext/

6

AAL 600 - Subparcellations of the AAL atlas into 600 subregions. Upsampling algorithm described. Part of larger framework for evaluating the effect of parcellation scale.

Bassett, D. S., Brown, J. A., Deshpande, V., Carlson, J. M. & Grafton, S. T. Conserved and variable architecture of human white matter connectivity. NeuroImage
54, 1262–1279 (2011)

7

Use cases of AAL600. Both Ashourvan et al. (2017) and
Hermundstad et al. (2014) use AAL600 for generating both
structural and functional connectivity networks.

(1) Ashourvan, A., Telesford, Q. K., Verstynen, T., Vettel, J. M. & Bassett, D. S. Multiscale detection of hierarchical community architecture in structural and functional
brain networks. (2017)
(2) Hermundstad, A. M. et al. Structurally-Constrained Relationships between Cognitive States in the Human Brain. PLoS Comput Biol 10, e1003591 (2014).

AICHA

8

AICHA tries to account for homotopy: the concept that each
region in one hemisphere has a homologue in the other.

Joliot, M. et al. AICHA: An atlas of intrinsic connectivity of homotopic areas. Journal
of Neuroscience Methods 254, 46–59 (2015)

Brainnetome

9

Connectivity-based atlas. Further subdivision of structural
parcellations using the DK (Desikan-Killiany) protocol, with
adjustments.

Fan, L. et al. The Human Brainnetome Atlas: A New Brain Atlas Based on Connectional Architecture. Cerebral cortex (New York, N.Y. : 1991) 26, 3508–26 (2016).
Website: http://atlas.brainnetome.org

10

DSI studio created by Fang-Cheng (Frank) Yeh. Many reconstruction and tracking algorithms are published and incorporated into DSI Studio. See citations page on website. Many atlases
available, including Brainnetome. Can use custom atlas.

(1) Website: http://dsi-studio.labsolver.org/
(2) Example of reconstruction method: Fang-Cheng Yeh, Wedeen, V. J. & Tseng,
W.-Y. I. Generalized q-Sampling Imaging. IEEE Trans. Med. Imaging 29, 1626–1635
(2010).

11

Perspective, description, and historical significance of Korbinian
Brodman’s map.

Zilles, K. & Amunts, K. Centenary of Brodmann’s map — conception and fate. Nat
Rev Neurosci 11, 139–145 (2010

12

References to the original German and English translation
provided.

(1) Original German: Vergleichende Lokalisationslehre der Grosshirnrinde in ihren
Prinzipien dargestellt auf Grund des Zellenbaues. (1909)
(2) English translation: Brodmann, K. & Gary, L. J. Brodmann’s localisation in the
cerebral cortex: the principles of comparative localisation in the cerebral cortex
based on cytoarchitectonics. (Springer, 2006

13

The atlas is available through MRIcro, a legacy tool developed
by Chris Rorden (University of South Carolina). The atlas is
based on work from the Van Essen lab (Washington University
in St. Louis) with corresponding Talairach coordinates, and
transformed by Krish Singh (Cardiff University) to MNI space.

(1) Chris Rorden legacy tools webpage: https://people.cas.sc.edu/rorden/
(2) Updated webpage: https://crnl.readthedocs.io/
(3) About Brodmann atlas: https://people.cas.sc.edu/rorden/mricro/lesion.html
(4) BALSA: https://balsa.wustl.edu/Wz8r

CerebrA

14

Introduction to the CerebrA and MNI-ICBM2009c average brain
template.

Manera, A. L., Dadar, M., Fonov, V. & Collins, D. L. CerebrA, registration and
manual label correction of Mindboggle-101 atlas for MNI-ICBM152 template. Sci
Data 7, 237 (2020).
Website: https://doi.gin.g-node.org/10.12751/g-node.be5e62

Craddock

15

Original publication about functional parcellations.

Craddock, R. C., James, G. A., Holtzheimer, P. E., Hu, X. P. & Mayberg, H. S. A
whole brain fMRI atlas generated via spatially constrained spectral clustering. Hum.
Brain Mapp. 33, 1914–1928 (2012).

16

GitHub with source code to make atlas with N clusters.

GitHub: http://ccraddock.github.io/cluster_roi/atlases.html

17

Publicly available pre-made atlases at N=200 and N=400 from
ABIDE (Autism Brain Imaging Data Exchange), co-founded by
Cameron Craddock. 4x4x4mm resolution.

ABIDE: http://preprocessed-connectomes-project.org/abide/Pipelines.html

Brodmann

Table 2. Atlas sources and references. | This table provides a short note and references to the
source material of common atlases in the neuroscience literature. See also Table 1.
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Atlas

Source

Note

Reference(s)

DKT

18

Original DK protocol and atlas. A protocol for an atlas is a set
of instructions for how the brain should be labeled. See AAL,
Hammersmith, Harvard-Oxford, and JHU atlases.

Desikan, R. S. et al. An automated labeling system for subdividing the human
cerebral cortex on MRI scans into gyral based regions of interest. NeuroImage 31,
968–980 (2006).

19

DKT protocol, Mindboggle-101 dataset, and atlas creation.

Klein, A. & Tourville, J. 101 Labeled Brain Images and a Consistent Human Cortical
Labeling Protocol. Front. Neurosci. 6, (2012).

20

Summary of Mindboggle project, history, atlas development,
applications, and current problems.

Klein, A. et al. Mindboggling morphometry of human brains. PLoS Comput Biol 13,
e1005350 (2017)

21

Websites for downloading data including the labeled brains and
atlases.

Open Science Framework: https://osf.io/nhtur/
Harvard Dataverse: https://dataverse.harvard.edu/dataverse/mindboggle
Labels: https://mindboggle.readthedocs.io/en/latest/labels.html
GitHub: https://github.com/nipy/mindboggle

22

Subcortical regions.

http://www.neuromorphometrics.com/

23

FreeSurfer.

https://surfer.nmr.mgh.harvard.edu/

24

Original article describes automatic labeling algorithm from
probabilistic information using a manually labeled training set.
74 parcellations per hemisphere (excluding subcortical structures). Available in FreeSurfer with subcortical structures output.

(1) Destrieux, C., et al., E. Automatic parcellation of human cortical gyri and sulci
using standard anatomical nomenclature. NeuroImage 53, 1–15 (2010).
(2) Fischl, B. Automatically Parcellating the Human Cerebral Cortex. Cerebral
Cortex 14, 11–22 (2004).

25

FreeSurfer information on atlases available.

(1) https://surfer.nmr.mgh.harvard.edu/fswiki/CorticalParcellation
(2) https://surfer.nmr.mgh.harvard.edu/fswiki/DestrieuxAtlasChanges

26

Original article.

Gordon, E. M. et al. Generation and Evaluation of a Cortical Area Parcellation from
Resting-State Correlations. Cereb. Cortex 26, 288–303 (2016).

27

Resource to download atlas.

https://sites.wustl.edu/petersenschlaggarlab/resources/

28

Original article (for regions 1-49), including their Hammersmith
protocol (or “algorithm”).

Hammers, A. et al. Three-dimensional maximum probability atlas of the human
brain, with particular reference to the temporal lobe. Hum. Brain Mapp. 19, 224–247
(2003).

29

Updated regions (for regions 50-83).

Gousias, I. S. et al. Automatic segmentation of brain MRIs of 2-year-olds into 83
regions of interest. NeuroImage 40, 672–684 (2008).

30

Download atlas with 83 regions.

http://brain-development.org/brain-atlases/adult-brain-atlases/adult-brain-maximumprobability-map-hammers-mith-atlas-n30r83-in-mni-space/

31

Atlas developed at the Center for Morphometric Analysis (CMA)
at Massachusetts General Hospital and distributed with FSL.

https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases

32

Individual segmentations were segmented by CMA using inhouse software. Probability maps were then created. Freesurfer
link (right) has archived CMA’s website and contains the
Harvard-Oxford labeling protocols.

FreeSurfer description about CMA: http://freesurfer.net/fswiki/CMA
Link to website archive: https://web.archive.org/web/20180413052010/http://www.
cma.mgh.harvard.edu/

33

JHU labels: Protocol to reconstruct eleven white matter tracts
and their segmentation into ROI labels. Included in FSL.

Wakana, S. et al. Reproducibility of quantitative tractography methods applied to
cerebral white matter. NeuroImage 36, 630–644 (2007).

34

JHU Tracts: white matter parcellation atlas based on DTI probabilistic tractography of 11 major white matter tracts d. Protocol
defining manually identified ROIs from which the tracts were
formed are described in Wakana et al. (2005). Included in FSL.

Hua, K. et al. Tract probability maps in stereotaxic spaces: Analyses of white matter
anatomy and tract-specific quantification. NeuroImage 39, 336–347 (2008).

35

Textbook with more information about these atlases.

MRI atlas of human white matter. (Elsevier, Acad. Press, 2011).

36

Cytoarchitecture map. Successor to both the Brodmann and
Eickhoff-Zilles atlases. The Eichoff-Zilles is an SPM toolbox
(see note is source 5 about the AAL atlas) for probabilistic
cytoarchitecture.

(1) Amunts, K., Mohlberg, H., Bludau, S. & Zilles, K. Julich-Brain: A 3D probabilistic
atlas of the human brain’s cytoarchitecture. 6 (2020).
(2) Eickhoff, S. B. et al. A new SPM toolbox for combining probabilistic cytoarchitectonic maps and functional imaging data. NeuroImage 25, 1325–1335 (2005)

37

Website for the Julich Atlas and SPM toolbox.

https://www.fz-juelich.de/inm/inm-1/DE/Forschung/_docs/SPMAnatomyToolbox/
SPMAnatomyToolbox_node.html

38

Original article on multi-modal approach.

Glasser, M. F. et al. A multi-modal parcellation of human cerebral cortex. Nature
536, 171–178 (2016).

39

Information on surface vs volume based methodologies for
localization of neuroanatomy.

Coalson, T. S., Van Essen, D. C. & Glasser, M. F. The impact of traditional neuroimaging methods on the spatial localization of cortical areas. Proc Natl Acad Sci USA
115, E6356–E6365 (2018).

40

Website to download data. Volumetric version also included in
DSI-studio. Note the volume note above.

https://balsa.wustl.edu/

Surface version

Volumetric version

DK atlas - surface
(original DK protocol)

Destrieux

Gordon-Petersen

Hammersmith

Harvard-Oxford

JHU

Julich

MMP

Table 3. (cont.) Atlas sources and references. | This table provides a short note and references
to the source material of common atlases in the neuroscience literature. See also Table 1.
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Atlas

Note

Reference(s)

41

Random atlas algorithm (pseudo-grassfire algorithm).

Zalesky, A. et al. Whole-brain anatomical networks: does the choice of nodes
matter? Neuroimage 50, 970–83 (2010).

42

Use case of random atlas. Goni et al. (2014) study the structure-function relationship in the brain with tractography and
fMRI. They used random cortical atlases of 1170 equally sized
regions. Misic et al. (2015) used random cortical atlases of 1015
equally sized regions.

(1) Goni, J. et al. Resting-brain functional connectivity predicted by analytic measures of network communication. Proceedings of the National Academy of Sciences
111, 833–838 (2014).
(2) Mišić, B. et al. Cooperative and Competitive Spreading Dynamics on the Human
Connectome. Neuron 86, 1518–29 (2015).

MNI Structural

43

Included with FSL. See website for further details. Included
structures are (1) Caudate, (2) Putamen, (3) Thalamus, (4)
Insula, (5) Frontal lobe, (6) Temporal lobe, (7) Parietal lobe, (8)
Occipital lobe, and (9) Cerebellum.

(1) Website: http://www.talairach.org/about.html
(2) http://www.talairach.org/about.html
(3) Mazziotta, J. et al. A probabilistic atlas and reference system for the human
brain: International Consortium for Brain Mapping (ICBM). Phil. Trans. R. Soc. Lond.
B 356, 1293–1322 (2001).

Schaefer

44

Original publication about functional parcellations.

Schaefer, A. et al. Local-Global Parcellation of the Human Cerebral Cortex from
Intrinsic Functional Connectivity MRI. Cerebral Cortex 28, 3095–3114 (2018).

45

GitHub and detailed documentation of atlases.

https://github.com/ThomasYeoLab/CBIG/tree/master/stable_projects/brain_parcellation/Schaefer2018_LocalGlobal

46

Download: Included with FSL. Also available through website.

Website: http://www.talairach.org/

47

The anatomical region labels were electronically derived from
axial sectional images in the 1988 Talairach Atlas. The atlas was
digitized and manually traced into a volume-occupant hierarchy
of anatomical regions detailed these publications (i.e. the pages
of the 1988 textbook with drawings were photocopied and
transformed into the computerized coordinate system).

(1) Lancaster, J. L., Evans, A. C. & Toga, A. W. Automated Labeling of the Human
Brain: A Preliminary Report on the Development and Evaluation of a Forward-Transform Method. 238–242 (1997).
(2) Lancaster, J. L. et al. Automated Talairach Atlas Labels For Functional Brain
Mapping. 120–131 (2000).

48

(1) First atlas in 1957 focusing on the subcortical deep gray
nucelli, (2) second atlas in 1967 focusing on the telencephalon, (3) third atlas in 1988 focusing on the whole brain. Most
researchers preferred the use of the Talairach atlas to report
the localization of the activations detected in functional imaging
studies because it offers a detailed anatomical brain description
within the stereotaxic space, including Brodmann’s areas.

(1) Talairach, J., David, M., Tournoux, P., Corredor, H. & Kvasina, T. Atlas d’Anatomie Stéréotaxique. Repérage Radiologique Indirect des Noyaux Gris Centraux des
Régions Mésencephalosousoptique et Hypothalamique de l’Homme. (1957).
(2) Talairach, J. & Szikla, G. Atlas of Stereotaxic Anatomy of the Telencephalon.
(Masson, 1967)
(3) Talairach, J. & Tournoux, P. Co-planar stereotaxic atlas of the human brain: 3-dimensional proportional system: an approach to cerebral imaging. (Georg Thieme,
1988).

49

Historical publication about Jean Talairach.

Harary, M. & Cosgrove, G. R. Jean Talairach: a cerebral cartographer. Neurosurgical Focus 47, E12 (2019).

50

Comparison between MNI and Talairach Coordinates.

Lancaster, J. L. et al. Bias between MNI and Talairach coordinates analyzed using
the ICBM-152 brain template. Hum. Brain Mapp. 28, 1194–1205 (2007).

51

Original publication about functional parcellations.

Thomas Yeo, B. T. et al. The organization of the human cerebral cortex estimated by
intrinsic functional connectivity. Journal of Neurophysiology 106, 1125–1165 (2011)

52

Website from FreeSurfer.

https://surfer.nmr.mgh.harvard.edu/fswiki/CorticalParcellation_Yeo2011

53

Thalamus - based on ex vivo analysis.

Iglesias, J. E. et al. A probabilistic atlas of the human thalamic nuclei combining ex
vivo MRI and histology. NeuroImage 183, 314–326 (2018).

54

Hippocampus - based on ex vivo analysis.

Iglesias, J. E. et al. A computational atlas of the hippocampal formation using ex
vivo, ultra-high resolution MRI: Application to adaptive segmentation of in vivo MRI.
NeuroImage 115, 117–137 (2015).

55

Structural atlas of Cerebellum. Included with FSL.

Diedrichsen, J., Balsters, J. H., Flavell, J., Cussans, E. & Ramnani, N. A probabilistic MR atlas of the human cerebellum. NeuroImage 46, 39–46 (2009).

56

Functional atlas of Cerebellum.

(1) Xue, A. et al. The Detailed Organization of the Human Cerebellum Estimated by
Intrinsic Functional Connectivity Within the Individual. 69.
(2) Buckner, R. L., Krienen, F. M., Castellanos, A., Diaz, J. C. & Yeo, B. T. T. The
organization of the human cerebellum estimated by intrinsic functional connectivity.
Journal of Neurophysiology 106, 2322–2345 (2011).
(2) GitHub: https://github.com/ThomasYeoLab/CBIG/tree/master/stable_projects/
brain_parcellation/Xue2021_IndCerebellum

57

Pediatric/Neonatal.

Alexander, B. et al. A new neonatal cortical and subcortical brain atlas: the Melbourne Children’s Regional Infant Brain (M-CRIB) atlas. NeuroImage 147, 841–851
(2017).

58

Disease-specific: example of a multiple sclerosis lesional atlas.

Sahraian, M. A. & Radue, E.-W. MRI atlas of MS lesions. (Springer, 2008).

Random

Talairach

Yeo

Region-specific

Population-specific

Source

Table 4. (cont.) Atlas sources and references. | This table provides a short note and references
to the source material of common atlases in the neuroscience literature. See also Table 1.
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Fig. 8. Graphical Abstract of Brain Atlases. | Select brain atlas 3D models used throughout
this manuscrip are shown, along with the atlas features from Fig. 5.12.

178

Fig. 9. Structural connectivity networks – different atlases and thresholds. | These 3D
renderings show a top-down view of structural connectivity networks created from different atlases
at different thresholds. Top 10% means the top 10% of the heaviest weights connecting two brain
regions. See Video 16 for a better visualization.
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APPENDIX C
The Structure-Function Relationship Within the Brain
The structure-function relationship (SFR) of the brain describes how the anatomical connections
is related to brain function. Structure-function correlation (SFC) is the statistical quantification of
SFR.

Fig. 10. The Seven Tenets of Structure-Function Correlation. | a The Seven Tenets. Green
boxes next to structure represent thick highways and strong structural connectivity. Red boxes next
to structure represent thin highways and weak structural connectivity. Green boxes next to function
represent many cars and strong functional connectivity. Red boxes next to function represent few cars
and weak functional connectivity. 1. An agreement between structure and function. 2. An agreement
between structure and function. 3. A disagreement between structure and function. During a
change in brain state, structure and function can agree. 4. An false disagreement between structure
and function. 5. A false agreement between structure and function. 6. A disagreement between
structure and function in a three node system 7. An false disagreement between structure and
function because there’s efficient use of structure. A bus, representing the transportation different
neurotrasmitters, may alter the expected measurements of functional activity between brain regions
from the prediction of structural connectivity measurements. b, Different measurement modalities
can be used to measure structure and function. c Structure-function correlation can be quantified
using these measurement modalities. Differences in SFC can be see across time with changes in brain
state, and between populations, such as between diseased populations and control populations.
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SFC can be positive, negative, or zero. A positive SFC indicates an agreement between structural
and functional measurements. A negative SFC indicates a disagreement between structural and
functional measurements. A SFC near zero indicates there is no relationship between structural and
functional measurements.
For example, a positive SFC indicates when there is a strong structural relationship between two
brain regions, there is a strong functional relationship, too. When there is a weak structural relationship between two brain regions, there is a weak functional relationship, too. When there is a
strong structural relatioonship between twoo brain regions, and a weak functional relationship, SFC
may be low or negative.
However, SFC may be positive or negaitve for additional reason. Here, we consider the Seven Tenets
of the Structure-Function Relatnship within the brain. These Seven Tenets describe the main reasons
(but possibly not all) for the outputs of SFC — Fig. 10.
The analogy we use is simple: Cities (circles) represent brain regions, the highways represent the
structural connections linking the cities, and cars represent the function linking cities.
Our cities can be Philadelphia, PA; New York City (NYC), NY; and Atlantic City, NJ. Our highways
can be the roadways connecting the cities. And our cars represent the people, good, services, and
economic flow between the three cities. These cars represent the functional relationship between the
cities.
A thick highway indicates a strong structural relationship between cities. A thin highways indicates
a weak structural relationship between cities.
1. An agreement between structure and function. Thick highways (green) and many cars (green).
When there are thick highways, many cars can travel between cities.
2. An agreement between structure and function. Thin highways (red) and few cars (red). When
there are thin highways, few cars are able to travel between cities.
3. A disagreement between structure and function. Thick highways (green) and few cars (red).
When there are thick highways, that does not necessarily mean many cars are taking advantage
of that infrastructure. During the 2020, few cars traveled along roadways despite the infrastructure. This indicates a disagreement between structure and function. It can be normal (at
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night, few cars travel), or abnormal (during a pandemic, few cars travel). But, during a change
in state (waking up, medications, the pandemic is over, a jolt to the economy), structure and
function can align. This alignment, again, can be normal (waking up) or abnormal (having
a seizure). The change in structure-function relationship can also be studied experimentally
through the study of diseases vs. control, task-based experiments, or during the progression
of certain abnormal brain states, such a seizures, over time.
4. An false disagreement between structure and function. Now there are three cities (nodes).
There are thin highways and few cars between the first two cities, so there is a true agreement
between structure and function, but a third city exists where there is also an agreement between
structure and function. The same cars from the third city are traveling to the first two cities,
so it looks like there is a strong functional relationship between the cities, however, there are
no thick highways between the first two cities. It looks like SFR is a mismatch, but that is
because function is driven by a third node.
5. A false agreement between structure and function. There are thick highways between all three
cities, however, few cars travel between the first two cities, and many cars travel between the
third city and the first two cities. Structure and function looks in agreement between the first
two cities, but the functional relationship between them is actually driven by the third city.
6. A disagreement between structure and function in a three node system
7. A false disagreement between structure and function because there’s efficient use of structure. A bus, representing the transportation different neurotrasmitters, may alter the expected
measurements of functional activity between brain regions from the prediction of structural
connectivity measurements.
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APPENDIX D
Videos
This appendix contains links to videos related to this dissertation. They were created with the 3D
software, Blender. They may provide useful visualizations that can’t be displayed in this document.
Some videos are of early works,please enjoy!
1. White matter iEEG video abstract (Chapter 7)
2. General video on quantitative tools used in the lab to study epilepsy (Chapter 1)
3. The AAL atlas anatomy (Chapter 5)
4. The MNI structural atlas anatomy (Chapter 5)
5. Atlas choice effects on structural networks (Chapter 5)
6. Cascading model spread animation (Chapter 2)
7. SEEG implant animation (Chapter 1)
8. Zoom-in on tractography (Chapter 2)
Videos can be found by scanning the QR code below. It will direct you to a playlist. The url of the
playlist can be found at:
https://youtube.com/playlist?list=PL3i1YC9VAG_PRgCiyOndOhYQOH4wshZXY.

Fig. 11. Video Playlist QR Code | Scan the QR code above to take yourself to a playlist
containing the videos. Alternatively, click on the link on this page above.
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Fig. 12. Video: White Matter iEEG. | The video is at can be found by scanning the QR code
at the beginning of this appendix.
184

Fig. 13. Video: General Video on Quantitative Tools To Study Epilepsy. | The video is
at can be found by scanning the QR code at the beginning of this appendix.
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Fig. 14. Video: AAL atlas anatomy. | The video is at can be found by scanning the QR code
at the beginning of this appendix
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Fig. 15. Video: MNI structural atlas anatomy. | The video is at can be found by scanning
the QR code at the beginning of this appendix.

Fig. 16. Video: Atlas choice effects on structural networks. | The video is at can be found
by scanning the QR code at the beginning of this appendix.
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Fig. 17. Video: Cascading model spread animation. | The video is at can be found by
scanning the QR code at the beginning of this appendix.

Fig. 18. Video: SEEG implant animation. | The video is at can be found by scanning the QR
code at the beginning of this appendix.
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Fig. 19. Video: Zoom-in on tractography. | The video is at can be found by scanning the QR
code at the beginning of this appendix.
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GLOSSARY

TERMS
The Atlas Concordance Problem The plethora of available neuroimaging brain atlases which
poses a problem for (1) the reproducibility of studies in healthy and diseased populations
and (2) the metanalyses describing the involvement of different regions of the brain in
various diseases. Fig. 5.1.
atlas See brain atlas. Fig. 5.2.
brain atlas A neurological map that defines discrete brain region labels. Fig. 5.2.
brain region discrete regions of a brain. Equivalent terms are “region of interest”, “parcel”, and
“parcellation”. The brain regions are labeled with a categorical identification (rather than
a continuous variable seen in templates - see Fig. 5.2), and all voxels or surface vertices
with the same identification are part of the same region.
brain template A brain pattern. Similar in common usage, a template is a mold or a representation
of the brain. Usually it is composed of multiple individuals’ brain representing an average of
a population. Many templates exist and are reviewed in various publications 66,72 . Fig. 5.2.
contact A single sensor on an electrode that records LFP. Not to be confused with an electrode.
Fig. 2.7.
coordinate system See stereotactic space and Fig. 5.2.
diffusion imaging Sometimes used interchangeably with diffusion tensor imaging. A type of MRI
sequence that measures the diffusion of water molecules 338 . Fig. 2.4.
diffusion models Models that describe spread. Fig. 2.1.
diffusion tensor imaging A type of MRI sequence that resolves white matter fiber orientation
within a voxel — provided that the fibers are strongly aligned 339 . Originally introduced
in 1994, it reflects local microstructure and anatomy by estimating an effective diffusion
tensor within a voxel, and then displaying useful quantities derived from it 340 . It proxy to
measure the structure and integrity of the axons of neurons. In a research setting, it can
be used to quantify structural connectivity. Fig. 2.4.
electrode Not to be confused with contact. Fig. 2.7.
functional connectivity (FC) The statistical relationship between two signals (two contacts in
this dissertation).
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grayordinate Atlas that includes gray matter (cortical + subcortical). Fig. 5.12.
High Angular Resolution Diffusion Imaging (HARDI) A type of diffusion tensor imaging
sequence. Many angles are used (typically ≥ 40) to better resolve multiple fiber orientations
within a single voxel 339 . Fig. 2.4.
parcel discrete regions of a brain. Equivalent terms are “region of interest”, “parcellation”, and
“brain region”. The brain regions are labeled with a categorical identification (rather than
a continuous variable seen in templates - see Fig. 5.2), and all voxels or surface vertices
with the same identification are part of the same region.
parcellation discrete regions of a brain. Equivalent terms are “region of interest”, “parcel”, and
“brain region”. The brain regions are labeled with a categorical identification (rather than
a continuous variable seen in templates - see Fig. 5.2), and all voxels or surface vertices
with the same identification are part of the same region.
region of interest (ROI) discrete regions of a brain. Equivalent terms are “parcel“, “parcellation”,
and “brain region”. The brain regions are labeled with a categorical identification (rather
than a continuous variable seen in templates - see Fig. 5.2), and all voxels or surface vertices
with the same identification are part of the same region.
stereotactic space The coordinate system of the brain, similar to the geographical coordinate
system of the Earth (longitude and latitude). A common stereotactic space was historically
the Talairach space 73–75 , and more recently, the MNI spaces 76 . Fig. 5.2.
structural connectivity (SC) The physical relationship between two brain regions. This dissertation used streamline counts from High Angular Resolution Diffusion Imaging (HARDI).
structure-function correlation (SFC) The statistical relationship between structural data and
functional brain data. In this dissertation, it usually refers to the Spearman rank correlation between streamline counts (structure) and intracranial EEG functional connectivity
(function).
structure-function relationship (SFR) Refers to the general relationship between the structure
and function of the brain, as opposed to structure-function correlation, which is more
specifically a statistical term.
template See brain template. Fig. 5.2.
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SYMBOLS
∆ SFC The change in SFC between ictal and preictal stats (SF Cictal − SF Cpreictal ). This indicates
whether or not the change in functional connectivity is congruent with the underlying
structural connectivity.

ATLASES
AAL-JHU atlas The AAL atlas and the JHU labels atlas combined. For overlapping regions, the
JHU atlas takes precedence.
AAL1, AAL2, AAL3 atlases AAL atlas versions 1, 2, and 3, respectively.
AAL600 atlas AAL atlas with 600 parcels.
AICHA atlas Atlas of Intrinsic Connectivity of Homotopic Areas.
BNA atlas Brainnetome atlas.
Craddock 200-400 atlas Craddock atlases with a specified number of parcels (e.g. Craddock 200
will have 200 parcels). There are two atlas sizes publicly available - the Craddock 200 and
Craddock 400 atlases.
Derived atlas An atlas which was derived from another atlas. For example, the AAL 600 is derived
from the AAL atlas in which its parcellations are further sub-divided using a specified
algorithm. Derived atlases may also be sub-divided randomly so that it is both considered
a random and derived atlas (a quasi-random atlas). The BNA is also a derived atlas in
which it initially used the parcellations of the DK atlas..
DK atlas The Desikan-Killiany atlas. Surface atlas from FreeSurfer.
DKT31 OASIS atlas The DKT atlas from the OASIS dataset. Appendix Table. 2 sources for
more details. It is the volumetric version.
DKT40 atlas The DKT atlas used as part of FreeSurfer. Appendix Table. 2 sources for more
details. It is the surface version.
HO atlas Harvard-Oxford atlas.
HO combined atlas HO atlas with both cortical and subcortical regions. This atlas has nonsymmetrical labeling (e.g. both temporal pole regions are labeled with a different identifi-
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cation number).
HO cort-only atlas Same as the HO cortical-only atlas.
HO cortical + subcortical Same as the HO combined atlas.
HO cortical-only atlas HO atlas with only cortical regions. The symmetrical regions (the same
region name on the contralateral hemisphere) are labeled with different identifications.
Thus, this atlas has non-symmetrical labels (e.g. both temporal pole regions are labeled
with a different identification number). Left and right structures were re-labeled with
different identification numbers using the sagittal mid-line (in MNI space, x coordinate at
zero) as a separator.
HO subcort-only atlas Same as the HO subcortical-only atlas.
HO subcortical-only atlas HO atlas with only subcortical regions.
HO sym. cortical only atlas HO atlas with only cortical regions. The symmetrical regions (the
same region name on the contralateral hemisphere) are labeled with the same identification.
Thus, this atlas is has symmetrical labels (e.g. both temporal pole regions are labeled with
the same identification number). The default atlases given by FSL are symmetrical atlases.
JHU atlas The Johns Hopkins University atlases. There are two white matter atlases: thee JHU
labels and JHU tracts atlases.
MMP atlas Multi-modal parcellation atlas. Sometimes referred to as the "Glasser Atlas" after the
first author of the original publication.
random atlas Atlases created with random parcels with a specified number of parcels (e.g. Random
atlas 1,000 will have 1,000 parcels). These atlases were built in the ICBM 2009c Nonlinear
Asymmetric template. Thus, these atlases are whole-brain atlases (includes cortical gray
matter, subcortical gray matter, and white matter). See the ’Atlases’ Methods section for
more details.
Schaefer 100-1,000 atlas The Schaefer atlases with a specified number of parcels (e.g. Schaefer
100 will have 100 parcels). There are ten atlases of 100, 200, 300, 400, 500, 600, 700, 800,
900, and 1,000 parcels.
Yeo conservative atlas The Yeo atlases where the boundaries of each parcel is not extended into
the white matter and only follows the cortical surface.
Yeo liberal atlas The Yeo atlases where the boundaries of each parcel is extended slightly into the
white matter, past the cortical boundary.
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ACRONYMS
AAL Automated Anatomical Labeling atlas
AICHA Atlas of Intrinsic Connectivity of Homotopic Areas
BNA Brainnetome atlas
DK Desikan-Killiany atlas
DKT Desikan-Killiany-Tourville atlas
DTI Diffusion Tensor Imaging.
ECoG Electrocorticography
FC Functional Connectivity
HARDI High Angular Resolution Diffusion Imaging
HO Harvard-Oxford atlas
iEEG intracranial EEG
JHU The Johns Hopkins University atlases
MMP Multi-Modal Parcellation atlas
MNI Montreal Neurological Institute
OASIS Open Access Series of Imaging Studies
PET Positron Emission Tomography
ROI Region Of Interest
SC Structural Connectivity
SEEG Stereoelectroeenccephalography
SFC Structure-Function Correlation
SFR Structure-Function Relationship
T1w T1-weighted MRI
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INDEX
∆SFC, 50, 52
medically refractory
epilepsy, 3
AAL2, 49
AAL3, 52
atlas, 42, 43
Atlas Concordance
Problem, 42

DK atlas, 60
DKT atlas, 60
drug resistant epilepsy, 45
drug-resistant epilepsy, 3
DTI, 52

CerebrA, 49
characteristic path length,
48
clustering coefficient, 48
Craddock400, 49

functional connectivity, 45,
49

degree, 48
density, 48
Destrieux, 60
distributed epileptic

3

random atlas, 46, 49
rsSFC, 50, 52
Schaefer atlas, 42

Hammersmith, 49
Hammersmith atlas, 42
Harvard-Oxford atlas, 42,

SEEG, 48
SFC, 45, 49, 52
SFR, 45, 50
small worldness, 48

52
High Angular Resolution
Diffusion Imaging,

stereoelectroencephalography,
45
stereotactic space, 43

48

cross-correlation, 48, 50

pharmacoresistant epilepsy,

preictal, 50

electrocorticography, 45

cross correlation, 49

definition, 11

postictal, 50

ECoG, 49

broadband, 49, 50

network, 44

structural connectivity, 45,
ictal, 50

49

iEEG, 45
interictal, 50
intractable epilepsy, 3

network

MMP atlas, 42

hypothesis, 106

MNI space, 43
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Talairach space, 43
template, 43
wiretap hypothesis, 106
Yeo atlas, 42

