Rule-based automatic grading (RBAG) of sawn timber is a common type of sorting system used in sawmills, which is intricate to customise for specific customers. This study further develops an automatic grading method to grade sawn timber according to a customer's resulting product quality. A sawmill's automatic sorting system used cameras to scan the 308 planks included in the study. Each plank was split at a planing mill into three boards, each planed, milled, and manually graded as desirable or not. The plank grade was correlated by multivariate partial least squares regression to aggregated variables, created from the sorting system's measurements at the sawmill.
ORIGINAL ARTICLE
Multivariate product adapted grading of Scots pine sawn timber for an industrial customer, part 1: Method development 
Introduction
During the last decades, automatic grading of sawn timber has replaced manual grading in many sawmills in Sweden, as well as in many other countries around the world, and it has improved the grading accuracy significantly compared to manual grading (Lycken 2006) . The greater grading accuracy gives a sawmill greater control to make conscious decisions about the operations in the entire product line. The most common automatic grading approach is rulebased automatic grading (RBAG), which is a system that uses grading rules (limits) for detected features or measured variables, e.g. maximum size of dead knots. Rule-based systems have been used in a number of applications throughout the sawmill process, e.g. Lycken (2006) who used a straight-forward RBAG approach to grade sawn timber according to the Nordic Timber Grading Rules (Swedish Sawmill Managers Association 1994), and Kline et al. (2003) who used a multi-sensor set-up with fuzzylogic for automatic grading of hardwood lumber. Several grading systems in the industry use some application of rule-based, or in general objective, grading, e.g. the automatic grading and sorting system by FinScan used in this study (Anon 2018) . RBAG is objective by nature and has the strength of being able to strictly follow standards, such as Swedish Sawmill Managers Association (1994) , which in detail specifies the grade of sawn timber that the sawmill is selling -with of course some error margin. Individual customer's needs may however not at all be in line with these standardised grades with their corresponding pricing. Based on the standardised grading rules, industrial customers can sometimes request a custom-made grade that follows a different set of rules. However, such a custom order is complicated to produce (Lycken and Oja 2006) , because:
(I) It is difficult for a customer to describe its subjective view of the desired plank quality in a way that can easily be defined in objective grading rules. (II) The number of variables that can be controlled to specify a grade is often more than enough to make customisation complicated.
Since a rule-based system needs a conforming and deliberate set of rules to result in a concise grading, these problems make customisation troublesome. Furthermore, a fine-tuning process by trial and error can be costly as the results of a custom grading attempt cannot easily be validated before the customer receives a delivery or even before the customer produces further products from the sawn timber. Custom-made grading settings are therefore seldom made due to the complicated process of adjusting the grading rules according to the customer's needs, even though they could be beneficial to both sawmill and customer.
This customisation difficulty of RBAG indicated the need for a holistic-subjective automatic grading (HSAG) methodology; i.e. a grading that incorporates subjective grading of the entire piece. The grading method developed in this study is an extension of the work by Lycken and Oja (2006) and Berglund et al. (2015) , the latter validated by Olofsson et al. (2017) , both using a multivariate partial least squares regression (PLS Geladi and Kowalski 1986) based HSAG to grade sawn timber in conformity with manual grading. These studies showed that PLS-based discriminant analysis (PLS-DA) HSAG is superior to RBAG when conforming with manual grading. Multivariate based classification has similarly been used by Broman (2000) and Breinig et al. (2015) to classify wood surfaces by their appearance with regards to knots. Oja et al. (2003 Oja et al. ( , 2004 also investigated PLS regression to grade logs based on the grade of the centre yield, and Hagman and Grundberg (1995) used multivariate image analysis to classify knots and wood surface features in X-ray computed tomography images. Using HSAG addresses the two specified difficulties with RBAG:
(I) The customer needs only to specify whether or not they want that piece of sawn timber -no objective description is necessary. (II) The amount of available variables in the scanner is irrelevant as the HSAG method uses multivariate PLS-DA.
The customer will specify whether or not a piece of sawn timber is desirable by looking at the quality outcome of that piece to focus the automatic grading on product quality instead of the customary sawn timber quality. The use of PLS-DA frees the user from manually calibrating a large set of grading rules and instead rely on a computer to automatically determine the relationship between measured variables and the desired grading outcome.
The goal of the first part of this study was to investigate the possibilities of further expanding the use of PLS-based HSAG to predict not only a plank's standardised sorting grade at the sawmill but whether the plank will result in a product of desirable quality for the customer. As the collaborating industrial planning mill customer splits each plank into three boards before planing and milling, only two out of six flat faces of the boards are visible to the automatic scanner for grading at the sawmill. The splitting and further processing of the wood material might make the correlation between scanner measurements and product grade diffuse, especially for the centre plank of the splitting.
An automatic scanning system in a sawmill is a calibrationsensitive system located in a generally dusty environment, which raises the question of whether the variable-grade relationship can be found reliably. Accordingly, the goal of part two of this study was to investigate the robustness of PLS-based HSAG grading towards distortions of the measured input variables.
By scanning a set of planks, storing the measured feature variables, and training a PLS model against the resulting product grade from the collaborating industrial customer, the sawmill will be able to grade planks by its customer's product grade reliably, and the customers can purchase sawn timber that is suitable for its intended products.
Materials and methods

Material
A total of 308 Scots pine (Pinus sylvestris L.) planks were studied at Kåge sawmill and Lundgren's industrial planing mill in northern Sweden. The planks were sawn from toplogs from the sawmill's log sorting station. Each top-log was cant sawn and resulted in the centre yield of two planks of 50 by 150 mm in cross-section and between 3.5 and 5.7 m in length. The planks were dried to 14% moisture content before being scanned at the sawmill's dry sorting station. The scanner, grader, and sorter used was a Boardmaster by FinScan (Anon 2018 ) -the entire system will be referred to as Boardmaster.
Data collection at Kåge Sawmill
The test material came from logs that originated from different logging areas. The logs were sorted to a suitable top diameter class for the plank dimensions requested by the customer. Following conventional sawing and drying operations, two packages of approximately 150 dried planks were selected for the study. The planks were marked with an ID number for traceability throughout the study before being transported cross-wise through the Boardmaster at Kåge sawmill. The Boardmaster used cameras to scan, detect, and measure the planks' features. Each feature was described by size, position, and an attributed class -e.g. the size and position of a knot that was classified as a dead knot. All the planks were delivered to Lundgren's planing mill for processing and grading according to Lundgren's product requirements.
The feature variables measured by the Boardmaster were the foundation of the grading and they were therefore carefully selected based on the desired grading outcome. A Boardmaster can detect plank features such as knots, bark pockets, rot, discolouration, cracks, wane, warping, and so on. Knots are the most important features affecting the general appearance of sawn timber, which is why most of the grading rules in Swedish Sawmill Managers Association (1994) are related to knots. Bark pockets are also important to the planing mill due to the splitting and milling process. Therefore, features related to knots and bark pockets were specifically selected for this study, due to their importance for the planing mill and the difficulty in holistically describing them for the entire piece. All other features were ignored throughout this study, both at the sawmill and planing mill.
Data collection at Lundgren's planing mill
At the planing mill, each plank was split into three boards. Each board was planed, milled, and manually graded by the planing mill staff: grade A for the desired higher quality product or grade B for an undesired lesser quality product. This triplet of board grades from a plank defined the plank's grade by majority as A or B as desirable or undesirable by the planing mill. A desirable plank was a plank that produced the quality yield of two or three quality A boards and was given the grade A, and a plank that produced one or zero quality A boards, was given the grade B. Digital labels associated with each plank tracked the triplet of board grade results from each plank.
Construction of regression components
The outcome targeted in this study was a grading model that determines whether or not a plank is of grade A according to the planing mill, i.e. whether or not the planing mill will be able to produce a majority of quality A boards from the plank. Such a grading model was created using an HSAG method adapted specifically for the product produced at the planing mill. The HSAG was implemented as multivariate PLS regression discriminant analysis (PLS-DA 1 ), and the explanatory X-matrix of plank measurements and response-grade y-vector were created from the data collection as follows.
Explanatory X-matrix
Since the size, position, and feature type measured by the Boardmaster are not sufficiently descriptive to objectively capture the subjective quality judgement of the customer, the Boardmaster's variable resolution was increased. Using knot and bark measurements from the Boardmaster, an additional software tool was used to create the set of 3564 variables, shown in Table 1 (see Berglund et al. 2015) . The twenty-two variables in the first column were created for each defect type listed in the second column, measured separately for each face-entry in the third column, and replicated in each of the one, three, and five longitudinal sections in the fourth column (see Figure 1 ). An example of such a variable could read as follows, using the second entry of each column; "The average dead-knot size on the outer face of the plank in the longitudinal section two out of three". The three plank-face categories were created to capture the different importance of the different faces, with both edgefaces merged as they are similar and equally important in the milling process. Each plank was copied virtually three times and divided into equal longitudinal sections to capture the different importance of the plank ends or centre. The first plank had one section for the entire plank, the second plank had three sections, and the third plank had five sections, totalling to nine sections.
The matrix of all these variables for each plank in the investigation was the explanatory X-matrix used in the study. The construction process of the matrix was undertaken after the scanning procedure at the sawmill. Possible detection errors by the Boardmaster scanning system was not considered.
Response y-vector
The response variable y for each plank was a binary representation of the desirability for the planning mill. All planks formed the y-vector used for the PLS regression. A desirable plank (grade A) was represented by 1 and undesirable (grade B) by 0.
Since each plank resulted in three boards, each plank was digitally labelled AAA, AA, BB, or BBB based on the quality of boards produced -omitting B and A from the two mixed labels AAB and BBA to keep the labelling clean, as shown in row one of Table 2 . This labelling makes it possible to Table 1 . Complete description of all the x-variables used in the study, together forming the explanatory X-matrix. investigate classification difficulties with borderline cases, e.g. whether a BB plank should be assigned grade B or grade A. From the 308 planks, 924 boards were produced and graded. The resulting quality distribution of the complete data set is shown in Table 2 , which shows the numbers of planks labelled AAA, AA, BB, and BBB, where the first two where given the grade A and the last two the grade B.
Implementation and evaluation of PLS classification models
With such a large explanatory X-matrix (308 by 3564 in size) and a single binary y-vector (Y-matrix 308 by 1 in size), PLS-DA was used using the SIMCA 14 software (Anon 2019) . The strengths of PLS regression are in its ability to find the strongest correlation between the explanatory variables in X and separation of classes in the response variable(s) in Y. An automatic algorithm in the SIMCA 14 software was used to calculate one to several latent variables by linearly combining the explanatory variables in X that maximised the separation of classes in Y. PLS is resilient to noise and can handle many, possibly strongly correlated, variables, which is the case in this study. There is also a large toolbox for inspecting a PLS prediction model, making models easy to understand and adjust. For a more thorough overview of PLS Regression, see Geladi and Kowalski (1986) or Wold et al. (2001) .
Prediction models can be evaluated by considering the results of using a trained model to predict a test set, which provides a measure of the grading accuracy and stability of the model. Ideally, when training and testing a prediction model, one data set is used for training (fitting) and another data set is used to test the prediction accuracy of the model. If only one data set is available, and it is large enough, it can be artificially split into two sets, in which case, the test set is usually a small sample of the whole data set, e.g. 20% of the observations. The benefit of training and testing the model on different data is that you can measure how the model copes with predicting previously unseen objects. The downside to such a split of the data set is that the model is trained on a smaller data set compared to a model trained on all available data and is therefor a weaker discriminator, as well as having only a relatively small test set which might not be completely representative of the entire data set (nor the entire population).
A common approach for dealing with data sets which are too small to be split into two sets is re-substitution (self-prediction); to train a prediction model based on the entire data set and then predict the entire data set. The benefit of this method is that the data set is re-purposed for both training and testing, artificially doubling the size of the data set. However, evaluating such a model is difficult as measurements of how such a model would cope with an unknown test set are only indicative. Re-substitution testing is generally known to be optimistic (biased) of a prediction models performance as it is optimised for the current test set. The classification performance of PLS-based HSAG by re-substitution testing will in this study serve as supplementary results, due to the somewhat small data set.
The data set used in this study was complex, with 3564 xvariables in an attempt to objectively describe the natural variation of knots and bark in a plank in relation to a customer's product quality by a binary response y-variable. Furthermore, the relationship between x-variables and plank grade was sometimes ambiguous, due to e.g. desirable sound knots cracking in the planing or milling process by chance. Because of this complex problem, and the continuous flow of planks through a sawmill sorting station, it was important to test the model on an unseen test set as this is its intended use. However, as the data set only contains roughly 100 grade B planks (Table 2) , which is the estimated minimum of required observations per grade for PLS-based grading according to (Lycken and Oja 2006) , and since the data is so complex, it can be difficult to evaluate the model based on a single test set due to the inherent variability of the data. To circumvent this complexity as much as possible, and to benefit from both of the methods mentioned above, 5-fold cross-validation was here adopted and substituted with a re-substitution test to evaluate the grading accuracy and stability of the PLS-based HSAG method.
Defining training and testing data sets
To make a comprehensive evaluation of the PLS-based HSAG method used in this study 5-fold cross-validation was used and compared with re-substitution. Based on the size of the data set, and the limited numbers of grade B planks (Table 2) , the data was randomly re-sampled five times, which were called re-samplings 1-5. Each re-sampling resulted in a unique test set of 59 boards defined as the closest fit to onefifth of the entire data set that followed the labelled quality Figure 1 . Illustration of the virtual copies of each plank (Berglund et al. 2015) . distribution in Table 2 , while 249 planks remained for use as the training set in each re-sampling. Theoretically, a completely random selection of test set members would follow the same quality distribution, but with the low number of grade B planks this enforcement was made in order to maintain a fair proportion between the training and the test sets for each label-class of planks during the cross-validation. This guided random selection is especially important with the ambiguity problem mentioned in the previous section. Each test set was unique in the sense that each observation (with some round-off error) was a part of one test set only. One PLS-DA model was made for each of the five re-samplings in addition to the model created from the entire data set for the re-substitution. The comparison between the prediction results of each of the five re-samplings, together with their average behaviour, and the re-substitution results gave measures of the prediction accuracy and stability of the methodology.
PLS-DA classification
A PLS-DA model was linearly fitted to maximise the correlation between the explanatory variables in X and the separation of classes in Y in the training data set. . This estimate can be interpreted as a probability of the new observation belonging to grade A, represented by 1. To complete the classification, a threshold is selected, e.g. 0.5, which defines any observation with an estimated response higher than 0.5 as grade A, otherwise B. The choice of threshold is in this study chosen to try to maximise the classification accuracy, although a different threshold might be desired by the sawmill and customer due to e.g. adequate delivery volume requirements. By investigating the PLS-DA regression of the training data, the threshold was chosen to separate the two grades optimally for the training sets of the cross-validation models and for the re-substitution model. For each prediction model, the choice of threshold is conceptually visualised by the choice of threshold for the re-substitution, shown in Figure 2 . The resulting model and threshold from the training set are then used to grade the separate test set. This procedure was performed for all re-sampling models. As the re-substitution model was trained on the entire data set, there was no separate test set, and it is easy to see that the optimal threshold for the re-substitution might not be the optimal threshold for a new separate test set. Measurements of a model's classification performance, based on re-substitution, are hence optimistic (data set bias) to some degree. Such optimism (bias) can be extremely prominent in very small data sets with randomised class belonging (e.g. randomised plank grade) (Westerhuis et al. 2008 ) but becomes far less prominent for larger data sets (Lance et al. 2000) and less prominent still with non-randomised class belonging. For the complex data set of 308 planks in this study, the classification performance measured by re-substitution could approximate the upper limit for classification performance, using the presented scanner system and implementation of HSAG.
Classification evaluation procedure
With six PLS models, one for each of the five re-samplings and one for the re-substitution, six test sets were graded. The grading accuracy was investigated with the five measurements described in Table 3 . Note that A-correct, B-correct, and Tot-correct all show different proportions of correctly graded planks, which is the correctness percentage to the right in the rightmost column in Tables 4 and 5. 
A-correct
The proportion of quality A planks correctly graded as grade A.
B-correct
The proportion of quality B planks correctly graded as grade B.
Tot-correct
The proportion of correctly graded planks in total.
Delivered
The proportion of scanned planks delivered from the sawmill, i.e. planks graded A, correct or not.
A-purity
The proportion of the planks delivered to the planing mill that were of grade A. 
Results
To evaluate the grading accuracy and reliability of multivariate PLS regression as a method to predict the yield of a customer's product quality, the prediction results of 5-fold cross-validation are presented, supplemented with results of a re-substitution test. For the five re-sampling models one or two (once) PLS components were used during modelling, and for the prediction model used for the re-substitution test one PLS component was used. The number of PLS components used was for all models determined automatically by cross-validation by the SIMCA 14 software used, to prevent over-fitting the prediction models to the training set. Figure 2 shows the observed vs predicted grade for the re-substitution, where the prediction model was trained and tested on the entire data set. High-density groupings of observations are evident as black regions with the optimal class-separating threshold highlighted. Conceptually, this result was the same for each test set in the 5-fold crossvalidation, apart from the thresholds which were chosen before testing. Table 4 shows the average prediction results of the 5-fold cross-validation, with the average class-separating threshold 0.55 (0.49-0.60), which on average classified 74% (61-80%) of the planks correctly. Table 5 shows the re-substitution prediction results using the optimal class-separating threshold of 0.56, where 83% of the planks were correctly graded.
The measurements from Table 3 , A-correct, B-correct, and Tot-correct, were measured vs the threshold value and compared in Figure 3 , which show the average prediction results of the cross-validation, and the prediction results of the re-substitution. The average threshold of the cross-validation and the optimal threshold of the re-substitution are close to the same value, 0.55 and 0.56 respectively. The average threshold of the cross-validation resulted in 74% correctly graded planks, which is close to the peak Tot-correct value of 76% at the on average optimal threshold 0.52 (Figure 3) . Figure 4 shows Tot-correct vs threshold for each of the five re-samplings, including their average. All re-samplings, except re-sampling 3, follows the average trend quite closely. Each prediction model for each re-sampling had a threshold between 0.49 and 0.60 and classified between 61% and 80% of planks correctly, which on average classified 74% of planks correctly at the average threshold 0.55.
To follow up the implications of using PLS-based HSAG for the sawmill and planing mill, Figure 5 show prediction results using the measurements from Table 3 Delivered, and A-purity, for the average of the cross-validation models and the re-substitution respectively, and again they showed similar behaviour.
Discussion
The first part of this study indicated the potential at a multivariate PLS-regression-based HSAG method to an industrial sawmill's dry sorting station, even when the scanned sawn timber was subsequently split into three boards for further processing. On the basis of the average of the 5-fold crossvalidation, 74% of all the planks were correctly graded while 86% of grade A planks were correctly identified at the average class-separating threshold of 0.55 (Table 4) . Using the optimal class-separating threshold of 0.56 for the Figure 3 . Average prediction results of the 5-fold cross-validation and for the re-substitution, showing the dependence of the measurements A-correct, B-correct, and Tot-correct on the threshold value. For the average of the cross-validation, the measurement Tot-correct showed 74% correctly classified planks at the threshold 0.55 (the optimal threshold was on average 0.52 where Tot-correct was 76%), while for the re-substitution the value of Tot-correct was 85% at the optimal threshold 0.56. re-substitution model, 83% of all the planks were correctly graded and 89% of grade A planks were correctly identified (Table 5) . Both the average cross-validation results and the re-substitution results showed in general a very similar behaviour for all measurements used (Table 3) , as shown in Figures 3 and 5 . The similarity of the grading accuracy measurements at similar threshold values in the two investigations indicates that the product adapted HSAG method can grade planks according to customer product quality yield. This level of prediction accuracy is comparable to that achieved in previous work on multivariate-based HSAG grading; Berglund et al. (2015) showed, using re-substitution, a prediction accuracy of 76% and 87% for two different thresholds when grading sawn timber to conform to manual grading for a North African importer, and Lycken and Oja (2006) showed, using re-substitution, a prediction accuracy of 80% and 85% when grading planks to conform with manual grading of the standardised sorting grades Swedish Sawmill Managers Association (1994) . The present study implies that using the current hardware a sawmill could grade sawn timber according to a customer's product quality with an accuracy similar to that achieved when grading sawn timber according to predefined sawn-timber-grades. This customer product adapted grading was possible even when the customer processes the wood material by both splitting it into three boards and further refining each piece to a finished product. The grading accuracies of the above presented multivariate grading results can be compared to the 80-90% grading accuracy of Nordic RBAG systems (Lycken and Oja 2006) .
The re-substitution model achieved a separation of grade A and B planks to the extent shown in Figure 2 , which is conceptually very similar to the separation achieved by each of the re-sampling models of the cross-validation. The result of these separations are shown in Tables 4 and 5 for the crossvalidation and re-substitution at thresholds 0.55 and 0.56, respectively. For both tests, the grading accuracy of grade B planks was much lower than for grade A planks. This was due to the large spread of predicted grades of grade B planks, shown in Figure 2 , with several observations with a predicted response grade above 0.75. These grade B planks were from a measurement standpoint very similar to distinct grade A planks, which indicated that ambiguous, or possibly even undetected defects caused the plank to receive grade B at the planing mill. Today's automatic sorting systems have a feature detection hit rate of around 70-80% (Lycken and Oja 2006) which could explain at least parts of this ambiguity problem. The higher grading accuracy of the re-substitution is mostly due to the increased grading accuracy of grade B planks. This could in part be due to the higher number of grade B planks in the training set: 109 grade B planks were in the training set for the re-substitution while 88 planks were in the training set in each of the models used for the cross-validation, which is slightly below the minimum recommended number of planks per grade suggested by Lycken and Oja (2006) . The lower grading accuracy of grade B planks could also imply that grade B planks were less correctly graded in comparison to grade A planks due to the data set consisting of only one-third grade B planks. The low number of grade B planks was the primary reason re-substitution was used as supplementary testing to the cross-validation. Figure 4 showed that the individual re-sampling models of the cross-validation graded planks with an accuracy between 61 and 80% at thresholds between 0.49 and 0.60, and on average 74% at the average class-separating threshold 0.55. This accuracy range, and the way the measurement Totcorrect for each re-sampling follow the average behaviour in Figure 4 with little variation, except for re-sampling 3, indicate that the data set used was large enough for reliable crossvalidation testing. The same figure also show the need for a cross-validation, as a single randomised split of the data set into one training and one test set could have shown erratic results, e.g. re-sampling 3. The re-substitution test follows much the same behaviour as the average results of the cross-validation but with slightly higher grading accuracy, further supporting the grading accuracy of HSAG, especially in terms of the amount of planks delivered from the sawmill and the proportion of desirable planks received by the planing mill, shown in Figure 5 . Both testing methods indicate that PLS-based HSAG generate new predicted grades for sawn timber pieces with reliable accuracy. Furthermore, Figure 3 show that the prediction accuracy is slowly changing for practically applicable thresholds, say between 0.30-0.70, which in combination with Figure 5 suggests that the sawmill and customer can decide on a Figure 4 . The prediction measurement Tot-correct vs threshold value for re-samplings 1-5, including the average. The value of Tot-correct for the different re-samplings at the pre-selected thresholds was in the range 61-80% at thresholds between 0.49 and 0.60, and on average Tot-correct was 74% at the average threshold 0.55. suitable and reliable threshold without great loss of prediction accuracy.
The measurements Delivered and A-purity were considered the general satisfaction of the grading outcome at the sawmill and planing mill respectively, i.e. the proportion of scanned planks graded and sold as grade A by the sawmill, and the proportion of grade A planks received in a batch purchased by the planing mill. The measurements Delivered and A-purity are paramount in a sorting discussion between sawmill and customer which for the average cross-validation results and the resubstitution results showed a very similar behaviour in Figure  5 . Further simplifying the sorting discussion is the single threshold variable controlled in a PLS-based HSAG system, in contrast to RBAG systems which requires an objective description of a subjectively good quality sawn timber, using a large set of uncoupled variables.
Future research should investigate the methodology on larger data sets than in this study and preferably multiple and separate data sets simultaneous to further validate the robustness of the PLS-based HSAG methodology. A balance between the number of observations in each class could also be desired. A separate data set is especially needed because of the heterogeneous nature of wood and the continuous flow of sawn timber through a sawmill, never seeing the same piece twice. A large enough data set is needed to enable sufficient information to be obtained on all possible features of wood, as machine-learning techniques like PLS require large training sets that include every possible defect (categorically at least) to train models for future use.
The handling and processing of large sets of unsorted planks by both sawmill and customer to train a grading model can quickly become cumbersome, especially for the customer who has to process not only good quality reference planks but also obviously poor quality planks for the sake of having a bad quality reference for training. Future work should therefore investigate the possibility of using the cameras used by the scanning system to show the sawn timber and allow the customer to grade the images as being desirable or not, which would circumvent both transportation and processing of material for a training data set. This could allow for customer adapted grading.
Conclusions
This study showed that it is possible to use a multivariate PLSregression-based HSAG to predict the product quality yield of an industrial planing mill, with regards to the performance of the methodology based on measurements made at a sawmill dry sorting station. The trained HSAG model can predict the final product grade at the planing mill based on measurement from the sawmill's scanner system, even though the scanned sawn timber is split into three boards at the planing mill before each board was further processed before final grading. This final product grade was the only input required from the customer, which was a simple holistic-subjective grading of their own product; removing the difficulties found in previous attempts to customise an RBAG system according to the customer's needs. The holistic-subjective automatic grading methodology simplifies the customisation process drastically for both sawmill and customer.
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Notes
PLS-DA is PLS regression implemented to distinguish between
classes and is mathematically equivalent to PLS regression. 2. An estimate can lie outside this range e.g. if the observation is more extreme in X than any observation in the training set.
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