A Lyapunov matrix equation can be converted, by using the Jordan decomposition theorem for matrices, into an equivalent Lyapunov matrix equation where the matrix is a Jordan matrix. The Lyapunov matrix equation with Jordan matrix can be reduced to a system of Sylvester-Lyapunov type matrix equations. We completely solve the Sylvester-Lyapunov type matrix equations corresponding to the Jordan block matrices of the initial matrix.
Introduction

A Lyapunov matrix equation (or the continuous Lyapunov matrix equation) has the form
with A ∈ M r (C), C ∈ M r (C) and the unknown X ∈ M r (C). The homogeneous Lyapunov matrix equation is:
2)
The Lyapunov matrix equation appeared, see [10] and [6] , in the study of the dynamics of a linear differential equation,ẋ = Ax, where A ∈ M r (C). Dynamical aspects, like stability, are studied using a square function V (x) = 1 2 x H Xx, with X ∈ M r (C) a Hermitian matrix. The function V is a conserved quantity of the linear system if and only if X is a Hermitian solution of the homogeneous Lyapunov matrix equation (1.2) . The global asymptotic stability of the equilibrium point 0 is assured by the existence of a Hermitian positive definite solution of the Lyapunov matrix equation (1.1), with C a Hermitian positive definite matrix.
Lyapunov matrix equations appear also in the study of optimization of a cost function defined on a matrix manifold, see [1] .
The Lyapunov matrix equation is a particular case of the Sylvester matrix equation
with A ∈ M r (C), B ∈ M s (C), C ∈ M r×s (C) and the unknown X ∈ M r×s (C). In literature we find some representations of the solutions of Sylvester matrix equation, see [9] , but they are difficult to use when r and s are large numbers. We also find studies of generalized Sylvester matrix equation, see [4] , or studies of other matrix equations which are derived from the Lyapunov matrix equation, see [2] and [13] . Due to the importance of the Lyapunov matrix equations, researchers have made a great effort in studying its numerical solutions, see [7] , [12] .
The set of solutions of a homogeneous Lyapunov matrix equation defines some types of matrices A:
• if the identity matrix is a solution of (1.2), then the matrix A is a skew-Hermitian matrix;
• if the matrix O r I r −I r O r is a solution of (1.2), then the matrix A is a Hamiltonian matrix;
• if (1.2) has an invertible solution, then A H and −A are similar matrices. A Lyapunov matrix equation can be converted, by using the Jordan decomposition theorem for matrices, into an equivalent Lyapunov matrix equation with a Jordan matrix replacing the matrix A.
In Section 2 we present some general results concerning the set of solutions of Lyapunov matrix equation, the set of Hermitian solutions and the set of real symmetric solutions. Also, we present the equivalent transformation of (1.1) by using a similar transformation of the matrix A, which represents, via Jordan canonical form, the main reason to study the Lyapunov matrix equation with Jordan matrix.
The Lyapunov matrix equation with Jordan matrix is reduced to a system with Sylvester-Lyapunov matrix equations with Jordan block matrices. In Section 3 we completely solve a more general equation as Lyapunov matrix equation with Jordan block matrix, called Sylvester-Lyapunov matrix equation with Jordan block matrices. For the homogeneous case we present the set of solutions, the set of Hermitian solutions, and the set of real symmetric solutions. In the non-homogeneous case with a Jordan block matrix which is not nilpotent we have a unique solution which is written by using the Pascal matrix and the extended generalized Pascal matrix introduced in [14] . For the case of square matrices we study the solution when the matrix C is positive semidefinite or positive definite. When both Jordan block matrices are nilpotent we present the compatibility conditions and, if they are satisfied, the set of solutions, the set of Hermitian solutions, and the set of real symmetric solutions.
In Section 4 we present and study the equivalent system formed with Sylvester-Lyapunov matrix equations which is attached to a Lyapunov matrix equation with a Jordan matrix. For the homogeneous case we present the dimension of the complex vectorial space of solutions and the dimension of the real vectorial spaces of Hermitian solutions and real symmetric solutions. As an example we present these sets for the case of a diagonal matrix. In the homogeneous case we study the conditions for which we have a Hermitian positive definite solution and the conditions for which we have an invertible solution. We present two examples, in the homogeneous case and in the non-homogeneous case, to better understand the used method.
Section 5 is dedicated to the general Lyapunov matrix equation. In the homogeneous case, if we know the set of the eigenvalues of the matrix A, by using the Jordan decomposition theorem for matrices and our results from the previous sections, we compute the dimension of the complex vectorial space of solutions, the dimension of the real vectorial space of the Hermitian solutions, and the dimension of the real vectorial space of the real symmetric solutions. In this case we study the existence of the invertible solutions and the positive definite solutions. To compute the solutions in the general case we need to know the set of eigenvalues of A and the matrix P A which appears in the Jordan decomposition theorem for matrices. We illustrate with an example of solving the Lyapunov matrix equation in the general case by the method presented in this paper.
In the Appendix we recall some notions and results of the matrix theory which appear in our paper.
Lyapunov matrix equation. Generalities
We denote by L A,C the set of the solutions of (1.1). It is easy to observe the following result.
In some important situations the matrix C is supposed to be a Hermitian matrix or real symmetric matrix. We note by L
The existence of an invertible solution of the homogeneous Lyapunov matrix equation (1.2) is equivalent with the fact that matrices A H and −A are similar. In some cases we can simplify the Lyapunov matrix equation by using a matrix similar with the matrix A.
Proposition 2.4. Let B ∈ M r (C) be a matrix similar with A via the invertible matrix P ∈ M r (C) (i.e. B = P −1 AP ) and D = P H CP . We construct the Lyapunov matrix equation
The matrix X is a solution of (1.1) if and only if Z = P H XP is a solution of (2.1).
Proof. We have
We have the following properties: • The equation (1.1) is homogeneous if and only if the equation (2.1) is homogeneous.
• C is a Hermitian matrix if and only if D = P H CP is a Hermitian matrix.
• If P is a real matrix, then C is a real symmetric matrix if and only if D is a real symmetric matrix.
Sylvester-Lyapunov matrix equations with Jordan block matrices
In this section we completely solve the Sylvester-Lyapunov matrix equation with Jordan block matrices, a matrix equation of the form:
where J r (λ) ∈ M r (C), J s (µ) ∈ M s (C) are Jordan block matrices, C ∈ M r,s (C) and the unknown matrix X ∈ M r,s (C). We denote by L(λ, µ, C) the set of solutions of (3.1). L H (λ, µ, C) is the set of Hermitian solutions and L sym (λ, µ, C) is the set of real symmetric solutions.
(iii) If ν = λ + µ, then the matrix equation (3.1) is equivalent with the matrix equation
Proof. To prove (iii) we use the relation (A.1).
The set of matrices
s} is a basis of the complex vectorial space M r,s (C), where e 1 , . . . , e r is the canonical basis of C r and f 1 , . . . , f s is the canonical basis of C s . The above proposition suggests to consider the homogeneous case and the cases when C is an element of the above basis of M r,s (C).
In what follows we study the equation (3.2) . This equation written in components of X is given by
where x 0j = x i0 = 0.
The homogeneous case
In this case we have C = O r,s and the equation (3.2) becomes
A solution X of (3.4) has the components:
where p 1 , . . . , p min{r,s} are complex parameters. We can write, see (A.3) and (A.4), (ii) First we suppose that r ≤ s. We choose i = 1 in (3.3) and obtain that x 11 = · · · = x 1,s−1 = 0. By mathematical induction x i,j = 0 for i + j ≤ s. For an index i we set x is = p i . By induction we obtain that x i+j,s−j = (−1) j p i for j ∈ {1, . . . , r − i}. All these matrices are solutions for (3.4). We observe that the set of solutions is a vectorial space with the dimension r = min{r, s}.
For the case r > s we can consider the equivalent problem
and using the above results we find the announced results. 
where p 1 , . . . , p r are complex parameters. The matrix X is invertible if and only if p 1 = 0.
Proof. We observe that det(X) = p r 1 and we obtain the announced result.
if r ∈ 2N and X = Proof. We present the proof for the last affirmation. For r = 1 it easy to see that we have a positive definite matrix in
has the component x 11 = 0. We have e H 1 Xe 1 = x 11 = 0, which implies that X is not positive definite. 
. We obtain that λ + λ = 0. By using the form of the solutions we deduce that r = 1. We observe that J 2 (ai), a ∈ R, is a Hamiltonian matrix.
I We use the floor function [ · ].
The non-homogeneous case with ν = 0
Theorem 3.8. If ν = 0 and C ∈ M r×s (C), then the matrix equation (3.2) has a unique solution.
Proof. The unicity is proved by mathematical induction.
(a) First, we consider the matrix equation (3.2) with ν = 0 and
The solution X has the component x 11 = 1 and the following recursion is verified:
where
By using the properties of the matrix
Second, we consider i = 1 and j > 1 and we write X = (Y Z) with Y ∈ M r,j−1 (C) and Z ∈ M r,s−j+1 (C). We observe that we can write
. It is equivalent with the matrix system
By using Theorem 3.2 and first step of the induction, we obtain
ν ], which implies our result.
Analogously we obtain the announced results for the remaining cases.
c ij e i ⊗f T j and we apply Proposition 3.1 and the above results. For the formula (3.7) we use (A.11).
In some important cases we have that C a Hermitian positive semidefinite matrix. There exists 
Theorem 3.9. Suppose that ν ∈ R * and C is a Hermitian positive semidefinite matrix. (i) If ν > 0 (respectively ν < 0), then the solution of (3.2) is a negative (respectively positive) semidefinite matrix.
(ii) If ν > 0 (respectively ν < 0) and c 11 = 0, then the solution is a negative (respectively positive) definite matrix. [8] we deduce that the solution is negative semidefinite.
Proof. We can write
The case ν < 0 is treated analogously.
(ii) We observe that c 11 = r i=1 |l 1q | 2 . If c 11 = 0, then it exists q * ∈ {1, . . . , r} such that l 1q * = 0. We have rank(L q * ) = r and we use Observation 7.1.8 from [8] to deduce that the matrix
q is positive definite. By using (i) and Observation 7.1.3 from [8] we deduce that the solution is positive definite. The case ν < 0 is treated analogously.
Corollary 3.10. Suppose that ν ∈ R * and C is a Hermitian positive definite matrix. If ν > 0 (respectively ν < 0), then the solution of (3.2) is a negative (respectively positive) definite matrix.
The non-homogeneous case with ν = 0
The components of a solution verify
where x 0j = x i0 = 0. 
If the above conditions are satisfied, then the components of a particular solution are:
Proof. First we suppose that the matrix equation (3.2) has solutions. We write the equation (3.10) for i = j = 1 and we obtain c 11 = 0. For i ≥ 3 we have
and we obtain the last equalities. By calculus it is verified that the matrix X from the statement of the Theorem is a particular solution of (3.10).
By using the Theorem 3.2, the dimension of L r,s (0, 0, O r,s ) is min{r, s}, which proves that the equalities from hypothesis are sufficient conditions for the existence of solutions for (3.2).
Theorem 3.12. Suppose that C is a Hermitian matrix, r = s ≥ 2 and ν = 0. The matrix equation (3.2) has a Hermitian solution if and only if we have the equalities:
If the above conditions are satisfied, then a particular Hermitian solution of
where X is the particular solution presented in Theorem 3.11.
Proof. By using Proposition 2.2 we have that L H Jr (0),C = ∅ if and only if L Jr(0),C = ∅. We rewrite the conditions of the Theorem 3.11.
For i = 2α + 1 ∈ 2N + 1 we obtain
and for i = 2α ∈ 2N we have If the above conditions are satisfied, then a particular real symmetric solution of
, where X is the particular solution presented in Theorem 3.11.
Proof. The first conditions of the above theorem are easily verified. We observe that the particular solution X from Theorem 3.11 is a real matrix.
To write a general solution we use Theorem 3.2 and Theorem 3.11. For a general Hermitian solution we use Proposition 2.2, Corollary 3.4, and Theorem 3.12. For a general real symmetric solution we use Proposition 2.3, Corollary 3.5, and Theorem 3.13. 
If C is a Hermitian matrix, then the necessary and sufficient conditions for compatibility are c 11 = 0, Im(c 12 ) = 0, and 2Re(c 13 ) − c 22 = 0. The Hermitian particular and general solutions are
If C is a real symmetric matrix, then the necessary and sufficient conditions for compatibility are c 11 = 0, 2c 13 − c 22 = 0. The general real symmetric solution is
Lyapunov matrix equation with Jordan matrix
We suppose that the matrix A ∈ M r (C) is a Jordan matrix; i.e.
with k ∈ N * , λ 1 , . . . , λ k ∈ C, for all α ∈ {1, . . . , k} the matrix J rα (λ α ) ∈ M rα (C) is a Jordan block matrix, and
Remark 4.1. If k = r we have r 1 = r 2 = · · · = r n = 1 and A is a diagonal matrix.
To describe the Lyapunov matrix equation for this case we denote X = (X αβ ) α,β∈{1,...,k} and C = (C αβ ) α,β∈{1,...,k} with X αβ , C αβ ∈ M rα,r β (C) for all α, β ∈ {1, . . . , k}.
The Lyapunov matrix equation (1.1) is reduced to the system
We have k 2 Sylvester-Lyapunov matrix equations with Jordan block matrices. We make the notation:
The homogeneous case
In this section we suppose that C = O r . The system (4.2) becomes
It is easy to obtain the following result.
For solving the system (4.3) we solve
homogeneous matrix equations with Jordan block matrices; more precisely the equations (α, β) with α ≤ β.
By using the results of Section 3 we have the following theorems.
Theorem 4.2. Let A be a Jordan matrix of the form (4.1). Proof. Suppose that A has the form (4.1) and all the eigenvalues of A are purely imaginary and semisimple, then k = r and r 1 = · · · = r k = 1. I r is a Hermitian positive definite solution of (1.2).
Suppose that the homogeneous Lyapunov matrix equation (1.2) has a Hermitian positive definite solution X. Let i ∈ {1, . . . , k}, then X ii is a Hermitian positive definite matrix which is the solution of the homogeneous Lyapunov matrix equation
By using Theorem 3.2 and Corollary 3.4 we obtain that r i = 1 and λ i + λ i = 0, which implies the announced result.
Theorem 4.5 (Real symmetric solutions). Let A be a real matrix of the form (4.1).
(
Example 4.1. If A is a diagonal matrix and
Example 4.2. We consider the homogeneous Lyapunov matrix equation (1.2) with Jordan matrix
. In this case we have n = 4, k = 3, λ 1 = λ 2 = 0, λ 3 = 2, r 1 = 1, r 2 = 2, r 3 = 1, and K A = {(1, 1), (1, 2), (2, 1), (2, 2)}. We make the notation X = (X ij ) i,j∈{1,2,3} , where X 11 , X 13 , X 3,1 , X 3,3 ∈ M 1,1 (C), X 1,2 , X 3,2 ∈ M 1,2 (C), X 2,1 , X 2,3 ∈ M 2,1 (C), and X 2,2 ∈ M 2,2 (C). The system (4.3) becomes
By using the results of the above section we have: X 11 = (x), with x ∈ C, X 12 = 0 y , with y ∈ C,
II e 1 , . . . , er is the canonical base. We have the following description of a general Hermitian solution:
A general real symmetric solution has the form:
In what follows we study the invertible solutions.
is an invertible solution of the homogeneous Lyapunov matrix equation (1.2).
Proof. It is easy to observe that X is a solution of (1.2). We have the equality det X = k i=1 det X i which implies the fact that X is an invertible matrix. Proof. We observe that the matrix
is an invertible solution, where the matrix Y
[riri] is defined in Section A.
Lemma 4.8. Let λ, µ ∈ C with λ = µ and λ + µ = 0, r 1 , . . . , r k ∈ N * , r := Proof. We denote X = X 11 X 12 X 21 X 22 ; it follows that (1.2) is equivalent with the system
We observe that the first matrix equation is equivalent with A H (λ + λ)X 11 + X 11 A(0) = O r . Because λ + λ = 0 we deduce that X 11 = O r . Analogously it can be proved that X 22 = O r .
The second matrix equation is equivalent with A H (0)X 12 + X 12 A(0) = O r . By using Lemma 4.7 we have that a solution is
Theorem 4.9. Suppose that A is a Jordan matrix of the form (4.1). The necessary and sufficient condition for the homogeneous Lyapunov matrix equation (1.2) to have an invertible solution is that for all α ∈ {1, . . . , k} we have −λ α ∈ {λ 1 , . . . , λ k } and w(A, λ α ) = w(A, −λ α ).
III
Proof. If the homogeneous Lyapunov matrix equation (1.2) has an invertible solution, then the matrices A H and −A are similar. We deduce that ∀α ∈ {1, . . . , k} ⇒ −λ α ∈ {λ 1 , . . . , λ k } and ∀α ∈ {1, . . . , k} we have w(A H , λ α ) = w(−A, −λ α ) which implies w(A, λ α ) = w(A, −λ α ). The reverse problem. We denote µ 1 , . . . , µ q (q ≤ k) the distinct elements of the set {λ 1 , . . . , λ k } such that: µ γ + µ γ = 0 for γ ∈ {1, . . . , 2p}, µ γ + µ γ = 0 for γ ∈ {2p + 1, . . . , q}, µ 2γ = −µ 2γ−1 for γ ∈ {1, . . . , p}. We construct the matrix B := B(µ 1 ) ⊕ B(µ 2 ) ⊕ · · · ⊕ B(µ q ), where B(µ i ) contains all the Jordan blocks of A with µ i on the diagonal; more precisely we have B(
(µ i ). By hypotheses for i ∈ {1, . . . , p} we have
w1(A,µ2i) . For i ∈ {1, . . . , p} we note B(µ 2i−1 , µ 2i ) = B(µ 2i−1 ) ⊕ B(µ 2i ) and we can write
By using Lemma 3.1.18 from [8] we deduce that A and B are similar matrices; B = P −1 AP . We consider the homogeneous Lyapunov matrix equation
By using Lemma 4.6, Lemma 4.7, and Lemma 4. (ii) If A is a nilpotent Jordan matrix, then the homogeneous Lyapunov matrix equation (1.2) has an invertible solution. If
The non-homogeneous case
If K A = ∅, then the compatibility conditions are c αβ = 0 for all (α, β) ∈ K. We have
III w is the Weyr characteristic, see Section A. 
If C is a Hermitian matrix, then a Hermitian solution has the form
If C is a real symmetric matrix, then a real symmetric solution has the form
5 Lyapunov matrix equation. General case.
For an arbitrary matrix A we can use the results presented in the previous sections when we can find the eigenvalues of the matrix A. In this case we can construct the Jordan matrix J A which is similar to the matrix A and we find some theoretical results. To find the solutions of the Lyapunov matrix equation in the general case we need to know the invertible matrix P A which appears in the condition for similarity of the matrices A and J A . We consider the Lyapunov matrix equation (1.1) and we denote by J A ∈ M r (C) a Jordan matrix such that A and J A are similar matrices. The invertible matrix P A ∈ M r (C) verifies the equality
A AP A . For a real matrix A with all the eigenvalues being real numbers we choose P A to be a real matrix. We have
is a Jordan block matrix, and k α=1 r α = r. We denote by
We construct the Lyapunov matrix equation with Jordan matrix 
The homogeneous case
In this case we have C = O r and consequently we obtain D = O r . The Lyapunov matrix equation with Jordan matrix (5.1) becomes J
The following proposition is obtained by direct computations. (
(iv) If A is a real matrix, Spec(A) ⊂ R, and
Proof. By using the rank-nullity theorem we have that
The homogeneous Lyapunov matrix equation (1.2) is equivalent with the linear system of equations
By using the above theorem we obtain the announced result. If 
The Jordan matrix is
J A = J 1 (0) ⊕ J 2 (0) ⊕ J 1 (2), K A = {(1, 1), (1, 2),(X =     x + y + z + u t −x − z 0 −t 0 0 0 −x − y 0 x 0 1 0 0 0     , x, y, z, t, u ∈ C.
The non-homogeneous case
We write i−j,j = 0, ∀i ∈ {2, . . . , min{r α , r β } + 1}.
Example 5.3. If A is a diagonalizable matrix, then J A = diag(λ 1 , . . . , λ r ). The compatibility conditions become
The matrix A is diagonalizable if it is similar to a diagonal matrix. A matrix that is not diagonalizable is said to be defective.
For a matrix A ∈ M r (C), we denote by Spec(A) the set of the eigenvalues of A. The algebraic multiplicity m(A, λ) of the eigenvalue λ is its multiplicity as a root of the characteristic polynomial. We denote by r(A, λ) the index of λ ∈ Spec(A) and it is the smallest positive integer k such that rank(A − λI r ) k = rank(A − λI r ) k+1 . It is the size of the largest Jordan block of A with eigenvalue λ. For λ ∈ Spec(A) we denote by, see [8] ,
The number w 1 (A, λ) is the number of Jordan blocks of A of all sizes that have eigenvalue λ (which is the geometric multiplicity of λ). The number w k (A, λ) − w k+1 (A, λ) is the number of blocks with eigenvalues λ that have size exactly k. The Weyr characteristic of A associated with the eigenvalue λ is w(A, λ) = w 1 (A, λ) , . . . , w r(A,λ) (A, λ) T ∈ N r(A,λ) . The matrices A, B ∈ M r (C) are similar if and only if they have the same distinct eigenvalues, and the same Weyr characteristic associated with each eigenvalue (see Lemma 3.1.18 in [8] ).
The eigenvalue λ is semisimple if its algebraic and geometric multiplicities are equal; λ is a semisimple eigenvalue if and only if every Jordan block corresponding to λ is 1-by-1.
The matrix A is diagonalizable if and only if all the eigenvalues are semisimple (all the Jordan blocks are 1-by-1). A Jordan block matrix is a matrix J r (λ) ∈ M r (C), with r ∈ N * and λ ∈ C, of the form
The matrix J r (0) is called nilpotent Jordan block matrix. We have the following properties:
• Spec(J r (λ)) = {λ}.
• The matrix J r (λ) is invertible if and only if λ = 0.
• We have the equality:
• m(J r (λ), λ) = r(J r (λ), λ) = r and w(J r (λ)) = (1, 1, . . . , 1) T ∈ N r . • J r (0) is a nilpotent matrix with the index of nilpotence equal with r; we can write J r r (0) = O r .
• The components of
• The matrix J s (0) is known as the upper shift matrix of order s. If M ∈ M r×s (C), then in the matrix M J s (0) the first column has zeros and the k-th column coincide with the (k − 1)-th column of M . If j ∈ {1, . . . , s − 1}, then the matrix M (J s (0)) j has the columns 1, . . . , j with zeros, the j + 1-th column coincide with the first column of M and so on, the last column coincide with the (s − j)-th column of M .
• The matrix J i M has the rows 1, . . . , i with zeros, the (i + 1)-th row coincide with the first row of M and so on, the last row coincide with the (r − i)-th row of M .
• For λ = 0 we have J r (λ)
. . . A matrix A ∈ M r (C) is a Jordan matrix if it has the form
with k ∈ N * , k i=1 r i = n, λ 1 , . . . , λ k ∈ C, and for all i ∈ {1, . . . , k} the matrix J ri (λ i ) ∈ M ri (C) is a Jordan block matrix.
If λ 1 = λ 2 = · · · = λ k = 0, then A is a nilpotent Jordan matrix. The Jordan matrix A has the following properties:
• Spec(A) = {λ 1 , . . . , λ k }.
• det A = Theorem A.1. [Jordan canonical form theorem (see [8] )] Let A ∈ M r (C). There is a nonsingular matrix P ∈ M r (C), natural numbers r 1 , . . . , r k with k i=1 r i = r, and scalars λ 1 , . . . , λ k ∈ C such that A = P ·J r1 (λ 1 )⊕J r2 (λ 2 )⊕· · ·⊕J r k (λ k )·P −1 . The Jordan matrix J A = J r1 (λ 1 )⊕J r2 (λ 2 )⊕· · ·⊕J r k (λ k ) is uniquely determined by A up to a permutation of Jordan block matrices J r1 (λ 1 ), ..., J r k (λ k ).
If A is a real matrix and has only real eigenvalues, then P can be chosen to be real.
If r, s ∈ N * and t ∈ {1, . . . , min{r, s}} we introduce the matrices Y 
