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Re´sume´ – Dans cet article, nous nous inte´ressons aux proprie´te´s d’un bruit additif apre`s une analyse en ondelettes M -bandes en arbre dual. Cette
de´composition nous permet d’exprimer les liens re´gissant les coefficients du bruit dans les arbres primal et dual. La connaissance des proprie´te´s
statistiques du bruit s’ave`re en particulier utile a` la conception de me´thodes efficaces de de´bruitage spe´cifiques aux analyses en arbre dual. Notre
contribution re´side principalement dans le calcul des fonctions d’intercorre´lation relatives a` cette analyse pour diffe´rents types d’ondelettes M -
bandes. Nous montrons en particulier que les paires de coefficients issus d’un bruit blanc, regarde´es point a` point dans les de´compositions primale
et duale, sont de´corre´le´es. Il existe cependant une corre´lation significative dans un proche voisinage spatial de´pendant du choix des ondelettes
M -bandes.
Abstract – In this work, we study the properties of an additive noise undergoing a dual-tree M -band wavelet analysis. We express the relation-
ships governing noise coefficients both in the primal and the dual tree. The knowlegde of the noise statistical properties is particularly useful for
the design of efficient denoising methods in the framework of a dual-tree wavelet analysis. Our main contribution consists in the computation
of the resulting cross-correlation functions for several M -band wavelet families. More specifically, we show that pairwise coefficients, from the
primal and the dual-tree resulting from a white noise decomposition, are uncorrelated. Yet, there exists a significant local correlation, whose
extent depends on the choice of the wavelet pair.
1 Introduction
La de´composition sur une base d’ondelettes discre`tes est une
me´thode standard d’analyse et de de´bruitage d’image [1]. Ce-
pendant, les effets de non-invariance par translation (en anglais
shift-variance) des coefficients, dus aux ope´rateurs de sous-
e´chantillonnage, conduisent bien souvent a` pre´fe´rer des de´com-
positions non-de´cime´es, formant des trames tre`s redondantes.
Ces dernie`res ame´liorent notablement les performances de de´-
bruitage, mais restent couˆteuses et surtout ne re´pondent pas
toujours bien aux besoins d’analyse directionnelle des images.
Une analyse en ondelettes en arbre dual correspond a` une
de´composition des signaux sur une trame de redondance 2. Elle
offre un excellent compromis entre le couˆt de calcul, une quasi-
invariance par translation, une bonne robustesse aux bruits et la
possibilite´ d’analyser des images dans plusieurs directions.
Elle repose sur le traitement des signaux par deux bancs de
filtres hie´rarchiques classiques, ope´rant en paralle`le. Le second
banc de filtres est appele´ ’dual’ du premier, dit ’primal’. Il est
choisi de telle sorte que les ondelettes ge´ne´re´es par les bancs
primal et dual forment des paires de Hilbert. Le gain obtenu
par l’usage de paire de Hilbert a e´te´ reconnu depuis [2].
La construction d’analyses en arbre dual a e´te´ initialement
de´veloppe´e par N. Kingbsbury [3] puis formalise´e par I. Se-
lesnick [4], dans le cas particulier des ondelettes dyadiques.
Nous avons re´cemment ge´ne´ralise´ [5, 6] cette notion d’ana-
lyse en paires de Hilbert pour les ondelettes M -bandes, avec
M > 2. Ces travaux ont pre´cise´ l’expression des retards induits
dans le banc dual, le pre´filtrage requis sur les signaux discrets
avant chaque de´composition, ainsi qu’une expression optimale
de la reconstruction [6]. Les de´compositions M -bandes ainsi
obtenues, pour M > 2, permettent des de´compositions plus
pre´cises en fre´quence que dans le cas dyadique, ainsi qu’une
meilleure se´lectivite´ directionnelle. La liberte´ de choix accrue
dans les filtres M -bandes permet enfin d’utiliser des ondelettes
a` la fois syme´triques et orthogonales.
Dans cet article, nous e´tudions les proprie´te´s d’un bruit addi-
tif apre`s une de´composition par un arbre dual M -bandes. Nous
rappelons tout d’abord les proprie´te´s d’une telle analyse. Le
de´bruitage par seuillage peut eˆtre ensuite applique´ de fac¸on
inde´pendante sur les deux arbres, ou en appariant les coeffi-
cients analogues sous forme de nombre complexe. Cependant,
afin de mieux comprendre le comportement d’un bruit station-
naire apre`s de´composition, nous calculons les diffe´rentes inter-
corre´lations en une et deux dimensions. Nous produisons des
expressions explicites pour quelques familles d’ondelettes M -
bandes, ainsi que les re´sultats nume´riques correspondants.
Nous retrouvons le re´sultat selon lequel les paires de co-
efficients primal et dual d’un bruit blanc sont a` composantes
de´corre´le´es, mais montrons qu’il existe entre elles une cor-
re´lation a` court terme dont l’e´tendue de´pend des ondelettes
conside´re´es.
2 Analyse en ondelettes M-bandes en ar-
bre dual
Une de´composition en ondelettes en arbre dual est baˆtie a`
partir d’une base d’ondelettes associe´e a` une analyse multire´-
solution de L2(R). Dans le cas M -bandes, on dispose ainsi
d’une fonction ψ0 et de M − 1 ∈ N∗ ondelettes me`res ψm
ou` m ∈ {1, . . . ,M − 1}, servant a` re´aliser l’analyse mul-
tire´solution classique. Ces fonctions que nous supposerons a`
valeurs re´elles permettent de mettre en œuvre la de´composition
multi-e´chelles en “arbre primal”. L’analyse duale se de´duit a`
partir d’une fonction d’e´chelle ψH0 et deM−1 ondelettes me`res
ψHm, m ∈ {1, . . . ,M−1}. Les ondelettes me`res duales sont ob-
tenues par transforme´e de Hilbert des ondelettes “originales”,
ce qui s’exprime, dans le domaine de Fourier, par :
∀m ∈ {1, . . . ,M − 1}, ψ̂Hm(ω) = −ı sign(ω)ψ̂m(ω),
(1)
ou` sign est la fonction signe et ŝ de´signe la transforme´e de Fou-
rier d’une fonction s. La combinaison de la base primale et de
la base duale conduit a` une trame d’ondelettes pre´sentant de
nombreux avantages en termes d’analyse de signaux et images.
Dans nos travaux ante´rieurs [6], nous avons e´tudie´ la construc-
tion des ondelettes duales, dans le cas orthogonal, et nous avons
montre´ que la fonction d’e´chelle duale est lie´e a` la fonction
d’e´chelle primale ψ0 par la relation suivante :
∀k ∈ N, ∀ω ∈ [2kπ, 2(k + 1)π[,
ψ̂H0 (ω) = (−1)ke−ı(d+
1
2
)ω ψ̂0(ω) (2)
ou` d est un retard pouvant eˆtre choisi arbitrairement dans Z.
L’extension au cas 2D de ces de´compositions peut s’effectuer
de la meˆme fac¸on que pour les bases d’ondelettes classiques,
par simple produit tensoriel.
3 ´Etude statistique du bruit
Dans cette partie, on conside`re tout d’abord l’analyse d’un
bruit b monodimensionnel suppose´ re´el stationnaire et centre´,
de fonction d’autocovariance γb, puis on e´tend cette e´tude au
cas bidimensionnel.
3.1 Calcul des fonctions d’intercorre´lation dans
le cas 1D
On note (bj,m[k])k les coefficients re´sultant d’une de´com-
position en ondelettes 1D M -bandes du bruit, dans une sous-
bande donne´e (j,m) ou` j ∈ Z et m ∈ {0, . . . ,M − 1}. Les
coefficients d’ondelettes issus de la de´composition duale sont
note´s (bHj,m[k])k . On montre que, pour tout (k, k′) ∈ Z2,
E{bj,m[k]bHj,m[k′]} =∫
∞
−∞
γb(x)γψm,ψHm
( x
M j
+ k′ − k
)
dx (3)
ou` les intercorre´lations de´terministes des ondelettes sont de´finies
par
∀τ ∈ R, γψm,ψHm(τ) =
∫
∞
−∞
ψm(x)ψ
H
m(x− τ) dx. (4)
Une expression similaire existe pour
E{bj,m[k]bj,m[k′]} = E{bHj,m[k]bHj,m[k′]} (5)
en remplac¸ant γψm,ψHm par l’autocorre´lation γψm de la fonction
ψm.
Dans la suite, nous nous inte´ressons au cas d’un bruit blanc :
γb(x) = σ
2 δ(x), δ de´signant la distribution de Dirac. Si les
bases d’ondelettes employe´es sont orthonormales, les suites de
coefficients (bj,m[k])k (resp. (bHj,m[k])k) sont blanches, centre´es,
de variance σ2 et l’on peut facilement de´duire que
E{bj,m[k]bHj,m[k′]} = σ2γψm,ψHm(k′ − k) . (6)
La de´termination de l’intercovariance ne´cessite le calcul de la
fonction γψm,ψHm . Deux situations doivent eˆtre distingue´es sui-
vant que m 6= 0 ou m = 0.
– Pour tout m 6= 0, la densite´ interspectrale d’e´nergie de
ψm et ψHm est e´gale a`
γ̂ψm,ψHm(ω) = ı sign(ω)|ψ̂m(ω)|2 (7)
ce qui conduit a` :
γψm,ψHm(τ) =
ı
2π
∫
∞
−∞
sign(ω) |ψ̂m(ω)|2 exp(ıωτ)dω
=− 1
π
∫
∞
0
|ψ̂m(ω)|2 sin(ωτ) dω. (8)
En particulier, on peut remarquer que, pour m 6= 0,
E{bj,m[k]bHj,m[k]} = σ2γψm,ψHm(0) = 0. (9)
On arrive a` la conclusion que, pour m 6= 0, le vecteur
(bj,m[k] b
H
j,m[k])
T a des composantes de´corre´le´es, de meˆ-
me variance.
– Pour m = 0, apre`s quelques calculs, on arrive a` l’expres-
sion de l’intercorre´lation suivante :
γψ0,ψH0 (τ) =
1
π
∞∑
k=0
(−1)k
∫ 2(k+1)π
2kπ
|ψ̂0(ω)|2 cos
(
ω (
1
2
+τ+d)
)
dω.
(10)
Notons que les fonctions d’intercorre´lation obtenues posse`-
dent des proprie´te´s de syme´trie inte´ressantes. En effet, pour
tout m 6= 0, γψm,ψHm est une fonction impaire. De plus, γψ0,ψH0 ,
vue comme une fonction de τ + d, est syme´trique par rapport a`
−1/2.
3.2 Calcul des fonctions d’intercorre´lation dans
le cas 2D
On conside`re ici l’analyse d’un bruit b bidimensionnel, tou-
jours suppose´ re´el stationnaire et centre´, de fonction de cova-
riance γb. De tels bruits apparaissent couramment dans les pro-
ble`mes de de´bruitage d’images.
Nous allons proce´der de fac¸on similaire a` la de´marche suivie
dans le paragraphe pre´ce´dent. On note (bj,m,m′ [k, l])k,l les co-
efficients re´sultant d’une de´composition en ondelettes 2D M -
bandes du bruit, dans une sous-bande donne´e (j,m,m′). Les
coefficients d’ondelettes issus de la de´composition duale sont
note´s (bHj,m,m′ [k, l])k,l. On montre de la meˆme fac¸on que pour
(3) que, pour tout (k, l, k′, l′) ∈ Z4,
E{bj,m,m′[k, l]bHj,m,m′[k′, l′]} =∫
∞
−∞
∫
∞
−∞
γb(x, y)γψm,ψHm
( x
M j
+ k′ − k
)
γψm′ ,ψHm′
( y
M j
+ l′ − l
)
dxdy. (11)
Dans le cas d’un bruit blanc bidimensionnel pour lequel
γb(x, y) = σ
2 δ(x)δ(y), les coefficients (bj,m,m′ [k, l])k,l (resp.
(bHj,m,m′ [k, l])k,l) sont blancs, centre´s, de variance σ2. Par ail-
leurs, en utilisant l’expression ci-dessus, on peut facilement
de´duire que
E{bj,m,m′[k, l]bHj,m,m′[k′, l′]} =
σ2γψm,ψHm(k
′ − k)γψm′ ,ψHm′ (l
′ − l) . (12)
Dans le cas particulier ou` k = k′ et l = l′, on arrive a` la
conclusion que, pour m 6= 0 ou m′ 6= 0, le vecteur
(bj,m,m′ [k, l] b
H
j,m,m′ [k, l])
T a des composantes de´core´le´es.
De fac¸on a` pouvoir e´valuer l’impact du choix de l’ondelette,
nous allons maintenant pre´ciser les expressions de ces inter-
corre´lations pour diffe´rentes familles d’ondelettes, dans le cas
de la de´composition d’un bruit blanc.
4 Exemples de familles d’ondelettes
4.1 Ondelettes de Shannon M-bandes
Les ondelettes de Shannon M -bandes correspondent a` une
analyse ide´alement se´lective en fre´quence. On a alors, pour tout
m ∈ {0, . . . ,M − 1},
ψ̂m(ω) = 1]−(m+1)π,−mπ]∪[mπ,(m+1)π[(ω) (13)
ou` 1S de´signe la fonction caracte´ristique de l’ensemble S ⊂ R.
En se restreignant au cas d’inte´reˆt ou` q ∈ Z, on obtient a` l’aide
de (8) et (10) :
γψ0,ψH0 (q) =
(−1)(d+q)
π(d + q + 12 )
∀m 6= 0, γψm,ψHm(q) =
{
(−1)(m+1)q 1−(−1)q
πq
si q 6= 0
0 si q = 0.
(14)
On remarque que, quand q est pair, γψm,ψHm(q) = 0, pour m 6=
0.
4.2 Ondelettes de Meyer
Ces ondelettes [7] restent a` bande limite´e mais en ayant des
bandes de transition plus douces. On a alors
ψ̂0(ω) =

1 si 0 ≤ |ω| ≤ π(1 − ǫ)
γ
( |ω|
2πǫ
− 1− ǫ
2ǫ
)
si π(1− ǫ) ≤ |ω| ≤ π(1 + ǫ)
0 si |ω| ≥ π(1 + ǫ)
(15)
ou` 0 < ǫ ≤ 1/3 et ∀ θ ∈ [0, 1], γ(θ) = cos(π2 ν(θ)) avec ν :
[0, 1] → [0, 1] telle que ν(0) = 0 et ∀ θ ∈ [0, 1], ν(1 − θ) =
1 − ν(θ). Un choix usuel pour la fonction ν est : ∀ θ ∈ [0, 1],
ν(θ) = θ4(35− 84 θ + 70 θ2 − 20 θ3).
En se limitant au cas dyadique, a` partir de l’e´quation a` 2
e´chelles
√
2ψ̂1(2ω) = H1(ω) ψ̂0(ω) ou` H1(ω) est le filtre
passe-haut de l’analyse multire´solution [1], on peut de´duire
l’expression de ψ̂1.
Apre`s quelques calculs, on aboutit a` : ∀ q ∈ Z,
γψ0,ψH0 (q) =
(−1)d+q cos (πǫ(d + q + 12 ))
π(d + q + 12 )
+ 2(−1)d+qǫ
∫ 1
0
γ2(θ) sin
(
πǫ(1− 2θ)(d + q + 1
2
)
)
dθ
(16)
γψ1,ψH1 (q) =
cos(2πǫq)− (−1)q cos(πǫq)
πq
+ 2(−1)q+1ǫ
∫ 1
0
γ2(θ) sin(πǫ(1 − 2θ)q) dθ
+ 4ǫ
∫ 1
0
γ2(θ) sin(2πǫ(1− 2θ)q)dθ.
(17)
On observe que ces deux quantite´s convergent simplement vers
les expressions donne´es par l’e´quation (14) pour m ∈ {0, 1},
quand ǫ→ 0.
4.3 Familles d’ondelettes issues de paquets d’on-
delettes
4.3.1 Forme ge´ne´rale
On peut ge´ne´rer des familles d’ondelettes M -bandes a` par-
tir de de´composition en paquets d’ondelettes dyadiques cor-
respondant a` des analyses en sous-bandes e´gales. On est alors
limite´ a` des facteurs M en puissance de 2. Dans ce cas, les
fonctions de base sont de´finies par les relations suivantes :
2|ψ̂2m(2ω)|2 = |H0(ω)|2|ψˆm(ω)|2
et 2|ψ̂2m+1(2ω)|2 = |H1(ω)|2|ψˆm(ω)|2
(18)
ou` H0 et H1 sont les filtres passe-bas et passe-haut de l’analyse
multire´solution dyadique. On en de´duit que, pour tout m ∈ N,
−πγψ2m+1,ψH2m+1(q) =
γh1 [0]
∫
∞
0
|ψ̂m(ω)|2 sin(2ωq)dω
+
∞∑
k=1
γh1 [k]
( ∫ ∞
0
|ψ̂m(ω)|2 sin((2q − k)ω)dω
+
∫
∞
0
|ψ̂m(ω)|2 sin((2q + k)ω)dω
)
(19)
ou`, pour tout ℓ ∈ {0, 1}, (γhℓ [k])k∈Z est l’autocorre´lation de la
re´ponse impulsionnelle du filtre de re´ponse fre´quentielle Hℓ :
∀k ∈ Z, γhℓ [k] =
∑
p
hℓ[p]hℓ[p− k]. (20)
Dans le cas ou` m 6= 0, e´tant donne´e la de´finition (8), on peut
re´e´crire l’expression (19) comme :
γψ2m+1,ψH2m+1(q) =
∞∑
k=−∞
γh1 [k]γψm,ψHm(2q − k). (21)
TAB. 1 – Calcul des intercorre´lations dans le cas 2-bandes (d = 0).
γψ0,ψH0
γψ1,ψH1
Ondelettes \ q 0 1 2 3 1 2 3
Shannon 0.63662 -0.21221 0.12732 −9.0946 × 10−2 0.63662 0 0.21221
Meyer ǫ = 1/10 0.63622 -0.21100 0.12532 −8.8166 × 10−2 0.63260 −4.7224 × 10−3 0.20054
Meyer ǫ = 1/6 0.63550 -0.20887 0.12184 −8.3418 × 10−2 0.62555 −1.2581 × 10−2 0.18177
Meyer ǫ = 1/3 0.63216 -0.19916 0.10668 −6.4166 × 10−2 0.59378 −4.1412 × 10−2 0.11930
Haar 0.51288 −1.1338 × 10−2 −1.0855 × 10−3 −2.6379 × 10−4 0.10816 5.6994 × 10−3 1.5610 × 10−3
TAB. 2 – Calcul des intercorre´lations : extension au M -bandes (d = 0).
γψ2,ψH2
γψ3,ψH3
Ondelettes \ q 1 2 3 1 2 3
Shannon 4-bandes -0.63662 0 -0.21221 0.63662 0 0.21221
Hadamard 4-bandes 6.0560 × 10−2 1.5848 × 10−3 4.0782 × 10−4 −4.9162 × 10−2 −3.0109 × 10−4 −3.4205 × 10−5
De fac¸on similaire, on a, pour tout m 6= 0,
γψ2m,ψH2m(q) =
∞∑
k=−∞
γh0 [k]γψm,ψHm(2q − k). (22)
Les deux dernie`res relations fournissent des e´quations re´cur-
sives pour le calcul des intercorre´lations du bruit, connaissant
γψ1,ψH1 .
4.3.2 Un cas particulier : Walsh-Hadamard
A l’oppose´ des ondelettes de Shannon, ces ondelettes mettent
l’accent sur la localisation spatiale. On a alors
ψ̂0(ω) = sinc(
ω
2
) e−ı
w
2 (23)
ψ̂1(ω) = ı sinc(
ω
4
) sin(
ω
4
) e−ı
w
2 . (24)
Apre`s des calculs un peu laborieux [8], on obtient pour tout
q ∈ N (en adoptant la convention que 0 ln(0) = 0) :
πγψ1,ψH1 (q) = 6 q ln(q) + (1+q) ln(1+q)− (1−q) ln |1−q|
− 4 (1
2
+ q) ln(
1
2
+ q) + 4 (
1
2
− q) ln |1
2
− q|. (25)
On note que γψ1,ψH1 (q) ∼ 1/(8πq3) quand q → ∞, ce qui
repre´sente une de´croissance asymptotique plus rapide que celle
des ondelettes de Shannon (14).
Par ailleurs, on a
πγψ0,ψH0 (q) =
∞∑
k=0
(−1)k
(1
2
Sk(3+2d+2q)−Sk(1+2d+2q)
+
1
2
Sk(−1 + 2d + 2q)
)
(26)
ou`, pour tout k ∈ N et pour tout x ∈ R,
Sk(x) = x
∫ (k+1)πx
kπx
sin(u)
u
du. (27)
Le cas M = 2 correspond aux ondelettes de Haar. Pour M =
2p avec p > 1, les intercorre´lations γψm,ψHm , m ∈ {2, . . . , 2p−
1} peuvent eˆtre obtenues de manie`re re´cursive, a` l’aide des
e´quations (21) and (22). Dans le cas simple des ondelettes de
Walsh-Hadamard, on a donc, pour tout m 6= 0,
γψ2m+1,ψH2m+1(q) = γψm,ψHm(2q)
− 1
2
(
γψm,ψHm(2q + 1) + γψm,ψHm(2q − 1)
)
(28)
γψ2m,ψH2m(q) = γψm,ψHm(2q)
+
1
2
(
γψm,ψHm(2q + 1) + γψm,ψHm(2q − 1)
)
. (29)
5 Application nume´rique
Le tableau 1 ci-dessus montre que les intercovariances entre
les coefficients du bruit de l’analyse en arbre dual peuvent pren-
dre des valeurs significatives. On observe e´galement que le
choix de l’ondelette a une influence importante sur l’ampleur
de ces corre´lations. En effet, si les ondelettes de Meyer con-
duisent a` des re´sultats proches de celle de Shannon, les corre´-
lations sont moins fortes pour l’ondelette de Haar.
Dans le cas M -bandes, comme le montre le tableau 2, les va-
leurs des intercovariances dans le cas de Shannon restent signi-
ficatives alors que dans le cas de Hadamard, elles deviennent
rapidement proches de 0.
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