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Abstract
A state sum model based on the group SU(1, 1) is defined. Investigations of its ge-
ometry and asymptotics suggest it is a good candidate for modelling 2+1 Lorentzian
quantum gravity.
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Chapter 1
Introduction
The purpose of this work is to propose a state sum model, derived from the group
SU(1, 1), as a candidate for 2 + 1 Lorentzian quantum gravity.
Topological quantum field theories[1] have been thought for some time to provide a
reasonable mathematical framework for investigating models which might provide
good candidates for quantum gravity[2]. In essence their formulation naturally al-
lows relations between algebraic and geometric manifestations of objects; the idea is
that this blending of algebra and geometry should be a natural framework in which
to interpolate between the discrete algebraic world of quantum mechanics and the
smooth geometric world of general relativity. The general notion of a topological
quantum field theory and the state sum model is discussed in section 2.1.
Since this framework is very general the real interest in topological quantum field
theories comes from the formulation of examples, their properties and geometry.
In terms of examples perhaps the most important is the Ponzano-Regge model[3],
which predates the formal notion of a topological quantum field theory by around
twenty years. This model is discussed in section 2.2.
1
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As the state sum to be proposed is based on some crucial facts about SU(1, 1) rep-
resentation theory, the group SU(1, 1) is the subject of chapter 3. Its representation
theory, mostly due to Bargmann[4], is discussed in section 3.1. The geometry of
any state sum model is essentially based on the tensor structure of the category of
its representations. For SU(1, 1) the tensor structure of its representation series, as
defined by its Clebsch-Gordon coefficients, is discussed in section 3.2.
The essence of any three dimensional state sum with a geometric meaning is a
correspondence, given by the underlying topological quantum field theory, between
tetrahedra in the (simplicial) manifold of interest and the Racah coefficients, or 6j
symbols, defined by the representation theory. The Racah coefficients for SU(1, 1)
are thus the subject of chapter 4.
In section 4.1 a definition of the Racah coefficient for the SU(1, 1) representation
series of interest is provided and some elementary relations presented. The definition
given in section 4.1 is then shown to give a well defined function in section 4.2. In
section 4.3 some symmetries of the Racah coefficient are investigated which allow it
to be exhibited in a closed form for some of the cases of interest in section 4.4.
The definition of the proposed state sum model is given in chapter 5. In section 5.1
the relation between irreducible representations of SU(1, 1) and three dimensional
Lorentzian vectors is given. Sections 5.2 and 5.3 are devoted to the statement of the
proposed state sum and a discussion of its topological invariance.
The most important part of any proposed model for quantum gravity is being able
to make contact with existing theories in some limit. Indeed the importance of the
Ponzano-Regge model stems from its ability to recover a formula that looks like a
path integral from the state sum for a given manifold in a suitable asymptotic limit.
Chapter 6 is devoted to investigating the asymptotic limit of the state sum defined
in section 5.2 in certain special cases.
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Finally our conclusions, and areas where further work is needed, are presented in
chapter 7.
Chapter 2
TQFT’s and Ponzano-Regge
In this chapter topological quantum field theories (TQFT’s) are defined in terms of
the Atiyah axioms. In section 2.1 we define the notion of a state sum model and
illustrate it with a simply finite group state sum in two dimensions. In section 2.2
the important formal1 TQFT known as the Ponzano-Regge model is introduced.
2.1 TQFTs and State Sums
The formal notion of a TQFT is due to Atiyah[1] and defines a natural way of
associating Hilbert space and manifolds. Axiomatically one has the following
Definition 2.1 (Atiyah) A TQFT of dimension d is a map, Z, that associates
to each d-dimensional closed, oriented manifold M , a Hilbert space Z (M), and to
each d + 1-dimensional oriented manifold, N , a vector Z (N) ∈ Z (∂N) where ∂N
denotes the boundary of N , such that the following axioms are satisfied
• Z is a functor from the category of d-dimenional manifolds, with morphisms
1it is formal since it is not a true TQFT; it fails to be completely topologically invariant
4
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given by cobordism, to the category of Hilbert spaces, with the morphisms being
normal maps of Hilbert spaces.
• Z is involutory where the involution in the category of manifolds is orientation
reversal and in the category of the Hilbert spaces it is duality
• Z is multiplicative in the sense that a disjoint union of manifolds is mapped
to the tensor product of the associated Hilbert spaces. That is Z (M1 ⊔M2) =
Z (M1)⊗ Z (M2)
One may consider either the category of smooth or piecewise linear manifolds. The
Hilbert space may also be weakened to a finitely generated module over some ground
ring.
There are three non-triviality axioms imposed, namely that Z (φ) = F (for φ the
empty d-manifold and F the underlying field) and Z (φ) = 1 (for φ the empty d+1-
manifold).
The third concerns the cobordism M × I with M some d-dimensional manifold
and I the unit interval. The multiplicativeness of Z implies that Z (M × I) is a
vector in the Hilbert space Z (M) ⊗ Z (M)⋆, or equivalently a morphism in the
space End (Z (M)). It is easy to see, by composing cobordisms, that Z (M × I) is
idempotent and it is normally taken to be the identity.
The theory as defined by the above axioms is a very broad one, yet already it is
possible to see certain characteristics that one would want in a theory of quantum
gravity, such as topological invariance and the correct rules for composing quantum
amplitudes[2]. However our primary concern is in a specific class of examples of
TQFT’s defined by state sums2. These define a functor from the category of piece-
2although the ones of most interest here are not true TQFT’s since they are not finite on every
manifold or completely topologically invariant
CHAPTER 2. TQFT’S AND PONZANO-REGGE 6
wise linear manifolds to the category of Hilbert spaces which is dependent simply
on some initial data such as a group, category or Hopf algebra.
Typically a state sum consists of assigning some algebraic data to simplices and then
gluing the simplices together in a consistent way to form a PL-manifold. The gluing
of the simplices translates to multiplying their partition functions, Z, together with
data labelling common lower dimensional simplices constrained to be equal. Finally
a sum is taken over all possible labellings that are consistent with some constraint
arising from higher dimensional simplices. Their main advantage over other classes
of TQFT is the reliance simply on local data and as such it should have more of a
flavour of quantum gravity (since general relativity is governed by local observers)
than a TQFT that relies on non-local data.
The simplest non-trivial example concerns a closed triangulated 2-manifold and a
finite group as the initial data. The state sum consists of assigning group elements
to the edges in the triangulation in such a way that they multiply around each
triangle to give the identity. Since the manifold is closed the state sum should yield
a number (an element of the underlying field associated to the empty boundary) and
the number is simply the number of ways this labelling may be done, divided by the
order of the finite group to the power of the number of vertices in the triangulation.
To show it is topologically invariant one needs the Pachner moves[5] in two dimen-
sions. There are only two unique moves here; the 2 to 2 move, shown in figure 2.1,
and the 3 to 1 move (or Barycentric subdivision) shown in figure 2.2. Topological
invariance is simply the fact that the above state sum is invariant under these two
moves on the triangulation.
The 2 to 2 Pachner move leaves the state sum trivially invariant since the internal
edge has its label fixed by the boundary data and this is common to both sides of
the equation in figure 2.1. The 3 to 1 move is less trivial, here on the right hand
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Figure 2.1: The 2-2 Pachner move. Two triangles sharing a common edge are
transformed into two different triangles sharing a common edge.
Figure 2.2: The 3-1 Pachner move. Three triangles, each sharing a common edge,
are transformed into one triangle by removing the internal vertex and associated
edges.
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side of figure 2.2 it is easily verified that all bar one of the internal edges are fixed
by the boundary data and this one edge has a free choice of labelling. Thus one
acquires a factor equal to the order of the group, which precisely cancels the factor
of one over the order of the group arising from the extra internal vertex as required.
With some generalisations, in three dimensions this simple example eventually ends
up covering a large class of state sum models. For instance one may generalise the
finite group to a finite3 involutory Hopf algebra and recover the state sum version
of Kuperberg’s model[6] as discussed in [7]. More interesting is using the equivalent
dual data, that is the category of representations of the group (or Hopf algebra) and
consider a Lie group rather than a finite group. This leads to the Ponzano-Regge
model which is the subject of the next section.
2.2 The Ponzano-Regge Model
The Ponzano-Regge model formulated in [3] predated the whole idea of TQFT’s and
state sums by nearly twenty years. While not a true TQFT itself it is nevertheless
interesting because of its close connection to physics.
The state sum is defined for the group SU (2), the 3 simplices (tetrahedra) in the
simplicial decomposition of the manifold have their edges labeled by the finite di-
mensional unitary representations of SU (2) (essentially non-negative half integers).
Each 3-simplex is then labeled with the relevant su2 Racah coefficient (which is
essentially a complex number determined by the six representations labeling the
3-simplex’s six edges).
To make this more precise, consider a labeled tetrahedron, as in figure 2.3 with an
arbitrary order to the vertices. To each edge there is an direction assigned which is
3here finite means that the co-integral on the Hopf algebra determines a finite sum
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e23 e03
e13
e12
e02
e01
1
0 2
3
Figure 2.3: A labeled tetrahedron. The edge ekl is determined by deleting the k-th
and l-th vertices.
induced by the ordering of the vertices. Similarly each face has a direction induced
by the ordering of its vertices. An edge or face is said to be positively oriented if
the direction induced by the tetrahedron agrees with the direction induced by the
ordering of its vertices; otherwise it is negatively oriented.
The four faces of the tetrahedron are then labeled by the tensor product of the
three representations labeling the edges. Thus the face formed by the vertices 0,
1 and 2 is labeled by the Hilbert space e23 ⊗ e03 ⊗ e⋆13 or equivalently the space of
morphisms Hom (e23 ⊗ e03, e13). This second space is parameterised by the Clebsch-
Gordon coefficients[8] for su2 which determine the decomposition of a tensor product
representation in terms of a direct sum of representations.
In the tetrahedron each edge will appear in one space of morphisms with a positive
orientation and once with a negative orientation, since two faces of the tetrahedron
are positively oriented and two are negatively oriented. Thus the positively oriented
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tetrahedron, say4, must correspond to the Hilbert space
(e23 ⊗ e03 ⊗ e⋆13)
⊗
(e13 ⊗ e01 ⊗ e⋆12)
⊗
(e03 ⊗ e01 ⊗ e⋆02)⋆
⊗
(e23 ⊗ e02 ⊗ e⋆12)⋆ (2.1)
but it is clear that this is simply the space of maps from Hom (e23 ⊗ e03, e13) ⊗
Hom (e13 ⊗ e01, e12) to Hom (e03 ⊗ e01, e02) ⊗ Hom (e23 ⊗ e02, e12) and as such it
provides a change of basis between the two possible ways of decomposing the tensor
product of three representations e23⊗e03⊗e01 into the direct sum of representations
e12. This change of basis is precisely determined by the Racah coefficient for the
given representation series, namely
{
e23 e03 e13
e01 e12 e02
}
A precise definition of the Racah coefficient in terms of a representation theoretic
view point is given in section 4.1 in the context of su1,1 (although of course similar
ideas apply to su2) and a specific formula is given in equation 6.27.
It is a remarkable thing that the Racah coefficient is non-zero5 when the representa-
tion labels could be interpreted as edge lengths of a tetrahedron. If the tetrahedron
has a real volume then it may be identified with a tetrahedron embedded in Eu-
clidean space, while an imaginary volume allows it to be identified with a tetrahedron
embedded in Lorentzian space with all faces and edges space-like. Triangle inequal-
ities are satisfied for the edges determining the faces of the tetrahedron in both
cases.
4the choice of orientation is normally induced by whether it agrees or disagrees with the orien-
tation determined by the given PL-manifold
5To be more precise it is zero when the representation labels cannot be the edge lengths of
a tetrahedron; the converse is not quite true since the Racah coefficient is oscillatory within the
general domain of being interpretable as a tetrahedron.
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To establish our conventions, the Racah coefficient is determined by the equation
[
j1 j2 j12
m1 m2 m12
] [
j12 j3 j
m12 m3 m
]
=
∑
j23, m23
(2j23 + 1)
{
j1 j2 j12
j3 j j23
}[
j1 j23 j
m1 m23 m
] [
j2 j3 j23
m2 m3 m23
]
(2.2)
so that it differs by a phase (−1)j1+j2+j+j3 when compared to the 6j symbol, for
which Ponzano and Regge use the same notation6.
The state sum is then formed as follows, for a given fixed simplicial decomposition
of a closed 3-manifold choose an arbitrary ordering of the vertices. To each tetrahe-
dron assign a Racah coefficient whose representation labels correspond to the edge
lengths of the tetrahedron in question and product the Racah coefficients for every
tetrahedron in the decomposition. This product is then weighted by a factor 2j + 1
(the dimension of the representation) for each edge, labeled by a representation j
and finally a sum is take over all representations labeling all the edges.
Thus for the closed 3-manifold M, the value of the state sum (or partition function
by analogy with statistical mechanics), Z (M), is given by
Z (M) =
∑
edges j
(2j + 1) (−1)2j
∏
faces
(−1)a+b+c
∏
tetrahedra
(−1)j1+j2+j3+j
{
j1 j2 j12
j3 j j23
}
(2.3)
where a, b, c are the representations labeling the given face and j1, j2, j3, j12, j23
and j are the representations labeling the given tetrahedra.
Since we have used the phase convention corresponding to the 6j symbol equation
2.3 is invariant under reordering of vertices as the 6j symbol is invariant under the
6The decision to use the phase conventions of the Racah coefficient stems from a desire to make
analogies between this su2 case and the case for su1,1 where the Racah coefficient is a more natural
object.
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144 classical Regge symmetries. If the Racah coefficient phase conventions had been
used then any reordering of vertices would have required a phase, depending on
the exact symmetry the reordering induces on the various labels, be associated to
the various Racah coefficients determined by the simplicial decomposition of the
manifold.
As with the toy state sum involving a finite group in the previous section one must
show that it is indeed a topological invariant by checking invariance under the Pach-
ner moves, and also that it is invariant under relabeling of the vertices since the orig-
inal choice of labeling was arbitrary. The latter follows from the known symmetries
of the Racah coefficient, the 144 Regge symmetries[9].
Figure 2.4: The 3-2 Pachner move. Three tetrahedra sharing a common edge are
replaced by two tetrahedra sharing a common face.
The Pachner moves in three dimensions consist of the 3 to 2 move, shown in figure
2.4, where three tetrahedra sharing a common edge are replaced by two tetrahedra
sharing a common face, and the four to one move (barycentric subdivision), shown in
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Figure 2.5: The 4-1 Pachner move caused by adding or removing an internal vertex
figure 2.5 where adding an internal transforms one tetrahedron into four tetrahedra
each sharing a common face with two others.
The 3 to 2 Pachner move when written in terms of Racah coefficients is precisely
the Biedenharn-Elliot relation[10]
∑
j23
(2j23 + 1)
{
j2 j3 j23
j4 j234 j34
}{
j1 j23 j123
j4 j j234
}{
j1 j2 j12
j3 j123 j23
}
=
{
j1 j2 j12
j34 j j234
}{
j12 j3 j123
j4 j j34
}
(2.4)
As shown in [3] it is also possible to derive an equation relating four Racah coeffi-
cients to one Racah coefficient, using orthogonality (see for instance equation 9.8.3
of [8]) of the Racah coefficients, that is∑
j12
(2j12 + 1)
{
j1 j2 j12
j3 j j23
}{
j1 j2 j12
j3 j j
′
23
}
=
δj23,j′23
(2j23 + 1)
(2.5)
and the Biedenharn-Elliot relation above. This may be written
∑
j23 j234
(2j23 + 1) (2j234 + 1)
{
j1 j2 j12
j3 j123 j23
}{
j1 j23 j123
j4 j j234
}
{
j2 j3 j23
j4 j234 j34
}{
j1 j2 j12
j34 j j234
}
=
{
j12 j3 j123
j4 j j34
}
1
2j12 + 1
(2.6)
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For this algebraic relation to translate correctly into the geometric 4 to 1 Pachner
move one must sum out the four internal edges that connect the extra internal vertex
to the four boundary vertices. Thus it is clear a sum must be taken over j1 and j2
in addition to the two already present (for consistency the sums are weighted with
the dimension of the representation as the other two are). The right hand side of
equation 2.6 is thus written
∑
j1 j2
(2j1 + 1) (2j2 + 1)
2j12 + 1
{
j12 j3 j123
j4 j j34
}
(2.7)
As discussed in [3], the fact that j1, j2 and j12 satisfy mutual triangle inequalities
ensures that the sum becomes
∑
j1 j2
(2j1 + 1) (2j2 + 1)
2j12 + 1
=
∑
n
(2n+ 1)2 (2.8)
Thus it is this quantity (clearly divergent as a sum) which plays the role of the
order of the finite group in the finite group state sum presented previously and it is
this quantity’s divergence that means that the Ponzano-Regge model is not a true
TQFT.
While the Ponzano-Regge model may not be a true TQFT there is an intriguing
connection with physics when one takes the semi-classical limit of the model. As
discussed in [2] a good candidate theory for quantum gravity must satisfy two con-
straints roughly equating to being able to recover general relativity when ~→ 0 and
quantum mechanics when G → 0. Planck’s constant ~ is used as fundamental unit
of length in the theory, thus the su2 representation labeled by j labeling an edge
corresponds to an edge length of
(
j + 1
2
)
~ associated to the edge in the geometric
representation. One takes the semi-classical asymptotic limit by letting ~→ 0 while
holding the actual edge lengths of the tetrahedron fixed, which then corresponds to
the asymptotic limit of all the representation labels j →∞.
The asymptotic limit of a tetrahedron may be derived from a remarkable asymptotic
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formula of Ponzano and Regge
lim
ekl→∞
(−1)e23+e03+e01+e12
{
e23 e03 e13
e01 e12 e02
}
=
1√
12πV
cos

 3∑
l=0
k<l
mklθkl +
π
4

 (2.9)
where each mkl = ekl +
1
2
. The quantities θkl are the (exterior) dihedral angles.
These are defined as the angle between the two outward normals to the faces which
share the edge joining vertex k to vertex l. Finally the quantity V is the volume
of the tetrahedron under consideration, which may be given in terms of the edge
lengths via the Cayley determinant
V 2 =
1
23 (3!)2
∣∣∣∣∣∣∣∣∣∣
0 j234 j
2
24 j
2
23 1
j234 0 j
2
14 j
2
13 1
j224 j
2
14 0 j
2
12 1
j223 j
2
13 j
2
12 0 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣
(2.10)
V 2 > 0 for the region where equation 2.9 provides a good asymptotic approximation.
While Ponzano and Regge did not provide a rigorous proof of this, a similar formula,
which is asymptotic to the Ponzano-Regge formula was proved in [11] while evidence
for the Ponzano-Regge formula itself was presented in [12].
The argument of the cosine in equation 2.9 may be recognised as precisely the Regge
action for a tetrahedron. As shown in [3], the stationary phase approximation, which
is expected to dominate the classical theory, gives equations of motion that imply
the angles around each edge add up to integer multiples of 2π which is precisely
what would be expected from a three dimensional theory of quantum gravity; that
is the simplicial manifold has a partition function that is dominated by terms that
enforce the required condition for it to be mapped locally onto flat Euclidean space.
The actual formula in equation 2.9 may be written
cosL =
1
2
(
eiL+ e−iL
)
(2.11)
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with L the Regge action for a tetrahedron. Thus it may be regarded as the sum
of the usual path integral exponential of an action for a positively oriented and a
negatively oriented tetrahedron. Note, however, that this is the path-integral that is
usually associated to an action in Lorentzian space since it is exp {i× action} rather
than the more usual exponentially decaying exp {−action} one normally associates
to Euclidean path integrals.
When V 2 < 0 the asymptotic formula in equation 2.9 must be modified to yield
lim
ekl→∞
(−1)e23+e03+e01+e12
{
e23 e03 e13
e01 e12 e02
}
=
1
2
√
12π |V | cosφ exp

−
∣∣∣∣∣∣∣
3∑
l=0
k<l
mklIm θkl
∣∣∣∣∣∣∣

 (2.12)
where
φ =
3∑
l=0
k<l
(
mkl − 1
2
)
Re θkl
and is always a multiple of π so that the cosine factor is essentially just a phase.
The ‘dihedral angles’ here are still as before, but here they turn out to be complex
due to the negative volume squared of the ‘tetrahedron’. It may be shown[13] that
this corresponds to a Lorentzian tetrahedron, with all edges and faces space-like.
The imaginary parts of the ‘dihedral angles’ may be interpreted as Lorentz boosts
in this context. Again the asymptotic formula is in the form of a path integral for
which steepest descents, in this case, leads to equations of motion implying that the
Lorentzian equivalent of the deficit angle around each edge vanishes, as shown in
[13].
Again it should be noted that the path integral is the wrong ‘type’ for the geometry.
Since one is dealing with Lorentzian tetrahedra when V 2 < 0 it would be expected
that the path integral be of the form exp {i× action} rather than the Euclidean
exponentially decaying type path integral that occurs. Thus while the Ponzano-
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Regge model provides an intriguing connection between the representation theory
of groups and quantum geometry, one doesn’t quite recover the expected asymptotic
formulae to make contact with what would be expected from physics.
Finally it should be remarked that one can make the Ponzano-Regge model finite,
and hence a proper TQFT. Recall that the divergence of equation 2.8 is precisely
what governs its failure to be a true TQFT since if that quantity were finite one
could divide by it, raised to the power of the number of vertices in the simplicial
decomposition, to regulate the four to one move.
Ponzano and Regge did propose a recipe for making the state sum finite in [3];
roughly speaking one restricted the state sum to j < jmax for some jmax. This clearly
makes equation 2.8 finite since it’s now a finite sum. The problem with this is that
topological invariance is lost unless one uses the full series of su2 representations
and even if one is willing to lose this in the hope of regaining it as jmax → ∞ it is
still extremely unobvious that the state sum tends to something finite as a function
of jmax when jmax →∞.
A more fruitful way of regulating the Ponzano-Regge model is to deform the co-
algebra structure of the underlying Lie algebra, thought of as its universal enveloping
algebra, as a Hopf algebra. These objects are commonly called quantum groups.
When the deformation parameter is specialised to a root of unity the category of
representations becomes truncated, or more precisely there will be some jmax such
that any representation labeled by j > jmax has (quantum) dimension zero. This
gives a natural regularisation to the sum over representations in equation 2.3 which
preserves all the algebraic relations that imply the various Pachner moves, thus
maintaining topological invariance.
The Uq (sl2) version of the Ponzano-Regge model is called the Turaev-Viro model[14].
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This was subsequently generalised to other finite7 Hopf algebras that satisfy some
fairly mild conditions in [15].
7here finite means precisely that the analogous equation to 2.8 is finite. In [15] this is called
the dimension of the category of representations.
Chapter 3
SU (1, 1)
In this chapter the group SU (1, 1) is defined, along with its unitary representations.
The approach to its representation theory taken by Mukunda and Radhakrishnan
in [16] will be discussed in section 3.1 as well as the exploitation of this approach in
[17], [18], [19] and [20] to derive specific formulae for the Clebsch-Gordon coefficients
for all cases of coupling in the principal series in section 3.2.
3.1 SU(1, 1) and its representation theory
The group SL (2,C) is defined as complex 2× 2 matrices of the form(
α β
γ δ
)
with αδ−βγ = 1. g ∈ SL (2,C) acts on hermitian matrices in the adjoint represen-
tation as (
x0 + x1 x2 + ix3
x2 − ix3 x0 − x1
)
7→ g⋆
(
x0 + x1 x2 + ix3
x2 − ix3 x0 − x1
)
g
where ⋆ denotes the hermitian adjoint. The action preserves the determinant x20 −
x21 − x22 − x23, hence this defines an action of SL (2,C) on R4 equipped with a Lor-
19
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entzian metric, which the action preserves. The fact that ±I ∈ SL (2,C) acts as the
identity in this representation is the well known fact that SL (2,C) is the double
cover of SO (3, 1), the (four dimensional) real Lorentz group.
The subgroup of SL (2,C) that preserves the coordinate x4 (or equivalently x2) is
defined by complex matrices of the form(
α β
β¯ α¯
)
(3.1)
for α, β ∈ C with |α|2 − |β|2 = 1. This is SU (1, 1) since it acts on C2 by unitary
transformations preserving the indefinite metric ‖z‖2 = z21 − z22 .
It acts on matrices of the form(
x0 x1 + ix2
x1 − ix2 x0
)
preserving the determinant x20 − x21 − x22 and so defines an action on R3 equipped
with a Lorentzian metric, which it preserves. Again ±I acts as the identity and so
SU (1, 1) is the double cover of SO (2, 1), the three dimensional Lorentz group.
The subgroup leaving the coordinate x2 invariant are real 2×2 matrices of the form(
a b
c d
)
with ad− bc = 1 which is the group SL (2,R). Conjugation by the element
W =
1√
2
(
1 i
i 1
)
∈ SL (2,C)
transforms between these two subgroups, so if g ∈ SU (1, 1) thenWgW−1 ∈ SL (2,R).
Since the two groups are equivalent and one can work in either group as convenient.
Finally, for completeness, the subgroup leaving the coordinate x0 invariant is defined
as (
α β
−α¯ β¯
)
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with |α|2 + |β|2 = 1 and thus defines the subgroup SU (2). This action preserves
determinant and hence the positive definite metric on R3 given by x21+x
2
2+x
2
3. It is
thus the double cover of the Euclidean group SO (3) since, again, ±I ∈ SU (2) acts
as the identity on R3.
The Lie algebra su1,1 is generated by the following traceless 2× 2 matrices
J1 = − i
2
(
0 −1
1 0
)
J2 = − i
2
(
0 i
i 0
)
J3 = − i
2
(
1 0
0 −1
)
which have Lie bracket
[ J1 , J2 ] = −J3
[ J3 , J1 ] = J2
[ J2 , J3 ] = J1
(3.2)
Setting Ja = −iKa, the algebra may be given in terms of raising and lowering
operators as follows
[K3 , K− ] = −K− [K3 , K+ ] = K+ [K+ , K− ] = −2K3 (3.3)
with
K+ = K1 + iK2 K− = K1 − iK2
Let
Hǫ = { |m〉 | m = ǫ+ n, n ∈ Z} for ǫ = 0, 1
2
be a Hilbert space with given Hilbert basis. Let su1,1 act on Hǫ as
K± |m〉 = ±
√
(m± j)(m∓ j ± 1) |m± 1〉
K3 |m〉 = m |m〉 (3.4)
Then it is well known[4] that an inner product exists for which the action given by
equation 3.4 is unitary when j and ǫ have the following values.
Continuous Series j = 1
2
− is for 0 < s < ∞. Then the whole of Hǫ for ǫ = 0
(even parity) and ǫ = 1
2
(odd parity) is a carrier space for the unitary action
given by equation 3.4 and defines an irreducible representation of su1,1
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Discrete Series j = ǫ+ Z+. The action of su1,1 on the subspace of Hǫ with basis
| ± j〉, | ± (j + 1)〉, . . . is then unitary. For each j the subspace decomposes
into two irreducible subspaces, the positive discrete series, D+j , is the subspace
of Hǫ with basis labelled by |j〉, |j + 1〉, . . . while the negative discrete series,
D−j , is the subspace of Hǫ with basis labelled by | − j〉, | − (j + 1)〉, . . .
One usually differentiates the two representations D±1
2
in the positive and neg-
ative discrete series by calling them the mock or exceptional discrete series
since they do not appear in the Plancherel decomposition and, thus, are not
part of the principal series.
Exceptional Continuous Series For 0 < j < 1
2
the action on the whole of H0 is
unitary and irreducible.
Trivial Representation The action on C with all three generators acting as 0
The continuous and discrete series (excluding the mock discrete series) are generally
referred to as the principal series.
The decomposition of tensor products of the representations in the principal series
is well known[21][17]. We have (all direct sums are in integer steps)
D±k′ ⊗D±k′′ =
⊕
k≥k′+k′′
D±k (3.5a)
D+k′ ⊗D−k′′ =
k′−k′′⊕
k=kmin
D+k ⊕
−k′+k′′⊕
k=kmin
D−k ⊕
∫
ds Cǫs (3.5b)
where kmin = 1, ǫ = 0 if k + k
′ is integer and kmin = 32 , ǫ =
1
2
otherwise.
D±k′ ⊗ Cǫ
′′
s′′ =
⊕
k≥kmin
D±k ⊕
∫
ds Cǫs (3.5c)
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where kmin = 1, ǫ = 0 if k
′ + ǫ′′ is integer and kmin = 32 , ǫ =
1
2
otherwise.
Cǫ′s′ ⊗ Cǫ
′′
s′′ =
⊕
k≥kmin
D+k ⊕
⊕
k≥kmin
D−k ⊕ 2
∫
ds Cǫs (3.5d)
where kmin = 1, ǫ = 0 if ǫ
′ + ǫ′′ is integer and kmin = 32 , ǫ =
1
2
The factor of
2 in this last equation indicates that the continuous series appears twice in this
decomposition.
The representations D±k are dual to the representations D
∓
k while the continuous
series is self dual.
For our purposes it will be useful to pursue the approach to SU (1, 1) representation
theory developed by Mukunda and Radhakrishnan in [16]. Here one chooses instead
to diagonalise one of the generators of the non compact SO (1, 1) subgroups, so that
the action of either K1 or K2 is diagonal (the actual choice made is K2).
The representations of the principal series (the continuous, Cs, and the discrete
series D±k ) may be realised as follows. To construct, say, the positive discrete series
one starts with a representation of su1,1 on two sets of harmonic oscillators with
generators ai and a
†
i for i = 1, 2 and satisfying commutation relations
[ ai , a
†
j ] = δi,j , [ ai , aj ] = [ a
†
i , a
†
j ] = 0 (3.6)
The following representation then realises the commutation relations in equation 3.2
K1 =
1
4
((
a
†
1
)2
+ (a1)
2 +
(
a
†
2
)2
+ (a2)
2
)
K2 =− i
4
((
a
†
1
)2
− (a1)2 +
(
a
†
2
)2
− (a2)2
)
(3.7)
K3 =
1
2
(
a
†
1a1 + a
†
2a2 + 1
)
The oscillators may then by realised on the Hilbert space of square integrable func-
tions in two variables via the first order operators
ai = − i√
2
(
xi +
∂
∂xi
)
, a
†
i =
i√
2
(
xi − ∂
∂xi
)
(3.8)
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This then induces a representation of the generators of su1,1 as second order differ-
ential operators on the Hilbert space of square integrable functions in two variables
via equation 3.7. A transformation to polar coordinates means that the Casimir
takes an especially simple form, indeed one finds
Q = K21 +K
2
2 −K23 =
1
4
(
1− ∂
2
∂θ2
)
where θ is the angular variable in the polar coordinates. Thus the space breaks up
into a direct sum of Hilbert spaces since a general function of two variables may be
expanded in a Fourier decomposition of eigenfunctions of Q.
f (r, θ) =
∞∑
s=−∞
fs (r)
e−isθ√
2π
(3.9)
with a similar decomposition of the norm of f
|f (r, θ)|2 =
∞∑
s=−∞
∫ ∞
0
|fs (r)|2 r dr (3.10)
Thus the original Hilbert space of square integrable functions in two variables decom-
poses as a direct sum of Hilbert spaces H (D+), being the Hilbert space of functions
on R+ with inner product given by
〈f |g〉 =
∫ ∞
0
f¯ (r) g (r) r dr (3.11)
The generators of su1,1 act by differential operators in r alone for each of these
Hilbert spaces
K1 = −1
4
(
r2 +
d2
dr2
+
1
r
d
dr
− 1
r2
(2k − 1)2
)
K2 = − i
2
(
r
d
dr
+ 1
)
(3.12)
K3 =
1
4
(
r2 − d
2
dr2
− 1
r
d
dr
+
1
r2
(2k − 1)2
)
where k = 1+|m|
2
is the usual positive half integer that enumerates the (positive)
discrete series representations.
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The vectors giving the continuous ‘basis’1 of H (D+) in which K2 acts diagonally are
then
|k,+, p〉 = 1√
π
r2ip−1
for p ∈ R. This is simply the components of a Fourier decomposition of a general
function in terms of eigenfunctions of K2, indeed for f ∈ L2 (R) one has (ignoring
normalisation factors)
f (r) =
∫ ∞
−∞
f˜ (p) r2ip−1 dp
and a substitution of r = e
k
2 transforms this into the traditional form for a Fourier
transform.
The negative discrete series is represented similarly. The Hilbert space, H (D−), and
inner product are the same as H (D+) but the generators are represented slightly
differently. It turns out the su1,1 generators in the negative discrete series look like
K1 =
1
4
(
r2 +
d2
dr2
+
1
r
d
dr
− 1
r2
(2k − 1)2
)
K2 = − i
2
(
r
d
dr
+ 1
)
(3.13)
K3 = −1
4
(
r2 − d
2
dr2
− 1
r
d
dr
+
1
r2
(2k − 1)2
)
This follows from applying the following automorphism to su1,1
τ :
K1 7→ −K1
K2 7→ K2
K3 7→ −K3
(3.14)
which clearly leaves the bracket in equation 3.2 invariant and has the effect of map-
ping the positive discrete series to the negative discrete series. This is simply duality.
Clearly the basis vectors are the same as for H (D+) as well, so one has
|k,−, p〉 = 1√
π
r2ip−1
1It is not a true basis since the vectors are not actually in the Hilbert space because they fail
to be square integrable
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again for p ∈ R.
The continuous series is more subtle. It turns out to consist of pairs of functions
f1, f2, on R
+ with the obvious inner product. If f (r) = (f1 (r) , f2 (r)) and g (r) =
(g1 (r) , g2 (r)) are two such pairs of functions, then
〈f |g〉 =
∫ ∞
0
(f1 (r) g¯1 (r) + f2 (r) g¯2 (r)) r dr (3.15)
which defines the Hilbert space H (C).
The generators of su1,1 in this representation may be expressed as the following
operators on the given Hilbert space.
K1 =
1
4
(
r2 +
d2
dr2
+
1
r
d
dr
+ 4s2r2
)
⊗ σ3
K2 = − i
2
(
r
d
dr
+ 1
)
⊗ I (3.16)
K3 =
1
4
(
−r2 + d
2
dr2
+
1
r
d
dr
+ 4s2r2
)
⊗ σ3
where σ3 is the usual 2 × 2 Pauli matrix. This looks, at first sight, like a reducible
representation since the formal expression for the generators is just two copies of
the same thing however when one exponentiates to the group K2 and K3 do not
preserve the two Hilbert spaces of square integrable functions. The actions of the
exponentiated operators are calculated as explicit integral kernels in [16] and this
doubling of the continuous basis is discussed in [22].
The basis of H (C) may be written
|s, ǫ, p, a〉 = 1√
2π
(
1
a
)
r2ip−1
for a = ±1. The extra parameter a arises because the basis elements cannot be
unambiguously labelled by the eigenvalue, p, of the generator K2.
The Hilbert spaces and actions in the various representations were chosen this way
in [16] so that the following orthonormality relations would hold for the continuous
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‘basis’ vectors
〈k,±, p|k,±, p′〉 = δ (p− p′) (3.17)
〈s, ǫ, p, a|s, ǫ, p′, a′〉 = δ (p− p′) δa,a′ (3.18)
The dependency on the parity ǫ arises from considering the boundary conditions as
discussed in [17]. Introduce oscillators bi satisfying commutation relations
[ bi , b
†
j ] = gij [ bi , bj ] = 0 for i, j = 1, 2
where the bi and b
†
i may be represented as differential operators
bi = − i√
2
(
xi +
∂
∂xi
)
b
†
i =
i√
2
(
xi − ∂
∂xi
)
and
(g)ij =
(
1 0
0 −1
)
It may be verified that the representation
K1 =
1
2
(
gijb
†
ibj + 1
)
K2 =
1
4
gij
(
b
†
ib
†
j + bibj
)
(3.19)
K3 = − i
4
gij
(
b
†
ib
†
j − bibj
)
realises the commutation of su1,1. It is immediate that this is invariant under the
group O(1, 1) acting on the (x1, x2)-plane, the generators of which commute with
the Ki. The full group O(1, 1) is generated by the identity component(
coshα sinhα
sinhα coshα
)
and the discrete matrices
P =
(−1 0
0 −1
)
and B =
(
1 0
0 −1
)
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One then introduces hyperbolic variables r and η to parameterise the (x1, x2)-plane
via
x1 = sign (x2) r sinh η (3.20)
x2 = sign (x2) r cosh η (3.21)
if |x2| > |x1|, otherwise
x1 = sign (x1) r cosh η (3.22)
x2 = sign (x1) r sinh η (3.23)
where in both cases r ∈ [0,∞) and η ∈ (−∞,∞).
This then leads to the break up of the (x1, x2) plane into four regions. If the Hilbert
Space of square integrable functions on this space is denoted C then the operator
P , which commutes with the generators of su1,1 in this representations, breaks C
into even functions where P = +1, giving the even parity part of the continuous
series Cs0 . Odd functions, with P = −1, then belong to the odd parity part of the
continuous series Cs1
2
.
For each eigenspace of P a given function is specified uniquely by its values on the
region x1 > |x2| and x2 > |x1| which then leads to a further decomposition so that
f = f1 + f2.
In the following the script letter J will be used to denote a representation label
j when issues of parity, and positivity for discrete representations, are important.
Thus one defines
J ≡


(j,±) for D±j with 2j − 1 ∈ N(
1
2
− is, ǫ) for Cǫs with 0 < s <∞
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A delta function for the script letter, J , is defined as
δ (J ,J ′) ≡


δk, k′
µ(k)
for J ,J ′ ∈ D+k or J ,J ′ ∈ D−k
δ(s−s′)
µ(s)
δǫ, ǫ′ for J ,J ′ ∈ Cǫs
0 otherwise
(3.24)
where µ (J ) is the Plancherel measure for the representation J so that∫
DJ δ (J ,J ′) = 1
where the notation
∫
DJ is shorthand for the Plancherel decomposition[4]
∫
DJ ≡
∑
k∈D+
(2k − 1) +
∑
k∈D−
(2k − 1)
+
∫
s∈C0
coth (πs)
4πs
ds +
∫
s∈C 12
tanh (πs)
4πs
ds (3.25)
3.2 Definition of the Clebsch-Gordon Coefficients
In [17], [18], [19] and [20] the Clebsch-Gordon coefficients
[ J1 J2 J12
p1 p2 p12
]
were
constructed for all cases of coupling in the principal series in a continuous basis.
The Clebsch-Gordon coefficient is defined simply as the inner product of a coupled
continuous basis vector and an uncoupled one. It thus provides an integral kernel
that transforms between the coupled and uncoupled continuous bases.
Let SU (1, 1) act in the tensor product representation as two copies of the group, that
is SU (1, 1)1⊗SU (1, 1)2 where the superscripts will distinguish the two copies. The
uncoupled continuous basis vectors, Φ, span the space J1⊗J2 and are eigenfunctions
with respect to the action of the operators K12 and K
2
2 , with the two respective
Casimirs Q1 and Q2 acting as scalars. The uncoupled continuous basis is simply the
product of the spanning functions that define a continuous basis for J1 and J2. It
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satisfies orthonormality relations
〈ΦJ ,J ′p, p′ |ΦJ
′′,J ′′′
p′′, p′′′ 〉 = δ (J , J ′′) δ (J ′, J ′′′) δ (p− p′′) δ (p′ − p′′′) (3.26)
For this, and subsequent equations where it is not directly relevant, we have sup-
pressed the extra discrete index a = ±1 labelling the double occurrence of the
continuous basis in the continuous series and the δa,a′ it gives rise to.
The coupled continuous basis vector, Ψ, is a spanning set for J1 ⊗J2 on which the
total K2 generator, given by K
1
2 +K
2
2 acts diagonally, as well as the total Casimirs
Q = Q1 +Q2 acting as a scalar. It satisfies orthogonality relations
〈ΨJ ,J ′ J1p1 |ΨJ
′′,J ′′′ J2
p2
〉 = δ (J , J ′′) δ (J ′, J ′′′) δ (J1, J2) δ (p1 − p2) (3.27)
The Clebsch-Gordon coefficient is now defined as
〈ΦJ1,J2p1, p2 |ΨJ ,J
′ J12
p12
〉 = δ (p12 − p1 − p2) δ (J1,J ) δ (J2,J ′)
[ J1 J2 J12
p1 p2 p12
]
(3.28)
while the adjoint Clebsch-Gordon coefficient satisfies
〈ΨJ1,J2 J12p12 |ΦJ1,J2p1, p2 〉 = 〈ΦJ1,J2p1, p2 |ΨJ ,J
′ J12
p12
〉⋆
= δ (J1,J ) δ (J2,J ′) δ (p12 − p1 − p2)
[ J1 J2 J12
p1 p2 p12
]⋆
(3.29)
It turns out that every Clebsch-Gordon coefficient for the various cases of coupling
within the principal series may be written as linear combinations of normalisations
of integrals of the form ∫ 1
0
tα (1− t)β 2F1
(
a ; b
c
; t
)
dt (3.30)
where α, β, a, b and c are constants that depend on the particular case of coupling
and 2F1
(
a ; b
c
; t
)
is the hypergeometric function[23]. Since these integrals will be
useful later, for completeness they will be reproduced in this section.
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3.2.1 Orthogonality Relations
It is desirably first of all to derive some orthonormality relations for the generic
Clebsch-Gordon coefficient
[ J1 J2 J12
p1 p2 p12
]
.
The operator P, given by the kernel∫
DJ1DJ2 dp1 dp2 |ΦJ1,J2p1, p2 〉 〈ΦJ1,J2p1, p2 | (3.31)
forms the identity operator for the tensor product representation. One then finds
δ (J , J ′′) δ (J ′, J ′′′) δ (J12, J ′12) δ (p12 − p′12) = 〈ΨJ ,J
′ J12
p12
|ΨJ ′′,J ′′′ J ′12
p′
12
〉
=
∫
DJ1DJ2 dp1 dp2 〈ΨJ ,J ′ J12p12 |ΦJ1,J2p1, p2 〉 〈ΦJ1,J2p1, p2 |Ψ
J ′′,J ′′′ J ′
12
p′
12
〉
=
∫
DJ1DJ2 dp1 dp2 δ (p12 − p1 − p2) δ (J1,J ) δ (J2,J ′)
[ J1 J2 J12
p1 p2 p12
]⋆
× δ (p′12 − p1 − p2) δ (J1,J ′′) δ (J2,J ′′′)
[ J1 J2 J ′12
p1 p2 p
′
12
]
(3.32)
This give the following orthogonality relation
Proposition 3.1
∫
dp1 dp2 δ (p12 − p1 − p2) δ (p′12 − p1 − p2)
[ J1 J2 J12
p1 p2 p12
]⋆ [ J1 J2 J ′12
p1 p2 p
′
12
]
= δ (J12, J ′12) δ (p12 − p′12) (3.33)
One may proceed similarly by using the decomposition of the identity given by the
kernel ∫
DJ DJ ′DJ12 dp12 |ΨJ ,J ′ J12p12 〉 〈ΨJ ,J
′ J12
p12
| (3.34)
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We have
δ (J1, J ′1) δ (J2, J ′2) δ (p1 − p′1) δ (p2 − p′2) = 〈ΦJ1,J2p1, p2 |Φ
J ′
1
,J ′
2
p′
1
, p′
2
〉
=
∫
DJ DJ ′DJ12 dp12 〈ΦJ1,J2p1, p2 |ΨJ ,J
′ J12
p12
〉 〈ΨJ ,J ′ J12p12 |Φ
J ′
1
,J ′
2
p′
1
, p′
2
〉
=
∫
DJ DJ ′DJ12 dp12 δ (p12 − p′1 − p′2) δ (J ′1,J ) δ (J ′2,J ′)
[ J ′1 J ′2 J12
p′1 p
′
2 p12
]⋆
× δ (p12 − p1 − p2) δ (J1,J ) δ (J2,J ′)
[ J1 J2 J12
p1 p2 p12
]
(3.35)
giving the orthogonality relation
Proposition 3.2
∫
dp12
∫
DJ12 δ (p12 − p1 − p2) δ (p12 − p′1 − p′2)[ J1 J2 J12
p1 p2 p12
] [ J ′1 J ′2 J12
p′1 p
′
2 p12
]⋆
= δ (p1 − p′1) δ (p2 − p′2) (3.36)
3.2.2 Coupling of D+k1 with D+k2
In this subsection the method and results of [17] will be discussed to illustrate
this way of constructing Clebsch-Gordon coefficients. This is the case where an
uncoupled vector in the tensor product Hilbert space of two positive discrete series
(labelled by k1 and k2) is inner producted with a coupled continuous basis vector
arising from the positive discrete series (labelled by k12).
One constructs the tensor product Hilbert space D+k1 ⊗ D+k2 as the Hilbert space
of square integrable functions in four variables. As when constructing the discrete
series representation in section 3.1, one represents the tensor product action of su1,1
on a number of harmonic oscillators, four in this case. The oscillators are represented
on the Hilbert space the same way as before. Thus
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K1 =
1
4
(
a†µa
†
µ + aµaµ
)
K2 =− i
4
(
a†µa
†
µ − aµaµ
)
(3.37)
K3 =
1
2
(
a†µaµ + 2
)
where µ = 0, 1, 2, 3 and repeated indices are summed over. The indices 0 and 1
refer to the first copy of su1,1 while the second carries indices 2 and 3.
One then needs to construct the coupled and uncoupled continuous basis of the ten-
sor product space since it is the overlap between these that determines the Clebsch-
Gordon coefficient. In the uncoupled continuous basis one requires only that the two
Casimirs for the two copies of su1,1 are diagonal, along with the operators K
i
2 for
i = 1, 2, where the superscript will be used to keep track of the two copies of su1,1.
The coupled continuous basis requires the two Casimirs, Qi, to be diagonal, so that
only a single product is involved, as well as the total pseudo-angular momentum
operator K2 and its Casimir, Q.
The uncoupled continuous basis Φ may be derived in roughly the same way as the
original continuous basis for each Hilbert space of the discrete series in section 3.1.
One changes variables from the xµ to radial and angular variables via
x0 =r cos
β
2
cosφ x1 =r cos
β
2
sinφ
x2 =r sin
β
2
cosψ x3 =r sin
β
2
sinψ
for 0 ≤ r < ∞, 0 ≤ β ≤ π and 0 ≤ ψ, φ ≤ 2π. This choice of variables to
parameterise R4 allows the Casimir Q1 to be written as a function solely of ∂
∂φ
,
while Q2 becomes a function solely of ∂
∂ψ
. The uncoupled continuous basis in the
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representation D+k1 ⊗D+k2 is then
Φk1, k2p1, p2 =
1
2π2
(
r cos
β
2
)2ip1−1(
r sin
β
2
)2ip2−1
e−i(2k1−1)φe−i(2k2−1)ψ (3.38)
Note that in section 3.1 the dependence on k was moved from the continuous basis
vectors into the operators, but this has not been done here. It may be verified that
these continuous basis vectors are normalised to respect the orthonormality relations
of equation 3.26.
To find the coupled continuous basis the ψ and φ dependence will be as for the un-
coupled continuous basis as one still requires the Casimirs Q1 and Q2 to be diagonal.
The total Casimir has the following expression as a differential operator
Q =
∂2
∂β2
+ cot β
∂
∂β
+
1
sin2 β
(
∂2
∂ (φ+ ψ)2
+
∂2
∂ (φ− ψ)2
−2 cos β ∂
2
∂ (φ+ ψ) ∂ (φ− ψ)
)
(3.39)
The solution to the eigenvalue problem in β turns out to be the familiar D functions
of angular momentum and so the coupled continuous basis vector has the following
form when normalised to obey the orthogonality relations of equation 3.27
Ψk1, k2, k12p12 =
√
2k12 − 1
2
1
π
3
2
e−i(2k1−1)φe−i(2k2−1)ψdk12−1k1+k2−1, k1−k2 (β) r
2ip12−1 (3.40)
with
djm,n (θ) =
√
(j +m)! (j − n)!
(j −m)! (j + n)!
(
cos θ
2
)−m−n (− sin θ
2
)m−n
(m− n)!
2F1
(
j − n+ 1 ; −j − n
m− n+ 1 ; sin
2 θ
2
)
(3.41)
for m ≥ n. In equation 3.40 k1 has been assumed greater than k2 without loss of
generality.
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Thus the Clebsch-Gordon coefficient is finally defined via
δ (p12 − p1 − p2)
[
k1 k2 k12
p1 p2 p12
]
= 〈Φk1, k2p1, p2 |Ψk1, k2 k12p12 〉
= − 1
2π3
√
2k12 − 1
2π
∫ ∞
0
∫ π
0
∫ 2π
0
∫ 2π
0
r3 sin β
(
r cos
β
2
)2ip1−1(
r sin
β
2
)2ip2−1
dk12−1k1+k2−1, k1−k2 (β) r
−2ip12−1 dr dβ dψ dφ (3.42)
The integrals over r, φ and ψ may be done immediately to recover the following
definition for the Clebsch-Gordon coefficient.
[
k1 k2 k12
p1 p2 p12
]
=
√
2k12 − 1
2π∫ π
0
(
cos2
β
2
)−ip1 (
sin2
β
2
)−ip2
dk12−1k1+k2−1,k1−k2 (β) dβ (3.43)
Now making the substitution t = sin2 θ
2
one may rewrite the essential integral in the
form
I (+,+,+) =
∫ 1
0
(1− t)−ip1−k1 t−ip2+k2−1
2F1
(
k12 − k1 + k2 ; −k12 − k1 + k2 + 1
2k2
; t
)
(3.44)
For the integral in equation 3.44 to be well defined one needs it to be bounded at
the end points. Firstly one needs the behaviour of the hypergeometric function as
t→ 0 or 1. The hypergeometric function is defined as following[23]:
2F1
(
a ; b
c
; z
)
=
∞∑
n=0
(a)n (b)n z
n
(c)n n!
(3.45)
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where the notation (a)n is defined for each non negative integer n as
(a)n =


Γ(a+n)
Γ(a)
for a ≥ 0
Γ(−a+n)
Γ(−a) for 0 ≤ n ≤ −a
0 otherwise
Asymptotically it is known to behave in the following way
2F1
(
a ; b
c
; ξ
)
∼ B1 +B2 (1− ξ)c−a−b for ξ ≈ 1 (3.46)
For Bi constants that depend on a, b, and c. If Re c−a− b > 0 one may use Gauss’s
theorem to provide a value for the constant B1.
Theorem 3.3 (Gauss) Let Re c− a− b > 0 then
2F1
(
a ; b
c
; 1
)
=
Γ (c) Γ (c− a− b)
Γ (c− a) Γ (c− b)
providing c is not a negative integer or zero.
Thus one finds
B1 =
Γ (c) Γ (c− a− b)
Γ (c− a) Γ (c− b)
Note in particular that if either c − a or c − b is a non positive integer then the
constant B1 must vanish by continuity.
Thus the hypergeometric function in equation 3.44 displays the following behaviour
as t→ 1
2F1
(
k12 − k1 + k2 ; −k12 − k1 + k2 + 1
2k2
; t
)
∼ (1− t)2k1−1 (3.47)
and this is sufficient to ensure the integrand in equation 3.44 is bounded at t = 1.
For the lower bound t = 0 one simply has, from equation 3.45, that
2F1
(
k12 − k1 + k2 ; −k12 − k1 + k2 + 1
2k2
; 0
)
= 1 (3.48)
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and so the integrand behaves like tk2−1 as t→ 0 which is also clearly bounded.
Mukunda and Radhakrishnan go on to write the Clebsch-Gordon coefficient as an
3F2 function in a closed form. However for our purposes the integral in equation 3.44
is more useful since it defines the dependence of the Clebsch-Gordon coefficient on
the continuous basis parameters, p1 and p2, in a way that is suitable for asymptotic
analysis.
3.2.3 Coupling of D+k1 with D−k2
The next case of coupling to illustrate, where a positive and a negative discrete
series couple, is discussed more fully in [18]. The results will simply be sketched
here in order to derive the defining integrals which are of interest. Again this case
is dependent on solving a second order differential equation which determines when
the Casimir for the total pseudo-angular momentum is diagonal. The solution,
unsurprisingly, involves a hypergeometric function in much the same way as before.
Thus, for example, when coupling to produce a representation in the positive discrete
series the coupled vector has the form
Ψ =
1
π
√
2k12 − 1
2π
r2ip12−2ei(k1+k2−1)µei(k1−k2)νdk12k1+k2−1,k1−k2 (ξ) (3.49)
with
djm,n (ξ) =
√
(m− j)! (m+ j − 1)!
(n− j)! (n + j − 1)!
(
cosh ξ
2
)−m−n (
sinh θ
2
)m−n
(m− n)!
2F1
(
j − n ; 1− j − n
m− n+ 1 ;− sinh
2 ξ
2
)
(3.50)
Note that this particular expression for the d matrix is only valid for
∣∣sinh ξ
2
∣∣ ≤ 1
because that is the region of convergence for this hypergeometric series. In order to
actually evaluate the integral the solution needs to be analytically continued.
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Thus let the Gauss equation (see for instance [23]) be written
z (1− z) d
2y
dz2
+ [c− (1 + a+ b) z] dy
dz
− aby = 0 (3.51)
with −c 6∈ N and Re (c− a− b) > 1. A solution is given by u1 = 2F1
(
a ; b
c
; z
)
with the hypergeometric function defined by equation 3.45 and the sum in this
equation converges everywhere for |z| ≤ 1[23]. If 2 − c 6∈ N as well then there is a
second solution u5 = z
1−c
2F1
(
1 + a− c ; 1 + b− c
2− c ; z
)
valid for the same region2.
For |z| > 1 the sum diverges, however it is possible to analytically continue and use
either of the two following solutions[24]
u3 (z) = (−z)−a 2F1
(
a ; a+ 1− c
a + 1− b ; z
−1
)
(3.52)
u4 (z) = (−z)−b 2F1
(
b+ 1− c ; b
b+ 1− a ; z
−1
)
(3.53)
For the case under consideration, where the coupled vector lies in the positive dis-
crete series, only the solution u1 is valid when |z| ≤ 1 since u5 is undefined. The
negative discrete series case is similar, however when the coupled vector lies in the
continuous series one can use both solutions (essentially the second solution is the
same as the first with s12 ↔ −s12 where s12 is the continuous parameter labelling
the continuous series representations).
The analytic continuation must be chosen to ensure the coupled vector is square
integrable with respect to ξ. For the continuation given by u3 the integrand behaves
like
(
sinh ξ
2
)−k12
while that for u4 behaves as
(
sinh ξ
2
)−1+k12
, hence one needs the
analytic continuation provided by u3 with the actual analytic continuation of u1
given by a suitable normalisation to ensure they agree when |z| = 1.
One should note that these formulae are largely unchanged when the coupled repre-
sentation lies in the continuous series, the only change is k12 is replaced by
1
2
+ is12.
2The case c = 1 is not relevant to this discussion so this degenerate case can be safely ignored
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In this case one may analytically continue using either u3 or u4 and the coupled
vector is not square integrable, nor would one expect it to be given the existence of
the δ function δ (J12,J ′12) in the orthonormality relations of equation 3.27.
The hypergeometric function in the coupled vector in equation 3.49 is given by
2F1
(
k12 − k1 + k2 ; 1− k12 − k1 + k2
2k2
;− sinh2 ξ
2
)
for ξ ≤ 2 sinh−1 1 and
N
(
sinh2
ξ
2
)−k12+k1−k2
2F1
(
k12 − k1 + k2 ; 1 + k12 − k1 − k2
2k12
; sinh−2
ξ
2
)
for ξ ≥ 2 sinh−1 1, where N is some normalisation constant to ensure the two solu-
tions agree on |z| = 1.
So, as before, one has the determining integral for the Clebsch-Gordon coefficient
given by an inner product between coupled and uncoupled vectors. In this case
though it is necessary to keep careful track of what region the various analytic
continuations of the hypergeometric series are valid in.
[
k1 k2 k12
p1 p2 p12
]
= (−1)2k2−1
√
2k12 − 1
2π∫ π
0
(
cosh2
ξ
2
)−ip1 (
sinh2
ξ
2
)−ip2
dk12−1k1+k2−1,k1−k2 (ξ) dξ (3.54)
The determining integral is then of the form
I (+,−,J ) =
∫ sinh−1(1)
0
(
cosh2
ξ
2
)−ip1−k1+ 12 (
sinh2
ξ
2
)−ip2+k2− 12
2F1
(
j12 − k1 + k2 ; 1− j12 − k1 + k2
2k2
;− sinh2 ξ
2
)
dξ
+
∫ ∞
sinh−1(1)
(
cosh2
ξ
2
)−ip1−k1+ 12 (
sinh2
ξ
2
)−ip2+k1−j12− 12
2F1
(
j12 − k1 + k2 ; 1 + j12 − k1 − k2
2j12
;− sinh−2 ξ
2
)
dξ (3.55)
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where in this, and subsequent equations of this form, the normalisation factor that
ensures the analytic continuation agrees on the unit circle has been omitted, and
j12 = k12 for J in the positive discrete series and j12 = 12+is for J in the continuous
series.
The negative discrete series is the same as the positive discrete series, except k1 and
k2 must be swapped in equation 3.59. The indices satisfy k1 + k2 − 1 ≥ k1 − k2 ≥
k12 ≥ 1 for k12 in the positive discrete series, an analogous relation for the negative
discrete series and there are no restrictions for J in the continuous series, save for
k1, k2 ≥ 1.
The entire integral can now be transformed so that it resembles the integral in
equation 3.44. First note that the solution u1 of the hypergeometric equation satisfies
the following transformation[24]
2F1
(
a ; b
c
; z
)
= (1− z)−b 2F1
(
c− a ; b
c
;
z
z − 1
)
(3.56)
for Re z < 1
2
, while that for u3 satisfies
(−z)−a 2F1
(
a ; a+ 1− c
a+ 1− b ; z
−1
)
= (1− z)−a 2F1
(
a ; c− b
a + 1− b ;
1
z − 1
)
(3.57)
for |1− z| > 1.
Applying these to the integral in equation 3.55 gives
I (+,−,J ) =
∫ sinh−1(1)
0
(
cosh2
ξ
2
)−ip1−k2+j12− 12 (
sinh2
ξ
2
)−ip2+k2− 12
2F1
(
k2 + k1 − j12 ; 1− j12 − k1 + k2
2k2
; tanh2
ξ
2
)
dξ
+
∫ ∞
sinh−1(1)
(
cosh2
ξ
2
)−ip1−k2−j12+ 12 (
sinh2
ξ
2
)−ip2+k2− 12
2F1
(
j12 − k1 + k2 ; j12 + k1 + k2 − 1
2j12
; cosh−2
ξ
2
)
dξ (3.58)
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Finally a substitution of t = tanh2 ξ
2
yields the desired form for the integral from
equation 3.58
I (+,−,J ) =
∫ 1
2
0
(1− t)ip1+ip2−j12 t−ip2+k2−1
2F1
(
k2 + k1 − j12 ; 1− j12 − k1 + k2
2k2
; t
)
dt
+
∫ 1
1
2
(1− t)+ip1+ip2+j12−1 t−ip2+k2−1
2F1
(
j12 − k1 + k2 ; j12 + k1 + k2 − 1
2j12
; 1− t
)
dt (3.59)
As before to be assured of convergence one must check the end points of the inte-
grand, at t = 0 and t = 1. At t = 0, it is the first integral in equation 3.59 that is
relevant and regardless of the status of J , the integrand behaves like tk2−1 since the
hypergeometric function is unity at t = 0 and so the lower limit is clearly bounded
as k2 ≥ 1.
For the other end point at t = 1, the behaviour can be derived from the second inte-
gral in equation 3.59 and behaves like (1− t)j12−1 since the hypergeometric function
tends to unity again. If J is in the discrete series one has j12 = k12 ≥ 1 and
the integrand is bounded at this limit; for J in the continuous series it diverges as
(1− t)− 12 . This divergence is insufficient to prevent the integral converging, although
it will have consequences when the asymptotic contribution of the Clebsch-Gordon
coefficients is estimated in section 4.2.
3.2.4 Coupling of D+k1 with Cǫs2
The next choice of coupling is the case of a positive discrete series representation
and a continuous series representation, and is discussed in detail in [19]. Since two
cases of coupling have been discussed already and the details of the last two cases
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are considerably more involved, the details will be omitted here in favour of the
determining integral, which will be needed later.
When these couple to give a representation in the positive discrete series the resulting
Clebsch-Gordon coefficient has its dependence on the continuous continuous basis
parameters governed by two integrals of the following form.
I1 (+, C,+) =
∫ ∞
0
(
sinh2
ξ
2
)−is2−ip2 (
cosh2
ξ
2
) 1
2
−k1−ip1
2F1
(
1
2
− k1 + k12 − is2 ; −k1 − k12 + 32 − is2
1− 2is2 ;− sinh
2 ξ
2
)
dξ (3.60)
and
I2 (+, C,+) =
∫ π
0
(
sin2
θ
2
)is2+ip2 (
cos2
θ
2
)− 1
2
+k1−ip1
2F1
(
1
2
+ k1 − k12 − is2 ; k1 + k12 − 12 − is2
1− 2is2 ; sin
2 θ
2
)
dθ (3.61)
Equation 3.61 may simply be written in a form similar to the other integrals as
I2 (+, C,+) =
∫ 1
0
tis2−ip2−
1
2 (1− t)−1+k1−ip1
2F1
(
1
2
+ k1 − k12 − is2 ; k1 + k12 − 12 − is2
1− 2is2 ; t
)
dt (3.62)
while, after being careful with choosing the analytic continuation as previously,
equation 3.60 may be rewritten as
I1 (+, C,+) =
∫ 1
2
0
t−is2−ip2−
1
2 (1− t)−k12+ip1+ip2
2F1
(
1
2
+ k1 − k12 − is2 ; 32 − k1 − k12 − is2
1− 2is2 ; t
)
dt
+
∫ 1
1
2
t−is2−ip2−
1
2 (1− t)k12−1+ip1+ip2
2F1
(
1
2
+ k1 + k12 − is2 ; −12 + k1 + k12 − is2
k12
; 1− t
)
dt (3.63)
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One should note that both integrands behave as (respectively) (1− t)k1−1 → 0 and
(1− t)k12−1 → 0 at the t = 1 limit since k1 ≥ 1. Similarly both exhibit a mild
divergence at the t = 0 limit, diverging as t−
1
2 as t → 0. Again the divergence is
insufficient to cause problems with convergence of the integrals.
When the two representations couple to give a element of the continuous series there
are three integrals, a linear combination of which determines the Clebsch-Gordon
coefficient. From [19] one has
I1 (+, C, C) =
∫ ∞
0
(
sinh2
ξ
2
)k1− 12−ip1 (
cosh2
ξ
2
)is2−ip2
2F1
(
k1 + is2 + is12 ; k1 + is2 − is12
2k1
;− sinh2 ξ
2
)
dξ (3.64)
I2 (+, C, C) =
∫ ∞
0
(
sinh2
ξ
2
)is2−ip2 (
cosh2
ξ
2
)k1− 12−ip1
2F1
(
k1 + is2 + is12 ; k1 + is2 − is12
1 + 2is2
;− sinh2 ξ
2
)
dξ (3.65)
I3 (+, C, C) =
∫ π
0
(
sin2
θ
2
)is2−ip2 (
cos2
θ
2
)k1− 12−ip1
2F1
(
k1 + is2 + is12 ; k1 + is2 − is12
1 + 2is2
; sin2
θ
2
)
dθ (3.66)
where the hypergeometric functions in equations 3.64 and 3.65 are to be understood
in terms of their analytic continuations when
∣∣sinh2 ξ
2
∣∣ > 1.
When written as the previous integrals have been, one finds equation 3.64 transforms
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to
I1 (+, C, C) =
∫ 1
2
0
tk1−1−ip1 (1− t)−is12− 12+ip1+ip2
2F1
(
k1 − is12 − is2 ; k1 − is12 + is2
2k1
; t
)
dt
+
∫ 1
1
2
tk1−1−ip1 (1− t)is12− 12+ip1+ip2
2F1
(
k1 + is12 + is2 ; k1 + is12 − is2
2is12 + 1
; 1− t
)
dt (3.67)
equation 3.65 becomes
I2 (+, C, C) =
∫ 1
2
0
tis2−
1
2
−ip2 (1− t)−is12− 12+ip1+ip2
2F1
(
1− k1 − is12 + is2 ; k1 − is12 + is2
1 + 2is2
; t
)
dt
+
∫ 1
1
2
tis2−ip2−
1
2 (1− t)is12− 12+ip1+ip2
2F1
(
k1 + is12 + is2 ; 1− k1 + is12 + is2
2is12 + 1
; 1− t
)
dt (3.68)
while equation 3.66 transforms to
I3 (+, C, C) =
∫ 1
0
tis2−ip2−
1
2 (1− t)k1−1−ip1
2F1
(
k1 + is2 + is12 ; k1 + is2 − is12
1 + 2is2
; t
)
dt (3.69)
Again it is easily verified that all three integrals converge, although the integrand
may diverge as 1√
t
when t→ 0 at either the lower or upper limit.
3.2.5 Coupling of Cǫs1 with Cǫ
′
s2
The final case of coupling involves two continuous series representations coupling
to give either an element of the discrete series, or a third continuous series repre-
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sentation. This is discussed in detail in [20] and again the details will be omitted
here.
When these couple to produce a representation in the positive discrete series the
continuous basis dependent part of the Clebsch-Gordon coefficient is governed by
a linear combination of two types of integral that arise from the appropriate inner
product.
I1 (C,C,+) =
∫ π
0
(
cos2
θ
2
)−ip1−is1 (
sin2
θ
2
)−ip2+is2
2F1
(
k12 − is1 + is2 ; 1− k12 − is1 + is2
1 + 2is2
; sin2
θ
2
)
dθ (3.70)
and
I2 (C,C,+) =
∫ ∞
0
(
cosh2
ξ
2
)−ip1−is1 (
sinh2
ξ
2
)−ip2+is2
2F1
(
k12 − is1 + is2 ; 1− k12 − is1 + is2
1 + 2is2
;− sinh2 ξ
2
)
dξ (3.71)
Again the hypergeometric function in equation 3.71 is to be understood in terms of
its analytic continuation for
∣∣sinh ξ
2
∣∣ > 1.
Equation 3.70 may be immediately rewritten as
I1 (C,C,+) =
∫ 1
0
(1− t)−ip1−is1− 12 t−ip2+is2− 12
2F1
(
k12 − is1 + is2 ; 1− k12 − is1 + is2
1 + 2is2
; t
)
dt (3.72)
while by the same method as previously equation 3.71 may eventually be given the
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form
I2 (C,C,+) =
∫ 1
2
0
(1− t)−k12+ip1+ip2 t−ip2+is2− 12
2F1
(
1− k12 + is1 + is2 ; 1− k12 − is1 + is2
1 + 2is2
; t
)
dt
+
∫ 1
1
2
(1− t)k12−1+ip1+ip2 t−ip2+is2− 12
2F1
(
k12 − is1 + is2 ; k12 + is1 + is2
2k12
; 1− t
)
dt (3.73)
When the two representations couple to produce a representation in the continuous
series the two defining integrals may be derived from equations 3.70 and 3.71 via a
simple replacement of k12 → 12 + is12. Thus the defining integrals may be written
I1 (C,C, C) =
∫ 1
0
(1− t)−ip1−is1− 12 t−ip2+is2− 12
2F1
(
1
2
+ is12 − is1 + is2 ; 12 − is12 − is1 + is2
1 + 2is2
; t
)
dt (3.74)
while by the same method as previously equation 3.71 may eventually be given the
form
I2 (C,C, C) =
∫ 1
2
0
(1− t)− 12−is12+ip1+ip2 t−ip2+is2− 12
2F1
(
1
2
− is12 + is1 + is2 ; 12 − is12 − is1 + is2
1 + 2is2
; t
)
dt
+
∫ 1
1
2
(1− t)is12− 12+ip1+ip2 t−ip2+is2− 12
2F1
(
1
2
+ is12 − is1 + is2 ; 12 + is12 + is1 + is2
1 + 2is12
; 1− t
)
dt (3.75)
The integrals given by equation 3.72, 3.73, 3.74 and 3.75 may be shown to converge
using the same methods as for the previous cases of coupling.
Chapter 4
The Racah coefficient
In this chapter definitions and calculations of the Racah coefficient are provided. In
section 4.1 the SU (1, 1) Racah coefficient is defined for the whole principal series in
terms of a double integral of Clebsch-Gordon coefficients in the SO (1, 1) continuous
basis of section 3.2. The standard relations are easily derived from this definition.
This coefficient is shown to exist in section 4.2 by explicitly determining the con-
vergence of its defining integral. Finally calculations are undertaken in sections 4.3
and 4.4 to write the Racah coefficient, for the cases where all representations are in
the discrete series, in a closed form and derive its symmetries.
4.1 The Racah Coefficient
Consider the tensor product of three representations J1, J2 and J3 and let the
Casimir of the total group define the representation J . Thus one is looking for a
map from J1 ⊗J2 ⊗ J3 to a direct integral or sum of J ’s.
There are evidently two ways of computing this map. The inner product in which
47
CHAPTER 4. THE RACAH COEFFICIENT 48
J1 and J2 are decomposed first may be computed as follows; let the Clebsch-Gordon
coefficient be determined by
〈ΦJ1,J2p1, p2 |ΨJ ,J
′ J12
p12
〉 = δ (J1, J ) δ (J2, J ′) δ (p12 − p1 − p2)
[ J1 J2 J12
p1 p2 p12
]
(4.1)
So it defines a change of continuous basis from the uncoupled to the coupled con-
tinuous basis (as in section 3.2) and hence an isomorphism
J1 ⊗J2 −→
∫
DJ12 J12
where a coupled continuous basis of each J12 is given in terms of the uncoupled
continuous basis as
|ΨJ1,J2 J12p12 〉 =
∫ [ J1 J2 J12
p1 p2 p12
]
|ΦJ1,J2p1, p2 〉 dp1dp2 (4.2)
For the space J1⊗J2⊗J3 an uncoupled continuous basis is given by the functions
ΦJ1p1 Φ
J2
p2
ΦJ3p3 , while the space J12⊗J3 has a partially coupled continuous basis given
by the functions ΨJ1,J2 J12p12 Φ
J3
p3
which are defined using equation 4.2. There is a
change of continuous basis between these two that implements the isomorphism
J1 ⊗J2 ⊗ J3 −→ J12 ⊗ J3
Finally there is a coupled continuous basis, given by the functions Ψ
(J1J2)J3, J
p , of the
space J . These arise from an analogous direct integral decomposition of J12 ⊗ J3
and may be explicitly computed by an equation analogous to equation 4.2.
Hence the change of continuous basis from the uncoupled continuous basis ΦJ1,J2,J3p1, p2, p3
to the coupled continuous basis Ψ
(J1J2)J3, J
p which implements the isomorphism
J1 ⊗J2 ⊗ J3 −→
∫
DJ J
may be explicitly realised as
|Ψ(J1J2)J12J3, Jp 〉 =
∫ [ J1 J2 J12
p1 p2 p12
]
[ J12 J3 J
p12 p3 p
]
|ΦJ1,J2,J3p1, p2, p3 〉 dp1 dp2 dp3 dp12 (4.3)
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where
|Ψ(J1J2)J3, Jp 〉 =
∫
DJ12 |Ψ(J1J2)J12J3, Jp 〉
and the |Ψ(J1J2)J3, Jp 〉 are a continuous basis for each J .
Similarly there is a change of continuous basis from the uncoupled continuous basis
ΦJ1,J2,J3p1, p2, p3 to the coupled continuous basis Ψ
J1(J2J3)J23, J
p where the continuous basis
of J2⊗J3 is diagonalised first. Explicitly the change of continuous basis is given by
|ΨJ1(J2J3)J23, Jp 〉 =
∫ [ J2 J3 J23
p2 p3 p23
]
[ J1 J23 J
p1 p23 p
]
|ΦJ1,J2,J3p1, p2, p3 〉 dp1 dp2 dp3 dp23 (4.4)
where again
|ΨJ1(J2J3), Jp 〉 =
∫
DJ23 |ΨJ1(J2J3)J23, Jp 〉
is a continuous basis for each J .
The Racah coefficient
{ J1 J2 J12
J3 J J23
}
is defined as the unitary map between the
two different coupled continuous bases given by equations 4.3 and 4.4. It is realised
as { J1 J2 J12
J3 J J23
}
δ (J ,J ′) δ (p− p′) = 〈ΨJ1(J2J3)J23, J ′p′ |Ψ(J1J2)J12J3, Jp 〉 (4.5)
It is easy to see that the Racah coefficient is independent of the specific realisation of
the coupled and uncoupled continuous basis since it is defined as an inner product.
Equation 4.5 may be written, using equations 4.3 and 4.4, as a multiple integral of
four Clebsch-Gordon coefficients∫
dp1 dp2 dp3 dp12 dp23 δ (p12 − p1 − p2) δ (p− p12 − p3) δ (p23 − p2 − p3)
δ (p′ − p23 − p1)
[ J1 J2 J12
p1 p2 p12
] [ J12 J3 J
p12 p3 p
] [ J2 J3 J23
p2 p3 p23
]⋆
[ J1 J23 J ′
p1 p23 p
′
]⋆
= δ (J , J ′) δ (p− p′)
{ J1 J2 J12
J3 J J23
}
(4.6)
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The convergence of this integral will be discussed in section 4.2.
Now using equation 3.36 one may transform equation 4.6 into the so-called recou-
pling identity. Explicitly it is given in terms of Clebsch-Gordon coefficients by∫
dp12 δ (p12 − p1 − p2) δ (p− p12 − p3)
[ J1 J2 J12
p1 p2 p12
] [ J12 J3 J
p12 p3 p
]
=
∫
DJ23
∫
dp23 δ (p23 − p2 − p3) δ (p− p23 − p1)[ J2 J3 J23
p2 p3 p23
] [ J23 J1 J
p23 p1 p
]{ J1 J2 J12
J3 J J23
}
(4.7)
The Racah coefficient is then realised explicitly as a change of continuous basis since
equation 4.7 determines a map
αJ1 J2 J3 : VJ1 ⊗ (VJ2 ⊗ VJ3) −→ (VJ1 ⊗ VJ2)⊗ VJ3
The inverse map is given by
αJ1 J2 J3 ⋆ : (VJ1 ⊗ VJ2)⊗ VJ3 −→ VJ1 ⊗ (VJ2 ⊗ VJ3)
may be explicitly defined by∫
dp23 δ (p23 − p2 − p3) δ (p− p23 − p1)
[ J2 J3 J23
p2 p3 p23
] [ J23 J1 J
p23 p1 p
]
=
∫
DJ12
∫
dp12 δ (p12 − p1 − p2) δ (p− p12 − p3)[ J1 J2 J12
p1 p2 p12
] [ J12 J3 J
p12 p3 p
]{ J1 J2 J12
J3 J J23
}⋆
(4.8)
in the same way.
A variety of identities may be derived for the Racah coefficient in view of equation
4.7.
Proposition 4.1 (Orthogonality)∫
DJ12
{ J1 J2 J12
J3 J J23
}{ J1 J2 J12
J3 J J ′23
}⋆
=
δ(J23,J ′23)
µ (J23)
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This follows from considering the identity map
αJ1 J2 J3 ◦ αJ1 J2 J3 ⋆ : VJ1 ⊗ (VJ2 ⊗ VJ3)→ VJ1 ⊗ (VJ2 ⊗ VJ3)
Thus (the δ functions associated with each Clebsch-Gordon coefficient have been
suppressed for clarity)
∫ [ J2 J3 J23
p2 p3 p23
] [ J23 J1 J
p23 p1 p
]
dp23
=
∫
DJ12
∫ [ J1 J2 J12
p1 p2 p12
] [ J12 J3 J
p12 p3 p
]{ J1 J2 J12
J3 J J23
}
dp12
=
∫
DJ12DJ ′23
∫ [ J2 J3 J ′23
p2 p3 p
′
23
] [ J ′23 J1 J
p′23 p1 p
]
dp′23{ J1 J2 J12
J3 J J23
}{ J1 J2 J12
J3 J J ′23
}⋆
which implies orthogonality.
VJ1 ⊗ (VJ2 ⊗ (VJ3 ⊗ VJ4))
αJ2 J3 J4
VJ1 ⊗ ((VJ2 ⊗ VJ3)⊗ VJ4)
αJ1 J23 J4
(VJ1 ⊗ (VJ2 ⊗ VJ3))⊗ VJ4
αJ1 J2 J34 αJ1 J2 J3
(VJ1 ⊗ VJ2)⊗ (VJ3 ⊗ VJ4)
αJ12 J3 J4
((VJ1 ⊗ VJ2)⊗ VJ3)⊗ VJ4
Figure 4.1: The Pentagon relation
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Proposition 4.2 (Biedenharn-Elliot)
∫
DJ23
{ J2 J3 J23
J4 J234 J34
}{ J1 J23 J123
J4 J J234
}
{ J1 J2 J12
J3 J123 J23
}
=
{ J1 J2 J12
J34 J J234
}{ J12 J3 J123
J4 J J34
}
(4.9)
Biedenharn-Elliot follows from category theoretic considerations since the Racah
coefficient is the associator of the monoidal category of unitary representations of
SU(1, 1). Thus it satisfies the Pentagon relation in figure 4.1 from which the above
can be read off. Similar three to two relations may be derived using different starting
and finishing points in the pentagon relation.
One may also derive the following, again from the Pentagon relation in figure 4.1
Proposition 4.3 (Four to One)
∫
DJ12DJ23DJ234
{ J1 J2 J12
J3 J123 J23
}{ J1 J23 J123
J4 J J234
}
{ J2 J3 J23
J4 J234 J34
}{ J1 J2 J ′12
J34 J J234
}⋆
=
{ J ′12 J3 J123
J4 J J34
}
(4.10)
Again, nine further four to one relations may be derived by considering different
starting and finishing points and different directions of traversal for the pentagon
relation.
4.2 On the existence of the Racah Coefficient
In this section it will be shown that the Racah coefficient is well defined by the
integral in equation 4.6.
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Theorem 4.4 The Racah coefficient
{ J1 J2 J12
J3 J J23
}
as defined by
∫
dp12 dp23
[ J1 J2 J12
p− p23 p12 + p23 − p p12
] [ J12 J3 J
p12 p− p12 p
]
[ J2 J3 J23
p12 + p23 − p p− p12 p23
]⋆ [ J1 J23 J ′
p′ − p23 p23 p′
]⋆
= δ (J , J ′)
{ J1 J2 J12
J3 J J23
}
(4.11)
is a well defined function of its six indices whose value is given by the integral in
equation 4.11.
In order to prove this one needs to show the integral converges. This is governed
by the asymptotics of the Clebsch-Gordon coefficients as p12 and p23 become large.
From the results of section 3.2 the Clebsch-Gordon coefficients for the various cases
of coupling can be expressed as integrals of the form
I =
∫ 1
0
tα
′
(1− t)β′ 2F1
(
a b
c
; t
)
dt (4.12)
where the labels α′, β ′, a, b and c are constants depending on the particular case
of coupling; α′ and β ′ may depend further on the continuous basis elements under
consideration. The hypergeometric functions all satisfy c − a − b > 0 so that they
are bounded at t = 1.
One type1 corresponds to the case where α′ = α − ip2 and β ′ = β − ip1 while the
other2 has α′ = α− ip2 and β ′ = β + ip1 + ip2. The constants α and β depend only
on the representation labels and our interest is in the case where p1 and p2 are large
with a certain relationship between them.
The values of α and β are given by the results of section 3.2 which, for convenience,
are summarised in table 4.1.
1These are integrals derived from the integrals involving trigonometric functions
2These are derived from the integrals involving hyperbolic functions
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Integral from equation Asymptotics of the Integrand
at t = 0 at t = 1
I (+,+,+) (3.44) tk2−1−ip2 (1− t)k1−1−ip1
I (+,−,J ) (3.59) tk2−1−ip2 (1− t)j12−1+ip1+ip2
I1 (+, C,+) (3.63) t
−is2−ip2− 12 (1− t)k12−1+ip1+ip2
I2 (+, C,+) (3.62) t
is2−ip2− 12 (1− t)k1−1−ip1
I1 (+, C, C) (3.67) t
k1−1−ip1 (1− t)is12− 12+ip1+ip2
I2 (+, C, C) (3.68) t
is2− 12−ip2 (1− t)is12− 12+ip1+ip2
I3 (+, C, C) (3.69) t
is2−ip2− 12 (1− t)k1−1−ip1
I1 (C,C,+) (3.72) t
−ip2+is2− 12 (1− t)−ip1−is1− 12
I2 (C,C,+) (3.73) t
−ip2+is2− 12 (1− t)k12−1+ip1+ip2
I1 (C,C, C) (3.74) t
−ip2+is2− 12 (1− t)−ip1−is1− 12
I2 (C,C, C) (3.75) t
−ip2+is2− 12 (1− t)is12− 12+ip1+ip2
Table 4.1: The asymptotics of the various integrands defining the Clebsch-Gordon
coefficients at the end points of the integral. Here J may be any of +, − or
C. One should note that the symmetries of the Clebsch-Gordon coefficient under
interchanging the first two representations implies the existence of further integrals;
for instance the coupling D+ ⊗ D− → J has a further integral that looks like
I (+,−,J ) except the subscripts 1 and 2 are swapped.
There are a number of theorems[25] which are of use in determining the asymptotics
of these integrals and will be reproduced here for convenience.
Theorem 4.5 (Laplace Integrals[25]) Let f (t) be analytic in the region a <
Arg t < b, a < 0 and b > 0, and at the origin, and satisfy |f (t)| < AeB|t|, for
some constants A and B, in this region. Then, if z = |z| eiθ, −π
2
− b < θ < π
2
− a,
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one has ∫ ∞
0
e−ztf (t) dt ∼ f (0)
z
as |z| → ∞.
Theorem 4.6 (Stationary Phase[25]) Let I (z) be given by
I (z) =
∫ b
a
e−z p(t)q (t) dt (4.13)
and satisfy
(i) p′ (t) and q (t) independent of z, single valued and holomorphic in a domain T
(ii) The contour given by the integral from a to b is independent of z and the
interval (a, b) lies in the domain T
(iii) In the neighbourhood of a p (t) and q (t) admit the following (convergent) ex-
pansions
p (t) = p (a) +
∞∑
n=0
pn (t− a)n+µ
q (t) =
∞∑
n=0
qn (t− a)n+λ−1
with µ ∈ R+ and Reλ > 0. If either µ or λ is fractional then the branch is
chosen by continuity.
(iv) if z satisfies θ1 ≤ Arg z ≤ θ2 with θ2 − θ1 < π and is of sufficiently large
absolute value then the integral is absolutely and uniformly convergent
(v) For t ∈ (a, b) one has Re (eiθp (t)− eiθp (a)) > 0 and moreover ∃M > 0 such
that Re
(
eiθp (t)− eiθp (a)) ≥ M as t→ b and M does not depend on θ
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then one has ∫ b
a
e−zp(t)q (t) dt ∼ e−zp(a)
∞∑
n=0
Γ
(
n+ λ
µ
)
an
z
n+λ
µ
(4.14)
as |z| → ∞ with θ1 ≤ Arg z ≤ θ2 where the ai depend only on the pi and the qi.
Theorem 4.7 (Saddle Point method[25]) Let I (z) be as in theorem 4.6 with
p (t) and q (t) satisfying the same conditions with, in addition, there being a station-
ary point t0 ∈ (a, b) such that p′ (t) = 0. Then∫ b
a
e−zp(t)q (t) dt ∼ 2e−zp(t0)
∞∑
n=0
Γ
(
n+
1
2
)
a2n
zs+
1
2
(4.15)
as |z| → ∞ with θ1 ≤ Arg z ≤ θ2. Here the coefficients ai are functions only of p
and q and their derivatives at t0.
It is instructive to note from table 4.1 that the integrand converges to a constant
or zero at both endpoints when all the representations are in the discrete series but
when one or more representations are in the continuous series the upper or lower
integrand exhibits a mild divergence. This is largely unsurprising in the light of the
orthogonality relation of proposition 3.33 as will be shown in the next result.
Proposition 4.8
[ J1 J2 J12
p1 p12 − p1 p12
]
behaves asymptotically as
[ J1 J2 J12
p1 p12 − p1 p12
]
∼


≤ 1
p1
if J12 is in the discrete series
1√
p1
if J12 is in the continuous series
as p1 gets large with all other arguments held fixed.
Consider a Clebsch-Gordon coefficient of the form,
[ J1 J2 J12
p1 p12 − p1 p12
]
. There are
two types of integral that a Clebsch-Gordon coefficient of this form might correspond
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to. If it contains a hyperbolic type integral then one is interested in asymptotics of
the integral
Ihyp (p1) =
∫ 1
0
eip1 ln ttj2−1−ip12 (1− t)j12−1+ip12 dt (4.16)
while a trigonometric integral gives rise to a integral of the form
Itrig (p1) =
∫ 1
0
eip1 ln
t
t−1 tj2−1−ip12 (1− t)j1−1 dt (4.17)
If Ji in the discrete series ji = ki ≥ 1 while ji = 12 ± isi if it is in the continuous
series.
For equation 4.16 one may apply theorem 4.6 to the integral by reversing the in-
tegration so that a = 1 and b = 0. The function p (t) = ln (t) has a leading term
− (1− t) as t → 1 by a simple Taylor expansion and so µ = 1. The function
q (t) = tα (1− t)β 2F1
(
a b
c
; t
)
near t = 1 clearly has leading term (1− t)j12−1
and so λ = j12.
Thus
Ihyp (z) ∼ Γ (j12) a0
zj12
(4.18)
For equation 4.17 one has, after a substitution of v = ln
(
t
1−t
)
and splitting the
integral into two parts that look like Laplace integrals,
I1 (z) =
∫ ∞
0
dv exp {izv} f (v) +
∫ ∞
0
dv exp {−izv} f (−v)
with
f (v) = ev(α+1) (1 + ev)2−α−β 2F1
(
a b
c
;
ev
1 + ev
)
The hypergeometric function is analytic everywhere for the range of integration and
the only other possible singularity is in the factor (1 + ev)2−α−β , if α + β > 2, at
the points v = iπ (2n+ 1) for n ∈ Z. Thus f (v) is analytic for −π
2
< Arg v < π
2
.
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Applying theorem 4.5 gives, since the coefficient of the variable of integration in the
exponential satisfies Arg z = ±π
2
,
Itrig (z) ∼ (2)
3−α−β
z
2F1
(
a b
c
;
1
2
)
(4.19)
as |z| → ∞.
Thus when j12 is in the discrete series both integrals, and hence the Clebsch-Gordon
coefficient, behave at worst like 1
p1
as p1 gets large (in practice this bound is achieved
everywhere except for D+⊗D− → D±). If j12 is in the continuous series Ihyp behaves
like 1√
p1
and since the hyperbolic integrals always appear in the definition of any
such Clebsch-Gordon coefficient with j12 in the continuous series this completes the
proof of proposition 4.8.
The Clebsch-Gordon coefficient is thus only square integrable when J12 is in the
discrete series; which is precisely the meaning of the orthogonality relation in propo-
sition 3.33.
We are now in a position to investigate the convergence of the integral in equation
4.11
∫
dp12 dp23
[ J1 J2 J12
p− p23 p12 + p23 − p p12
] [ J12 J3 J
p12 p− p12 p
]
[ J2 J3 J23
p12 + p23 − p p− p12 p23
] [ J1 J23 J ′
p′ − p23 p23 p′
]
= δ (J , J ′)
{ J1 J2 J12
J3 J J23
}
(4.20)
First change to polar co-ordinates with
p12 = r cos θ p23 = r sin θ (4.21)
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so that the determining integral in equation 4.11 may be written as
∫ 2π
0
∫ ∞
0
[ J1 J2 J12
p− r sin θ r (cos θ + sin θ)− p r cos θ
] [ J12 J3 J
r cos θ p− r cos θ p
]
[ J2 J3 J23
r (cos θ + sin θ)− p p− r cos θ r sin θ
] [ J1 J23 J ′
p′ − r sin θ r sin θ p′
]
r dr dθ
= δ (J , J ′)
{ J1 J2 J12
J3 J J23
}
(4.22)
Proposition 4.9 For fixed θ the Clebsch-Gordon coefficients
[ J1 J2 J12
p− r sin θ r (cos θ + sin θ)− p r cos θ
]
and[ J2 J3 J23
r (cos θ + sin θ)− p p− r cos θ r sin θ
]
tend to 0 as r →∞ no slower than 1√
r
.
The Clebsch-Gordon coefficient
[ J1 J2 J12
p− r sin θ r (cos θ + sin θ)− p r cos θ
]
is con-
structed from linear combinations of integrals of the form
Itrig (J1,J2) =
∫ 1
0
exp {ir (sin θ ln (1− t)− (cos θ + sin θ) ln t)} tj2−1+ip
(1− t)j1−1−ip 2F1
(
a ; b
c
; t
)
dt (4.23)
and
Ihyp (J1,J2) =
∫ 1
0
exp {ir (cos θ ln (1− t)− (cos θ + sin θ) ln t)} tj2−1+ip
(1− t)j12−1 2F1
(
a ; b
c
; t
)
dt (4.24)
Since the Clebsch-Gordon coefficient is symmetric (up to a phase) under interchang-
ing the first two columns one has a further two integrals Itrig (J2,J1) and Ihyp (J2,J1)
whose asymptotics must also contribute to the Clebsch-Gordon coefficient.
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The Clebsch-Gordon coefficient
[ J2 J3 J23
r (cos θ + sin θ)− p p− r cos θ r sin θ
]
is con-
structed from linear combinations of integrals of the form
Itrig (J2,J3) =
∫ 1
0
exp {ir ((sin θ + cos θ) ln (1− t)− cos θ ln t)} tj1−1+ip
(1− t)j2−1−ip 2F1
(
a ; b
c
; t
)
dt (4.25)
and
Ihyp (J2,J3) =
∫ 1
0
exp {ir (cos θ ln (1− t)− (cos θ + sin θ) ln t)} tj3−1+ip
(1− t)j23−1 2F1
(
a ; b
c
; t
)
dt (4.26)
For the first, equation 4.23, the function
p (t) = sin θ ln (1− t)− (cos θ + sin θ) ln t
has a stationary point at t = tan θ+1. When this falls within the range of integration
theorem 4.7 may be applied to estimate the contribution. There are critical points
when sin θ vanishes, in which case the integral degenerates to the same form as Ihyp
in equation 4.16, and when cos θ = − sin θ, which leads to an integral that may be
estimated in a similar way to Ihyp, that mark the boundary of the region where a
stationary point exists. The behaviour of this depends on whether the particular
representations that govern the behaviour at the end points (in this case J2 and
J12) are in the discrete or continuous series.
While θ ranges over the rest of its possible values (where tan θ + 1 6∈ [0, 1]) the
function 1
p′(t)
has no singularities in the range of integration and thus a substitution
is possible with u = p (t), u ranging from +∞ to −∞ with the function f in the
statement of theorem 4.5 being taken as
f (u) =
q (t)
p′ (t)
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with
q (t) = tj2−1+ip (1− t)j1−1−ip 2F1
(
a ; b
c
; t
)
As a function of t this is clearly analytic in the annulus 0 < |t| < 1 and it remains
to see where it is analytic as a function of u so that one may apply theorem 4.5.
The transformation u = p (t) may be explicitly written as a transformation of the
complex plane with
u = sin θ ln (1− t)− (cos θ + sin θ) ln t (4.27)
This transformation must be inverted and so that t may be written as a function
of u and then the singularities of the function f (u) determined. In general it is not
possible to write this in a closed form, however, one may write is as
t = 1− eν (4.28)
where ν = ν (u) is a solution of the equation
exp {ν} − 1 + exp
{
sin (θ) ν − u
sin (θ) + cos (θ)
}
= 0 (4.29)
Now f (t) is singular at the points t = 0 and t = 1. These correspond, respectively,
to the regions of the complex plane ν = 2nπi for n ∈ Z and Re ν → −∞, Im ν
arbitrary, by inspection of equation 4.28.
The first of these, ν = 2nπi, translates to sign (sin θ + cos θ) Reu → ∞. In other
words the origin is mapped to a line at infinity as one would expect from equation
4.27. The second clearly requires −sign (sin θ) u → ∞ to satisfy equation 4.29 and
the point t = 1 gets mapped to a line at infinity as well.
The other possible problem with f (u) is that equation 4.29 has no solutions. This
can only happen when cos θ = 0 and here one can invert equation 4.27 directly to
find
t = f (u) =
1
1 + eu
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and there are singularities along the imaginary axis at u = (2n+ 1) πi. In this case
theorem 4.5 may be applied to gain an asymptotic contribution of 1
r
.
The other equations are similar and we shall omit the details in favour of specifying
the range of θ where they behave like 1√
r
. One finds
Itrig (J1J2) ∼ 1√r for θ ∈
(−π
4
, 0
)
Itrig (J2J1) ∼ 1√r for θ ∈
(
0, π
4
)
Ihyp (J1J2) ∼ 1√r for θ ∈
(−π
2
,−π
4
)
Ihyp (J2J1) ∼ 1√r for θ ∈
(
0, π
2
)
Itrig (J2J3) ∼ 1√r for θ ∈
(−π
2
,−π
4
)
Itrig (J3J2) ∼ 1√r for θ ∈
(−π
2
,−π
4
)
Ihyp (J2J3) ∼ 1√r for θ ∈
(
0, π
2
)
Ihyp (J3J2) ∼ 1√r for θ ∈
(−π
4
, 0
)
Proposition 4.10 As r →∞ with every other argument held fixed there is a range
of θ where
∣∣∣∣
[ J1 J2 J12
p− r sin θ r (cos θ + sin θ)− p r cos θ
]
[ J2 J3 J23
r (cos θ + sin θ)− p p− r cos θ r sin θ
]∣∣∣∣ ∼ 1r (4.30)
providing the representations are not all in the positive discrete series or all in the
negative discrete series.
The proposition is true providing one can find a range of θ such that the possible
products of Itrig and Ihyp have an overlapping range of θ where they behave as
1√
r
.
A glance at the above table shows this is always possible providing the product is
not of the form ItrigItrig.
However the only case of coupling consisting solely of an integral of type Itrig is
where j1, j2, j3, j12 and j23 are all in the positive discrete series or all in the negative
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discrete series. This is sufficient to imply j is in the same discrete series too. In this
case the product tends to zero no slower than r−
3
2 because the regions where each
Clebsch-Gordon coefficient tends to zero as 1√
r
do not overlap.
Having applied proposition 4.10 to equation 4.22 one is interested in the convergence
of an integral of the form
∫ b
a
∫ ∞
0
[ J12 J3 J
r cos θ p− r cos θ p
] [ J1 J23 J ′
p′ − r sin θ r sin θ p′
]
dr dθ
(for the exception to proposition 4.10 when everything is solely in either the positive
or the negative discrete series one must multiply the integrand by an additional
factor of 1√
r
.)
Here the range (a, b) for θ is the same as that found in proposition 4.10 since for the
rest of the integral in equation 4.22 the integrand converges faster to 0 as r →∞.
The convergence of this integral (and the original integral in equation 4.11) thus
rests on the behaviour of the two Clebsch-Gordon coefficients that determine the
final states J and J ′.
From the asymptotics of proposition 4.8 one sees that the integral converges abso-
lutely as 1
r2
when they are in the discrete series, unless everything is in the same
discrete series in which case it converges absolutely as r−
5
2 .
However when in the continuous series they contribute a factor r
is−is′
r
which leads to
the δ function on the right hand side of equation 4.11 and the integral only converges
to a distribution rather than a function, as expected. The distributional nature in
this latter case is rather mild, being a genuine function (the Racah coefficient itself)
producted with a δ function. This concludes the proof of theorem 4.4.
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4.3 The Clebsch-Gordon Coeffient in a discrete
basis
Before calculating the Racah coefficient for the discrete series it is convenient to
calculate the Clebsch-Gordon coefficient in a discrete basis. It is a lot simpler to
calculate the Racah coefficient in this case of coupling using these discrete basis
Clebsch-Gordon coefficients than the continuous basis ones met previously and since
the Racah coefficient is independent of basis this freedom is open to us.
Some symmetries will be derived for these Clebsch-Gordon coefficients as well. All
sums without a specified range are in integer steps over the range for which all the
factorials in the summand are defined.
From section 3.1, su1,1 is characterised by the following action of its generators on
the Hilbert spaces Hj with basis { |j,m〉| j,m ∈ 12N}
K3 |j,m〉 = m |j,m〉
K± |j,m〉 =
√
(m± j)(m∓ j ± 1) |j,m± 1〉 (4.31)
The Clebsch-Gordon coefficients for two representation series may be defined as
follows
|j (j1j2) , m〉 =
∑
m1,m2
[
j1 j2 j
m1 m2 m
]
|j1, m1〉 ⊗ |j2, m2〉 (4.32)
with m = m1 + m2, and j1, j2, j taking values appropriate for the series under
discussion.
The normalisation is taken to agree with that used previously in equation 3.33, thus
∑
m1,m2
[
j1 j2 j
m1 m2 m
] [
j1 j2 j
′
m1 m2 m
′
]
= δ (J ,J ′) δmm′ (4.33)
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An explicit formula for the Clebsch-Gordon coefficient may be derived by adapting
Racah’s approach to the su2 Clebsch-Gordon problem[26].
Consider the operators K± acting on equation 4.32 as in equation 4.31. Acting with
K+ yields
√
(m+ j) (m− j + 1)
[
j1 j2 j
m1 m2 m+ 1
]
=
√
(m1 − j1) (m1 + j1 − 1)
[
j1 j2 j
m1 − 1 m2 m
]
+
√
(m2 − j2) (m2 + j2 − 1)
[
j1 j2 j
m1 m2 − 1 m
]
(4.34)
while acting with K− gives
√
(m− j) (m+ j − 1)
[
j1 j2 j
m1 m2 m− 1
]
=
√
(m1 + j1) (m1 − j1 + 1)
[
j1 j2 j
m1 + 1 m2 m
]
+
√
(m2 + j2) (m2 − j2 + 1)
[
j1 j2 j
m1 m2 + 1 m
]
(4.35)
Equations 4.34 and 4.35 fix the Clebsch-Gordon coefficient up to a function of the
j’s and then equation 4.33 fixes it up to a phase that can depend only on the j’s.
To investigate some symmetries, define
[
j1 j2 j
m1 m2 m
]
=
√
(m+ j − 1)! (m1 + j1 − 1)! (m2 + j2 − 1)!
(m− j)! (m1 − j1)! (m2 − j2)!
g
(
j1 j2 j
m1 m2 m
)
(4.36)
where the factorials are understood in terms of gamma functions when j is in the
continous series. When j is in the discrete series one has |m| ≥ j and the sign of m
determines whether it is in the postive or negative discrete series.
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Subsitution of equation 4.36 into the recursion relations in equations 4.34 and 4.35
yields, respectively
(m+ j) g
(
j1 j2 j
m1 m2 m+ 1
)
=
(m1 − j1) g
(
j1 j2 j
m1 − 1 m2 m
)
+ (m2 − j2) g
(
j1 j2 j
m1 m2 − 1 m
)
(4.37)
and
(m− j) g
(
j1 j2 j
m1 m2 m− 1
)
=
(m1 + j1) g
(
j1 j2 j
m1 + 1 m2 m
)
+ (m2 + j2) g
(
j1 j2 j
m1 m2 + 1 m
)
(4.38)
Now passively transform this equation by writing j for j1, j1 for j2, j2 for j, −m for
m1, m1 for m2 and −m2 for m. Thus equation 4.37 and 4.38 become, respectively
(−m2 + j2) g
(
j j1 j2
−m m1 −m2 + 1
)
= (−m− j) g
(
j j1 j2
−m− 1 m1 −m2
)
+ (m1 − j1) g
(
j j1 j2
−m m1 − 1 −m2
)
(4.39)
and
(−m2 − j) g
(
j j1 j2
−m m1 −m2 − 1
)
= (−m+ j) g
(
j j1 j2
−m+ 1 m1 −m2
)
+ (m1 + j1) g
(
j j1 j2
−m m1 + 1 −m2
)
(4.40)
It is clear, however, these are simply equations 4.37 and 4.38 with the function g
transformed via
g
(
j1 j2 j
m1 m2 m
)
7→ g
(
j j1 j2
−m m1 −m2
)
The most general relation between the two functions is thus
g
(
j1 j2 j
m1 m2 m
)
= T (j1, j2, j) g
(
j j1 j2
−m m1 −m2
)
(4.41)
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with T some function. However since g is only defined up to a function of the j’s
which is then fixed up to phase by orthogonality we may as well write∣∣∣∣g
(
j1 j2 j
m1 m2 m
)∣∣∣∣ =
∣∣∣∣g
(
j j1 j2
−m m1 −m2
)∣∣∣∣ (4.42)
Now consider the Clebsch-Gordon coefficient proper, and in particular the quantity∣∣∣∣∣∣∣∣∣
[
j1 j2 j
m1 m2 m
]
[
j j1 j2
−m m1 −m2
]
∣∣∣∣∣∣∣∣∣
(4.43)
From equations 4.36 and 4.42 this is simply
∣∣∣∣∣
√
(m+ j − 1)! (m1 + j1 − 1)! (m2 + j2 − 1)! (−m− j)! (m1 − j1)! (−m2 − j2)
(m− j)! (m1 − j1)! (m2 − j2)! (−m+ j − 1)! (m1 + j1 − 1)! (−m2 + j2 − 1)!
∣∣∣∣∣
=
∣∣∣∣∣
√
(m+ j − 1)! (m2 + j2 − 1)! (−m− j)! (−m2 − j2)
(m− j)! (m2 − j2)! (−m+ j − 1)! (−m2 + j2 − 1)!
∣∣∣∣∣ (4.44)
Noting that
(a + n)!
a!
= (a+ n) (a+ n− 1) · · · (a+ 1)
= (−1)n (−a− n) (−a− n + 1) · · · (−a− 1) = (−a− 1)!
(−a− n− 1)! (4.45)
one finally derives ∣∣∣∣
[
j1 j2 j
m1 m2 m
]∣∣∣∣ =
∣∣∣∣
[
j j1 j2
−m m1 −m2
]∣∣∣∣ (4.46)
It is simple enough to also derive the relation∣∣∣∣
[
j1 j2 j
m1 m2 m
]∣∣∣∣ =
∣∣∣∣
[
j2 j1 j
m2 m1 m
]∣∣∣∣ (4.47)
in a similar way from equations 4.37 and 4.38.
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While equations 4.37 and 4.38 are convenient for exhibiting symmetries, they are less
so for undertaking a calculation of the Clebsch-Gordon coefficient for the discrete
series. There are six cases of coupling in the discrete series:
J + ⊗ J + −→ J +
J + ⊗ J − −→ J +
J − ⊗ J + −→ J +
J + ⊗ J − −→ J −
J − ⊗ J + −→ J −
J − ⊗ J − −→ J −
Thus, let all three representations be in the positive discrete series and define f so
that
[
j1 j2 j
m1 m2 m
]
= (−1)j1−|m1| 1√
(|m|+ j − 1)! (|m| − j)! (|m1|+ j1 − 1)!
× 1√
(|m1| − j1)! (|m2|+ j2 − 1)! (|m2| − j2)!
f
(
j1 j2 j
m1 m2 m
)
(4.48)
Substitution into 4.34 and 4.35 yields, respectively,
f
(
j1 j2 j
m1 m2 m+ 1
)
= − (m1 − j1) (m1 + j1 − 1) f
(
j1 j2 j
m1 − 1 m2 m
)
+ (m2 − j2) (m2 + j2 − 1) f
(
j1 j2 j
m1 m2 − 1 m
)
(4.49)
and
(m− j) (m+ j − 1) f
(
j1 j2 j
m1 m2 m− 1
)
=
− f
(
j1 j2 j
m1 + 1 m2 m
)
+ f
(
j1 j2 j
m1 m2 + 1 m
)
(4.50)
Now choose m = j and equation 4.50 gives f
(
j1 j2 j
m1 m2 j
)
does not depend on
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m1 or m2. Now use equation 4.49 t times on this and one finds
f
(
j1 j2 j
m1 m2 j + t
)
= f
(
j1 j2 j
m1 m2 j
)
∑
z
(−1)z u! (m1 + j1 − 1)! (m1 − j1)!
z! (u− z)! (m1 + j1 − 1− z)! (m1 − j1 − z)!
× (m2 + j2 − 1)! (m2 − j2)!
(m2 + j2 − 1 + z − u)! (m2 − j2 + z − u)! (4.51)
and hence that[
j1 j2 j
m1 m2 m
]
+++
= (−1)m1−j1 f
(
j1 j2 j
m1 m2 j
)
√
(m1 + j1 − 1)! (m1 − j1)! (m2 + j2 − 1)! (m2 − j2)! (m− j)!
(j +m− 1)!∑
z
(−1)z
z! (m− j − z)! (m1 + j1 − 1− z)! (m1 − j1 − z)!
× 1
(j + j2 −m1 − 1 + z)! (j − j2 −m1 + z)! (4.52)
where the subscript + + + is used to denote the representations are in the positive
discrete series.
Now consider the orthogonality relation of equation 4.33, taking m = j so that sums
over z are immediate, one has
∑
m1
[
j1 j2 j
m1 j −m1 j
]
+++
[
j1 j2 j
m1 j −m1 j
]
+++
= f
(
j1 j2 j
m1 m2 j
)2
×
∑
m1
1
(2j − 1)! (m1 − j1)! (m1 + j1 − 1)! (j2 + j −m1 − 1)! (j − j2 −m1)! (4.53)
The sum can be evaluated by means of
Lemma 4.11
∑
n
1
(x− n)! (y + n− 1)! (z − n)!n! =
(x+ y + z − 1)!
x! z! (x+ y − 1)! (y + z − 1)!
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which follows simply from the addition theorem for binomial coefficients by expand-
ing both sides of (a + b)n(a + b)m = (a + b)n+m and equating powers of a and
b.
One finds
1
2j − 1 =
∑
m1
[
j1 j2 j
m1 j −m1 j
]
+++
[
j1 j2 j
m1 j −m1 j
]
+++
=
f
(
j1 j2 j
m1 m2 j
)2
(2j − 1) (j + j1 + j2 − 2)! (j + j1 − j2 − 1)! (j − j1 + j2 − 1)! (j − j1 − j2)!
(4.54)
which determines the value of f
(
j1 j2 j
m1 m2 j
)
, so that
[
j1 j2 j
m1 m2 m
]
+++
= (−1)m1−j1
×
√
(j + j1 + j2 − 2)! (j + j1 − j2 − 1)! (j − j1 + j2 − 1)! (j − j1 − j2)!
×
√
(m1 + j1 − 1)! (m1 − j1)! (m2 + j2 − 1)! (m2 − j2)! (m− j)!
(j +m− 1)!
×
∑
z
(−1)z
z! (m− j − z)! (m1 + j1 − 1− z)! (m1 − j1 − z)!
× 1
(j + j2 −m1 − 1 + z)! (j − j2 −m1 + z)! (4.55)
Note that using relation 4.46 this formula can be extended, up to phase, to cover
the three cases of coupling in the discrete series that include either no or two
negative discrete series. To find the remaining three cases one must start from[
j1 j2 j
m1 m2 m
]
−−−
and extend that using equation 4.46.
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Take f as in equation 4.48 then substitution into 4.34 and 4.35 yields, respectively,
(−m− j) (−m+ j − 1) f
(
j1 j2 j
m1 m2 m+ 1
)
=
− f
(
j1 j2 j
m1 − 1 m2 m
)
+ f
(
j1 j2 j
m1 m2 − 1 m
)
(4.56)
and
f
(
j1 j2 j
m1 m2 m− 1
)
= − (−m1 − j1) (−m1 + j1 − 1) f
(
j1 j2 j
m1 + 1 m2 m
)
+ (−m2 − j2) (−m2 + j2 − 1) f
(
j1 j2 j
m1 m2 + 1 m
)
(4.57)
The calculation then proceeds as in the previous case and yields a formula similar
to the + + + case, but with mi 7→ −mi. Indeed[
j1 j2 j
m1 m2 m
]
+++
=
[
j1 j2 j
−m1 −m2 −m
]
−−−
(4.58)
This final order 2 reflection symmetry is all that is needed, together with the per-
mutation symmetry of equation 4.46 to generate all the cases of coupling for all
representations in the discrete series.
4.4 The Racah Coefficients for the Discrete Series
In this section explicit calculations will be made for the case where all the represen-
tations are in the discrete series. All sums without a specified range are in integer
steps over the range for which all the factorials in the summand are defined.
In contrast to section 3.2 the Clebsch-Gordon coefficients will be exhibited in the
SO (2) discrete basis since the calculations are easier in this form and the Racah
coefficient is basis independent as discussed in section 4.1.
In addition to lemma 4.11 from the previous section the following lemma will be
required
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Lemma 4.12
∑
n
(−1)n (x+ n− 1)!
(z − n)! (y + n− 1)!n! = (−1)
z (x− 1)! (x− y)!
z! (y + z − 1)! (x− y − z)!
Lemma 4.12 follows from Gauss’ formula for summing the 2F1 hypergeometric
series[23]
∑
n
(a + n− 1)! (b+ n− 1)! (c− 1)!
(a− 1)! (b− 1)! (c+ n− 1)!n! =
(c− a− b− 1)! (c− 1)!
(c− a− 1)! (c− b− 1)!
with a = x, b = −z, c = y.
The discrete basis version of the recoupling identity in equation 4.7 may be expressed
as
∑
m12
[
j1 j2 j12
m1 m2 m12
] [
j12 j3 j
m12 m3 m
]
=
∑
j23 m23
(2j23 − 1)
{
j1 j2 j12
j3 j j23
}[
j2 j3 j23
m2 m3 m23
] [
j1 j23 j
m1 m23 m
]
(4.59)
where
[
j1 j2 j12
m1 m2 m12
]
are the Clebsch-Gordon coefficients for the coupling of two
unitary irreducible representations of SU(1, 1).
Equation 4.33 may be used to bring equation 4.59 into the following form
∑
β
[
j1 j2 j12
m1 β m1 + β
] [
j12 j3 j
m1 + β j23 − β j23 +m1
] [
j2 j3 j23
β j23 − β j23
]
=
{
j1 j2 j12
j3 j j23
}[
j1 j23 j
m1 j23 m1 + j23
]
(4.60)
where the choice m23 = j23 has been made.
Now consider the representations j1, j2 and j3. Formally there are 2
3 = 8 different
combinations of positive and negative discrete representations, however these come
in dual pairs so there are only four unique possibilities. It is now a simply matter to
enumerate the possibilities for the remaining discrete series representations in the
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Racah coefficent in table 4.2. The symmetry given by equation 4.58 applied to all
four Clebsch-Gordon coefficients allows these twelve cases to be extended to cover
the full twenty four possible permutations.
Case j1 j2 j3 j12 j23 j
(1) + + + + + +
(2) − + + + + +
(3) − + + − + +
(4) − + + − + −
(5) + + − + + +
(6) + + − + − −
(7) + + − + − +
(8) − + − + + +
(9) − + − + + −
(10) − + − − + −
(11) − + − + − −
(12) − + − − − −
Table 4.2: The possible unique distributions of positive and negative discrete repre-
sentations in the Racah coefficient
It now remains to calculate the Racah cofficient for the twelve cases given in table
4.2. Let the Racah coefficient for each of the twelve cases of coupling be denoted by
a subscript N for N = 1 . . . 12. Explicitly the calculation for case 1 proceeds from a
substitution of equation 4.55 into 4.60
{
j1 j2 j12
j3 j j23
}
1
=
∆(j1j2j12)∆(j2j3j23)∆(j12j3j)
∆(j1j23j)
× (j − j1 − j23)! (j + j1 − j23 − 1)! (j23 + α− j)! I (α)) (4.61)
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where
I(α) =
∑
β t u
(−1)t+u(α + β − j12)!
t!(α + β − j12 − t)! (j12 − j2 − α + t)! (j12 + j2 − α + t− 1)!
× 1
u! (α+ j23 − j − u)! (j − j3 − α− β + u)! (j + j3 − α− β + u− 1)!
× 1
(α+ β − j12 − u) !(α+ β + j12 − u− 1)! (α− j1 − t)! (α+ j1 − t− 1)!
I (α) may be reduced to a single summation as follows. Introduce two new summa-
tion variables, m and n, in place of β and u such that
u = α + β − j12 − n
β = j12 − α +m+ n
Then
I (α) =
∑
m n t
(−1)t+m(m+ n)!
t! (t+m+ n)! (j12 − j2 − α + t)! (j12 + j2 − α + t− 1)!
× 1
m! (j23 − j + α−m)! (j + j3 − j12 − 1− n)!n! (2j12 − 1 + n)! (j − j3 − j12 − n)!
× 1
(α− j1 − t)! (α + j1 − t− 1)! (4.62)
The sum over m, using lemma 4.12, is found to be
∑
m
(−1)m (m+ n)!
m! (m+ n− t)! (j23 − j + α−m)!
=
(−1)j23−j+αn! t!
(j23 − j + α)! (n+ j23 − j + α− t)! (t− j23 + j − α)!
and the sum may be written as
I (α) =
∑
n t
(−1)j23−j+α−t
(j12 − j2 − α + t)! (j12 + j2 − α+ t− 1)! (α− j1 − t)!
× 1
(2j12 − 1 + n)! (j23 − j + α)! (n+ j23 − j + α− t)! (t− j23 + j − α)!
1
(α + j1 − t− 1)! (j + j3 − j12 − 1− n)! (j − j3 − j12 − n)! (4.63)
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Now, transforming with n = −j12 − j3 + j − s, we may rewrite equation 4.63 as
I(α) =
∑
t s
(−1)j23+α−t−j
(j12 − j2 − α+ t)! (j12 + j2 − α + t− 1)! (α− j1 − t)!
× 1
(j12 − j3 + j − 1− s)! (j23 − j + α)!(j23 − j12 − j3 − s+ α− t)! s!
× 1
(α + j1 − t− 1)! (2j3 − 1 + s)! (t− j23 + j − α)! (4.64)
The sum over s, using lemma 4.11, is found to be
∑
s
1
(2j3 − 1 + s)! (j12 − j3 + j − 1− s)! (j23 − j12 − j3 − s+ α− t)!s!
=
(j + j23 − 2− t+ α)!
(j12 − j3 + j − 1)! (j23 − j12 − j3 − t+ α)!
× 1
(j12 + j3 + j − 2)! (j23 − j12 + j3 − t+ α− 1)!
and I (α) is reduced to a single summation
I(α) =
∑
t
(−1)α−t+j23−j(j + j23 − 2− t+ α)!
(j12 − j2 − α+ t)! (j23 + j2 − α + t− 1)! (α− j1 − t)! (α + j1 − t− 1)!
× 1
(t− j23 + j − α)! (j12 − j3 + j − 1)! (j23 − j12 − j3 − t+ α)! (j12 + j3 + j − 2)!
× 1
(j23 − j + α)! (j23 − j12 + j3 − t+ α− 1)! (4.65)
If the summation variable is rewritten as z = α−j1−t and substituted into equation
4.61 we find
{
j1 j2 j12
j3 j j23 1
}
1
=
(−1)j23+j1−j∆(j1j2j12)∆(j2j3j23)∆(j12j3j)
∆(j1j23j)(c+ d+ e− 2)! (c− d+ e− 1)!
×
∑
z
(−1)z(j + j23 − 2 + j1 + z)!
z! (j12 − j2 − j1 − z)! (j12 + j2 − j1 − 1− z)! (j − j23 − j1 − z)!
× (j − j1 − j23)! (j + j1 − j23 − 1)!
(2j1 − 1 + z)!(j23 − j12 − j3 + j1 + z)!(j23 − j12 + j3 + j1 + z − 1)! (4.66)
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The sum may then be brought into the following, more symmetrical, form
{
j1 j2 j12
j3 j j23
}
1
= (−1)2j−1 ∆(j1j2j12)∆(j2j3j23)∆(j12j3j)(j − j1 − j23)!
∆(j1j23j)(j12 + j3 + j − 2)! (j12 − j3 + j − 1)!
×
∑
r
(−1)r(r + 1)! (j + j1 − j23 − 1)!
(j12 − j2 + j + j23 − 3− r)! (j12 + j2 + j + j23 − 4− r)!! (r − j1 − j − j23 + 3)!
× 1
(r + j1 − j − j23 + 2)! (r − j1 − j − j23 + 3)! (r + j3 − j12 − j + 3) (2j − 3− r)!
(4.67)
As for the Clebsch-Gordon coefficient one may use symmetries to generate the twelve
cases of coupling by inducing symmetries on the Racah coeffcient. Consider equation
4.60 in its most generic form
∑
m2 m3 m12
[
j1 j2 j12
m1 m2 m12
] [
j12 j3 j
m12 m3 m
] [
j2 j3 j23
m2 m3 m23
]
=
{
j1 j2 j12
j3 j j23
}[
j1 j23 j
m1 m23 m
]
(4.68)
Now consider the passive transformation that maps
(
j3 j2 j12
) 7−→ ( j12 j3 j2 )
and (
j1 j j23
) 7−→ ( j23 j1 j )
with corresponding transformations for the mi, applied to equation 4.68. One has
∑
m2 m3 m12
[
j23 j3 j2
m23 m3 m2
] [
j2 j12 j1
m2 m12 m1
] [
j3 j12 j
m3 m12 m
]
=
{
j23 j3 j2
j12 j1 j
}[
j23 j j1
m23 m m1
]
(4.69)
and hence by equations 4.46 and 4.58 one has, up to an overall phase on the Racah
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coefficient
∑
m2 m3 m12
[
j3 j2 j23
m3 −m2 −m23
] [
j1 j2 j12
m1 −m2 m12
] [
j3 j12 j
m3 m12 m
]
=
{
j23 j3 j2
j12 j1 j
}[
j1 j23 j
m1 −m23 m
]
(4.70)
which is simply then defining relation for a Racah coefficient with a different pattern
of positive and negative discrete series representations. This symmetry induces the
following automorphism of the twelve different Racah coefficients
∣∣∣∣
{
j1 j2 j12
j3 j j23
}
i
∣∣∣∣ =
∣∣∣∣∣
{
j23 j3 j2
j12 j1 j
}
σ1(i)
∣∣∣∣∣ (4.71)
where σ1 is the following permutation
σ1 :
(
1 2 3 4 5 6 7 8 9 10 11 12
)
7−→ ( 10 12 1 2 9 5 8 11 6 3 7 4 )
Now consider the recoupling identity in equation 4.59
∑
m12
[
j1 j2 j12
m1 m2 m12
] [
j12 j3 j
m12 m3 m
]
=
∑
j23 m23
(2j23 − 1)
{
j1 j2 j12
j3 j j23
}[
j2 j3 j23
m2 m3 m23
] [
j1 j23 j
m1 m23 m
]
(4.72)
There are essentially two independent passive transformations one may make with-
out disrupting the sums, swapping j1 with j2 and j3 with j or swapping j1 with j3
and j2 with j. The first of these transforms equation 4.72 to
∑
m12
[
j2 j1 j12
m2 m1 m12
] [
j12 j j3
m12 m m3
]
=
∑
j23 m23
(2j23 − 1)
{
j2 j1 j12
j j3 j23
}[
j1 j j23
m1 m m23
] [
j2 j23 j3
m2 m23 m3
]
(4.73)
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Once again using equations 4.46 and 4.58 one may transform this (up to an overall
phase on the Racah coefficient) into
∑
m12
[
j1 j2 j12
m1 m2 m12
] [
j3 j12 j
−m3 m12 −m
]
=
∑
j23 m23
(2j23 − 1)
{
j2 j1 j12
j j3 j23
}[
j23 j1 j
−m23 m1 −m
] [
j3 j2 j23
−m3 m2 −m23
]
(4.74)
As before this induces the following order 2 automorphism on the twelve Racah
coefficients ∣∣∣∣
{
j1 j2 j12
j3 j j23
}
i
∣∣∣∣ =
∣∣∣∣∣
{
j2 j1 j12
j j3 j23
}
σ2(i)
∣∣∣∣∣ (4.75)
where σ2 is the following permutation
σ2 :
(
1 2 3 4 5 6 7 8 9 10 11 12
)
7−→ ( 6 3 2 8 7 1 5 4 10 9 12 11 )
Now consider the passive transformation swapping j1 with j3 and j2 with j. This
transforms equation 4.72 to
∑
m12
[
j3 j j12
m3 m m12
] [
j12 j1 j2
m12 m1 m2
]
=
∑
j23 m23
(2j23 − 1)
{
j3 j j12
j1 j2 j23
}[
j j1 j23
m m1 m23
] [
j3 j23 j2
m3 m23 m2
]
(4.76)
As before using equations 4.46 and 4.58 one may transform this (up to an overall
phase on the Racah coefficient) into
∑
m12
[
j12 j3 j
−m12 m3 −m
] [
j1 j2 j12
m1 −m2 −m12
]
=
∑
j23 m23
(2j23 − 1)
{
j3 j j12
j1 j2 j23
}[
j1 j23 j
m1 −m23 −m
] [
j2 j3 j23
−m2 m3 −m23
]
(4.77)
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This induces the another order 2 automorphism on the twelve Racah coefficients
∣∣∣∣
{
j1 j2 j12
j3 j j23
}
i
∣∣∣∣ =
∣∣∣∣∣
{
j3 j j12
j1 j3 j23
}
σ3(i)
∣∣∣∣∣ (4.78)
where σ3 is the following permutation
σ3 :
(
1 2 3 4 5 6 7 8 9 10 11 12
)
7−→ ( 8 2 3 6 5 4 7 1 12 11 10 9 )
It is not too difficult to see that one may generate the appropriate Racah coefficient
for all twelve cases of coupling from case 1 by suitable applications of σ1, σ2 and σ3.
Chapter 5
The Quantum Geometry of
SU (1, 1)
In this chapter the relationship between the geometry of three dimensional Lorentz-
ian space and the irreducible unitary representations of su1,1 will be explored. In
sections 5.2 and 5.3 a state sum model for su1,1 is stated and shown to be a for-
mal topological invariant, in the same way that the su2 Ponzano-Regge model is[3].
Section 5.3 also places the symmetries of the su1,1 Racah, Clebsch-Gordon coeffi-
cient, already stated and derived in sections 4.4 and 4.3 respectively, in the correct
categorical framework.
5.1 Quantum Vector Addition and SU(1, 1)
There is an intimate relation between irreducible unitary representations of certain
groups and ‘quantum vectors’ in three dimensional space. In the case of SU (2), since
it is the double cover of SO (3), the j-th representation may be identified with a
Euclidean vector of length j+ 1
2
as discussed in [3]. The Casimir C =
√
J2x + J
2
y + J
2
z
80
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is the ‘length operator’ for these quantum vectors and acts in the j-th representation
as
√
j (j + 1), leading to the shift of plus a half.
The group SU (1, 1) has both a richer geometry and representation theory. In view
of it being the double cover of the three dimensional Lorentz group, SO (2, 1), the
different representations discussed in section 3.1 should correspond to the different
types of Lorentzian vector.
The correspondence is discussed in [27] within the framework of geometric quantisa-
tion1. Here it is shown that the positive and negative discrete series correspond to,
respectively, future pointing and past pointing time like vectors of length j − 1
2
(in
this case the Casimir acts as
√
j (j − 1) so there is a shift of minus one half in con-
trast to the SU (2) case). The continuous series representation given by j = 1
2
+ is
corresponds to space like vectors of length |s|, while the positive and negative mock
discrete series, where j = 1
2
, corresponds to the future and past light cone.
Since each quantum vector is a separate quantum system with its own Hilbert space
to represent its possible states, one may add such vectors by tensoring their Hilbert
spaces to gain the Hilbert space of possible states of the resultant vector.
Such a tensor product space is not an irreducible representation in general and so
one needs to project onto the irreducibles present with the resultant map giving
a notion of quantum vector addition, the result of the addition being the vector
associated to the representation projected onto and the value of the map being the
probability of such a vector addition being observed.
Since these projection maps are precisely the Clebsch-Gordon coefficients for the
representation series one may regard the Clebsch-Gordon coefficients as ‘quantum
vector addition’ in some sense.
1While this paper has the only explicit calculation we have been able to find it seems likely this
correspondence was discovered much earlier
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For SU (2) these results are well known[3] and the Clebsch-Gordon coefficient is
regarded as the wave function of a quantum triangle in R3 equipped with a Euclidean
metric. The sides are formed with vectors of length j1+
1
2
and j2+
1
2
adding to give
a result vector of length j12 +
1
2
. The respective mi’s give the appropriate vector’s
projection on the z axis2. A geometric representation is shown in figure 5.1.
z axis
j1
j2
j
m1
m2
m
≡
[
j1 − 12 j2 − 12 j − 12
m1 − 12 m2 − 12 m− 12
]
Figure 5.1: The SU (2) Clebsch-Gordon coefficient as quantum vector addition in
R3
For su1,1 the tensoring of representations is still regarded as quantum vector addition
and the Clebsch-Gordon coefficient is non-zero when the three quantum vectors of
the specified type can form the sides of a triangle3. The value of the associated
2One usually works in a basis in which the generator of rotations about the z axis Jz acts as a
diagonal matrix
3As for the correspondence between the Racah coefficient and tetrahedra, the Clebsch-Gordon
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Clebsch-Gordon coefficient is thus regarded as the ‘wave function’ of a quantum
triangle in three dimensional Lorentzian space having edge lengths j1 − 12 , j2 − 12 ,
j12 − 12 .
In this case one has essentially two ways to represent the Clebsch-Gordon coeffi-
cients. The traditional way is as for su2 with the generator of the SO (2) subgroup
diagonal. This leads to the normal discrete basis discussed initially in section 3.1.
Here the basis elements still project onto the z-axis (or time like axis in the Lorentz-
ian geometry under consideration) and geometric representations of two different
cases of coupling for this case are given in figures 5.2 and 5.3.
j1
j2
j
m1
m2
m
≡
[
j1 +
1
2
j2 +
1
2
j + 1
2
m1 +
1
2
m2 +
1
2
m+ 1
2
]
Figure 5.2: Geometric representation of the coupling of two positive DUR’s to give
a third
coefficient is oscillatory so it is only strictly true that the coefficient is zero when it cannot form
the sides of a triangle
CHAPTER 5. THE QUANTUM GEOMETRY OF SU (1, 1) 84
j1
−j2
|j|
m1
m2
m
≡
[
j1 +
1
2
j2 +
1
2
j + 1
2
m1 +
1
2
m2 +
1
2
m+ 1
2
]
Figure 5.3: Geometric representation of the coupling of a positive and a negative
DUR to give a representation in the principal series
The Racah coefficient is thus regarded as the wave function of a quantum tetrahedron
formed by the six quantum vectors specified by its six representation labels. The
faces of the tetrahedron are determined by the representation labels of the four
Clebsch-Gordon coefficients that define the Racah coefficient.
5.2 The State Sum
We are now in a position to define a Ponzano-Regge type state sum[3] for the group
SU(1, 1).
Let M be a piecewise linear oriented 3-manifold with given triangulation. Then
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define the partition function as
Z (M) =
∫
edgesJ
DJ
∏
tetrahedraτ
{ J1 J2 J12
J3 J J23
}
τ
(5.1)
An appropriate Racah coefficient
{ J1 J2 J12
J3 J J23
}
τ
is assigned to each tetrahedron
in the decomposition. The orientation of the faces of the tetrahedron determines
an orientation of the tetrahedron as a whole. If the orientation of the tetrahedron
agrees with the orientation of the manifold then the assigned Racah coefficient is
taken to be
{ J1 J2 J12
J3 J J23
}
, otherwise
{ J1 J2 J12
J3 J J23
}⋆
is used.
The product is taken over all tetrahedra τ appearing in the simplicial decomposition
of the manifold. The sum (integral) is taken over all irreducible representations in
the principal series, J , weighted with the appropriate Plancherel measure µ (J ),
that label edges in the triangulation.
One should note that the trivial and exceptional discrete representations do not
appear in the sum (integral) over representations since they have Plancherel mea-
sure zero. This is fortunate since these representation labels would correspond to
tetrahedra with a light like edge, and would hence be degenerate.
Theorem 5.1
Z (M) =
∫
edgesJ
DJ
∏
tetrahedraτ
{ J1 J2 J12
J3 J J23
}
τ
defines a formal invariant of closed, oriented three manifolds
Since equation 5.1 is not necessarily finite in all circumstances the term formal
invariant is used to distinguish this Ponzano-Regge type ‘invariant’ from the more
rigorous family of invariants defined in [15].
To prove this theorem one must show that equation 5.1 is invariant under the Pach-
ner moves[5] that do not increase the number of vertices in the PL manifold M (see
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for instance section 4 of [15]). Using the identification above between tetrahedra and
Racah coefficients, the Pachner moves that do not increase the number of vertices
are precisely given by proposition 4.2 and it is clear by inspection that equation 5.1
is indeed invariant under it.
One must also show it does not depend on the isomorphism class of the irreducible
representations that label the edges and it does not depend on the labelling of the
manifold. These will require the machinary of section 5.3 for a proof.
Finally it is of interest to investigate the divergence in the state sum, under the four
to one Pachner move, caused by adding an internal vertex as in figure 2.5.
From equation 4.10 (or alternatively by combining Biedenharn-Elliot in proposition
4.2 and orthogonality in proposition 4.1) one has the following identity for Racah
coefficients which corresponds to the four to one Pachner move
∫
DJ1DJ2DJ23DJ234
{ J1 J2 J12
J3 J123 J23
}{ J1 J23 J123
J4 J J234
}
{ J2 J3 J23
J4 J234 J34
}{ J1 J2 J12
J34 J J234
}⋆
=
∫
DJ1DJ2
{ J12 J3 J123
J4 J J34
}
δ (0)
(5.2)
While the right hand side is divergent, and correspondingly meaningless, one can
use this divergence to formally regularise the state sum in equation 5.1.
Thus define the dimension of the category via the mathematically meaningless quan-
tity
dim C =
(∫
DJ
)2
δ (0) (5.3)
Then, formally, one has that
Z (M) =
1
(dim C)ν
∫
DJ
∏
τ
{ J1 J2 J12
J3 J J23
}
τ
(5.4)
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is invariant under both the three to two and the four to one Pachner moves, where
ν is the number of vertices in the simplicial decomposition. While these are very
formal manipulations the form of equation 5.3 indicates the quantity that must be
made finite in order to have a finite state sum.
5.3 Labelling Invariance and Spin Networks
The main purpose of this section is to prove the following theorems needed for
section 5.2.
Theorem 5.2 Let the su1,1 Racah coefficient
{ J1 J2 J12
J3 J J23
}
be defined by the
geometric tetrahedron with vertices labelled 0, 1, 2 and 3 and edges labelled e01, e12,
e23, e02, e13 and e03. The following gives the correspondence between the two labelling
conventions (see figure 5.4)
e01 = J1 e12 = J2 e23 = J3
e02 = J12 e13 = J23 e03 = J
with e10 = Jˆ1, etc whereˆdenotes the dual representation to J .
Then the value of the Racah coefficient is invariant up to phase under permutations
of 0, 1, 2 and 3 which label the eij’s.
For spherical categories this result is given by theorem 3.9 in [15].
Theorem 5.3 Let a, b, c, d, e and f be irreducible Principal series representations
of su1,1 and let φa : a → a′, . . . φf : f → f ′ be a series of isomorphisms with
irreducible Principal series representations of su1,1. Then{
a b c
d e f
}
=
{
a′ b′ c′
d′ e′ f ′
}
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For spherical categories this result is given by proposition 3.3 of [15] and the proof
is the same for here and so omitted.
In order to prove theorem 5.2 one must adapt some of the structure maps of spherical
categories[15] to the non-spherical category of unitary representations of su1,1
J1 J2
J12
J
J23
J3
1
0 2
3
Figure 5.4: A labelled tetrahedron
For theorem 5.2, firstly note that the invariance of the Racah coefficient under
relabellings (combinatorial isomorphisms) is equivalent to being able to permute the
representations in the space of homomorphisms Hom (a⊗ b, c) as in [15]. Indeed any
permutation of the four labels labelling the vertices decomposes as four permutations
of the three labels defining each face, defining a relabelling of that face, and a
permutation of the four faces.
For example, consider the tetrahedron as labelled in figure 5.4 and the permutation
of vertices, Φ, that takes (0, 1, 2, 3) to (1, 3, 2, 0).{
e01 e12 e02
e23 e03 e13
}
may be regarded as a map from
τ0123 = Hom (e01 ⊗ e12, e02)⊗ Hom (e02 ⊗ e23, e03)
⊗Hom (e03, e01 ⊗ e13)⊗ Hom (e13, e12 ⊗ e23) (5.5)
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to C as in equation 4.11. Applying the combinatorial isomorphism to equation 5.5
one gets the following space
τ ′0123 = Hom (e13 ⊗ eˆ23, e12)⊗ Hom (e12 ⊗ eˆ02, eˆ01)
⊗Hom (eˆ01, e13 ⊗ eˆ03)⊗ Hom (eˆ03, eˆ23 ⊗ eˆ02) (5.6)
for which the Racah coefficient
{
e13 eˆ23 e12
eˆ02 eˆ01 eˆ03
}
defines a map to C. But τ0123 is
isomorphic to τ ′0123 if the following two propositions are true
Proposition 5.4
Hom (e01 ⊗ e12, e02) ≡ Hom (eˆ02, eˆ12 ⊗ eˆ01)
and
Proposition 5.5
Hom (e01 ⊗ e12, e02) ≡ Hom
(
eσ(0)σ(1) ⊗ eσ(1)σ(2), eσ(0)σ(2)
)
for σ some even permutation of (0, 1, 2). Note that proposition 5.5 has the same
content as the relation between Clebsch-Gordon coefficients given by equation 4.46,
while proposition 5.4 is equivalent to equation 4.58 (although in both cases there
are now no ambiguities of phase).
To prove proposition 5.5 one needs the analogue of the ǫmaps for pivotal categories[15]
in order to permute the representations in the Hom space. For the case of su2 one
has obvious maps, for any representation a and e the trivial representation,
ǫ (a) : e −→ a⊗ aˆ
λ 7−→ λ
∑
n
|a, n〉 ⊗ 〈a, n|
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where |a, n〉 is a basis for the carrier space of the representation a, and
ǫ⋆ (a) : a⊗ aˆ −→ e
v ⊗ w 7−→ w (v) = v (w)
≡ ǫ (a)
aˆ a
≡ ǫ⋆ (a)
a aˆ
Figure 5.5: A graphical representation of the ǫ maps
The ǫ maps are traditionally represented diagramatrically as ‘cup’ and ‘cap’ spin
network operators as in figure 5.5 and satisfy the following three axioms
Definition 5.6 1. For every f ∈ Hom (a, b) the following commutes
e
ǫ(a)−−−→ a⊗ aˆ
ǫ(b)
y yf⊗1
b⊗ bˆ −−−→
1⊗fˆ
b⊗ aˆ
The content of this is being able to slide a morphism f around the cup or cap
by replacing it by its dual map fˆ . This then provides a definition of a dual
morphism fˆ from a morphism f .
2. The map (ǫ (aˆ)⊗ 1) (1⊗ ǫˆ (a)) in End (aˆ) is the identity. Here one is asserting
that a ‘wiggly’ spin network of two ǫ maps may be ‘straightened’ out.
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3. ǫ (a) (1⊗ ǫ (b)⊗ 1) = ǫ (a⊗ b) as maps in Hom
(
e, a⊗ b⊗ â⊗ b
)
. In spin
network terms one is able to replace two nested cups or caps by two laying side
by side.
This is uncontroversial for a group, such as su2, where the trivial representation
occurs in the decomposition of a⊗aˆ since the maps are simply the obvious projection
on or injection from the trivial representation from or to the decomposition of a⊗ aˆ
in a direct sum.
However when this is not so, as it will be when dealing with the unitary represen-
tations of su1,1, one runs into immediate difficulties. Firstly, ǫ (a) is not a vector in
the Hilbert space a ⊗ aˆ since it has a divergent norm. Also note that ǫ⋆ (a) is not
defined on every vector in a; in particular
v =
∑
n
1
n
|a, n〉 ⊗ |aˆ, n〉
is a vector in a ⊗ aˆ, but it is clear ǫ⋆ (a) is divergent. Thus the representations of
su1,1 do not form a pivotal category, although they are sufficiently close to one that
a state sum may still be defined.
If one can define the epsilon maps then these can be used to implement permutations
of Hom spaces as discussed in [15], graphically one such isomorphism is depicted in
figure 5.6. Thus one doesn’t really need the ǫ maps to be well defined indepen-
dently of each other; all one really needs is for them to be well defined in certain
combinations.
Let α ∈ Hom (j1 ⊗ j2, j12) and β ∈ Hom (j2 ⊗ ˆ12, ˆ1).
α : j1 ⊗ j2 −→ j12
is explicitly realised as
|j12, m12〉 =
∑
m1, m2
[
j1 j2 j12
m1 m2 m12
]
|j1, m1〉 ⊗ |j2, m2〉
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j12
j1 j2
≡
j12
j1
j2
=
ˆ1
j2 ˆ12
≡ ≡
α 7−→ β = (ǫ (j1)⊗ 1⊗ 1) ◦ (1⊗ α⊗ 1) ◦ (1⊗ ǫ⋆ (j12))
∈ ∈
Hom (j1 ⊗ j2, j12) −→ Hom (j2 ⊗ ˆ12, ˆ1)
Figure 5.6: An epsilon map implementing an isomorphism of Hom spaces for su2
Define β formally as in figure 5.6 so that
|ˆ1,−m1〉 1⊗ǫ
⋆(j12)−−−−−→
∑
m12
|ˆ1,−m1〉 ⊗ |j12, m12〉 ⊗ |ˆ12,−m12〉
1⊗α⊗1−−−−→
∑
m12
m′1, m2
[
j1 j2 j12
m′1 m2 m12
]
|ˆ1,−m1〉 ⊗ |j1, m′1〉 ⊗ |j2, m2〉 ⊗ |ˆ12,−m12〉
ǫ(j1)⊗1⊗1−−−−−→
∑
m12,m2
[
j1 j2 j12
m1 m2 m12
]
|j2, m2〉 ⊗ |ˆ12,−m12〉 (5.7)
Now although the two intermediate steps do not give decompositions of the respec-
tive spaces in terms of vectors in ˆ1, the final result is a vector in the Hilbert space
ˆ1. Indeed the orthogonality relations for Clebsch-Gordon coefficients guarantee it
has finite norm. It is clear this also defines the Clebsch-Gordon coefficient that
implements β and so one has recovered equation 4.46 (although with no ambiguity
in phase this time) [
j1 j2 j12
m1 m2 m12
]
=
[
j2 ˆ12 ˆ1
m2 −m12 −m1
]
and proved proposition 5.5. Proposition 5.4 is similar, except here one uses three
epsilon maps to reverse the direction of every leg on the trivalent vertex. Thus define
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γ ∈ Hom (ˆ12, ˆ1 ⊗ ˆ2) by
|ˆ1,−m1〉⊗ |ˆ2,−m2〉 1⊗ǫ
⋆(j12)⊗1−−−−−−−→
∑
m12
|ˆ1,−m1〉⊗ |j12, m12〉⊗ |ˆ12,−m12〉⊗ |ˆ2,−m2〉
1⊗1⊗α⊗1−−−−−→
∑
m12
m′1,m
′
2
[
j1 j2 j12
m′1 m
′
2 m12
]
|ˆ1,−m1〉 ⊗ |j1, m′1〉 ⊗ |j2, m′2〉
⊗ |ˆ12,−m12〉 ⊗ |ˆ2,−m2〉
−→
∑
m12
m′
1
, m′
2
[
j1 j2 j12
m′1 m
′
2 m12
]
|ˆ1,−m1〉 ⊗ |j1, m′1〉 ⊗ |j2, m′2〉
⊗ |ˆ2,−m2〉 ⊗ |ˆ12,−m12〉
ǫ(ˆ1)⊗ǫ(j2)⊗1−−−−−−−→
∑
m12
[
j1 j2 j12
m1 m2 m12
]
|ˆ12,−m12〉
Again while the intermediate steps give ‘vectors’ with divergent norms, the final
result is a convergent vector in ˆ⊗ ˆ2 and the proof of proposition 5.4 by showing[
j1 j2 j12
m1 m2 m12
]
=
[
ˆ1 ˆ2 ˆ12
−m1 −m2 −m12
]⋆
as required.
This completes the proof of theorem 5.2.
A trace, Tr, is a map from each endomorphism, f , of an object a to the endomor-
phisms of the trivial object (representation) e given in two different ways
f 7→ TrL f or TrR f
explicitly by
TrR f = ǫ (a) ◦ (f ⊗ 1) ◦ ǫ⋆ (a)
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j′
j1 j2
j3
j23
j12
j
Figure 5.7: A tetrahedral spin network
and
TrL f = ǫ (aˆ) ◦ (1⊗ f) ◦ ǫ⋆ (aˆ)
For the spherical categories in [15] these so-called left and right traces are required to
be equal so it makes sense to just talk of a trace. The trace of the identity morphism
of a is then defined as the (quantum) dimension dim (a) of a
In the example of su2 one is looking to assign a number to each endomorphism of
a representation V of su2; this canonical trace is just the obvious trace of matrices
and dim (a) is the dimension of the representation under consideration.
It is clear that this would not be satisfactory for su1,1 since the dimension of every
unitary representation is necessarily infinite, so a more subtle prescription is needed.
This has already been used implicitly in the definition of the su1,1 Racah coefficient
in equation 4.5 in section 4.1.
Consider the definition of the Racah coefficient in the su2 case; in terms of spin
networks one talks of the closure of the so-called tetrahedral net in figure 5.7 by
taking the trace in the j-th representation. The value given is then defined to be
the Racah coefficient
{
j1 j2 j12
j3 j j23
}
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Thus the value of the operator given by the spin network in figure 5.7 must be
δj,j′
dim (j)
{
j1 j2 j12
j3 j j23
}
Ij (5.8)
where Ij is the identity in End (j). One should compare this equation with equation
4.5 and note that the Plancherel measure in equation 4.5 is playing the role of the
dimension weighting factor in equation 5.8.
Thus we have defined a pseudo-trace on su1,1 that maps the identity endomorphism
for each irreducible4 a to the morphism of the trivial representation given by the
Plancherel measure µ (a).
Definition 5.7 For a morphism f ∈ Hom (a, a′), f = λIa for λ ∈ C define the
pseudo-trace T˜r to be
T˜rf = λµ (a) δ (A,A′) for a irreducible
This is certainly a trace in respect of being able to permute linear maps. Let
f, g, h ∈ End (a) then it is clear one must have
T˜r (fgh) = T˜r (hfg)
simply by virtue of every f ∈ End (a) being a multiple of the identity.
We may use this to define a pairing along the lines of definition 2.7 in [15]
Proposition 5.8 The pseudo trace defines a non degenerate pairing Θ (f, g) for
f ∈ Hom (a, b), g ∈ Hom (b, a), on morphisms of Principal series representations
of su1,1 given by
Θ (f, g) = T˜r (fg) = T˜r (gf)
for a and b irreducible.
4Irreducible representations are the simple representations of [15]. The semi-simple condition
in definition 2.10 of [15] is then just an assertion that the Plancherel decomposition exists.
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That it is non degenerate is trivial since the Plancherel measure is non zero for every
irreducible unitary representation in the Principal series of su1,1.
One should note that our pseudo trace is undefined on non irreducible representa-
tions (in particular tensor product representations) so one isn’t able to cut a closed
spin network arbitrarily as is possible for su2 spin networks.
The pseudo-trace allows the Racah coefficient to be written in the following fashion,
as in [15],
{
a b c
d e f
}
: Hom (e, d⊗ c)⊗ Hom (d⊗ b, f)
⊗ Hom (f, e⊗ a)⊗Hom (c⊗ a, b) −→ C
α⊗ β ⊗ γ ⊗ δ 7−→ T˜r (γ (α⊗ 1) (1⊗ δ)β) (5.9)
and the proof of theorem 5.3 follows exactly as in [15] since one only requires the
ability to permute maps inside the trace, providing one avoids worrying about the
intermediate cases where the trace is over a non irreducible representation. This is
similar to our use of the ǫ maps to define the permutation invariance of the Clebsch-
Gordon coefficients where intermediate steps made only formal mathematical sense,
even though the final result was meaningful.
This then completes the proof of theorem 5.1 in section 5.2.
Chapter 6
Asymptotics of the Discrete Series
In this chapter the connections between the su2 Ponzano-Regge state sum model and
the su1,1 state sum model of the previous chapter are developed in order to derive
an asymptotic formula for the special case of the su1,1 Racah coefficient where all
representations are in the positive discrete series.
In section 6.1 the notion of an extended Racah coefficient is introduced within which
both the su2 and su1,1 Racah coefficients are contained as specific regions of the more
general coefficient. Section 6.2 is devoted to a detailed exploration of the geometry
associated to the su1,1 region of the generalised Racah coefficient and investigation
of the symmetries of the generalised coefficient that map between the su1,1 and su2
regions. Finally the asymptotic formula is stated and proved in section 6.3.
6.1 Extensions of 6j Symbols
In [28] and [29] the symmetries of su2 3j (Clebsch-Gordon) and 6j (Racah) coefficients
were extended beyond the usual symmetries, which respect the triangle inequality, to
a new domain, which satisfies an anti-triangle inequality. The extension of the Racah
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coefficient is related to the Racah coefficient for the discrete unitary representation
series of su1,1.
To be more precise, the extension of the 3j symbol discussed in [28] corresponds,
within a phase, to the explicitly calculated 3j symbol for the coupling of two elements
of the discrete series of SU(1,1) given in [30]. For the Racah coefficient, the regions
associated with the extension to anti-triangle inequalities, discussed in [29], have
been conjectured to be related to the Racah coefficient for the discrete unitary
representation series of SU(1,1).
In this section we shall explicitly compute a transformation of the Racah coefficient
to the region conjectured to be associated to these discrete unitary representations
using the symmetries in [29]. We start with some definitions.
Definition 6.1 We shall use the symbol
∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
to denote an ordered set
of real numbers for which the ordered sets of real numbers |abc|SU(2), |cde|SU(2),
|afe|SU(2) and |bdf |SU(2) each satisfy mutual triangle inequalities (that is ±a±b±c ≥
0 where two plus signs are chosen). We shall use the symbol
∣∣∣∣ a b cd e f
∣∣∣∣
SU(1,1)
in a
similar way, but here |abc|SU(1,1), etc. satisfy c ≥ a+ b+ 1, a ≤ b+ c and b ≤ a+ c
instead of mutual triangle inequalities. Both will satisfy the sum of the three elements
being at least -1.1
Definition 6.2 The Racah coefficient defines a map2
R6 → R
1 For the symbols |abc|SU(2), etc this last condition is redundant since one can show that the
mutual triangle inequalities imply the non negativity of a, b and c
2strictly the Racah coefficient is only defined for certain combinations of non negative positive
half integers but here it is considered to be zero outside this domain of definition so one may
consider it defined on the whole of R6.
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given by ∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
7→
{
a b c
d e f
}
SU(2)
while what we shall call the extension defines another map R6 → R given by∣∣∣∣ a b cd e f
∣∣∣∣
SU(1,1)
7→
{
a b c
d e f
}
ext
The details of these two maps will be given later.
Definition 6.3 Define a map S : R6 → R6
a =
1
2
(a′ + b′ − d′ + e′) (6.1)
b =
1
2
(−a′ − b′ − d′ + e′)− 1 (6.2)
c = c′ (6.3)
d =
1
2
(−a′ + b′ + d′ + e′) (6.4)
e =
1
2
(a′ − b′ + d′ + e′) (6.5)
f = f ′ (6.6)
It should be noted that if one shifts all the values of the variables by +1
2
then this
transformation is an orthogonal linear map. The inverses to equations 6.1 - 6.6 are
a′ =
1
2
(a− b− d+ e− 1) (6.7)
b′ =
1
2
(a− b+ d− e− 1) (6.8)
c′ = c (6.9)
d′ =
1
2
(−a− b+ d+ e− 1) (6.10)
e′ =
1
2
(a+ b+ d+ e + 1) (6.11)
f ′ = f (6.12)
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Proposition 6.4 For S defined in definition 6.3 we have
S :
∣∣∣∣ a′ b′ c′d′ e′ f ′
∣∣∣∣
SU(1,1)
→
∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
(6.13)
To prove this, consider the map acting on the ordered sets |abc|SU(2) associated to∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
. We find
a+ b− c = e′ − d′ − c′ − 1 (6.14)
a− b+ c = a′ + b′ + c′ + 1 (6.15)
−a+ b+ c = −a′ − b′ + c′ − 1 (6.16)
a + b+ c+ 1 = e′ − d′ + c′ (6.17)
c+ d− e = c′ + b′ − a′ (6.18)
c− d+ e = a′ − b′ + c′ (6.19)
−c+ d+ e = d′ + e′ − c′ (6.20)
c+ d+ e + 1 = e′ + d′ + c′ + 1 (6.21)
One should note that equations 6.14 - 6.21 specify a transformation of five of the
six variables amongst themselves. Geometrically we may associate triangles, for
some choice of metric, to each symbol |abc| and can, thus, show the above equations
graphically in figure 6.1 where the left hand side is embedded into a space with a
Minkowski signature metric and the edges are regarded as time like vectors. We
shall discuss the geometry in more detail in section 6.2.
Eight similar equations may be derived connecting a, b, d, e, f and a′, b′, d′, e′, f ′ to
which may be associated a very similar geometry to figure 6.1. Here f = f ′ is the
shared edge.
The left hand side of equations 6.14 - 6.21, and the analogous equations connecting
a, b, d, e, f to a′, b′, d′, e′, f ′, being positive is equivalent to the symbol
∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
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b′
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d
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b
Figure 6.1: A graphic representation of equations 6.14 - 6.21
being defined, while positivity of the right hand side is equivalent to the symbol∣∣∣∣ a′ b′ c′d′ e′ f ′
∣∣∣∣
SU(1,1)
being defined. So the map is well defined and by definition the
following anti-triangle inequalities are enforced
c′ ≥a′ + b′ + 1 (6.22)
e′ ≥d′ + c′ + 1 (6.23)
e′ ≥a′ + f ′ + 1 (6.24)
f ′ ≥b′ + d′ + 1 (6.25)
We may also define the extension
{
a′ b′ c′
d′ e′ f ′
}
ext
of the SU(2) Racah coefficient
to the anti-triangle inequality domain via the map S.
Definition 6.5 {
a′ b′ c′
d′ e′ f ′
}
ext
:=
{
a b c
d e f
}
SU(2)
(6.26)
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where
{
a b c
d e f
}
SU(2)
= (−1)a+b+d+e ∆˜(abc)∆˜(cde)∆˜(bdf)∆˜(aef)
×
∑
n
(−1)n(n+ 1)!
(n− a− b− c)!(n− c− d− e)!(n− b− d− f)!(n− a− e− f)!
× 1
(a+ b+ d+ e− n)!(a + c+ d+ f − n)!(b+ c+ e + f − n)! (6.27)
and ∆(abc) =
√
(a+b−c)!(a−b+c)!(−a+b+c)!
(a+b+c+1)!
When any of the factorials are undefined
{
a b c
d e f
}
SU(2)
is defined to be zero. This
requirement ensures the sum over n is finite, restricts the indices to non negative
half integers and ensures that a+ b+ c, etc are always integer.
All symmetries of the ‘extended’ Racah coefficient may be reduced to permuta-
tions and sign changes in certain variables[29]. Thus for the Racah coefficient{
a b c
d e f
}
, we define the variables
s1 = a+ d+ 1 s0 = d− a
s3 = b+ e + 1 s2 = e− b
s5 = c+ f + 1 s4 = f − c
Then all permutations of the si, or sign changes of an even number of the si, give the
total number of extended symmetries of the associated 6j symbol. The Regge sym-
metries3[9] correspond to permutations of (s0, s2, s4) or (s1, s3, s5), and sign changes
of any two of (s0, s2, s4).
Let s′ρ(i) = si, then the symmetry that corresponds to the map S above is simply
3By which we mean the 144 symmetries that preserve the triangle inequalities
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the following permutation, ρ,
ρ =
(
0 1 2 3 4 5
0 2 3 1 4 5
)
(6.28)
and from equations 6.22 - 6.25 it is easy to see the transformation S takes us into
the region characterised by anti triangle inequalities, related to the Racah coefficient
for the discrete unitary representations of SU(1, 1).
Finally one may state the relationship between
{
a b c
d e f
}
ext
and the Racah co-
efficient for the discrete series as derived in section 4.4 and given by equation 4.67,{
a b c
d e f
}
1
.
Theorem 6.6 {
a b c
d e f
}
ext
=
{
a+ 1 b+ 1 c + 1
d+ 1 e+ 1 f + 1
}
1
The proof is to transform the Racah coefficient for the SU (1, 1) positive discrete
series in equation 4.67, after shifting its indices by one. Note that the shift in the
indices is just another manifestation that the Casimir for su1,1 acts as
√
j(j − 1),
while that for su2 acts as
√
j(j + 1).
To derive the other twelve cases of coupling one simply notes that the symmetries σ1,
σ2 and σ3, given respectively by equations 4.71, 4.75 and 4.78, may easily be related
to permutations in the si (in fact they are just examples of Regge symmetries). The
phase ambiguities may now be resolved insisting these transformations hold exactly
and not just up to phase.
Thus one finds σ1 is just the symmetry in terms of the si given by si = sρ1(i) where
ρ1 =
(
0 1 2 3 4 5
−4 5 −0 1 2 3
)
and we are using the shorthand s−i = −si. σ2 is the symmetry given in terms of the
si by si = sρ2(i) where
ρ2 =
(
0 1 2 3 4 5
2 3 0 1 4 5
)
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Finally σ3 is the symmetry in terms of the si given by si = sρ3(i) where
ρ3 =
(
0 1 2 3 4 5
−0 1 −2 3 4 5
)
This settles the claim of D’Adda, D’Auria and Ponzano, in [29], that the extension
of the SU(2) Racah coefficient was related to the SU(1,1) Racah coefficient for the
discrete series and demonstrates the exact relationship.
6.2 Geometry
We wish to explore the geometry of the extended Racah coefficients for the SU(1,1)
region. It is known (see [3],[13]) that the symbol
∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
may be identified
with a Euclidean, or space like Lorentzian, tetrahedron with edge lengths equal to
j12 = a +
1
2
, etc. Here a space like Lorentzian tetrahedra is one for which all faces
and all edges are space like. From the results of chapter 5 and theorem 6.6 in section
6.1 one expects the su1,1 region to be identified with a tetrahedron whose edges are
all time like and future pointing when the su2 region gives a standard Euclidean
tetrahedron.
We shall denote such tetrahedra by T (j12, j13, j14, j34, j24, j23), and omit the edge
lengths when these are not relevant. We shall also use subscripts, SU(2) and SU(1,1),
to indicate the region the tetrahedron is associated to when confusion can arise.
Note that we shall impose the requirement that the edge lengths in the symbol T
be positive for the SU(1,1) case4.
To fix notation we shall denote the length of the edge (h, k), formed by deleting the
h-th and k-th vertex (see figure 6.2), as jhk. The area Ah denotes the area of the
4 While j12, j13, etc. are always positive for TSU(2) the same cannot be said for TSU(1,1). An
easy counter example is gained by mapping a regular tetrahedron to the SU(1,1) domain with
equations 6.7 - 6.12. So this assumption is necessary.
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a+ 1
2
e+ 1
2
c+ 1
2
f + 1
2
b+ 1
2
d+ 1
2
3
1
2
4
Figure 6.2: A Lorentzian tetrahedron with all edges and all faces time like. Time
increases vertically up the page.
face, Th, obtained by deleting the h-th vertex from the tetrahedron. It is clear we
may associate a geometric triangle, T , to each symbol |abc|.
We shall denote by θhk the (exterior) dihedral angle on the edge (h, k) between the
two outward normals of the faces Th and Tk. In Euclidean space these are always
bone fide real angles; for Lorentzian space the situation is more subtle since the
‘angles’ can turn out to be complex. This situation has been analysed in some
detail in [13] and we shall say more about this in section 6.2.2.
Associated to each T is a number, V 2, given by the Cayley determinant which defines
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the volume squared of the tetrahedron.
V 2 =
1
23 (3!)2
∣∣∣∣∣∣∣∣∣∣
0 j234 j
2
24 j
2
23 1
j234 0 j
2
14 j
2
13 1
j224 j
2
14 0 j
2
12 1
j223 j
2
13 j
2
12 0 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣
(6.29)
TSU(2) is Euclidean if, and only if, the Cayley determinant is positive and Minkow-
skian when it is negative. For edge lengths that are positive half integers the Cayley
determinant cannot vanish.
For TSU(1,1), as already stated, it may be identified with a tetrahedron whose faces
are time like and edges are either all space like or all time like. These time like
triangles have one ‘long’ side and two ‘short’ sides. As such they obey anti-triangle
inequalities along the lines of
c ≥ a+ b
where c is the ‘long’ side. The normals to such triangles are space like, and the
triangles possess two interior ‘angles’, which are complex and may thus be identified
with Lorentzian boosts as in [13] (opposite the ‘a’ and ‘b’ sides), with the third
interior angle being undefined5, and one exterior ‘angle’ (for the vertex opposite the
‘c’ side) which may, again, be identified with a Lorentzian boost. The area squared
defined by A2 = 1
16
(a+ b+ c) (a + b− c) (a− b+ c) (−a + b+ c) is negative. The
area, as in the triangle inequality case, may be defined by taking the square root of
the area squared, so that A = i
√|A2|.
Equations 6.22 - 6.25 specify how to fit four such time like triangles together. The
resulting object has one ‘super long’ edge (j24), two ‘long’ edges (j14 and j23) and the
5If the edges are time like this interior angle would involve boosting from the future light cone
to the past light cone, which can’t be done. If the edges are space like it involves boosting through
either the past, or future, light cone.
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remaining three are ‘short’ edges. An embedding of such an object into Minkowski
space is shown in figure 6.2.
Figure 6.2 is the general form for such a tetrahedron. If the edges are time like
there must be a strict time ordering (up to time reversal) of the vertices. Once we
have chosen such an ordering (say 1,2,4,36 from future to past) the ‘super long’ edge
connects vertex 1 to vertex 3, the two long edges connect vertex 1 to vertex 4 and
vertex 2 to vertex 3, and the remaining vertices are connected by short edges.
One should note that if the symbol
∣∣∣∣ a b cd e f
∣∣∣∣
SU(2)
has a ‘degenerate’ triangle (ie
a+ b = c for some triangle |abc|) then the corresponding tetrahedron, TSU(2) has an
‘almost degenerate’ triangle, that is j12 + j13 = j14 +
1
2
. The +1’s in equations 6.22
- 6.25 ensure the same is true for the SU(1,1) case.
We now state a proposition relating TSU(1,1) and TSU(2).
Proposition 6.7 Let T (j12, j13, j14, j34, j24, j23)SU(2) and T (j
′
12, j
′
13, j
′
14, j
′
34, j
′
24, j
′
23)SU(1,1)
be related by equations 6.7 - 6.12.
Then the transformation preserves the Cayley determinant and the product of the
associated face areas.
The proof is straightforward, if laborious, algebra.
There are now two geometric cases to consider depending on whether the Cayley
determinant is positive or negative.
6Our choice of numbering comes from attempting to preserve conventions with [3]
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6.2.1 The case where V 2 > 0
If the Cayley determinant is positive we choose an embedding of TSU(1,1) in Lorentz-
ian space with metric signature (+,−,−) so that the time like edges have a positive
length squared. Moreover, since the normals to the faces span a space like plane, all
the dihedral angles are defined, in contrast to the space like case discussed in [13].
We now wish to consider how the dihedral angles of the tetrahedra transform under
equations 6.1 - 6.6 in this case. In contrast to the Regge symmetries the sum of
dihedral angles times edge lengths does not remain constant.
Theorem 6.8 Under equations 6.1 - 6.6 the dihedral angles transform as:
θ12 = π − 1
2
(θ′12 + θ
′
13 − θ′34 + θ′24) (6.30)
θ13 = −1
2
(−θ′12 − θ′13 − θ′34 + θ′24) (6.31)
θ14 = π − θ′14 (6.32)
θ34 = π − 1
2
(−θ′12 + θ′13 + θ′34 + θ′24) (6.33)
θ24 = 2π − 1
2
(θ′12 − θ′13 + θ′34 + θ′24) (6.34)
θ23 = π − θ′23 (6.35)
for V 2 > 0.
The proof involves the following Euclidean trigonometric relations between dihedral
angles and edge lengths:
−Crs = 16ArAs cos θrs r 6= s (6.36)
3
2
V jrs = ArAs sin θrs r 6= s (6.37)
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where jrs is the shared side for the triangles whose areas are given by Ar and As, θrs
is the (exterior) dihedral angle between the outward normals to the faces Tr and Ts,
and Crs is the (r, s) algebraic minor of the Cayley determinant formed by deleting
the row and the column common to the (r, s) matrix entry. Note that equation 6.37
does not distinguish exterior and interior dihedral angles, whereas equation 6.36
does.
To derive equation 6.37 for the Lorentzian case one must choose a square root of
the identity
V 2 =
4A2hA
2
k
9j2hk
sin2 θhk h 6= k (6.38)
so that the dihedral angle has the correct range, that is 0 ≤ θhk ≤ π. Thus, since
(A′h)
2
< 0, we must choose
V =
2|A′h||A′k|
3j′hk
sin θ′hk h 6= k (6.39)
Now, since we want to use the fact that, from proposition 6.7,
A1A2A3A4 = A
′
1A
′
2A
′
3A
′
4 = |A′1||A′2||A′3||A′4| (6.40)
in the following proof, we must rewrite equation 6.36 in a similar way. Thus, for
TSU(1,1)
−C ′rs =16A′rA′s cos θ′rs
=− 16|A′r||A′s| cos θ′rs
=16|A′r||A′s| cos (π − θ′rs) (6.41)
Note that equation 6.41 now gives interior dihedral angles. In the following we shall
use the Euclidean formulae, equations 6.36 and 6.37, for TSU(2) on the left hand side
of the following equations and the Lorentzian formulae, equations 6.39 and 6.41,
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for TSU(1,1) on the right side of the following equations, thus we get interior rather
than exterior angles for the SU(1,1) case. To prevent confusion we shall denote an
interior dihedral angle as θ¯hk and so we have π − θ¯hk = θhk
We may show
sin (θ12 + θ34) = sin
(
θ¯′13 + θ¯
′
24
)
(6.42)
sin (θ12 − θ34) = sin
(
θ¯′12 − θ¯′34
)
(6.43)
sin (θ13 + θ24) = sin
(
θ¯′24 − θ¯′13
)
(6.44)
sin (θ13 − θ24) = sin
(−θ¯′12 − θ¯′34) (6.45)
sin θ14 =sin θ¯
′
14 (6.46)
sin θ23 =sin θ¯
′
23 (6.47)
The proof is simple, if laborious, algebra; for instance, by using equations 6.36, 6.37,
6.39, 6.41 and proposition 6.7, equation 6.42 may be reduced to showing
j12C34 + j34C12 = j
′
13C
′
24 + j
′
24C
′
13 (6.48)
which follows directly from algebra.
The same equations, with sines replaced by cosines, may be derived in a similar way;
so we conclude, since all the θij , θ
′
ij ∈ [0, π],
θ12 + θ34 = θ¯
′
13 + θ¯
′
24 (6.49)
θ12 − θ34 = θ¯′12 − θ¯′34 (6.50)
θ13 + θ24 = θ¯
′
24 − θ¯′13 + 2n1π (6.51)
θ13 − θ24 = −θ¯′12 − θ¯′34 + 2n2π (6.52)
θ14 = θ¯
′
14 (6.53)
θ23 = θ¯
′
23 (6.54)
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where the ni = 1 or 0.
And hence that
θ12 = π − 1
2
(θ′12 + θ
′
13 − θ′34 + θ′24) (6.55)
θ13 = −π − 1
2
(−θ′12 − θ′13 − θ′34 + θ′24) + (n1 + n2) π (6.56)
θ14 = π − θ′14 (6.57)
θ34 = π − 1
2
(−θ′12 + θ′13 + θ′34 + θ′24) (6.58)
θ24 = π − 1
2
(θ′12 − θ′13 + θ′34 + θ′24) + (n1 − n2) π (6.59)
θ23 = π − θ′23 (6.60)
where we are now relating the exterior dihedral angles.
Now, the sum of the interior dihedral angles around any vertex for a Euclidean
tetrahedron are greater than π, while those for the top and bottom vertices of
the SU(1,1) tetrahedron are less than π. Indeed for every vertex of a Euclidean
tetrahedron one may associate a spherical triangle whose interior angles correspond
to the tetrahedron’s interior dihedral angles; each of the three triangles meeting at
a given vertex defines a plane and the intersection of these planes with a sphere
defines the triangle. For a TSU(1,1) the top and bottom vertices define hyperbolic
triangles via an intersection with hyperbolic space in much the same way.
Thus, from equations 6.55, 6.57 and 6.59,
2π > (θ12 + θ24 + θ14) = 3π − (θ′12 + θ′24 + θ′14) + (n1 − n2) π (6.61)
where
θ′12 + θ
′
24 + θ
′
14 > 2π
Now consider a long thin TSU(1,1) that is on the verge of degenerating into a line.
We have j′14+ j
′
34 ≈ j′24 ≈ j′12+ j′23 with θ′12+ θ′24+ θ′14 ≈ 2π which implies for TSU(2)
j12 + j13 ≈ j14 and j13 + j34 ≈ j23 so that θ12 + θ24 + θ14 ≈ 2π
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Thus, in this case, we have n1 = 1 and n2 = 0. Now vary the edge lengths j
′
hk
continuously. Since the dihedral angles depend continuously on the edge lengths,
the angles will vary continuously between 0 and π. Thus, by continuity, the result
holds generally; which concludes the proof of theorem 6.8.
6.2.2 The case where V 2 < 0
If the Cayley determinant is negative then we do not have the above embedding into
Minkowski space. It is clear the metric has signature (+,+,−) or (−,−,−), but
the latter, being equivalent to an embedding into Euclidean space, cannot happen.
Thus geometrically we embed in a spacetime with metric (+,+,−) and regard the
edges of the tetrahedron as space like, while the faces must still be time like since
they satisfy anti-triangle inequalities.
If we define the dihedral angles in the same way to the previous discussion then, in
both cases, they are complex. These complex angles will be called exterior or interior
depending on whether the defining equation gave exterior or interior dihedral angles
in section 6.2.1.
The possible Lorentzian boosts that take the place of the dihedral angles in this case
come in two flavours, either an interior boost is defined with no possible exterior
boost, or vice versa. Since the normals to the faces and the edges are space like, the
normals span a plane in Minkowski space and there will be no exterior boost defined
when two normals are separated by the light cone. A similar criterion determines
the existence of interior boosts.
There are only two patterns that may occur. Either one has three interior boosts,
around one face, with the remainder exterior. Here opposite edges have different
flavours of boost. Or, one has two exterior boosts and four interior boosts, with
opposite edges having the same flavour. This should be compared to the space
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like Lorentzian case for TSU(2)[13] where an identical situation arises for analogous
reasons. In the following the first case will be referred to as a type 1 tetrahedron
and the second as a type 2 tetrahedron for both the TSU(2) and TSU(1,1) cases.
We use the following conventions in making sense of these complex dihedral angles[13]
that arise when one tries to use the Euclidean formula to define the dihedral angles.
For TSU(2) we choose an embedding into Lorentzian spacetime with metric (−,+,+)
(so that the sign of the Cayley determinant is preserved by the transformation).
Thus an interior dihedral boost is given by
Θhk = cosh
−1 (nh · nk)
while an exterior dihedral boost is given by
Θhk = − cosh−1 (−nh · nk)
where ni is the outward normal to the i-th triangle. In the first case the complex
angle θ, given by the usual Euclidean formula, has the form θhk = π+ iIm θhk, while
for the second it is pure imaginary.
For TSU(1,1) we embed into a spacetime as above. Here an exterior dihedral boost is
given by
Θ′hk = − cosh−1 (n′h · n′k)
while the interior dihedral boost is given by
Θ′hk = cosh
−1 (−n′h · n′k)
since the normals are space like and n2 = 1 for a space like unit vector n. Similarly
we have θ′hk as pure imaginary for exterior angles, while θ
′
hk = π+ iIm θ
′
hk for interior
angles.
In view of this we make the obvious identification Θhk = Im θhk, where Θhk is a
Lorentzian boost. Such a boost is an interior dihedral boost when it arises as the
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imaginary part of a complex angle given by the usual Euclidean formula for interior
angles. Otherwise it will be called an exterior dihedral boost.
We now state and prove a theorem about the transformation of these Lorentzian
boosts.
Theorem 6.9 Under equations 6.1 - 6.6 the boosts transform as:
Θ12 = −1
2
(Θ′12 +Θ
′
13 −Θ′34 +Θ′24) (6.62)
Θ13 = −1
2
(−Θ′12 −Θ′13 −Θ′34 +Θ′24) (6.63)
Θ14 = −Θ′14 (6.64)
Θ34 = −1
2
(−Θ′12 +Θ′13 +Θ′34 +Θ′24) (6.65)
Θ24 = −1
2
(Θ′12 −Θ′13 +Θ′34 +Θ′24) (6.66)
Θ23 = −Θ′23 (6.67)
for V 2 < 0.
Our starting point will be the following equations relating complex exterior angles
on the left to complex interior angles on the right, as in the previous case with the
complex angles still given by the normal Euclidean formula
sin (θ12 + θ34) = sin
(
θ¯′13 + θ¯
′
24
)
(6.68)
sin (θ12 − θ34) = sin
(
θ¯′12 − θ¯′34
)
(6.69)
sin (θ13 + θ24) = sin
(
θ¯′24 − θ¯′13
)
(6.70)
sin (θ13 − θ24) = sin
(−θ¯′12 − θ¯′34) (6.71)
sin (θ14) = sin
(
θ¯′14
)
(6.72)
sin (θ23) = sin
(
θ¯′23
)
(6.73)
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As before, the same equations with sine replaced by cosine are also valid. These
follow from algebra using the expressions for the sine and cosine of dihedral angles
as in section 6.2.1. We may then expand these using the standard trigonometric
formula for angle sums and discard the real part of equations 6.68 - 6.73 (which is
clearly identically zero for both sides).
Hence we are left with the following:
cos (Re θ12 + Re θ34) sinh (Im θ12 + Im θ34) =
cos
(
Re θ¯′13 + Re θ¯
′
24
)
sinh
(
Im θ¯′13 + Im θ¯
′
24
)
(6.74)
cos (Re θ12 − Re θ34) sinh (Im θ12 − Im θ34) =
cos
(
Re θ¯′12 − Re θ¯′34
)
sinh
(
Im θ¯′12 − Im θ¯′34
)
(6.75)
cos (Re θ13 + Re θ24) sinh (Im θ13 + Im θ24) =
cos
(
Re θ¯′24 − Re θ¯′13
)
sinh
(
Im θ¯′24 − Im θ¯′13
)
(6.76)
cos (Re θ13 − Re θ24) sinh (Im θ13 − Im θ24) =
cos
(−Re θ¯′12 − Re θ¯′34) sinh (−Im θ¯′12 − Im θ¯′34) (6.77)
cos (Re θ14) sinh (Im θ14) = cos
(
Re θ¯′14
)
sinh
(
Im θ¯′14
)
(6.78)
cos (Re θ23) sinh (Im θ23) = cos
(
Re θ¯′23
)
sinh
(
Im θ¯′23
)
(6.79)
We also gain the same equations with sinh replaced by cosh by taking the real part
of the cosine versions of equations 6.68 - 6.73. It is clear, in the second case, that
the result of the cosine must have the same sign for each side of the equations. From
which we can deduce that the tetrahedron type is preserved by the transformation
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and derive (once we have replaced the interior complex angles on the right hand side
by exterior complex angles)
Im θ12 = −1
2
(Im θ′12 + Im θ
′
13 − Im θ′34 + Im θ′24) (6.80)
Im θ13 = −1
2
(−Im θ′12 − Im θ′13 − Im θ′34 + Im θ′24) (6.81)
Im θ14 = −Im θ′14 (6.82)
Im θ34 = −1
2
(−Im θ′12 + Im θ′13 + Im θ′34 + Im θ′24) (6.83)
Im θ24 = −1
2
(Im θ′12 − Im θ′13 + Im θ′34 + Im θ′24) (6.84)
Im θ23 = −Im θ′23 (6.85)
which concludes the proof of theorem 6.9.
For the transformation of the real part of the complex dihedral angle (as defined by
the Euclidean formula) we have the following result
Theorem 6.10 Under equations 6.1 - 6.6 the real parts of the dihedral ‘angles’
transform as:
Re θ12 = π − 1
2
(Re θ′12 + Re θ
′
13 − Re θ′34 + Re θ′24) (6.86)
Re θ13 = −1
2
(−Re θ′12 − Re θ′13 − Re θ′34 + Re θ′24) (6.87)
Re θ14 = π − Re θ′14 (6.88)
Re θ34 = π − 1
2
(−Re θ′12 + Re θ′13 + Re θ′34 + Re θ′24) (6.89)
Re θ24 = 2π − 1
2
(Re θ′12 − Re θ′13 + Re θ′34 + Re θ′24) (6.90)
Re θ23 = π − Re θ′23 (6.91)
for V 2 < 0.
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Indeed it is almost obvious that the real parts must transform in the same way as
the dihedral angles for the tetrahedra with positive Cayley determinant. The real
parts of the angles correspond to a least degenerate geometric configuration of the
edges for an embedding into the space in which we may legitimately embed the
associated positive Cayley determinant tetrahedra.
Thus for TSU(2), type 1 tetrahedra are characterised in Euclidean space by three
of the faces lying flat on one face and failing to meet at a vertex. It is clear that
rotating the faces upwards in Euclidean space simply makes the configuration more
degenerate. Thus the Euclidean ‘dihedral angles’ are given by the real part. The
type 2 tetrahedra in this case consist of a pair of triangles lying flat on another pair
of triangles in a least degenerate configuration as well. Again we find the Euclidean
‘dihedral angles’ given by the real part.
For TSU(1,1) we have an analogous situation. For instance a type 1 tetrahedron
embedded into (+,−,−) Lorentzian space consists of three overlapping faces lying
flat on one face. It is clear that boosting the faces outwards makes them more
degenerate since they overlap more. Thus we may apply theorem 6.8 to the real parts
of the dihedral angles by regarding it as simply a transformation of two degenerate
positive Cayley determinant tetrahedra to gain theorem 6.10 as a corollary.
6.3 Asymptotics
It is of interest to see if one can find a similar asymptotic formula to the Ponzano-
Regge formula for the SU(2) Racah coefficient. Their formula for V 2 > 0, from [3],
is
(−1)a+b+d+e
{
a b c
d e f
}
∼ 1√
12πV
cos
(
4∑
h,k=4
jhkθhk +
π
4
)
(6.92)
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where θhk is defined as previously, V is the volume and each jik = r +
1
2
for r the
appropriate index of the su2 Racah coefficient as defined in equation 6.27.
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Figure 6.3: Asymptotics of the su2 Racah coefficient: a plot of
∑4
h,k=0 jhkθhk (x-axis)
versus
√
12πV
{
a b c
d e f
}
(y-axis)
There has never been a direct proof of the validity of this formula but a formula
asymptotic to equation 6.92 has been proven in [12, 11] and numerical results give
a good indication of its validity. Indeed we have plotted some values in figure 6.3,
which gives a clear cosine shape.
For the SU(1, 1) Racah coefficient we have been considering, one may, subject to
the validity of equation 6.92, derive the following
Proposition 6.11{
a b c
d e f
}
1
∼ 1√
12πV
(−1)j′12+j′14+j′34+j′23 cos
(
4∑
h,k=4
j′hkθ
′
hk −
π
4
)
(6.93)
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for V 2 > 0
where here each jik = r− 12 for r the appropriate index of the su1,1 Racah coefficient
defined in equation 4.67.
In view of theorem 6.8, one should consider how the quantity
∑4
h,k=0 jhkθhk trans-
forms under equations 6.7 - 6.12. Using equations 6.30 - 6.35 and the orthogonality
of the transformation from TSU(2) to TSU(1,1) given by equations 6.7 - 6.12, it is easy
to show that, for V 2 > 0,
4∑
h,k=0
jhkθhk = −
4∑
h,k=0
j′hkθ
′
hk + (j
′
12 + j
′
14 + j
′
34 + 2j
′
24 + j
′
23) π (6.94)
This completes the proof.
We show the validity of this result in figure 6.4. One might be concerned by the
regions that fall off more steeply than a cosine in the figure, however numerical
results indicate that the tetrahedra in these regions have at least one face that
is reasonably close to being degenerate, and as such we might expect the above
asymptotic formula to be a worse approximation here.
For the case V 2 < 0 Ponzano and Regge’s exponentially decaying asymptotic formula
for the SU(2) Racah coefficient is:
(−1)a+b+c+d
{
a b c
d e f
}
∼ 1
2
√
12π |V | cos φ exp
(
−
∣∣∣∣∣
4∑
h,k=0
jhkImθhk
∣∣∣∣∣
)
(6.95)
where
cosφ = (−1)
∑
(jhk− 12)mhk (6.96)
and mhk is 1 if θhk is an interior angle, and 0 otherwise. Here each jik = r +
1
2
for r
the appropriate index of the su2 Racah coefficient.
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Figure 6.4: The asymptotics of the su1,1 positive discrete series Racah coefficient for
V 2 > 0: a plot of −∑4h,k=0 j′hkθ′hk + (j′12 + j′14 + j′34 + 2j′24 + j′23)π (x-axis) versus
√
12πV
{
a b c
d e f
}
(y-axis)
There has been no proof of the validity of this formula, although numerical results
provide substantial agreement. Assuming its validity we may derive the following
for the su1,1 Racah coefficient
Proposition 6.12{
a b c
d e f
}
1
∼ (−1)2j24 1
2
√
12π |V | cosφ
′ exp
(
−
∣∣∣∣∣
4∑
h,k=0
j′hkΘ
′
hk
∣∣∣∣∣
)
(6.97)
for V 2 < 0 and φ′ as in equation 6.100, and each jik = r − 12 for r the appropriate
index of the su1,1 Racah coefficient.
Applying theorem 6.9 and using the orthogonality up to sign of the transformation
as before we see
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∣∣∣∣∣
4∑
h,k=0
jhkΘhk
∣∣∣∣∣ =
∣∣∣∣∣
4∑
h,k=0
j′hkΘ
′
hk
∣∣∣∣∣ (6.98)
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Figure 6.5: The asymptotics of the su1,1 Racah coefficient for V
2 < 0: a plot of∣∣∣∑4h,k=0 j′hkθ′hk∣∣∣ (x-axis) versus 2
√
12π|V |
cosφ′
{
a b c
d e f
}
(y-axis)
For the quantity
φ =
∑(
jhk − 1
2
)
Re θhk (6.99)
we may use theorem 6.10 for the transformation of the real part and apply equations
6.7 - 6.12 to the edge lengths. The resulting transformations are orthogonal up to a
shift depending on the edge lengths and we may derive the following
φ′ = −
∑
hk
(j′hk − σhk)Re θ′hk + (j′12 + j′14 + j′34 + 2j′24 + j′23 − 3)π (6.100)
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where
σhk =


0 for (h, k) = (1, 2), (1, 3), (3, 4)
−1
2
for (h, k) = (1, 4), (2, 3)
−1 for (h, k) = (2, 4)
(6.101)
We have plotted some values for this in figure 6.5 to show the validity of this result.
Chapter 7
Conclusions
While the state sum model defined by equation 5.1 has been shown to possess the
correct geometry for a theory of 2+1 Lorentzian quantum gravity there are a number
of questions and problems that remain unaddressed. The purpose of this chapter is
to briefly discuss these issues.
The most glaring issue is shared with the Ponzano-Regge model and is simply the
fact that equation 5.1 will fail to converge in a large number of, if not most, circum-
stances. In particular, since the 4-1 Pachner move given by equation 5.2 introduces
a clear divergence, the state sum will not converge when the triangulation of a given
manifold has an internal vertex of this sort.
One should recall from section 2.2 that for the analogous issue in the Ponzano-Regge
model one may deform the underlying Lie algebra, su2, as a Hopf algebra with the
deformation parameter specialised to a root of unity and use this to truncate the
category of representations so that only a finite number of representations occur but
the essential tensor structure of the category, and hence the geometry of the model,
is preserved.
123
CHAPTER 7. CONCLUSIONS 124
One might hope that a similar thing would help in the su1,1 case. Such a deformation
would need to render the dimension of the category of representations, as given by
equation 5.3, finite to achieve its objective. In order to do this it must certainly
make the continuous part of the principal series representations, Csǫ , discrete in
order to remove the troublesome δ (0) and most likely perform some truncation of
the Principal series to a finite number of representations. We do not know of the
existence of such a deformation of su1,1.
A further issue is related to the invariance of equation 5.1 under a relabelling of
the vertices of the simplicial manifold in question. In section 5.3 we constructed
canonical isomorphisms between the Racah coeffients associated to a given tetra-
hedron under two different labelling schemes, however in general this isomorphism
introduces some phase that depends on specifics of each Racah coefficient. Thus
under a relabelling equation 5.3 isn’t actually invariant. There is, however, a clear
recipe for deriving a relabelled version which will associate the same number to the
relabelled simplicial manifold as equation 5.3 associated to the original labelling of
the simplicial manifold.
For the Ponzano-Regge model such a subtlety is resolved by not using the Racah
coefficient, which has this problem, but the so-called 6j symbol which has its phase
convention chosen in such a way that these phase discrepencies are no longer present
when the simplicial manifold is relabelled and the analogous canoncial isomorphism
to that constructed in section 5.3 is the identity. We do not know if it is possible to
construct such an object for su1,1 by using, say, a different choice of phase conventions
in equation 4.5.
Another issue worthy of further investigation is the derivation of formulae and
asymptotics of the Racah coefficient in other cases of coupling beyond the limited
cases discussed in section 4.4. While it is clear simply from their definition that they
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have the necessary geometry to represent the required types of Lorentzian tetrahe-
dra, nothing at all is known about their asymptotic behaviour when their indices
become large. This is crucial in making the necessary connections with physics that
a state sum model for quantum gravity should have.
Acknowledgments
I wish to thank John Barrett for many useful, patient discussions over the years,
much encouragement and for pointing out many mistakes and omissions in earlier
versions of this work. Thanks are also due to Roger Francis Picken for giving me
the opportunity to present some of the ideas in this thesis at the Instituto Superior
Te´cnico, Lisbon, and to Louis Crane for useful discussions on some aspects of this
work.
The work was funded by an EPSRC research studentship.
126
Bibliography
[1] M. Atiyah. Topological quantum field theories. Publ. Math. IHES, 68, 175
(1989)
[2] J. W. Barrett. Quantum gravity as topological quantum field theory. Journal of
Mathematical Physics, 36, 6161 (1995)
[3] G. Ponzano and T. Regge. Semiclassical limit of Racah coefficients. In Spec-
troscopic and Group Theoretical Methods in Physics, edited by F. Bloch (North
Holland, Amsterdam, 1968)
[4] V. Bargmann. Irreducible unitary representations of the Lorentz group. Annals
of Mathematics, 48, 568 (1947)
[5] U. Pachner. P.l. homeomorphic manifolds are equivalent by elementary
shellings. European Journal of Combinatorics, 12, 129 (1991)
[6] G. Kuperberg. Involutory hopf algebras and 3-manifold invariants. Interna-
tional Journal of Mathematics, 2, 41 (1991)
[7] J. W. Barrett and B. W. Westbury. The equality of 3-manifold invariants.
Mathematical Proceedings of the Cambridge Philosophical Society, 118, 503
(1995)
127
BIBLIOGRAPHY 128
[8] A. Varshalovich, A. N. Moskalev and V. K. Khersonskii. Quantum Theory of
Angular Momentum (World Scientific, 1988)
[9] T. Regge. Symmetry properties of Racah’s coefficients. Nuovo Cimento, 11, 116
(1959)
[10] L. C. Biedenharn. An identity satisfied by Racah coefficients. Journal of Math-
ematics and Physics, 31, 287 (1953)
[11] J. Roberts. Classical 6j-symbols and the tetrahedron. Geometry and Topology,
3, 21 (1999)
[12] J. P. M. Flude. Geometric asymptotics of spin. Ph.D. thesis, University of
Nottingham (1998)
[13] J. W. Barrett and T. J. Foxon. Semi-classical limits of simplicial quantum
gravity. Classical and Quantum Gravity, 11, 543 (1994)
[14] V. G. Turaev and O. Y. Viro. State sum invariants of 3-manifolds and quantum
6j symbols. Topology, 31, 865 (1992)
[15] J. W. Barrett and B. W. Westbury. Invariants of piecewise-linear 3-manifolds.
Transactions of the American Mathematical Society, 348, 3997 (1996)
[16] N. Mukunda and B. Radhakrishnan. New forms for the representations of the
three dimensional Lorentz group. Journal of Mathematical Physics, 14, 254
(1973)
[17] N. Mukunda and B. Radhakrishnan. Clebsch-Gordon problem and coefficients
for the three-dimensional Lorentz group in a continuous basis I. Journal of
Mathematical Physics, 15, 1320 (1974)
BIBLIOGRAPHY 129
[18] N. Mukunda and B. Radhakrishnan. Clebsch-Gordon problem and coefficients
for the three-dimensional Lorentz group in a continuous basis II. Journal of
Mathematical Physics, 15, 1332 (1974)
[19] N. Mukunda and B. Radhakrishnan. Clebsch-Gordon problem and coefficients
for the three-dimensional Lorentz group in a continuous basis III. Journal of
Mathematical Physics, 15, 1643 (1974)
[20] N. Mukunda and B. Radhakrishnan. Clebsch-Gordon problem and coefficients
for the three-dimensional Lorentz group in a continuous basis IV. Journal of
Mathematical Physics, 15, 1656 (1974)
[21] L. Puka´nszky. On the Kronecker product of irreducible representations of the
2x2 real unimodular group. i. Transactions of the American Mathematical So-
ciety, 100, 116 (1961)
[22] N. Mukunda. Unitary representations of the group o (2, 1) in an o (1, 1) basis.
Journal of Mathematical Physics, 8, 2210 (1967)
[23] L. Slater. Generalised Hypergeometric Functions (Cambridge University Press,
1966)
[24] H. Bateman. Higher Transcendental Functions (McGraw-Hill, 1953). Kumar’s
solutions of the Hypergeometric equation. Section 2.9
[25] F. W. J. Olver. Asymptotics and Special Functions (Academic Press, 1974)
[26] G. Racah. Theory of complex spectra II. Physics Review D, 62, 438 (1942)
[27] E. Witten. Coadjoint orbits of the Virasoro group. Communications in Mathe-
matical Physics, 114, 1 (1988)
BIBLIOGRAPHY 130
[28] A. D’Adda, R. D’Auria and G. Ponzano. Symmetries of extended 3j coefficients.
Journal of Mathematical Physics, 15 (9), 1543 (1974)
[29] A. D’Adda, R. D’Auria and G. Ponzano. Generalized 6j-coefficients and their
symmetries. Nuovo Cimento, 23, 69 (1974)
[30] W. J. Holman and L. C. Biedenharn. Complex angular momenta and the groups
SU(1,1) and SU(2). Annals of Physics, 30, 1 (1966)
