Abstract
Introduction
The mobile Internet has experienced rapid development in the recent years. There is an explosive growth trend of the revenues and the number of the subscribers. Predicting mobile Internet diffusion trend is mainly to predict the increasing trend of the number of subscribers. Given the rapid diffusion trend of mobile Internet industry, it is of great importance to research the increase of subscriber number in the past years and to forecast future growth potential. It can help enterprises which are related to mobile Internet industry to reduce the blindness as well as risk so as to make the correct decision. In addition, it can also provide advisory opinions to the telecommunication operators' meticulous, gridding and integrated network planning as well as business planning in order to further promote the efficiency of network resources allocation. The development process of mobile Internet is the application of an innovation product essentially. Hence, the theory and model of innovation diffusion can be employed to research mobile Internet diffusion trend. It is reported that the Bass diffusion model was used to research the diffusion trend of various mobile Internet services [1] .The non-linear least squares was proposed in the literature for estimating the parameters in Bass model. Although this procedure is easy to implement, it has shortcoming with respect to providing high accuracy of forecast of diffusion trend.
The inertia weight in standard PSO decreases linearly which makes PSO incapable of successfully locating the global optimum in high dimensional objective functions. Arumugam and Rao proposed adaptive inertia weight techniques [2] . But the particle would probably oscillate around the optimum without or with low improvement. A new adaptive inertia weight strategy based on the success rate of the particles is proposed. The model proves the superiority over other inertia weight adjusting models [3] . However, it remains suffering from trapping into local optimum. Mutation operation can solve this problem effectively [4, 5] . Based on above, we propose a method which is based on optimized Bass model to predict mobile Internet diffusion trend. A novel particle swarm optimization algorithm (HAPSO) with hybrid mutation and adaptively changed inertia weight is utilized to estimate the parameters. Experimental results illustrate the accuracy and efficiency of HAPSO as compared to existing PSO algorithms.
Theoretical Framework

Bass Model
Bass model depicts the increase trend in the number of adopters of a new product that incorporates external and internal influence. Thus potential adopters are divided into two different groups. One group is called innovators while the other imitators. The sum of innovators and imitators is the total number of adopters. Bass model supposes that there is no repeat adopters, which means that an adopter only buy one product [6] [7] [8] . In reality, however, an adopter of mobile Internet may have more than one mobile terminal that gets access to Internet. In the process of collecting statistical data, the number of the subscribers is not defined as the number of Internet users, but the mobile terminals that have Internet access. The adoption of mobile Internet meets the assumption of Bass model by which the diffusion trend can be accurately predicted.
Parameters in Bass model have a great impact on the prediction accuracy. It is difficult to determine the appropriate values of parameters in advance when applying the model to solve different practical problems. The values computed by different methods of parameter estimation varied greatly. It is critical to select the appropriate method to get the optimal parameters fitting the model best. Rajkumar firstly proposed the application of genetic algorithm [9] . Compared with the traditional parameter estimation method, it gets a much better forecasting result. Nevertheless, this approach has the limitation that it is inefficient to search for the optimal solution, and each of iteration is executed at the cost of much time. Aiming at further improving the accuracy and speed up the convergent process, the novel HAPSO algorithm is applied to estimate the parameters.
Modified PSO
Dynamic Inertia Weight:
PSO algorithm is simple in concept, easy to implement. It has spawned a wide range of applications since its introduction. Inertia weight w in standard PSO algorithm decreases linearly according to the following equation: (1) where w max is the maximum of w while w min is the minimum, t is the current iteration, t max is the number of the total iterations. In this paper, w max =0.9, w min =0.3, t max =100. Inertia weight w has the capability of counterpoising global and local search abilities of the PSO. The larger value of w can enable the PSO algorithm to obtain better global search ability. On the contrary, the smaller value of w can ensure better local search ability. In the process of repeated iteration, w is becoming smaller and smaller, thus PSO has better global search ability at the early phase of execution and better local search ability in the later phase. The widely application of inertia weight significantly improve convergent precision as well as efficiency. If the algorithm does not manage to find optimal solutions in the early phase, when it comes to the later phase, it is much likely to fall into local optimization for the reason that local search ability strengthens while global search ability as well as the diversity of whole swarm weaken. Currently, how should the inertia weight change remains lacking of exact theoretical guidance. A number of researchers have put forward many approaches to solve the problem [10] [11] [12] [13] . According to their experimental results, the strategy that inertia weight changes dynamically can make PSO obtain better balance between global and local search abilities. We propose that the function of inertia weight can be defined as follows: (2) where n is the number of particles, f i denotes the fitness value of ith particle, f avg denotes the mean of all the fitness values , f best is the fitness value of the global best particle.
Hybrid Mutation:
When the algorithm falls into local optima, Wang et al. and Wu utilized the mutation operator to increase the diversity of population. In the existed procedures, the probability that determines whether the mutation operator is conducted is randomly assigned to particles. This approach may lead to the particles which have been trapped into local optima cannot conduct mutation in time, thus resulting in the decrease of convergent speed. We introduced the index of population density to determine the timing of mutation, it is defined as follows: (3) where f t gbest denotes the fitness value of the global best particle in t generation. f t avg ′ is mean of the fitness values of the particles whose fitness values are greater than the average values of the population. The Cauchy mutation and Gaussian mutation have their own advantages. We propose the combination of them is:
where  is a parameter in [0, 1], η is a random number generated by the standard Cauchy distributed function, θ is a standard Gaussian distribution number. ε and δ are positive constants close to 0, when the value of ρ is smaller than threshold ε, it means that the algorithm is in the status of convergence. Then if the value of f t gbest -f d is greater than threshold δ, f d is expected optimal solution. It is clear that the algorithm is falling into local optima, and the mutation can be conducted. Otherwise the standard PSO is executed. b j -a j can be considered as the size of the search space. In the early evolution, a large range of disturbances can be applied on x j to enhance global search ability. With the reduction of b j -a j , the local search ability is better. The limitation of Bass model is that the three parameters in model are hard to determine. Define three-dimensional particles as the possible optimal solution of the parameters. Then PSO is employed to search for the optimums that are the optimal parameters for Bass model.
Steps of searching for the optimum can be described as follows: 1) Initialize PSO algorithm within the search space. 2) Calculate each particle's fitness value that is calculated by objective function 3) Update the personal best position for each particle and the global best position for the population. 4) Update the velocity and position of each particle. 5) Judge if the algorithm falls into local optima according to formula (3), go to the next step. Otherwise go to step 7. 6) Hybrid mutation is conducted on global best particle, go to step 2 7) Judge whether the termination criterion is satisfied. If the criterion is met, then stop. Otherwise, go to step 2. 8) Introduce the optimal parameters into Bass model and make the forecast.
Experiment and Result Analysis
The experimental data for mobile Internet subscribers of every month from January 2010 to July 2013 is obtained from branch of China Mobile in a certain city. The statistical data is divided into a training set containing the first 36 data and a testing set containing the later 7 data. The increasing trend of mobile Internet subscribers who belong to the China Mobile company will be predicted.
Initialization of PSO algorithm: the scale of swarm is 40. The solution space is three-dimensional. The maximum of iteration is 100. In order to evaluate the performance of the HAPSO algorithm, the forecasting results generated from PSO, AIWPSO [3] 
Figure 1. Forecasting Results of Different Algorithms
The evaluation indices of error use Mean Absolute Percent Error (MAPE) and Root Mean Square Error (RMSE). The value of parameters and the forecasting error calculated by different algorithms are shown in Table 1 The forecasting error calculated by PSO is the biggest compared to the other approaches. It proves that the strategy that inertia weight changes dynamically can make PSO obtain better performance in comparison to linearly change strategy. Compare PSO, AIWPSO with HAPSO, the proposed algorithm is found to achieve the best performance in terms of improving the precision of forecast, which means that mutation operation solves this problem of local optimum effectively. It is a suitable approach to estimate the parameters in Bass model.
Conclusions
The application of Bass model to predict mobile Internet diffusion trend is demonstrated in this paper. In the proposed method the parameters are estimated by a modified PSO algorithm in which inertia weight is dynamically adjusted and hybrid mutation is used to escape from local optimum. The proposed method is tested on statistical data and compared with other methods. The results show that Bass model can accurately predict the diffusion trend. The novel algorithm obtains a better balance between global and local search abilities for better performance on forecasting. The current number of subscribers are far from reaching the maximum of potential adopters. Mobile Internet will develop rapidly in the next few years.
