Abstract. In this paper we discuss the notion of reducibility for matrix weights, which depends heavily on the equivalence relation chosen among them. In particular we emphasize the difference between unitary equivalence and equivalence, which are some times confused with each other. The subtle difference between saying that a matrix weight W = W (x) is unitarily equivalent to a direct sum of orthogonal one dimensional weights and saying that W reduces to scalar weights, is clearly established in Theorems 1.3 and 1.5. The main result on reducibility of W to weights of smaller size, says that this is equivalent to having a commuting space C of real dimension bigger than one. In particular W is irreducible if and only if C = RI. A matrix weight may not be expressible as direct sum of irreducible weights, but it is always equivalent to a direct sum of irreducible ones. We also establish that the expressions of two equivalent weights as orthogonal direct sums of irreducible weights have the same number of terms and up to a permutation they are equivalent.
Reducibility of Matrix Weights
An inner product space will be a finite dimensional complex vector space V together with a specified inner product ·, · . If T is a linear operator on V the adjoint of T will be denoted T * . By a weightW =W (x) of linear operators on V we mean an integrable function on an interval (a, b) of the real line, such thatW (x) is a (self-adjoint) positive semidefinite operator on V for all x ∈ (a, b), which is positive definite almost everywhere and has finite moments of all orders: for all n ∈ N 0 we have b a x nW (x) dx ∈ End(V ).
More generally we could assume thatW is a Borel measure on the real line of linear operators on V , such that:W (X) ∈ End(V ) is positive semidefinite for any Borel set X,W has finite moments of any order, andW is nondegenerate, that is for P in the polynomial ring End(V ) [x] (P, P ) = If we select an orthonormal basis {e 1 , . . . , e N } in V , we may represent each linear operatorW (x) on V by a square matrix W (x) of size N , obtaining a weight matrix of size N on the real line. By this we mean a complex N × N -matrix valued integrable function on the interval (a, b) such that W (x) is a (self-adjoint) positive semidefinite complex matrix for all x ∈ (a, b), which is positive definite almost everywhere and with finite moments of all orders: for all n ∈ N 0 we have b a x n W (x) dx ∈ Mat N (C). Let S be an arbitrary set of elements. By an S-module on a field K we mean a pair (W, V ) formed by a finite dimensional vector space V over K and a mapping W which assigns to every element x ∈ S a linear operator W (x) on V . It follows that an S-module is an additive group with two domains of operators, one being the field K and the other one being the set S.
In particular, if V is an inner product space and W = W (x) is a weight of linear operators on V , then (W, V ) is an S-module, where S is the support of W . It is important to notice that the equivalence of weights of linear operators does not coincide with the notion of isomorphism among S-modules. If W = W (x) is a weight of linear operators on V , we say that W is the orthogonal direct sum W = W 1 ⊕ · · · ⊕ W d if V is the orthogonal direct sum V = V 1 ⊕ · · · ⊕ V d where each subspace V i is W (x)-invariant for all x and W i (x) is the restriction of W (x) to V i . Definition 1.2. We say that a weightW =W (x) of linear operators on V reduces to scalar weights, if W is equivalent to a direct sum W ′ = W We say that a matrix weight W = W (x) reduces to scalar weights if W is equivalent to a diagonal weight. Theorem 1.3. A matrix weight W (resp. a weight of linear operators on V ) reduces to scalar weights if and only if there exists a positive definite matrix P (resp. a positive definite operator on V ) such that for all x, y we have
Hence P = (M M * ) −1 is a positive definite matrix which satisfies (1). Conversely, assume (1) . First of all take x 0 such that W (x 0 ) is nonsingular. Let A be a symmetric positive definite matrix such that
for all x, y, and W ′ (x 0 ) = I. Thus without loss of generality we may assume from the start that W (x 0 ) = I. Now the hypothesis implies that W (x)P = P W (x) for all x. Let E be any eigenspace of P. Then E is W (x)-invariant. Hence W (x) and W (y) restricted to E commute by (1) and are self-adjoint. Therefore W (x) restricted to E are simultaneously diagonalizable for all x, through a unitary operator (cf. [5] , Corollary to Theorem 30, p. 283). Since this happens for all eigenspaces of P and they are orthogonal we have proved that W (x) is unitarily equivalent to a diagonal weight, hence W reduces to scalar weights. This completes the proof of the theorem for a matrix weight. For a weight of linear operators on V the proof is entirely the same.
Definition 1.4. Two weightsW =W (x) andW
′ =W ′ (x) of linear operators on V and V ′ , respectively, defined on the same interval are unitarily equivalent,
Two matrix weights W = W (x) and W ′ = W ′ (x) of the same size and defined on the same interval are unitarily equivalent,
Theorem 1.5. The following conditions are equivalent: (i) A matrix weight W is unitarily equivalent to a diagonal weight;
(ii) For all x, y we have W(x)W(y)=W(y)W(x); (iii) There exists a positive definite matrix P such that for all x, y we have
Proof.
(i) implies (ii) If U is unitary and
(ii) implies (iii) It is obvious. (iii) implies (i) Let E be any eigenspace of P. Then E is W (x)-invariant. Hence W (x) and W (y) restricted to E commute and are self-adjoint. Therefore W (x) restricted to E are simultaneously diagonalizable for all x, through a unitary operator (cf. [5] , Corollary to Theorem 30, p. 283). Since this happens for all eigenspaces of P and they are orthogonal we have proved that W (x) is unitarily equivalent to a diagonal weight, hence W reduces to scalar weights. This completes the proof of the theorem.
The above theorem can be restated into the following result for a weight W of linear operators on V . Theorem 1.6. The following conditions are equivalent:
(i) A weight W of linear operators on V is unitarily equivalent to a direct sum
For all x, y we have W(x)W(y)=W(y)W(x); (iii) There exists a positive definite operator P such that for all x, y we have W (x)P W (y) = W (y)P W (x) and W (x)P = P W (x). Corollary 1.7. Let W = W (x) be a matrix weight (resp. a weight of linear operators on V ) such that W (x 0 ) = I for some x 0 in the support of W . Then W reduces to scalar weights if and only if W is unitarily equivalent to a diagonal weight (resp. to a direct sum
Proof. Let us consider first the case of a matrix weight. It is obvious from the definition that if W is unitarily equivalent to a diagonal weight, then W reduces to scalar weights. Conversely, let us assume that W reduces to scalar weights. By Theorem 1.3 there exists a positive definite matrix P such that W (x)P W (y) = W (y)P W (x) for all x, y. If we put y = x 0 we get W (x)P = P W (x) for all x. Then Theorem 1.5 implies that W is unitarily equivalent to a diagonal weight. For a weight of linear operators on V the proof is entirely the same.
Therefore W reduces to scalar weights and W (x)P W (y) = W (y)P W (x) for all x, y ∈ (0, 1) with
However W is not unitarily equivalent to a diagonal weight. In fact
Since the entries (1, 2) and (2, 1) are not symmetric in x and y, W (x)W (y) = W (y)W (x) for all x, y.
. Then U is a unitary matrix and P = U ΛU * is a positive definite matrix. Moreover
Since W (1) = I Corollary 1.7 implies that W = W (x) is unitarily equivalent to a diagonal weight. In fact, 1 √ 2 
be a matrix weight function. Then the following conditions are equivalent: (i) W is equivalent to a direct sum of matrix weights of smaller size; (ii) there is an idempotent matrix Q = 0, I such that QW (x) = W (x)Q * for all x; (iii) the commuting space C ≡ {T ∈ Mat N (C) : T W (x) = W (x)T * for all x} RI.
is of size n − k. Let P be the orthogonal projection onto the subspace of C n generated by {e 1 , . . . , e k }. Then PW (x) =W (x)P . Hence
Therefore if we take
Clearly C is a real vector space such that I ∈ C. Now the implication is obvious.
(iii) implies (i) Our first observation is that if T ∈ C then its eigenvalues are real. In fact, by changing W by an equivalent weight function we may assume that T is in Jordan canonical form. Thus T = 1≤i≤s J i is the direct sum of elementary Jordan matrices J i of size d i with characteristic value λ i of the form
Let us write W (x) as an s × s-matrix of blocks W ij (x) of d i -rows and d j -columns. Then, by hypothesis, we have
is the index corresponding to the first row of W ii (x), we have λ i w kk (x) = w kk (x)λ i . But there exists x such that W (x) is positive definite and so w kk (x) > 0. Therefore λ i =λ i .
Another important property of the real vector space C is the following one: if
Let S and N be, respectively, the semi-simple and the nilpotent parts of T . The minimal polynomial of T is (x−λ 1 ) r1 · · · (x−λ j ) rj where λ 1 , . . . , λ j are the different characteristic values of T and r i is the greatest dimension of the elementary Jordan matrices with characteristic value λ i . A careful look at the proof of Theorem 8, Chapter 7 of [5] reveals that S and N are real polynomials in T . Therefore S, N ∈ C.
The minimal polynomial of S is p = (x − λ 1 ) · · · (x − λ j ). Let us consider the Lagrange polynomials
Since p k (λ i ) = δ ik , and S = S * it follows that P i = p i (S) is the orthogonal projection of C n onto the λ i -eigenspace of S. Therefore P i ∈ C.
Let us now consider the nilpotent part N of T : N is the direct sum of the nilpotent parts N i of each elementary Jordan block J i , i.e.
If N i were a matrix of size larger than one, and if 1 ≤ k ≤ n is the index corresponding to the first row of W ii (x), we would have w kk (x) = 0 for all x, which is a contradiction. Therefore all elementary Jordan matrices of T are one dimensional, hence N = 0 and T = S.
If C RI, then there exists T ∈ C with j > 1 different eigenvalues. Let M ∈ GL(N, C) such that S = M T M −1 be a diagonal matrix and let P i , 1 ≤ i ≤ j be the orthogonal projections onto the eigenspaces of S.
completing the proof that (iii) implies (i). Hence the theorem is proved. Theorem 1.12. Let W = W (x) be a weight of linear operators on the inner product space V . Then the following conditions are equivalent: (i) W is equivalent to an orthogonal direct sum of operator weights of smaller size; (ii) there is an idempotent operator Q = 0, I such that QW (x) = W (x)Q * for all x; (iii) the commuting space C = {T ∈ End(V ) : T W (x) = W (x)T * for all x} RI.
Proof. By taking an orthonormal basis of V one can apply the previous theorem to the matrix weight representing W .
Let (W, V ) be an abstract S-module. Then (W, V ) is said to be simple if it is of positive dimension and if the only invariant subspaces of V are {0} and V . An S module is called semi-simple if it can be represented as a sum of simple submodules.
Instead, when W = W (x) is a matrix weight (resp. a weight of linear operators on V) one says that W is irreducible when it is not equivalent to a direct sum of matrix (resp. an orthogonal direct sum of operator) weights of smaller size. Furthermore an operator weight will be called simple if has no proper invariant subspace.
It is worth to state the following immediate corollary of Theorems 1.11 and 1.12 which resembles a Schur's lemma. Corollary 1.13. Let W = W (x) be a matrix (resp. operator) weight . Then W is irreducible if and only if its commuting space C = RI.
Then it is easy to check that if T W (x) = W (x)T * for all x, then t 12 = t 21 = 0, t 11 ∈ R and t 11 = t 22 . Hence C = RI which implies that W is irreducible.
A semi-simple abstract S-module (W, V ) can be represented as the direct sum V = V 1 ⊕ · · · ⊕ V j of a finite collection Φ = {V i } of simple S-submodules. Moreover, if we have a representation of this kind, and if V ′ is any invariant subspace of V , then there exists a subcollection Φ 0 of Φ such that V is the direct sum of V ′ and of the sum of the submodules belonging to Φ 0 .
Conversely, let V be an S-module which has the following property: if V ′ is any invariant subspace of V , there exists an invariant subspace
Proposition 1.15. Let W = W (x) be a matrix weight (resp. a weight of linear operators on V) with support S. Then the S-module (W, V ) is semi-simple.
Proof. Let V ′ be any invariant subspace of V and let
representations of an abstract semisimple S-module V as a direct sum of simple submodules. Then we have j = j ′ and there exists a permutation σ of the set {1, . . . , j} such that
). Clearly, this uniqueness result can be generalized to the following one:
are two isomorphic S-modules represented as direct sums of simple submodules, then we have j = j ′ and there exists a permutation σ of the set {1, . . . , j} such that
This last statement is not true for matrix weights or operator weights on an inner product space V , because, as we pointed out at the beginning, the equivalence among weights has a different meaning than the isomorphism of S-modules. In fact, Example 1.8 illustrate this: the matrix weight
has no invariant subspace of C n , i.e. it is simple, but it is equivalent to
which is the direct sum of two scalar weights.
Nevertheless the following holds. for all 1 ≤ i ≤ j.
Proof.
It is clear that it is enough to consider the case W = W ′ . We shall construct the permutation σ. Suppose that σ(i) is already defined for i < k (where 1 ≤ k ≤ j) and has the following properties: a)
We consider the invariant subspace
Let
Because we can define the injective function σ on the set {1, . . . , j} we must have j ′ ≥ j. Since the two decompositions play symmetric roles, we also have j ≥ j ′ , hence j = j ′ . The theorem is proved. If we come back to our Example 1.8 we realize that a matrix weight may not be expressible as direct sum of irreducible matrix weights. But such a weight is equivalent to one that is the direct sum of two irreducible weights. Taking into account this fact and Theorem 1.11 we make the following definition. Definition 1.17. We say that a matrix weight (resp. an operator weight) is completely reducible if it is equivalent to a direct sum of irreducible matrix weights (resp. an orthogonal direct sum of irreducible operators).
Observe that Theorem 1.11 implies that every matrix (operator) weight is completely reducible. 
. From the hypothesis we also have the representation of
as an orthogonal direct sum of irreducible weights. Now we are ready to apply Theorem 1.16 to conclude that j = j ′ and that there exists a permutation σ such that 
Conversely, let T ∈ C such that j(T ) = max{j(T ) : T ∈ C}. Modulo unitary equivalence we may assume that W is a matrix weight. In the proof of Theorem 1.11 we established that T is semi-simple. Thus we may write
where the size of the block W ′ i is equal to the size of the block
were not irreducible we could replace it, modulo equivalence, by a direct sum of matrix irreducible weights. Thus there exists a matrix weight We include the following instructive example to help the interested reader on getting a better understanding of some concepts and proofs given in this section. Example 1.20. Let us consider the matrix weight
We will first see that the S-module (W, C 3 ) is simple i.e. that there are no proper invariant subspace. In this case this is equivalent to showing that there is no one dimensional invariant subspace. By an easy computation one proves this assertion. Now we compute the commuting subspace C = {T ∈ Mat 3 (C) : T W (x) = W (x)T * }. A careful and easy computation leads to the following result: T ∈ C if and only if
The characteristic polynomial of T is det(λ − T ) = (λ − s)(λ − t) 2 and the minimal polynomial p(λ) is: p(λ) = (λ − s)(λ − t) if s = t and p(λ) = (λ − t) when s = t. Thus every T ∈ C is diagonalizable, as expected (cf. the proof of Theorem 1.11), and max{j(T ) : T ∈ C} = 2. Therefore, from Theorem 1.19, we know that W is equivalent to a direct sum of two irreducible matrix weights, one of size one and the other of size two. 
The algebra D(W ) of a reducible weight
We come now to the notion of a differential operator with matrix coefficients acting on matrix valued polynomials, i.e. elements of Mat N (C) [x] . These operators could be made to act on our functions either on the left or on the right. One finds a discussion of these two actions in [2] . The conclusion there is that if one wants to have matrix weights that do not reduce to scalar weights and that have matrix polynomials as their eigenfunctions, one should settle for right-hand-side differential operators. We agree now to say that D given by
acts on Q(x) by means of
Given a sequence of matrix orthogonal polynomials {Q n } n≥0 with respect to a weight matrix W = W (x), we introduced in [3] the algebra D(W ) of all right-hand side differential operators with matrix valued coefficients that have the polynomials Q w as their eigenfunctions. Thus
The definition of D(W ) depends only on the weight matrix W and not on the sequence {Q n } n≥0 .
If
establishes an isomorphism between the algebras D(W ) and D(W ′ ). In fact, if {Q n } n≥0 is a sequence of matrix orthogonal polynomials with respect to W , then {Q ′ n = M Q n M −1 } n≥0 is a sequence of matrix orthogonal polynomials with respect to W ′ . Moreover, if 
It is also interesting to introduce the subalgebra D of the Weyl algebra D defined by
In this section we will pay special attention to the algebra D(W ) when the matrix weight W = W 1 ⊕ W 2 . Let N , N 1 and N 2 be, respectively, the sizes of W , W 1 and
where D ij is a right-hand size differential operator of size N i × N j .
Proposition 2.1. If W 1 and W 2 are equivalent weight matrices, then
both isomorphims are canonical.
Proof. We first observe that by changing W by an equivalent weight matrix we can assume that W 1 = W 2 . Moreover, if {P n } n≥0 is the sequence of monic orthogonal polynomials with respect to W 1 then {P n = P n ⊕ P n } n≥0 is the sequence of monic orthogonal polynomials with respect to W .
is equivalent to
Thus, D ∈ D(W ) if and only if D ij ∈ D(W 1 ) completing the proof of the theorem.
Proposition 2.1 admits the following obvious generalization.
. . , W n are equivalent weight matrices, then
We move to consider the case of a direct sum of two arbitrary matrix weights W 1 and W 2 not necessarily equivalent. Let {P n } n≥0 and {Q n } n≥0 be, respectively, the sequences of monic orthogonal polynomials corresponding to W 1 and W 2 and let P n = P n ⊕ Q n be the sequence of monic orthogonal polynomials of
It is also interesting to introduce
. In other words we have proved the following proposition. Proposition 2.3. If W 1 and W 2 are two matrix weights, then
It is worth to remark at this point that if one is interested to study, for example, classical pairs (W, D) consisting of a weight matrix W and a second order symmetric differential operator D or the algebra D(W ), it is not enough to consider irreducible weights.
We also point out that the above proposition generalize to the case of a direct sum of r ≥ 2 matrix weights, giving a similar structure for 
supported in the closed interval [0, 1] with α > −1. Let us first compute the commuting space C = {T ∈ Mat 2 (C) : T W (x) = W (x)T * for all x} of W . A 2 × 2-matrix T = (t ij ) i,j ∈ C if and only if T F 1 = F 1 T * and T F 0 = F 0 T * , or equivalently if and only if T I = IT * and T J = JT * where I is the identity matrix and J is the anti identity matrix. This immediately leads to T = sI + tJ, s, t ∈ R. Therefore, Theorem 1.11 says that W reduces to a direct sum of scalar weights and indicates how we can find them.
A nontrivial idempotent in C is obtained precisely for s = 1/2 and t = ±1/2 Let us take T=(I + J)/2. The eigenvalues of a nontrivial idempotent transformation are 1 and 0 and the corresponding eigenspaces are
Hence the column vectors (1, 1) t ∈ V 1 and (1, −1) t ∈ V 0 . If 0) . From the proof of Theorem 1.11 we know that W ′ (x) = M W (x)M * is a diagonal weight. In fact
Let us consider the scalar weights
From 5.1 in [4] , by transposing, we take the following symmetric differential operator with respect to W :
If we write
, we have
where {E ij } is the canonical basis of Mat 2 (C). Let {p n } n≥0 and {q n } n≥0 be the sequences of monic orthogonal polynomials associated, respectively, to w 1 and w 2 . Then {P n = p n ⊕ q n } n≥0 is the sequence of monic orthogonal polynomials with respect to W ′ . If we use Proposition 2.7 in [3] and P n D ′ = Λ ′ n P n then we get
−n(n + 2α + 2) − (α + 1)(1 + u) .
In particular we obtain
′ n + n(n + 2α + 2)p n = 0. As an immediate consequence of the hypergeometric representation of Jacobi polynomials
since the leading coefficient of P
It is wise and rewarding to verify the identity:
. By using the identity
By equating the coefficients of x j on both sides one can easily check that they are equal.
It is worth to point out now the following facts:
). From here, and since the set of representations Λ ′ n (n ≥ 0) separates the elements of D(w 1 ) (Proposition 2.8, [3] ), the following interesting factorization follows
Similarly we have
and these two second order differential operators are related by a Darboux transformation. When u = −1 let Proof. In the classical cases of Bessel, Hermite, Jacobi and Laguerre scalar weights w = w(x) the algebra D(w) is well understood: it is the polynomial algebra in any second order differential operator ∈ D(w) (cf. [8] ). Therefore in our case
. Now we will show that D(w 1 , w 2 ) has no differential operators of even order. In fact, if D ∈ D(w 1 , w 2 ) were of even order, then DD 21 ∈ D(w 2 ) would be of odd order. This is a contradiction which proves our assertion. Therefore we can assume that D ∈ D(w 1 , w 2 ) is of the form
The coefficient of ∂ 2(s+1) in DD 21 is xF 2s+1 (x) whose leading coefficient is F 
