Abstract. A bilevel training scheme is used to introduce a novel class of regularizers, providing a unified approach to standard regularizers T V , T GV 2 and N sT GV 2 . Optimal parameters and regularizers are identified, and the existence of a solution for any given set of training imaging data is proved by Γ -convergence. Explicit examples and numerical results are given.
Image processing aims at the reconstruction of an original "clean" image starting from a "distorted one", namely from a datum which has been deteriorated or corrupted by noise effects or damaged digital transmission. The key idea of variational formulations in image-processing consists in rephrasing this problem as the minimization of an underlying functional of the form
where u η is a given corrupted image, Q := (−1/2, 1/2) N is the N -dimensional unit square (in image processing we usually take N = 2 , i.e., Q represents the domain of a square image) and R α is a regularizing functional, with α denoting the intensity parameter (which could be a positive scalar or a vector). Minimizing the functional I allows to reconstruct a "clean" image based on the functional properties of the regularizer R α .
Within the context of image denoising, for a fixed regularizer R α we seek to identify
An example is the ROF model ( [21] ), in which the regularizer is taken to be R α (u) := αT V (u) , where T V (u) is the total variation of u (see, e.g. [1, Chapter 4] ), α ∈ R + is the tuning parameter, and we have u α,T V := arg min u − u η 2
In view of the coercivity of the minimized functional, the natural class of competitors in (1.1) is BV (Q) , the space of real-valued functions of bounded variation in Q . The trade-off between the denoising effects of the ROF-functional and its feature-preservation capabilities is encoded by the tuning parameter α ∈ R + . Indeed, high values of α lead to a strong penalization of the total variation of u , which in turn determines an over-smoothing effect and a resulting loss of information on the internal edges of the reconstructed image, while small values of α cause an unsatisfactory noise removal.
In order to determine the optimal α , sayα , in [12, 13] the authors proposed a bilevel training scheme, which was originally introduced in Machine Learning and later adopted by the imaging processing community (see [8, 9, 14, 22] ). The bilevel training scheme is a semi-supervised training scheme that optimally adapts itself to the given "clean data". To be precise, let (u η , u c ) be a pair of given images, where u η represents the corrupted version and u c stands for the original version, or the "clean" image. This training scheme searches for the optimal α so that the recovered image u α,T V , obtained in (1.1), minimizes the L 2 -distance from the clean image u c . An implementation of such training scheme, denoted by (T ) , equipped with total variation T V is An important observation is that the geometric properties of the regularizer T V play an essential role in the identification of the reconstructed image u α,T V and may lead to a loss of some fine texture in the image. The choice of a given regularizer R α is indeed a crucial step in the formulation of the denoising problem: on the one hand, the structure of the regularizer must be such that the removal of undesired noise effects is guaranteed, and on the other hand the disruption of the essential details of the image must be prevented. For this reasons, various choices of regularizers have been proposed in the literature. For example, the second order total generalized variation, T GV has been characterized in [3] , where Du denotes the distributional gradient of u, (sym ∇ . A further commonly used regularizer is the non-symmetric counterpart of the T GV 2 α -seminorm defined above, namely the N sT GV 2 α functional (see e.g., [24] ), which is known to provide in general more accurate results compared to T GV 2 α but with a higher computational cost. It has been shown that a reconstructed image presents several perks and drawbacks according to the different regularizers. An important question is thus how to identify the regularizer that might provide the best possible image denoising for a given class of corrupted images.
To address this problem, it is natural to use a straightforward modification of scheme (T ) by inserting different regularizers inside the training level 2 in (T -L2). Namely, we set Level 1.
(R α ) := arg min u α,R − u c 2 L 2 (Q) : R α ∈ αT V, T GV However, the finite number of possible choices for the regularizer within this training scheme would imply that the optimal regularizerR α would simply be determined by performing scheme (T ) finitely many times, at each time with a different regularizer R α . In turn, some possible texture effects for which an "intermediate" (or interpolated) reconstruction between the one provided by, say, T GV 2 α and N sT GV 2 α , might be more accurate, would then be neglected in the optimization procedure. Therefore, one main challenge in the setup of such a training scheme is to give a meaningful interpolation between the regularizers used in (1.3), and also to guarantee that the collection of the corresponding functional spaces exhibits compactness and lower semicontinuity properties.
The aim of this paper is threefold. First, we propose a novel class of image-processing operators, Theorem 1.2. Let B be a first order differential operator such that there exists a differential operator A for which (A , B) is a training operator pair according to the ellipticity assumptions in Definition 6.1. Then B satisfies Assumptions 3.2 and 3.3.
Finally, in Section 7.2 we give several explicit examples to show that our class of regularizers P GV 2 α,B includes the seminorms T GV We remark that the task of determining not only the optimal tuning parameter but also the optimal regularizer for given training image data (u η , u c ) , has been undertaken in [10] where we have introduced one dimensional real order T GV r regularizers, r ∈ [1, +∞) , as well as a bilevel training scheme that simultaneously provides the optimal intensity parameters and order of derivation for one-dimensional signals. Forthcoming work in this direction will be found in [11, 20] .
Our analysis is complemented by numerical simulations of the proposed bilevel training scheme. Although this work focuses mainly on the theoretical analysis of the operators P GV 2 α,B and on showing the existence of optimal results for the training scheme (T 2 ) , in Section 7.3 a primal-dual algorithm for solving (T 2 θ -L2) is discussed, and some preliminary numerical examples, such as image denoising, are provided.
With this article we initiate our study of the combination of PDE-constraints and bilevel training schemes in image processing. Our follow-up work will include, but is not limited to, the following two topics:
• the construction of a finite grid approximation in which the optimal result (α,B) for the training scheme (T 2 θ ) can be efficiently determined, with an estimation of the approximation accuracy;
• spatially dependent differential operators and multi-layer training schemes. This will allow to specialize the regularization according to the position in the image, providing a more accurate analysis of complex textures and of images alternating areas with finer details with parts having sharpest contours (see also [18] ).
This paper is organized as follows: in Section 2 we collect some notations and preliminary results. In Section 3 we analyze the main properties of the P GV 2 α,B -seminorms. The Γ -convergence result and the bilevel training scheme are the subjects of Sections 4 and 5, respectively. Section 6 is devoted to the analysis of the space BV B for suitable differential operators B . The numerical implementation of some explicit examples is performed in Section 7.3.
Notations and preliminary results
We collect below some notation that will be adopted in connection with differential operators. Let N ∈ N be given, and let Q := (−1/2, 1/2)
N the unit open cube in R N . M For every open set U ⊂ R N , the notation B will be used for first order differential operators 
For l = 1 , we additionally write the symbol of B as
Given a sequence {B n } ∞ n=1 of first order differential operators and a first order differential operator B , with coefficients B i n ∞ n=1 and B i , i = 1, . . . , N , respectively, we say that
where for B ∈ M N l , l ∈ N, B stands for its Euclidean norm.
3. The space of functions with bounded P GV -seminorm 3.1. The space BV B and the class of admissible operators. We generalize the standard total variation seminorm by using first order differential operators B :
the form (2.1).
Definition 3.1. For every l ∈ N , we define the space of tensor-valued functions
and we equip it with the norm
In order to introduce the class of admissible operators, we first list some assumptions on the operator B . 
We point out that, for l = 1 , Requirement 3 above is satisfied for B := ∇.
The following compactness property applies to a collection of operators {B n } ∞ n=1 . Assumption 3.3. Let {v n , B n } ∞ n=1 be such that B n satisfies Assumption 3.2 for every n ∈ N , and
Then there exist B and v ∈ BV B (Q; M N l ) such that, up to a subsequence (not relabeled),
and
Definition 3.4. For every l ∈ N, we denote by Π l the collection of operators B defined in (2.1), with finite dimensional null-space N (B) , and satisfying Assumption 3.2. For simplicity, the class Π 1 will be indicated by Π .
In Section 6 we will exhibit a subclass of operators B ∈ Π additionally fulfilling the compactness and closure Assumption 3.3.
3.2. The P GV -total generalized variation. We introduce below the definition of the PDEconstrained total generalized variation seminorms.
where the space BV B is defined in Definition (3.1).
Similarly, we also define the space P GV k+1 α,B[k] of seminorms of order k + 1 ∈ N. We will use the notation Π k to indicate the product
where B[k] := (B 0 , B 1 , . . . , B k ) , and the space BV B l is defined in Definition (3.1).
We note that for fixed k ∈ N and for all α ∈ R k+1 + , the seminorms P GV whenever the dependence of the seminorm on a specific multi-index α will not be relevant for the presentation of the results.
We introduce below the sets of functions with bounded PDE-generalized variation-seminorms.
We next show that the P GV Proof. We notice that by setting v l = 0 , l = 0, 1, . . . , k − 1 , in (3.4), we have
Conversely, assume that P GV
We only study the case in which k = 1 , as the case k > 1 can be treated in a completely analogous way. Since P GV
We prove that the infimum problem in the right-hand side of (3.3) has a unique solution. Proof. We start with the case k = 1 . Let u ∈ BV (Q) and, without loss of generality, assume that α = (1, 1) . In view of Proposition 3.8 we have P GV
The existence of a unique minimizer v ∈ L 1 (Q; R N ) with Bv ∈ M b (Q; R N ×N ) follows from the Direct Method of the calculus of variations. Indeed, let
for every n ∈ N . In view of Assumption 3.2, and together with (3.6) and (3.7), we obtain a function
and lim inf
The minimality of v follows by lower-semicontinuity, whereas the uniqueness is a consequence of the strict convexity of the P GV B -seminorm.
For k = 2 , we write B[2] = (B 0 , B 1 ) . Again without loss of generality, we assume that
Suppose that the claim is false, i.e., that, up to the extraction of a subsequence (not relabeled), v
we obtain that {ṽ
In particular, since ṽ
= 0, which yieldsṽ 0 = 0 andṽ 1 = 0 . This contradicts the fact that ṽ 1 L 1 (Q;R N ×N ) = 1 and implies (3.9).
In view of (3.8) and (3.9) there holds
Thus, by Assumption 3.2 there exist v 0 ∈ BV B0 (Q; R N ) and v 1 ∈ BV B1 (Q; R N ×N ) such that, again upon extracting a subsequence (not relabeled),
In particular, v
The minimality of v := (v 0 , v 1 ) follows from (3.8) and by lower semicontinuity. The uniqueness is again a consequence of the strict convexity of the P GV
-seminorm. We conclude the proof by remarking that the case for k ≥ 3 can be treated in an analogous way.
We close this section by studying the asymptotic behavior of the P GV 
Proof.
Step 1: The case k = 1 . We present our argument in the case in which α n := (1, 1) for all n ∈ N. The general case can be argued in the same way since, by assumption, α ∈ R 2 + . We first claim that lim inf
Indeed, by Proposition 3.9 for each n ∈ N there exists v n ∈ BV Bn (Q; R N ) such that
Thus, by (3.13) we have
, where in the last inequality we used (3.3) . This concludes the proof of (3.12).
We now claim that lim sup
By Proposition 3.9 there exists v ∈ BV B (Q; R N ) such that
. In view of the density result in Assumption 3.2, Statement 2, we may assume that v ∈ C ∞ (Q; R N ) and, for ε > 0 small,
where in the last inequality we used (3.15). Claim (3.14) is now asserted by the arbitrariness of ε > 0 .
Step 2: The case k ≥ 2 . We will write the argument for k = 2 , the situation in which k > 2 can be treated analogously. As in the setting k = 1 , we can assume that α n := (1, 1, 1) =: α for every n ∈ N . The proof of the inequality lim sup
is similar to that in the case k = 1 . Therefore, we only need to show that lim inf
If the left-hand side of (3.16) is unbounded, then there is nothing to prove. Therefore, without loss of generality we can assume that there exists a constant C > 0 such that
Indeed, assume by contradiction that (3.19) is false. Then, upon extracting a subsequence (not relabeled), there holds lim
Defining the two auxiliary sequences ṽ 0 n and ṽ 1 n as in (3.11) , by (3.17) and (3.18) we obtain
From this and the fact that {B n [2] } is bounded in ∞ , by Assumption 3.3 we conclude the existence of mapsṽ 0 ∈ BV B0 (Q; R N ) andṽ 1 ∈ BV B1 (Q; R N ×N ) such that, upon the extraction of a further subsequence (not relabeled), there holds
By (3.20) we infer that
which, in turn, yieldsṽ 0 = 0 andṽ 1 = 0 . This contradicts (3.21), and completes the proof of claim (3.19).
By (3.19) and by Assumption 3.3 we obtain the existence of maps v 0 ∈ BV B0 (Q; R N ) and v 1 ∈ BV B1 (Q; R N ×N ) such that, upon the extraction of a further subsequence (not relabeled), there holds
Hence, by (3.18) and by lower-semicontinuity we conclude that lim inf
, which concludes the proof of (3.16) and of the proposition.
Γ-convergence of functionals defined by P GV -total generalized variation seminorms
In this section we prove a Γ -convergence result with respect to the operator B . For r > 0 we denote (see (2.2)) (B) r := {B ∈ Π :
We recall the notation Π k = Π × Π 2 × · · · × Π k from Definition 3.4. Throughout this section let u η ∈ L 2 (Q) be a given datum representing a corrupted image.
The following theorem is the main result of this section.
+ . Then the functionals I k+1 αn,Bn[k] satisfy the following compactness properties:
Then there exists u ∈ BV (Q) such that, up to the extraction of a subsequence (not relabeled),
To be precise, for every u ∈ BV (Q) the following two conditions hold:
We subdivide the proof of Theorem 4.2 into two propositions.
For B ∈ Π , we consider the projection operator
Note that this projection operator is well defined owing to the assumption that N (B) is finite dimensional (see [5, 
for all v ∈ L 1 (Q) and B ∈ (B) r .
Proof. Suppose that (4.2) fails. Then there exist sequences
Up to a normalization, we can assume that
for every n ∈ N . Since {B n } ∞ n=1 ⊂ (B) r , up to a subsequence (not relabeled), we have B n →B in ∞ , for someB ∈ (B) r . Next, letṽ
In view of Assumption 3.3, up to a further subsequence (not relabeled), there existsṽ ∈ BVB(Q; R N ) such thatṽ n →ṽ strongly in L 1 (Q) and |Bṽ| M b (Q;R N ×N ) = 0 . Moreover, in view of (4.5), we also have ṽ L 1 (Q;R N ) = 1 .
Since the projection operator is Lipschitz with Lipschitz constant less than or equal to one, by (4.4) we have
Thus, PB(ṽ) = 0 . However, |Bṽ| M b (Q;R N ×N ) = 0 implies thatṽ ∈ N [B] withṽ = PB(ṽ) , and hence we must haveṽ = 0 , contradicting the fact that ṽ L 1 (Q;R N ) = 1 .
The following proposition is instrumental for establishing the liminf inequality.
+ . For every n ∈ N let u n ∈ BV (Q) be such that
Proof. Without loss of generality we assume that k = 1 and that α n := (1, 1) for every n ∈ N, as the general case for k > 1 and α ∈ R k+1 + can be argued with straightforward adaptations.
Fix r > 0 and recall the definition of (B) r from (4.1). We claim that if r is small enough then there exists C r > 0 such that
for all u ∈ BV (Q) and B ∈ (B) r .
Indeed, by Definitions 3.5 and 3.7 we always have
, for all B ∈ Π and u ∈ BV (Q) .
The crucial step is to prove that the second inequality in (4.8) holds. Set
there exists B ∈ (B) r for which ω ∈ N (B )}.
We claim that there exists C > 0 , depending on r , such that for each u ∈ BV (Q) and ω ∈ N r (B) we have
Suppose that (4.9) fails. Then we find sequences
for every n ∈ N. Thus, up to a normalization, we can assume that
which implies that u n → 0 strongly in L 1 (Q) and
By (4.10) and (4.11), it follows that |ω n | M b (Q;R N ) is uniformly bounded, and hence, up to a subsequence (not relabeled), there exists ω ∈ M b (Q; R N ) such that ω n * ω in M b (Q; R N ) . For every n ∈ N let B n ∈ (B) r be such that ω n ∈ N (B n ) . Then B n ω n = 0 for all n ∈ N . Since B n − B ∞ < r , in particular the sequence {ω n ,
) × Π fulfills Assumption 3.3, and hence, upon extracting a further subsequence (not relabeled), there holds
Additionally, since u n → 0 strongly in L 1 (Q) , we infer that Du n → 0 in the sense of distributions. Therefore, by (4.12) we deduce that ω 0 = 0 . Using again (4.11), we conclude that
which contradicts (4.10). This completes the proof of (4.9).
We are now ready to prove the second inequality in (4.8), i.e.,
for some constant C r > 0 , and for all B ∈ (B) r .
Fix B ∈ (B) r , and by Proposition 3.9 let v B satisfy
(4.14)
, where in the first inequality we used (4.9), the third inequality follows by (4.2), and in the last equality we invoked (4.14). Defining C r := C + C + 1 , we obtain
and we conclude (4.13). Now we prove the compactness property. In view of (4.6) we have sup u n BP GV 2 Bn (Q) : n ∈ N < +∞.
(4.15)
Since B n → B in ∞ , choosing r = 1 there exists N > 0 such that B n ⊂ (B) 1 for all n ≥ N . Thus, by (4.8) and (4.15), we infer that
Bn (Q) : n ∈ N < +∞, and thus we may find u ∈ BV (Q) such that, up to a subsequence (not relabeled), u n * u in
Additionally, again from Proposition 3.9, for every n ∈ N there exists v n ∈ BV Bn (Q; R N ) such that,
. By (4.6) and (4.7), and in view of Assumption 3.3, we find v ∈ BV B (Q; R N ) such that, up to a subsequence (not relabeled), v n → v strongly in L 1 . Therefore, we have lim inf
, where in the second to last inequality we used Assumption 3.3. This concludes the proof of the proposition.
Proof. This is a direct consequence of Proposition 3.10 by choosing u n := u .
We close Section 4 by proving Theorem 4.2.
Proof of Theorem 4.2. Properties (Compactness) and (Liminf inequality) hold in view of Proposition 4.4, and Property (Recovery sequence) follows from Proposition 4.5.
The bilevel training scheme with P GV -regularizers
Let u η ∈ L 2 (Q) and u c ∈ BV (Q) be the corrupted and clean images, respectively. In what follows we will refer to pairs (u c , u η ) as training pairs. We recall that Π was introduced in Definition 3.4.
Definition 5.1. For every k ∈ N, we say that Σ ⊂ Π k is a training set if the operators in Σ satisfy Assumption 3.3, and if Σ is closed and bounded in ∞ .
Examples of training sets for k = 1 (where Π 1 = Π ) are provided in Section 7. We introduce the following bilevel training scheme.
Definition 5.2. Let θ ∈ (0, 1) and k ∈ N, and let Σ be a training set. The two levels of the scheme (T k+1 θ ) are
. In what follows we will only focus on the case k = 1 , as the cases in which k > 1 follow via straightforward modifications. For convenience of notation, we remark that our training scheme for k = 1 , (T 2 θ ) , can be described as follows:
We first show that the Level 2 problem in (T 2 θ -L2) admits a unique solution for every given u η ∈ L 2 (Q) .
. Let B ∈ Σ , and let α ∈ R 2 + . Then there exists a unique u α,B ∈ BV (Q) such that
Proof. As before, we assume that α := (1, 1) . Let {u n } ∞ n=1 ⊂ BV (Q) be such that
for every n ∈ N, and let {v n } ⊂ BV B (Q) be the associated sequence of maps provided by Proposition 3.9. In view of (5.1), there exists a constant C such that
for every n ∈ N. We claim that sup v n L 1 (Q;R N ) : n ∈ N < +∞. 
for every n ∈ N, (5.4) and dividing both sides of (5.2) by v n L 1 (Q) , we deduce that
In view of (5.4) and (5.5), and by Assumption 3.3, there existsṽ ∈ BV B (Q; R N ) , with
Additionally, (5.5) and (5.7) yieldũ
and lim sup
Since by (5.8) Dũ n → 0 in the sense of distribution, we deduce from (5.9) thatṽ = 0 . This contradicts (5.6), and implies claim (5.3).
By combining (5.2) and (5.3), we obtain the uniform bound
for every n ∈ N and some C > 0 . Thus, by (5.2) and Assumption 3.2 there exist u B ∈ BV (Q) and v ∈ BV B (Q) such that, up to the extraction of a subsequence (not relabeled),
In view of (5.1), and by lower-semicontinuity, we obtain the inequality
The uniqueness is a consequence of the strict convexity of the P GV By (5.10), we have
which completes the proof.
Training set Σ[A ] based on (A , B) training operators pairs
This section is devoted to providing a class of operators B belonging to Π (see Definition 3.4), satisfying Assumption 3.3, and being closed with respect to the convergence in (2.2).
A subcollection of Π characterized by (A , B) training operators pairs.
Let U be an open set in R N , and let A :
where, for every multi-index a = (a
is meant in the sense of distributional derivatives, and A a is a linear operator mapping from R N to R N . Let B be a first order differential operator, B :
where B i ∈ M N 3 for each i = 1, . . . , N , and where ∂ ∂xi denotes the distributional derivative with respect to the i-th variable. We will restrict our analysis to elliptic pairs (A , B) satisfying the ellipticity assumptions below. Definition 6.1. We say that (A , B) is a training operator pair if B has finite dimensional nullspace N (B) , and (A , B) satisfies the following assumptions:
1. For every λ ∈ {−1, 1} N , the operator A has a fundamental solution P λ ∈ L 1 (R N ; R N ) such that: a . A P λ = λδ , where δ denotes the Dirac measure centered at the origin; 
where for h ∈ R N , the translation operator τ h :
For every open set U ⊂ R N such that Q ⊂ U , and for every 
Then, for every u ∈ W 2,1 (U ; R 2 ) and v ∈ C ∞ c (U ; R 2 ) there holds
for every i = 1, 2 . In other words, the pair (A , B) satisfies (6.3) with C A = 1 . We proceed by first recalling two preliminary results from the literature. The next proposition, that may be found in [5, Theorem 4 .26], will be instrumental in the proof of a regularity result for distributions with bounded B -total-variation (see Proposition 6.7).
Then, denoting by F Q the collection of the restrictions to Q of the functions in F , the closure of
We also recall some basic properties of the space BV B (Q; R N ) for B ∈ Π A (see [4, Section 2] 
Before we establish Theorem 6.3, we prove a technical lemma.
Lemma 6.6. Let k ∈ N . Then there exists a constant C > 0 such that, for every h ∈ R N and w ∈ W k,1
, where τ h is the operator defined in (6.2).
Proof. By the linearity of τ h , we have
. On the one hand, by the Sobolev embedding theorem (see, e.g., [19] ), we have
.
On the other hand, by the continuity of the translation operator in L 1 (see, e.g., [5, Lemma 4.3] for a proof in R N , the analogous argument holds on bounded open sets) we have lim sup
The result follows by combining (6.4) and (6.5).
The next proposition shows that operators in Π A satisfy Assumption 3.2.
Proposition 6.7. Let B ∈ Π A , and let BV B (Q; R N ) be the space introduced in Definition 3.1.
Proof. In view of Proposition 6.5, for every u ∈ BV B (Q; R N ) there exists a sequence of maps
With a slight abuse of notation, we still denote by u n the C d -extension of the above maps to the whole R N (see e.g. [15] ), where d is the order of the operator A . Without loss of generality, up to a multiplication by a cut-off function, we can assume that u n ∈ C d c (2Q; R N ) for every n ∈ N .
We first show that, setting
where we recall τ h from Theorem 6.4, and where for fixed u ∈ F , u n is as above and satisfying (6.6).
Let h ∈ R N and let δ h be the Dirac distribution centered at h ∈ R N . By the properties of the fundamental solution P λ we deduce
for every i = 1, . . . , N , and every λ ∈ {−1, 1} N . Therefore, we obtain that
for every λ ∈ {−1, 1} N , where in the last inequality we used the fact that
, as well as Definition 6.1, Assertion 2.
In particular, choosingλ := (1, . . . , 1) we have
, and, in view of (6.1) and Lemma 6.6, we conclude that
for every n ∈ N, which yields (6.7).
By (6.6), for n ∈ N fixed, for every h ∈ R N with |h| < 1 , and for every u ∈ F there holds
where we have still denoted by u the extension of the above map to zero on R N \ Q, and where
, and since L 1 (Q |h| ) → 0 as |h| → 0 , we deduce lim
and letting n → +∞ we get
Thus, recalling that u = 0 on R N \ Q , we deduce the estimate
The statement now follows from Proposition 6.4.
The following extension result in BV B is a corollary of the properties of the trace operator defined in [4, Section 4].
Lemma 6.8. Let B ∈ Π A , and let BV B (Q; R N ) be the space introduced in Definition 3.1. Then there exists a continuous extension operator T :
Proof. Since N (B) is finite dimensional, in view of [4, (4.9) and Theorem 1.1] there exists a continuous trace operator tr :
. By the classical results by E. Gagliardo (see [16] ) there exists a linear and continuous extension operator E :
The statement follows by setting
where χ Q and χ R N \Q denote the characteristic functions of the sets Q and R N \ Q, respectively, and by Theorem [4, Corollary 4.21] .
We point out that, as a direct consequence of Lemma 6.8, we obtain
where the constant C depends only on Q and |B| ∞ . We close this subsection by proving a compactness and lower-semicontinuity result for functions with uniformly bounded BV Bn norms. We recall that the definition of M A is found in (6.1) .
Then there exists v ∈ BV B (Q; R N ) such that, up to a subsequence (not relabeled),
Proof. Let v n satisfy (6.9). With a slight abuse of notation we still indicate by v n the BV B continuous extension of the above maps to R N (see Lemma 6.8) . Let φ ∈ C ∞ c (2Q; R N ) be a cut-off function such that φ ≡ 1 on Q, and for every n ∈ N letṽ n be the mapṽ n := φv n . Note that suppṽ n ⊂⊂ 2Q . Additionally, by Lemma 6.8 there holds
where in the last inequality we used Lemma 6.8, and where the constants C 1 and C 2 depend only on the cut-off function φ . To prove (6.10) we first show that
where we recall τ h from Theorem 6.4. Arguing as in the proof of (6.8), by (6.12) we deduce that for |h| small enough, since supp φ ⊂⊂ 2Q ,
for every n ∈ N . Property (6.13) follows by (6.1). Owing to Proposition 6.4, we deduce (6.10).
We now prove (6.11). Let ϕ ∈ C ∞ c (Q; R N ×N ) be such that |ϕ| ≤ 1 . Then
where in the last step we used the fact that v n → v strongly in L 1 (Q) and B n → B in ∞ .
This completes the proof of (6.11) and of the proposition.
Proof of Theorem 6.3. Let B ∈ Π A be given. The fact that B satisfies Assumption 3.2 follows by Propositions 6.5 and 6.7. The fulfillment of Assumption 3.3 is a direct consequence of Proposition 6.9. 
The first result of this subsection is the following. To prove that N (B) is finite-dimensional, we recall that this condition is equivalent to the injectivity of B(ξ) for all ξ ∈ C N \ {0} (see [4, Remark 2.1] ). Since for all ξ ∈ C N \ {0} we have that B(ξ) is the uniform limit of the sequence of injective linear maps {B n (ξ)} ∞ n=1 , either B(ξ) is constant or it is injective. On the other hand, the linearity of B(ξ) implies that it is constant only if it is identically zero. The fact that ε ≤ B ∞ ≤ 1 for all n ∈ N guarantees that this cannot occur, and yields the injectivity of B(ξ) and hence the fact that the dimension of N (B) is finite.
To conclude the proof of the theorem we still need to show that (A , B) satisfies Definition 6.1,
Integrating by parts we obtain
for every i = 1, . . . , N . Taking the limit as n → ∞ first, and then as k → ∞ , since B n → B in ∞ and in view of (6.14), we conclude that
The proof of the second part of Assertion 2 is analogous. This shows that (A , B) satisfies Definition 6.1 and concludes the proof of the theorem.
Remark 6.12. We note that the result of Theorem 6.11 still holds if we replace the upper bound 1 in Definition 6.10 with an arbitrary positive constant.
We now consider the case of multiple operators A . We close this section by proving the following theorem.
Theorem 6.14. Let A be a training set builder. Then Σ ε [A] is a training set.
Proof. The proof of this theorem follows the argument in the proof of Theorem 6.11 using the fact that the two critical constants M A (h) and C A , in (6.1) and (6.3), respectively, are uniformly bounded due to (6.15).
Explicit examples and numerical observations
In this section we exhibit several explicit examples of operators A and training sets Σ ε [A ] , we provide numerical simulations and some observations derived from them. Remark 7.1. In the case in which N = 2 , A has order 2 and satisfies the assumptions in [17, Page 351, Section 6.3], the fundamental solution P λ can be written as
where L denotes the fundamental solution of Laplace's equation, R A denotes a constant depending on A , and the integration is taken over the unit circle |η| = 1 with arc length element dω η .
In the special case in which
the fundamental solution P α , with A P α = αδ for α ∈ R 2 , is given by
We observe that ∇P α is positively homogeneous of degree −1(= 1 − N ) . Also, since R A in (7.1) is a constant, ∇P λ must have the same homogeneity as ∇P α , which is 1 − N .
Proposition 7.2. Let A be a differential operator of order d ∈ N, and assume that its fundamental solution P λ is such that Proof. Let s ∈ (0, 1) be fixed. Since 
for every x ∈ R N , 0 ≤ s ≤ 1 , and |h| ≤ 1/2 , where the constant C is independent of x and h.
Next, for every bounded open set U ⊂ R N satisfying Q ⊂ U we havê
The analogous computation holds for 1 |x+h| N −1+s . Since P λ is a fundamental solution and A P λ = λδ , we have that P λ ∈ C ∞ (R N \ B(0, ε)) for every ε > 0 . In particular,
This, together with (7.3) and (7.4), yields
for some C > 0 , and thus
= 0, and (6.1) is established. 
The first part of Definition 6.1 follows from Remark 7.3. Next we verify that (6.3) holds. Indeed, choosing A as in (7.2), we first observe that
The same computation holds for w ∈ C ∞ c (Q; R 2 ) and v ∈ BV B (Q; R 2 ) . This proves that Assertion 2 in Definition 6.1 is also satisfied.
We finally construct an example of a training set Σ[A ] . For every 0 ≤ s, t ≤ 1 , we define
and we set
By a straightforward computation, we obtain that N (B s,t ) is finite dimensional for every 0 ≤ s, t ≤ 1 . Additionally, Assertion 1 in Definition 6.1 follows by adapting the arguments in Remark 7.3. Finally, arguing exactly as in (7.7), we obtain that
which implies that That is, instead of viewing ∇v as a 2 × 2 matrix as we do, in [6] ∇v is represented as a vector in R 4 . In this way, the symmetric gradient Ev in (7.6) can be written as However, the representation above does not allow to consider skewed symmetric gradients B s,t (v) with the structure introduced in (7.8). Indeed, let s = t = 0.2 . We have where, for 0 ≤ s, t ≤ 1 , B s,t are the first order operators introduced in (7.8). As we remarked before, the seminorm P GV 2 Bs,t interpolates between the T GV 2 and N sT GV 2 regularizers. We define the cost function C(α, s, t) to be C(α, s, t) := u α,Bs,t − u c L 2 (Q) . To explore the numerical landscapes of the cost function C(α, s, t) , we consider the discrete boxconstraint We perform numerical simulations of the images shown in Figure 1 : the first image represents a clean image u c , whereas the second one is a noised version u η , with heavy artificial Gaussian noise. The reconstructed image u α,B in Level 2 of our training scheme is computed by using the primal-dual algorithm presented in [7] . It turns out that the minimum value of (7.9), taking values in (7.10), is achieved atα 0 = 5.6 , α 1 = 1.2 ,s = 0.8 , andt = 0.2 . The optimal reconstruction uα ,Bs ,t is the last image in Figure 1 , whereas the optimal result with B s,t ≡ E , i.e., uα ,T GV , is the third image in Figure 1 . Although the optimal reconstructed image uα ,Bs ,t and uα ,E do not present too many differences to the naked eye, we do have that C(α,s,t) < C(α, 0.5, 0.5) ( see also Table 1 below) . That is, the reconstructed image uα ,Bs ,t is indeed "better" in the sense of our training scheme ( L 2 -difference).
Regularizer optimal solution minimum cost value T GV 2α 0 = 0.074,α 1 = 0.625 C(α, 0.5, 0.5) = 18.653 P GV 2α 0 = 0.072,α 1 = 0.575,s = 0.95,t = 0.05 C(α,s,t) = 17.6478 Table 1 . minimum cost value with different regularizers. The minimum value of the cost function for the P GV 2 -regularizer is approximately 5% below that of the T GV 2 -regularizer.
To visualize the change of cost function produced by different values of (s, t) ∈ [0, 1] 2 , we fix α 0 = 0.072 andᾱ 1 = 0.575 and plot in Figure 2 the mesh and contour plot of C(ᾱ, s, t) . We again remark that the introduction of P GV α,B[k] regularizers into the training scheme is only meant to expand the training choices, but not to provide a superior seminorm with respect to the popular choices T GV 2 or N sT GV 2 . The fact whether the optimal regularizer is T GV 2 , N sT GV 2 or an intermediate regularizer is completely dependent on the given training image u η = u c + η .
