Abstract-The process of capturing digital images has greatly evolved since the initial appearance of photography in general. In recent years, this evolution has been greatly accelerated by the development of high resolution and specialized digital capture sensors which, in turn, has opened the door for research to develop new products and algorithms allowing imaging to be used as input for controlling different other devices or robots. Still, for there to be a real mapping between a digital image and physical word a lot of research has been done in the field of algorithms and sensors, which have lately resulted in the emergence of affordable and specialized devices on the market like Microsoft Kinect or Motion Leap. Initially, the Microsoft Kinect device was exclusively used for the gaming industry, but later captured the attention of the research community, who quickly noticed that the sensor could be used as a very affordable alternative in the three-dimensional mapping process of space. Soon, an SDK was developed by PrimeSense (OpenNI), which allowed the sensor to be used for any other purpose, not just in the field of games. One of these opportunities is the use of the sensor in the field of image analysis for which a product to capture the movement of a human was developed and is presented in this paper along with a proposal to use the capture mechanism to command and control an industrial robotic arm.
I. INTRODUCTION
Initially, digital imaging has been limited to capturing data from the physical environment using RGB sensors, but with the evolution of microprocessors and computing power, depth data capture has become a necessity and, with the evolution of sensors, has become a reality. Obviously, along with the development of advanced sensors for depth data capture, software applications have been developed to take advantage of sensor research evolution. Among the early researches, which have had promising results, are depth data capture methods using triangulation techniques detailed in [1] or [2] . Other approaches, such as measuring the reaction time from sensor to object and back, defined for the first time in [3] have been somehow successful, but because of the very high acquisition costs of the sensors, this approach was not available to the general public.
At present, the three-dimensional data capture method used in the research is based on a mixed approach, that is, it takes advantage, on the one hand, of the image processing evolution and, on the other hand, of the evolution in sensor technology. In this regard, affordable and highly accurate devices have come onto the market, including: Microsoft Kinect and Motion Leap.
A presentation of the relative recent approaches to research on robotic manipulation systems using robotic arms equipped with anthropomorphic grippers can be found in [4] , and in [5] a presentation of the existing control methods of mobile robots based on digital image processing algorithms can be found.
II. SYSTEMATIZING METHODS USED FOR THREE-DIMENSIONAL IMAGE CAPTURE
Currently, there are two techniques used to capture three-dimensional data from physical environments. They are classified by capture mode or type of sensors used in active techniques and passive techniques.
The active mode refers to the use of light projections (flight time) or light patterns (structured light) on a particular type of environment, then measuring the speed at which the light returns to the sensor or the distortion of the template in the environment for the depth calculation [6] .
The passive mode refers to the use of methods for examining an image from two different angles, the depth calculation being based on the analysis of points from the two different angles using geometric algorithms. Into the following paragraphs the triangulation (both active and passive) is introduced and explained how this is used and implemented into a .NET application to digitize the movement of a human hand and how this could be used to control an industrial robot.
A. Triangulation or Stereo Vision
Triangulation refers to the process of determining the depth of a point in three-dimensional space considering as input parameters different projections of the environment. Triangulation can be active or passive [1] .
In order to solve the problem of passive triangulation it is necessary to know in advance both the parameters of the cameras which capture the image and the functions of translating the three-dimensional space into two-dimensional space. Knowing these parameters, the distance is calculated using triangulation between the positions of the two cameras and the pixel matching in the captured images (see Fig. 1 ).
In the Fig. 1 , the values are the following: Lc and Rc are the two cameras with parallel optical axes and f is the focal length; d -is the distance between the two cameras (the distance between the two centers) and is perpendicular to the optical axes; XZ is the plane where the two optical axes are located, and XY is the plane parallel to the plane of the image; the X axis is the same as the distance d; Lc -the origin of the reference system that is at the center of the left camera. Using the above parameters, triangulation equations become:
(1)
B. Structured Light
Structured light is a form of active triangulation [2] . The depth measurement method using this technique consists of designing a predefined template in an environment and then applying the triangulation equations between the captured template and the reference template. A structured light based detection system consists of a light emitter that can project a template and an RGB (CCD or CMOS) sensor used for image detection.
C. Flight Time (TOF Camera)
Flight time measurement is another method of determining depth in images and consists of using a projected light source on a surface. Determining the distance from the transmitter to the object is thus a function of time [3] . The distance is calculated by the time difference between the light pulse emission and the sensor detection of reflected light using the following formula: 
III. SYSTEMATIZATION OF THE HARDWERE SYSTEMS USED
FOR CAPTURING IMAGES AND DEPTH DATA An image capture sensor can be described as a system that performs the networking of the coordinates in the physical space in planar coordinates (
capture sensor is used for human hand detection and possibly gesture recognition, a transformation model is essential to solve the image analysis problem. Among research issues in line with the purpose of this paper, there is the issue of hand position detection. Fig. 2 illustrates the projection of a point P from the real space in a point p in the plane of the image. 
IV. MICROSOFT KINECT DEVICE
The Microsoft Kinect device was released on the market by Microsoft by the end of 2010. It was originally used as an accessory for the XBox console. Since its inception, Microsoft Kinect has been a resounding success, with sales of about 10 million units [8] estimated in the first year. Initially, automated robots using Microsoft Kinect type sensors lacked retroaction, but this shortcoming was easily overcome by creating a solution that uses the three-dimensional environment mapping process and defining areas inaccessible to the robot and sending retroaction to the control system for information [9] . This method is used successfully in Stowers' work [10] , which shows how robots can be programmed to fly autonomously without hitting other objects.
From a constructive point of view, the Kinect sensor consists of the following components (see Fig. 3 ): infrared sensor: transmitter and receiver. The transmitter projects a light pattern on a surface, which is then captured by the receiver; RGB camera: which stores data on three channels (RGB) at the resolution of 1280X960 and the frequency of 30 Hz. The visualization field of the Kinect sensor, as specified in Microsoft documentation [8] , is 43 degrees vertical and 57 horizontal. The sensor can track people with a 1cm accuracy at a distance of 2m [11] ; a system of four microphones to capture sound from different positions; a motor used to tilt the sensor without physical interaction between the user and the sensor; an accelerometer for detecting the current inclination of the sensor relative to the horizon line.
The field of visibility and resolution changes as the distance between the object and the Microsoft Kinect sensor [12] changes, so the field of visibility increases linearly with the distance and the resolution decreases along x and y direction with increasing distance. Fig. 3 . The elements of the microsoft kinect device.
From a functional point of view, the monochrome CMOS sensor along with the "depth sensor" analyzes the captured image and creates a three-dimensional map visualization field (see Fig. 4 ). The mix between the monochrome CMOS sensor with the depth one can acquire the image and movement under any ambient light conditions [12] . The depth sensor is adjustable, the SDK that comes with the Microsoft Kinect sensor being able of self-calibration based on the physical environment or on the presence of other physical obstacles, etc. The microphone system is used to detect the location of a voice and to counteract the ambient noise. All of these sensors offer multiple body recognition capabilities in three-dimensional mode, and body motion, facial recognition and voice recognition. The process of obtaining a depth image consists of simultaneously capturing two images, namely RGB image using the RGB CMOS sensor, and the depth image captured by the monochrome CMOS sensor (see Fig. 4) .
A. Analysis of the Depth Measurement Process
The Microsoft Kinect device uses a three-dimensional space mapping process by joining the depth data to each captured pixel. The value attached to each pixel is the distance from the sensor to the object facing the sensor in the direction of the sensor orientation [13] . To estimate the depth of each pixel individually, the Kinect sensor uses the concept presented above, of structured light. Thus, the infrared sensor emits a known template in the environment, then, based on the data captured by the monochrome sensor, the internal Kinect sensor algorithm attaches a value to each pixel (see Fig. 5 ).
Fig. 5. Estimated distance (dE) and real (dR) between the Microsoft
Kinect device and a random object. Image adapted after [13] .
where: dE is the estimated distance by Kinect sensor between the object and the sensor; dR represents the actual distance between the Kinect sensor and the object. Based on the depth estimation mode, it can be concluded that the device becomes an efficient way to capture the coordinates (x, y, z) of any three-dimensional object, but there is, however, a difference between the estimated distance and the actual distance (see Fig. 5 ).
V. USING THE MICROSOFT KINECT SENSOR TO CAPTURE HUMAN HAND MOVEMENTS
In digital image processing research, recognition of three-dimensional objects involves the recognition and the determination of three-dimensional objects in an image or frame, part of a video stream. This recognition can be performed in real time, or it can be executed on a video stream that is previously captured and saved in memory. The Microsoft Kinect device combines a set of hardware and software mechanisms that builds a digital, three-dimensional representation of a physical environment. Algorithms created for the recognition of three-dimensional objects, based on the data captured by the Microsoft Kinect sensor, analyze two types of data in parallel: RGB image and image depth data. In this paper, an application has been developed that attempts to overcome limitations of capture with the Web camera, namely, depth capture for Z and Y axes. For the development of the application, Windows SDK and the Natural User Interface (NUI) library were used. In Fig. 6 , the conceptually proposed system is exemplified.
To develop the three -dimensional data capture system, four steps were considered and implemented. They are: Initialization: where the Kinect sensor driver is loaded into memory; Detection: where the system is detecting the human hand in order to be able to later on recognize gestures; Interpretation and recognition: Where the system will interpret each image which contains a human hand and digitize the captured gesture and Visualization: The recognized gesture must be sent to a virtual simulator to control the a virtual anthropomorphic gripper. The system initialization means that the Microsoft Kinect driver is loaded in computer memory and the sensor is initialized. For this operation, Microsoft Kinect SDK library was used, which allows a user to get a logical instance of the Microsoft Kinect sensor that can be programmatically worked on. Microsoft Kinect SDK library also allows, in addition to initializing the sensor, a way for a user's actions on the body to be recognized implicitly at the arm level and even at the human hand level (Fig. 7) . Using the Microsoft Kinect SDK library, an application can localize up to 20 user joints in parallel. Once the system is initialized, the Microsoft Kinect SDK library maps each joint in the three-dimensional space, making the x, y, z coordinates of each joint accessible to the programmer.
For system development, a Visual Studio solution was created using Microsoft C#. The created solution references the Microsoft.Kinect.DLL object that is later used by the C# compiler to make system function calls to use the hardware capabilities of the Microsoft Kinect sensor. To initialize the sensor, the following code section is used by declaring, initializing, and creating an instance of a KinectSensor parameter : KinectSensor _sensor . Because several Microsoft Kinect sensors can be connected to a computer, it is checked if the set of sensors has at least 1 element, in which case the KinectSensor class is instantiated using the instruction: if(KinectSensor.KinectSensors.Count> 0) _sensor = KinectSensor. KinectSensors [0] ; Fig. 7 . Joints that can be detected using the Kinect device [14] .
The KinectSensor class allows the commands processing by the user. Once the _ sensor instance is created, the application can capture depth data, RGB images, sounds, or the human skeleton structure in different data streams. These streams are: The ColorStream: which is a property of the flow of images in different resolutions or formats. The format determines how the image is encoded, RGB, YUV or Bayer; The DepthStream: is a video stream property that contains image depth data for each frame. Depth flow consists of pixels that contain the distance (in mm) from the plane of the sensor to the nearest object. An application that uses depth stream can track human hand movements and identify background image; The SkeletonStream: represents a collection of properties, including: (1) TrackingState: which is a Boolean property that verifies if an object is tracked or not. (2) Joints property -represents a collection of parts of the human body detected (see Fig. 7 ). Using the KinectSensor class start() method, initialization of depth and RGB cameras is performed:
_sensor.Start (); Following the call of the start() method, the Kinect sensor starts capturing RGB and depth frames (Fig. 8) that are transmitted to the recognition step.
To track the user's movements, the Skeleton class is used, which can be adjusted for each frame, minimizing the jitter rate and stabilizing the objects tracked along a video stream. Microsoft Kinect SDK provides a mechanism for applying an object position smoothing filter to a frame of a video stream. To initiate a user tracking process through Kinect sensor, some parameters must be set with baseline values. If the parameters are not set properly, the application will not properly filter the captured data, so each frame will have noise joining the images.
As a result of the tests performed, the following empirical values of smoothing parameters for human hand detection were found, namely: Smoothing = 0.3f, Correction = 0.0f, Prediction = 0.0f, JitterRadius = 1.0f, MaxDeviationRadius = 0.5f.
VI. FUTURE WORK
In order to automate the process of capturing depth data and use it for the control of a robotic arm ABB endowed with a gripper, this paper set up the initial concept to be implemented (see Fig. 9 ). The Kinect device could be used to detect the movement of human arm and then, to transmit its movements to the industrial robotic arm. In order to control such an ABB robot, the ABBCOMMANDER module was defined conceptually, which, once implemented, can capture the movement of the human arm and conveys the gesture to the ABB robotic arm (see Fig. 9 ). 
VII. CONCLUSIONS
This paper briefly presents the main methods of capturing depth data and shows how the Microsoft Kinect device can be used to capture depth data and how to use robotic applications to control a robotic arm by capturing human arm movements.
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