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ABSTRACT 
Many a u t h o r s  are  c r i t i ca l  of  t h e  use  of (MIPS) M i l l i o n  
o f  I n s t r u c t i o n s  p e r  Second as a measure of computer power. 
Some a u t h o r s  s a y  t h a t  MIPS are meaningless .  While there is 
j u s t i f i c a t i o n  f o r  some of t h e  criticism of MIPS, sometimes 
t h e  criticism is carried t o o  f a r .  HIPS c a n  be a u s e f u l  
number for p l a n n i n g  and e s t i m a t i n g  pu rposes  when used i n  a 
homogenous computer environment .  
Comparisons between pub l i shed  MIPS r a t i n g s  and benchmark 
r e s u l t s  r e v e a l  t h a t  there  does  e x i s t  a h i g h  p o s i t i v e  c o r r e -  
l a t i o n  between MIPS and tested performance, g i v e n  a homogen- 
ous computer environment .  
MIPS shou ld  be unders tood  so as n o t  t o  be misused .  I t  
is n o t  c o r r e c t  t h a t  t h e  u s e  o f  MIPS is a l w a y s  i n a p p r o p r i a t e  
o r  i n a c c u r a t e .  
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SECTION 1 
INTRODUCTION 
T h i s  paper  was w r i t t e n  i n  r e sponse  t o  a r e q u e s t  (May 
1987) from our  NASA sponsor  t h a t  MITRE p r e p a r e  a paper  
d i s c u s s i n g  q u a n t i t a t i v e  a n a l y s i s  o f  MIPS, a l o n g  wi th  any 
u s e f u l n e s s ,  o r  non-usefulness ,  o f  MIPS i n  comparing l a r g e  
and small computers,  and computers  w i th  l i k e  and u n l i k e  
a r c h i t e c t u r e s .  The i n i t i a l  r e s p o n s e  was s imply  t h e  k e r n e l  
o f  t h i s  paper  and was w r i t t e n  as  a f o u r  page PROFS n o t e  and 
mailed t o  t h e  v a r i o u s  i n t e r e s t e d  i n d i v i d u a l s .  
DPSD D i v i s i o n  Ch ie f ,  Don Simanton, subsequen t ly  sugges t -  
ed t h a t  I "clean-upt t  t h e  PROFS n o t e  and make i t  i n t o  a 
p u b l i s h a b l e  pape r .  T h i s  MTR is t h e  r e s u l t  o f  t h a t  sugges-  
t i o n  
1.1 GENERAL 
Many a r t i c l e s  and p r e s e n t a t i o n s  have p o i n t e d  o u t  t h e  
i n a p p r o p r i a t e n e s s  o f  u s i n g  MIPS ( M i l l o n s  o f  I n s t r u c t i o n s  pe r  
Second) as  a measure o f  performance o r  power of  a modern 
l a r g e  scale computer s y s t e m .  The fo l lowing  is t y p i c a l  of  
many s u c h  d i s c u s s i o n s  
Performance rating implies a measure. Traditionally, the 
performance measures used by the industry have been either cycle 
times or i n s t r u c t i o n  execution rates ( i n  mi l l ions  of 
instructions per second HIPS), the instructions here being 
machine level ins t ruc t ions .  These measures today are n o t  only 
misleading, b u t  downright irrelevant as the measures of the 
performance power of today's data processing systems. [ 1 1  
Very few ar t ic les  are o b j e c t i v e  and ba lanced  i n  t h e i r  
d i s c u s s i o n  o f  t h e  u t i l i t y  o f  MIPS as  well as  t h e  dange r s  and 
d i f f i c u l t i e s  w i t h  t h e  u s e  o f  MIPS. Many a u t h o r s  make 
s t e r e o t y p e d  and s e n s e l e s s  s t a t e m e n t s  conce rn ing  MIPS and 
then  proceed t o  u s e  them e x t e n s i v e l y  , and wi th  good e f f e c t .  
HIPS (meaningless indicator of processor speed) i;, of course, 
not a good measure of relative CPU power, bu t  for our purposes, 
it w i l l  work fine, since we are only  interested i n  relative 
performance and not actual numbers. 121 
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Most d i s c u s s i o n s  on MIPS f a i l  t o  p o i n t  o u t ,  o r  adequate-  
t r e a t  t h e  fo l lowing:  
The i n e v i t a b l e ,  wide v a r i a t i o n s  i n  MIPS a c r o s s  
non-homogenous architectures o r  non-homogenous workloads 
does n o t  mean t h a t  MIPS canno t  be used  w i t h  r e l a t i v e  
conf idence  i n  homogenous computer environments  
The re  a r e  a t  least  two k i n d s  of  u s e f u l  MIPS a v a i l a b l e .  
The  most common n o t i o n  f o r  MIPS is i n  t h e  c o n t e x t  o f  a n  
aggrega te  o r  composi te  ra te  o f  i n s t r u c t i o n  e x e c u t i o n .  
Bu t ,  one may a l s o  be i n t e r e s t e d  i n  MIPS numbers ( i n -  
s t r u c t i o n  e x e c u t i o n  ra tes)  f o r  i n d i v i d u a l  machine level 
f u n c t i o n s  ( load /add ,  move, e t c . ) .  
MIPS does no t  have  t o  be a measure of  sys tem power 
( t o t a l  th roughput  c a p a c i t y )  i n  order t o  be a u s e f u l  
e s t i m a t o r  o f  r e l a t i v e  CPU power. 
Obta in ing  performance estimates t h a t  are s u p e r i o r  t o  
MIPS is o f t e n  expens ive  and t i m e  consuming. And t h e  
d i f f e r e n c e  i n  accuracy may n o t  j u s t i f y  t h e  c o s t .  
1.2 PURPOSE 
The pr imary purpose of t h i s  paper is t o  demonst ra te  t h a t  
MIPS is a good i n d i c a t o r  o f  re la t ive  CPU performance i n  a 
homogenous computing environment .  Homogenous means similar 
architectures and e q u i v a l e n t  workloads.  
T h i s  paper  will assist t h e  reader's s u s p i c i o n s  of an  
aggrega te  MIPS number as a measure o f  CPU power a c r o s s  a n  
undefined range  of computers .  A t  t h e  same t i m e  t h i s  paper 
w i l l  encourage t h e  reader t o  r e a l i z e  t h a t  there is a n  
e q u a l l y  legitimate u s e  of a g g r e g a t e  HIPS numbers when they  
span  a range  o f  homogenous comquters .  
T h i s  paper  w i l l  d i s c u s s  bo th  s i n g l e - f u n c t i o n  MIPS 
numbers and a g g r e g a t e  MIPS numbers. Normally a weight ing  
p r o c e s s  is used t o  form a n  a g g r e g a t e  MIPS number; o r  weight- 
i ng  o c c u r s  due  t o  t h e  s ta t is t ical  composi t ion  of t h e  work- 
load  if MIPS is measured rather t h a n  c a l c u l a t e d .  In o t h e r  
words, t h e  ra tes  f o r  i n d i v i d u a l  i n s t r u c t i o n s  such as l o a d s  
and adds are combined i n  a weighted ave rage  f a s h i o n  t o  form 
an  a g g r e g a t e  MIPS number. 
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The terms ' a g g r e g a t e  MIPS' w i l l  be used synonymously 
w i t h  'MIPS' and both  w i l l  r e f e r  t o  a n  a g g r e g a t e  i n s t r u c t i o n  
r a t e  comprised o f  d i f f e r e n t  s i n g l e - f u n c t i o n  i n s t r u c t i o n  
r a t e s .  The term ' s i n g l e - f u n c t i o n '  MIPS w i l l  r e f e r  t o  a n  
i n s t r u c t i o n  ra te  f o r  a n  i n d i v i d u a l  machine l e v e l  f u n c t i o n  
such  as a l o a d  o r  a n  add. 
1 . 3  SCOPE 
This  paper  w i l l  be concerned w i t h  MIPS as it  p e r t a i n s  t o  
d i g i t a l ,  scalar computers .  For t h e  comparison o f  v e c t o r  o r  
a r r a y  p r o c e s s o r s  w e  would use  M i l l i o n s  o f  F l o a t i n g  P o i n t  
Opera t ions  p e r  Second (MFLOPS). 
Although a d i s c u s s i o n  o f  MFLOPS has  c o n s i d e r a b l e  s i m i -  
l a r i t y  t o  a d i s c u s s i o n  o f  MIPS; MFLOPS as  a measure h a s  not 
y e t  drawn t h e  widespread opprobrium t h a t  MIPS h a s  drawn even 
though i t  is rather obvious,  upon examinat ion ,  t h a t  MFLOPS 
a l o n e  i s  n o t  s u f f i c i e n t  t o  compare t h e  performance of  two 
v e c t o r  p r o c e s s i n g  computers  o f  dissimilar a rch i tec ture  o r  
w i t h  d i s s i m i l a r  workloads.  
Note t h a t  some a u t h o r s  c l a s s i f y  both  MIPS and MFLOPS as 
use l e s s  numbers. 
Measuring the performance of  a machine is a complex issue. The 
inaccuracy and danger of  using a simplistic measure l ike HIPS is 
widely known. Unfortunately it is st i l l  used, even though more 
accurate measures such  as Internal Throughput Rate (ITR) are 
available. In the world of vector processing, the s i t u a t i o n  is 
no better. 
The most common measurement used t o  compare vector processing 
speeds is HFMPS, pronounced nHegaFLOPS,tt which means "mi l l ions  
o f  floating-point operations per second." Many modern vector 
machines can also do integer and logical operations on vectors, 
b u t  it is the floating-point operations that consume the most 
time i n  scalar mode, and they are used t o  measure performance. 
T h i s  i s  still  true, although even 
t h a t  " to  quote HIPS is dangerous; 
t 3 1  
computer salesmen recognize 
t o  quote MFLOPS is suicide. 
There  are many s c h o l a r s  who 
type  o f  b l anke t ;  u n q u a l i f i e d  
R.W. Hockney and C.R. Jes shope  
PARALLEL COMPUTERS [ 4 1 ,  u s e  MFLOPS a s  one o f  two pa rame te r s  
f o r  comparing computer performance.  
would n o t  a g r e e  w i t h  t h e  
criticisms o f f e r e d  above.  
i n  t h e i r  e x c e l l e n t  book, 
3 
4 
The two parameters [the half-performance length and the maximum 
or asymptotic performance] . . .  completely describe the hardware 
performance of the idealized generic computer and give a 
first-order description of any real computer. 151 
The two parameters . . . p  rovide u s  w i t h  a quantitative means o f  
comparing the parallelism and maximum performance of a l l  comput- 
ers.  [ 6 1  
The o p e r a t i v e  p h r a s e s  i n  t h e  q u o t e s  above, f o r  our  
d i s c u s s i o n ,  are " f i r s t - o r d e r  d e s c r i p t i o n  o f  any rea l  comput- 
er" and ' ! q u a n t i t a t i v e  means o f  comparingff .  Th i s  is t h e  
r eason  f o r  wanting t o  use  a number l i k e  MFLOPS o r  MIPS i n  
t h e  f i r s t  p l a c e .  
I t  is i n s t r u c t i v e  t o  n o t e  t h a t  Hockney and Je s shope  
imply a t  l e a s t  th ree  pa rame te r s  i n  comparing t h e  performance 
of v e c t o r  p r o c e s s o r s .  One o f  t h e  pa rame te r s  [ t h e  
ha l f -per formance  l eng th1  is a measure of  p a r a l l e l i s m  i n  a 
computer; t h e  second parameter  [maximum o r  a sympto t i c  
performance]  measures t h e  t h e o r e t i c a l  maximum computa t iona l  
speed I n  MFLOPS. The t h i r d  ( i m p l i e d )  parameter  is workload 
for bo th  the CYBER 205 and the CRAY1. The comparison of 
these machines is d i f f i c u l t  because their performance is  
strongly dependent on the problem being solved and the manner i n  
which it is  organized and programmed. [71  
Without assumpt ions  conce rn ing  p a r a l l e l i s m  and workload, 
MFLOPS a l o n e  is n o t  s u f f i c i e n t  t o  compare t h e  power o f  two 
computers  However, i f  one does  know o r  make assumpt ions  
concern ing  t h e  amount of p a r a l l e l i s m  and t h e  workload, t h e n  
MFLOPS is a r e a s o n a b l e  number t o  use  t o  compare computer 
power. S i m i l a r  assumpt ions  are needed when MIPS i s  used t o  
compare computer power. 
The r e c u r r i n g  themes t h a t  are a l w a y s  in te rwoven i n  any 
r e a l i s t i c  comparison of  computer performance are 1) speed,  
2) archi tec ture ,  and 3 )  workload character is t ics .  Whenever 
one of  these themes is  selected as  a bas i s  o f  comparison, 
t h e  s t a t e d  o r  unde r ly ing  assumpt ion  i s  t h a t  t h e  o t h e r  two 
are comparable .  
I f  t h e  reader is i n t e r e s t e d  i n  r e l a t i o n s h i p s  between 
MIPS and MFLOPS f o r  a g i v e n  computer running  a g i v e n  work- 
l o a d .  L i t e r a t u r e  on t h e  DENELCOR HEP supercomputer  t 8 1  
shows some tested r e l a t i o n s h i p s  between MIPS and MFLOPS on 
t h e  DENELCOR HEP. 
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SECTION 2 
MIPS, INTERNAL THROUGHPUT RATE, AND POWER 
2 . 1  Use of  MIPS 
The desire by p l a n n e r s  t o  u s e  MIPS as a s i n g l e ,  s imple  
measure o f  computer performance is as r e a s o n a b l e  as t h e  
desire  t o  know t h e  maximum p o s s i b l e  speed  of a r a c i n g  car, 
o r  perhaps  t h e  rated horsepower o f  a r a c i n g  car's e n g i n e .  
I n  t h a t  s ense ,  i t  is n o t  un reasonab le  t o  e x p e c t  t h a t  one 
could  d e r i v e  o r  measure a s i n g l e  number t h a t  would e x p r e s s  
t h e  power d e l i v e r y  c a p a b i l i t y  o f  a machine, even  i f  t h a t  
machine happens t o  be as complex a s  a modern d i g i t a l  comput- 
er 
On t h e  o t h e r  hand, t o  e x p e c t  t h a t  a s i n g l e  number cou ld  
c a p t u r e  how well a r a c i n g  car would s t a r t ,  s teer ,  and s t o p  
o r  how well i t  would fare  i n  t h e  I n d i a n a p o l i s  5 0 0 ,  is simply 
e x p e c t i n g  too  much from a s i n g l e  measurement. The  same is 
t r u e  f o r  computers .  
There  is  no p e r f e c t ,  s i n g l e  measure f o r  t h e  performance 
of a complex d i g i t a l  computer However, s i n g l e  number 
estimates of  power a re  needed and used C a p a c i t y  p l a n n e r s ,  
computer performance a n a l y s t s ,  s y s t e m  modelers ,  and t h o s e  
concerned w i t h  p rocur ing  new s y s t e m s  o r  upgrades  t o  e x i s t i n g  
s y s t e m s  need (and  w i l l  f i n d ,  guess ,  o r  manufac ture)  plann-  
ing  numbers. These numbers c e r t a i n l y  c a n  be, and u s u a l l y  
are,  b a l l p a r k  estimates w i t h  a p r e c i s i o n  s u f f i c i e n t l y  
a p p r o p r i a t e  f o r  p l ann ing  and modeling. 
The Wadsworth's a r t i c l e  1 2 1 ,  r e f e r e n c e d  ea r l i e r ,  is a n  
example of a well w r i t t e n  a r t i c l e  t h a t  refers t o  MIPS more 
than  a dozen times i n  t h e  c o u r s e  o f  deve lop ing  a p r a c t i c a l  
methodology t h a t  " u s e s  r e a d i l y  a v a i l a b l e  numbers t o  d e t e r -  
mine t h e  e f f e c t  o f  adding  v a r i o u s  p i e c e s  of  hardware t o  t h e  
DP c e n t e r  t o  reduce  o n - l i n e  r e sponse  times". And what was 
one of t h e  most impor t an t  of  t h o s e  r e a d i l y  a v a i l a b l e  numbers 
used? MIPS! 
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S t i l l ,  b e f o r e  Mr. Wadsworth would u s e  MIPS, he made t h e  
disclaimer quoted ea r l i e r .  How c a n  MIPS be Itnot a good 
measure of  r e l a t i v e  CPU power, b u t  f o r  ou r  purposes ,  i t  w i l l  
work f i n e ,  s i n c e  w e  are on ly  i n t e r e s t e d  i n  re la t ive  perform- 
a n c e . .  . If ? I n  o t h e r  words, MIPS is n o t  a good measure, b u t  
i t  w i l l  work f i n e .  T h a t ' s  a r e a s o n a b l e  s t a t e m e n t  o f  t h e  
argument t h i s  paper is making. 
2 2 INTERNAL THROUGHPUT RATE 
I n t e r n a l  Throughput Rate ( I T R ) ,  which c a n  be i n t e r p r e t e d  
as a measure o f  CPU power ( f o r  a g i v e n  workload)  is t h e  s o r t  
o f  performance measure t h a t  we would l i k e  to  be able t o  
estimate w i t h  a MIPS number. Although they  are n o t  p e r f e c t ,  
benchmark r e s u l t s  are p r e f e r a b l e  t o  MIPS. Whenever p o s s i -  
b le ,  users shou ld  conduct  the i r  own benchmark r u n s  on t a r g e t  
computers i n  o r d e r  t o  i n s u r e  t h a t  t h e  t e s t  envi ronments  map 
t h e  proposed real environments  . Benchmarking is, however, 
time consuming and expens ive ;  a l s o  some users may n o t  have 
access t o  v a r i o u s  v e n d o r ' s  t es t  f a c i l i t i e s .  
A t i m e d  t e s t  r e p r e s e n t s  t h e  comple t ion  o f  some s o r t  o f  
ac tua l  end u s e r  d e f i n e d  work; hence,  a meaningful  measure o f  
power c a n  be d e r i v e d  from such  a t e s t .  IBM, a l o n g  w i t h  
numerous o t h e r  vendors  and CPU testers,  u s e s  t h e  concep t  of  
I n t e r n a l  Throughput Rate which  is  d e f i n e d  as t h e  number of  
completed j o b s  o r  t r a n s a c t i o n s  (commands) p e r  p r o c e s s o r  b u s y  
second.  The coun t  o f  completed t r a n s a c t i o n s  i n  u n i t  e l a p s e d  
time (wal l  c l o c k  time) is u s u a l l y  r e f e r r e d  t o  as t h e  
EXTERNAL THROUGHPUT RATE (see EQUATION 1). 
EQUATION 1: 
(EXTERNAL THROUGHPUT RATE)*(lOO) 
( %  TOTAL SYSTEM (CPU) BUSY) 
INTERNAL THROUGHPUT RATE IITR) = 
To de te rmine  I T R ,  th roughput  is measured i n  a c o n t e x t  
wh ich  p r e v e n t s  1 /0  o r  memory c o n f i g u r a t i o n s  from be ing  a 
c o n s t r a i n t  I f  non-cons t ra ined  measurement c o n d i t i o n s  are 
n o t  provided,  t h e n  t h e  t i m e  t h a t  t h e  CPU spends  w a i t i n g  on 
1 /0  o r  memory is f a c t o r e d  o u t  by t h e  u s e  o f  t h e  above I T R  
formula.  
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I T R  c a n  be ve ry  u s e f u l  and a c c u r a t e  as a measure o f  CPU 
power when comparing computers  w i th  similar workloads and 
measurement c o n d i t i o n s .  As w i t h  any o t h e r  measure however, 
t h e  misuse o f  I T R  may r e s u l t  i n  f a u l t y  c o n c l u s i o n s ,  
I n t e r n a l  throughput  is a t h e o r e t i c a l  measure o f  p rocesso r  
c a p a c i t y .  An assumption is made t h a t  i f  t h e  p rocesso r  were 
d r i v e n  t o  100% busy i n  a n  uncons t r a ined  environmentp t h e  
p r o j e c t e d  ITR numbers cou ld  [ b e l  d e l i v e r e d  as ETR [ e x t e r n a l  
throughput  r a t e l . .  .. 
Here we see a s i t u a t i o n  system reached t h e  
throughput  i n d i c a t e d  by t h e  ITR numbers. There are three 
f a c t o r s  caus ing  t h i s :  
i n  which n e i t h e r  HP 
o DASD Content ion  
o I n c r e a s i n g  CP busy time per t r a n s a c t i o n  
o Main S to rage  C o n s t r a i n t .  ... 
Here we see a case where we were unable  t o  ach ieve  t h e  ITR rates 
when the p rocesso r  was d r i v e n  t o  c a p a c i t y .  The measured ITR of  
t h e  5880 processo r ,  even a t  74% u t i l i z a t i o n ,  still  p r o j e c t e d  a 
c a p a c i t y  about  11% g r e a t e r  t han  t h e  maximum p o s s i b l e  There was 
no way t o  accurately p r e d i c t  effect e x c e p t  by 
measuring i t .  The p o i n t  here is that  i f  we had planned our 
c a p a c i t y  based on ITR p r o j e c t i o n s ,  we would be o u t  o f  c a p a c i t y  
far sooner  than  expec ted .  ( 9 1  
t h e  s i z e  o f  t h i s  
I T R  may be i n v a l i d  u n l e s s  t h e  CPU is  a c t u a l l y  tes ted a t  
o r  nea r  1 0 0  p e r c e n t  b u s y  i n  o r d e r  t o  see whe the r  o r  n o t  any 
unsuspec ted  c o n s t r a i n t s  e x i s t .  I f  I T R  is  c a l c u l a t e d  w i t h  
t h e  CPU b u s y  c o n s i d e r a b l y  less t h a n  100 p e r c e n t ,  t h e r e  is no 
g u a r a n t e e  t h a t  t h e  t h e o r e t i c a l  I T R  can,  i n  f a c t ,  be accomp- 
l i s h e d .  The major problem, of  c o u r s e ,  is t h a t  i n  many cases 
i t  is d i f f i c u l t  t o  c o n s t r u c t  a benchmark and secure t h e  
necessa ry  DASD and memory t o  cause a g i v e n  p r o c e s s o r  t o  s t a y  
c l o s e  t o  100  p e r c e n t  busy d u r i n g  t h e  e n t i r e  r u n  ( e x c l u d i n g  
t i g h t  looped r o u t i n e s  t h a t  consume o n l y  CPU r e s o u r c e s ) .  
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2.3 PROBLEMS WITH THE USE OF MIPS 
2.3.1 The P r o b l e  m o f  Aaareaa te  Measure ments 
One o f  t h e  most, i f  n o t  t h e  most, s e r i o u s  problems w i t h  
MIPS is t h e  fac t  t h a t  i t  is supposed t o  be a n  a g g r e g a t e  
number. T h i s  problem o f  MIPS be ing  a n  a g g r e g a t e ,  s i n g l e  
number d e s c r i p t o r  is pe rhaps  n o t  obv ious  enough. I T R ,  
though a be t te r  measure, a l s o  s u f f e r s  from b e i n g  a n  aggre -  
g a t e ,  s i n g l e  number d e s c r i p t o r  o f  computer performance.  
The  best  way t o  d e s c r i b e  t h e  performance of a computer 
i s  w i t h  a v e c t o r  of  numbers, each of  which measures a 
d i f f e r e n t  aspect of  computer performance.  However, a 
d e s c r i p t o r  v e c t o r  m u s t  be e v e n t u a l l y  conve r t ed  i n t o  a scalar 
( s i n g l e  number) i f  one is  i n t e r e s t e d  i n  making a n  o v e r a l l  
e v a l u a t i o n  o r  making a GomDet i t i v e  comDarison among two o r  
more machines.  An a g g r e g a t e  MIPS number c a n  v a r y  depending 
upon t h e  i n s t r u c t i o n  mix used  t o  g e n e r a t e  t h e  number, o r  
( w h a t  amounts t o  t h e  same t h i n g )  a n  a g g r e g a t e  MIPS number 
can  v a r y  depending upon t h e  weight  a s s i g n e d  t o  t h e  i n d i v i d -  
u a l  i n s t r u c t i o n s  t h a t  comprise  t h e  MIPS number. 
The i s s u e  o f  r a t i o n a l  a g g r e g a t i o n  is n o n - t r i v i a l .  
Suppose one w i s h e s  t o  perform a n  o v e r a l l  comparison ( r a n k -  
i n g )  among three o r  more p r o c e s s o r s  based upon t h e i r  execu t -  
i o n  times f o r  a m u l t i p l e  se t  o f  machine l e v e l  i n s t r u c t i o n s ;  
i t  t u r n s  o u t  t h a t  there are some common p e r c e p t i o n s  o f  
r a t i o n a l i t y  t h a t  canno t  s i m u l t a n e o u s l y  be p r e s e r v e d .  Nobel 
Laurea te ,  D r .  Kenneth Arrow f o r m a l l y  proved t h i s  p r o p o s i t i o n  
i n  what i s  now ca l led  Arrow's Theorem ( a l s o  cal led Arrow's 
I m p o s s i b i l i t y  Theorem) 1 1 0 1 .  A s l i g h t l y  modi f ied  v e r s i o n  o f  
Arrow's r a t i o n a l i t y  p e r c e p t i o n s  s ta ted i n  computer p r o c e s s o r  
terms are t h e  fo l lowing :  
Any number of p r o c e s s o r s  is al lowed and any number of 
machine l e v e l  f u n c t i o n s  may be s p e c i f i e d  i n  a composi te  
e v a l u a t i o n  scheme des igned  t o  produce a n  o v e r a l l  r a n k i n g .  
I f  p r o c e s s o r  A r a n k s  h i g h e r  t h a n  p r o c e s s o r  B i n  eve ry  
s i n g l e  machine l e v e l  f u n c t i o n  used i n  t h e  e v a l u a t i o n ,  
t hen  p r o c e s s o r  A m u s t  r a n k  h i g h e r  t h a n  p r o c e s s o r  B i n  
o v e r a l l  r a n k i n g .  
There s h a l l  be no d i c t a t o r i a l  f u n c t i o n  i n  which p r o c e s s -  
o r  A o u t r a n k s  p r o c e s s o r  B w h i l e  A is be ing  ou t r anked  by 
B i n  a l l  o t h e r  f u n c t i o n s .  T h a t  g u a r a n t e e s  t h a t  p r o c e s s -  
o r  A w i l l  o u t r a n k  p r o c e s s o r  B i n  t h e  o v e r a l l  r ank ing  
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The somewhat shocking  r e s u l t s  o f  Arrow's Theorem is t h a t  
there is NO SCORING SYSTEM POSSIBLE t h a t  w i l l  p r e s e r v e  t h e  
above s t a t e d  r a t i o n a l i t y  p e r c e p t i o n s .  T h a t  is, i f  you w i s h  
a l l  of t he  above r a t i o n a l i t y  p e r c e p t i o n s  t o  f u n c t i o n  j o i n t l y  
as r a t i o n a l i t y  r equ i r emen t s  i n  a n  e v a l u a t i o n  scheme, you a re  
o u t  of  l u c k .  I t  c a n ' t  be done. Which does  one g i v e  up i n  a 
r ank ing  o r  s c o r i n g  scheme i f  MIPS are be ing  used as a n  
aggrega te  measure? R a t i o n a l i t y  p e r c e p t i o n  number t h r e e  i s  
t h e  one t h a t  is s a c r i f i c e d  w i t h  t h e  concep t  o f  a g g r e g a t e  
MIPS. 
I n  o t h e r  words, it is unavoidable  t h a t  a n  a g g r e g a t e  MIPS 
number be so i n f l u e n c e d  by one p a r t i c u l a r  machine 
f u n c t i o n  (because o f  t h e  i n s t r u c t i o n  mix o r  a s s i g n e d  
we igh t s )  t h a t  i t  w i l l  n o t  matter how a l l  t h e  competing 
p r o c e s s o r s  a c t u a l l y  performed ( r a n k e d )  a n  a l l  o t h e r  func- 
t i o n s  used i n  t h e  e v a l u a t i o n .  Also,  i t  i s  c o n c e i v a b l e  t h a t  a 
g i v e n  machine 's  a r c h i t e c t u r e  c o u l d  be so c o n s t r u c t e d  t h a t  a 
p a r t i c u l a r  p r o c e s s o r  would make s u c h  a tremendous s c o r e  i n  
one machine l e v e l  f u n c t i o n  t h a t  it would n o t  matter t h a t  i t  
ranked dead l a s t  i n  a l l  o t h e r  f u n c t i o n a l  c a t e g o r i e s .  
Requirement th ree  canno t  be p r e s e r v e d  wi thou t  g i v i n g  up 
one o f  t h e  o t h e r  r a t i o n a l i t y  r equ i r emen t s .  Which one do you 
g i v e  up? There  are no good c h o i c e s  from t h e  s t a n d p o i n t  of  
e q u i t a b l e  e v a l u a t i o n .  
We h a v e  t o  l i v e  w i t h  t h e  f a c t  t h a t  a n  a g g r e g a t e  MIPS 
s c o r e  c a n  be unaccep tab ly  d r i v e n  by  one o f  t h e  f u n c t i o n a l  
p a r t s  t h a t  make up the  a g g r e g a t e .  T h i s  is p o t e n t i a l l y  one 
of t h e  most s e r i o u s  problems w i t h  t h e  u s e  o f  a g g r e g a t e  MIPS 
numbers. Within t h e  bounds where MIPS is u s e f u l ,  i t  w i l l  
seldom be a problem. However, i t  is  one o f  t h e  r e a s o n s  why 
i t  would be h e l p f u l  i f  vendors  would p u b l i s h  a g g r e g a t e  MIPS 
numbers f o r  t h e i r  p r o c e s s o r s  a l o n g  wi th  t h e  s i n g l e - f u n c t i o n  
MIPS numbers ( o r  times) t h a t  make up t h e  a g g r e g a t e s .  B u t  
most vendors  have no i n t e r e s t  i n  do ing  t h i s ;  t hey  are more 
i n t e r e s t e d  i n  c a s t i g a t i n g  t h e  concep t  o f  MIPS and p r e s e r v i n g  
t h e  m y s t i c a l  n a t u r e  of t h e  performance o f  the i r  machines 
(nobody c a n  b e a t  u s  i f  we keep our  performance d e f i n i t i o n s  
secret, o r  s u f f i c i e n t l y  v a g u e ) .  
The a g g r e g a t e  measurement problem is n o t  unique wi th  
a g g r e g a t e  MIPS. The same problem e x i s t s ,  i n  a h idden  form, 
wi th  t h e  use  o f  I T R .  Aggregate MIPS i m p l i e s  a set  of 
i n s t r u c t i o n s  execu ted  i n  c e r t a i n  p r o p o r t i o n s ;  so does  a 
benchmark t h a t  g e n e r a t e s  a n  I T R  measure.  
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Furthermore,  w i t h  a h igh  l e v e l  language  benchmark, one 
h a s  t o  worry a b o u t  t h e  i n s t r u c t i o n  mix a t  two l e v e l s :  t h e  
h ighe r  language l e v e l  and t h e  compiled o b j e c t  code l e v e l .  
T h e s e  are o f t e n  d i f f e r e n t  due p r i m a r i l y  t o  d i f f e r e n c e s  i n  
compi le r  e f f i c i e n c i e s .  One a l s o  has  t o  worry a b o u t  any 
d i f f e r e n c e s  i n  t h e  o p e r a t i n g  environment ,  s i n c e  many modern 
languages  are  n o t  j u s t  a s imple  compi le r  and a r u n  stream. 
I n  Ada, f o r  example, one is benchmarking more t h a n  j u s t  a 
compi le r ;  a t o t a l  o p e r a t i n g  environment  is  benchmarked. 
A recent r e p o r t  from I n t e r m e t r i c s  C o r p o r a t i o n  conce rn ing  
benchmark r e s u l t s  on t h e i r  Ada compi le r  v e r s u s  IBM'S Ada 
compi le r  and DEC's  Ada compi le r  s t a t e s  t h e  fo l lowing  f o r  
e x e c u t i o n  t i m e  performance t 1 1 3 :  
o I n t e r m e t r i c s '  MVS Ada COMPILERS VERSUS I B M ' s  Ada COMPILER 
o A l l  tests were r u n  on a n  IBM 3084 
o O f  t h e  4 2  t e s t  compiled 37 r a n  s u c c e s s f u l l y  f o r  
o On t h e  37 s u c c e s s f u l  tests 
bo th  c o m p i l e r s  
- IBM was f a s t e r  on 2 tests (by  30%) 
- I n t e r m e t r i c s  was faster  on 35 tes ts  
- Average r a t i o  was 2 . 4 7 : l  [ I n  f a v o r  of  
- I n t e r m e t r i c s  3 times faster o r  
I n t e r m e t r i c s l  
more on 8 o u t  o f  37 t e s t s  
o I n t e r m e t r i c s '  Ada ( r u n n i n g  on IBM 4341) VERSUS D E C ' s  Ada 
( r u n n i n g  on VAX 11 /780)  
o I n t e r m e t r i c s  was f a s t e r  on 39 o f  5 2  tests ( 7 5 % )  
o Average r a t i o  was 3 . 7 : l  (Favor ing  I n t e r m e t r i c s )  
The r e s u l t s  from t h i s  r e p o r t  s e r v e  t o  demons t r a t e  t h e  
d i f f e r e n c e  i n  performance on  t h e  same machine t h a t  c a n  e x i s t  
g i v e n  t h e  same set  o f  h igh  language  i n s t r u c t i o n s  ( i n  t h i s  
case Ada) and a d i f f e r e n t  set o f  machine language i n s t r u c -  
t i o n s  (due  t o  t h e  d i f f e r e n c e  i n  compi le r  e f f i c i e n c i e s ) .  
The r e p o r t  s ta tes  t h a t  t h e  I n t e r m e t r i c s  t o  DEC r a t i o  of  
3 . 7 : l  is "Much more t h a n  t h e  v a r i a t i o n  i n  MIPS" t 1 2 1 .  The 
r e p o r t  does  n o t  s p e c i f y  what model IBM 4341 was used; 
however, assuming t h a t  t h e  4341 used was a model 12, t h e  
a g g r e g a t e  MIPS r a t i o  would be 1 . 4  ( 1 . 5 / 1 . 0 6 ) .  I t  i s  poss-  
i b l e ,  b u t  n o t  l i k e l y ,  t h a t  t h e  d i f f e r e n c e  between t h e  
performance r a t i o  ( 3 . 7 )  and t h e  MIPS r a t i o  ( 1 . 4 )  is due  t o  
t h e  I n t e r m e t r i c s  compi l e r  b e i n g  t h a t  much more e f f i c i e n t  
t han  t h e  DEC c o m p i l e r .  
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2.3.2 The D e f i n i t i o n  Problem 
One o f  t h e  major problems w i t h  t h e  use  o f  MIPS cou ld  be 
q u i t e  e a s i l y  s o l v e d  by vendor c o o p e r a t i o n .  A s  h a s  a l ready 
been p o i n t e d  o u t  MIPS i m p l i e s  a n  i n s t r u c t i o n  mix. Hence, 
f o r  a p r e c i s e  comparison u s i n g  HIPS one needs t o  know 
e x a c t l y  what i n s t r u c t i o n  mix went i n t o  t h e  making o f  a 
quoted MIPS estimate. 
Vendors o f t e n  complain a b o u t  t h e  i m p r e c i s i o n  o f  MIPS; 
y e t  t h e y  w i l l  n o t  t a k e  s imple  and e f f e c t i v e  s t e p s  toward 
i n c r e a s i n g  t h e  p r e c i s i o n  o f  MIPS estimates. I f  vendors  
would p u b l i s h  MIPS estimates f o r  t h e i r  p r o c e s s o r s  a l o n g  w i t h  
t h e  e x a c t  i n s t r u c t i o n  mix used i n  t h e  estimate, a p l anne r  
cou ld  u s e  MIPS w i t h  as much p r e c i s i o n  as h e  c o u l d  estimate 
t h e  i n s t r u c t i o n  c o n t e n t  o f  h i s  p r o j e c t e d  workload, and t h i s  
cou ld  be estimated w i t h  c o n s i d e r a b l e  accu racy  i n  many 
c a s e s .  Why w i l l  most vendors  n o t  do t h i s ?  P a r t l y  because 
of  a HIDDEN-AGENDA problem which  w i l l  be d i s c u s s e d  i n  
s e c t i o n  2 . 3 . 4 .  
I t  is easier  t o  unde r s t and  t h e  u s e  and s i g n i f i c a n c e  of 
MIPS i f  i t  is i n t e r p r e t e d  as a measure of CPU speed  and n o t  
as a measure o f  CPU power. Power is t h e  a b i l i t y  t o  do work. 
More p r e c i s e l y ,  work performed i n  u n i t  time e q u a l s  power. 
To i l l u s t r a t e  why MIPS shou ld  be c o n s i d e r e d  a measure o f  CPU 
speed and n o t  o f  CPU power c o n s i d e r  t h e  fo l lowing  e q u a t i o n  
(EQUATION 2 )  p u b l i s h e d  i n  a n  a r t i c l e  d i s c u s s i n g  MIPS t 1 7 1 .  
EQUATION 2 :  
HIPS = 
1 
(Cycles per average instruction)*(Cycle time i n  microseconds) 
An examina t ion  o f  t h e  above formula reveals t h a t  i t  is  
composed o f  two v a r i a b l e s .  MIPS is f u n c t i o n a l l y  ( i n v e r s e l y )  
dependent  upon 11, t h e  c y c l e  time of  t h e  p r o c e s s o r  and upon 
21, t h e  number o f  c y c l e s  it takes t o  e x e c u t e  t h e  ave rage  
i n s t r u c t i o n .  
The c y c l e  t i m e  o f  t h e  CPU is u s u a l l y  f i x e d  f o r  a g i v e n  
p r o c e s s o r .  C y c l e s  pe r  average i n s t r u c t i o n  depend t o  a l a r g e  
e x t e n t  upon t h e  a r c h i t e c t u r e  o f  t h e  computer .  The impor t an t  
t h i n g  t o  k e e p  i n  mind is t h a t  a computer i n s t r u c t i o n  is t h e  
e n t i t y  t h a t  performs work f o r  a u s e r .  I n d i v i d u a l  Computer 
i n s t r u c t i o n s  va ry  i n  t h e  amount o f  work which t h e y  are 
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c a p a b l e  of  producing .  And they  may e x h i b i t  l a r g e  v a r i a n c e  
a c r o s s  computer a r c h i t e c t u r e s .  Hence one machine may be 
t u r n i n g  15 M i l l i o n s  I n s t r u c t i o n  p e r  Second (MIPS) and do ing  
t h e  same 'work' f o r  t h e  u s e r  t h a t  a n o t h e r  machine would 
require 30 M i l l i o n  i n s t r u c t i o n  pe r  second.  MIPS t h e n  are 
best  though t  o f  as  speed o f  t h e  CPU, and n o t  power. We are 
l i k e l y  t o  see more o f  t h i s  s o r t  o f  v a r i a n c e  i n  i n s t r u c t i o n  
e f f i c i e n c y  i n  t h e  nea r  f u t u r e  as t h e  c o n c e p t  o f  t h e  Reduced 
I n s t r u c t i o n  S e t  Computer (RISC) matures .  RISC computer 
s y s t e m s  are based on t h e  s e t  
of i n s t r u c t i o n s  t h a t  are f r e q u e n t l y  used,  and a v o i d i n g  
i n s t r u c t i o n s  t h a t  are n o t  f r e q u e n t l y  used .  T h i s  approach 
h a s  t h e  g o a l  o f  r educ ing  hardware complexi ty  and i n c r e a s i n g  
hardware speed. 
Complex 
I n s t r u c t i o n  S e t  Computer (CISC) p r o c e s s o r  h a s  three commonly 
accep ted  characteristics: 
1) a RISC machine must execute  one i n s t r u c t i o n  i n  a 
s i n g l e  c l o c k  c y c l e  
a RISC machine must u se  a f i x e d  format  f o r  i n s t r u c t -  
i o n s  
c o n c e p t  o f  o p t i m i z i n g  a small 
A RISC p r o c e s s o r  as opposed t o  t h e  c o n v e n t i o n a l  
2 )  
3 1  a RISC machine m u s t  u se  o n l y  a l o a d / s t o r e  architec- 
An examina t ion  o f  EQUATION 2 w i l l  r e v e a l  t h a t  f o r  a 
p rocesso r  w i t h  a g i v e n  c l o c k  speed  (cyc le  t i m e  i n  micro- 
s econds ) ,  one c a n  i n c r e a s e  t h e  MIPS ra te  by r educ ing  t h e  
ave rage  number o f  cycles p e r  i n s t r u c t i o n .  Given c u r r e n t  
technology,  RISC computers  c a n  be expec ted  t o  r u n  a t  h i g h e r  
MIPS rates t h a n  comparable CISC computers .  However, t h e  
power o f  t h e  i n d i v i d u a l  RISC i n s t r u c t i o n  may n o t  be as g r e a t  
i n  some cases a s  t h e  power of t h e  i n d i v i d u a l  CISC i n s t r u c -  
t i o n s ;  hence, MIPS comparisons between RISC and CISC ma- 
c h i n e s  may be s u b j e c t  t o  large d i s c r e p a n c i e s .  I t  should  be 
noted  t h a t  
use o f  una d j u s t e d  MIPS susDect .  
t u r e  f o r  i n t e r a c t i n g  w i t h  memory 
2.3.3 The P ower Problem 
There  is  a real  problem and a hidden-agenda problem wi th  
t h e  u s e  of M i l l i o n s  o f  I n s t r u c t i o n s  Per  Second (MIPS) as  a 
measure o f  power f o r  a c e n t r a l  p r o c e s s i n g  u n i t  (CPU). 
However, MIPS numbers are  u s e f u l  f o r  p l a n n i n g  and e s t i m a t i n g  
purposes  i f  a few s imple  c a v e a t s  are assumed. 
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The real  problem wi th  MIPS as  a measure o f  r e l a t i v e  CPU 
power is t h e  fact  t h a t  i t  does  n o t  a c t u a l l y  measure power 
( i . e .  work done i n  u n i t  t i m e ) ,  even  though peop le  s t i l l  u s e  
i t  t h a t  way.  I t  seems r e a s o n a b l e ,  t h e r e f o r e  t h a t  one would 
l i k e  t o  unde r s t and  some concep t  o f  computer "Powerff measure- 
ment and where MIPS would f i t  i n t o  t h i s  concep t .  
I n  o r d e r  t o  l e g i t i m a t e l y  measure power, one must f i r s t  
d e f i n e  work. U n i t s  o f  s o f t w a r e  work c a n  be d e f i n e d  as t h a t  
which takes p l a c e  when a b y t e  of d a t a  is  t r a n s f e r r e d  from a 
p rocesso r  t o  a s t o r a g e  d e v i c e .  I n  o t h e r  words, t h e  c e n t r a l  
p rocesso r  does  a u n i t  o f  work on  main s t o r a g e  f o r  e v e r y  b y t e  
t r a n s f e r r e d  i n t o  real s t o r a g e .  T h i s  t ype  o f  d e f i n i t i o n  o f  
Software Work is t h e  basis f o r  what is o f t e n  c a l l e d  Sof tware  
Phys ic s  
The definition of software work proposed by Kolence i n  the 
context of h i s  software phys ics  [see Kolence (197211 is very 
similar from a pragmatic viewpoint t o  the one given by 
Rozwadowshi: 'a processor performs one u n i t  of software work on 
some storage media when one byte  of that  media is altered. '  (181 
I n  Sof tware  Phys ic s ,  a workload o r  workload component is 
characterized by t h e  work done by t h e  CPU, DASD, t e r m i n a l s ,  
p r i n t e r s ,  and o t h e r  d e v i c e s  as they  p r o c e s s  and move data  
abou t  t h e  s y s t e m .  The r e s u l t i n g  workload d e s c r i p t i o n  i s  
u s u a l l y  cal led a Sof tware  Work Vector .  
To unde r s t and  where MIPS f i t s  i n t o  t h e  concep t ,  c o n s i d e r  t h e  
o p e r a t i o n  o f  a s a w m i l l  i n  t h e  fo l lowing  ana logy:  
The purpose of  a s a w m i l l  from t h e  v iewpoin t  o f  t h e  owner is 
t o  p r o c e s s  as many l o g s  through t h e  m i l l  d u r i n g  hour s  of 
o p e r a t i o n  as he p o s s i b l y  c a n .  The power of  t h e  sawmill can  
be measured by t h e  q u a n t i t y  o f  lumber t h a t  t h e  m i l l  w i l l  
o u t p u t  i n  some g i v e n  u n i t  o f  t i m e  ( e . g . -  one d a y ) .  The 
maximum r a t e  a t  wh ich  a s a w m i l l  c o u l d  t u r n  o u t  lumber 
( t h r o u g h p u t )  would co r re spond  t o  t h e  n o t i o n  o f  computer 
power i n  t h e  computer .  
The speed a t  which t h e  saw s p i n s  ( R e v o l u t i o n s  Per  Minute 
o r  RPMs) would cor respond roughly  t o  MIPS i n  a computer 
s y s t e m .  Obviously,  t h e  speed  o f  t h e  saw is impor t an t .  I n  
fact ,  i f  one assumes  t h e  speed  o f  t h e  f e e d e r  b e l t s ,  t h e  
d i l i g e n c e  o f  t h o s e  p l a c i n g  and removing l o g s  from t h e  be l t s ,  
t h e  diameter and s h a r p n e s s  o f  t h e  saw are a l l  e q u a l ,  t h e n  
t h e  speed  of  t h e  saw becomes t h e  de t e rmin ing  f a c t o r  i n  t h e  
ffpowerff o f  t h i s  uni-sawmil. 
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The REAL PROBLEM, then ,  w i th  t h e  use  of  MIPS is t h a t  
SOME people  may f o r g e t  t h a t  t h e y  are t a l k i n g  a b o u t  " t h e  
speed o f  t h e  saw". and t h a t  t h e  o t h e r  f a c t o r s  i n  sawmills 
be ing  compared may n o t  be c l o s e  enough t o  a l l o w  u s i n g  " t h e  
speed o f  t h e  saw" as a good comparison t o o l .  
T h i s  is  e x a c t l y  t h e  case when t r y i n g  t o  use  MIPS t o  
compare t h e  performance of a Microprocessor  t o  t h a t  o f  a 
w e l l  equipped mini  o r  mainframe. Although t h e  micro may 
h a v e  a very  f a s t  saw, t h e  f e e d e r  mechanisms, i n  comparison 
t o  a mainframe, s imply  are n o t  enough t o  g i v e  i t  comparable 
power i n  terms of t h e  a b i l i t y  t o  a c h i e v e  work i n  a through-  
p u t  s e n s e .  
How does the 80386 compare t o  other processors, small and large? 
Clearly, the 80386 is a microprocessor because of its 
implementation on a single ch ip .  B u t  do its characterist ics 
qualify it  as a mainframe? Certainly i ts  speed is more than 
adequate for that classification. B u t  while the architecture is 
as complex as  some mainframes, it is incomplete i n  the area o f  
I/O paths .... 
Given a proper 1/0 design and adequate memory size and speed, 
the 80386 would compare closely i n  performance t o  an 
IBM Hodel 4341-1 or 4341-2, depending on a number of factors. 
The higher instruction execution rate  of the 80386 would be 
offset  by the more powerful in s t ruc t ions  of the 4341. Memory 
and 1/0 bandwidth would also have t o  be evaluated for specific 
designs. I n  capability, however, t h e  80386 could perform a t  the 
level of an IBH 4341.  The major differences i n  performance 
would depend on how the 80386 's  1/0 subsystem compared t o  the 
4341 's  1/0 subsystem and the use of special 4341 instructions. 
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You do n o t  u se  " t h e  speed  o f  t h e  sawft t o  compare t h e  
power o f  two s a w m i l l s  UNLESS i t  is r e a s o n a b l e  t o  assume t h a t  
t h e  o t h e r  e s s e n t i a l  mechanisms are s imilar  i n  performance 
c a p a b i l i t y .  The same s t a t e m e n t  is t r u e  w i t h  MIPS. 
1 4  
- 2 3 . 4  De Hidden A a U a  Problpm 
L e t  u s  now d i s c u s s  a HIDDEN-AGENDA PROBLEM. To c o n t i n u e  
our  s a w m i l l  analogy,  t h e  f a c t  t h a t  some peop le  may i n c o r -  
r e c t l y  use  " t h e  speed of t h e  saw" t o  compare two sawmills, 
does n o t  mean t h a t  everyone does,  o r  t h a t  " t h e  speed  o f  t h e  
saw" is  a useless measure. I t  is t i m e  t h a t  we s topped  be ing  
amused whenever some vendor d e f i n e s  MIPS as s t a n d i n g  f o r  
Meaningless I n d i c a t o r  of P r o c e s s o r  Speed. The s imple  fact  
t h a t  some people  do n o t  unde r s t and  t h e  use  o r  l i m i t a t i o n  o f  
MIPS as  a way t o  estimate compara t ive  power between comput- 
ers does  n o t  mean t h a t  a l l  people  do n o t  Understand.  
Many vendors  are i n  o p p o s i t i o n  t o  t h e  u s e  o f  MIPS f o r  
r a t i n g  t h e i r  computers  ( f e a r i n g  t h a t  t h o s e  who do n o t  
unders tand  t h e  l i m i t a t i o n s  may m i s u s e  i t ) .  However t h a t  
r eason  ( f e a r )  does  n o t  n e c e s s a r i l y  i n v a l i d a t e  t h e  u s e  o f  
MIPS by o t h e r  peop le .  A s p i r i n  and p e n i c i l l i n  c a n  be misused 
i f  t h e i r  l i m i t a t i o n s  are n o t  unders tood  b u t  c e r t a i n l y  no one 
would a rgue  t h e i r  u s e  be d i s c o n t i n u e d  f o r  t h a t  r e a s o n .  
S i m i l a r  o b j e c t i o n s  c a n  be r a i s e d  t o  s i n g l e  e v a l u a t i o n  
s c o r e s  i n  any environment .  The f a c t  is, we are  o f t e n  f aced  
w i t h  e i t he r  u s i n g  a s i n g l e ,  numerical  estimate; o r  n o t  
q u a n t i f y i n g  a t  a l l .  For example, i n  no j u s t i f i a b l e  sense  
can  a s i n g l e  I Q. s c o r e  measure t h e  t o t a l  p o t e n t i a l  o f  a 
human be ing .  Yet, f o r  t h o s e  who unders tand  t h e  l i m i t a t i o n s ,  
a t e s t e d  1.0. s c o r e  may be u s e f u l  f o r  some academic p r e -  
d i c t i o n s .  
Should e d u c a t o r s  s t o p  u s i n g  1.0. s c o r e s  because some 
people  may n o t  unde r s t and  t h e i r  l i m i t a t i o n s ?  Should we s t o p  
us ing  MIPS s imply  because t h e  u n i n i t i a t e d  may n o t  unders tand  
t h a t  t h e  u s e f u l n e s s  o f  MIPS as a n  e s t i m a t o r  o f  power becomes 
very t e n t a t i v e  when you t r y  t o  use  i t  a c r o s s  non-homogenous 
computers o r  w i t h  non-homogenous workloads? 
Most of t h o s e  who use  MIPS t o  estimate r e l a t i v e  computer 
power are VERY, VERY aware t h a t  when you c r o s s  vendor l i n e s  
t h e  u s e f u l n e s s  o f  MIPS d e c r e a s e s  d r a s t i c a l l y .  However, i f  
" o t h e r t f  f a c t o r s  are reasonab ly  c l o s e ,  MIPS c a n  a t  l eas t  p u t  
you i n  t h e  r i g h t  b a l l p a r k ,  which i s  u s u a l l y  where you want 
t o  g e t  when you u s e  MIPS - i n  t h e  b a l l p a r k !  
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A vendor ' s  o b j e c t i o n  t o  t h e  use  o f  MIPS as  a rough 
measurement o f  r e l a t i v e  CPU power is8 it  would seem, a 
HIDDEN-AGENDA PROBLEM. The vendor o f t e n  does n o t  want t h e  
u s e r  t o  independen t ly  estimate t h e  power o f  h i s  computer .  
Why? There canno t  be much marke t  d i f f e r e n t i a t i o n  based upon 
power o r  MIPS, u n l e s s  your p r o c e s s o r  is d e f i n i t e l y  s u p e r i o r  
i n  power t o  i ts  c o m p e t i t o r s .  The vendor wants  you t o  buy, 
based upon t h e  f e a t u r e s  he h a s  selected t o  market .  For t h e  
most par t ,  h e  does  n o t  market raw MIPS. H e  markets a 
d i f f e r e n t i a t e d ,  pos i t i .oned  p r o d u c t .  MIPS is a n  i n d i g n i t y ;  
i t  r educes  a vendor ' s  p roduc t  t o  a s i n g l e  number. Ouch! A 
MIPS number p u t s  everyone on  a similar basis .  L e t ' s  face 
i t ,  i f  a MIPS number was t h e  most a c c u r a t e  and dependable  
s i n g l e  number measurement i n  t h e  world, most vendors  would 
n o t  l i k e  it; and t h e y  canno t  be f a u l t e d  f o r  f e e l i n g  t h i s  
way. B u t  t h a t  does  n o t  mean t h a t  t h e  number shou ld  n o t  be 
used;  espec ia l ly  i f  one unde r s t ands  t h e  u s e f u l n e s s  and 
1 i m i t a t i o n s .  
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SECTION 3 
TEST RESULTS 
3 . 1  MITRE NOMAD2 BENCHMARK RESULTS 
I n  1985, as  p r e p a r a t i o n  f o r  s u p p o r t  o f  upcomiag NASA 
procurements ,  t h e  a u t h o r  t e s t e d  a n  i n i t i a l  v e r s i o n  o f  a 
s i z i n g  benchmark on a series o f  IBM compa t ib l e  mainframes. 
Among t h e  mainframes tested were I B M ' s  3083EX, 3083JX, 
3081KX, and 3090/200; Amdahl's 5840, 5850, 5860, 5867, 5870 
AND 5880; and NAS's 9050 and 9060 p r o c e s s o r s .  
The benchmark used was coded u s i n g  NOMAD2 ( d a t a  base  
management s y s t e m  and r e g i s t e r e d  t rademark o f  D&B Computing) 
and was implemented by runn ing  c o n c u r r e n t  V i r t u a l  Machines 
under I B M ' s  VM/CMS o p e r a t i n g  s y s t e m .  The r u l e s  f o r  success- 
f u l  implementa t ion  o f  t h e  benchmark f avored  a n  environment  
w i t h  minimum c o n s t r a i n e d  I / O .  Th i s  meant t h a t  t h e  vendor 
was encouraged t o  supply  enough DASD and memory so t h a t  I / O  
was never a b o t t l e n e c k .  Thus  a s imple  way t o  e l i m i n a t e  1/0 
wait time was chosen  so t h a t  t h e  p r o c e s s o r s  would always 
c l o s e l y  approach 100% b u s y .  
The NOMAD2 benchmark performed f o u r  NOMAD2 r o u t i n e s  
s e q u e n t i a l l y :  1) a d a t a b a s e  dump, 2 )  a d a t a b a s e  load ,  3 )  a 
series o f  change r e q u e s t s  a g a i n s t  t h e  database, and 4 )  a 
l i s t  r e q u e s t  ( r e p o r t )  a g a i n s t  t h e  d a t a b a s e .  The database 
c o n s i s t e d  o f  a b o u t  3000 r e c o r d s  wi th  each VM/CMS u s e r  
p o s s e s s i n g  and e x e r c i s i n g  a g a i n s t  h i s  own copy of  t h e  
d a t a b a s e .  The benchmark provided  heavy l o a d i n g .  One VM/CMS 
v i r t u a l  machine runn ing  t h e  NOMAD benchmark on a d e d i c a t e d  
IBM 3083EX p r o c e s s o r  r e q u i r e d  80 seconds  of  CPU time, 100 
seconds  of DASD s e r v i c e  t i m e  (3380 non-cache),  and i s s u e d  
7288 1/0 r e q u e s t s .  
Using t h e  NOMAD2 benchmark and t h e  chosen  workload, t h e  
I n t e r n a l  Throughput power o f  t h e  t e s t e d  p r o c e s s o r s  was 
measured and t a b l e s  of I T R  v a l u e s  f o r  t h e  p r o c e s s o r s  t e s t e d  
were compiled.  
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TABLE 1 shows r a t i o s  of I T R s  f o r  t h e  v a r i o u s  p r o c e s s o r s  
compared t o  t h e  IBM 3083EX. The d a t a  was based on  s i n g l e  
CPU s e r v i c e  times f o r  one u s e r .  The r a t i o s  would have t o  be 
m u l t i p l i e d  by a n  a p p r o p r i a t e  c o n s t a n t  t o  p r o j e c t  t h e  I T R  f o r  
t h e  d y a d i c  p r o c e s s o r s  involved .  A p r o j e c t i o n  m u l t i p l i e r  of 
1.8 was used as a c o n s e r v a t i v e  estimate based upon p r e v i o u s  
benchmarking e x p e r i e n c e s .  
TABLE 1 
ITR RATIOS 
PUBLISHED 
NO. MIPS FROM 
PROCESS OR - 
AHDAHL 5840 
AMDAHL 5850 
AHDAHL 5860 
AMDAHL 5867 
AMDAHL 5870 
AMDAHL 5880 
NAS 9050 
NAS 9060 
IBM 3083 EX 
IBM 3083 JX 
IBM 3081 KX 
3090/200 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
1.78 
2.41 
3.12 
4.25 
5.47 
5.36 
2.17 
2.73 
1.00 
2.36 
4.16 
7.00 
7.4 
9.8 
12.40 
15.40 
21.00 
21.70 
8.10 
10.20 
4.06 
8.12 
15.40 
27.70 
STATISTICS FOR THE ABOVE DATA: 
Correlation between MIPS and ITR is (0.996) 
Regression equation: [HIPS=(3.93)*(ITR)-0.2541 
Standard error of the estimate is (0.62) 
NOTE: A dyadic rocessor has two CPUs t h a t  share memory and one se t  of 
1/0 channels. 
The AMDAHL 5870 ran as a dyadic processor, while the AMDAHL 5 h O  ran as 
a dual processor. 
A tual  processor has two separate sets  of 1/0 rocessors 
A l l  other two CPU systems l i s ted  above are dyadic. 
L inea r  r e g r e s s i o n  a n a l y s i s  was performed on t h e  d a t a  i n  
TABLES 1 through 5 .  I n  TABLE 1, p u b l i s h e d  MIPS from CMI 
Corpora t ion  were c o r r e l a t e d  wi th  p r o j e c t e d  I T R  r a t i o s  from 
t h e  t e s t e d  computers .  The c o r r e l a t i o n  was h i g h  p o s i t i v e  
( 0 . 9 9 6 )  and demons t r a t e s  t h a t  p u b l i s h e d  MIPS are a u s e f u l  
p r e d i c t o r  of  p r o j e c t e d  I T R  a c r o s s  t h e  span  o f  computers  
t es ted  g i v e n  t h e  tes t  workload. 
TABLE 2 p r e s e n t s  a l l  p o s s i b l e  r a t i o s  between MIPS and 
ITR f o r  each p r o c e s s o r  l i s t e d  i n  TABLE 3.  The purpose of 
t h i s  table is  t o  show t h a t  t h e  MIPS r a t i o  between two 
i n d i v i d u a l  machines i n  t h e  test group is a u s e f u l  p r e d i c t o r  
of t h e  p r o j e c t e d  I T R  between the same two machines.  For 
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example, i f  one were planning to  upgrade from an  IBM 3083EX 
to  an AMDAHL 5870, one would look a t  t h e  MIPS ( Y  l i n e )  rat io  
and f i n d  5.17. One would u s e  5.17 to estimate t h e  CPU power 
r a t i o  between t h e  5870 and t h e  3083EX. The p r o j e c t e d  ITR 
between t h e  two machines is  5.47. In t h i s  case our estimate 
(5.17) is 5.5% under t h e  p r o j e c t e d  ITR (5.47). 
TABLE 2 
3090 
I T R  X 1.78 2.41 3.12 4.25 5.47 5.36 2.17 2.73 1.00 2.36 4.16 7.00 
HIPS Y 7.40 9.80 12.40 15.40 21.00 21.70 8.10 10.20 4.06 8.12 15.40 27.70 
W?&seso 58he !&u 5870 fiaae9050 e Q d e 8 3 E X w  Btlsx L2M 
5840 X 1.36 
Y 1.32 
5850 X 0.74 
Y 0.76 
5860 X 0.57 0.77 
Y 0 60 0.79 
5867 X 0.42 0.57 
Y 0.48 0.64 
5870 X 0.32 0.44 
Y 0,35 0.47 
5880 X 0.33 0.45 
Y 0.34 0.45 
9050 X 0.82 1.11 
Y 0 91 1.21 
9060 X 0.65 0.88 
Y 0.73 0.96 
83EX X 1.78 2.41 
Y 1.82 2 41 
83JX X 0.75 1.02 
Y 0.91 1.21 
81KX X 0.43 0.58 
Y 0 48 0.64 
3090 X 0.25 0.34 
J200 Y 0.27 0 35 
1.76 
1.68 
1.29 
1.27 
0.73 
0.81 
0.57 
0.59 
0.58 
0.57 
1.44 
1 53 
1.14 
1.22 
3.12 
3.05 
1.32 
1.53 
0.75 
0.81 
0.45 
0.45 
2.39 
2.08 
1.76 
1.57 
1.36 
1.24 
0.78 
0.73 
0.79 
0.71 
1.96 
1.90 
1.56 
1.51 
4.25 
3.79 
1.80 
1.90 
1.02 
1.00 
0.61 
0.56 
3.08 
2.84 
2.27 
2.14 
1.75 
1.69 
1.29 
1.36 
1.02 
0.97 
2.52 
2.59 
2.01 
2.06 
5.47 
5.17 
2.32 
2.59 
1.32 
1.36 
0.78 
0.76 
3.02 1.22 
2.93 1.09 
2.23 0.90 
2.21 0.83 
1.72 0.70 
1.75 0.65 
1.26 0.51 
1.41 0.53 
0.98 0.40 
1.03 0.39 
0.40  
0.37 
2.47 
2.68 
1.97 0.80 
2.13 0.79 
5.36 2.17 
5.34 2.00 
2.27 0.92 
2.67 1.00 
1.29 0.52 
1.41 0.53 
0.77 0.31 
0.78 0.29 
1.54 0.56 1.33 
1.38 0.55 1.10 
1.13 0.41 0.98 
1.04 0.41 0.83 
0.87 0.32 0.76 
0.82 0.33 0.65 
0.64 0.24 0.56 
0.66 0.26 0.53 
0.50 0.18 0.43 
0.49 0.19 0 39 
0.51 0.19 0.44 
0.47 0.19 0.37 
1.26 0.46 1.09 
1.26 0.50 1.00 
0.37 0.87 
0.40 0.80 
2.73 2.36 
2 51 2.00 
1.16 0.42 
1.26 0.50 
0.66 0.24 0.57 
0.66 0.26 0.53 
0.39 0.14 0.34 
0.37 0.15 0.29 
2.34 
2.08 
1.73 
1.57 
1.33 
1.24 
0.98 
1.00 
0.76 
0.73 
0.78 
0.71 
1.92 
1.90 
1.52 
1.51 
4.16 
3.79 
1.76 
1.90 
0.59 
0.56 
3.94 
3.74 
2.91 
2.83 
2.24 
2 23 
1.65 
1.80 
1.28 
1.32 
1.31 
1.28 
3.23 
3.42 
2.57 
2.72 
7.00 
6.82 
2.97 
3.41 
1.68 
1.80 
The c o r r e l a t i o n  between a l l  rat io  p a i r s  of 0 . 9 9 3 8 ,  a 
standard error o f  t h e  estimate of 0.1215, and an  average  
percent  a b s o l u t e  d i f f e r e n c e  of 6 . 7 %  between t h e  MIPS rat ios  
and t h e  ITR rat ios  v e r i f i e s  t h a t  publ i shed  MIPS f i g u r e s  are 
a useful.  p r e d i c t o r  of  p r o j e c t e d  ITR f o r  t h e  t e s t e d  p r o c e s s -  
o r s  running t h e  tes t  workload ( t h e  benchmark). 
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TABLE 3 shows I T R  r a t i o s  f o r  t h e  tested p r o c e s s o r s  based 
upon t h e  r e s u l t s  o f  running  t h e  NOMAD2 benchmark on 20 
concur ren t  VM/CMS v i r t u a l  machines.  I n  a l l  cases t h e  20 
concur ren t  u s e r s  pushed  t h e  t a r g e t  machines t o  a t  l e a s t  an  
average 95% CPU busy d u r i n g  t h e  t o t a l  benchmark r u n .  Hence 
t h i s  table  is  a n  estimate o f  I T R  t h a t  takes i n t o  c o n s i d e r -  
a t i o n  t h e  concerns  expressed  by Andrew Lockey of  AMDAHL t91.  
P u b l i s h e d  MIPS from CMI Corpora t ion  were c o r r e l a t e d  w i t h  
measured ITR from t h e  tested machines where t h e  tested 
machines were a c t u a l l y  o p e r a t e d  v e r y  c l o s e  t o  s a t u r a t i o n .  
The c o r r e l a t i o n  was a g a i n  h igh  p o s i t i v e  (0.9631 and demon- 
s t r a t e s  t h a t  p u b l i s h e d  MIPS are a u s e f u l  p r e d i c t o r  of meas- 
ured I T R  a c r o s s  t h e  t es t  group running  t h e  t e s t  workload. 
TABLE 3 
HEASURED I T R  
NO P U B L I S H E D  H I P S  
pROCESSOR cpi]s J T R  RATIOg.  FROM C H I  C O R P .  
AHDAHL 5840 
AHDAHL 5850 
AHDAHL 5860 
AHDAHL 5867 
AHDAHL 5870 
AHDAHL 5880 
N A S  9050 
N A S  9060 
I B H  3083 EX 
I B H  3083 JX 
I B H  3081 KX 
3090/ 200 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
1.76 
2.34 
2.87 
4.55 
5.09 
4.81 
2.11 
2.67 
1.00 
2.38 
4.47 
5.81 
7.40 
9.80 
12 40 
15.40 
21.00 
21.70 
8.10 
10.20 
4.06 
15.40 
27.70 
a. 12 
S T A T I S T I C S  FOR THE ABOVE DATA: 
Correlation between H I P S  and I T R  is (0.963) 
Regression equation: [HIPS=(4.39)*(ITRf-1.131 
Standard error of the estimate is (1.81) 
NOTE: A dyadic rocessor has two C P U s  that share memory and one s e t  of 
1/0 channels. 
The AHDAHL 5870 ran as a dyadic processor, while the AHDAHL 5g80 ran as  
a dual processor. 
A Sua1 processor has two separate sets of 1/0 rocessors 
A l l  other two C P U  systems l i s t ed  above are dyadic. 
The purpose of TABLE 4 is t o  show t h a t  t h e  MIPS r a t i o  
between two i n d i v i d u a l  machines i n  t h e  t es t  group is a 
u s e f u l  p r e d i c t o r  o f  t h e  measured I T R  between t h e  same two 
machines. For example, if one were p lann ing  t o  upgrade from 
a n  IBM 3083EX t o  a n  AMDAHL 5870, one would look a t  t h e  MIPS 
( Y  l i n e )  r a t i o  and f i n d  5 . 1 7 .  One would u s e  5 . 1 7  t o  es t i -  
mate t h e  measured I T R  r a t i o  between t h e  two machines.  The 
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measured ITR r a t i o  between the  5870 and the  3083EX is 5 . 0 9 .  
I n  t h i s  c a s e  our estimate is 2% under the  measured ITR 
r a t i o .  
TABLE 4 
PROCESSOR COHPARISONS 
USING 
ITR AND HIPS RATIOS 
3090 
5840 5850 5860 5867 5870 5880 9050 9060 83EX 83Jy /200 
ITR X 1.76 2.34 2.87 4.55 5.09 4.81 2.11 2.67 1.00 2.38 4.47 5.81 
HIPS Y 7.40 9.80 12.40 15.40 21.00 21.70 8.10 10 20 4.06 8.12 15.40 27.70 
5840 X 1.32 
Y 1.32 
5850 X 0.76 
Y 0.76 
5860 X 0.61 0.81 
Y 0.60 0.79 
5867 X 0.39 0.51 
Y 0.48 0 64 
5870 X 0.35 0.46 
Y 0.35 0.47 
5880 X 8.37 0.49 
Y 0.34 0 45 
9050 X 0.84 1.11 
Y 0 91 1 21 
9060 X 0.66 0.87 
Y 0 73 0.96 
83EX X 1.76 2.34 
Y 1.82 2.41 
83JX X 0.74 0.98 
Y 0 91 1.21 
81KX X 0.39 0.52 
Y 0 48 0.64 
3090 X 0.30 0.40 
1200 Y 0.27 0 35 
1.63 
1.68 
1.23 
1.27 
0.63 
0 81 
0.56 
0.59 
0.60 
0.57 
1.36 
1 53 
1.07 
1.22 
2.87 
3 05 
1.21 
1.53 
0.64 
0.81 
0.49 
0.45 
2.58 
2 08 
1.94 
1.57 
1.58 
1 24 
0.89 
0.73 
0.94 
0.71 
2.16 
1 90 
1.70 
1.51 
4.55 
3.79 
1.91 
1.90 
1.02 
1 00 
0.78 
0.56 
2.89 
2.84 
2.18 
2 14 
1.77 
1.69 
1.12 
1.36 
1.06 
0.97 
2.42 
2 59 
1.90 
2.06 
5.09 
5 17 
2.14 
2.59 
1.14 
1.36 
0.88 
0.76 
2.73 1.19 
2.93 1.09 
2.06 0.90 
2 21 0.83 
1.68 0.73 
1 75 0 65 
1.06 0.46 
1 41 0.53 
0.94 0.41 
1.03 0 39 
0.44 
0 37 
2.28 
2 68 
1.80 0.79 
2 13 0.79 
4.81 2 11 
5.34 2 00 
2.02 0.89 
2.67 1 00 
1.08 0.47 
1.41 0 53 
0.83 0.36 
0.78 0 29 
1 52 0.57 1.35 
1.38 0.55 1.10 
1 14 0.43 1 02 
1 04 0.41 0 83 
0.93 0.35 0.83 
0 82 0 33 0.65 
0.59 0.22 0.52 
0.66 0 26 0.53 
0 53 0.20 0.47 
0 49 0.19 0 39 
0 56 0.21 0.49 
0.47 0.19 0.37 
1.27 0.47 1.13 
1 26 0.50 1.00 
0.37 0.89 
0 40 0.80 
2 67 2.38 
2 51 2 00 
1.12 0.42 
1 26 0.50 
0.60 0.22 0.53 
0 66 0.26 0 53 
0.46 0.17 0.41 
0 37 0.15 0 29 
2.53 
2 08 
1.91 
1 57 
1.56 
1 24 
0.98 
1 00 
0.88 
0 73 
0.93 
0.71 
2.12 
1.90 
1.67 
1 51 
4.47 
3.79 
1.88 
1 90 
0.77 
0 56 
3.29 
3.74 
2.49 
2.83 
2.02 
2 23 
1.28 
1.80 
1 14 
1 32 
1.21 
1.28 
2.76 
3.42 
2.17 
2 72 
5.81 
2.44 
3.41 
1.30 
1.80 
6.82 
STATISTICS FOR THE ABOVE DATA: 
Correlation between MIPS RATIOs and ITR RATIOs is (0.974) 
Regression equation: [MIPS RATIO=(l.O396)*(ITR RATIO)-0.02291 
Standard error of t h e  estimate is (0.2505) 
AVERAGE (Y) DIFFERENCE IN MIPS AND ITR RATIOs is 13.1% 
HAXIMUH (Y) DIFFERENCE IN MIPS AND ITR RATIOs is 40.7% 
The c o r r e l a t i o n  of  0 .9735  with  a standard error  o f  the  
estimate o f  0 . 2 5 0 5  and the  average percent  a b s o l u t e  d i f f e r -  
ence of  13% between the  MIPS r a t i o s  and the  t e s t e d  ITR 
r a t i o s  v e r i f i e s  t h a t  publ i shed MIPS f i g u r e s  are a u s e f u l  
pred ic tor  o f  t e s t e d  ITR for the  t a r g e t  processors  g i v e n  the  
test workload (benchmark). 
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TABLE 5 compares t h e  results of TABLES 1 and 3. TABLE 1 
p r e s e n t s  p r o j e c t e d  I T R ,  based upon t h e  CPU r e q u i r e d  f o r  one 
VM/CMS machine running  on a dedicated p r o c e s s o r .  TABLE 3 
p r e s e n t s  a n  actual measure of I T R  r a t i o s  (3083 Ex = 1) when 
t h e  tested p r o c e s s o r s  where pushed t o  t h e  l i m i t .  The 
purpose of  t h i s  table is t o  show t h a t  there is a h igh  
p o s i t i v e  c o r r e l a t i o n  between p r o j e c t e d  I T R s  and measured 
I T R s  ( 0 . 9 7 8 ) .  However, i n  most cases, t h e  p r o j e c t e d  I T R  is 
larger t h a n  t h e  measured I T R .  
TABLE 5 
HEASURED ITR RATIOS vs 
PROJECTED-ITR RATIOS 
PROJECTED HEASURED 
RATIO OF 
HEASURED 
& P R O C E S S O R k  IJJuAma l2lumQa 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
1.78 
2.41 
3.12 
4.25 
5.47 
5.36 
2.17 
2.73 
1.00 
2.36 
4.16 
7.00 
1.76 
2.34 
2.87 
4.55 
5.09 
4.81 
2.11 
2.67 
1.00 
2.38 
4.47 
5.81 
STATISTICS FOR THE ABOVE DATA: 
Correlation between: 
PROJECTED ITR RATIO and HEASURED ITR RATIO is (0.978) 
Regression equation: [TESTED ITR=(0,843)*(HAX ITRlt0.3961 
Standard error of the estimate is (0.3024) 
NOTE: rocessor has two CPUs that share memory and one set of 
1/0 channels. 
The AHDAHL 5870 ran as  a dyadic processor, while  the AHDAHL 5080 ran as 
a dual processor. 
A dyadic A h a 1  processor has two separate sets of 1/0 rocessors 
All other two CPU systems l i s t ed  above are dyadic. 
A good c o n s e r v a t i v e  r u l e  of  thumb f o r  u s ing  MIPS t o  
p r e d i c t  I T R  f o r  s i z i n g  purposes  (where  you wish  t o  upgrade 
from a smaller t o  a l a r g e r  machine) is t o  t a k e  t h e  MIPS 
r a t i o  between t h e  t a r g e t  and c u r r e n t  machines and reduce i t  
by 20 p e r c e n t .  The 20 p e r c e n t  r e d u c t i o n  w i l l  cover  most of  
t h e  cases where your estimate is t oo  small, and w i l l  add a 
comfor tab le  b u f f e r  i n  o t h e r s  cases. 
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3.2 ANALYSIS OF REPORTED BENCHMARK DATA 
3.2.1 S_insle - F u n c t i u P S  N w r s  
Let's examine some single-function MIPS numbers. Dr. 
David S. Lindsay of National Advanced Systems (NASI has 
developed a set of benchmarks to measure CPU speed. Dr. 
Lindsay has run his selected set of 117 tests on various 
CPUs [131,[141. Table 6 contains results from some of Dr. 
Lindsay's tests (IBM plug-compatible machines plus DEC). 
The results show the variability of various machine level 
operations across several different vendor's products and 
contains comparative performance figures in microseconds. 
TABLE 6 
INSTRUCTION TIMES (MICRO-SECONDS) 
AND PUBLISHED MIPS 
COLUMN 1 2 3 4 5 6 7 8 9 10 
AMDAHL 5860 0.07 0.45 0.82 0.33 1.80 0.05 0.17 0.17 1.34 12.40 
AHDAHL 5890 0.05 0.40 0.40 0.22 0.93 0.02 0.10 0.05 0.10 17.22 
IBH 3081-KX 0.13 0.90 1.18 0.49 2.19 0.06 0.33 0.17 0.39 8.12 
IBH 30901200 0.09 0.72 0.59 0 24 1.20 0.03 0.14 0.06 0 11 15.40 
IBM 4341-12 0.52 2.72 8.48 2.18 10.07 0.43 2.30 0.87 4.23 1.50 
IBH 4361-5 0.52 4.10 8.94 2.05 9.39 0.35 3.20 2.60 2.05 1.33 
IBH 4381-2 0.32 2.65 4.00 1.29 6.24 0.25 0.99 0.51 0.37 2.70 
NAS XL80 0.04 0.22 0.39 0.29 1.12 0.02 0.05 0.03 0 04 25.00 
VAX 111780 1.23 7.52 7.66 2.89 15.80 0.94 2.53 2.93 4.98 1.06 
VAX 8600 0.33 1.64 2.12 0.99 3.68 0.21 0.71 0.45 1.11 4.40 
VAX 111785 1.45 2.67 5.13 2.03 13.25 0.62 1.54 1.81 3.22 1.70 
Dr. Lindsay developed his benchmarks sole1 .to measure CPU speed. 
And in. those cases where the processors were mulgi-processors, the speed 
of a single CPU was measured. Hence MIPS estimates shown are for the 
base (single) processor on those system that are dual-processor system. 
1-4 LARGE 3-D INNER SUBR 1-4 1-4 R-8 R78 CHI 
cpu JsuBBRAYARRAYLOOPC-RADPS1_HULTADDSmnIPS 
TABLE 7 is based upon the data of TABLE 6, the times 
have been inverted and expressed as rates in single-function 
MIPS. I have labeled the columns from 1 to 10 for ease of 
reference. The columns contain performance times for 
1) assignment or movement of data in memory (14 ASGN), 
2) loading a large array that will not fit in most cache 
memories, hence a "cache buster activity" (LARGE ARRAY); 
3) loading a 3-dimensional array (3-0 ARR); 4 )  branching and 
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l o o p  
ca l l  
and 
PlY 
ing  from DO 
s and r e t u r n s  
Add ( I 4  ADDS) 
( 1 - 4  MULT); 8 
L o o p s  (INNER LOOP); 5 )  making s u b r o u t i n e  
(SUBR C-R); 6 )  performing an in t ege r  Load 
; 7 )  performing i n  in teger  load and m u l t i -  
1 performing a real  number L o a d  and adds 
(R8 ADDS) ;  9) performing a real number load  and m u l t i p l y  
(R8 MULT); 10) MIPS number taken from t h e  l a t e s t  chart  
p u b l i s h e d  b y  CMI C o r p o r a t i o n .  I n  t h e  case of d u a l  pro- 
cessors, t h e  MIPS r a t i n g  of t h e  base processor was used.  
TABLE 7 
INSTRUCTION RATES (HIPS) 
AND PUBLISHED HIPS 
COLUHN 1 2 3 4 5 6 7 8 9 10 
CPUASSNARRAPARBBYLOOPC-RADDSnOLTADPSnULTHIPS 
1-4 LARGE 3-D INNER SUBR 1-4 1-4 R8 R-8 CHI 
AHDAHL 5860 14.29 2.22 1.22 3.03 0.56 20.00 5.88 5.88 0 .75  12 40 
AHDAHL 5890 20.00 2.50 2.50 4.55 1.08 50.00 10.00 20.00 10.00 17.22 
IBH 3080-KX 7 69 1.11 0.85  2.04  0.46 16.67 3 .03  5.88 2.56 8.12 
IBH 3090/200 11.11 1.39 1.69 4.17 0.83 33.33 7.14 16.67 9.09 1 5 . 4 0  
IBH 4341-12 1 .92  0.37 0.12 0.46 0.10 2.33 0 . 4 3  1.15 0.24 1 , 5 0  
IBH 4361-5 1 .92  0.24 0.11 0.49 0 .11  2.86 0.31 0.38 0.49 1 . 3 3  
IBU 4381-2 3.13 0 .38  0.25 0 .78  0.16 4.00 1 . 0 1  1.96 2.70 2.70 
NAS XL80 25.00 4.55 2.56 3.45 0.89 50.00 20.00 33.33 25.00 25.00 
VAX 11/780 0 .81  0 .13  0 .13  0.35 0 .06  1.06 0.40 0.34 0.20 1.06 
VAX 8600 3.03 0.61 0.47 1 .01  0.27 4.76 1 . 4 1  2.22 0.90 4.40 
VAX 11/785 0.69 0.37 0.19 0.49 0 .08  1 . 6 1  0.65 0.55 0 .31  1.70 
O r .  L i n d s a y  e m p h a s i z e s  t h e  anomalies t h a t  are e x h i b i t e d  
by t h e  t es t  data.  
... We have p o i n t e d  ou t  s e v e r a l  performance anomalies  of  t h e  
machines we have t e s t e d ,  anomalies  t h a t  c o u l d  e a s i l y  dominate 
CPU consumption for some benchmarks or  a p p l i c a t i o n s .  We hope 
t h a t  p u b l i s h i n g  t h e s e  data w i l l  h e l p  a n a l y s t s  avoid  such 
p i t f a l l s  i n  t h e  f u t u r e .  
Because of t h e s e  performance anomalies, we have avoided 
averaging  t h e  test  r e s u l t s  and d e r i v i n g  some k ind  o f  " o v e r a l l  
MIPS" o r  "power* f i g u r e .  As was p o i n t e d  o u t  i n  t h e  i n t r o d u c -  
t i o n ,  and as h a s  become clear from t h e  d a t a  p r e s e n t e d  above, 
r e l a t i v e  performance v a r i e s  over  a wide range  depending on t h e  
i n s t r u c t i o n  mix. Even among machines with similar a r c h i t e c t u r e ,  
l a r g e  d i f f e r e n c e s  occurred. (151 
2 4  
MIPS as  g e n e r a l l y  used i m p l i e s  a n  i n s t r u c t i o n  mix. 
Benchmarks a l s o  invo lve  t h e  use  o f  i n s t r u c t i o n  mixes, o f t e n  
a t  two levels,  a h i g h e r  language  l e v e l  and t h e  compiled 
(machine code )  l e v e l .  I f  one wishes  t o  a v o i d  t h e  u s e  o f  
i n s t r u c t i o n  mix in s t rumen t s ,  one must n o t  o n l y  avo id  t h e  u s e  
of MIPS, b u t  a l s o  t h e  use  of benchmarks which a t t e m p t  t o  
map a real  Workload, f o r  real workloads are comprised o f  
i n s t r u c t i o n  mixes. 
T h a t  there is  v a r i a n c e  i n  t h e  tes t  d a t a  is unders tand-  
able.  Variance i n  t h e  performance o f  machines w i t h  d i f f e r -  
e n t  speeds  is a b s o l u t e l y  t o  be expec ted .  The s o r t  o f  
v a r i a n c e  t h a t  D r .  Lindsay p o i n t s  o u t  is t h e  v a r i a n c e  i n  t h e  
r a t i o  of t h e  e x e c u t i o n  times f o r  d i f f e r e n t  f u n c t i o n s  a c r o s s  
d i f f e r e n t  machines.  D r .  Lindsay u s e s  as  one o f  h i s  i l l u s -  
t r a t i o n s  t h e  performance of t h e  NAS XL-80 v e r s u s  t h e  
V A X  11/785.  D r .  Lindsay s ta tes  t h a t :  
... t h u s  the assignment t e s t  measures cache speed. The cache 
speeds of the machines tested varied considerably. The fastest  
was the NAS XL-80, and t h e  slowest of those tested was the 
DEC VAX 11/785; they differed by a factor of 36 ( a  much larger 
spread than the supposed ''HIPS" ratings of the two machines 
would suggest) .  [161 
An examinat ion  o f  TABLE 7 w i l l  r e v e a l  what D r .  Lindsay 
is t a l k i n g  a b o u t .  The  ASSN ra te  f o r  t h e  NAS XL-80 is 25 and 
t h e  ASSN ra te  f o r  t h e  V A X  11/785 is  0 . 6 9 .  Hence t h e  r a t i o s  
between ASSNs would be 36 ( 2 5 / 0 . 6 9 ) .  The MIPS r a t i o  between 
t h e  XL-80 (one  o f  i t s  p r o c e s s o r s )  and t h e  VAX 11/785 would 
be 24 ( 2 5 / 1 . 0 6 ) .  
But t h i s  s o r t  of i s o l a t e d  comparison does  n o t  t e l l  t h e  
whole s t o r y .  Take a few minutes  and examine t h e  resu l t s  f o r  
t h e  V A X  computers  i n  TABLE 7 .  One can  see t h a t  t h e  1 . 7  MIPS 
r a t i n g  f o r  t h e  VAX 11/785 is s u s p e c t  i n  view o f  t h e  t es t  
data .  No s i n g l e  measurement f o r  t h e  V A X  11/785 expres sed  as 
a MIPS number is e q u a l  t o  o r  greater t h a n  1 . 7 .  The c l o s e s t  
number t o  t h e  1 . 7  is t h e  v a l u e  1 . 6 1  i n  column 6 which 
r e p r e s e n t s  i n t e g e r  l oad  and add performance.  I n  t h e  case of  
t h e  o t h e r  two VAX e n t r i e s ,  o n l y  one e n t r y  i n  each l i n e  is 
equal  t o  o r  g r e a t e r  t h a n  t h e  MIPS estimate.  I n  each case, 
it is t h e  v a l u e  i n  column 6 ( i n t e g e r  l o a d  and Add). 
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On t h e  o t h e r  hand, f o u r  measurements f o r  t h e  XL-80 
(ass ignment ,  i n t e g e r  l o a d  and add, real  time l o a d  and add, 
and real t i m e  m u l t i p l y )  are e q u a l  t o  o r  g r e a t e r  t h a n  t h e  
MIPS number. I f  one is go ing  t o  measure MIPS, t h e n  speed  of  
ass ignment  ( n o t  j u s t  l o a d  and a d d )  shou ld  p robab ly  weigh 
h e a v i l y  i n  t h e  estimates. Apparent ly  Dr. Lindsay would 
a g r e e  : 
One important se t  of t e s t s  i n  t h i s  benchmark measures assignment 
time, the time required t o  move data from one location t o  
another--clearly a measure of great importance. I n  fact, 
HacDougall (Ref. 5 )  has found that  f u l l y  50% of t h e  instructions 
executed by production COBOL jobs on IBH systems merely move 
data. T h i s  result is probably not unique t o  either COBOL or IBH 
systems. If the single most important CPU performance measure 
were t o  be selected, i t  would probably be assignment time. The 
assignment statements that we timed were the four-byte integers 
(called INTEGER*4 i n  F O R T R A N ) .  
Because assignment time is  so important, we have used it as a 
basis to compare other CPU funct ions.  [161 
I t  a p p e a r s  t h a t  i n  t h e  case o f  t h e  V A X  p r o c e s s o r s ,  t h e  
l oad  add v a l u e s  would have had t o  be used a lmos t  e x c l u s i v e l y  
t o  d e r i v e  a MIPS number equa l  t o  t h e  estimates used .  I t  is 
n o t  s u r p r i s i n g ,  then ,  t h a t  t h e  r a t i o  between t h e  MIPS 
e s t i m a t e  f o r  t h e  XL-50 and t h e  V A X  11/785 is less t h a n  t h e  
r a t i o  between t h e i r  co r re spond ing  ASSNs. 
When you a s k  which o f  two machines is  f a s t e r ,  t h e  answer 
may depend upon whether o r  n o t  you w i s h  t o  compare t h e  speed  
o f  s p e c i f i c  machine f u n c t i o n s  o r  whether you wish t o  compare 
a n  a g g r e g a t e  speed  o f  some s o r t .  Look a g a i n  a t  TABLE 7 and 
examine t h e  ra tes  f o r  t h e  VAX 11/785 and t h e  I B H  4361-5. 
You w i l l  see t h a t  t h e  4361-5 is 2 8 ( 1 . 9 2 / 0 . 6 9 )  times 
f a s t e r  on ASSNs t h a n  is t h e  11/785; however, t h e  11/785 is 
2 . 1  ( 0 . 6 5 / 0 . 3 1 )  times f a s t e r  o n  1-4 MULT t h a n  is t h e  4361-5. 
Asking which machine is  f a s t e r  is much l i k e  a s k i n g  which o f  
two t r a c k  teams is f a s t e r .  Depends upon which race t h e y  are 
runn ing .  We do n o t  however, h e s i t a t e  t o  p i c k  a winner a t  a 
t r a c k  meet u s i n g  a composi te  r e s u l t  o f  speeds  ( f i n i s h e s )  
from t h e i r  i n d i v i d u a l  races. 
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To a rgue  t h a t  w e  c anno t  p i c k  t h e  f a s t e r  o f  two com- 
p u t e r s ,  o r  t h e  faster among s e v e r a l  computers,  would be 
ana logous  t o  a r g u i n g  t h a t  we c a n n o t  p i c k  a winner a t  a t r ack  
meet s imply  because  d i f f e r e n t  teams are f a s t e r  i n  d i f f e r e n t  
e v e n t s .  We c a n  and must make c h o i c e s  between e n t i t i e s  based 
upon composi te  d i f f e r e n c e s .  We do it  e v e r y  day. I f  D r .  
Lindsay were t o  manage a track meet pe rhaps  h e  would an- 
nounce a t  t h e  c o n c l u s i o n  o f  t h e  d a y ' s  e v e n t s  t h a t  "We have 
avoided adding  t h e  race r e s u l t s  and hence have n o t  selected 
a n  f 'Overal l  winner" f o r  t h e  t rack meet." I real ize  f u l l  
well t h a t  computing is n o t  t r a c k .  There are cases where we 
need t o  select  a computer f o r  a ve ry  s p e c i a l i z e d  perform- 
ance; however, t h e r e  are many more cases where  we do, 
indeed, need t o  s e l e c t e d  a computer f o r  a g e n e r a l  (hence  
composi te )  performance.  Knowing a l l  t h e  i n d i v i d u a l  i n s t r u c -  
t i o n  ra tes  i n  t h e  world w i l l  be o f  no h e l p  i n  t h e  o v e r a l l  
e v a l u a t i o n  of  competing p r o c e s s o r s  w i thou t  t h e  method and 
t h e  r e s o l v e  t o  c o n s t r u c t  a n  a p p r o p r i a t e  a g g r e g a t e  e v a l u a t i o n  
device.  
Sometimes, o f  cour se ,  one computer i s  s imply  fas ter  i n  
e v e r y  c a t e g o r y  t h a n  a n o t h e r .  Look i n  TABLE 7 and compare 
t h e  e n t r i e s  between t h e  AMDAHL 5890/200 and t h e  
IBM 3090/200. You w i l l  see t h a t  t h e  AMDAHL 5890/200 is  
f a s t e r  i n  e v e r y  c a t e g o r y  t h a n  t h e  IBM 3090/200. T h i s ,  
however, r e p r e s e n t s  a n  e a s y  case and i n  s u c h  s i t u a t i o n s  
performance comparisons a r e  r e l a t i v e l y  e a s y .  
3 . 2 . 2  b a r e s s i o n  h l v s i s  and Weighted I n s t r u c t i o n  Rates 
M u l t i p l e  r e g r e s s i o n  a n a l y s i s  was performed on t h e  d a t a  
p r e s e n t e d  i n  TABLE 7 .  The f i r s t  m u l t i p l e  r e g r e s s i o n  t h a t  
was performed inc luded  t h e  e i g h t  IBM plug-compatible  pro-  
c e s s o r s  l i s t e d  i n  TABLE 7, i n  a d d i t i o n  t o  f o u r  selected 
i n s t r u c t i o n  ra tes  a l o n g  w i t h  t h e  pub l i shed  MIPS numbers. 
The i n s t r u c t i o n  ra tes  t h a t  were selected were: 
1) ass ignment  o f  d a t a  i n  memory (column 1: 1-4 ASSN) 
2 )  b ranching  and loop ing  from DO loops  (column 4 : I N N E R  LOOP) 
3 )  i n t e g e r  l o a d  and add (column 6 :  1-4 ADDS) 
4 )  real  number l o a d  and adds (column 8:  R-8 ADDS) 
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TABLE 8 shows t h e  r e s u l t s  of t h e  m u l t i p l e  r e g r e s s i o n  
a n a l y s i s  performed upon t h e s e  v a r i a b l e s  ( 8  p r o c e s s o r s ,  4 
i n s t r u c t i o n  rates, and t h e  p u b l i s h e d  MIPS number).  
The c o e f f i c i e n t  o f  m u l t i p l e  c o r r e l a t i o n  of  0.9986 
(TABLE 8 )  establ ishes  q u i t e  w e l l  t h a t  when t h e  f o u r  v a r i a -  
b les  c o n s i d e r e d  are t a k e n  as  a set ,  they  form a u s e f u l  
p r e d i c t o r  o f  t h e  co r re spond ing  MIPS number. However, t h e  
q u e s t i o n  t h a t  needs  t o  be addressed is how well t h e  v a r i a -  
bles would p r e d i c t  MIPS i f  t h e y  were g i v e n  a ' r e a l i s t i c '  
workload weight .  
TABLE 8 
RESULTS OF XULTIPLE REGRESSION CORRELATION 
FOR 8 PROCESSORS 
Actual VS Predicted 
Observation 
Number Actual 
12.40000 
17.22000 
8 12000 
15.40000 
1.50000 
1.33000 
2.70000 
25.00000 
Predicted 
12.49815 
17 51085 
7,13145 
15.45532 
1.74559 
1.19428 
3.21678 
24.91757 
D i f f er ence 
-0 09815 
-0.29085 
0 98855 
-0 05532 
-0 * 24559 
0.13572 
-0.51678 
0.08243 
%Difference 
-0 a 79156 
-1 68904 
12,17427 
-0.35923 
-16.37288 
10.20449 
-19.14005 
0 32973 
Regression Equation: 
Y=-0 488l229tO.564O717*X1+2.867562*X2t-O.3588757*X3tO.58O6958*X~ 
Coefficient of Determination is (0.9972268) 
Coefficient of Multiple Correlation is (0 9986) 
STD Deviation of Estimate is (0 6897138) 
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T o  g e n e r a t e  TABLE 9, p o s t u l a t e d  i n s t r u c t i o n s  weights  
were a s s i g n e d  t o  each o f  t h e  f o u r  i n s t r u c t i o n  c a t e g o r i e s  
used i n  TABLE 8 .  TABLE 9 shows t h e  aggrega ted  i n s t r u c t i o n s  
rates calculated from t h e  s e p a r a t e  i n s t r u c t i o n  rates and 
co r re spond ing  weights ;  i n  a d d i t i o n ,  a l l  p o s s i b l e  r a t i o s  
between t h e  aggrega ted  rates f o r  each o f  t h e  p r o c e s s o r s  and 
t h e  co r re spond ing  pub l i shed  MIPS numbers are shown. The 
w e i g h t s  se lec ted  f o r  each o f  t h e  c a t e g o r i e s  were: 
1) 50% f o r  ass ignment  (1 -4  ASSN) 
2 )  15% f o r  branching  and l o o p i n g  ( I N N E R  LOOPS) 
3 )  20% f o r  i n t e g e r  l o a d  and add (1-4 ADDS) 
4 1  15% f o r  rea l  number l o a d  and adds  ( R - 8  ADDS). 
TABLE 9 shows t h a t  a c r o s s  t h e  e i g h t  IBM plug-compatible  
computers,  pub l i shed  MIPS numbers are a u s e f u l  p r e d i c t o r  o f  
t h e  performance of  t h e  machines e x e c u t i n g  a ' r e a l i s t i c '  
workload i n s t r u c t i o n  mix .  The C o r r e l a t i o n  f o r  a l l  t h e  p a i r s  
o f  r a t i o s  is 0.9855 (TABLE 9 ) .  One o f  t h e  o t h e r  p e r t i n e n t  
s ta t i s t ics  is  t h e  ave rage  p e r c e n t  d i f f e r e n c e  i n  t h e  r a t i o s  
a c r o s s  a l l  t h e  p a i r s .  T h i s  ave rage  was based upon t h e  
average  a b s o l u t e  d i f f e r e n c e .  The ave rage  d i f f e r e n c e  of  13% 
(TABLE 9 )  w i t h  a maximum d i f f e r e n c e  o f  38% (TABLE 9 )  shows 
t h a t  t h e  MIPS r a t i o  between two machines ( a c r o s s  t h e  e i g h t  
compared) is a u s e f u l  p r e d i c t o r  of  t h e  performance r a t i o  of 
t h e  same two machines ( g i v e n  t h e  p o s t u l a t e d  i n s t r u c t i o n  
mix) .  
Obviously o t h e r  we igh t s  (work loads ]  c o u l d  be j u s t i f i e d ;  
however, D r .  Lindsay is probably  c o r r e c t  i n  h i s  o p i n i o n  o f  
t h e  importance of t h e  ass ignment  f u n c t i o n  ( 1 6 1 .  
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TABLE 9 
WEIGHTED INSTRUCTION RATES vs 
PUBLISHED HIPS 
WITHOUT DEC PROCESSORS 
COHPUTER 5860 5899.s l -Kx 439L m 4;iBf.XL-80 
RATE 1: 14.29 20.00 7.69 11.11 1.92 1.92 3.13 25.00 
WEIGHT 1: 0.50 0.50 0 50 0.50 0.50 0.50 0.50 0.50 
RATE 2: 20.00 50.00 16.67 33.33 2.33 2.86 4.00  50.00 
WEIGHT 2: 0.20 0 20 0.20 0.20 0.20 0.20 0.20 0.20 
RATE 3: 5.88 20.00 5.88 16.67 1.15 0.38 1.96 33.33 
WEIGHT 3: 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
RATE 4: 3.03 4.55 2.04 4.17 0.46 0.49 0.78 3.45 
WEIGHT 4 :  0.15 0 15 0.15 0.15 0 15 0.15 0.15 0.15 
AGGREGATE 
RATE: 12.48 23.68 8.37 15.35 1.67 1.66 2.78 28.02 
HIPS Y 12.40 17.22 8.12 15.40 1.50 1.33 2.70 25.00 
5860 X 
Y 
5890 X 
Y 
3081 X 
Y 
3090 X 
Y 
4 34 1 1 12X 
Y 
434115 X 
Y 
438112 X 
Y 
XL180 X 
Y 
0.53 
0.72 
1.49 
1.53 
0.81 
0.81 
7.49 
8.27 
7.51 
9.32 
4.50 
4.59 
0.45 
0.50 
1.90 
1.39 
2.83 
2.12 
1.54 
1.12 
14.20 
11.48 
14.25 
12.95 
8.53 
6.38 
0.85 
0.69 
0.67 
0.65 
0.35 
0.47 
0.55 
0.53 
5.62 
5.41 
5.03 
6.11 
3.01 
3.01 
0.30 
0.32 
1.23 
1.24 
0.65 
0.89 
1.83 
1.90 
9.20 
10.27 
9.23 
11.58 
5.53 
5.70 
0.55 
0.62 
0.13 
0.12 
0.07 
0.09 
0.20 
0.18 
0.11 
0.10 
1.00 
1.13 
0.60 
0.56 
0.06 
0.06 
0.13 
0.11 
0.07 
0 08 
0.20 
0 16 
0.11 
0.09 
1.00 
0.89 
0.60 
0.49 
0.06 
0.05 
0.22 
0.22 
0.12 
0.16 
0.33 
0.33 
0.18 
0.18 
1.66 
1.80 
1.67 
2.03 
0.10 
0.11 
2.24 
2.02 
1.18 
1 45 
3.35 
3 08 
1.83 
1.62 
16,80 
16.67 
16.85 
18 80 
10.09 
9.26 
Correlation for all XY ratios (r) is (0.9855) 
Regression equation for XY RATIOS: Y=(O.9982*X)t(0.0300) 
Standard error of the estimate is (0.7513) 
AVG X =3.0534 
AVG Y =3.0780 
SD (X)=4.3720 
SD (Y)-4.4284 
AVG ABS DIFFERENCE=0.3850 AVG (Y) DIFFERENCE=13.22% 
SD ABS DIFFERENCE=0.6457 SD (Y) DIFFERENCE=10.00% HAX ABS DIFFERENCE=2.7224 HAX (Y) DIFFERENCE=38.00% 
The second multiple regression that was performed o n  the 
data from TABLE 7 included all eleven processors listed, and 
the four selected separate instruction rates along with the 
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MIPS estimate. TABLE 10 shows t h e  r e s u l t s  o f  t h e  m u l t i p l e  
r e g r e s s i o n  a n a l y s i s  performed upon these v a r i a b l e s  ( e l e v e n  
p rocesso r s ,  f o u r  i n s t r u c t i o n  rates, and t h e  p u b l i s h e d  MIPS 
number 1 .  
TABLE 1 0  
RESULTS OF MULTIPLE REGRESSION CORRELATION 
FOR 11 PROCESSORS 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12.40000 
17.22000 
8.12000 
15.40000 
1.50000 
1.33000 
2.70000 
25.00000 
1 06000 
4 40000 
1.70000 
12.48550 
17.42226 
7.26150 
15.56545 
1.99833 
1.43508 
3.44757 
24.90757 
1.05906 
3.92895 
1.31873 
-0.08550 
-0.20226 
0 85850 
-0.16545 
-0.49833 
-0.10508 
-0.74757 
0.09243 
0.00094 
0.47105 
0.38127 
-0.68953 
-1.17457 
10.57264 
-1.07438 
-33.22220 
-7.90088 
-27.6876 1 
0.36971 
0.08903 
10.70579 
22.42785 
Regression Equation: 
Coefficient of Determination is (0.9969736) 
Coefficient of Hultiple Correlation is (0.9985) 
STD Deviation of Estimate is (0.5783098) 
Y~~0.2006487+0.5457429*X1+2.860474*X~t~0.3632949*X~t0~592882*X~ 
The c o e f f i c i e n t  of  m u l t i p l e  c o r r e l a t i o n  o f  0 .9985 
(TABLE 10) establ ishes  q u i t e  well, i n  t h i s  case a l s o ,  t h a t  
when t h e  fou r  v a r i a b l e s  c o n s i d e r e d  are t a k e n  as  a set ,  t h e y  
form a u s e f u l  p r e d i c t o r  o f  t h e  co r re spond ing  MIPS number 
a c r o s s  IBM and DEC p r o c e s s o r s .  Again, t h e  q u e s t i o n  t h a t  
needs t o  be addres sed  is how w e l l  t h e  v a r i a b l e s  would 
p r e d i c t  MIPS i f  t hey  were g i v e n  a ' real is t ic '  workload 
weight .  
TABLE 11 shows t h a t  a c r o s s  t h e  e l e v e n  l i s t e d  computers  
( e i g h t  IBM plug-compatible  machines p l u s  t h r e e  DEC machines)  
pub l i shed  MIPS numbers are nefL a ve ry  u s e f u l  p r e d i c t o r  o f  
t h e  performance of t h e  machines e x e c u t i n g  a ' r ea l i s t i c '  
workload i n s t r u c t i o n  mix. The C o r r e l a t i o n  f o r  a l l  t h e  p a i r s  
o f  r a t i o s  i s  down t o  0.9182 (TABLE 11). The o t h e r  p e r t i n e n t  
s t a t i s t i c  is t h e  ave rage  p e r c e n t  d i f f e rence  in t h e  r a t i o s  
a c r o s s  a l l  t h e  pairs. 
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TABLE 11 
VEIGHTED INSTRUCTION RATES VS PUBLISHED HIPS 
9 1  I 
WITH DEC PROCESSORS 
WEIGHT 1: 14.29 20.00 7.69 11.11 1.92 1 .92  3.13 25.00 8 . 8 1  3.03 0 .69  
RATE 1: 0 . 5 0  0 50 0 .50  0 .50  0 .50  0 .50  0.50 0 .50  0 .50  0 .50  0 .50  
UEIGHT 2: 20 .00  50.00 16.67 33.33 2 .33  2.86 4.00 50.00 1.06 4.76 1 . 6 1  
RATE 2:  0 .20  0.20 0 .20  0 .20  0 .20  0 .20  0.20 0 . 2 0  0 .20  0.20 0 .20  
UEIGHT 3: 5.88 20.00 5.88  16.67 1.15 0.38 1.96 33.33 0.34 2.22 0.55 
RATE 3: 0 .15  0 .15  0 .15  0.15 0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  
UEIGHT 4: 3.03 4.55 2.04 4.17 0 .46  0.49 0.78 3.45 0.35 1 . 0 1  0 .49  
RATE 4: 0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  
AGR RATE: 12.48 23.68 8.37 15.35 1 .67  1.66 2.78 28.02 0 .72  2.95 0 .82  
AGR HIPS: 12.40 17.22 8 .12  15.40 1 .50  1 .33  2.70 25.00 1 .06  4 . 4 0  1.70 
0 .24  0 .07  
0.35 0 . 1 4  
0.12 0 .03  
0 .26  0 .10  
0.35 0.10 
0 .54  0 21  
0.19 0.05 
0 . 2 9  0 . 1 1  
1 .77  0 .49  
2.93 1 .13  
1 .78  0 .50  
3 .31  1 .28  
1 .06  0.30 
1 .63  0 63 
0 . 1 1  0 .03  
0 .18  0 , 0 7  
4.10 1.14 
4.15 1.60 
0 .28  
0 .39  
3.59 
2.59 
The ave rage  d i f f e r e n c e  of  37% w i t h  a maximum v a l u e  o f  
184% shows t h a t  t h e  MIPS r a t i o  would n o t  be a u s e f u l  p r e d i c -  
t o r  of  t h e  performance r a t i o  o f  two machines ( g i v e n  t h e  
p o s t u l a t e d  i n s t r u c t i o n  mix)  when you span  IBM, AMDAHL, NAS, 
and DEC. I f  one examines t h e  a g g r e g a t e  ra te  row one w i l l  see 
why t h e  i n c l u s i o n  o f  t h e  DEC r e s u l t s  brought  t h e  c o r r e l a t i o n  
down ( f rom 0 . 9 8 5 5  t o  0.91821. I f  t h e  a g g r e g a t e  rates are 
t a k e n  as r e a s o n a b l e  estimates o f  MIPS, one c a n  see t h a t  t h e  
V A X  p r o c e s s o r s  are s e r i o u s l y  o v e r s t a t e d .  
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SECTION 4 
CONCLUSIONS 
The results of the analyzed test data clearly show (with 
correlations above 0.97) that for a given instruction set 
such as IBM compatible, there is an excellent correlation 
between published MIPS and benchmark data in a complex data 
base environment such as NOMAD2 running under VM/CMS. This 
is a counter example to the generally held belief that MIPS 
are meaningless. 
If other words, if one wishes to estimate the internal 
throughput performance of an IBM compatible mainframe where 
the 1/0 environment is not constrained, then published MIPS 
numbers are a very useful predictor of internal throughput 
performance. 
The results of the analysis also show that published 
MIPS correlate well ( 0 . 9 8 6 )  with aggregated instruction 
rates. The average percent difference in the corresponding 
ratios of MIPS and the aggregated instructions rate (13.22%) 
is approximately equal to the average percent difference in 
the ratios of MIPS to measured ITR (13.1%). The analysis 
also showed, however, that when DEC processors were consid- 
ered along with the IBM plug compatibles, the average 
percent difference in MIPS and aggregate instruction ratios 
became quite large (36.7%). 
These results simply serve to verify the accuracy and 
sensibility of using MIPS as a capacity planning number when 
your environment is homogenous (in this case IBM compatible) 
and when you are aware that you will have to engineer 
suitable 1/0 and memory subsystems to support whatever 
processing power you put into place. 
One must not place undue confidence in a MIPS number 
across vendor lines. Also, one must not place undue confi- 
dence in a MIPS number if one is trying to predict delivered 
power in support of non-homogenous workloads. This would 
include the case of comparing two identically configured 
processors from the same vendor running different operating 
systems (such as IBM'S VM/CMS and MVS). One faces the 
probability that two different operating systems will result 
in the generation of different machine level instruction 
mixes even i f  the higher level load is identical. 
33 
Comparing published MIPS figures for microprocessors, 
minis, and mainframes may serve no useful purpose because a 
micro, a mini, and a mainframe do not have comparable 1/0 
and memory support mechanisms. If one can not feed the 
sawmill, or get the cut lumber off the receiver tray, then 
it does no good to make the blade turn faster. This paper 
has presented evidence that published MIPS for IBM 
plug-compatibles and published MIPS for DEC are inadequate 
for predicting the actual performance differences of the two 
classes of machines. 
The use of MIPS as an estimator becomes dangerous when 
one forgets what he is trying to estimate. With MIPS, the 
sensible planner is trying to get a ballpark estimate of 
internal throughput power of a processor operating in a non 
I/O constrained environment across reasonably similar 
processors with postulated similar workloads. If a planner 
remembers these caveats, then a MIPS estimate can be and 
usually is very useful. 
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