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Saturation of number variance in embedded random matrix ensembles
Ravi Prakash∗ and Akhilesh Pandey†
School of Physical Sciences, Jawaharlal Nehru University, New Delhi – 110067, India
We study fluctuation properties of embedded random matrix ensembles of non-interacting parti-
cles. For ensemble of two non-interacting particle systems, we find that unlike the spectra of classical
random matrices, correlation functions are non-stationary. In the locally stationary region of spec-
tra, we study the number variance and the spacing distributions. The spacing distributions follow
the Poisson statistics which is a key behavior of uncorrelated spectra. The number variance varies
linearly as in the Poisson case for short correlation lengths but a kind of regularization occurs for
large correlation lengths, and the number variance approaches saturation values. These results are
known in the study of integrable systems but are being demonstrated for the first time in random
matrix theory. We conjecture that the interacting particle cases, which exhibit the characteristics
of classical random matrices for short correlation lengths, will also show saturation effects for large
correlation lengths.
PACS numbers: 05.45.Mt, 24.60.Ky, 05.40.-a
I. INTRODUCTION
Random matrix theory has become a great tool to
study energy level statistics of quantum chaotic systems,
such as complex nuclei, mesoscopic transport, Sinai bil-
liard, etc [1–11]. It is also applicable to time series prob-
lems [12–14], communication theory [15, 16] etc. The lo-
cal level fluctuations are universal and depend only on the
symmetry class of the system. It is conjectured and con-
firmed by numerical and experimental results that quan-
tum chaotic systems follow Wigner repulsion whereas in-
tegrable systems exhibit Poisson statistics [17–20].
Although random matrix theories successfully describe
many universal properties, they are valid only for short
correlation lengths with respect to the size of the spec-
tra. The number variance statistic, Σ2(r), exhibits log-
arithmic and linear behavior at such correlation lengths
for quantum chaotic and integrable systems respectively;
here Σ2(r) is the variance of the number of levels in inter-
vals of length rD, where D is the local average spacing.
A numerical analysis of the spectrum of quantum rect-
angular billiard shows that while Σ2(r) starts linearly
for small r as in the Poisson case, it eventually becomes
a constant [21]. Berry [20] has shown by semi-classical
methods that this is a generic behavior of quantum in-
tegrable systems. He has also predicted that a similar
saturation effect will be seen in the spectra of quantum
chaotic systems. Thus the saturation phenomenon is uni-
versal for real quantum systems, but the saturation value
varies from system to system. We also mention that the
saturation phenomenon has been found for the Riemann-
ζ function [22, 23].
It is believed that the saturation phenomenon will not
be seen in random matrix ensembles. This is certainly
true for the Gaussian, circular and other related invariant
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ensembles. Our purpose in this article is to show that the
embedded ensembles (EE) [2, 24–28] exhibit saturation
effects. Embedded ensembles are ensembles ofm-particle
systems with interactions of rank k (i.e., k-particle in-
teractions), where k < m. These are applicable to the
study of statistical properties of many particle systems.
We mention that the saturation phenomenon in embed-
ded ensemble has been predicted [29], but has never been
verified. This conjecture was based on the observation
that very short wavelength fluctuations in the embedded
ensembles are suppressed [27, 30].
In this article, we consider the embedded random ma-
trix ensemble of two non-interacting particles, i.e., k = 1
and m = 2. We derive expressions for the spectral den-
sity and the two-level correlation function and show that
the level fluctuation statistics are non-stationary. We
also confirm that the very short wavelength fluctuations
are indeed suppressed. We study the number variance
statistics which display linear behavior for short corre-
lation lengths, as it should for integrable systems, but
approaches saturation as we go towards higher lengths,
confirming thereby the above mentioned conjecture. We
believe that the saturation will also be found in the in-
teracting case, but this is difficult to demonstrate.
This article is organized as follows. In section II, we
describe the EEs of non-interacting particles and their n-
level correlation functions. We derive expressions for the
spectral density and the two-level correlation function
in sections III and IV respectively. These expressions
are required for the unfolding of the spectrum and the
evaluation of the number variance as well as the spac-
ing distribution. In section V, we study the spectral
form factor and the number variance. The numerical
method to study the form factor and the number vari-
ance is discussed in section VI. The short-range behavior
is studied in terms of nearest neighbor spacing distri-
butions as well as number variance and is discussed in
section VII. The saturation phenomenon at large corre-
lation lengths is discussed in section VIII. In sections IX,
X, XI, we obtain the number variance and their satu-
2ration values for the unitary, symplectic and orthogonal
cases of EEs respectively. In these sections we have taken
1000-dimensional one-particle spectra with constant av-
erage density. To improve the statistics significantly we
consider 5000-dimensional one-particle spectra in section
XII. In section XIII, we consider an example of non-
uniform average density. We summarize our results in
section XIV. In Appendices A-E, some details of the an-
alytical calculations are given.
II. EMBEDDED RANDOM MATRIX
ENSEMBLES
For a system ofm non-interacting fermions, the energy
levels can be defined as,
E =
∑
njǫj , (1)
where the ǫj are the single particle energy levels and
the nj are occupancy numbers with values 0, 1 such that∑
nj = m. The boson case can also be considered sim-
ilarly. The single particle Hamiltonian is modeled by
Gaussian ensemble. We consider all three types viz.,
Gaussian orthogonal (GOE), Gaussian unitary (GUE)
and Gaussian symplectic (GSE) ensembles. We shall
refer to the corresponding embedded ensembles as non-
interacting embedded GOE (EGOE), embedded GUE
(EGUE) and embedded GSE (EGSE) respectively [2, 27].
There are N single particle energy levels. The dimension
of the m-particle spectra will be,
dm =
N !
m!(N −m)!
. (2)
Thus for two particles, it will be d2 = N(N − 1)/2.
Let P (x1, . . . , xN ) be the joint probability distribution
(jpd) of the single-particle levels. Then the one-particle
n-level correlation function, Rn(x1, . . . , xn) is defined by
Rn =
N !
(N − n)!
∫
. . .
∫
P (x1, . . . , xN ) dxn+1 . . .dxN .
(3)
The m-particle correlation functions have similar defini-
tions with N replaced by dm.
We write correlation functions in terms of cluster func-
tions. The n-level correlations, Rn can be written in
terms of cluster function Tn as follows[3, 31]
Rn =
∑
G
(−1)n−q
q∏
j=1
TGj(xk,with k in Gj), (4)
where G stands for any division of the indices (1, . . . , n)
into q subgroups (G1, . . . , Gq). For example, the one and
two-level correlation functions can be written as,
R1(x) = T1(x) (5)
and
R2(x1, x2) = T1(x1)T1(x2)− T2(x1, x2). (6)
Since we are dealing with non-interacting particles, the
n-level correlation function for the two-particle spectra
can be written in terms of one-particle p-level correlation
functions, where p ≤ 2n. We denote the one-particle and
two-particle correlation functions by Rn and R
(2)
n respec-
tively. A similar convention will also be used for other
physical quantities unless or otherwise stated explicitly.
We write correlation functions for single particle spec-
trum in terms of cluster functions. The detailed deriva-
tion is provided in Appendix A. We get following ex-
pressions for spectral density and two-level correlation
function for two-particle spectrum,
R
(2)
1 (ξ) =
1
2
∫ ∞
−∞
∫ ∞
−∞
[T1(x1)T1(x2)− T2(x1, x2)]
× δ (ξ − (x1 + x2)) dx1dx2. (7)
The two-level correlation function is given by,
R
(2)
2 (ξ1, ξ2) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
1
4
R4(x1, x2, x3, x4)
+ R3(x1, x2, x3)δ(x1 − x4)
]
δ
(
ξ1 − (x1 + x2)
)
× δ
(
ξ2 − (x3 + x4)
)
dx1dx2dx3dx4. (8)
R2 and R1 terms do not appear in (8) because we are
dealing with fermions. The expression can also be written
in terms of cluster functions by substituting (A1) and
(A2) in (8).
III. SPECTRAL DENSITY FOR THE
TWO-PARTICLE SPECTRUM
We consider single particle spectrum as unfolded spec-
trum so that the average spectral density is uniform
(Fig.1a). The non-uniform case is briefly discussed in
the section XIII. The average density, R1, is taken as,
R1(x) =
{
1, −N2 ≤ x ≤
N
2 ,
0, otherwise.
(9)
For the Gaussian ensembles mentioned above, the cor-
relation and the cluster functions are translationally in-
variant, and therefore, T2 is a function of the difference of
its arguments [32]. We, therefore, introduce new cluster
function Y2 for the unfolded spectrum,
Y2(x1 − x2) = T2(x1, x2). (10)
By using (10), the two-particle spectral density given in
(7) can be written as,
R
(2)
1 (ξ) =
1
2
∫ N/2
−N/2
∫ N/2
−N/2
[
T1(x1)T1(x2)− Y2(x1 − x2)
]
× δ
(
ξ − (x1 + x2)
)
dx1dx2. (11)
Integral of the first term is the convolution of T2 with
itself. Integration of the second term depends on the
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FIG. 1. Schematic representation of (a) Spectral density for an unfolded one-particle spectrum, (b) Spectral density for
corresponding two-particle spectrum and (c) Spectral density for the unfolded two-particle spectrum.
ensemble. However in the large N limit and away from
the end of the spectrum (|ξ| < N), this integral is equal
to half of the normalization of Y2. Substituting (9) in
(11), we get,
R
(2)
1 (ξ) =
{
N
2 −
|ξ|
2 −
1
4 , −N ≤ ξ ≤ N,
0, otherwise.
(12)
Above expression describes the spectral density for two
particle system (Fig.1b). For large N , the last term (i.e.,
−1/4) can be dropped. We will use this approximation
to unfold the two-particle spectrum.
IV. TWO-LEVEL CORRELATION FUNCTION
FOR THE TWO-PARTICLE SPECTRUM
The two-level correlation function for the two-particle
spectrum given in (8) can be simplified considerably for
large N . See Appendix B for detailed calculation. We
find that the two-level cluster function is given by,
T
(2)
2 (ξ1, ξ2) =
N − |ξ|
2
[
2Y2(∆)−
∫ ∞
−∞
Y2(x)Y2(∆− x)dx
]
,
(13)
where
ξ =
ξ1 + ξ2
2
, ∆ = ξ2 − ξ1 (14)
See Fig. 1 for ξ and ∆. We consider |∆| = O(1), which
means that the number of two-particle energy levels in
|∆| is O(N).
To study the local fluctuations we unfold the two-
particle spectrum by introducing the new variable ζ de-
fined by,
ζ =
∫ ξ
0
R
(2)
1 (ξ
′) dξ′. (15)
The average spectral density, R
(2)
1 (ζ), in the new vari-
able, ζ, is one (Fig.1c). The average number of level in
the interval [ξ1, ξ2] is |r|, where r is given by,
r = ζ2 − ζ1 = R
(2)
1 (ξ)∆. (16)
The unfolded two-level cluster function is defined as,
Y
(2)
2 (r; ξ) ≡
T
(2)
2 (ξ1, ξ2)
R
(2)
1 (ξ1)R
(2)
1 (ξ2)
. (17)
Y
(2)
2 (r; ξ) is given in terms of the one-particle cluster
function as,
Y
(2)
2 (r; ξ) =
1
R
(2)
1 (ξ)
[
2Y2(∆)−
∫ ∞
−∞
Y2(x)Y2(∆− x) dx
]
,
(18)
where ∆ should be written in terms of r as in (16). The
density in a localized region can be assumed to be con-
stant and therefore R
(2)
1 (ξ1) ≈ R
(2)
1 (ξ2) ≈ R
(2)
1 (ξ). The
cluster function, Y
(2)
2 (r; ξ) is non-stationary globally as
it depends on ξ. Note that (18) holds only for uniform
single-particle density. Our results given in sections V-
XII are all for the uniform case. We consider the non-
uniform case briefly in section XIII.
V. SPECTRAL FORM FACTOR AND NUMBER
VARIANCE
The two-level form factor b
(2)
2 (k; ξ) (or the Fourier
transform of Y
(2)
2 (r; ξ)) [3, 33] for the two-particle sys-
tem,
b
(2)
2 (k; ξ) =
∫ ∞
−∞
Y
(2)
2 (s; ξ) e
2πiks ds, (19)
is of special interest, as it will help us express number
variance in a compact form. It can be written in terms
of one-particle form factor (i.e., the Fourier transform of
Y2(s)),
b2(k) =
∫ ∞
−∞
Y2(s)e
2πiksds. (20)
4The Fourier transform of the first term in (18) gives
2b2
(
kR
(2)
1 (ξ)
)
. The second term is the convolution of
Y2 with itself. Therefore its Fourier transform yields[
b2
(
kR
(2)
1 (ξ)
)2]
. Thus spectral form factor for the two-
particle spectrum can be written as,
b
(2)
2 (k; ξ) = 2b2
(
kR
(2)
1 (ξ)
)
− b2
(
kR
(2)
1 (ξ)
)2
. (21)
Eqs.(18) and (21) connect the cluster function with one-
particle cluster function.
It will be convenient to introduce the two-point form
factor F
(2)
2 as,
F
(2)
2 (k; ξ) = 1− b
(2)
2 (k; ξ) (22)
which is the Fourier transform of the two-point corre-
lation function, S
(2)
2 (r; ξ) = δ(r) − Y
(2)
2 (r; ξ), with δ(r)
being the self-correlation term. Substituting in (21), we
get,
F
(2)
2 (k; ξ) =
[
1− b2
(
kR
(2)
1 (ξ)
)]2
=
[
F2
(
kR
(2)
1 (ξ)
)]2
, (23)
where F2(k) = 1 − b2(k) represents the Fourier trans-
form of the two-point correlation function, S(r), for the
corresponding one-particle spectrum.
The variance Σ2(r; ξ) of the number of levels, n, in the
interval [ζ1, ζ2] with ζ2 > ζ1 is defined as,
Σ2(r; ξ) = n2 − n2, (24)
where r = n. The bar denotes the ensemble average.
The number variance can be calculated from the two-
level cluster function and is given by [2, 3],
Σ2(r; ξ) = r − 2
∫ r
0
(r − s)Y
(2)
2 (s; ξ) ds. (25)
It can also be written in terms of the two-point form
factor as [34],
Σ2(r; ξ) =
∫ ∞
−∞
F
(2)
2 (k; ξ)
(
sin(πkr)
πk
)2
dk. (26)
We will use the above expression for evaluating the num-
ber variance for the EEs.
VI. NUMERICAL STUDY
We construct the spectra of two non-interacting par-
ticle system numerically by using unfolded Gaussian en-
semble spectra in (1). The one-particle spectra lie in the
interval [−N/2, N/2] with uniform average density. The
spectral density for the two-particle system is a tent like
function in the interval [−N,N ] as shown in Fig.1b. We
then unfold the two-particle spectra using the unfolding
relation given in (15) so that the average spectral den-
sity is equal to 1 (Fig.1c). Since spectral correlations
are non-stationary, we consider a part of the tent spec-
trum which is small enough so that the density does not
vary significantly and also large enough to have approx-
imately O(N) levels. We verify in the later sections the
two-particle form factor F
(2)
2 (k; ξ) and number variance
for all three embedded ensembles discussed in Section II.
To calculate the form factor, F
(2)
2 (k; ξ) function, we
consider the level correlation in the Fourier space. The
two-level form factor can be written as,
F
(2)
2 (k; ξ) =
1
N


∣∣∣∣∣∣
∑
j
e2πikζj
∣∣∣∣∣∣
2
−
∣∣∣∣∣∣
∑
j
e2πikζj
∣∣∣∣∣∣
2

 , (27)
where the ζj are levels of the unfolded spectra. We nu-
merically evaluate the right-hand side for spectra under
consideration. The expression can be verified analyti-
cally by evaluating the sum on the right-hand side in the
continuum limit. The number variance is calculated by
using (24).
In this article, our numerical samples consist of en-
sembles having 100000 spectra of the two-particle sys-
tem. The spectra are constructed from all three types of
Gaussian ensembles, each of dimension N = 1000. We
have done calculations for three different regions of the
spectra denoted by ξ = 3.0, 105.6 and 225.5. These values
correspond to ζ = 1500, 50000 and 100000 respectively in
the corresponding unfolded spectra. We have also con-
sidered matrices with N = 5000 but with a smaller en-
semble having 5000 spectra in each case and ξ = 20.0
(with ζ = 50000).
VII. SHORT RANGE BEHAVIOR
The two-particle spectrum is constructed by addition
of energy levels of one particle spectrum. The eigenval-
ues exhibit the characteristics of uncorrelated spectrum.
Therefore spectra of non-interacting particles should dis-
play the Poisson statistics for small correlation lengths
- a characteristic of integrable systems. We first con-
sider the number variance to illustrate the short range
behavior. From (23, 26) one can predict that for short
correlation lengths, viz. r ≪ N , Poisson behavior will
be obtained. The one-particle form factor F2(k) for the
Gaussian ensembles increases from zero and goes to one
for |k| & 1. Eq. (23) implies that for two-particle spec-
tra F
(2)
2 (k; ξ) is one for kR
(2)
1 & 1 or k & 1/N because
the spectral density for the two-particle spectra is of the
order N . See Fig.6, Fig.8 and Fig.10 ahead. By sub-
stituting, F
(2)
2 (k; ξ) = 1 in (26), we obtain the Poisson
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FIG. 2. Number variance at short correlation lengths for all
three types of EEs. Agreement with Poisson result, shown by
solid lines, is excellent.
result in the large N limit,
Σ2(r; ξ) = 2
∫ ∞
0
(
sin(πkr)
πk
)2
dk
= r. (28)
This is shown in Fig.2 for all three types of EEs.
Next we consider the nearest neighbor spacing distri-
bution. The kth-nearest neighbor spacing distribution
Pk(s) viz. the distribution of spacing between two levels
with k levels in the middle, exhibits Poisson statistics.
Pk(s) for integrable systems is given by,
Pk(s) =
sk
k!
e−s. (29)
Our results are shown in Fig.3 for all three types of EEs,
viz., EGOE, EGUE and EGSE.
The agreement with the Poisson result is excellent for
the number variance as well as the spacing distribution.
VIII. SATURATION PHENOMENON IN
NUMBER VARIANCE
Saturation of number variance for large correlation
lengths, r & N , comes from the suppression of fluctu-
ations of short-wave frequencies (or large wavelengths).
To explain it, we consider a model where the fluctuations
of frequencies < δ are completely absent. The two-point
form factor is given by
F2(k) =
{
0, 0 ≤ |k| ≤ δ,
1, δ < |k| <∞.
(30)
The number variance is evaluated using (26) for the above
form factor and is shown in Fig.4 for several values of δ.
For δ = 0, Poisson result is obtained. For δ > 0, the num-
ber variance is Poisson-like for small r and approaches
saturation value 1/(π2δ) for large r; see (33) ahead.
For saturation to occur in the general case, (26) should
converge for large values of r, i.e., F
(2)
2 (k; ξ) = O(|k|
ǫ)
for small |k| with ǫ > 1. The saturation value can now
be evaluated by replacing (sin(πkr))2 in (26) by 1/2, its
average over r for large r. Thus, we have,
Σ2sat(r; ξ) =
∫ ∞
−∞
F
(2)
2 (k; ξ)
1
2π2k2
dk. (31)
This will be verified ahead for systems of two non-
interacting particles in sections IX, X, XI for EGUE,
EGOE and EGSE respectively by rigorous calculations.
Note that the saturation does not apply to the Gaussian
and Poisson ensembles because in these cases (31) is not
convergent.
We also mention that the suppression of short wave
frequencies should occur in the case of interacting em-
bedded ensembles also [27, 30] and, therefore, we expect
(31) to apply again. In these cases, it is known from nu-
merical simulations that the short-range fluctuations are
identical to those of Gaussian ensembles [26]. By gener-
alizing (30), we can make a heuristic model for this case
also. We consider the form factor
F2(k) =
{
0, 0 ≤ |k| ≤ δ,
g(k), δ < |k| <∞,
(32)
where g(k) = 1− b2(k) is the form factor of the Gaussian
ensembles. Using (31) we can predict that Σ2 will become
a constant for large r with value given by,
Σ2sat(r) = 2
∫ ∞
δ
g(k)
2π2k2
dk. (33)
We show Σ2 in Fig.5 using g(k) of GOE, GUE and GSE,
given ahead in (52), (36) and (44) respectively. For
δ > 0, the number variance shows good agreement with
the Gaussian ensemble results for r . 10 for the values
of δ chosen. For larger values of r, saturation is ob-
served and is consistent with (33). We mention however
that saturation in the interacting case has not yet been
demonstrated in numerical simulations of embedded en-
sembles nor in the simulations of quantum chaotic sys-
tems. See however [22, 23] for saturation in the statistics
of zeros of Riemann-ζ function.
In the earlier numerical and semiclassical calculations
[20, 21] for integrable and chaotic spectra of two degrees
of freedom, saturation has been studied in terms of the
rigidity statistics ∆3(r). This is related to Σ
2(r) by [32]
∆3(r) =
2
r4
∫ r
0
(
r3 − 2r2s+ s3
)
Σ2(s) ds, (34)
and therefore the corresponding saturation values are
also related:
∆3sat =
1
2
Σ2sat. (35)
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FIG. 3. kth-nearest neighbor spacing distribution of two particle unfolded spectra. k = 0 denotes the nearest neighbor spacing
distribution. Solid lines show the theoretical results for the normalized Poisson distribution.
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FIG. 4. (Color online) The number variance for the form
factor given in (30) for several values of δ. Inset shows the
same figure for small correlation lengths.
IX. EMBEDDED GAUSSIAN UNITARY
ENSEMBLE
We start with the simplest case, i.e., the EGUE. The
form factor for the single particle spectrum is given by
[3],
b2(k) =
{
1− |k|, |k| ≤ 1,
0, |k| ≥ 1.
(36)
Substituting this in the expression for the two-level form
factor given in (23), we get,
F
(2)
2 (k; ξ) =
{
χ, |χ| ≤ 1,
1, |χ| > 1,
(37)
where χ = kR
(2)
1 (ξ). We numerically calculate the form
factor, F
(2)
2 (k; ξ) as discussed in Section VI. The form
factor at several locations in the two-particle spectra de-
noted by ξ is shown in Fig.6. The results are in excellent
agreement with the analytical results given in (37) and
confirm the suppression of correlations for short frequen-
cies (|k| = O(N)).
For number variance, we substitute in (26) the expres-
sion for the form factor given in (37). See Appendix C
for detailed calculation. We find,
Σ2(r; ξ) =
R
(2)
1 (ξ)
π2
[
2 + π2∆− cos(2π∆)−
sin(2π∆)
2π∆
− 2π∆Si(2π∆)
]
, (38)
where ∆ = r/R
(2)
1 (ξ) and Si is the sine-integral function,
defined as,
Si(x) =
∫ x
0
sin(s)
s
ds. (39)
Number variance, Σ2(r), is plotted against correlation
length, r, in Fig.7. The agreement is very good for r ≈ N .
The small rise in Σ2 for larger values of r is due to finite
size effect. We will see in Section XII that the results
become much better for N = 5000.
To find the number variance for small values of r, one
can make Taylor expansion of (38) around zero. The
number variance for small values of r can be written as,
Σ2(r; ξ) = R
(2)
1 (ξ)
[
∆−
4
3
∆2 + . . .
]
. (40)
By using (16), we get,
Σ2(r; ξ) = r −
4
3
1
R
(2)
1 (ξ)
r2 + . . . (41)
Since spectral density, R
(2)
1 (ξ), is O(N), the number vari-
ance is linear for r ≪ N , as verified in Fig.2.
Number variance saturates at large correlation lengths,
i.e., r = O(N). We expand sine integral function given
in (39) up to a few leading order terms,
Si(x) =
π
2
−
∫ ∞
x
sin(s)
s
ds
=
π
2
−
cos(x)
x
−
sin(x)
x2
+O(x−3). (42)
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FIG. 5. (Color online) Number variance for the model for interacting particle system discussed in Section VIII for several values
of δ. Inset of each Figure shows the corresponding short range behavior.
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007
k
0
0.2
0.4
0.6
0.8
1
F 2
(2)
(k)
ξ=3.0 (or ζ=1500)
ξ=105.6 (or ζ=50000)
ξ=225.5 (or ζ=100000)
Theory
FIG. 6. (Color online) The two particle form factor for EGUE
in different regions of spectra denoted by ξ = 3.0, 105.6 and
225.5 respectively.
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FIG. 7. (Color online) Number variance vs. r for EGUE for
three regions denoted by ξ. Solid lines are obtained from (38).
Substituting (42) in (38) and ignoring the lower order
terms, we get the saturation value for r & N ,
Σ2sat(r; ξ) =
2
π2
R
(2)
1 (ξ), (43)
which is same as derived from (31).
X. EMBEDDED GAUSSIAN SYMPLECTIC
ENSEMBLE
For the Gaussian symplectic ensemble, the form factor,
b2(k) is given by [3],
b2(k) =
{
1− 12 |k|+
1
4 |k| log(|(1− |k|)|), |k| < 2,
0, |k| > 2.
(44)
By using (21), the two particle form factor can be written
as,
F
(2)
2 (k; ξ) =
{ [
|χ|
2 −
|χ|
4 log (|(1− |χ|)|)
]2
, |χ| < 2,
1, |χ| > 2,
(45)
where χ = kR
(2)
1 (ξ). We calculate the form factor,
F
(2)
2 (k; ξ) using (27). The numerical results are displayed
in Fig.8. We observe good agreement with the analytical
expressions given in (45). Note that F
(2)
2 becomes singu-
lar for |k|R
(2)
1 (ξ) = 1 as also does 1− b2(k) at |k| = 1 for
the one-particle case in (44).
We evaluate number variance by substituting the form
factor for EGSE from (45) in (26). The calculation for
evaluating number variance is given in Appendix D. We
finally get the following expression for the number vari-
ance,
Σ2(r; ξ) =
R
(2)
1 (ξ)
8π2
[
14 + 8π2∆−
2 cos(2π∆)Si(2π∆)
π∆
− 16π∆Si(4π∆)− 4 cos(4π∆)−
sin(4π∆)
π∆
−2 cos(2π∆) 2F3
[
1
2 ,
1
2
3
2 ,
3
2 ,
3
2
;−π2∆2
]]
. (46)
Here 2F3 represents the hypergeometric function defined
as,
2F3
[
a1, a2
b1, b2, b3
;x
]
=
∞∑
k=0
(a1)k(a2)k
(b1)k(b2)k(b3)k
xk
k!
, (47)
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FIG. 8. (Color online) Two particle form factor for the EGSE
for three values of ξ.
where (a)n is the Pochhammer symbol, given by
(a)n =
Γ(a+ n)
Γ(a)
. (48)
The number variance is shown in Fig.9. The numerical
results follow the analytical expression very well. Again
we consider the N = 5000 case in Section XII for better
agreement for large r values.
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FIG. 9. (Color online) Variation of number variance with r for
EGSE. The number variance is calculated for various values
of ξ.
Behavior at small correlation lengths is obtained by
evaluating the Taylor expansion of the above expression
around r = 0. The number variance for small r can be
written as,
Σ2(r; ξ) = R
(2)
1 (ξ)
(
∆−
28
27
∆2 . . .
)
. (49)
Substituting (16) in the Taylor expansion, we get,
Σ2(r; ξ) = r −
1
R
(2)
1 (ξ)
28
27
r2 + . . . (50)
Again since R
(2)
1 (ξ) = O(N), Σ
2(r) is linear in r for
r ≪ N . We have shown the linear behavior of num-
ber variance for EGSE at small values of r in Fig.2. The
saturation value of Σ2 at large correlation lengths can be
obtained by evaluating the limiting values of the higher
order terms. Using (42) and ignoring the lower order
terms, we get the saturation value, given by
Σ2sat(r, ξ) =
7
4π2
R
(2)
1 (ξ) for r ≈ O(N), (51)
again consistent with (31). Note that the hypergeometric
function, 2F3, converges to zero for large values of r.
XI. EMBEDDED GAUSSIAN ORTHOGONAL
ENSEMBLE
We consider the form factor for EGOE. The one par-
ticle form factor is given by,
b2(k) =
{
1− 2|k|+ |k| log(1 + 2|k|), |k| ≤ 1,
−1 + |k| log
(
2|k|+1
2|k|−1
)
, |k| ≥ 1.
(52)
Using (23), we have for the two-particle system,
F
(2)
2 (k; ξ) =
{
[2|χ| − |χ| log (1 + 2|χ|)]
2
, |χ| ≤ 1,[
2− |χ| log
(
2|χ|+1
2|χ|−1
)]2
, |χ| > 1,
(53)
where χ = kR
(2)
1 (ξ). We calculate the two-particle form
factor, F
(2)
2 (k; ξ), using (27). The form factor for EGOE
at several values of ξ is shown in Fig.10. The numerical
results are in good agreement with the analytical expres-
sion given in (53).
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FIG. 10. (Color online) The two particle form factor for
EGOE for three values of ξ.
To evaluate the number variance, we substitute the
two-particle form factor for EGOE from (53) in (26). The
number variance can be written as,
9Σ2(r; ξ) =
R
(2)
1 (ξ)
2π3∆
[
cos(π∆)[4Si(π∆) + (log 9− 4)Si(3π∆)]− sin(π∆)[4Ci(π∆) + (log 9− 4)Ci(3π∆)]
− 2π∆cos(2π∆)− (log 3− 2)2 sin(2π∆) + π∆[22 + 3 log 3(log 3− 6)− 4π∆Si(2π∆)]− π log 3 cos(π∆)
+ 2π3∆2 + 2
∫ 3
1
∫ ∞
∆
sin(π(kt−∆))
kt
dkdt
]
+ σ, (54)
where
σ = 2R
(2)
1 (ξ)
∫ ∞
1
[
3 +
[
k log
(
2k + 1
2k − 1
)]2
− 4k log
(
2k + 1
2k − 1
)](
sin(πk∆)
πk
)2
dk. (55)
See Appendix E for the derivation of (54). We numer-
ically obtain the number variance for EGOE at several
values of ξ. We show in Fig.11 the numerical results
and its verification with the analytical expression given
in (54). Note that we calculate σ numerically while cal-
culating number variance from (54). Again much better
agreement is found for N = 5000 as shown in Section
XII.
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FIG. 11. (Color online) Number variance vs. r for EGOE.
The spectra are generated from the one particle spectra of size
N = 1000. Number variance is evaluated for ξ = 3.0, 105.6
and 225.5.
We calculate the number variance for small correlation
lengths in Fig.2. We obtain linear behavior as in the case
of EGUE and EGSE.
For number variance at large correlation lengths, we
solve (53, 31) directly for large values of ∆. We find,
Σ2sat(r; ξ) =
1
2π2
[
28− 18 log(3)− 12Li2(−2)− 2π
2
]
R
(2)
1 (ξ)
(56)
for r ≈ O(N). Here Li2(x) =
∑∞
k=1 x
k/k2 is the Diloga-
rithm function.
XII. NUMBER VARIANCE FOR N = 5000
The number variance for all three ensembles, viz.,
EGOE, EGUE and EGSE at N = 1000 show small de-
partures from the theoretical results for larger values of
correlation lengths (r & N). This is a finite-N effect. To
improve the agreement, we evaluate the number variance
for N = 5000 with ensemble having 5000 matrices. We
find that the number variance follows the theoretical re-
sults for much larger correlation lengths (r = O(4N)) as
shown in Fig.12.
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FIG. 12. Number variance for all three ensembles atN = 5000
and ξ = 20.0, which is equivalent to ζ = 50000.
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XIII. SATURATION OF NUMBER VARIANCE
FOR NON-UNIFORM DENSITY
We have considered above the number variance for the
case when the one-particle spectral density is uniform.
We now consider the number variance briefly for the case
when the one-particle ensemble is GUE. Thus, the one-
particle spectral density is semicircle and is given by
R1(x) =
1
2π
√
4N − x2. (57)
We numerically obtain the two-particle density and also
numerically unfold it to obtain number variance. The
two-particle spectral density and number variance are
shown in Fig.13a and Fig.13b respectively. Again we
find saturation similar to (31). Note that in both cases
the data correspond to the same regions in the unfolded
two-particle spectrum viz. ζ = 1500, 50000 and 100000
respectively for upper, middle and lower curves. We see
that the saturation phenomenon is universal, but the ac-
tual numbers are different.
We emphasize that the R
(2)
1 used in all the expressions
for Σ2, R
(2)
2 , Y
(2)
2 given in the earlier sections are valid
only for the uniform case. The general theory that covers
all types of one-particle density is yet to be worked out.
XIV. CONCLUSION
We have studied the embedded ensembles for systems
of two non-interacting particles. The one-particle spectra
are modeled by (unfolded) Gaussian ensembles. We have
derived correlation functions for such systems and stud-
ied the local fluctuation properties like nearest neighbor
spacing distribution and the number variance. We find
that for small correlation lengths two particle spectrum
exhibits Poisson statistics which is a key behavior of inte-
grable systems. For higher correlation lengths, the num-
ber variance approaches saturation values. We find that
saturation (viz., linear to constant transition) occurs due
to suppression of fluctuations of short-wave frequencies.
Thus, spectra are rigid for such lengths. We study the
number variance and their saturation values for all three
types of embedded Gaussian ensembles, constructed us-
ing the spectrum of Gaussian ensembles viz., GOE, GUE
and GSE, as the one-particle spectrum. The saturation
phenomenon has been studied for chaotic systems also
by semiclassical methods. We present a heuristic model
to illustrate the saturation phenomenon in the embed-
ded ensembles of interacting particles. In these cases the
spectrum displays a logarithmic to constant transition.
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FIG. 13. (Color online) Spectral density and number vari-
ance for two-particle spectrum constructed from one-particle
spectra with semi-circular spectral density given in (57) with
N = 1000. Number variance is calculated in the same re-
gion on the unfolded scale where it was calculated in Fig. 7.
Data points denoted by circle, square and triangle represent
the number variance around ζ = 1500, 50000 and 100000 re-
spectively. Upper, middle and lower solid lines represent the
number variance in the same region for the uniform case (i.e.
for R1(x) = 1).
Appendix A: Correlation function for the
two-particle spectrum
The correlation functions can be written in terms of
cluster functions using the definition given in (4). One
and two-level correlation functions are given in (5) and
(6) respectively. Similarly, three and four-level correla-
tion functions can be written as,
R3(x1, x2, x3) = T3(x1, x2, x3)
− T1(x1)T2(x2, x3)− T1(x2)T2(x1, x3)
− T1(x3)T2(x1, x2)
+ T1(x1)T1(x2)T1(x3), (A1)
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and
R4(x1, x2, x3, x4) = −T4(x1, x2, x3, x4)
+ T1(x1)T3(x2, x3, x4) + . . .+ . . . (4 terms)
+ T2(x1, x2)T2(x3, x4) + . . .+ . . . (3 terms)
− T1(x1)T1(x2)T2(x3, x4)− . . .− . . . (6 terms)
+ T1(x1)T1(x2)T1(x3)T1(x4). (A2)
Note that the Rn are normalized to N(N − 1) . . . (N −
n+ 1). Similarly two-particle correlation function, R
(2)
n ,
are normalized to d2(d2 − 1) . . . (d2 − n+ 1).
We will derive general expression for the spectral den-
sity and the two-level correlation function in terms of
the correlation functions belonging to the single parti-
cle spectrum. The spectral density for the two-particle
spectrum, R
(2)
1 (ξ), is given by
R
(2)
1 (ξ) =
∫ ∞
−∞
∫ ∞
−∞
[C2R2(x1, x2) + C1R1(x1)δ(x1 − x2)]
× δ
(
ξ − (x1 + x2)
)
dx1dx2. (A3)
The values of coefficients C1 and C2 in (A3) are deter-
mined by the contribution of their corresponding corre-
lation functions to the two particle spectrum. We know
that two fermions can not occupy same energy level.
Thus, we have, C1 = 0. The normalization values on the
left-hand side and right-hand side are d2 = N(N − 1)/2
and C2N(N − 1) respectively. We, therefore, have C2 =
1/2. Substituting these values in (A3), we get,
R
(2)
1 (ξ) =
1
2
∫ ∞
−∞
∫ ∞
−∞
R2(x1, x2) δ (ξ − (x1 + x2)) dx1dx2.
(A4)
By substituting the relation between the correlation and
cluster functions given in (5) and (6), we get the spectral
density in terms of the cluster functions as given in (7)
of the main text.
The two level correlation function, R
(2)
2 , can be evalu-
ated from the four level and lower-order correlation func-
tions of the one particle spectrum. Thus R
(2)
2 can be
expressed as a linear function of R4 and R3 as follows,
R
(2)
2 (ξ1, ξ2) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
C4R4 (x1, x2, x3, x4)
+ C3R3 (x1, x2, x3)R1(x4)δ(x1 − x4)
]
δ
(
ξ1 − (x1 + x2)
)
× δ
(
ξ2 − (x3 + x4)
)
dx1dx2dx3dx4. (A5)
For Fermions, it can be assumed without any loss of gen-
erality that x1 > x2, x3 > x4 and x1 + x2 6= x3 + x4.
Under these conditions it can be easily verified that R2
and R1 can not contribute. Therefore, these are not con-
sidered in (A5). The coefficients C3 and C4 are deter-
mined by their contributions to the two-particle corre-
lation function. The normalization on left-hand side is
equal to d2(d2−1) = (N+1)N(N−1)(N−2)/4. There are
N(N − 1)(N − 2)(N − 3)/4 permutations of x1, x2, x3, x4
such that all four x-variables are different. Therefore,
these permutations must be equal to the normalization
of C4R4. The remaining N(N − 1)(N − 2) permuta-
tions are such that two of the x-variables are same. So
these permutations should be equal to the normalization
of C3R3. To keep the normalization equal to these values,
we must have C4 and C3 equal to 1/4 and 1 respectively.
Substituting these values in (A5) and putting R1(x) = 1,
we get the expression for R
(2)
2 given in the main text by
(8).
Appendix B: Two-level correlation function for the
two-particle spectrum
We write R
(2)
2 as the sum of two functions, I4 and I3,
where I4 is the integral over the R4 term and I3 is the
integral over the R3 term given in (8). Thus R
(2)
2 is given
by
R
(2)
2 =
1
4
I4 + I3. (B1)
The order of integration of T3 and T4 terms is much lower
than the remaining terms. We ignore these terms in fur-
ther calculations.
We first calculate I4. We have
I4 =
∫ N/2
−N/2
∫ N/2
−N/2
∫ N/2
−N/2
∫ N/2
−N/2
[
T2(x1, x4)T2(x2, x3) + T2(x1, x3)T2(x2, x4)−
2∑
i=1
4∑
j=3
T2(xi, xj)
]
× δ(ξ1 − (x1 + x2))δ(ξ2 − (x3 + x4)) dx1dx2dx3dx4 + 4R
(2)
1 (ξ1) R
(2)
1 (ξ2). (B2)
Here we have used (7, 9) in (B2). The integrand in (B2)
remains the same if we interchange x1 with x2 and x3
with x4. Therefore the first two terms give same values
upon integration and the other four terms in the summa-
tion also yield same values. Thus, we get,
I4 =
∫ N/2
−N/2
∫ N/2
−N/2
∫ N/2
−N/2
∫ N/2
−N/2
[
2T2(x1, x3)T2(x2, x4)
− 4T2(x1, x3)
]
δ(ξ1 − (x1 + x2))
× δ(ξ2 − (x3 + x4)) dx1dx2dx3dx4
+ 4R
(2)
1 (ξ1) R
(2)
1 (ξ2). (B3)
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For ξ1, ξ2 ≥ 0 we find,
I4 =
∫ N/2
−N/2+ξ2
(∫ N/2
−N/2+ξ1
[
2T2(x1, x3)T2(ξ1 − x1, ξ2 − x3)
− 4T2(x1, x3)
]
dx1
)
dx3 + 4R
(2)
1 (ξ1) R
(2)
1 (ξ2). (B4)
The one-particle cluster functions are translationally in-
variant for the unfolded spectra. Using (10), I4 can be
written as,
I4 =
∫ N/2
−N/2+ξ2
(∫ N/2
−N/2+ξ1
[
2Y2(x3 − x1)Y2
(
∆− (x3 − x1)
)
− 4Y2(x1 − x3)
]
dx1
)
dx3 + 4R
(2)
1 (ξ1) R
(2)
1 (ξ2),
(B5)
where ∆ = ξ2− ξ1 as defined in (14). Away from the tail
of the spectrum, using following change of variables,
s1 = x3 − x1; s2 = x3 + x1 (B6)
we can simplify (B5) considerably. We find,
I4 = 2(N − ξ)
∫ ∞
−∞
Y2(s1)Y2(∆− s1) ds1 − 4(N − ξ)
+ 4R
(2)
1 (ξ1) R
(2)
1 (ξ2), (B7)
where |∆| = O(1) and ξ = (ξ1 + ξ2)/2 as mentioned in
(14).
Ignoring T3 term, we can write I3 as,
I3 =
∫ N/2
−N/2
∫ N/2
−N/2
∫ N/2
−N/2
∫ N/2
−N/2
[
1− T2(x1, x2)− T2(x1, x3)
− T2(x2, x3)
]
δ(x1 − x4)δ(ξ1 − (x1 + x2))
× δ(ξ2 − (x3 + x4)) dx1dx2dx3dx4.
simplifying as above, we find
I3 =
∫ N/2
−N/2+ξ2
[
1−Y2(2x−ξ1)−Y2(2x−ξ2)−Y2(∆)
]
dx,
(B8)
and therefore for large N , we get,
I3 = (N − ξ +
∆
2
) [1− Y2(∆)] . (B9)
Substituting expressions for I4 and I3 in (B1) and ignor-
ing terms of O(1), we get,
R
(2)
2 (ξ1, ξ2)−R
(2)
1 (ξ1) R
(2)
1 (ξ2) =
N − |ξ|
2
[∫ ∞
−∞
Y2(x)Y2(∆− x) dx− 2Y2(∆)
]
. (B10)
This gives the cluster function for two-particle spectrum
mentioned in (13) of the main text. Note that the eval-
uation of (B3) for ξ1, ξ2 ≤ 0 also yields the same result.
We have put |ξ| in (B10) to include this case.
Appendix C: Number variance for EGUE
To evaluate the number variance, we substitute the
expression for the form factor given in (37) in (26). We
get
Σ2(r; ξ) = 2
∫ 1/R(2)1 (ξ)
0
[
kR
(2)
1 (ξ)
]2( sin(πkr)
πk
)2
dk
+ 2
∫ ∞
1/R
(2)
1 (ξ)
(
sin(πkr)
πk
)2
dk. (C1)
Eq.(C1) can be written as,
Σ2(r; ξ) = 2R
(2)
1 (ξ)
∫ 1
0
k2
(
sin(πk∆)
πk
)2
dk
+ 2R
(2)
1 (ξ)
∫ ∞
1
(
sin(πk∆)
πk
)2
dk, (C2)
where r = R
(2)
1 (ξ)∆ as mentioned in (16). Note that,∫ ∞
x
(
sin(s)
s
)2
ds =
(sin(x))2
x
+
π
2
−
∫ 2x
0
sin(s)
s
ds.
(C3)
By substituting (C3) in (C2) we get the number variance
given in (38) of the main text.
Appendix D: Number variance for EGSE
We use the form factor for EGSE given in (45) and
substitute in (26) to calculate the number variance. We
get,
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Σ2(r; ξ) = 2R
(2)
1 (ξ)
[ ∫ 1
0
[
|k|
2
−
|k|
4
log (1− |k|)
]2(
sin(πk∆)
πk
)2
dk +
∫ 2
1
[
|k|
2
−
|k|
4
log (|k| − 1)
]2(
sin(πk∆)
πk
)2
dk
+
∫ ∞
2
(
sin(πk∆)
πk
)2
dk
]
, (D1)
where ∆ is related to r as in (16). We regroup and per-
form suitable transformations of variables to get,
Σ2(r; ξ) =
R
(2)
1 (ξ)
2π2
∫ 2
0
[sin(πk∆)]
2
dk
+
2R
(2)
1 (ξ)
π
∫ ∞
2π∆
[
sin(k)
k
]2
dk
−
R
(2)
1 (ξ)
2π2
∫ 1
0
log(k) [1− cos(2π∆) cos(2π∆k)] dk
+
R
(2)
1 (ξ)
8π2
∫ 1
0
[log(k)]2 [1− cos(2π∆) cos(2π∆k)] dk.
(D2)
We mention the following standard integrals,
∫ 1
0
log(t) cos(at) dt = −
Si(a)
a
, (D3)
∫ 1
0
[log(t)]2 cos(at) dt = 2 2F3
[
1
2 ,
1
2
3
2 ,
3
2 ,
3
2
;−
a2
4
]
, (D4)
(D5)
and
∫ 1
0
[
1
4
(log(t))2 − log(t)
]
dt =
3
2
. (D6)
Here 2F3 represents the hypergeometric function defined
by (47,48). We solve (D2) using these expressions to get
the number variance given in (46) of the main text.
Appendix E: Number variance for EGOE
The number variance is evaluated by substituting the
two-particle form factor for EGOE from (53) in (26). We
get,
Σ2(r; ξ) = 2R
(2)
1 (ξ)
∫ 1
0
[2|k| − |k| log (1 + 2|k|)]2
×
(
sin(πk∆)
πk
)2
dk
+ 2R
(2)
1 (ξ)
∫ ∞
1
(
sin(πk∆)
πk
)2
dk.
+ σ, (E1)
where σ is given in (55). The integrals involved in (55)
are not easy. By numerical calculations, we find that the
contribution from (55) is of much lower order. Ignoring
the contribution from σ, we get an error of about 6%.
Therefore, we solve here (E1) without evaluating the σ
term. We take help of the following integrals in solving
(E1),∫
log(x) sin(ax) dx =
Ci(ax)
ax
−
log(x) cos(ax)
a
, (E2)
∫
log(x) cos(ax) dx =
log(x) sin(ax)
a
−
Si(ax)
ax
, (E3)
∫
[log(x)]
2
dx = 2x− 2x log(x) + x[log(x)]2, (E4)
∫
[log(x)]2 sin(ax) dx = −[log(x)]2
cos(ax)
a
+
2 log(x)
a
Ci(ax) −
2
a
∫
Ci(ax)
x
dx, (E5)
∫
[log(x)]2 cos(ax) dx = [log(x)]2
sin(ax)
a
−
2 log(x)
a
Si(ax) +
2
a
∫
Si(ax)
x
dx, (E6)
and∫ ∞
a/π
sin(πsx − a)
sx
ds =
Ci(ax) sin(a)
x
−
Si(ax) cos(a)
x
.
(E7)
By substituting the above expressions in (E1), we get the
number variance given in (54) of the main text.
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