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1. Introduction
The purpose of this paper is to establish a global existence result for an integral equation
√
2
x∫
0
dy√∫ x
y g(u)du
= T (x), 0 x r. (1.1)
Here r > 0, T (x) is a prescribed, positive function, and we seek a solution g that is continuous on the
interval [0, r], positive on the interval (0, r]. Notice that the above equation is written as
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√
2
x∫
0
dy√
G(x) − G(y) = T (x), 0 x r, (1.2)
when we set G(x) := ∫ x0 g(u)du.
Eq. (1.1) arises from the following inverse problem:
Problem 1.1. Determine a nonlinearity g of an equation
u¨ + g(u) = 0, ˙= d
dt
, (1.3)
so that, for each x ∈ (0, r], a solution u(t) of the equation with the stationary (maximal) value x has
a half-period T (x) that is a prescribed function of x. (See also Fig. 1.)
This is a fundamental part of the problem to reconstruct restoring forces g from relations be-
tween the period and the amplitude of oscillations, which has been studied by many authors [2,3,
5,11–13,16,17]. Notice that, if g is continuous, then Problem 1.1 is reduced to (1.1), see [18, §13.1].
A uniqueness result to Problem 1.1 was established by Opial [13], which showed that Problem 1.1 has
at most one continuous solution. Urabe [16] established a local (in the sense that r is small) existence
of its solution g under an assumption that T has a Lipschitz continuous derivative (see also Urabe
[17,18] and references therein). This assumption was weaken by Alfawicka [2], which established the
local existence of g under an assumption that T itself is Lipschitz continuous. It also showed that
the solution g satisﬁes g(x) = (π/T (0))2x + o(x) as x → 0. Problem 1.1 has been also explored in a
framework of analytic functions by Alfawicka [3], Cima, Mañosas and Villadelprat [5], Mañosas and
Torres [11]. Several related topics with Problem 1.1 may be found in Schaaf [15], Addou [1], Cima,
Gasull and Mañosas [4], Henrard and Zanolin [7]. Though Problem 1.1 is interesting also for a pre-
scribed (full) period and for a constant period (a problem of isochronism), in the present paper, we
conﬁne ourselves to the problem for a half-period.
By letting x(t) be the inverse function of t = G(x), Eq. (1.1) is recast as
√
2
t∫
0
x′(s)√
t − s ds = T
(
x(t)
)
, 0 t  G(r), (1.4)
via the substitution s = G(y) (⇔ y = x(s)) in (1.2). Integrating this equation 1/2-times, namely, using
a standard method (to apply the integral operator I
1
2 deﬁned later in (1.8)) for solving the Abel
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√
2
2π
t∫
0
T (x(s))√
t − s ds = x(t). (1.5)
Conversely, as was shown in [2] (also refer to the proof of Proposition 3.2 of the present paper), if
T is Lipschitz continuous then a solution x(t) of (1.5) is necessarily differentiable and hence satisﬁes
(1.1). In other words, solving Eq. (1.1) is equivalent to ﬁnding a solution of (1.5). It should be pointed
out that Alfawicka [2] applied the contraction principle to (1.5) for proving her local existence result
(Theorem 3.2 in [2]), while Urabe [16] employed a differential form of (1.5).
We now state the ﬁrst main result of the present paper.
Theorem 1.2. Given a Lipschitz continuous, positive function T on the interval [0, r], there exists a (unique)
solution g of (1.1) that is continuous on [0, r], positive on (0, r].
Note that Theorem 1.2 is a global existence result for Problem 1.1 that is completely correspond-
ing to Alfawicka’s local existence theorem. Our plan for the proof of Theorem 1.2 is as follows: In
Section 2, by a method of successive approximations, we shall show that Eq. (1.5) admits a solution
x(t) that reaches r at some ﬁnite point t . To do so we need to extend a prescribed function T over
r so that the composition of each approximation and an extended function becomes well-operated.
The positivity of T is required in a process of the extension. In Section 3, by a method of fractional
calculus, we shall show that the solution x(t) is differentiable and its derivative is positive for t > 0.
Our strategy for proving positivity of the derivative consists in an investigation to signatures of both
sides in ( 32 − ε)-times differential form of (1.5) as ε → 0. In Section 4, by deﬁning g to be the deriva-
tive of the inverse function of x(t), we shall show that a process of coming back from (1.5) to (1.1) is
possible. Thus we ﬁnd a global solution g of (1.1). A way in which we ﬁnd the solution is constructive.
We shall summarize the way at the end of Section 4.
To formulate our second main theorem, we introduce the notation Lip+[0, r], which denotes the
class of Lipschitz continuous, positive functions on the interval [0, r]. As was mentioned by Alfawicka
[2, p. 306], a set of all half-period functions contains Lip+[0, r] as a proper subset. (For instance, if g
is a positive constant, say 1, then T (x) = 23/2√x by (1.1).) However when we conﬁne the nonlinearity
g in the class of functions such that x−1g(x) ∈ Lip+[0, r], the set is contained in Lip+[0, r]. That is,
we shall prove the following theorem.
Theorem 1.3. The correspondence x−1g(x) → T (x) by (1.1) is a map from Lip+[0, r] into itself.
The proof of Theorem 1.3 will be given in Section 4. In Section 5 we shall give two examples that
indicate what occurs at a point where T has lost either positivity or Lipschitz continuity. Our main
theorems and these examples tell us that the class Lip+[0, r] employed by Alfawicka [2] is a suitable
framework for half-period functions in Problem 1.1, not only locally but also globally.
Notation. Throughout this paper, let L denote the Lipschitz constant of T :
∣∣T (x) − T (y)∣∣ L|x− y|, x, y ∈ [0, r], (1.6)
and put
Tmin := min
0xr
T (x), Tmax := max
0xr
T (x). (1.7)
A Riemann–Liouville integral operator Iδ , δ > 0, is deﬁned by
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Iδφ
)
(t) = 1
Γ (δ)
t∫
0
φ(s)
(t − s)1−δ ds (1.8)
for φ ∈ C[0, r], where Γ is the Gamma function, and C[0, r] represents the set of continuous functions
on [0, r]. It is direct to see by an interchange of the order of the integration that
Iδ1 Iδ2 = Iδ1+δ2 (1.9)
on C[0, r] for δ1, δ2 > 0 (see, e.g., Samko, Kilbas and Marichev [14, p. 35]). We shall write (1.5) in the
form
1√
2π
I
1
2 (T ◦ x) = x, (1.10)
where T ◦ x denotes the composition of functions T and x. As was already stated, Lip+[0, r] stands for
the set of Lipschitz continuous, positive functions on the interval [0, r].
2. Successive approximations
In this section we shall establish the following global existence result for a solution of Eq. (1.5):
Proposition 2.1. If T ∈ Lip+[0, r] then there exist a positive number q and a continuous function x = x(t) on
the interval [0,q] such that
(i) x(t) satisﬁes Eq. (1.5) on [0,q],
(ii) x(0) = 0, x(q) = r,
(iii) 0< x(t) < r for t ∈ (0,q).
Proof. In view of the assumption that T is a continuous, positive function on [0, r], we have 0 <
Tmin  Tmax < ∞ and so we can set
r˜ = Tmax
Tmin
r. (2.1)
Moreover we extend a function T on [0, r] to a continuous function on [0, r˜] so that the function
still satisﬁes (1.6) and its range becomes the same as [Tmin, Tmax]. This extension is possible because
we may deﬁne, for example, T (x) = T (r) for r  x r˜. In what follows, for notational simplicity, we
denote the extension by the same notation T . Then T is a continuous function on [0, r˜] satisfying
(1.6) there. Furthermore we set
x(t) :=
√
2
π
Tmin
√
t, x(t) :=
√
2
π
Tmax
√
t; q˜ := x−1(r) =
(
π√
2
r
Tmin
)2
. (2.2)
Then, clearly, x(q˜) = r˜. This setting is illustrated in Fig. 2.
We now let x0(t) be a function on [0, q˜] with x(t) x0(t) x(t) there (for example x0(t) = x(t)),
and deﬁne xn(t) on [0, q˜] inductively by
xn(t) =
√
2
2π
t∫
T (xn−1(s))√
t − s ds, n = 1,2, . . . . (2.3)
0
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If x(t)  xn−1(t)  x(t) on [0, q˜] then 0  xn−1(t)  r˜ there, that is, xn−1(t) is in the domain of
deﬁnition of T for t ∈ [0, q˜]. Thus xn(t) is well-deﬁned. Moreover, as is easily checked by Tmin 
T (xn−1(s)) Tmax, the function xn(t) satisﬁes, for n = 0,1,2, . . . ,
x(t) xn(t) x(t), 0 t  q˜. (2.4)
It follows from deﬁnition (2.3) that
xk+1 − xk = 1√
2π
I
1
2 (T ◦ xk − T ◦ xk−1) (2.5)
for each positive integer k. Since |T ◦ xk − T ◦ xk−1| L|xk − xk−1| by assumption (1.6), this leads to
|xk+1 − xk| L√
2π
I
1
2 |xk − xk−1|.
Repeating this inequality and taking (1.9) into account, we get
∣∣xk+1(t) − xk(t)∣∣
(
L√
2π
)k
I
k
2
∣∣x1(t) − x0(t)∣∣
=
(
L√
2π
)k 1
Γ ( k2 )
t∫
0
(t − s) k2−1∣∣x1(s) − x0(s)∣∣ds (2.6)
for each positive integer k. Hence, for n >m 1, 0 t  q˜,
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k=m
∣∣xk+1(t) − xk(t)∣∣

t∫
0
(
n−1∑
k=m
(
L√
2π
)k 1
Γ ( k2 )
(t − s) k2−1
)∣∣x1(s) − x0(s)∣∣ds.
By Stirling’s formula Γ (z) = √2π e−zzz− 12 [1+ O (1/z)] as |z| → ∞, we have
Γ ( k+12 )
Γ ( k2 )
=
√
k
2
(
1+ o(1)), k → ∞.
Hence the power series
∑∞
k=1(1/Γ ( k2 ))t
k has radius of convergence +∞. This shows that {xn(t)}∞n=1
is a Cauchy sequence in C[0, q˜].
Thus, the sequence {xn(t)}∞n=0 converges to a function in C[0, q˜]. Let x˜(t) denote the limit function
on [0, q˜]. Then, by (2.4), x˜(t) satisﬁes x(t)  x˜(t)  x(t) on [0, q˜]. In particular, the function x˜(t) is
positive on (0, q˜], and takes r at some point on the interval (see Fig. 2). The latter fact implies that
the set {t | x˜(t) = r} is a nonempty set, which is closed because x˜(t) is continuous; we deﬁne a number
q ∈ (0, q˜] to be the minimum of the set. Finally we deﬁne a function x = x(t) by the restriction of x˜(t)
on [0,q]: x = x˜|[0,q] . Then x(t) possesses properties (i)–(iii) in the proposition. 
Remark 2.2. The solution x(t) of Eq. (1.5) obtained in Proposition 2.1 is the only solution of the
equation, which we shall, however, not need. To see this uniqueness, it suﬃces to verify that the
difference of two solutions x(t), y(t) of (1.5), which satisﬁes
x− y = 1√
2π
I
1
2 (T ◦ x− T ◦ y),
can be estimated, by a similar discussion to that from (2.5) to (2.6), as
∣∣x(t) − y(t)∣∣ ( L√
2π
)k 1
Γ ( k2 )
t∫
0
(t − s) k2−1∣∣x(s) − y(s)∣∣ds
for each positive integer k. At the present time there remains a question whether x(t) attains r at
only one point t = q; this question will be aﬃrmatively solved in the next section.
Remark 2.3. The assumption that T is positive on the whole interval [0, r] in Proposition 2.1 is needed
for the solution to take r at some point q, as is indicated by Example 5.1, in which T (x) = k− x, k > 0
and Eq. (1.5) with this T is solved as
x(t) = k −
√
2k
2π
∞∫
t
1√
s
e−
1
2π (s−t) ds.
If we choose r so that 0 < r < k then the solution x(t) attains r at some point t = q; while if we set
r = k then x(t) never attain r.
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In the previous section, we have shown that Eq. (1.5) has a continuous solution, which attains the
upper bound of the domain of T at some point q in the interval (0,∞) under the assumption that T
is Lipschitz continuous and positive. In this section, we shall prove that the solution is differentiable
and its derivative is positive on (0,q]. This fact is of independent interest in a viewpoint of integral
equations, apart from Problem 1.1; we use the new notation τ and b in place of T /
√
2π and q,
respectively.
The discussion is based on the fractional calculus associated with a Riemann–Liouville integral
operator Iδ deﬁned by (1.8) and a corresponding differential operator Dδ deﬁned by Dδ = DI1−δ ,
where D is a standard differential operator D = d/dt . Introducing a weighted version of the standard
Hölder space makes the discussion simpler and more transparent; let 0 < b < ∞, 0 α  1, −∞ <
η < ∞ and deﬁne the space Cα(0,b]η by
Cα(0,b]η :=
{
φ ∈ C(0,b]: ‖φ‖α,η := |φ|η + |φ|α,η < ∞
}
, (3.1)
where |φ|η and |φ|α,η are semi-norms deﬁned by
|φ|η := sup
t∈(0,b]
∣∣t−ηφ(t)∣∣, |φ|α,η := sup
t,s∈(0,b], t =s
|tα−ηφ(t) − sα−ηφ(s)|
|t − s|α .
Then Cα(0,b]η is a Banach space with the norm || · ||α,η . Moreover, evidently, φ ∈ Cα(0,b]η if and only
if t−ηφ(t) ∈ Cα(0,b]0. If α  β,η  ϑ then Cβ(0,b]ϑ ⊂ Cα(0,b]η . Note that if η > 0 then a function
φ belonging to Cα(0,b]η is a continuous function with φ(0) = 0.
The Riemann–Liouville integral operators improve the Hölder continuity of functions by their or-
der δ, while the Riemann–Liouville differential operators Dδ have the converse character. A rigorous
result on this mapping property of the Riemann–Liouville operators within the framework of a Hölder
space was obtained by Hardy and Littlewood [6, Section 5]. We need a slight different version of the
result:
Lemma 3.1. Let η > −1.
(1) If 0 α < α + δ < 1, then Iδ is a bounded operator from Cα(0,b]η to Cα+δ(0,b]η+δ .
(2) If 0 < α < α + δ  1, then Dδ is a bounded operator from Cα+δ(0,b]η+δ to Cα(0,b]η . For φ ∈
Cα+δ(0,b]η+δ , the derivative Dδφ is expressed as
Dδφ(t) = 1
Γ (1− δ)
(
φ(t)
tδ
+ δ
t∫
0
φ(t)− φ(s)
(t − s)δ+1 ds
)
. (3.2)
(3) If 0<α < α+ δ < 1, then Iδ is an isomorphism of Cα(0,b]η onto Cα+δ(0,b]η+δ , and the inverse is given
by Dδ: (Iδ)−1 = Dδ .
Although Lemma 3.1 is not a direct recasting of the result in [6, Section 5], it is rather acceptable;
we leave the proof in Appendix A and proceed to our key proposition.
Proposition 3.2. Let τ be a Lipschitz continuous function on an interval containing 0 and assume that
τ (0) > 0. If a continuous function x(t) deﬁned on some bounded, closed interval [0,b] satisﬁes
1√
π
t∫
0
τ (x(s))√
t − s ds = x(t), 0 t  b, (3.3)
then x(t) is differentiable and the derivative x′(t) is positive on (0,b].
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Step 1. The function τ ◦ x(t) := τ (x(t)) belongs to C0(0,b]0. Hence, by Lemma 3.1(1), x = I 12 (τ ◦ x)
belongs to C
1
2 (0,b] 1
2
. Let us denote the Lipschitz constant of τ by L: |τ (x)− τ (y)| L|x− y| for each
x, y in the domain of deﬁnition of τ . Then
∣∣τ ◦ x(t) − τ ◦ x(s)∣∣ L∣∣x(t) − x(s)∣∣ L|x| 1
2 ,
1
2
|t − s| 12 .
This implies that τ ◦ x ∈ C 12 (0,b]0 (note that b < ∞), and hence, τ ◦ x ∈ Cβ(0,b]0 for each β ∈ [0, 12 ].
Hence, by Lemma 3.1(1), x = I 12 (τ ◦ x) belongs to Cβ+ 12 (0,b] 1
2
for each β ∈ [0, 12 ), namely, |x(t)| 
∃M1t 12 , |tβx(t) − sβx(s)| M2|t − s|β+ 12 .
This leads to
∣∣(τ ◦ x(t) − τ ◦ x(0))∣∣ L∣∣x(t)∣∣ LM1t 12 ,
and
∣∣tβ(τ ◦ x(t) − τ ◦ x(0))− sβ(τ ◦ x(s) − τ ◦ x(0))∣∣
= ∣∣tβ(τ ◦ x(t) − τ ◦ x(s))+ (tβ − sβ)(τ ◦ x(s) − τ ◦ x(0))∣∣
 Ltβ
∣∣x(t) − x(s)∣∣+ LM1s 12 ∣∣tβ − sβ ∣∣
= L∣∣(tβx(t) − sβx(s))− (tβ − sβ)x(s)∣∣+ LM1s 12 ∣∣tβ − sβ ∣∣
 LM2|t − s|β+ 12 + 2LM1s 12
∣∣tβ − sβ ∣∣
 L(M2 + 2M1)|t − s|β+ 12 .
Thus τ ◦ x(t) − τ ◦ x(0) ∈ Cβ+ 12 (0,b] 1
2
for each β ∈ [0, 12 ). Since τ ◦ x(0) ∈ Cβ+
1
2 (0,b]0 and
Cβ+ 12 (0,b] 1
2
⊂ Cβ+ 12 (0,b]0, this shows that τ ◦ x ∈ Cβ+ 12 (0,b]0 for each β ∈ [0, 12 ). Hence, by
Lemma 3.1(2), x = I 12 (τ ◦ x) is differentiable on (0,b] and the derivative x′ = DI 12 (τ ◦ x) = D 12 (τ ◦ x)
belongs to Cβ(0,b]− 12 for each β ∈ (0,
1
2 ). But, by Lemma 3.1(3), this yields
I
1
2 x′ = τ ◦ x, (3.4)
which is an equality in the space Cβ+ 12 (0,b]0 with β ∈ (0, 12 ). Since
x′(t) = D 12 (τ ◦ x(t) − τ ◦ x(0))+ τ (0)√
π
1√
t
, (3.5)
and, by Lemma 3.1(2), the function D
1
2 (τ ◦ x(t)− τ ◦ x(0)) belongs to Cβ(0,b]0 for each β ∈ (0, 12 ), we
have
√
t x′(t) = τ (0)√
π
+ O (√t ), t → 0. (3.6)
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D1−ε : Cβ+ 12 (0,b]0 → Cβ+ε− 12 (0,b]ε−1 to Eq. (3.4). Then, since D1−ε I 12 = D 12−ε by (1.9), we obtain
D
1
2−εx′ = D1−ε(τ ◦ x). (3.7)
By remembering x′ ∈ Cβ(0,b]− 12 for each β ∈ (0,
1
2 ), it follows from (3.2) that
D
1
2−εx′(t) = 1
Γ ( 12 + ε)
(
x′(t)
t
1
2−ε
+
(
1
2
− ε
) t∫
0
x′(t) − x′(s)
(t − s) 32−ε
ds
)
.
We shall prove that x′(t) > 0 on (0,b] by contradiction. By (3.6) and the assumption τ (0) > 0, the
derivative x′(t) is positive near t = 0. Hence, if the set {t ∈ (0,b] | x′(t) = 0} were not empty, by (3.6),
there should exist a point a ∈ (0,b] such that x′(t) > 0 on (0,a) and x′(a) = 0. Since
t∫
0
x′(t) − x′(s)
(t − s) 32−ε
ds
∣∣∣∣
t=a
= −
a∫
0
x′(s)
(a − s) 32−ε
ds
< −
a
2∫
0
x′(s)
(a − s) 32−ε
ds < −
(
a
2
)ε a2∫
0
x′(s)
(a − s) 32
ds,
there exists a positive number ρ independent of ε such that
D
1
2−εx′(t)|t=a −ρ, (3.8)
for any ε ∈ (0, 12 ).
On the other hand, by (3.2) and an easy computation, the right-hand side of (3.7) is rewritten as
D1−ε(τ ◦ x)(t) = 1
Γ (ε)
(
τ ◦ x(t)
t1−ε
+ (1− ε)
t∫
0
τ ◦ x(t) − τ ◦ x(s)
(t − s)2−ε ds
)
= ε
ε−1
Γ (ε)
τ ◦ x(t) − 1− ε
Γ (ε)
t−ε∫
0
τ ◦ x(s)
(t − s)2−ε ds +
1− ε
Γ (ε)
t∫
t−ε
τ ◦ x(t) − τ ◦ x(s)
(t − s)2−ε ds
= J1 + J2 + J3,
say. Here, as ε → 0,
J1 = ε
ε
Γ (ε + 1) τ ◦ x(t) → τ ◦ x(t).
Also
J2 = − 1− ε
Γ (ε + 1)ε
ε
t
ε∫
τ ◦ x(t − εu)
u2−ε
du → −
∞∫
du
u2
τ ◦ x(t) = −τ ◦ x(t).1 1
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′(t) − x′(s)|  M|t − s|β , t0  s  t  b, for
each t0 > 0. Hence, if x′(t) = 0 then, for t0  s t ,
∣∣τ ◦ x(t) − τ ◦ x(s)∣∣ L∣∣x(t) − x(s)∣∣= L
∣∣∣∣∣
t∫
s
x′(u)du
∣∣∣∣∣
= L
∣∣∣∣∣
t∫
s
(
x′(u) − x′(t))du
∣∣∣∣∣ LM
t∫
s
(t − u)β du = LM
β + 1 (t − s)
β+1.
This shows that if x′(t) = 0 then
| J3| LM
β + 1
1− ε
Γ (ε)
t∫
t−ε
(t − s)β+ε−1 ds = LM
(β + ε)(β + 1)
1− ε
Γ (ε)
εβ+ε → 0
as ε → 0. Accordingly, at the point a where x′(a) = 0,
lim
ε→0 D
1−ε(τ ◦ x)(t)∣∣t=a = 0.
In view of (3.7), this contradicts (3.8). We complete the proof. 
Remark 3.3. Our success in proving x′(t) > 0 depended on our ability to show that D1−ε(τ ◦ x)(t) → 0
as ε → 0 at the point t where x′(t) = 0. When we impose C1-ness on τ (cf. [10, Section 6]), to show
it is easier, since
D1−ε(τ ◦ x)(t) = 1
Γ (ε)
t∫
0
(τ ′ ◦ x)(s)x′(s)
(t − s)1−ε ds →
(
τ ′ ◦ x)(t)x′(t),
by the fact that Iεϕ → ϕ as ε → 0 (see, e.g., [14, Theorem 2.7]).
4. Proof of main theorems
Applying Proposition 3.2 to Eq. (1.5), we obtain the following:
Proposition 4.1. Let T be a Lipschitz continuous function on the interval [0, r] and assume that T (0) > 0. If a
continuous function x(t) satisﬁes (1.5) (or (1.4)) on the interval [0,q] and x(q) = r, then a function g deﬁned
by g(x(t)) = (x′(t))−1 , 0 t  q satisﬁes (1.1) on [0, r].
Proof. By Proposition 3.2 to τ = T /√2π , it follows that the solution x(t) is differentiable and the
derivative x′(t) is positive for t ∈ [0,q]. Since (1.5) is written as (1.10), we get I1(T ◦ x) = √2π I 12 x by
I
1
2 I
1
2 = I1 (see (1.9)). But, by an integration by parts, we have
I1(T ◦ x)(t) = √2π I 12 x(t) = 2√2
t∫ √
t − s x′(s)ds.
0
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itive for t ∈ [0,q], x = x(t) has the inverse function, which we denote by t = G(x). Then G(x) is
a differentiable function on [0, r] with the derivative G ′(x) = (x′(G(x)))−1. By substituting s = G(y)
and setting t = G(x) in (1.4), it follows that G satisﬁes Eq. (1.2). Hence the function g deﬁned by
g(x(t)) = (x′(t))−1, 0 t  q satisﬁes (1.1) on [0, r]. 
We are now in a position to present
Proof of Theorem 1.2. By Proposition 2.1, there exists a solution x(t) of Eq. (1.5) deﬁned on some
interval [0,q], satisfying x(0) = 0, x(q) = r. By Proposition 4.1, the function g deﬁned by g(x(t)) =
(x′(t))−1, 0 t  q satisﬁes (1.1) on [0, r]. The proof is complete. 
We have proved Theorem 1.2 by a combination of fractional calculus and successive approxima-
tions, which might be applicable to the problem of the full period after a suitable manipulation
solving a more complicated relation between a time and a restoring force.
By the above proof and (3.6), we can draw the following conclusion:
Corollary 4.2. Assume T ∈ Lip+[0, r] and let g be the continuous solution of (1.1) on [0, r]. Then x−2G(x) ∈
Lip+[0, r].
Proof. By (3.6) and τ = 1√
2π
T , we have
x′(t) = T (0)√
2π
1√
t
+ O (1), x(t) =
√
2 T (0)
π
√
t + O (t), t → 0. (4.1)
It is easy to verify from these estimates (see [2, p. 306]) that
x−1g(x) =
(
π
T (0)
)2
+ O (x), x → 0. (4.2)
Accordingly, for 0< y  x r,
∣∣∣∣G(x)x2 − G(y)y2
∣∣∣∣
=
∣∣∣∣∣ 1x2
x∫
0
(
g(u) −
(
π
T (0)
)2
u
)
du − 1
y2
y∫
0
(
g(u) −
(
π
T (0)
)2
u
)
du
∣∣∣∣∣

∣∣∣∣∣ 1x2
x∫
y
(
g(u) −
(
π
T (0)
)2
u
)
du − x
2 − y2
x2 y2
y∫
0
(
g(u) −
(
π
T (0)
)2
u
)
du
∣∣∣∣∣
 ∃M
{
1
x2
x∫
y
u2 du + x
2 − y2
x2 y2
y∫
0
u2 du
}
 3M(x− y).
In view of (4.2), this estimate remains valid for y = 0, x = 0. Thus there exists a constant L0 such
that |x−2G(x) − y−2G(y)|  L0|x − y| for each x, y ∈ [0, r], in other words, x−2G(x) is a Lipschitz
continuous function on [0, r]. It is clear from g(x) > 0 for x> 0 and (4.2) that x−2G(x) is positive on
[0, r]. The proof is complete. 
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Proof of Theorem 1.3. We shall show that if x−1g(x) ∈ Lip+[0, r] then a function T deﬁned by (1.1)
belongs to Lip+[0, r]. We set f (x) := x−1g(x). Then, by f ∈ Lip+[0, r],
0< fmin  f (x) fmax,
∣∣ f (x) − f (y)∣∣ ∃L f |x− y|, 0 x, y  r. (4.3)
We set G(x) := ∫ x0 g(u)du = ∫ x0 u f (u)du, and let x(t) be the inverse function of G(x) on [0,q], where
q := G(r). Then, by
1
2
d
dt
x(t)2 = x(t)x′(t) = 1
f (x(t))
,
we get
m0
√
t  x(t) M0
√
t,
m1√
t
 x′(t) M1√
t
, (4.4)
for t ∈ [0,q], with some positive constants m0,m1,M0,M1. It follows from (4.3) that
∣∣∣∣ 1f (x) − 1f (y)
∣∣∣∣ L ffmin2 |x− y| =: L1/ f |x− y| (4.5)
on [0, r]. This, together with (4.4), yields
∣∣∣∣ 1f (x(t)) − 1f (x(s))
∣∣∣∣ L1/ f
∣∣∣∣∣
t∫
s
x′(u)du
∣∣∣∣∣ 2M1L1/ f |t − s|√t + √s (4.6)
for s, t ∈ (0,q].
We now set c := f (0). Note that c > 0 because of f ∈ Lip+[0, r]. We shall show that x′(t) −
(2c)−1/2t−1/2 ∈ C1(0,q]0. Since
lim
t→0
x(t)2
t
= 2 lim
t→0 x(t)x
′(t) = 2 lim
t→0
1
f (x(t))
= 2
c
,
we have
lim
t→0
x(t)√
t
=
√
2
c
, lim
t→0
√
t x′(t) = 1√
2c
. (4.7)
This yields
t
x(t)
− s
x(s)
=
t∫
s
1
x(u)
(
1− √u x′(u)
√
u
x(u)
)
du = O
( t∫
s
du√
u
)
= O (√t − √s ), (4.8)
uniformly for 0 s, t  q.
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1
f (x(t))
− 1
c
= O (√t ), t → 0. (4.9)
This leads to x(t)x′(t) − c−1 = O (√t ) and hence, shows that
x(t)2 − 2
c
t = 2
t∫
0
(
x(u)x′(u) − c−1)du = O (t 32 ), t → 0.
It is easy to see from this asymptotics that
√
t
x(t)
−
√
c
2
= O (√t ), t → 0. (4.10)
This, together with (4.7) and (4.9), yields
x′(t) − 1√
2c
1√
t
= 1
x(t)
(
1
f (x(t))
− 1
c
)
+ 1
c
√
t
( √
t
x(t)
−
√
c
2
)
= O (1), t → 0. (4.11)
A computation with x′(t) = (x(t) f (x(t)))−1 shows that, for s, t ∈ (0,q],
(
tx′(t) −
√
t√
2c
)
−
(
sx′(s) −
√
s√
2c
)
=
(
t
x(t)
− s
x(s)
)(
1
f (x(t))
− 1
c
)
+ s
x(s)
(
1
f (x(t))
− 1
f (x(s))
)
+ 1
c
(
√
t − √s )
( √
t
x(t)
−
√
c
2
)
+
√
s
c
( √
t
x(t)
−
√
s
x(s)
)
. (4.12)
By (4.8) and (4.9), the ﬁrst term in the right-hand side of (4.12) is estimated as
(
t
x(t)
− s
x(s)
)(
1
f (x(t))
− 1
c
)
= O
(
t − s√
t + √s
)
O (
√
t ) = O (t − s),
uniformly for 0< s, t  q.
Similarly, it follows from (4.6) and (4.10) respectively that the second term and the third term in
the right-hand side of (4.12) are of the order O (t− s) uniformly for 0< s, t  q. The fourth term there
also has the same order because, by (4.11) and (4.10),
√
t
x(t)
−
√
s
x(s)
= 1
2
t∫
s
1√
u x(u)
(
1− 2√u x′(u)
√
u
x(u)
)
du
= 1
2
t∫
s
1√
u x(u)
(
1− 2
(
1√
2c
+ O (√u )
)(√
c
2
+ O (√u )
))
du
= O
( t∫
du√
u
)
= O
(
t − s√
t + √s
)
.s
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∣∣∣∣
(
tx′(t) −
√
t√
2c
)
−
(
sx′(s) −
√
s√
2c
)∣∣∣∣ M|t − s|
for s, t ∈ (0,q]. Remembering deﬁnition (3.1) and combining this with (4.11), we arrive at x′(t) −
(2c)−1/2t−1/2 ∈ C1(0,q]0.
By g(u) = u f (u) and f (u) → 0 as u → 0, we easily show that a function T deﬁned by (1.1) satisﬁes
T (x) → π√
c
as x → 0. Hence, by (1.4) and deﬁnition (1.8), we get
√
2π I
1
2
(
x′(t) − 1√
2c
1√
t
)
= T (x(t))− T (0). (4.13)
Noting that I
1
2 is an operator from C1(0,q]0 to C1(0,q] 1
2
(see Corollary A.1 in Appendix A), we ﬁnd
that T (x(t)) − T (0) belongs to C1(0,q] 1
2
. Hence, for t, s ∈ [0,q],
∣∣t 12 (T (x(t))− T (0))− s 12 (T (x(s))− T (0))∣∣ MT |t − s|,
where MT is a constant independent of t , s. Substituting x = x(t), y = x(s) in this inequality leads to
∣∣G(x) 12 (T (x) − T (0))− G(y) 12 (T (y) − T (0))∣∣ MT fmax
2
∣∣x2 − y2∣∣, (4.14)
since
∣∣G(x) − G(y)∣∣
∣∣∣∣∣
x∫
y
f (u)u du
∣∣∣∣∣ fmax
∣∣∣∣∣
x∫
y
u du
∣∣∣∣∣ fmax2
∣∣x2 − y2∣∣.
Note that (4.14) holds for any x, y ∈ [0, r]. Finally, we assume 0 y < x r without loss of generality
and deduce
∣∣T (x) − T (y)∣∣= ∣∣(T (x) − 0)− (T (y) − 0)∣∣
=
∣∣∣∣ 1
G(x)
1
2
{
G(x)
1
2
(
T (x) − T (0))− G(y) 12 (T (y) − T (0))}
− 1
G(x)
1
2
1
G(y)
1
2
G(x) − G(y)
G(x)
1
2 + G(y) 12
G(y)
1
2
(
T (y) − T (0))∣∣∣∣
 MT fmax
2( fmin/2)1/2
x2 − y2
x
+ MT fmax
2
4( fmin/2)3/2
y(x− y)
x

(
MT fmax
( fmin/2)1/2
+ MT fmax
2
4( fmin/2)3/2
)
(x− y) =: L|x− y|.
This completes the proof of Theorem 1.3. 
Looking back on what we have done we notice that our proof of Theorem 1.2 gives a global
reconstruction scheme of a restoring force g from a prescribed half-period function T . The concrete
procedure in the reconstruction scheme consists of three steps.
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dure:
Step 1. Let r˜ be a positive number deﬁned in (2.1), and we extend T given on [0, r] to a function on [0, r˜] so
that the function satisﬁes (1.6) on [0, r˜].
Step 2. Let x0(t) be a function satisfying x(t)  x0(t)  x(t), where x(t), x(t) are functions deﬁned in (2.2),
deﬁne xn(t) inductively by (2.2), and let x(t) be the section on [0,q] of the limit function of the se-
quence {xn(t)}∞n=1 . Here q is the point at which the limit function takes the value r.
Step 3. Let G(x) be the inverse function of x = x(t) and deﬁne g(x) := G ′(x).
5. Examples
In this section we present two examples. Although Corollary 4.3 gives a general reconstructive way,
more direct considerations are convenient for simple functions T , since ﬁnding an explicit force g by
the way is in general just as diﬃcult as ﬁnding a solution of a differential equation by the method of
successive approximations. So, rather than work with Corollary 4.3, we shall employ Proposition 4.1
as a principle and ﬁnd a solution of (1.5) or (1.4) by other manipulations.
Example 5.1. Let T (x) = k − x, where k > 0. Then (1.5) becomes
√
2
2π
t∫
0
k − x(s)√
t − s ds = x(t). (5.1)
Taking r so that 0< r < k we can apply Theorem 1.2 to ﬁnd that there exists a continuous solution g
of the equation. Our interest here is on what happens at k, as well as on how we can solve it.
Integrating (5.1) 1/2-times, we get
√
2
2
t∫
0
(
k − x(s))ds =
t∫
0
x(s)√
t − s ds.
Since, by (5.1), the right-hand side of this equation equals 2k
√
t − √2πx(t), this yields
√
2
2
t∫
0
(
k − x(s))ds = 2k√t − √2πx(t).
Differentiating this we obtain the differential equation
(
k − x(t))′ = 1
2π
(
k − x(t))−
√
2k
2π
√
t
for k − x(t). By taking k − x(t) = k at t = 0 into account, this differential equation can be solved as
k − x(t) =
√
2k
2π
e
1
2π t
∞∫
t
1√
s
e−
1
2π s ds.
Thus (5.1) is solved as
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x(t) = k −
√
2k
2π
∞∫
t
1√
s
e−
1
2π (s−t) ds.
Since the derivative of the function x(t) is computed as
x′(t) =
√
2k
2π
(
1√
t
− 1
2π
∞∫
t
1√
s
e−
1
2π (s−t) ds
)
>
√
2k
2π
(
1√
t
− 1
2π
√
t
∞∫
t
e−
1
2π (s−t) ds
)
= 0,
x(t) is a monotonically increasing function on [0,∞) going to k as t → ∞, although this fact is
immediate from Proposition 3.2 by taking r so that 0< r < k. The nonlinearity g = g(x) corresponding
to T (x) = k− x is the derivative of the inverse function t = G(x) to x = x(t). Hence it is determined by
g
(
x(t)
)=
{√
2k
2π
(
1√
t
− 1
2π
∞∫
t
1√
s
e−
1
2π (s−t) ds
)}−1
, 0 x< k. (5.2)
The solution g for T (x) = k−x is illustrated in Fig. 3, where we sketch the graphs of T and g by taking
the vertical axis as x-axis, for an adjustment to Fig. 1. As is easily seen from (5.2) or by Proposition 5.2
stated soon later, the solution g tends to ∞ as x → k. The reason is that T = 0 at x = k.
In the above example it was shown that g(x) → ∞ as x is going to a zero of T . It is a common
feature of our inverse problem:
Proposition 5.2. Suppose that T is Lipschitz continuous on the interval [0,k], is positive on the interval [0,k),
and vanishes at k. Then g(x) → ∞ as x → k.
Proof. By Proposition 2.1 there exists a solution x(t) of (1.5) that takes each r ∈ (0,k) at some point
in (0,∞). In view of Proposition 3.2, this solution is differentiable and its derivative is positive for
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Since g(x(t)) = (x′(t))−1, this implies that g(x) is bounded on [0,k], say g(x)  M . Hence it follows
from (1.1) that T (x)
√
8x
M on [0,k]. This contradicts the assumption T (k) = 0. Thus x(t) < k for t  0.
Since x(t) is a monotonically increasing function taking each r ∈ (0,k), we conclude that x(t) is going
to k as t → ∞.
By (3.5) and (3.2), we obtain
x′(t) =
√
2
2π
{
T (x(t))√
t
+ 1
2
t∫
0
T (x(t)) − T (x(s))
(t − s) 32
ds
}
.
Since
∣∣∣∣∣12
t∫
0
T (x(t)) − T (x(s))
(t − s) 32
ds
∣∣∣∣∣ L2
t∫
0
ds
(t − s) 32
t∫
s
x′(u)du = L
( t∫
0
x′(u)√
t − u du −
x(t)√
t
)
,
this leads to
x′(t) 1√
2π
{
T (x(t))√
π
√
t
+ LI 12 x′(t) − L√
π
x(t)√
t
}
. (5.3)
Applying I
1
2 to this inequality, we have
I
1
2 x′(t) 1√
2π
{
1
π
t∫
0
T (x(s))√
t − s√s ds +
L
π
t∫
0
x(t) − x(s)√
t − s√s ds
}
. (5.4)
By remembering x(t) → k as t → ∞ and using Lebesgue’s convergence theorem, it follows that
lim
t→∞
t∫
0
x(t) − x(s)√
t − s√s ds = limt→∞
1∫
0
x(t) − x(tu)√
1− u√u du = 0.
Similarly, by remembering T (k) = 0 and using Lebesgue’s convergence theorem, it follows that the
ﬁrst term in the right-hand side of (5.4) converges to 0 as t → ∞. This shows that I 12 x′(t) → 0 as
t → ∞. Hence, by (5.3), x′(t) → 0 as t → ∞. By g(x(t)) = (x′(t))−1 we conclude that g(x) → ∞ as
x → k. The proof is complete. 
From a physical point of view, the result in Proposition 5.2 can be interpreted as that the situation
of a half-period becoming zero for an amplitude occurs only when a huge restoring force works on
the place of the amplitude.
When we set x′(t) = (1− t)−αt− 12 in Eq. (1.4), the left-hand side of the equation can be computed
by virtue of the Euler integral representation for the Gauss hypergeometric function. This leads to
T
(
x(t)
)= √2
t∫
(1− s)−αs− 12√
t − s ds
0
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1∫
0
u−
1
2 (1− u)− 12 (1− tu)−α du
= √2π F
(
α,
1
2
,1; t
)
. (5.5)
Here we have used the substitution s = tu and the Euler integral representation (see, e.g., Iwasaki,
Kimura, Shimomura and Yoshida [9, p. 52])
F (α,β,γ ; t) = Γ (γ )
Γ (β)Γ (γ − β)
1∫
0
uβ−1(1− u)γ−β−1(1− tu)−α du, 0< Reβ < Reγ ,
with β = 12 , γ = 1. It follows from (5.5) that if we deﬁne x(t) as
x(t) =
t∫
0
s−
1
2 (1− s)−α ds = 2√t F
(
α,
1
2
,
3
2
; t
)
(5.6)
via the incomplete beta function, then a function T deﬁned by
T
(
x(t)
)= √2π F(α, 1
2
,1; t
)
can be realized by a function g deﬁned by g(x(t)) = (x′(t))−1, that is,
g
(
x(t)
)= t 12 (1− t)α. (5.7)
Notice that T (x(t)) converges as t → 1 if and only if α < 12 . The limit of T (x(t)) as t → 1 is√
2π Γ ( 12 − α)/Γ (1 − α) by the Gauss–Kummer identity (see [9, p. 73]). Moreover g(x(t)) tends
to 0 as t → 1 in the case α > 0, while it diverges as α < 0. This observation leads to the following
example:
Example 5.3. Let α be a real number, let G(x) be the inverse function of x(t) deﬁned in (5.6), and
deﬁne T by
T (x) = √2π F
(
α,
1
2
,1;G(x)
)
. (5.8)
Then, by (5.5), the function x(t) satisﬁes Eq. (1.4), and so, by Proposition 4.1, a function g deﬁned by
g(x) := G(x) 12 (1− G(x))α (5.9)
satisﬁes (1.1).
Noticing that the function G(x) is deﬁned on [0,∞) with the range [0,1) in the case α  1, while
it is deﬁned on [0, B( 12 ,1 − α)] with the range [0,1] in the case α < 1; we shall proceed in four
cases.
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Case A. 1  α. In this case, G(x) tends to 0 as x → ∞ and T (x) tends to +∞ as x → ∞. This case
causes no concern either on the Lipschitz continuity or on positivity of T (x), and so, there occurs the
situation in Theorem 1.2 for any r ∈ (0,∞).
In the remainder cases we set x0 := B( 12 ,1− α).
Case B. 12  α < 1. In this case, T (x) → ∞ as x → x0, because T (x(t)) → ∞ as t → 1. Further the
function g deﬁned in (5.9) vanishes at x = x0. Hence there occurs the situation in Theorem 1.2 for
each r ∈ (0, x0). In the special case α = 12 we easily compute x(t) = 2sin−1
√
t , G(x) = sin2 x2 , and
g(x) = 12 sin x. This is no other than a simple pendulum, whose half-period function is given as T (x) =√
2π F ( 12 ,
1
2 ,1; sin2 x2 ) = 2
√
2 K (sin x2 ) for each x < x0 = π . Here K denotes the complete elliptic
integral of the ﬁrst kind. The situation in the case B is illustrated in Fig. 4.
Case C. 0 α < 12 . In this case, T (x0) < ∞ and g(x0) = 0 (see Fig. 5) unless α = 0. Again there occurs
the situation in Theorem 1.2 for each r ∈ (0, x0) unless α = 0; while if α = 0 then T (x) ≡
√
2π and
g(x) = x2 . This is the most basic case that corresponds to a spring with a homogeneous elasticity.
To explore a behavior of T (x) at x = x0 in the case α = 0, we employ a contiguity relation and a
transformation formula of the hypergeometric function (see [9, pp. 47 and 38, respectively]):
d
dt
F
(
α,
1
2
,1; t
)
= α
2
F
(
α + 1, 3
2
,2; t
)
= α
2
(1− t)− 12−α F
(
1− α, 1
2
,2; t
)
= O ((1− t)− 12−α), t → 1, (5.10)
since F (1−α, 12 ,2;1) < ∞ for α > − 12 . This implies that F (α, 12 ,1;1)− F (α, 12 ,1; t) = O ((1− t)
1
2−α)
as t → 1, unless α = 0. Hence, by (5.8),
T (x0) − T (x) = O
((
G(x0) − G(x)
) 1
2−α)
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as x → x0. But, by (5.6), we get x′(t) = O ((1− t)−α) and so, x0 − x(t) = O ((1− t)1−α) as t → 1, which
implies
G(x0) − G(x) = O
(
(x0 − x)1/(1−α)
)
, x → x0. (5.11)
Thus we have
T (x0) − T (x) = O
(
(x0 − x)( 12−α)/(1−α)
)
, x → x0, (5.12)
and so we conclude that T (x) is not Lipschitz continuous at x0. This explains the reason why
g(x0) = 0.
Case D. α < 0. In this case, T (x0) < ∞ and g(x0) = ∞ (see Fig. 6). The function T should not be
Lipschitz continuous at x0, since if T were Lipschitz continuous then, by Theorem 1.2, there would
exist a continuous solution g on [0, x0] of (1.1), which contradicts the behavior g(x0) = ∞. In the case
where − 12 < α < 0 the Hölder exponent of T at x0 is the same as in (5.12), which can be veriﬁed
exactly in the same way as from (5.10) to (5.12). In the case where α < − 12 we obtain F (α, 12 ,1; t) −
F (α, 12 ,1;1) = O (1− t) as t → 1, since ddt F (α,β,γ ; t) converges when t → 1 as well as F (α,β,γ ; t),
provided that Re(γ − α − β) > 1 (see [9, p. 47]). Accordingly it follows from (5.8), (5.11) that
T (x) − T (x0) = O
(
G(x) − G(x0)
)= O ((x0 − x) 11−α )
as x → x0. Consequently, in the case where α < − 12 , the Hölder exponent of T at x0 is 11−α . In
the case α = − 12 we have F (α, 12 ,1; t) − F (α, 12 ,1;1) = O ((1 − t) log(1 − t)) as t → 1. (Notice that
F (− 12 , 12 ,1; t) = 2π E(
√
t ), where E denotes the complete elliptic integral of the second kind.) Hence,
by (5.11), T (x0) − T (x) = O ((x0 − x) 23 log(x0 − x)) as x → x0.
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Appendix A
Though Lemma 3.1 seems to be known, the author could not ﬁnd a convenient reference for the
rigorous proof; we here present the proof of Lemma 3.1.
Proof of Lemma 3.1. We set
Φ(u) = 1
Γ (δ)
uη(1− u)δ−1
and deﬁne an operator JΦ by JΦψ(t) =
∫ 1
0 Φ(u)ψ(tu)du. Then, by a computation, we have I
δ =
tη+δ JΦt−η , where tη+δ and t−η denote multiplication operators by the functions tη+δ and t−η ,
respectively. Let Cα(0,b] be a set of functions ψ satisfying tηψ(t) ∈ Cα(0,b]η . Then JΦ is a
bounded operator from Cα(0,b] to Cα+δ(0,b], provided that η > −1, 0  α < α + δ < 1 (see
Iwasaki and Kamimura [8, Lemma 5.1]). Since the multiplications t−η : Cα(0,b]η → Cα(0,b] and
t−η−δ : Cα+δ(0,b]η+δ → Cα+δ(0,b] are isomorphisms, this proves assertion (1).
We next set
Ψ (u) = 1
Γ (1− δ)u
η+δ(1− u)−δ
and deﬁne an operator JΨ by JΨ ψ(t) =
∫ 1
0 Ψ (u)ψ(tu)du. Then we have t
η+1 JΨ t−η−δ = I1−δ . More-
over, JΨ is a bounded operator from Cα+δ(0,b] to C1,α(0,b], provided that η > −1, 0<α < α+δ  1
(see [8, Lemma 5.3]), where C1,α(0,b] is a set of bounded functions ψ on (0,b] satisfying tψ ′(t) ∈
Cα(0,b]. Therefore, I1−δ is a bounded operator from Cα+δ(0,b]η+δ to C1,α(0,b]η+1, which is a set of
functions h such that t−η−1h(t) are bounded on (0,b] and the derivatives h′ belong to Cα(0,b]η . This
shows that Dδ = DI1−δ is a bounded operator from Cα+δ(0,b]η+δ to Cα(0,b]η .
By an integration by parts, we obtain, for φ ∈ Cα+δ(0,b]η+δ ,
Dδφ(t) = 1
Γ (1− δ)
d
dt
{
t1−δ
1∫
0
φ(tu)
(1− u)δ du
}
= 1
Γ (1− δ)
d
dt
{
−
1∫
uδ
(1− u)δ
d
du
( t∫
φ(v)
vδ
dv −
tu∫
φ(w)
wδ
dw
)
du
}
0 0 0
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Γ (1− δ)
d
dt
{
δ
1∫
0
1
(1− u)δ+1u1−δ
( t∫
0
φ(v)
vδ
dv −
tu∫
0
φ(w)
wδ
dw
)
du
}
= δ
Γ (1− δ)
1
tδ
1∫
0
φ(t) − u1−δφ(tu)
(1− u)δ+1u1−δ du
= 1
Γ (1− δ)
{
δ
φ(t)
tδ
1∫
0
1− u1−δ
(1− u)δ+1u1−δ du +
δ
tδ
1∫
0
φ(t) − φ(tu)
(1− u)δ+1 du
}
.
This leads to (3.2).
By (1.9), Dδ Iδ is the identity operator on Cα(0,b]η . Let Dαφ = 0 for φ ∈ Cα+δ(0,b]η+δ . Then
DI1−δφ = 0 and I1−δφ ∈ C1,α(0,b]η+1. This implies that I1−δφ is a constant, which must be zero
because t−η−1(I1−δφ)(t) is bounded on (0,b] with −η− 1< 0. Hence the operator Dδ : Cα+δ(0,b] →
Cα(0,b]η is injective. But Dδ(φ − IδDδφ) = 0 for φ ∈ Cα+δ(0,b]η+δ . Therefore IδDδ is the identity op-
erator on Cα+δ(0,b]η+δ . This shows that Iδ is an isomorphism of Cα(0,b]η onto Cα+δ(0,b]η+δ with
(Iδ)−1 = Dδ . The proof is complete. 
From the above proof we deduce:
Corollary A.1. If η > −1 and 0 < α < α + δ  1, then I1−δ is a bounded operator from Cα+δ(0,b]η+δ to
C1(0,b]η+1 .
Proof. As was stated in the above proof, the operator I1−δ is a bounded operator from Cα+δ(0,b]η+δ
to C1,α(0,b]η+1, provided that η > −1, 0 < α < α + δ  1. Noting that there is a bounded inclusion
C1,α(0,b]η+1 ↪→ C1(0,b]η+1, we obtain the corollary. 
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