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Hilbert’s tenth problem
Büchi’s problem asks if there exists a positive integer M such that all x1, . . . , xM ∈ Z
satisfying the equations x2r − 2x2r−1 + x2r−2 = 2 for all 3  r  M must also satisfy x2r =
(x + r)2 for some integer x. Hensley’s problem asks if there exists a positive integer M
such that, for any integers ν and a, if (ν + r)2 − a is a square for 1 r  M , then a = 0.
It is not diﬃcult to see that a positive answer to Hensley’s problem implies a positive
answer to Büchi’s problem. One can ask a more general version of the Hensley’s problem
by replacing the square by n-th power for any integer n 2 which is called the Hensley’s
n-th power problem. In this paper we will solve Hensley’s n-th power problem for complex
meromorphic functions and non-Archimedean meromorphic functions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Hilbert’s Tenth Problem asks whether there is a general algorithm to determine, given any polynomial in several variables,
whether there exists a zero with all coordinates in Z. It was proved in the negative by Yu. Matiyasevich in 1970 [6]. In the
70’s J.R. Büchi attempted to prove a similar statement as follows:
Question (Büchi). Does there exist an algorithm to determine, given m,n ∈ N, ai j ∈ Z (1  i m, 1  j  n), bi ∈ Z (1  i m),
whether there exist x1, . . . , xn ∈ Z satisfying the equations
n∑
j=1
aijx
2
j = bi, i = 1, . . . ,m.
A negative answer to this question implies Matiyasevich’s result because one could take
P =
m∑
i=1
(
n∑
j=1
aijx
2
j − bi
)2
.
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following Diophantine problem (cf. [5]):
Büchi’s problem. There exists an integer M > 0 such that all x1, . . . , xM ∈ Z satisfying the equations
x21 − 2x22 + x23 = x22 − 2x23 + x24 = · · · = x2M−2 − 2x2M−1 + x2M = 2
must also satisfy
±x1 = ±x2 − 1 = · · · = ±xM − (M − 1).
In the 80’s D. Hensley observed that Büchi’s problem would have a positive answer if there is a positive answer to the
following problem:
Hensley’s problem. There exists an integer M > 0 such that given any integer ν and a, if (ν + i)2 − a is a square for all 1 i  M
then a = 0.
One can ask a more general version of this problem by replacing the squares by n-th powers for n  2, which is now
called the Hensley’s problem for n-th power. Furthermore, one can ask the same question for other rings instead of the ring
of integers. In particular, we are most interested in rings of functions such as polynomials, rational functions, holomorphic
functions, meromorphic functions, algebraic functions, etc. We now state the problem for rings of functions.
Hensley’s n-th power problem. Let R be a ring with of functions and (c1, . . . , cM ) be a sequence of distinct constants in R. Does
there exists an integer M > 0 such that given any ν and a in R, if (ν + i)n − a is a n-th power xni in R for all 1 i  M, and at least
one xi is not constant, then a = 0.
The main purpose of this paper is to study this problem for entire and meromorphic functions and non-Archimedean
entire and meromorphic functions.
We will only mention several related results and refer to [10] for a more complete survey on work in this direction. We
ﬁrst note that Büchi’s problem is still open. However, P. Vojta [17] showed that the Büchi’s problem for M  8 would follow
from a special case of Lang’s conjecture on rational points on surfaces of general type. In the same paper, he also proved
the split function ﬁeld case of characteristic zero and the case of holomorphic curves. Motivated by [11] for solving Büchi’s
problem for higher powers, Pasten proposed Hensley’s n-th power problem in [8], and solved for polynomial rings of zero
characteristic. The case of function ﬁelds of zero characteristic was worked out by Shlapentokh and Vidaux in [16] where
they also solved Büchi’s problem (for squares) in large enough characteristic. Recently, the second named author [19] solved
the case of function ﬁelds in any characteristic. The general method in [8,16,19] and our paper was ﬁrst introduced by
Pheidas and Vidaux in [12] and [13] where they solved Büchi’s problem for rational functions in characteristic zero or large
enough characteristic. In this paper, we will input techniques from Nevanlinna theory to study the problem for complex
and non-Archimedean meromorphic functions and also to treat the case of positive characteristic in the non-Archimedean
situation. We also note that Pasten [9] also used p-adic Nevanlinna theory to study Büchi’s problem for p-adic meromorphic
functions. We now state our main results.
1.1. Main results in the complex case
Theorem 1.1. Suppose that f , g and x1, . . . , xM are meromorphic functions and at least one of the xi ’s is not constant. Let n be an
integer no less than 2 and (c1, . . . , cM) be a sequence of distinct constants in C. Suppose that
xni = ( f + ci)n − g, for 1 i  M. (∗)
Then g = 0, if
(i) M > 7n
4−n3−4n+3
(n−1)2 , or
(ii) f and g are entire functions and M > 4n
4−n3−4n+3
(n−1)2 .
When n 9, the size of M can be much smaller.
Theorem 1.2. Suppose that f , g and x1, . . . , xM are meromorphic functions and at least one xi is not constant. Let (c1, . . . , cM) be
a sequence of distinct constants in C. Suppose that
xni = ( f + ci)n − g, for 1 i  M. (∗)
Then g = 0, if n 9 and M  3.
1.2. Main results in the non-Archimedean cases
Let K be an algebraically closed ﬁeld complete with respect to a non-Archimedean absolute value | | and of characteristic
p  0.
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constant. Let (c1, . . . , cM) be a sequence of distinct constants in K. Assume that
(a) n 2 if the characteristic of K is zero, and
(b) n 3 and n is not divisible by p, if the characteristic p of K is positive.
Suppose that
xni = ( f + ci)n − g, for 1 i  M. (∗)
Then g = 0, if
(i) M  7n4−n3−n2−2n+2
(n−1)2 , or
(ii) f and g are entire and M  4n4−n3−n2−2n+2
(n−1)2 .
Since we need to differentiate (∗) in the proof of the theorem, the assumption n is not divisible by p comes naturally.
However, it is not a restriction. If p > 0 and n = psn0 for some s > 0, then (∗) gives g = (( f + ci)n0 − xn0i )p
s
for 1 i  M .
Hence, g is a ps-power, i.e. g = gps0 for some meromorphic function g0. Then, from (∗) we have
xn0i = ( f + ci)n0 − g0, for 1 i  M. (∗∗)
Therefore, the following is a direct consequence of the theorem.
Corollary 1.4. Suppose the characteristic p of K is positive. Let n = ps ·n0 with n0 not divisible by p. Suppose that f , g and x1, . . . , xM
are (non-Archimedean) meromorphic functions on K and at least one of the xi ’s is not constant. Let (c1, . . . , cM) be a sequence of
distinct elements in the constant ﬁeld K. Assume that n0  3. Then g = 0, if
(i) M  7n
4
0−n30−n20−2n0+2
(n0−1)2 , or
(ii) f and g are entire and M  4n
4
0−n30−n20−2n0+2
(n0−1)2 .
Remark 1.5. When the characteristic of K is positive, the assumption n 3 is necessary by the following example modiﬁed
from Pasten’s example (cf. [13]): For each 1 i  M , we let
xi = ( f + ci)
ps+1
2 ,
where s is a positive integer such that ps  M , f is a non-constant meromorphic function on K, and (c1, . . . , cM) is a se-
quence of distinct elements in K with the property that cp
s
i = ci . Then
x2i = ( f + ci)p
s+1
= ( f + ci)ps ( f + ci)
= ( f ps + ci)( f + ci)
=
(
f p
s + f
2
+ ci
)2
−
(
f p
s − f
2
)2
.
This is a counterexample since we can take non-constant
f = α
ps + α
2
and g =
(
αp
s − α
2
)2
which satisfy the condition (∗) in Theorem 1.3.
When the characteristic of K is zero, we can reduce the number of M to 3 if the exponent n is large enough.
Theorem 1.6. Assume that the characteristic of K is zero. Suppose that f , g and x1, . . . , xM are (non-Archimedean) meromorphic
functions on K at least one xi is not constant. Let (c1, . . . , cM) be a sequence of distinct constants in K. Suppose that
xni = ( f + ci)n − g, for 1 i  M. (∗)
Then g = 0, if M  3 and n 8.
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Archimedean case of zero characteristic are almost the same except that the second main theorems in the non-Archimedean
case are stronger than the complex case. We will prove some basic results for both complex and non-Archimedean cases in
Section 2. We will work out the complex case in Section 3. The non-Archimedean case will be treated in Section 4.
2. Notation and basic results
In this section, we let the ground ﬁeld be either C or K. So, meromorphic functions means meromorphic functions on C
or on K and constants are either in C or K. We also let n  2 be an integer and when the characteristic p of K is positive
we assume n is not divisible by p.
Lemma 2.1. Suppose that f , g, and x1, . . . , xM are meromorphic functions and at least one xi is not constant. Let (c1, . . . , cM) be
a sequence of distinct constants in the ground ﬁeld. Suppose that
xni = ( f + ci)n − g, for 1 i  M. (∗)
Then at most one of the xi ’s is a constant.
Proof. Assume that there exist 1  i = j  M such that both xi and x j are constant. Then f is constant since ( f + ci)n −
( f + c j)n − xni + xnj = 0 is polynomial equation in variable f of degree n 2. The relation (∗) then implies that g is constant
and hence all the xi ’s are constant contradicting the assumption that at least one xi is non-constant. 
Remark 2.2.
(i) Lemma 2.1 does not hold when the ground ﬁeld K has a positive characteristic p and n is power of p. Indeed, in this
case, ( f + ci)n − ( f + c j)n = (ci − c j)n which is a constant for any f in K.
(ii) As a consequence of this lemma, we will assume throughout the paper that each xi , 1 i  M − 1, is not constant.
By differentiating both sides of (∗), we have
nxn−1i x
′
i + g′ = nf ′( f + ci)n−1.
By taking the n-th power of both sides of the equation and replacing ( f + ci)n by xni + g , we obtain(
nxn−1i x
′
i + g′
)n − nn f ′n(xni + g)n−1 = 0. (1)
Expand Eq. (1) and denote by
 := g′n − nn f ′ngn−1 (2)
the term that does not depend on i. Let
Λ(z) := max{0,ordz x1, . . . ,ordz xM−1}
for z in the ground ﬁeld.
Proposition 2.3. If  = 0, then
max{0,ordz} (n − 1)Λ(z) + n2 min{0,ordz f }
for z in the ground ﬁeld.
Proof. For a ﬁxed z in the ground ﬁeld, we may arrange the index and assume that ordz x1  · · · ordz xM−1. By (1) and (2)
we may write  = xn−11 G where G is a polynomial in f ′ , g′ , g , x1 and x′1 over the ground ﬁeld. We can also assume that
ordz x1(= Λ(z)) > 0, otherwise the assertion is trivial.
If ordz f  0, then ordz g  0 by Eq. (∗) for i = 1. Therefore, ordz G  0 and hence
ordz  (n − 1)ordz x1 = (n − 1)Λ(z).
Now suppose that ordz f < 0. Then Eq. (∗) implies that ordz g = nordz f < 0. By the expansion of (1), we see that the
order of G at z is controlled by the term ng′n−1 − nn(n − 1)xi f ′n gn−2. Therefore,
ordz G min
{
(n − 1)ordz g′,ordz
(
f ′ngn−2
)}
min
{
(n − 1)ordz g − (n − 1),nordz f − n + (n − 2)ordz g
}
 n2 ordz f .
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ordz  (n − 1)ordz x1 + n2 ordz f = (n − 1)Λ(z) + n2 min{0,ordz f }. 
Proposition 2.4. Let {i1, . . . , in+1} be an index subset of {1, . . . ,M − 1}. Then
min{ordzxi1 , . . . ,ordzxin+1} 0
for z in the ground ﬁeld.
Proof. For simplicity of notation, we assume that ordz x1  ordz x2  · · ·  ordz xM−1. If ordz xn+1  0, then the statement
holds trivially. Otherwise, we have ordz xi > 0 for 1  i  n + 1. Let ξ be a primitive n root of 1. Using the fact that∏n−1
j=1(1− ξ j) = n, one can easily deduce from Eq. (∗) that (see [16, Lemma 3.5] for details)
xni − xn1 = ( f − ci)n − ( f − c1)n = n(c1 − ci)
n−1∏
j=1
(
f − ci − ξ
jc1
1− ξ j
)
.
Then for each 1 i  n+1, there exists an integer j(i) between 1 and n−1 such that ordz( f − ci−ξ j(i)c11−ξ j(i) ) > 0. By comparing
the number of i and j, we see that there exists 1 i1 = i2  n+1 such that j(i1) = j(i2). This would implies that ci1−ci21−ξ j(i1) = 0
which is impossible since ci1 = ci2 . 
3. Toward the complex case
3.1. Nevanlinna theory
We ﬁrst give some basic notation and deﬁnitions in Nevanlinna theory for complex meromorphic functions (cf. [14]).
Denote the closed ball of center 0 and radius r by B[r] = {z ∈ C: |z|  r}, where 0 < r  +∞. Let f be a meromorphic
function on C. Denote the number of poles of f in B[r] by n f (r,∞), counting multiplicity. We then deﬁne the counting
function N f (r,∞) to be
N f (r,∞) = n f (0,∞) log r +
r∫
0
(
n f (t,∞) − n f (0,∞)
)dt
t
,
where n f (0,∞) is the multiplicity if f has a pole at z = 0. For each a ∈ C, we then deﬁne the counting function N f (r,a) to
be
N f (r,a) = N1/( f−a)(r,∞).
Let n¯ f (r,a) denote the number of zeros of f −a in B[r], without counting multiplicity. Deﬁne the truncated counting function
of f by
N¯ f (r,0) =
r∫
0
n¯ f (t,0) − n¯ f (0,0)
t
dt + n¯ f (0,0) log r.
The Nevanlinna’s proximity function m f (r,∞) is deﬁned by
m f (r,∞) =
2π∫
0
log+
∣∣ f (reiθ )∣∣ dθ
2π
,
where log+ x = max{0, log x}. For any a ∈ C, the proximity function m f (r,a) is deﬁned by
m f (r,a) =m1/( f−a)(r,∞),
and the characteristic function is deﬁned by
T f (r) =m f (r,∞) + N f (r,∞).
The following are basic properties for the characteristic function.
Proposition 3.1. Let f and g be non-constant meromorphic functions on C. Then for any positive real number r
(i) T f g(r) T f (r) + T g(r),
(ii) T f+g(r) T f (r) + T g(r) + O (1), where O (1) is a constant independent of r.
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number r,
m f (r,a) + N f (r,a) = T f (r) + O (1),
where O (1) is a constant independent of r.
Theorem 3.3 (The truncated second main theorem). Let f be a non-constant meromorphic function on C. Let a1, . . . ,a	 be distinct
numbers in C. Then
(	 − 2)T f (r)
	∑
i=1
N¯ f (r,ai) + Oexc
(
log+ T f (r)
)
,
for r → ∞. The Oexc means the estimate holds except for r in a set of ﬁnite Lebesgue measure.
We also need Nevanlinna theory for holomorphic maps. Let f : C → Pn(C) be a holomorphic map. Let f = ( f0, . . . , fn) be
a reduced representative of f, where f0, . . . , fn are entire functions on C without common zeros. The Nevanlinna–Cartan
characteristic function T f(r) is deﬁned by
T f(r) = 12π
2π∫
0
log
∥∥f(reiθ )∥∥dθ,
where ‖f(z)‖ = max{| f0(z)|, . . . , | fn(z)|}. Let H be a hyperplane in Pn(C). Let L be a linear form such that H is its zero
locus. The proximity function of f is deﬁned by
mf(r, H) = 12π
2π∫
0
log
‖f(reiθ )‖
|L ◦ f(reiθ )| dθ.
The above deﬁnitions are independent, up to an additive constant, of the choice of the reduced representation of f and the
choice of the deﬁning linear form L. Let nf(r, H) be the number of zeros of L ◦ f in the disk |z| r, counting multiplicity,
and n	f (r, H) be the number of zeros of L ◦ f in the disk |z| r, where any zero of multiplicity greater than 	 is “truncated”
and counted as if it only had multiplicity 	. The integrated counting and truncated counting functions are deﬁned by
Nf(r, H) =
r∫
0
nf(t, H) − nf(0, H)
t
dt − nf(0, H) log r,
N	f (r, H) =
r∫
0
n	f (t, H) − n	f (0, H)
t
dt − n	f (0, H) log r.
Deﬁnition 3.4. The curve f is said to be k-nondegenerate if f(C) is contained in some k-dimensional linear subspace of
P
n(C) and is not contained in any subspace of smaller dimension.
A collection of linear forms L1, . . . , Lq in n + 1 variables over C is said to be in general position if for each choice of
indices i1 < · · · < in+1,
{Li1 = 0} ∩ · · · ∩ {Lin+1 = 0} = ∅.
The truncated second main theorem for k-nondegenerate holomorphic curve was obtained by Nochka in [7]. Together with
sharper error terms as Theorem A3.4.4 in [14], the theorem can be stated as follows.
Theorem 3.5. Let f : C → Pn(C) be a k-nondegenerate holomorphic curve. Let H1, H2, . . . , Hq be hyperplanes in general position
in Pn(C), such that f(C) ⊂ H j , j = 1, . . . ,q. Then
(q − 2n + k − 1)T f(r)
q∑
j=1
Nkf (r, H j) + Oexc
(
log+ T f(r)
)
for r → ∞.
We also recall the following proposition which is used all the time in the proof of the second main theorem.
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H2 = {L2 = 0}, . . . , Hq = {Lq = 0} be hyperplanes in general position in Pn(C) such that f(C) ⊂ H j for each j = 1, . . . ,q. Let
{i1, . . . , in+1} be an index subset of {1, . . . ,q} and denote by 	 j = L j( f0, . . . , fn). Then
min
{
ordz(	i1), . . . ,ordz(	in+1)
}= 0
for each z ∈ C.
3.2. The ﬁrst step of the proof of Theorem 1.1
Theorem 3.7. Let n, f , g, x1, . . . , xM and (c1, . . . , cM) be given as in Theorem 1.1 satisfying
xni = ( f + ci)n − g, for 1 i  M. (∗)
If
(i) M > 7n
4−2n3+n2−3n+2
(n−1)2 , or
(ii) f and g are entire functions, and M > 6n
4−2n3−3n2+5n−2
(n−1)2 ,
then either g = 0 or there exists a constant γ such that
g = ( f + γ )n.
We ﬁrst make the following observation.
Lemma 3.8. Under the assumption of Theorem 3.7, f is not constant if M > 2n
2
n−1 .
Proof. Suppose that f is a constant. If g is also constant then (∗) implies that all the xi are constant which is not possible.
Therefore, g is not constant. Since the ci are distinct, it is easy to see that the number of distinct elements in the set
{α1 = (c1 + f )n, . . . ,αM = (cM + f )n} is no less than M/n. Without loss of generality, we assume that α1, . . . ,α	 are distinct
where 	 M/n. Since g is not constant and xni = αi − g , we have
max
{
0,ordz(g − αi)
}= nmax{0,ordz(xi)}
for 1 i  	 and z ∈ C. Applying Theorem 3.3 for meromorphic function g and distinct number αi (i = 1, . . . , 	), we have
(	 − 2)T g(r)
	∑
i=1
N¯g(r,αi) + Oexc
(
log+ T g(r)
)
 1
n
	∑
i=1
Ng(r,αi) + Oexc
(
log+ T g(r)
)
 	
n
T g(r) + Oexc
(
log+ T g(r)
)
for large enough r. Since g is not constant, T g(r) is unbounded. Therefore, we have 	 − 2 	n . Together with the inequality
that 	 M/n, we obtain M  2n2n−1 contradicting the assumption on M . 
Lemma 3.9. Suppose that  = 0. Then
M−1∑
i=1
Nxi (r,0)
n
n − 1N(r,0) +
n3
n − 1N f (r,∞).
Proof. Let z ∈ C. For simplicity of notation, we assume that ordz x1  ordz x2  · · · ordz xM−1. Then Proposition 2.4 implies
that ordz xi  0 for i  n + 1. Hence
Λ(z) 1
n
n∑
j=1
max{0,ordz xi} = 1
n
M−1∑
i=1
max{0,ordz xi}.
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M−1∑
i=1
max{0,ordz xi} nΛ(z) n
n − 1 max{0,ordz } −
n3
n − 1 min{0,ordz f }.
The assertion then follows from the deﬁnition of counting functions. 
Proposition 3.10. Let f and g be meromorphic functions. Then for large enough r, we have
(i) T(r) (3n − 1)T g(r) + 2nT f (r) + Oexc(log+ T f (r) + log+ T g(r)),
(ii) T(r) (2n − 1)T g(r) + nT f (r) + Oexc(log+ T f (r) + log+ T g(r)), if f and g are entire.
Proof. By Proposition 3.1, we have
T(r) = T g′n−nn f ′n gn−1(r) nT g′(r) + nT f ′(r) + (n − 1)T g(r) + O (1).
The assertion then follows from the following estimates for r large enough
T g′(r) 2T g(r) + Oexc
(
log+ T g(r)
)
,
and
T g′(r) T g(r) + Oexc
(
log+ T g(r)
)
if moreover, g is entire. 
Lemma 3.11. If
(i) M > 7n
4−n3−4n+3
(n−1)2 , or
(ii) f and g are entire functions and M > 4n
4−n3−4n+3
(n−1)2 ,
then  = 0.
Proof. The expansion of (∗) gives
xni = ( f + ci)n − g = f n +
(
n
1
)
ci f
n−1 + · · · +
(
n
k
)
cki f
n−k + · · · +
(
n
1
)
cn−1i f + cni − g,
for any i = 1, . . . ,M − 1. Denote by
f0 := f n − g, f1 :=
(
n
1
)
f n−1, . . . , fk :=
(
n
k
)
f n−k, . . . , fn−1 :=
(
n
1
)
f .
Consider the following analytic map
F = [ f0 : f1 : · · · : fn−1 : 1] : C → Pn(C).
By Lemma 3.8, f is not constant under the assumption on M . Clearly, the functions f1, . . . , fn−1 and 1 are linearly inde-
pendent over C. Therefore, the map F is k-nondegenerate with k = n or n − 1. Let Li (1 i  M − 1) be linear forms given
by
Li = X0 + ci X1 + · · · + cki Xk + · · · + cni Xn.
It is easy to see that L1, . . . , LM−1 are in general position since
det
⎛
⎜⎜⎜⎜⎝
1 ci1 c
2
i1
. . . cni1
1 ci2 c
2
i2
. . . cni2
...
...
...
...
...
1 cin+1 c
2
in+1 . . . c
n
in+1
⎞
⎟⎟⎟⎟⎠=
∏
i j<ik
(cik − ci j ) = 0
for any index subset {i1, . . . , in+1} of {1, . . . ,M − 1}. From construction, Li(F ) = xni ≡ 0 for each 1  i  M − 1. Let
( f˜0, f˜1, . . . , f˜n−1, f˜n) be a reduced representation of F . It is easy that f˜n is a non-zero entire function and f˜ i = f˜n f i . There-
fore,
Li( f˜0, . . . , f˜n) = f˜nxn,i
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ordz Li( f˜0, . . . , f˜n) ordz f˜n +max
{
0,ordz
(
xni
)}
for z ∈ C and 1 i  M − 1. By rearranging if necessary the orders of the linear forms, we may assume that for this z we
have
ordz L1( f˜0, . . . , f˜n) ordz L2( f˜0, . . . , f˜n) · · · ordz LM−1( f˜0, . . . , f˜n).
Then
ordz Ln+1( f˜0, . . . , f˜n) = · · · = ordz LM−1( f˜0, . . . , f˜n) = 0
by Proposition 3.6. Therefore
M−1∑
i=1
ordz Li( f˜0, . . . , f˜n) =
n∑
i=1
ordz Li( f˜0, . . . , f˜n) nordz f˜n + n
M−1∑
i=1
max
{
0,ordz(xi)
}
.
Let H be the hyperplane deﬁned by {Xn = 0}. In terms of counting functions, the above inequality gives
M−1∑
j=1
NnF (r, L j) n
M−1∑
j=1
Nxi (r,0) + nNF (r, H) + O (1) n
M−1∑
j=1
Nxi (r,0) + nT F (r) + O (1), (3)
where the last inequality follows from the ﬁrst main theorem. Applying Theorem 3.5 for the map F (with k being n or
n − 1) and linear forms Li , i = 1, . . . ,M − 1, we have
(M − n − 3)T F (r)
M−1∑
j=1
NnF (r, L j) + Oexc
(
log+ T F (r)
)
.
By (3), it yields
(M − 2n − 3)T F (r) n
M−1∑
j=1
Nxi (r,0) + Oexc
(
log+ T F (r)
)
. (4)
If  = 0, we can apply Lemma 3.9 and Proposition 3.10 to (4) and get
(M − 2n − 3)T F (r) n
2
n − 1N(r,0) +
n4
n − 1N f (r,∞) + Oexc
(
log+ T F (r)
)
 n
2
n − 1 T(r) +
n4
n − 1 T f (r) + Oexc
(
log+ T F (r)
)
 3n
3 − n2
n − 1 T g(r) +
n4 + 2n3
n − 1 T f (r)
+ Oexc
(
log+ T F (r) + log+ T f (r) + log+ T g(r)
)
(5)
for large enough r.
It is not diﬃcult to check (cf. [14, Theorem A3.1.2]) that
max
i=0,...,n−1
{
T fi (r)
}
 T F (r) + O (1) (6)
for r suﬃciently large. In particularly, we have
T f (r) = 1n − 1 T f1(r) + O (1)
1
n − 1 T F (r) + O (1), (7)
and
T g(r) T f n (r) + T f n−g(r) + O (1) nT f (r) + T f0(r) + O (1)
n
n − 1 T F (r) + T F (r) + O (1)
= 2n − 1
n − 1 T F (r) + O (1) (8)
for r suﬃciently large. Together with (5), we have
(M − 2n − 3)T F (r) 7n
4 − 3n3 + n2
2
T F (r) + Oexc
(
log+ T F (r)
)
(n − 1)
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M  7n
4 − n3 − 4n + 3
(n − 1)2
contradicting our assumption on M .
If f and g are entire functions, then (5) becomes
(M − 2n − 3)T F (r) n
2
n − 1 T(r) + Oexc
(
log+ T F (r)
)
 2n
3 − n2
n − 1 T g(r) +
n3
n − 1 T f (r) + Oexc
(
log+ T F (r)
)
for r → ∞. Applying (7) and (8) again to (5), it yields
(M − 2n − 3)T F (r) 4n
4 − 3n3 + n2
(n − 1)2 T F (r) + Oexc
(
log+ T F (r)
)
for r → ∞ which implies that
M  4n
4 − n3 − 4n + 3
(n − 1)2
contradicting our assumption on M . 
Proof of Theorem 3.7. By Lemma 3.11, we see that  = 0 under the assumption on M . Therefore,
g′n = nn f ′ngn−1, (9)
and hence g = ηn where η = nf ′gg′−1. Since g′ = nη′ηn−1, (9) yields η′n = f ′n . Therefore, η′ = ξ0 f ′ for some ξ0 which is a
n-th root of unit. This indicates that η = ξ0 f + u with u ∈ C. Hence, g = ηn = (ξ0 f + u)n = ( f + uξ 0)n . Finally, take γ =
u
ξ 0
to satisfy the assertion. 
3.3. Final step of the proof of Theorem 1.1
In this subsection, we will conclude our proof of Theorem 1.1. By Theorem 3.7, if g = 0 then g = ( f + γ )n where γ ∈ C.
Then the system of equations becomes
xni = ( f + ci)n − ( f + γ )n = n(ci − γ )
n−1∏
j=1
(
f − ci − ξ
jγ
1− ξ j
)
, (10)
for 1 i  M .
In this case, γ is a constant. For each ﬁxed i between 1 and M the quantities
ci − ξ jγ
1− ξ j
are distinct for all 1 j  n − 1. Since the ci are all distinct, the quantities
αi := ci − ξγ1− ξ
are distinct for all i between 1 and M . On the other hand, by Remark 2.2, the functions xi are not constant for all i
between 1 and M − 1. Therefore, for each z ∈ C, if ordz( f − ci−ξγ1−ξ ) is positive, then by Eq. (10) it must be divisible by n.
This means N¯ f (r,αi) = 1n N f (r,αi). Now, apply Theorem 3.3 to the non-constant function f and the distinct points αi ,
1 i  M − 1, to get
(M − 3)T f (r)
M−1∑
i=1
N¯ f (r,αi) + Oexc
(
log+ T f (r)
)
 1
n
M−1∑
i=1
N f (r,αi) + Oexc
(
log+ T f (r)
)
= 1
n
M−1∑
T f−αi (r) + Oexc
(
log+ T f (r)
)
i=1
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(n − 1)M − (3n − 1))T f (r) Oexc(log+ T f (r))
for r suﬃciently large. As f is not constant, T f (r) is unbounded. Therefore, we have
(n − 1)M  3n − 1
and hence M  3n−1n−1 which contradicts the hypothesis on M .
3.4. Proof of Theorem 1.2
The following theorem can be deduced from the truncated second main theorem similar to [2] for the function ﬁeld
case. We refer to [14, Theorem A.3.2.6] for a proof.
Theorem 3.12. Let f = [ f0 : · · · : fm] : C → Pm(C) be an analytic map with f0, . . . , fm as entire functions with no common zeros. Let
fm+1 = f0 + · · · + fm. Then either some proper subsums of f0 + · · · + fm vanish, or
T f(r)
m+1∑
i=0
Nmfi (r,0) + O
(
log+ T f(r)
)
for all r outside a set of ﬁnite Lebesgue measure.
Corollary 3.13. Let f0, . . . , fm be meromorphic functions, not all constant, and
f n0 + · · · + f nm = 1. (11)
If no proper subsum of f n0 + · · · + f nm vanishes, then nm2 + 2m.
Proof. If any of the f i is constant, then we can replace Eq. (11) with smaller m. Therefore, we can assume that every
f i is not constant. Consider the analytic curve f = [ f0 : · · · : fm] : C → Pm(C) and linear forms Li = Xi for 0  i m and
Lm+1 = X0 + · · · + Xm . We can clear the denominators of the f i (0  i m) by multiplying each of them with an entire
function f˜m+1 to get a reduced representation f = ( f˜0, . . . , f˜m) where f˜0, . . . , f˜m are entire functions with no common zeros.
Eq. (11) gives
f˜ nm+1 = f˜ n0 + · · · + f˜ nm.
If no proper subsum of f n0 + · · · + f nm vanishes, then no proper subsum of f˜ n0 + · · · + f˜ nm vanishes. Hence Theorem 3.12
implies that
nT f(r)m
m+1∑
i=0
N¯ f˜ i (r,0) + O
(
log+ T f(r)
)
m
m+1∑
i=0
N f˜i (r,0) + O
(
log+ T f(r)
)
m
m+1∑
i=0
Nf(r, Li) + O
(
log+ T f(r)
)
m(m + 2)T f(r) + O
(
log+ T f(r)
)
for all r outside a set of ﬁnite Lebesgue measure. Since f is non-constant, T f(r) is unbounded. Therefore, the inequality
implies that
nm(m + 2). 
Proof of Theorem 1.2. It follows from Eq. (∗) that
−
(
xi
f + c1
)n
+
(
x1
f + c1
)n
+
(
f + ci
f + c1
)n
= 1 (12)
for i  2. Since f is not constant and ci is different from c1 for each i  2, the function βi := f+cif+c1 is not constant. As n 9,
Corollary 3.13 implies that some proper subsum in (12) vanishes. In this case, this vanishing subsum can have at most two
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( x1f+c1 )
n + ( f+cif+c1 )n = 1. Therefore, Corollary 3.13 and the fact βi is non-constant show that this is impossible if n > 3. An
analogous argument shows that x1 = 0 if n > 3. If a vanishing proper subsum in (12) contains exactly two terms, then the
remaining term will be one. Again, since f is not constant, βni = 1. Therefore, the remaining cases are (i) −xni = ( f + c1)n
and (ii) xn1 = ( f + c1)n . In case (ii), we have g = 0, which is what we wanted to prove. Case (i) leads to xn1 = −( f + ci)n
and hence ( f + ci)n = ( f + c j)n for all 2 i, j  M, which is impossible since f is not constant, M  3 and c1, . . . , cM are
distinct. 
4. Toward the non-Archimedean cases
4.1. Nevanlinna theory for non-Archimedean meromorphic functions
We ﬁrst give some basic notation and deﬁnitions in non-Archimedean Nevanlinna theory. See [3] and [15] for reference.
Let K be an algebraically closed ﬁeld complete with respect to a non-Archimedean absolute value | | and of arbitrary
characteristic. Denote by B[r] = {z: |z| r}. Let h(z) =∑∞j=0 a j z j be an entire function on K. For each real number r  0,
we deﬁne
|h|r := sup
j
|a j|r j = sup
{∣∣h(z)∣∣: z ∈ Kwith |z| r}= sup{∣∣h(z)∣∣: z ∈ Kwith |z| = r}.
Let nh(r,0) denote the number of zeros of h in {z: |z| r}, counting multiplicity. Deﬁne the valence function of h by
Nh(r,0) =
r∫
0
nh(t,0) − nh(0,0)
t
dt + nh(0,0) log r.
Let n¯h(r,0) denote the number of zeros of h in B[r], without counting multiplicity. Deﬁne the truncated valence function of h
by
N¯h(r,0) =
r∫
0
n¯h(t,0) − n¯h(0,0)
t
dt + n¯h(0,0) log r.
Poisson–Jensen Formula: Nh(r,0) = log |h|r + O (1).
A non-archimedean meromorphic function f on K is the quotient of two non-archimedean entire functions h/g such
that h and g do not have common zeros on K. The above notation can be extended as follows.
| f |r = |h|r|g|r ;
n f (r,0) = nh(r,0), n f (r,∞) = ng(r,0);
and
N f (r,0) = Nh(r,0), N f (r,∞) = Ng(r,0).
We also deﬁne
m f (r,∞) = log+ | f |r, m f (r,a) = log+ 1| f − a|r ,
and the characteristic function
T f (r) =m f (r,∞) + N f (r,∞).
As the classical case, we have
Proposition 4.1. Let f and g be non-constant non-Archimedean meromorphic functions on K. Then for any positive real number r
(i) T f g(r) T f (r) + T g(r),
(ii) T f+g(r) T f (r) + T g(r).
First main theorem. Let f be a non-constant non-archimedean meromorphic function on K. Then for every a ∈ K, and any positive
real number r,
m f (r,a) + N f (r,a) = T f (r) + O (1),
where O (1) is a constant independent of r.
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We now recall deﬁnitions and results for non-Archimedean analytic curves into projective spaces. Let f : K → Pn(K) be
a non-constant analytic curve in projective space. Let f˜ = ( f0, . . . , fn) be a reduced representative of f, where f0, . . . , fn are
entire functions on K without common zeros, at least one of which is non-constant.
The Nevanlinna characteristic function T f(r) is deﬁned by T f(r) = log‖f‖r, where ‖f‖r = max{| f0|r, . . . , | fn|r}. The above
deﬁnition of T f(r) is independent, up to an additive constant, of the choice of the reduced representation of f.
Let L be a linear form in N + 1 variables with coeﬃcients in K. We consider the entire function L ◦ f = L( f0, . . . , fn)
on K. Let nf(r, L) be the number of zeros of L ◦ f in the disk B[r], counting multiplicity. Set the counting function of f with
respect to L by
Nf(r, L) =
r∫
0
nf(t, L) − nf(0, L)
t
dt + nf(0, L) log r.
Let nkf (r, L) be the number of zeros of L ◦ f in the disk B[r], counting multiplicity up to k. Set the truncated counting function
of f with respect to L by
Nkf (r, L) =
r∫
0
nkf (t, L) − nkf (0, L)
t
dt + nkf (0, L) log r.
If L ◦ f ≡ 0, then the proximity function with respect to L is deﬁned by
mf(r, L) = log ‖f‖r|L ◦ f|r .
Theorem 4.2 (First main theorem). If L ◦ f ≡ 0, then for any real number r with 0< r < ∞
mf(r, L) + Nf(r, L) = T f(r) + O (1),
where O (1) is a constant independent of r.
The following version of the non-Archimedean second main theorem can be deduced easily from [1, The Main Theorem],
[14, Theorem 3.1] or also [4, Theorem 6.12].
Theorem 4.3 (Second main theorem). Let f : K → Pn(K) be a non-constant analytic curve, and L1, . . . , Lq be linear forms in n + 1
variables over K, in general position. If Li ◦ f ≡ 0, for each 1 i  q, then for any real number r  1
(q − n − 1)T f(r)
q∑
i=1
Nf(r, Li) − n(n + 1)2 log r + O (1),
where O (1) is a constant independent of r.
We formulate the following version of the truncated second main theorem. To state the theorem, we letM be the ﬁeld
containing all meromorphic functions on K and let KMp = K if p = 0 and KMp = { f p | f ∈M} if p > 0. We say that an
analytic curve f = [ f0 : · · · : fn] : K → Pn(K) is linearly nondegenerate over KMp if f0, . . . , fn are linearly independent over
KMp .
Theorem 4.4 (Truncated second main theorem). Let f : K → Pn(K) be an analytic curve linearly nondegenerate over KMp , and
L1, . . . , Lq be linear forms in n+ 1 variables over K, in general position. If Li ◦ f ≡ 0, for each 1 i  q, then for any real number r  1
(q − n − 1)T f(r)
q∑
i=1
Nnf (r, Li) −
n(n + 1)
2
log r + O (1),
where O (1) is a constant independent of r.
We refer to [4, Corollary 6.14] for a proof in the case of characteristic zero. When the characteristic p is positive, the
assumption that f0, . . . , fn are linearly independent over KMp implies that the wronskian of f0, . . . , fn is not zero. One
can easily see that the proof of Theorem 4.4 in zero characteristic works in this situation. Some discussions for second main
theorem of hyperplanes in positive characteristic can also be found in [3] and [18].
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Most of the proof in this step is the same as the complex case except that the second main theorems (Theorem 4.3
and Theorem 4.4) are stronger than the complex case and therefore the number of M can be smaller. We will state some
propositions and lemmas without proofs if they should be similar to the complex case.
Theorem 4.5. Suppose that f , g and x1, . . . , xM are (non-Archimedean) meromorphic functions on K and at least one of the xi ’s has
non-trivial derivative. Let (c1, . . . , cM) be a sequence of distinct constants in K. Assume that
(a) n 2 if the characteristic of K is zero, and
(b) n 3 and n is not divisible by p, if the characteristic p of K is positive.
Suppose that
xni = ( f + ci)n − g, for 1 i  M. (∗)
If
(i) M  7n4−n3−n2−2n+2
(n−1)2 , or
(ii) f and g are entire functions, and M  4n4−n3−n2−2n+2
(n−1)2 ,
then either g = 0 or there exists γ ′ = 0 such that g = ( f + γ )n.
Lemma 4.6. Under the assumption of Theorem 4.5, f ′ = 0 if M  2n2n−1 .
Proof. The proof is the same as Lemma 3.8, except when apply the truncated second main theorem we get
(	 − 2)T g(r) 	
n
T g(r) − log r + O (1).
For r large enough, − log r + O (1) is negative. Hence 	 − 2 < 	/n. Together with the inequality that 	  M/n, we obtain
M < 2n
2
n−1 in this case. 
Lemma 4.7. Suppose that  = 0. Then
M−1∑
i=1
Nxi (r,0)
n
n − 1N(r,0) +
n3
n − 1N f (r,∞).
Proposition 4.8. Let f and g be meromorphic functions. Then,
(i) T(r) (3n − 1)T g(r) + 2nT f (r) + O (1) for any r > 0,
(ii) T(r) (2n − 1)T g(r) + nT f (r) + O (1) for any r > 0, if f and g are entire.
Proofs of Lemma 4.7 and Proposition 4.8 are same as Lemma 3.9 and Proposition 3.10.
Lemma 4.9. If
(i) M  7n4−n3−n2−2n+2
(n−1)2 , or
(ii) f and g are entire, and M  4n4−n3−n2−2n+2
(n−1)2 ,
then  = 0.
Proof. Most of the proof is the similar to the proof of Lemma 3.11, but when apply the second main theorem (Theorem 4.3)
for the map F and linear forms Li , i = 1, . . . ,M − 1, we obtain
(M − n − 2)T F (r)
M−1∑
j=1
NF (L j, r) − n(n + 1)2 log r + O (1)
 n
M−1∑
Nxi (r,0) + nT F (r) −
n(n + 1)
2
log r + O (1). (13)j=1
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(M − 2n − 2)T F (r) 3n
3 − n2
n − 1 T g(r) +
n4 + 2n3
n − 1 T f (r) −
n(n + 1)
2
log r + O (1). (14)
We also have
T f (r)
1
n − 1 T F (r) + O (1), (15)
and
T g(r)
2n − 1
n − 1 T F (r) + O (1). (16)
Together with (14), we have
(M − 2n − 2)T F (r) 7n
4 − 3n3 + n2
(n − 1)2 T F (r) −
n(n + 1)
2
log r + O (1).
Since T F (r) is unbounded, it implies that
M <
7n4 − n3 − n2 − 2n + 2
(n − 1)2 .
If f and g are entire functions, then (14) becomes
(M − 2n − 2)T F (r) n
2
n − 1 T(r) −
n(n + 1)
2
log r + O (1)
 2n
3 − n2
n − 1 T g(r) +
n3
n − 1 T f (r) −
n(n + 1)
2
log r + O (1).
Applying (15) and (16) again, it yields
(M − 2n − 2)T F (r) 4n
4 − 3n3 + n2
(n − 1)2 T F (r) −
n(n + 1)
2
log r + O (1)
which implies
M <
4n4 − n3 − n2 − 2n + 2
(n − 1)2 . 
The rest of the proof of Theorem 4.5 is the similar to the proof of Theorem 3.7 at the end of Section 3.2 except that we
can only conclude that γ ′ = 0. We will omit it.
4.4. Final step of the proof of Theorem 1.3
We ﬁrst note that to prove Theorem 1.3, we can always further assume that
at least one of the x′i = 0 (1 i  M). (17)
This is clear for p = 0. We now assume that p > 0. If x′i = 0 for each 1 i  M , then it follows from (∗) that
f ′( f + ci)n−1 = f ′( f + c1)n−1 for 2 i  M. (18)
If f ′ = 0, then (18) implies that for 2 i  M we have
f + ci = δi( f + c1), (19)
where δi is a primitive n − 1 root of unity. This is not possible since it would imply that either f is constant or ci = c1.
Therefore, f ′ must be zero. We are now in the situation where f , as well as each xi (1 i  M), is a p-th power. Since at
least one of the xi ’s is not constant, we can ﬁnd a positive integer s such that f = f˜ ps , xi = x˜p
s
i (1 i  M) for some f˜ and
x˜i in K and either f˜ ′ = 0 or one of the x˜′i = 0 (1 i  M). It is easy to see from (∗) that g is also a ps-th power, i.e. g = g˜ p
s
for some meromorphic function g˜ . We can also choose c˜i (1 i  M) such that ci = c˜ p
s
i as K is algebraically closed. Then
we may replace (∗) by the following
x˜n = ( f˜ + c˜i)n − g˜ for 1 i  M. (∗∗)i
676 T.T.H. An, J.T.-Y. Wang / J. Math. Anal. Appl. 381 (2011) 661–677If one of the x˜′i = 0 (1 i  M), then we can prove Theorem 1.3 with (∗∗). If every x˜′i = 0 (1 i  M), then the deﬁnition
of s gives f˜ ′ = 0. However, in this case we can repeat the previous arguments to show that f˜ ′ = 0, which leads to a
contradiction and proves the assertion.
In this subsection, we will assume that g = 0 and g = ( f + γ )n where γ ′ = 0. Then the system of equations becomes
xni = ( f + ci)n − ( f + γ )n = n(ci − γ )
n−1∏
j=1
(
f − ci − ξ
jγ
1− ξ j
)
, (20)
for 1 i  M .
The proof of Theorem 1.3 for the case where the characteristic of K is zero is the same as in the complex case. We will
omit it.
Approach with abc theorem. We will use abc theorem to conclude the proof of Theorem 1.3 for the case of positive char-
acteristic. Since this argument also works in zero characteristic (cf. Theorem 2.30 in [4]), we will not make any restriction
on the characteristic at ﬁrst.
Lemma 4.10. Suppose that a and b are non-constant meromorphic functions on K and (ab−1)′ = 0. If an + bn = 1, then n 2.
Proof. We ﬁrst note that a′ = 0 since a′ = 0 would imply that b′ = 0 and consequently (ab−1)′ = 0. Applying Theorem 4.4
for the map [an : 1] : K → P1(K) and linear forms X0, X1 and −X0 + X1, we obtain
nTa(r) N¯a(r,0) + N¯b(r,0) + N¯a(r,∞) − log r + O (1) 2Ta(r) + Tb(r) − log r + O (1).
Similarly, we have
nTb(r) 2Tb(r) + Ta(r) − log r + O (1).
Summing over two equations, we get
n
(
Ta(r) + Tb(r)
)
 3
(
Ta(r) + Tb(r)
)− 2 log r + O (1).
Therefore n 2 since Ta(r) + Tb(r) is unbounded. 
Proof of Theorem 1.3 for the case of positive characteristic. By Theorem 4.5,
xni = ( f + ci)n − ( f + γ )n, 1 i  M,
where γ ′ = 0. From (17), we may assume that x′1 = 0. Rewrite the equation as
1 =
(
f + c1
x1
)n
−
(
f + γ
x1
)n
.
Since γ ′ = 0, it is easy to check that the derivative of f+c1f+γ is not zero unless f ′ = 0 or γ = c1. If f ′ = 0, then x′1 = 0;
and if γ = c1, then x1 = 0. This shows that both cases are not possible. Therefore, we may apply Lemma 4.10 to get n  2
contradicting to our assumption. 
4.5. Proof of Theorem 1.6
The following theorem can be deduced from the truncated second main theorem similar to [2] for the function ﬁeld
case. We refer to [3] for a proof and further references.
Theorem 4.11. Let f = [ f0 : · · · : fm] : K → Pm(K) be an analytic map with f0, . . . , fm as entire functions on K with no common
zeros. Let fm+1 = f0 + · · · + fm. Then either some proper subsums of f0 + · · · + fm vanish or for any r  1,
T f(r)m
m+1∑
i=0
N¯ fi (r,0) − log r + O (1).
Corollary 4.12. Let f0, . . . , fm be meromorphic functions on K, not all constant, and
f n0 + · · · + f nm = 1. (21)
If no proper subsum of f n + · · · + f nm vanishes, then nm2 + 2m − 1.0
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nT f(r)m
m+1∑
i=0
N¯ f˜ i (r,0) − log r + O (1)
m
m+1∑
i=0
N f˜i (r,0) − log r + O (1)
m
m+1∑
i=0
Nf(r, Li) − log r + O (1)
m(m + 2)T f(r) − log r + O (1).
The inequality implies that n <m(m + 2). 
Proof of Theorem 1.6. The proof is the same as the proof of Theorem 1.2, except that we only need n  8, by Corol-
lary 4.12. 
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