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Abstract
We apply the continuation theorem of coincidence degree theory to study the existence of positive periodic
solutions for the following difference equations with feedback control:
N(n + 1) = N(n) exp
[
r(n)
(
1 − N(n − m)
k(n)
− c(n)µ(n)
)]
,
µ(n) = −a(n)µ(n) + b(n)N(n − m),
where a : Z → (0, 1), c, k, r, b : Z → R+ are all ω-periodic functions and m is a positive integer.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently, the single-species population growth models have been extensively studied by many
authors [1–4]. Moreover, as we know, ecosystems in the real world are often distributed by unpredictable
forces which can result in changes in biological parameters such as survival rates, so it is necessary
✩This work was supported by the National Natural Sciences Foundation of the People’s Republic of China under Grant
10361006 and the Natural Sciences Foundation of Yunnan Province under Grant 2003A0001M.∗ Corresponding author.
E-mail address: yklie@ynu.edu.cn (Y. Li).
0893-9659/$ - see front matter © 2004 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.09.002
62 Y. Li, L. Zhu / Applied Mathematics Letters 18 (2005) 61–67
to study models with control variables which are so-called disturbance functions, whereas models with
control variables discussed in most of the literature are differential cases [5–8].
Our purpose in this work is, by using the Mawhin’s continuation theorem of coincidence degree
theory [9], to study the existence of positive periodic solutions of the following nonautonomous
difference model with feedback control:
N(n + 1) = N(n) exp
[
r(n)
(
1 − N(n − m)
k(n)
− c(n)µ(n)
)]
,
µ(n) = −a(n)µ(n) + b(n)N(n − m),
(1.1)
where a : Z → (0, 1), c, k, r, b : Z → R+ are all ω-periodic functions and m is a positive integer, Z,R+
denote the sets of all integers and all positive real numbers, respectively;  is the first-order forward
difference operator µ(n) = µ(n + 1) − µ(n). For some work concerning the existence of periodic
solutions of differential equations and difference equations which was done by the coincidence degree
theory, we refer the reader to [10–15]. Throughout this work, we denote the product of y(n) from n = a
to n = b by ∏n=bn=a y(n) with the understanding that ∏bn=a y(n) = 1 for all a > b.
2. The existence of positive periodic solutions
In this section, based on the Mawhin’s continuation theorem, we shall study the existence of at least
one positive periodic solution of (1.1). First, we shall make some preparations.
Let X,Y be normed vector spaces, L : Dom L ⊂ X → Y be a linear mapping, and N : X →
Y be a continuous mapping. The mapping L will be called a Fredholm mapping of index zero if
dim Ker L = codim Im L < +∞ and Im L is closed in Y. If L is a Fredholm mapping of index
zero and there exist continuous projectors P : X → X and Q : Y → Y such that Im P = Ker L ,
Ker Q = Im L = Im (I − Q), it follows that the mapping L|DomL∩KerP : (I − P)X → Im L is invertible.
We denote the inverse of that mapping by K P . If Ω is an open bounded subset of X, the mapping N will
be called L-compact on Ω if QN(Ω ) is bounded and K P(I − Q)N : Ω → X is compact. Since Im Q is
isomorphic to Ker L , there exists an isomorphism J : Im Q → Ker L .
Now, we introduce Mawhin’s continuation theorem [9, p. 40] as follows.
Lemma 2.1. Let L be a Fredholm mapping of index zero and let N : X → Y be L-compact on Ω .
Assume
(a) for each λ ∈ (0, 1), x ∈ ∂Ω ∩ Dom L , Lx = λNx,
(b) for each x ∈ ∂Ω ∩ Ker L , QN x = 0,
(c) deg(J QN,Ω ∩ Ker L , 0) = 0.
Then Lx = Nx has at least one solution in Ω ∩ Dom L.
In what follows, we shall use the following notation:
f = 1
ω
ω−1∑
s=0
f (s), Iω = {0, 1, . . . , ω − 1},
where { f (s)} is an ω-periodic sequence of real numbers defined for s ∈ Z. We also need the following
lemma to prove our main result in this work.
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Lemma 2.2 ([15]). Let g : Z → R be ω periodic, i.e., g(k + ω) = g(k). Then for any fixed k1, k2 ∈ Iω,
and any k ∈ Z, one has
g(k) ≤ g(k1) +
ω−1∑
s=0
|g(s + 1) − g(s)|,
g(k) ≥ g(k2) −
ω−1∑
s=0
|g(s + 1) − g(s)|.
Now we are in a position to state and prove our main result.
Theorem 2.1. The system (1.1) has at least one positive ω-periodic solution.
Proof. The problem of existence of ω-periodic solutions of the second equation of the system (1.1) is
equivalent to that for the following equation:
µ(n) =
n+ω−1∑
u=n
G(n, u)b(u)N(u − m) := (ΦN)(n) (2.1)
and vice versa, where
G(n, u) =
n+ω−1∏
s=u+1
(1 − a(s))
1 −
n+ω−1∏
s=n
(1 − a(s))
, u ∈ {n, n + 1, . . . , n + ω − 1}.
It is clear that µ(n + ω) = µ(n) when N is ω-periodic function. In fact,
µ(n + ω) =
n+ω+ω−1∑
u=n+ω
G(n + ω, u)b(u)N(u − m)
=
n+ω−1∑
u=n
G(n + ω, u + ω)b(u + ω)N(u + ω − m)
=
n+ω−1∑
u=n
G(n + ω, u + ω)b(u)N(u − m)
and
G(n + ω, u + ω) =
n+ω+ω−1∏
s=u+ω+1
(1 − a(s))
1 −
n+ω−1∏
s=n
(1 − a(s))
=
n+ω−1∏
η=u+1
(1 − a(η + ω))
1 −
n+ω−1∏
s=n
(1 − a(s))
=
n+ω−1∏
η=u+1
(1 − a(η))
1 −
n+ω−1∏
η=n
(1 − a(η))
= G(n, u);
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hence
µ(n + ω) =
n+ω−1∑
u=n
G(n, u)b(u)N(u − m) = µ(n).
Therefore, the existence of an ω-periodic solution of the system (1.1) is equivalent to that of one for the
following equation:
N(n + 1) = N(n) exp
[
r(n)
(
1 − N(n − m)
k(n)
− c(n)(ΦN)(n)
)]
, (2.2)
where Φ is defined by (2.1).
To apply the continuation theorem of coincidence degree theory to establish the existence of an
ω-periodic solution of (2.2), we take
X = Y = {x : Z → R, x(n + ω) = x(n), n ∈ Z}
and use the notation
‖x‖ = max
k∈Iω
|x(k)|;
then X and Y are Banach spaces.
Let
X0 =
{
x ∈ X,
ω−1∑
k=0
x(k) = 0
}
, Xc = {x ∈ X, x(k) = h ∈ R, k ∈ Z}.
For convenience, let N(n) = exp(x(n)); then (2.2) can be written as
x(n + 1) − x(n) = r(n)
[
1 − exp(x(n − m))
k(n)
− c(n)(Φ1x)(n)
]
, (2.3)
where
(Φ1x)(n) =
n+ω−1∑
u=n
G(n, u)b(u) exp(x(u − m)).
It is easy to see that if Eq. (2.3) has an ω-periodic solution x(n), then N (n) = exp(x(n)) is a positive
ω-periodic solution of Eq. (2.2). So, to complete the proof, it suffices to show that Eq. (2.3) has an
ω-periodic solution.
Set
L : DomL ∩ X → Y, (Lx)(n) = x(n + 1) − x(n),
and
(Mx)(n) = r(n)
[
1 − exp(x(n − m))
k(n)
− c(n)(Φ1x)(n)
]
,
for all x ∈ X and n ∈ Z. It is easy to see that L is a bounded linear operator and
Ker L = Xc, Im L = X0,
as well as
dim Ker L = 1 = codim Im L = dim(Y− Im L);
then it follows that L is a Fredholm mapping of index zero.
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Define two projectors P and Q as
Qy = Py = 1
ω
ω−1∑
s=0
y(s), y ∈ X.
Clearly, P and Q are continuous projectors such that
Im P = Ker L , Im L = Ker Q = Im(I − Q).
Furthermore, the generalized inverse (to L) K P : Im L → Ker P ∩ Dom L exists and is given by
(K P y)(n) =
n−1∑
i=0
y(i) − 1
ω
ω∑
i=1
i−1∑
s=0
y(s).
Obviously, QM and K P(I − Q)M are continuous. Since X is a finite-dimensional Banach space, one
can easily show that K P(I − Q)M(Ω¯) is compact for any open bounded set Ω ⊂ X. Moreover, QM(Ω¯)
is bounded, and hence M is L-compact on Ω¯ with any open bounded set Ω ⊂ X.
Now, our goal is to find an appropriate open, bounded subset Ω for using the continuation theorem.
Corresponding to the operator equation Ly = λMy, λ ∈ (0, 1), we have
y(n + 1) − y(n) = λ
[
r(n)
(
1 − exp(y(n − m))
k(n)
− c(n)(Φ1y)(n)
)]
. (2.4)
Suppose that y ∈ X is a solution of (2.4) for some λ ∈ (0, 1). Summing on both sides of (2.4) from 0 to
ω − 1 with respect to n, we get
0 =
ω−1∑
n=0
(y(n + 1) − y(n)) = λ
ω−1∑
n=0
[
r(n)
(
1 − exp(y(n − m))
k(n)
− c(n)(Φ1y)(n)
)]
,
that is,
rω =
ω−1∑
n=0
r(n)
[
exp(y(n − m))
k(n)
+ c(n)(Φ1y)(n)
]
. (2.5)
From (2.4) and (2.5), we have
ω−1∑
n=0
|y(n + 1) − y(n)| ≤
ω−1∑
n=0
[
r(n) + r(n) exp(y(n − m))
k(n)
+ r(n)c(n)(Φ1y)(n)
]
= 2rω. (2.6)
Since y ∈ X, there exist η, ξ ∈ Iω such that
y(ξ) = min
n∈Iω
{y(n)}, y(η) = max
n∈Iω
{y(n)}. (2.7)
By (2.5) and (2.7), we get
rω ≥
ω−1∑
n=0
r(n) exp(y(n − m))
k(n)
≥ exp(y(ξ))
ω−1∑
n=0
r(n)
k(n)
= exp(y(ξ))
(r
k
)
ω,
so
y(ξ) ≤ ln
{
r
/(r
k
)}
,
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and from Lemma 2.2 and (2.6), it follows that
y(n) ≤ y(ξ) +
ω−1∑
n=0
|y(n + 1) − y(n)| ≤ 2rω + ln
{
r
/(r
k
)}
:= B1. (2.8)
On the other hand, (2.5) and (2.7) imply that
rω =
ω−1∑
n=0
[
r(n)
k(n)
exp(y(n − m)) + r(n)c(n)(Φ1y)(n)
]
≤ exp(y(η))
(r
k
)
ω +
ω−1∑
n=0
[
r(n)c(n)
n+ω−1∑
u=n
G(n, u)b(u) exp(y(u − m))
]
≤ exp(y(η))
[(r
k
)
ω +
ω−1∑
n=0
r(n)c(n)
n+ω−1∑
u=n
G(n, u)b(u)
]
;
then
y(η) ≥ ln
{
rω
/[(r
k
)
ω +
ω−1∑
n=0
r(n)c(n)
n+ω−1∑
u=n
G(n, u)b(u)
]}
,
and, therefore, Lemma 2.2 and (2.6) imply
y(n) ≥ y(η) −
ω−1∑
s=0
|y(n + 1) − y(n)|
≥ ln
{
rω
/((r
k
)
ω +
ω−1∑
n=0
r(n)c(n)
n+ω−1∑
u=n
G(n, u)b(u)
)}
− 2rω := B2. (2.9)
Combining (2.8) and (2.9), we finally get
|y(n)| ≤ max{|B1|, |B2|} := B3. (2.10)
Clearly, B3 is independent of λ. Take B = B3 + B0, where
B0 =
∣∣∣∣∣ln
(
r
/[(r
k
)
+ 1
ω
ω−1∑
s=0
r(s)c(s)
s+ω−1∑
u=s
G(s, u)b(u)
])∣∣∣∣∣ .
Now, we take Ω = {x ∈ X, ‖x‖ < B}; it is clear that Ω is an open, bounded set in X and condition (a) in
Lemma 2.1 is satisfied.
When y ∈ ∂Ω ∩ Ker L , y is a constant in R with |y| = B. Then
QMy = r −
(r
k
)
exp(y) − 1
ω
ω−1∑
s=0
r(s)c(s)(Φ1 y)(s)
= r −
(r
k
)
exp(y) − exp(y) 1
ω
ω−1∑
s=0
r(s)c(s)
s+ω−1∑
u=s
G(s, u)b(u) = 0,
which shows that condition (b) in Lemma 2.1 is satisfied.
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Finally, we will verify that condition (c) in Lemma 2.1 is also satisfied. Indeed,
deg(J QM,Ω ∩ Ker L , 0) = sgn
{
−
(r
k
)
− 1
ω
ω−1∑
s=0
r(s)c(s)
s+ω−1∑
u=s
G(s, u)b(u)
}
= −1 = 0,
where deg(·) is the Brouwer degree and the J is the identity mapping since Im Q = Ker L . Thus, by
Lemma 2.1, we get that (2.3) has at least one ω-periodic solution, that is, (2.2) has at least one positive
ω-periodic solution. The proof is complete. 
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