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Abstract 
Recent technologies make it possible to know about anything that happens in any part of the world to be made 
available to any person at any place and at any time. In this direction the services provided by Yahoo, CNN, CNET 
etc. are enormous that cater to the needs for a greater part of the globe to acquire timely and informative news about 
anything. Though search engines and with various news providers, present web scenario is capable of providing 
information in variety of ways, it is a fact that not all news are relevant for all people. That is, user satisfaction as 
well as user preferences must be taken into account while providing news items. In this regard, the need for 
personalization arises whereby users can obtain relevant information of their interests through technologies. 
Personalized news provisions make the readers to get information of their choice, thereby the time involved in 
searching the news of their taste is greatly minimized. This paper focuses on the design of a personalized news 
provider (PNP) system for searching automobile news traditional and 
classical optimization method.  
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1. Introduction  
With the help of Internet and search engines it is possible to retrieve any information required by 
a web user. The state of web information overload is increasing every now and then as there is a rapid 
raise in the amount of information available online. This situation makes the users to feel uncomfortable 
to access the necessary informations. The web world provides ample opportunities for accessing any 
information at anytime from anywhere. The thought of using internet for accessing news documents is 
increasing drastically. Especially web portals such as Google, Routers, Yahoo etc offer more services by 
providing news related to various domains such as education, technology, tourism etc. But, the amount of 
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information retrieved is extremely huge, making it hard and time-consuming for users to find necessary 
knowledge of information. The effectiveness of content or news delivery depends on how well they are 
users interests. Therefore, it is a challenging task to know the preferences or interests of users by getting 
the profile of the users. 
At the same time news classification is one of the major tasks for processing and organizing text 
data are retrieved from web. More research activities have to use on documents classification techniques 
to classify documents that are available in large numbers to find interesting information on the Web [1]. 
Traditional document classifiers are generally based on specific keywords that are present in the 
documents. In order to deliver preferred news informations to the right person many researchers pay more 
attention on building a proper tool which can help the users to obtain personalized news services or 
resources. Personalized service systems aim at providing data using information filtering techniques. 
Most of the personalized service systems are built around using two main techniques like content-based 
filtering and collaborative filtering. Past research activities have proved that optimization algorithm can 
be used for searching bulk news documents. Genetic Algorithm (GA) is one of the most prominent 
algorithm among optimization techniques that searches for various news documents and produces feasible 
solutions. 
In this paper, the proposed personalized news provider (PNP) architecture is based upon text 
recommend mechanical tool kits news articles by matching the user profile that matches the interests of 
the users. The user specifies the level of his expertise on different news categories and the proposed 
system delivers personalized news documents. News articles are decomposed into vector representation 
of news sentences and similarity is matched using cosine method. In our approach GA is used for 
searching a particular category of automobile news documents from the entire set of news categories and 
thereby the module is optimized for generalized search. In our paper we have proved with our 
experiments results that the traditional method (tf-idf) of news search retrieves comparatively less number 
of news documents than optimization model. 
2. Related Work 
With the advent of information retrieval techniques it is at most essential to deliver documents 
based on the interests of the users. Recommendation of news documents irrespective of category types is 
2]. Several adaptive web-based news services have been developed 
which focus on personal recommendation of news items or documents. But, each system varies in their 
application domain, platform, development methodology, levels of adaptivity, etc. In general all 
recommendation systems use content- based, collaborative or hybrid filtering techniques to match the 
users interests. In traditional model (i.e.) tf-idf classification approach of information retrieval for a 
particular key word the search is carried out character by character for key word match. This approach 
leads to mismatch of terms and it takes more time to retrieve the document required as per the user 
profile. 
 
In the collaborative filtering approach, each user is associated with a user profile. When the user 
profiles of two users are similar, news articles read by one of them will be automatically recommended to 
the other. In another personalization approach known as content filtering, one or more set of features each 
representing a different interest domain (personalized category) of the user is derived. Several methods 
have been proposed by many researchers and can be directly applied for news classification. One among 
them is text classification and it is the process of assigning text documents to one or more predefined 
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categories based on their content. This allows users to find desired information faster by searching only 
the relevant categories and not the whole information space [3]. Whenever the news categories are not 
defined and training documents are not readily available, the classification problem will become tedious. 
In optimization model of information retrieval for a particular key word, the search is performed by 
considering the words present in the documents. This procedure overcomes the drawbacks of the 
traditional classification approach. 
 
Genetic Algorithm (GA) is a relatively new promising approach for building reliable search and 
classification programs quickly and automatically. Genetic Algorithm has been applied to search complex 
documents and in many cases, GA has achieved reasonable level of success. GA uses ideas analogous to 
biological evolution to search the space of possible programs and evolve a good program for a particular 
task.  In our paper, we have used GA for searching similar news documents from the available news 
documents of various categories using tournament based selection method and roulette wheel selection 
method. We have used genetic algorithm as it produces feasible solution when compared to other 
methods (probabilistic - stochastic or deterministic).  
3. Proposed method 
3.1. News category attributes 
 
The various that are retrieved from the existing news service providers such as Yahoo, Google, 
CNN etc. are the most familiar news service providers that delivers news documents to its users. News 
documents contents delivers by such news providers are difficult to automatically categorize or classified 
based on the key terms of the news articles. For example, in the context of entertainment related news 
category, a movie can be classified based on the type of story, music, certificate type etc. Certain 
techniques have to be adopted for classifying the news documents into their categories. Given a 
term/keyword, the classification approach classifies the documents based on the users requirements. 
Traditionally, the cl
proposed method we have classified the mechanical tool kits news documents based on the occurrence of 
terms (i.e) term frequency and inverse document frequency (tf-idf) method.  
 
The main objective of classification method is to classify the text documents to its maximum 
accuracy of various categories [4]. The proposed classification method represents all news documents as 
vectors so that the documents with similar contents have similar vectors. Each component of a vector 
corresponds to a term in the document, typically a word. The weight of each component is calculated 
using the tf-idf scheme. Figure 1 shows hierarchical representation of various news categories. 
 
3.2 Information on news category ratings 
 
Without the description of news categories there is a collection of m users on n categories, which 
is represented as an m*n user category matrix U. 
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Where 
 
ajU = Score of the news document j rated by a user. ajU = o; if a user has not rated the category j. 
In the matrix, m denotes the total number of users and n denotes total number of news 
documents. In general the amount of news documents stored in our approach is very large. Users often 
feel uneasy to read all the news articles of various news categories. The matrix U is very sparse. Thus we 
propose a novel idea of partioning the matrix U based on news categories and by grouping the users of 
similar preferences in order to make recommendation of exact news informations. 
 
3.3 Users informations and profile creation 
 
One of the primary tasks in personalization is to identify the user choices.  The aim is to identify 
users choices and based on the preferences specified by the users news categories can be recommended 
and thereby personalization can be achieved. Recommending news items starts with building a user 
profile. A user profile can be defined by keeping track of which articles the user has read so far. In our 
approach the semantic relatedness approach creates a vector with the distinct concepts from the user 
profile and assigns a weight to each concept. The ranked recommendation method also uses a vector of 
distinct concepts from the read articles and assigns a rank to each concept. The difference in user profile 
construction between the latter two approaches is the method used to compute the corresponding weights. 
Based on the time spent on viewing the news documents the user profile is created (table 1). Users are 
required to access a news database which contains nearly 3,00,000 automobile news documents of 
categories namely vehicles, equipments, design, electrical systems, suspension types, tyre types, air 
conditioning systems and service related news documents. 
 
Table 1: User profile creation based on topics of interest 
 
User Name Time spent on news topics User Name Time spent on news topics 
User1 1,7,3,5,8,6,5,4,1,5 User30 5,1,4,5,6,8,5,3,7,1 
User6 
 
8,2,6,4,7,9,0,2,3,5 User36 5,3,2,0,9,7,4,6,2,8 
User11 0,7,2,6,7,3,1,0,2,0 User41 0,2,0,1,3,7,6,2,7,0 
 
User17 6,9,5,3,1,0,0,1,0,7 User46 1,0,7,0,0,1,3,5,9,6 
 
User23 2,7,10,3,6,9,2,0,0,1 User50 1,0,0,2,9,6,3,10,7,2 
 
For example 1,7,3,5,8,6,5,4,1,5 for user1 means that the time spent by user1 in vehicles news 
documents is 1, equipments is 7, design is 3, etc. The time spent is measured in minutes. A threshold time 
spent is fixed for identifying user preferences. In our approach we have considered the threshold time as 6 
minutes. Users who have spent more than 6 minutes for a particular news items indicates he/she is 
interested in that topic/category and users group (similar interests) is made based on this factor. From 
table 1, users of similar interests or preferences to a news category are identified and grouped. Thus, user 
1 is interested in suspension types and equipments related news documents. Likewise user 46 is interested 
in air conditioning systems and design news categories. 
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Figure 1 Automobile news and its various news categories 
 
3.4. Vector space model-enhanced (VSM-e) 
 
Vector space model-enhanced (VSM-e) is one of efficient document retrieval models used for 
retrieving documents that are complex in nature. Generally, in past research activities based on the 
occurrence of certain keywords or important terms documents are classified using suitable algorithms. In 
our novel method (i.e.) VSM-e, the set of text (news) documents of various categories are collected and 
represented as a nm  matrix, using the most prominent classification method called tf-idf approach. 
The tf-idf approach is used for finding the term weights that considers the term frequency (tf), inverse 
document frequency (idf) that considers the document frequency (df). After finding the occurrence of a 
particular term that have occurred more number of times in a document, it is concluded that a news 
document collected belongs to a particular category [5]. Likewise the news documents are classified as 
per various news categories. The important term/keyword represented as Im is inversely proportional to 
the occurrence of term frequency and to the document (di) frequency which is given in equation 1. 
)
mdf
N
log(nmCIf)nd,mI(w                             1 
Where 
),( nm dIw  = weight of the term frequencies 
nmCIf  = count of occurrences of term mI  in document nd  
N  = total number of documents collected 
mdf = total count of documents containing term Im 
 
3.5. News personalization using genetic algorithm 
 
In our proposed model our aim is to bring out a novel idea for news personalization. The main 
purpose of utilizing genetic algorithm is to refine or simplify the searching process of news documents 
and thereby aiming for better news personalization. We have tried to group various user characteristics 
based on the preference of the user. Using GA the diverse and multiple news documents are searched to 
meet the user choices [6, 7]. The architecture used for personalization of news for the proposed method is 
shown in figure 2. 
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Figure 2. Proposed Architecture of Personalized News Provider (PNP) 
 
3.6. Proposed Genetic Algorithm process  
 
 
Phase 2:  By using fitness function, each chromosome fitness function is calculated. 
Phase 3: As per the fitness value, the chromosomes are sorted. 
Phase 4: Parents are selected using tournament based selection method. 
Phase 5: According to crossover probability, two- point cross over function is performed. 
 
 Generate a random number n between 0 and 1. 
If n<mutation probability go to step 2, else return 
 Generate x1 and x2 numbers between 1 and length of chromosome 
If x2<x1 exchange then 
 Child1= parent 1 (0, x1) + parent 2(x1, x2*x1) + parent 1(x2, length) 
 Child2 = parent2 (0, x1) + parent 1(x1, x2*x1) + parent 2(x2, length) 
End if 
 Return child1 , child 2 
 
Phase 6: Mutation is performed on considering the mutation probability. 
 
 Generate a random number n between 0 and 1. 
If n<mutation probability go to step 2, else return 
 Generate a number m randomly between 1 and 3 
If i=0 and i<m then 
begin 
 Generate a number x between 0 and chromosome length 
 Change the ith bit to 1 from 0 and vice versa 
End 
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Phase 7: New offsprings are produced. 
Phase 8: Old children are replaced with new offsprings. 
Phase 9: When a termination criterion is met, process is stopped. 
                                                              
4. Experimental Evaluation 
 
4.1. Screen Shots 
 
Figure 3 shows the screen shot obtained after running the GA optimization tool in Matalab. The 
screen shot shows the number of iterations the GA tool is executed for achieving the best fitness function 
that is needed for classifying the news documents. The same can be implemented using Java Applet 
programming for proposed system (i.e.) Personalized News Provider (PNP). The system is designed in 
such a way that if a user gives the id which is allotted by the system, the systems retrieves the preferred 
and personalized news category and its news documents. In our system the interested news documents are 
listed (a part of the news) one by one as shown in the screen shot. The proposed system is designed such 
that if the user clicks any of the displayed news documents the entire news gets displayed in a separate 
window. 
      
 
                            
Figure 3. Screen shot from GA Optimization Tool using Matlab 
      
4.2. Tabulation 
Table 2, shows the experimental results obtained for classification of news documents by 
traditional and optimization methods. The classification accuracy and precision rate is better when 
compared to traditional tf-idf approach.  
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Table 2. Experimental results of tf-idf and optimization model. 
 
 
 
 
Sl.No 
      Documents Classification  
 
 
Iteration 
Level in 
GA 
Precision and Accuracy rate of 
documents classified (in %) 
 
tf-idf 
classification 
approach 
 
Roulette Wheel 
selection 
approach 
 
Tournament 
based 
selection 
approach 
 
tf-idf 
approach  
 
Roulette 
Wheel 
selection 
approach 
 
Tournament 
based 
selection 
approach 
1 17 22 25 13 84 89  95  
2 25 29 31 17 87 91 96 
3 31 34 37 22 92 94 97 
4 35 38 41 34 90  93 96 
5 39 42 45 46 92 95 97 
Mean Precision and Accuracy rate      89    92.4        96.2 
 
4.3. Graphical representation 
 
The graph as shown in figure 4 is plotted using the values according to table 3. From the above 
graph it is concluded that a document classified through GA is highly accurate and matches exactly to a 
particular category then traditional method of classification. This means that number of documents 
retrieved and delivered to the user by GA is higher than tf-idf approach. News categories are considered 
in X-axis and news documents in Y-axis.  
                                          
           
Figure 4. Comparison of tf-idf Vs optimization model approach 
 
Conclusion  
 
It is an important issue to organize the contents of news articles to cater to the needs of users as 
there is a substantial increase in the number of news providing websites. Thus, it is essential task to 
identify the user preferences in order to deliver exact news documents to the users. Also, we have 
proposed a personalized news provider (PNP) architecture for personalizing the news documents using 
tournament based selection method in genetic algorithm. For accuracy and recall measurements the 
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proposed method is compared with traditional tf-idf documents classification method. Experimental 
results prove that optimization model based selection method is better in delivering news documents more 
accurately than traditional tf-idf classification method. 
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