This paper considers neural computing models for information processing in terms of
I. INTRODUCTION
Too often neural computing systems involve representations and solutions that are essentially "black box" such that the network parameters have no specific meaning, nor do they encapsulate, in any direct way, domain knowledge. Typically, the problem is posed as one of inductive learning or control where the task of the artificial neural networks (ANN's) is to predict or classify events from training samples. The purpose of "hidden units" within such systems is to provide the basis for generalization or to allow for additional parameters to cover the input-output relationships, particularly when nonstationarity and nonlinearities are present.
The difficulties with such approaches is that, more often than not, the overall result is a system that can, to some extent, predict or classify data but not provide an explanation for why the system works in terms of actual domain knowledge. Recent (a posteriori) attempts to discover the rules learned under such models do not really provide a solution because, given complete freedom with respect to parameter estimation, the resultant weights may not be expressible in forms that make sense. Indeed, there has been little work done on how ANN's can generate symbolic descriptions via internal network architectures that enable rich logical structures (beyond elementary Boolean operators). Equally, little work has been done on incorporating algebraic and geometric structures into neural models. Due to the aforementioned problems, and others, the initial high expectation that ANN's would provide the basis for a universal massive parallel approximation machine seems unlikely. In addition, computational constraints limit the application of the ANN's in real-world problems, especially when the scale of the problem is large. In particular:
• the parallel structure in a complex computing environment is normally sparse; approximation by the fully connected ANN's forms awkward interactions and may even cause a catastrophic breakdown when the computational structure gets large [95] ; • with regard to hardware, only very simple ANN's can be implemented and fabricated in silicon, largely due to the densely connected architectures. In the past few years, the aforementioned problems with ANN models have inspired research in biologically based neural computing models, one of the most important being modular neural networks (MNN's). Unlike the ANN models that focus on the studies of neural computing at the level of individual neurons and simple interconnections, MNN models take one important biological fact into network design consideration: the neurons in human brain are very sparsely connected (relative to complete connectivity) in a clustered, hierarchical fashion.
It has been known for many centuries that the neurophysiology of the vertebrate cerebral cortex is modular. In addition, current observations and models for the cerebral cortex indicate rich and clearly identifiable modular units 0018-9219/99$10.00 © 1999 IEEE PROCEEDINGS OF THE IEEE, VOL. 87, NO. 9, SEPTEMBER 1999 that have identifiable inputs and outputs from other modules [68] . These modules, and their communication mechanisms, apply within and between information processing modalities, thereby making the system both serial and parallel in nature. An excellent example is vision. Many of the modular structures have been described over the past century, if not their complete functional uses. Examples include the pioneering work of Kuffler [77] , the investigation on contrast, motion, and color detection by Rodieck [113] , and spatial/temporal resolution in human vision by Breitmeyer [13] .
While modularity has been the operating paradigm in neural science research [2] , [27] , [39] , [45] , [126] , it has only been adopted in neural information processing in recent years. Research into the MNN models shows that they are able to provide solutions to complex information processing problems better than, sometimes surprisingly superior to, those given by simple ANN models [3] , [16] , [51] , [87] , [93] , [140] .
This paper shows how the modular approach can accommodate such knowledge by modeling weights and states of specific subnetwork elements. This approach is also consistent with the "explanation-based neural network" approach proposed by Mitchell [99] . The objective of MNN's is not to simulate biological neural networks (BNN's) exactly since too little is known about biological computation. However, by incorporating this modular biological perspective into network design, we may be able to build computing machines that, to some greater extent, mimic human thinking and also resolve large-scale complex problems that have not been resolved by the traditional approaches. Section II presents the background for modularity in neural computing from two different angles: neuropsychology and computation. Section III reviews modular neural networks and applications. Then the recent development of three modular neural networks are detailed in Section IV, including the model-based neural networks (MBNN's) [16] , a network of networks [51] , and the self-generating network of networks (SGNN) [140] . A summary is given in Section V.
II. MODULARITY IN NEURAL NETWORKS
This section reviews the background for modularity in neural network design. It starts with some neurophysiological evidence for modularity in the vertebrate cerebral cortex. The success of the most powerful biological computing machine inspires us to think the same way in ANN design. We then use some of the well-known theory and practice in engineering and computer science and software/hardware to argue that to have practical use of neural networks in large-scale applications, modularity should be seriously considered as a design principle.
A. Neurophysiological Evidence for Parallel and Serial Modularity
The topic of modularity in cortical processing has recently received a good deal of attention, particularly in the area of higher vertebrate and human information processing due to the availability of new sensing technologies, including functional magnetic resonance imaging (fMRI). This technology clearly demonstrates the selective role of different areas of the cerebral cortex in tasks for primary sensing through to motor tasks as well as more semantic and symbolic reasoning problem solving (see, for example, [34] and [94] ). However, details of what types of computations underlie such region-specific responses cannot be clearly elicited using such techniques. In fact, there is an ever increasing need for more theoretical studies into the types of neural mechanisms which are sufficient, maybe even necessary, to describe the encoding, processing, and reactions of the brain to specific spatiotemporal patterns as are being reported in the cognitive neurosciences literature with increasing interest. Central to this effort is that of modeling modularity.
With respect to vision, initial studies focused on retinal processes with the observation and modeling of different receptive field profiles of retinal ganglion cells as a function of their retinotopic position. Pioneering work of Kuffler and others [77] paved the way for the study of the electrophysiological behavior of local neural interactions and supported the idea that images are processed via analyzers that extract different types of image features in parallel pathways whose very functional architecture defined the types of features being extracted by, for example, the retinal ganglion cells. Initial work included contrast, motion, and color detection [113] . It is relatively clear that the underlying neuroanatomy and neurophysiology of these ganglion cell receptive fields lies in neural modules that incorporate groups of amacrine and bipolar cells that converge upon, facilitate, and inhibit the action of the ganglion cells as a function of the spatiotemporal encoding of the stimulus by retinal receptors. Such small computational modules vary in response characteristics over the retina, providing the basis for the tradeoff between spatial and temporal resolution known to occur in human vision [13] . Interestingly enough, there seems to be little evidence to support the ability of these processes to be trained, although they do exhibit the well-known adaptation effects to ambient light [113] .
Over the past 30 years, neurophysiologists have progressed from the retina into the cortical visual pathways to determine where along such pathways specific visual features are extracted. For example, it is now generally accepted that stereo vision specifically initiates in the lateral geniculate body [109] , halfway between the retina and primary visual projection area. Explicit features (as opposed to brightness contrast extracted in the retina and used for exciting stereo cells in the lateral geniculate body [109] ), such as edges and corners, are extracted in the first two projection areas (V1, V2) [59] ; color, motion, and other image features that build upon fundamental retinal processes occur further along the visual pathways [134] , [148] . Finally, and consistent with the progression, one of the more advanced efforts in current visual neurophysiology has been to explore higher areas of the cortex, namely, the inferotemporal cortex, for groups of neurons that are selectively sensitive to actual shapes and objects [106] , [130] , [131] .
For example, Tenaka [130] , [131] has examined the responses of the inferotemporal cortex to different patterns, including faces, in monkeys. Results show some promise for the role of the inferotemporal cortex in pattern and object recognition in so far as the current evidence points to submodules of neurons being able to encode the relative positions of light and dark regions of the image that approximate specific patterns such as faces.
So far, we have described evidence for the notion that visual information processing in the vertebrate brain involves different subnetworks of neurons tuned to extract different aspects or features of the image. These units seem to have serial and parallel components both within their very designs and in their communications or information transfer characteristics; however, it should be noted that the same modules or feature extraction processes can feed more than one secondary module. A well-known example of this is how the same peripheral visual information is used to control eye movement as well as directly encoding what is present in the peripheral visual fields, as observed many years ago by Sherrington [120] .
What we have not argued for here is the "neuron doctrine" as proposed by Barlow [6] . That is, since neural information processing is essentially encoded and delimited at the synapses between neurons [68] and is defined by both the properties of neurons and their interactions, the basis for neural information processing must be at the modular subnetwork level. Indeed, this view has already been the explanatory model for retinal and cortical receptive-field profiles and more mathematical formulations by, for example, Daugman [31] . That is, the very formation of receptive fields and their specific responses to given spatiotemporal signals relies on specific neural architectures and axodendritic connections. Such connections have been clearly shown to develop as a function of specific environmental, genetic, and nutrience factors [10] , [17] .
These ontogenetic factors are the basis for the evolution of specific modular structures within the brain and, as such, demonstrate a theme running through this paper. That is, intelligent and efficient information processing based upon serial and parallel neural computing typically employs both "model-based" factors and trainable, adaptive processes in its evolution.
Finally, arguments that the perceptron-based ANN's mimic the vertebrate brain must be careful about two issues. The first is that one perceptron is the basic unit of function. Clearly ablation studies, both in ANN's and BNN's disprove this even in addition to the above arguments. The second is that the actual response characteristics of "neurons" is not necessarily correctly represented by the (nonlinear) spike frequency measure, as recently discussed by Segundo [118] . The spike frequency is used without considering the interspike temporal patterns and only measure, in a superthreshold way, the gross underlying electrochemical nature of neural transmissions.
B. Psychophysical Evidence for Modularity
It is fair to say that the "modularity paradigm" is the most popular explanatory model used in psychophysics today. This is mainly due to recent attempts to "explain" human behavior in terms of more molar neurophysiological processes, from vision to speech, from motor control to memory (e.g., [41] , [48] , [122] ).
In the area of human spatiotemporal vision, most models involve some form of modularity in so far as processes of feature extraction, correlation, and feature integration are used in various ways to predict what is perceived. Models for visual information processing vary from spatial acuity, edge and corner feature encoding [7] , motion encoding [26] , and texture processing [14] , to offer some examples. In all cases there is a fundamental notion of dedicated neural architectures for feature extraction, feature integration, and responses, per se. Such subnetwork modules typically involve specific neural architectures that, in turn, involve constraints on network weights, network topology, and models for the nonlinearities of synapses. Most theories in these areas use some form of filtering or template matching models for receptive-field profiles. That is, the activity of a given subnetwork is determined from the degree to that a given image-intensity profile matches that defined in the network via selected weight distributions and the geometric relationship between the input image and the geometric interpretation of the ANN's.
For example, in the area of texture processing, most models assume the following [14] , [54] , [102] .
• The input textured image is encoded, at each position in the image, via sets of filters tuned to different spatial features including orientation, size, etc.
• The outputs of these filters are then compared over some space. The proposed comparison processes include relaxation and direct correlations.
• Pixels are then classified according to similarity or prior knowledge. What differentiates the models is the types of filters and feature evaluation methods used and the degrees to that they are adaptive to the input texture information. Further, how the filter outputs are correlated over space and how they are classified determines different models. All these processes can be and, in some cases, have been directly implemented in ANN's. For example, the use of dynamical self-organizing maps has been shown to be successful in training the outputs of filters in the process of unsupervised texture segmentation [15] .
In summary then, both neurophysiological and psychophysical evidence and explanatory models point to the following principles of BNN's.
• The organization of the cerebral cortex is modular.
• Each module has specific function and neural structures oriented to solve specific information processing problems. These functions are circumscribed by network geometries, weights, and integrative processes.
• Modules have inter-and intraconnections in both serial and parallel ways.
• Individual neurons are less important than the collective organization and function of a given module.
C. Computational Considerations of Modularity
The rebirth of the ANN's in the mid 1980's produced some very high expectations. Among the most exciting were a universal approximation theory and a massively parallel processing algorithm [115] . While ANN's have achieved success in many small-scale problems (mimicking the function of a piece of tissue), the generalization to practical, large-scale problems has not been impressively successful (mimicking the human thinking machine).
In particular, the following issues have long been raised for dealing with large-scale neural networks.
• A huge state space has to be searched in the corresponding energy landscape. In the case of Hopfield networks, the number of states is 2 (even larger for some other networks) when there are binary variables in the space.
• Large neural networks are often used to learn too many patterns at the same time within a single network.
The ratio of the number of patterns to the number of neurons (15% for Hopfield net [91] ) or the utilization ratio of the neurons in the networks (for Kohonen's net [73] ) are normally very low.
• Learning in neural networks has been proven to be NP complete [37] , [65] . Gradient descent only relieves, but cannot remove, the computational problems (highorder polynomial algorithms do not help much for networks with hundreds of thousands of neurons).
• Fully connected, large neural networks are well known for their computationally intensive training and/or testing, and they may not generalize well [80] although various methods have been proposed to address the tradeoffs between network complexity and speed for generalization [12] .
• The parallel structure in a complex computing environment, biological or man made, is sparse. The fully connected nature of the ANN's forms awkward interactions and may even cause a catastrophic breakdown when the computational structure gets larger and larger [95] .
• As far as hardware is concerned, only very simple ANN's can be implemented and fabricated on silicon, although a number of parallel neural network architectures have been proposed [43] , [78] , [100] , largely due to the densely connected architectures. One of the suggested solutions is to use a hierarchical structure [97] . The need for addressing these issues is pressing, otherwise there can be only theoretical interest in very large-scale neural networks.
Many methods have been proposed to address the above limitations. Among them, modularized network structures provide one of the feasible solutions. The reason for modularizing neural network architectures is not just biological inspiration. BNN's and neural computing problems are apparently remarkably similar: both are locally dense and globally sparse in a hierarchical fashion. The larger the problem, the more evident the resemblance. A few typical examples include communications networks [55] , machine learning [16] , multimedia processing [80] , and image processing [51] .
It is well known there are various ways to find good engineering solutions for NP-complete problems, like learning in neural networks now that the real optimum solution is difficult to find. For example, gradient descent solves the problems heuristically while the modularity methods solve the problems by decomposing the underlying large problem space into small ones. With the help of modularity, we can decompose large neural networks into a network of smaller networks given a set of dependencies (or conditional independencies) amongst the variables (attributes) in the space. Such modular neural networks can be approached by:
• designing functionally independent subnetworks with each subnetwork having specific functions, communication, and adaptation characteristics; • developing the representations for, and models of, neural elements that have identifiable function both in terms of the purpose of the complete network and in terms of the nature of the physical environment and problem domain; or by:
• identifying hierarchical sets of neural networks to decompose a single large network; • progressively evolving the modular structure by optimization methods such as evolutionary programming (EP) [92] and self-generation algorithms [140] . By applying the above procedures, large search spaces can be decomposed into smaller ones-thereby reducing the required search space. For example, [121] applies a method of triangulation of cyclic directed graphs to decomposition that can fulfill the above task with the consistency required.
III. AN OVERVIEW OF MODULAR NETWORKS
A neural network is said to be modular if the computation performed by the network can be decomposed into two or more modules that operate on distinct inputs without communicating with each other. The outputs of the modules are mediated by an integrating unit that is not permitted to feed information back to the modules. In particular, the integrating unit both: 1) decides how the outputs of the modules should be combined to form the final output of the system and 2) decides that modules should learn that training patterns (see [57] ).
MNN's have been playing a more important role in the design of neural networks. The major trend is to use some a priori knowledge to put together complex networks using simple (and fully connected) building blocks. The wellknown models in this category include the model-based neural network [16] , the decision-based neural network (DBNN) [79] , hierarchical mixture of experts [64] , and the optimally integrated adaptive learning architecture [58] . In some of the models, these blocks are arranged in serial order, each committing itself to a processing stage such as filtering, segmentation in image processing, feature extraction, and image analysis in pattern recognition. In other models the blocks have parallel structure, each committing itself to a particular processing task. The final results are synthesized from these individual processing blocks. More complicated models may contain both serial and parallel structures. The most important feature of the MNN's in this group is the apparent functional modularity.
In contrast to explicit definitions of subnetwork structures, the second approach uses learning and search methods to organize the network structures beyond simple weight estimation into hierarchical sets of subnetworks. Some of the typical networks in this category are a network of networks [4] , a hierarchical associative memory model, the SGNN [140] , an extension of Kohonen's self-organizing map, self-partitioning network [111] , another extension of Kohonen's self-organizing map, feedforward MNN's designed and implemented based on one-nearest neighbor and Voronoi diagram [11] , and -nearest neighbor [22] . The MNN's in this group are structurally modular with implicit functional assignment to each module.
In the rest of this section, some detailed examples of these two approaches will be discussed.
A. Associative Gaussian Mixture (AGM) Model
For functionally modular networks, statistical models have been considered and a typical example is the AGM model [61] . The AGM model was first developed to explain the hierarchical mixture of experts but the principle may be applied to most of the other MNN's [57] . The model assumes that the structure of a typical modular network consists of supervised network modules, and an integrating gating network that performs the function of a mediator among the modules.
Let the training examples be denoted by the input vector of dimension and desired response vector of dimension . is applied to the modules and the gating network simultaneously. Let denote the output vector of the th module, let denote the activation of the th output of the gating network, and let denote the output vector of the whole modular network. We may then write (1) The goal of the learning algorithm used to train the modular network is to model the probability distribution of the set of training patterns . Assume that the patterns used for training are generated by a number of different regression processes.
A learning algorithm [61] is used to train the expert network and the gating network at the same time.
• An input vector is selected at random from some prior distribution.
• A rule or module is chosen from the probability of the th rule given the input .
• A desired response is generated by the selected rule according to the regressive process (2) where is a deterministic vector-valued function of , and is a random vector. Assume that is Gaussian-distributed with zero mean and covariance matrix with being the identity matrix and the common variance. For simplicity, set .
The output vector of each module is modeled as the conditional mean of a multivariate Gaussian distribution (3) The vector is the conditional mean of the desired response given the input and that the th module is picked for training (4) In general, the elements of the output vector of each module are not uncorrelated. Rather, the covariance matrix of the th module's output vector is the covariance matrix of . Assume that and that the covariance matrix of is the identity matrix (5) The multivariate Gaussian distribution of the desired response , given the input and that the th module is chosen, may therefore be expressed as (6) (7) where denotes the Euclidean norm of the enclosed vector.
On this basis, the probability distribution of the desired response may be treated as a linear combination of different multivariate Gaussian distributions as shown by (8) The above probability distribution is called an associative Gaussian mixture model.
The goal of the learning algorithm is to model the distribution of a given set of training patterns. To do so, we first recognize that the output of the th module is a function of the synaptic weight vector of that network. Let vector of appropriate dimension denote the synaptic weights of all the modules arranged as follows: (9) Also, let the vector denote the activations of all the output neurons in the gating network, as shown by (10) The conditional probability density function can be viewed as a likelihood function, with and playing the roles of unknown parameters.
Based on the above, some of the unknown quantities of modular networks can be interpreted as follows.
• The outputs of the optimized modules are unknown conditional mean vectors.
• The outputs of the optimized gating network are the conditional a priori probabilities that the respective modules generated the current training pattern. The probabilistic pattern referred to above are all conditional on the input .
To interpret as a priori probabilities, they must satisfy the following conditions:
for all (11) and (12) The conditions can be satisfied by setting as (13) where is the weighted sum of the inputs applied to the th neuron of the gating network.
B. DBNN's
DBNN's have two variants: 1) a hard-decision model and 2) a probabilistic model. DBNN's [81] have a modular one-class-in-one-network structure: one subnet is designed to represent one object class. DBNN's are particularly suited for pattern classification problems. For multiclass classification problems, the outputs of the subnets (the discriminant function) compete with each other, and the subnet with the largest output value claims the identity of the input pattern.
The learning scheme of the DBNN's is decoupled into two phases: locally unsupervised and globally supervised learning. The purpose is to simplify the difficult estimation problem by dividing it into several localized subproblems and, thereafter, the fine-tuning process would involve minimal resources. The locally supervised learning uses vector quantization (VQ) or expectation-maximization (EM) clustering to estimate the number of hidden nodes or the initial clustering.
Interclass mutual information is used to fine tune the decision boundaries [the globally supervised (GS) learning]. In this phase, the DBNN's apply reinforced/antireinforced learning rules [81] or discriminative learning rules, or they directly adjust network parameters. Only misclassified patterns are involved in this training phase. DBNN's are efficient neural networks for many pattern classification problems, including optical character recognition and texture classification [79] , as well as face and palm recognition problems [88] , [89] .
C. MBNN's
We consider two recent versions of MBNN's that use node modeling to create different types of modular networks, constrain the solution classes, and encode domain knowledge. In the first case [16] we consider how to model the connection weights in terms of various degrees of parameterizations of the distance between nodes-akin to the general notion of axodendritic connections taking specific spatial densities in the cerebral cortex-particularly as a function of development and environmental exposure. In turn, such weight models were used to solve problems in invariant pattern recognition in a very few number of parameters compared to traditional ANN formulations. For example, various types of radial basis functions can be directly implemented in the neural architecture with varying degrees of shift invariance via weight indexing [16] .
In the second example, a more general formulation is presented whereby nodes and connections share a "dual" relation with input "data" in so far as what constitutes data and what constitutes symbols can be interchanged to result in an MBNN that can explicitly manipulate algebraic and symbolic forms. In this way, the MBNN can readily solve algebraic equations, compute differential forms, and so forth (see Section IV for details).
D. Hierarchical Mixture of Experts
The hierarchical mixture of experts (HME) is a modular architecture in that the outputs of a number of "experts," each performing classification tasks in a particular portion of the input space, are combined in a probabilistic way by a gating network that models the probability that each portion of the input space generates the final network output [64] . Each local expert network performs multiway classification over classes by using either a independent binomial model, each modeling only one class, or one multinomial model for all classes. The HME gives two advantages over traditional nonlinear function approximators such as the multilayer perceptron (MLP): a statistical understanding of the operation of the predictor and provision of information about the performance of the predictor in the form of likelihood information and local error bars. HME has an explicit relationship with statistical pattern classification methods. Given a pattern, each expert network estimates the pattern's conditional a posteriori probability on local areas, and the outputs of the gating network represent the probabilities that its corresponding expert subnet produces the correct answer. The final output is the weighted sum of the estimated probabilities from all the expert networks.
By applying a likelihood splitting criterion to each expert in the HME, it adaptively evolves the HME tree in training. By then considering only the most probable path through Table 1 Application of MNN's in Pattern Recognition Theory the tree, they pruned branches away, either temporarily or permanently in case of redundancy [138] . This improved HME showed significant speedups and more efficient use of parameters over the standard fixed HME structure in discriminating for artificial applications as well as prediction of parameterized speech over short time segments [137] . The HME architecture has also been applied to text-dependent speaker identification [21] .
E. A Network of Networks
A network of networks (NoN) is a multilevel neural network consisting of hierarchical linked sets of neurons. The architecture has a fractal-like structure, in that each level of organization consists of interconnected arrangements of neural sets that are self-similar. Training of the NoN is very flexible. Mean field theory [124] and Hebbian learning algorithms [4] were among the first to be used in the NoN. Perception-based algorithms [107] and EP [143] have been found to be more robust in image processing applications. Further, networks of this type are apparently abundant in the cerebral cortex [126] .
The first engineering application of the NoN was in radar signal categorization by Anderson et al. [3] . Guan studied the NoN and proposed a hierarchical adaptive image processing based on the NoN [49] . In particular, using the NoN model, adaptive filtering is equated to a clustering problem. A number of successful projects have been carried out in image filtering and restoration [51] , [107] , [143] , and a low-level vision model has proposed [52] .
F. SGNN
SGNN [140] is a hierarchical clustering algorithm based on both learning vector quantization (LVQ) networks, a kind of self-organizing maps [73] , and concept formation in conventional artificial intelligence [98] . The algorithm generates a network of neural networks from the training examples. Not only the network weights, but also the number of the neurons in the network and the topological structure of the network of networks are all generated from the training examples. The algorithm decomposes the training example set by clustering them according to their similarity, and each cluster is used to train a subnetwork of the network of neural networks to learn a subset of the whole pattern set.
The algorithm is very efficient and no manual design effort is involved. Therefore, a very large-scale network of neural networks can be easily generated from the training example set. The algorithm can be supervised [142] if the class information is available in the training set, and thus high accuracy can be achieved in complex hierarchical classification. The SGNN generated can be easily combined to construct ensembles of SGNN to incorporate a priori knowledge about the learning tasks at hand. The algorithm can also be incremental so that the network of networks generated can grow over time with new training examples.
The applications of the SGNN cover quite a wide spectrum [139] , including image/video coding, natural language understanding/processing, fault diagnosis, conceptbased search engines, very large-scale databases, directories, data warehouses, data mining, large-scale image database search engine, and hierarchical speech recognition.
G. Applications of Neural Networks with Modular Structures
MNN's have been extensively used in various applications. The classic example of MNN's in information processing is Fukushima's neocognitron in handwritten character recognition [42] . The following provides a representative overview on applications of MNN's in vision and pattern recognition.
1) Pattern Recognition and Classification:
Like the other neural networks, MNN's have found the widest applications in pattern recognition and object classification. However, in many of the MNN applications, faster learning and better generalization were reported. MNN's have been proven to be an effective tool to study pattern recognition theory and methodologies. Some of the important work in this field is tabulated in Table 1 . Table 2 Applications of MNN's in Pattern Recognition Practice Table 3 Applications of MNN's in Image Processing MNN's have been applied in some very challenging realworld pattern recognition problems, some of which are summarized in Table 2 .
2) Image Processing: Image processing is regarded as a more challenging domain for the applications of neural networks. Recent research shows that MNN's provide an appropriate framework for image processing. Some of the reported work are summarized in Table 3 .
3) Other Applications: In addition to pattern recognition and image processing, MNN's have also been used in a variety of other applications as shown in Table 4 .
IV. DETAILS ON THREE MNN'S
MNN's, by definition, involve different types of subnetworks that are defined by the types of connection weights, neural units, search/learning methods, and network topologies. This section provides a detailed description of three MNN's: the MBNN, a network of networks (NoN), and SGNN.
A. MBNN
Due to biological relevance and computational advantages, in a model-based neural network, the approaches to attaining different types of subnetworks have been in terms of specific connection geometries and weight-estimation constraints. For example, in weight decay, Krogh and Hertz [76] regularized the cost function as: (14) where corresponds to connection weight between neurons to predicted and observed outputs, respectively, over neurons ( ) and classes ( ). corresponds to a regularization constant (Lagrange multiplier).
Higher order neural networks [32] , [104] , [112] , [117] assume the following general form: (15) where, in general, corresponds to neuron . This has the effect of minimizing entropy of the solution and effectively removing redundant connections. Other types of weight models have been used such as massive weight sharing (see [84] ) where inputs to a set of neurons share a common weight value as also discussed below. (18) where corresponds to the parameters defining the connection weights between neurons in adjacent layers as a function of their "neural distance" . As we move through (16) to (18) , the degree of parameter invariance increases. In the final case, there is only one weight between a pair of layers corresponding to a standard filter that, by definition, is (neural layer) shift invariant. Clearly the benefits of this formulation lies in the rapid decrease in the number of parameters to estimate and the degree to which the signals or patterns can be encoded using filters that vary as a function of the input neurons over the input layer, or not. This relationship between networks and filtering has already been exploited by Fukushima [40] , [41] who developed one of the earliest forms of modular neural networks that characterized a number of aspects of the vertebrate visual system. Such parametric models typically have superior performance in areas of invariant pattern recognition and they tend to scale well with respect to novel patterns [16] .
Example 2-Neural Networks for Invariant Pattern Recognition:
Invariant pattern recognition is an excellent problem domain to illustrate modularity. In the following approach to the problem we show how specific subnetworks can be designed to encode certain features of invariant signature extraction. Fig. 1 shows one of our techniques for computing the degree to which a pattern is invariant to rotations, translations, and dilations [16] . It involves computing the gradients for each contour and then projecting them onto the equivalent invariant vector fields for rotations, translations, and dilations. This MNN contains units that are designed to compute the following.
• Centroids: The centers of mass of each character.
• Invariant Vector Field Elements: The contour gradient vectors projected onto concentric circles (rotations) and radiating star patterns (dilations) from the computed centroid and translations. The latter are determined from a set of lines parallel to the principle directions (first eigenvector) of the shape.
• Scalar Products: To compute the above projections.
• Binning of Invariant Signature Histogram: To produce the frequencies of a number of contour points that exhibited different types of invariance.
• Pattern Classification: Standard neural network nonlinear classification where connection weights define discriminating hyperplanes [16] .
It must be noted that, after training, MBNN's result in an ANN like any other. The difference lies in the fact that the specific weights and transducer functions are learned and/or predefined by the model constraints.
B. An NoN
The NoN model was independently developed by Sutton et al. [126] and Anderson et al. [3] . The core architecture of the model consists of nested distributed systems. In the NoN architecture, the neurons or computational units form distributed networks, which themselves link to form larger networks. In general, an -level hierarchy of nested distributed networks is constructed [4] . A key property is that neurons maintain their individuality as the networks cluster together to form successively larger networks. Neurons behave as vector entities. This is in contrast to multilevel networks that map the activity of a network onto a scalar, and then take the average of scalar networks to map onto the next level of the network, and so on.
The formation of clusters and levels among neurons is based on their interconnections. Neurons are heterogeneous entities with complex arborizations and computational properties [129] . In general, neurons within clusters are more densely connected than neurons across clusters. The overall anatomical connectivity is sparse. However, the functional connectivity among clusters has a rich dynamics and is due, in part, to temporally correlated activity among neurons [3] . Confirmation of multiscale clustering, in accordance with the NoN theory, has been achieved recently using functional magnetic resonance imaging of the human brain [127] . The major discoveries of the work are scale invariance properties between levels and, for the first time, graphically illustrating the change of the cluster structure in response to different stimuli.
Schematic representation of the human brain (Fig. 2 ) shows an interconnected network linking four brain regions. Fig. 2(b) is an enlargement of one of the regions in Fig. 2(a) (e.g., the black dot). The region contains a network of networks, where seven networks are illustrated. Each consists of interconnected neurons, and each network is capable of local computations that store and retrieve information in reliable ways. The networks are connected to the nearest neighbors to form a larger network. Information encoded within individual local networks is combined and permuted to generate highly complex, time-varying information at a more global level [4] , [125] .
In general, the energy function of such a system is complicated. For example if the NoN has three levels, and if a Hopfield network is used for each of the level one clusters, then the energy function of the whole system is given by (19) where is the number of level one clusters, is the number of neurons in cluster with is a state variable representing firing and resting states of neuron , represents the intracluster connection between neurons and in cluster , and represents the intercluster connection between neurons and in the separate clusters and . So the whole system is a structured form of Hopfield network.
1) Discovering Clusters and Hierarchies by Evolutionary Computation:
Clustering and hierarchy identification is critically important in the design of the NoN. Sutton first suggested using mean field theory in training and architecture identification [124] . Anderson and Sutton later used Hebbian learning algorithms in the modeling and dynamic analysis of the NoN [4] . To apply the NoN to adaptive image processing, Guan et al. developed a number of training methods using gradient descent, local statistics [51] , and perception-based measurement [107] .
Recent development in the biologically inspired EP techniques show that EP is capable of optimizing the performance of information processing systems, neural networks in particular [23] , [75] . Ghozeil and Fogel's research in pattern discovery [44] shows direct relevance. Their work focused on discovering clusters in spatial data in pattern analysis. In the process, the mutation and selection of a population of individual predictive algorithms can be expected to lead to individuals that minimize the cost of predictive errors by successively unfolding the primary patterns, then the secondary patterns, the tertiary patterns, and so forth. Apparently a similar idea can be applied to discover clusters and hierarchies in NoN due to the oneto-one correspondence between the two problems: primary patterns-first-level clusters; secondary patterns-secondlevel clusters; tertiary patterns-third-level clusters; etc.
Recently, we reported using EP to discover clusters in the NoN in the context of data regularization [143] , with application in image processing. We first generate a population of potential regularization strategies and allow them to compete under a -pdf error measure of data quality that is defined in the following weighted probability density error measure (20) where is the correlation factor of the dataset, is the probability density function of within a typical dataset, characterizes the density function of a large class of dataset with similar properties, and is the weighting coefficients defined as (21) to compensate for the generally smaller contribution of the tail region to the total probability. In the context of image processing, a small represents a smooth image region, a medium represents an area with one or two dominant edges, and a large represents a texture area. Optimization is carried out on (22) in order to identify the clusters in terms of regularization function , a decreasing sigmoid function (22) where and are the minimum and the maximum regularization parameters used, represents the offset of the sigmoidal function from the origin and controls the steepness of the function. Concatenating them with their respective standard deviations into an 8-tuple, we define the regularization strategy as the th potential optimizer in the population (23) Using the mutation operator [38] , we generate a population consisting of instances of in the first generation and apply mutation to each of these parents to generate descendants in each subsequent generation. In order to reduce the cost, an approximate competition and selection process is proposed where each individual strategy in the population is used to regularize a part of the dataset that best agrees with the selected strategy. Finally we can evaluate the -pdf error as a function of the strategy . The population-based approach of EP provides an efficient search method for potential optimizers of this highly irregular and nondifferentiable error measure. More significantly, the adoption of EP has allowed us to broaden the range of possible cost functions for data processing so that we can choose the most relevant function rather than the most tractable one for a particular data processing application.
2) The NoN for Adaptive Image Processing: Due to its flexible topological structure, the NoN is suited for adaptive image processing. Such processing can be defined roughly as the collection of key operations in low-level vision. Although many algorithms are available for the extraction of edges [93] , segmentation [136] , and filtering [103] , robustness and efficiency characteristics are still typically lacking in these methods. One possible reason for this is that they do not capture the adaptive and learning characteristics that occur in biological vision. For example, in computational vision, filtering is popularly accepted as the first processing step. However, filtering and segmentation/edge detection are indeed interdependent. The quality of one affects the quality of the other, and vice versa.
We consider a biologically inspired approach originating from the NoN to bring such paradigms into adaptive image processing. It proposes that by using a clustering method, adaptive filtering, segmentation and edge detection are naturally linked to one another. Based on this concept, an integrated adaptive image processing model is proposed. The model recursively processes image data to facilitate visualization and high-level vision processing.
The processing model is cast into a multilevel NoN. The recorded image data are categorized into the firstlevel clusters (homogeneous areas) with each data unit forming one or more zeroth-level clusters. The secondlevel connections represent the transition dynamics between the first-level clusters. There can be higher levels if the processing is complicated. The processing model iteratively identifies the network architecture, adaptively filters the image, and performs segmentation/edge detection in an recursive fashion. a) Adaptive filtering: We start investigating the processing model with adaptive filtering, a difficult inverse problem aiming at bringing out the correct image structure corrupted during imaging process. Assuming linear conditions, adaptive filtering can be formulated as a clustering problem by the NoN if the popular quadratic error minimization model is utilized (24) where and are matrices, is a vector, is a constant, is the image in vector form, and is a diagonal matrix representing adaptive regularization. , , , and are functions of degradation and model statistics. Equation (24) is an enhanced version of the popular formula used for restoration and statistical filtering [110] .
Assuming there are first-level clusters (the homogeneous areas in an image), we can link (24) to a three-level NoN model by first rearranging the image pixels in such a way that the pixels in a homogeneous image area (of arbitrary shape) are consecutively indexed in (25) where (26) is the rearranged image vector , with being the vector representation of the pixels in the th homogeneous area (first-level cluster), and 
are the corresponding rearranged , , and , respectively. Then (25) can be rewritten as (29) where represents intracluster connections within cluster , and and represent intercluster connections between cluster and cluster .
Equation (25) is the vector representation of the three-level NoN in (19) .
This NoN-based processing strategy has some very good properties: high-quality filtering; extremely fast processing speed under inhomogeneous conditions (space variance, nonstationarity); and implicit approximation in blind deconvolution. A simulation example is given to show the performance of the method. Fig. 3(a) shows a flower image, and Fig. 3(b) is a distorted version of Fig. 3(a) by a uniform blur function plus 30-dB white Gaussian noise. Fig. 3(c) presents the restoration of Fig. 3(b) by the NoN-based processing method with evolutionary programming in training. For comparison, Fig. 3(d) illustrates the restoration result of Fig. 3(b) by a standard neural network approach [103] .
This network of networks filtering method has been successfully applied to a range of real-world applications such as aircraft testing [53] , functional MRI, and highresolution sonar image processing [51] .
b) Low-level vision model: The significance of pixel clustering in adaptive filtering goes far beyond producing images of good quality. A novel adaptive processing model for low-level vision evolves out of this structure. The model is schematically illustrated in Fig. 4 , which recursively groups the image pixels (neurons) into clusters and determines the processing hierarchy. The processing is initialized by estimating the local statistical properties of the input image to produce, in the order of, a network cluster structure , a filtered image , a segmentation map , and an edge graph . Then the recursive procedure starts. At the th iteration:
• the structure of the network is updated, , using the segmentation map and the edge graph obtained from the previous iteration, via the clustering method described in the next section; • the structural information is then sent to the adaptive filter to improve the quality of the filtered image, ; • based on the enhanced image (and the structural information ), the segmenter and the edge detector update the segmentation map, , and the edge graph, , respectively.
The recursive procedure terminates when the optimization criterion adopted is satisfied. The output of the low-level vision system-the filtered image , the segmentation map , and the edge graph -are the inputs to visualization and/or image analysis and feature extraction. Note that adaptive filtering mentioned in the Section IVB2a forms part of the recursive model.
The merits of the recursive processing are as follows. The identified cluster structure is accurate enough for filtering since we observed that appropriate architecture is more critical than accurate cluster boundaries in filtering.
The filtered image of higher quality better facilitates the task of segmentation/edge detection. The segmentation map and the edge graph help further evolve the structure of the network .
It is worth noting that the first-level cluster representation relates to texture/grayscale segmentation of the image, and the second-level intercluster connections represent the transition dynamics between clusters, the edges between homogeneous areas. Thus, the processing model produces adaptive filtering, segmentation, and edge detection in a recursive fashion.
Adopting the self-organizing map as the segmentation tool, a first version of this processing model has been incorporated in a neural vision system. Some encouraging preliminary results have been reported [50] , [52] .
C. SGNN
A self-generating network of networks (SGNN) is an acyclic directed graph in that each of the nodes represents a neuron and each of its edges represents a connection between the neurons. We only discuss a special case of SGNN in this paper, i.e., self-generating tree of networks (SGTN). The algorithm can be easily extended to the general case of acyclic directed graphs. Starting from the root of an SGTN, each nonleaf node and all of its children form a Kohonen net (e.g., LVQ). However, the LVQ networks in an SGTN should be thought of as an "incomplete" LVQ, meaning that there is a neuron in a position in the grid only when the training examples require it. An example of SGTN is shown in Fig. 5 .
In this SGTN each of the neurons in a higher level in the tree connects to an LVQ in the next lower level of the tree. It turns out that this kind of LVQ tree is better than singlelayer LVQ in hierarchical classification. As an example, consider the classification of spoken English letters. As we know, it is very difficult to correctly classify some groups of spoken English letters, such as the E-group (including letters "e," "b," "d," "p," "t," etc.). In particular, with some speakers it is very difficult to discriminate the letters "b," and "d," sometimes even for humans. In the case of single-layer LVQ, the decision boundary between these two letters is often very vague and this is one of the major sources of the classification errors. However, this problem can be solved easily by using the above SGTN. In the first level of classification, the SGTN simply does not intend to discriminate letters in the same groups (e.g., E-group, Nasal group, etc.). Instead, it classifies each group into a single neuron. This can be done easily because the utterances of the letters within the same group are similar. After a speech sample has been classified into a single neuron at the higher level, it is further classified at the next lower level according to the utterance patterns of the letters in the same group. Since different levels may have different thresholds and different emphasis on different parts of the utterance for classification, the task becomes much easier. Our experimental results showed that an SGTN can achieve 96% accuracy in recognition of spoken English letters without extra effort.
1) SGTN Hierarchical Clustering Algorithm:
The SGTN algorithm starts from a single node and generates a tree of LVQ's from the training examples. That is, not only the weights of the network connections but also the number of neurons required and the network topological structure are all learned from the training examples.
When the first training example is observed, the algorithm generates a neuron for it and copies the training vector into the weight vector of the neuron directly. Then we have a single cluster with which to start. The rest of the training is a classification, updating, and expansion process.
Before proceeding, we define the following concepts.
• A training/testing instance is an -dimensional vector of attributes: . • A neuron is an ordered pair , where is the weight vector of the neuron:
, and is the child neuron set of . If
, then is a leaf node.
An SGTN is a tree of neurons generated automatically from a set of training instances by the algorithm given below, where is the neuron/node set and is the link set of the tree. There is a directed link from to if and only if . Any neuron in an SGTN and its child set form a Kohonen net that may have an incomplete grid.
A neuron in a neuron set is called a winner for an instance if where is the distance between neuron and instance . Any distance measure could be used, but we use a modified Euclidean distance measure as an example in this paper (30) where is the weight for the th attribute. Note that these weights are different from those weights for the links of the SGTN. The former are determined by an informationtheoretical method proposed in [142] or a human expert prior to the learning phase while the latter are learned from the given training data set. If the learning system makes use of the class information available to select a set of suitable weights for the attributes, the performance of the classifier generated by SGNN/SGTN will be improved significantly. where the routines are defined as follows:
• copy : generate a neuron and copy the attribute/weight values in the instance/neuron to the weights in .
• test( , winner): sort down through the SGTN hierarchy and find the winner in the current SGTN, for instance , and return the distance between the winner and .
• leaf : check neuron to see whether it is a leaf neuron in the current SGTN.
• connect : connect neuron to to make a child neuron of .
• update : update the weight vectors of the neurons in the path from the root to by the weight vector of according to the following updating rule:
where is the th weight of after the first examples covered by have been observed, and is the learning rate.
If we choose , the above updating is equivalent to calculating the average of the values of the th attributes of the first training vectors:
For simplicity, in the example (Fig. 6 ) below, we will use the above learning rate and we will not update the neurons in the LVQ neighborhood. The winner among n o , n 1 , and n 2 is n 1 . e 2 updates n 1 to The winner among no , n 1 , and n 2 is n 2 . e 3 updates n 1 to 7:5 = 7 + (8 0 7)=2. Then, since n 2 is a leaf node, the algorithm generates two children n 5 and n 6 with weights 7 and 8, respectively.
2) Example: Suppose we have four one-dimensional input training instances , and , and . The SGTN generation procedure is as follows.
• is just copied to a neuron as the root, [ Fig. 6(a) ].
• is updated by to and are generated as the children of [ Fig. 6(b As we can see in Fig. 6 , we have generated a tree of three LVQ's, each of which has two neurons in the LVQ grid and the tree is organized as a two-level hierarchy. Each of the LVQ's corresponds to a cluster in a different level. If we try to classify the training examples, we are able to retrieve all of them without any error. For example, to test training example we sort down through the hierarchy to find the Table 5 The MONK's Problems winner. At the first level (nodes 0, 1, and 2), the winner is node 1 (with a weight 1.5). Then we continue with the second-level under node 1 (nodes 1, 3, and 4), and find the winner is node 4, which has exactly the same weight (2) with the testing example (in this case, it is also a training example).
After an SGTN is generated, the following operations can be performed to update and/or improve it.
• Repeatedly train the SGTN with the training set to raise the accuracy of the classification for the training set. The classification accuracy can often approach 100% after several epochs of training. After that, both the weights and network structure tend to be stable.
• Incremental training-only those new training examples will be used to train/update the network.
• Since the root of an SGTN is the statistical center of the SGTN, several SGTN's can be easily combined into an ensemble by the same SGTN training procedure using the root vectors of the SGTN's as the training set.
• Pruning the network [140] to reduce the size of the network generated and to raise the classification speed without lowering the classification accuracy.
3) Concept Formation Capability of SGTN Algorithm:
The simple example in Fig. 6 shows that the algorithm has the ability to form a reasonably good concept hierarchy. The following apply in the final SGTN in Fig. 6 .
• The root represents a concept called "average number." Any real number, such as 4 and 5, in the middle range of interval [1, 8] will be classified into this concept.
• The nonleaf node 1.5 represents a concept called "small number." Small real numbers, such as 0 and 1.3, all belong to this concept. • The nonleaf node 7.5 represents a concept called "large number." Large numbers, such as 9 and 8.5, will be classified into this concept. Generally speaking, in an SGTN hierarchy:
• bottom-level nodes represent individual objects; • intermediate nodes represent categories or abstract concepts. In the case of spoken isolated English letter recognition in Fig. 5 , our experiments show that in the SGTN hierarchy, letters (objects) "m" and"n" form a concept "Nasal-group" and "b," "d," "p," "t" form a concept "E-group," etc.
4) SGTN Performance Analysis:
The performance of SGTN was analyzed in [141] . This section briefly reviews results obtained there. The comparative study was conducted for a set of well-known benchmark problems-the MONK's problems [35] . The MONK's problems were selected as the benchmark because of the following.
• MONK's tests have been performed for many wellknown supervised/unsupervised learning methods. This makes a comparison between our method and those well-known methods much easier and less biased.
• The training and testing data and the test results for other well-known methods are easily accessed.
• The MONK's problems are neither too complicated nor time consuming to test. However they are reasonably difficult to be solved in different aspects.
The MONK's problems [35] rely on an artificial robot domain, in that robots are described by six different attributes ( Table 5 ). The learning tasks of the three MONK's problems are binary classification tasks defined by the following logical descriptions.
• Problem : (head_shape body_shape) or (jacket_color red). From 432 possible examples, 124 were randomly selected for the training set. No noise is present.
• Problem : Exactly two of the six attributes have their first value. From 432 examples, 169 were selected randomly. No noise is present.
• Problem : (Jacket color is green and holding a sword) or (jacket_color is not blue and body_shape is not octagon). From 432 examples, 122 were selected randomly and among them there were 5% misclassifications, i.e., noise is present in the training set. The unsupervised learning results of SGTN and some wellknown learning methods are given in Table 6 . 2 It turns out that SGTN always ranks among the top for the easier tasks such as and . For the harder task , the performance of unsupervised SGTN is much better than the others and so is the average performance of SGTN. Actually, the performance of SGTN for the harder problem is even better than many popular supervised learning methods (see Table 7 ). As for the training speed, SGTN is significantly faster than any of its competitors. For the MONK's problems, the speed comparisons are given in Table 7 .
Another advantage of the SGTN method over the conventional unsupervised learning methods is that the class information (if available) can be used to improve the classification performance significantly. Although the SGTN/SGNN Table 6 Accuracy Comparisons for Unsupervised Learning Methods
Table 7
Speed Comparison for Unsupervised Learning Methods Table 8 Comparisons for Supervised Methods method was mainly developed for the purpose of unsupervised learning and the class information is only used to assign weights to the attributes (and is never used in the training process), Table 8 shows that the performance of SGTN is still quite impressive.
The speed comparisons in Table 9 show again that the supervised SGTN method is much faster than any other methods for supervised learning. The time spent on calculating the first-and second-order information gains [142] for all three MONK's problems are the same, that is, 0.2 s, and it is not included in the training time given in Table 9 .
The major criticism of conventional network construction algorithms, such as [119] and [146] , is that they suffer similar or even worse scale-up problems than other neural networks. However, we find that SGNN is an exception. Since the SGNN algorithm addresses the computational issues existing in large neural networks, very large-scale NoN's can be generated without much difficulty on even personal computers. The main reasons is that the SGNN algorithm decomposes the underlying problems/networks into subproblems/networks and thus effectively removes a large amount of computation required by training large networks. Consequently, without much difficulty, we have developed applications with:
• Very large NoN's of: -255k neurons, 82k links each (20 910 millions in total, if all LVQ's are complete), and 181K learned patterns; -10k neurons, 150k links each (1500 millions in total, if all LVQ's are complete), and 7k learned patterns generated on a Pentium 166 MHz PC in 6 h and 3 h, respectively; • Classification accuracy 90%: 94% for network 1 and 92% for network 2 above; • The computational complexity required is for training and for testing, where is the number of training/testing examples and is the number of neurons in the largest LVQ in the SGTN Table 9 Speed Comparisons for Supervised Learning Methods generated. Note that is normally large, indicating that the networks generated are shallow ones (usually 10-20 hierarchies for large SGTN's), and thus the testing speed is very fast; • a 1.5 million neuron network is under construction; the main work for this project is training data preparation.
5) SGNN Applications:
The applications of SGNN cover a very wide spectrum. Some early applications were surveyed in [139] . So far, we have used SGNN techniques in the following applications.
• Concept-Based Search Engines:
-Internet index/search engines (network 2 in Section IV-D3 and the 1.5 million neuron network mentioned in Section IV-D3);
-very large-scale databases/directories/data warehouses (network 1 in Section IV-D3 is for a search engine of a statewide directory in Australia).
• Data Mining: Two networks have been built for the purpose of data mining from about 40 000 training examples (30 variables each) and 14 000 training examples (120 variables each), respectively. • Large-scale image database content-based search engines, i.e., the features in the images are extracted, indexed, and used to train an SGNN index network for the search engine. With this search engine, the user simply uses image instead of text as the query to search the image database. A prototype of this system shows that the performance is impressive and the method will also be used for searching video streams in the future.
• Image/Video Coding: This was actually the first application of SGNN.
• Natural Language Understanding/Processing: In this application, SGNN plays a role of self-generating semantic network. One of the systems implemented has a vocabulary of 82 000 English words and handles plain English queries to a large-scale Australian nationwide directory with more than 1 million records/articles. • Fault Diagnostic Systems: A PABX diagnostic system was an early application of SGNN back in 1991.
• Hierarchical Speech Recognition: Experiments showed that an accuracy of 96% can be easily achieved by SGTN in this application.
V. CONCLUSIONS This paper considered neural computing models for information processing in terms of collections of subnetwork modules. Biological and computational consideration of such networks were reviewed. Two design methodologies, one explicit and one implicit, were presented. This modular approach to neural computing is more in line with the neurophysiology of the vertebrate cerebral cortex. The approach also has the potential to reduce computational complexity and to resolve large-scale problems that have been recognized as some of the most severe weakness of the fully connected artificial neural networks. A comprehensive review on modular neural networks and their applications was provided. Recent developments of three neural networks with modular structures were detailed.
Modular neural networks have already demonstrated impressive successes in systematic design and development in many application areas. We are of the opinion that there is a great future potential for MNN's since we trust that the true power of MNN's should lie in the application understanding and system engineering, instead of individual algorithm design. Being a convenient tool for coherently integrating information processing modules, MNN's may lead to the development of truly intelligent information processing systems.
