Abstract. The exponent of periodicity is a key parameter used in all currently known algorithms for solving word equations. A lower bound for it is 2 c|E| , where |E| is the length of the equation E. We prove that in fixed dimension, i.e., when the variables belong to a fixed set V , the exponent of periodicity can be bound by a polynomial p(|E|) of degree no more than thrice the size of the set V .
Introduction
Traditional analysis of the complexity of solvability of word equations has been done by considering the length of (number of symbols occurring in) the word equation as parameter. Studies using finer parameters, like the number of variables, number of occurrence of variables, have been done for particular cases (one variable [6] , two variables [5] , each variable occurring no more than twice [2] , total number of occurrences of variables fixed [3] ). It has been conjectured that satisfiability of word equations in fixed dimension is tractable, very much like the case of integer programming, word matching, disjoint paths, etc.
The exponent of periodicity of a word equation E is a key parameter used in all currently known algorithms for solving word equations (see e.g. [3] , [7] ) and as Koscielski and Pacholski showed in [4] , a lower bound for it is 2 0.29|E| , where |E| is the number of symbols occurring in E.
We prove in this paper that the exponent of periodicity of word equations E in fixed dimension (i.e., with variables in a fixed set V ) is bounded by a polynomial p(|E|) of degree no more 3|V |, where |V | is the size of the set V .
The proof goes as follows: first, a system of linear diophantine equations Σ(E; S) is associated to each solvable word equation E and minimal solution S, with the property that minimal solutions of Σ(E; S) correspond to minimal exponent of periodicity of the solution S (an idea going back to Bulitko [1] ). Then we transform the system to get another one with better parameters and similar bounds on their solutions. Finally, we use some standard bounds on minimal solutions of linear diophantine equations.
Preliminaries and Definitions
Given two alphabets, C of constants and V of variables, a word equation E is a pair of words U, V (usually written U = V ) in the alphabet C ∪ V.
A solution of E is a map V −→ C * such that the word S(U ) obtained by replacing each variable x occurring in U by S(x) is equal to S(V ).
The exponent of periodicity of a word W is the maximum number n such that it can be written W = U V n Z, for words U, V, Z with V not empty. The exponent of periodicity of a solution S of a word equation E : U = V is the exponent of periodicity of S(U ). Definition 1. Let W be any word, and P a primitive word (i.e. P cannot we written as P = V n for every word V and integer n ≥ 2). A P -stable sequence for W is a sequence of words W 0 , . . . , W n such that
and:
The right hand side of (1) is called a P -stable presentation of W .
It is not difficult to prove that a word W has a unique P -presentation (cf. Lemma 2.8 in [4] ). The n of such a P -stable presentation of W is called the P -order of W .
To the P -stable presentation of the word W in (1) is associated the parameterized word
where λ 1 , . . . , λ n represent non-negative integer variables. We will call λ 1 and λ n boundary parameters, and λ 2 , . . . , λ n−1 internal.
3.
A system of linear diophantine equations (LDE) associated to the word equation E
Consider the word equation
, and a fixed primitive word P . We have on one hand the parameterized word associated with the P -stable decomposition of S(U ),
which, by the way, is the same as that of S(V ).
On the other hand, we get another parameterization of S(U ) by using S(U ) = S(U 0 ) · · · S(U u ) and the parameterized words associated to each
When S(U j ) has P -order 0 we assume that the corresponding set of parameters α j1 , . . . , α ju j does not appear.
How do the parameters of the expressions (2) and (3) relate?
Lemma 1. Each L j correspond exactly to one of the following cases:
where p < j 1 < · · · < j m < q and:
is given by the equation
where S(U i+1 ), . . . , S(U j−1 ) are of P -order 0. (5) The parameters α pup or α q1 (or both) could not appear. If α pup does not appear, then S(U p ) is of P -order 0 and c(p, j 1 ) is given by the equation
where W s is a proper suffix of S(U p ) and S(U p+1 ), . . . , S(U j 1 −1 ) are of P -order 0. A symmetric analysis holds if α q1 does not appear.
Proof. For each L j there are only two possible cases: (i) The occurrence of P L j fits completely inside one S(U i ). In this case, from the definition of P -stability, obviously we will have an equation like (4).
(ii) The occurrence of P L j covers several adjacent words S(U j ). Suppose that S(U p )S(U p+1 ) · · · S(U q ) is the smallest set of consecutive words S(U j ) which cover P L j Also recall that the P -stable presentation of S(U j ) is given by:
From here the conditions 1 and 2 follow immediately. For 3, 4 and 5 observe that because for each p < j < q, S(U j ) is a subword of P L j (our choice of minimality of the sequence) all such S(U j ) are of Porder either 0 or 1. By grouping adjacent S(U j ) of P -order 0 and using the definition of P -stability we get the decomposition of (5).
Observe that a similar analysis (which we will skip) holds for the P -stable presentation of S(V ),
Lemma 2. The coefficients of L in (5) are bounded as follows:
Proof. Item 1 follows directly from the definitions of m and of p, q in the proof of Lemma 1. Item 2 is a consequence of conditions 4 and 5 of Lemma 1 and the fact that each S(U k ) of P -order 0 cannot have P P as subword. So c(i, j) is no bigger than twice the number of symbols in E.
3.1. The associated system of LDE. From the above data we will build the system Σ(E; S) of LDE associated to the solvable word equation E, a minimal solution S, and a primitive word P as follows:
(1) Observe that for every symbol U i and V j denoting the same variable x, S(U i ) (resp. S(V j )) is the same word (so, same P -stable representation). Hence we can use the same set of variables, say λ x 1 , . . . , λ x nx for each of these occurrences. (2) Because S is a solution, S(U ) = S(V ). So it follows that u = v and we get the following set of LDE:
(3) The final system Σ(E; S) of LDE is got by replacing the L j by the corresponding right hand side of (4) or (5), and similarly for the L j .
For a system Σ of LDE and solutions u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ) of it, define u ≤ v if u i ≤ v i for each i = 1, . . . , n. A solution u of Σ is minimal if there are no other solutions v with v < u.
Lemma 3. Every solution in non-negative integers to Σ(E; S) gives a solution to the word equation E. Moreover, the exponents associated to the P -stable presentation of S(U ) = S(V ) give a minimal solution to Σ(E; S).
Proof. The first statement is clear. For the second, suppose it is not minimal. Then there is a smaller solution to Σ(E; S). The replacement of this smaller solution into the parameterized words where they came from gives a smaller solution to the word equation E, in contradiction with the choice of S.
We are looking for good bounds on the size of exponent of periodicity of a minimal solution of a word equation. From the above lemma, this translates into looking for good bounds for the size of a minimal solution to L(E; S).
Getting better parameters for Σ(E; S)
We will modify the system Σ(E; S) to get a system of LDE with good parameters. From here on, by solution of a system of LDE we will always mean non-negative integer solution. We need some definitions first.
For a system Σ of LDE, define the size of a solution u = (u 1 , . . . , u n ) as ||u|| = i |u i |, and ||Σ|| = max{||u|| : u is a minimal solution of Σ }.
The number ||Σ|| is a uniform bound on the size of all minimal solutions. That it is well defined follows from the fact that the set of minimal (nonnegative) solutions of a system of LDE is a finite set (a finitely generated sub-monoid of N n in the case of homogeneous systems of LDE).
There are three types of equations L = L in Σ(E; S), depending on if L and L are of the form (4) or (5) (1) Σ 2 has no more than 2|V | variables.
Proof. 1. First note that if U i is a symbol of constant in the word equation E, then S(U i ) is of P -order 0, hence generates no variables for Σ(E; S) (hence for Σ 2 ). Similar analysis hold for symbols V j . We can conclude that the only variables that count are those arising from symbols of variables in E. Because Σ 2 has only equations of the form L = L with L, L as in (5), it is enough to analyze (5) . For each such L, there occur only boundary variables (one final, α pup , and one initial, α q1 ) and variables arising from S(U j ) of P -order 1. Hence the total number of variables is no bigger than twice the number of S(U j ) (or S(V j )) of P -order ≥ 2 (for the initial and final boundary variables) plus the number of S(U j ) (or S(V j )) of P -order 1.
It is easy to see than 2|V | is a good bound. 2 and 3. For each L as in (5), group all constant coefficients and identical variables in it. Then the constant coefficients are no bigger than c(i, j), and a variable cannot occur more than m + 2 times, hence the factors of the variables cannot be bigger than m + 2. In the equation L = L , these bounds will at most be doubled. Then use Lemma 2.
4. As for the size of the minimal solutions, observe that each solution s of Σ 2 can be extended to one of Σ 1 by using the equations λ = L i j for the variables of Σ 1 not in Σ 2 . Hence it holds ||Σ 1 || ≤ (m + 2)||Σ 2 || + c(i, j). From here, the bounds follow using Lemma 2.
The next lemma shows that there is a system of LDE equivalent to Σ 2 whose rank is no more than its number of variables.
Lemma 5. Let Σ be a system of linear diophantine equations with M equations and N variables, and suppose that Σ has a non-negative solution. Then there is a subsystem Σ ⊆ Σ with no more than N equations such that s is a solution of Σ iff s is a solution of Σ . Because Σ is solvable there is S 0 with AS 0 = B. Hence, for every A k with k > N , it holds A k = β ki A i for certain β ki , so
Now, obviously every solution of Σ is a solution of Σ . Conversely, let S = (s 1 , . . . , s N ) be a solution of Σ and k > N . Then
Hence AS = B, so S is a solution of Σ.
Bounds for minimal solutions of Σ(E; S)
We will use the following theorem which bounds uniformly the minimal solutions of homogeneous LDE.
Theorem 1 (Pottier, [8] ). Let Σ : AX = 0 be a system of homogeneous linear diophantine equations. Then
where
A similar result holds for non-homogeneous system of linear diophantine equations. In fact, from the above theorem we get: Corollary 1. Let AX = B be a system of non-homogeneous linear diophantine equations. Then Proof. We can assume that B = (0, . . . , 0) t . Consider the homogeneous system CX = 0, where X = (x 1 , . . . , x n , z). We only need to prove that if (s 1 , . . . , s n ) is a minimal solution of AX = B, then s = (s 1 , . . . , s n , 1) is a minimal solution of CX = 0.
Suppose that this is not the case. Then there must be a solution s < s of CX = 0 of the form s = (s 1 , . . . , s n , 1) with s i ≤ s i for all i and s j < s j for some j (a key point is that the last component cannot be zero). But then (s 1 , . . . , s n ) is a solution of AX = B, in contradiction with the minimality of s.
Finally we can present the main result of the paper: 
