Abstract. Computability theory is used to evaluate the complexity of classifying various kinds of Lebesgue spaces and associated isometric isomorphism problems.
Introduction
This paper advances and interleaves two general frameworks. The first framework, which was proposed in [28] , is focused on establishing technical connections between computable structure theory [1, 13] and computable analysis [32, 40] . Recently, there have been a number of applications of computable algebraic techniques to the study of effective processes in Banach and metric spaces; see, e.g., [29, 30, 24, 8, 27] . The second framework focuses on applying computabilitytheoretic techniques to classification problems in mathematics. Computable structure theory [1, 13] provides tools for understanding the complexity of classification and characterisation problems for various classes of algebraic structures (details later). See [5, 23, 17, 12, 10] for further recent applications of computability to classification problems.
Herein, we apply an approach borrowed from effective algebra to produce a fine-grained algorithmic characterization of separable Lebesgue spaces among all separable Banach spaces. (Recall that an L p space is a space of the form L p (Ω) where Ω is a measure space, and a Lebesgue space is a space that is an L p space for some p.). We also measure the complexity of the isometric isomorphism problem (to be defined) for separable Lebesgue spaces; specifics below.
1.1. Index sets in discrete algebra. Goncharov and Knight [17] suggested a number of applications of computable structure theory to classification problems. We adopt the most common approach via index sets. Recall that a countable structure is computable if its domain is the set of natural numbers and if its operations and relations are uniformly Turing computable [22, 33] . An index of a computable structure is an index of a Turing machine that computes these operations and relations. An index of a structure may be regarded as a finite description of the structure.
Fix some property P ; for example, P could be "is a directly decomposable abelian group". The index set of P is the set of all natural numbers that index a structure with property P ; denote this set by I P . The complexity of the property P is reflected in the complexity of I P which is usually measured using various hierarchies such as the arithmetical and the analytical hierarchies [35, 37] . The classes in these hierarchies correspond to the number (and type) of quantifiers required to solve the problem. For example, if I P is Σ 1 1 -complete, then this means that solving the problem requires searching through the uncountably many elements of Baire space ω ω in a brute-force fashion. In contrast, if I P is in either Σ 0 n or Π 0 n , then the decision procedure for P requires understanding of merely n-1 alternations of quantifiers over natural numbers. It is not difficult to show that all these hierarchies are proper; see [35, 37] . For instance, for every n both complexity classes Σ 0 n or Π 0 n are properly contained in Σ 1 1 . For example, using algorithmic tools Riggs [34] showed that decomposability of an (abelian) group is a Σ 1 1 -complete problem. The result of Riggs means that the there is no reasonable way of characterizing non-trivially directly decomposable (abelian) groups. This is because any reasonable necessary and sufficient condition would make the decomposability property simpler than the brute-force upper bound Σ 1 1 . In stark contrast, complete decomposability of an abelian group is merely Σ 0 7 [11] . Usually such results can be relativized to any oracle. For instance, the above-mentioned results of Riggs and Downey and Melnikov work for arbitrary discrete countable abelian groups.
To measure the complexity of isomorphism, consider pairs of indices of isomorphic structures in a class. For instance, the classification of vector spaces by dimension allows to show that the isomorphism problem {⟨i, j⟩ ∈ ω A i , A j are vector spaces over F and A i ≅ A j } is merely Π 0 3 -complete, where ⟨i, j⟩ = 2 i 3 j . In contrast, Downey and Montalbán [10] proved that the isomorphism problem for torsion-free abelian groups os Σ 1 1 -complete. Consequently, there is no better way to check if two (countable, discrete) torsionfree abelian groups are isomorphic than to search through the uncountably many potential isomorphisms. From the perspective of computability theory, it follows that such groups are unclassifiable up to isomorphism. The abundance of "monstrous" examples of such groups in the literature [14, 15] strongly support this conclusion. Compare this to vector spaces, free groups, abelian p-groups of bounded type or completely decomposable groups which do possess convenient invariants [10, 11, 23, 4] . We again emphasize that all these results can be fully relativized and therefore are not restricted to computable members in the respective class. All results that we mentioned so far are concerned with countable discrete algebraic structures; furthermore, it seems that potential applications of index sets are naturally limited to countable objects. Nonetheless, a similar methodology has recently been applied to study the complexity of finding a basis in a (discrete) uncountable free abelian group [18] . In this paper we will also apply index sets to uncountable objects, but our analytic approach is rather different from the settheoretic one taken in [18] .
1.2.
Index sets in computable analysis. The use of index sets in computable analysis is not entirely new. In the late 1990s, Cenzer and Remmel [7] used index sets to measure the complexity of effectively closed subsets of standard elementary metric spaces such as 2 ω . However, index sets in computable analysis have only recently been linked to classification problems for separable spaces.
The idea here is that, similarly to discrete computable algebras, one can define the notion of a computable presentation of a separable metric space [40] . For example, Turing [38, 39] used density of the rationals to define computable real numbers. Thus, the standard computable copy of the rationals can be viewed as a computable presentation of R. Similarly, we follow [40] and say that a computable presentation of -or a computable structure on -a separable metric space is any dense computable sequence {p n } n∈N of points in the space such that the metric is uniformly computable for points in the sequence. That is, there is a Turing machine that given m, n, k ∈ N produces a rational number q so that q − d(p m , p n ) < 2 −k . An index of such a Turing machine is referred to as an index of the presentation.
We emphasize that a presentation of a separable space M does not have to be "standard". For example, fix any (not necessarily computable) real ξ and consider the collection (r + ξ) r∈Q . Then (r + ξ) r∈Q is a computable structure on the reals equipped with the usual distance metric d e (x, y) = x−y . Although (r +ξ) r∈Q is not equal to the "standard" structure (r) r∈Q on (R, d e ), it is easy to see that (r + ξ) r∈Q and (r) r∈Q are computably isometric [28] . More generally, any two computable structures, "natural" or not, on R are computably isomorphic, and the same can be said about any separable Hilbert space [28] . Note however that many standard metric spaces associated with Banach spaces possess computable structures which are not computably isometric; examples include (C[0, 1], sup) and (ℓ 1 , d 1 ); see [28, 29] for more examples. Now when we have the notion of a computable structure on a Polish metric space and fixed the right morphisms for this category, we can act by analogy with computable structure theory and list all presentations of separable spaces and study various index sets. Using this novel approach, Melnikov and Nies [30] showed that the isomorphism problem and the index set of compact metric spaces are both arithmetical. In contrast, Nies and Solecki [31] showed that the index set of locally compact spaces is Π 1 1 -complete, and thus there is no reasonable characterisation of such spaces which would be simpler than the brute-force definition. Melnikov [26] used Pontryagin duality theory to illustrate that the (topological) isomorphism problems for compact connected and profinite abelian groups are both Σ 1 1 -complete, and therefore such groups cannot be classified by reasonable invariants; compare this with the above-mentioned results of Melnikov and Nies [30] . All of these results relativize.
Similarly to computable Polish metric spaces, computable Banach spaces also admit computable presentations. These presentations are formally defined in Section 2.2. In brief, a presentation of a Banach space consists of a linearly dense sequence {v n } n∈N of vectors. A presentation of a Banach space is computable if the norm function is computable on the set of rational linear combinations of v 0 , v 1 , . . .. An index of a Turing machine that effects this computation is then referred to as an index of the presentation. Again, an index of a Banach space presentation may be viewed as a finite description of the space. This approach can be traced back at least to Pour El and Richards [32] . See [2] for an excellent and reader-friendly introduction to the theory of computable Banach spaces.
Although computable presentations of Banach spaces have been studied for several decades, the index set approach has not yet been applied to measure the complexity of the classification problem for standard subclasses of separable Banach spaces. Herein, we initiate the systematic study of index sets of classes of separable Banach spaces by focusing on the class of separable Lebesgue spaces (i.e. spaces that are L p spaces for some p ≥ 1) and several of its natural subclasses. Obviously, there are many natural questions beyond this class. The complexity of this index set reflects how hard it is to characterize or distinguish Lebesgue spaces among all Banach spaces. For example, Hilbert spaces are characterized by the parallelogram law, which makes their index set merely Π 0 2 (see Lemma 5.4) . Is there any similar "local" law -e.g., a first-order sentence -which would capture the property of being a Lebesgue space?
At first glance, the characterization problem I Leb seems to be no better than Σ 1 1 , because we seemingly have to search for an isomorphism f which may not be computable. Indeed, this upper bound is also suggested by the characterization of L p spaces via Banach lattice relations due to Kakutani [21] . If this crude upper bound was optimal this would imply that there is no reasonable "local" law which isolates Lebesgue spaces among all Banach spaces. Rather surprisingly, our first main result shows that the index set of Lebesgue spaces has a much lower complexity.
Main Theorem 1. The set of all indices of Lebesgue space presentations is
Main Theorem 1 implies that there must be a local property that distinguishes Lebesgue spaces. What is this property? Our proof implies that Lebesgue spaces are characterized among all Banach spaces by the success of an algorithm which attempts to build a formal disintegration of the given space. The notion of a formal disintegration is a development of the earlier notion of disintegration [25] , [8] . The associated independence property vaguely resembles S-independence [9, 11] in discrete completely decomposable groups, as well some other notions in the literature on discrete countable p-groups (c.f. [36] ). We believe that our proof of Main Theorem 1 has no analogy in computable analysis, while the only technical similarity with the above-mentioned results is the use of some independence notion.
Although we do not know if the upper bound Π 0 3 is tight when the exponent p ≥ 1 is not known, when p is held fixed we achieve a tight upper bound.
Main Theorem 2. Suppose p ≥ 1 is a computable real. Then, the set of all indices of L p space presentations is Π 0 2 -complete. The simpler proof of Main Theorem 2 will be given before the proof of Main Theorem 1 (they reappear as Theorems 5.1 and 6.1, respectively). The situation resembles the main results in [11] where the completeness of the Σ The difficulty that we faced in our attempts resolve this question is the lack of a procedure for computing the exponent of a Lebesgue space from an index of one of its presentations. This issue will be discussed in a forthcoming paper by the second author. We suspect that new insights into continuous definability in Lebesgue spaces are required to settle these two closely related questions. The proof of Main Theorem 1 sidesteps this difficulty by means of a formula due to O. Hanner [20] for the modulus of uniform convexity of an L p space.
We conclude our discussion with an optimal analysis of index set complexity for each individual isometric isomorphism type of L p -spaces when a computable p ≥ 1 other than 2 is held fixed. For example, Theorem 5.3.4 says that for each n ≥ 1, the set of all indices of presentations of ℓ
consists of six parts and is a bit too lengthy to be stated here; we therefore postpone its complete formulation until Section 5. The proof of Theorem 5.3 implements an effective functor which transforms a linear order into a measure space preserving some properties of interest; see, e.g., Corollary 5.9 after Definition 5.8. In several cases the functor will allow us to work with a linear order and then transform it into a Lebesgue space, therefore significantly reducing the combinatorial complexity of some parts of the proof. This idea may lead to new applications beyond the study of index sets.
Finally, we investigate the isometric isomorphism problem for L p spaces. Specifically, we prove the following. [6] ). To the best of our knowledge, this is the first natural example of an index set at this particular level of the relativized Ershov hierarchy. The proof of Main Theorem 3 combines the techniques developed in the proof of Main Theorem 2 and the linear order functor alluded to previously.
We now proceed to summarize relevant background from functional and computable analysis.
Background

2.1.
Background from functional analysis. Let F denote the field of scalars. This can be either R or C.
When V 0 and V 1 are vectors spaces, let V 0 ⊕ V 1 denote their external direct product. Suppose B 0 and B 1 are Banach spaces. Then, B 0 ⊕ p B 1 consists of the vector space B 0 ⊕ B 1 together with the norm defined by
and B 1 . When {B j } j∈N is a sequence of Banach spaces, the L p -sum of {B j } j∈N is defined to be the set of all functions f in the infinite Cartesian product ∏ j B j so that ∑ j f p Bj < ∞; we denote this sum by
The L p sum of a sequence of Banach spaces is again a Banach space under component-wise vector addition and scalar multiplication and with the norm defined by
It is well-known that every nonzero separable L 2 space is isometrically isomorphic either to ℓ 2 or ℓ 2 n for some n. For L p spaces with p ≠ 2, we rely extensively on the following classification, a proof of which can be found in [6] . Thus, to define a presentation of a Banach space, it suffices to specify the distinguished points. If B # is a Banach space presentation, then each object associated with B is also naturally associated with B # . We will therefore sometimes identify a structure on a Banach space with the associated presentation.
A Banach space may have a presentation that is designated as standard ; such a space is identified with its standard presentation. The standard presentations of the L p spaces are defined as follows. To begin, the standard presentation of ℓ p is defined by taking the n-th distinguished point to be e n (the n-th standard basis vector). The standard presentation of L A presentation of a Banach space induces associated classes of rational vectors and rational balls as follows. Recall that F = R or C. Let F Q = F ∩ Q(i); we refer to the elements of F Q as rational scalars. Suppose B # is a presentation of B. We say v ∈ B is a rational vector of B # if it is a rational linear combination of distinguished points of B # ; that is if v can be written as ∑ n j=1 α j u j where each α j is a rational scalar and each u j is a distinguished vector. A rational open ball of B
# is an open ball whose center is a rational vector of B # and whose radius is a positive rational number.
We can define a coding of the rational vectors of B # by means of a Gödel numbering of the formal expressions that represent rational vectors. Accordingly, let R(B # ; n) denote the n-th rational vector of B # under this coding. This coding has the feature that for all α ∈ F Q and m, n ∈ N, a code of αR(B # ; m) + R(B # ; n) can be computed from m, n, α independently of B # . Similarly, we can code rational open balls in such a way that from a code of a rational ball we can compute its radius and a code of its center independently of the presentation. Let B(B # ; n) denote the n-th rational ball of B # under this coding, and let I n = B(R, n). The definition below is standard; see e.g., [32] . Definition 2.3. We say that a presentation B # of a Banach space is computable if the norm functional is computable on the set of rational vectors of B # .
That is, B # is computable if there is an algorithm that given a (code of a) rational vector v of B # and a nonnegative integer k, computes a rational number q so that q − v < 2 −k . An index of such an algorithm is referred to as an index of B # . Clearly, if B 0 and B 1 are isometrically isomorphic, then every index of a presentation of B 0 is also an index of a presentation of B 1 .
Recall that a Polish metric space is computably presentable if it possesses a dense countable sequence upon which the distance function is uniformly computable [28] . A computable presentation of a Banach space can be also viewed as a computable presentation of a Polish space (under the metric induced by the norm) with respect to which the standard Banach space operations become uniformly computable operators; see [28] . The latter can be taken for an equivalent definition of a computable structure on a Banach space. Note that in this setting, computability of the norm does not necessarily imply computability of the operations; see [29] for a detailed analysis of this phenomenon.
Note that a presentation is computable if and only if its diagram is a computably enumerable set. By means of a standard coding, we may identify the diagram of a Banach space presentation with a set of natural numbers.
In order to state our results about index sets in a highly uniform manner, we introduce names of Banach space presentations as follows. A name of a Banach space presentation B # is a function f ∈ N N that enumerates the diagram of B # . Note that if B 0 and B 1 are isometrically isomorphic, then any name of a presentation of B 0 is also a name of a presentation of B 1 .
Names and indices of presentations are related as follows. There is a computable f ∶ N → N so that for all e ∈ N, φ f (e) names a Banach space presentation (possibly the zero space) and if e indexes a Banach space presentation B # , then this presentation is named by φ f (e) . Thus any result we prove about complexity of name sets immediately yields the same result mutatis mutandis about the complexity of index sets.
We conclude this section by pinning down the complexity of the set of all names of Banach space presentations. We first prove the following lemma which will be useful later as well.
Lemma 2.5. Suppose B
# is a computable Banach space presentation, and assume
, and otherwise F (f ) names no Banach space presentation.
It is straightforward to construct a computable The lower bound is established by Lemma 2.5. A code of a rational vector may be regarded as a code of a finite sequence of rational scalars which in turn may be regarded as a vector in C 00 (F Q ) (the set of all finitely-supported infinite sequences of rational scalars). The key idea to obtaining the upper bound is to observe that f ∈ N N names a Banach space presentation if and only if it induces a seminorm on C 00 (F Q ). To be more precise, for each f ∈ N N and g ∈ C 00 (F Q ), let:
(Here ⟨, ⟩ denotes a standard effective coding of C 00 (F Q ).) It is fairly straightforward to verify that f names a Banach space presentation if and only if η
f is a seminorm on C 00 (F Q ) (in which case f names the completion of the quotient space).
Preliminaries
Formal disintegration.
We introduce a new notion of independence which will be crucial throughout the rest of the paper.
p -formally disjointly supported; in this case we write u ⪯ v.
In 1958, J. Lamperti proved the following remarkable result. We now generalize some of the definitions from [25] and [8] . Suppose B is a Banach space. A vector tree of B is an injective map φ ∶⊆ ω <ω → B so that dom(φ) is a tree. Let φ be a vector tree of B, and let S = dom(φ). Each v ∈ ran(φ) is referred to as a vector of φ. If v ∈ ran(φ), then we say φ omits v. We say that:
it is summative, L p -formally separating, omits 0, and the range of φ is linearly dense. We note that the empty map is the only disintegration of a Banach space whose only vector is its zero vector. Disintegrations are the backbone of the analysis of computable presentations of L p spaces in [25] , [8] , and [3] as well as the degrees of isometry of ℓ p spaces [24] . Informally, a disintegration of an L p -space allows one to view the space as a tree. Compare this to tree-bases of abelian groups [36] and tree-representations of Boolean algebras [16] . The crucial difference of our notion above with these two notions is that we deal with uncountable normed spaces, while the former two notions are useful only for countable discrete groups and Boolean algebras, respectively.
By the above-mentioned result of Lamperti, if p ≠ 2, then in L p (Ω) the notion above becomes equivalent to the notion of disintegration introduced in [25] and [8] . Accordingly, if B is an L p space, then we omit the adjective 'L p -formal' from these terms. The main advantage of our new notion is that it does not refer to the measure space at all and therefore it makes sense for an arbitrary Banach space.
Properties of formal disintegrations.
Note that a disintegration ψ of an L p space is antitone in the following sense: if ν 0 , ν 1 ∈ dom(ψ), and if
The following definitions are from [8] and [25] respectively.
Definition 3.5. Suppose φ is a disintegration of an L p space, and let S = dom(φ). A chain C ⊆ S is almost norm-maximizing if whenever ν ∈ C is a nonterminal node of S, C contains a child ν ′ of ν so that
where µ ranges over the children of ν in S.
The next proposition is from [8]
The following theorem was first proven for ℓ p spaces in [25] and generalized to arbitrary L p spaces in [3] .
exists and is either 0 or an atom of ⪯. Furthermore, the ⪯-infimum of
The next theorem generalizes a result on isomorphisms of disintegrations from [8] . Although disintegrations are not bases, this theorem states an important way in which they behave like bases.
Proof. Let S 0 = dom(φ 0 ), and let L denote the linear span of the vectors of φ 0 . For each n ∈ N, let F n = S 0 ∩ ω ≤n , and let L n denote the linear span of φ 0 [F n ]. For each v ∈ L, there is a least n ∈ N so that v ∈ L n ; denote this number by n v .
When ν is a leaf node of F n , call φ 0 (ν) a leaf vector of F n . Since φ 0 is nonvanishing and L p -formally separating, the leaf vectors of F n are linearly independent. Because φ 0 is summative, each v ∈ L n can be expressed as a linear combination of the leaf vectors of F n in exactly one way.
When
where ν ranges over the leaf nodes of F nν and v = ∑ ν β ν φ 0 (ν). Then, T is well-defined and linear. Since f is an isomorphism, and because φ 0 and φ 1 are L p -formally separating, T is isometric. Hence, since ran(φ 0 ) is dense in B 0 , T has a unique isometric extension to B 0 , and this extension is linear. We denote this extension by T as well. Since f is surjective and the vectors of φ 1 are linearly dense in B 1 , T is surjective. The uniqueness of T follows from the linear density of the vectors of φ 0 .
The following is crucial to our analysis of index sets of Lebesgue space presentations.
Theorem 3.9. A Banach space has an L p -formal disintegration if and only if it is isometrically isomorphic to a separable
Proof. The converse follows from the uniformity of the proof of Theorem 3.16 below. So, let B be a Banach space, and suppose φ is an L p -formal disintegration of B. Let S = dom(φ). We may assume B is nonzero. Without loss of generality, assume φ(∅) B = 1.
We first associate each node of S with a subinterval of [0, 1] as follows. Let I ∅ = [0, 1]. Let ν be a non-root node of S, and suppose I ν ′ has been defined for all ν ′ ∈ S that lexicographically precede ν. If ν is the lexicographically least child of ν − , then we define the left endpoint of I ν to be the left endpoint of I ν − . Suppose ν is not the lexicographically least child of ν − . Let ν ′ denote the lexicographically largest sibling of ν that lexicographically precedes ν. We then define the left endpoint of I ν to be the right endpoint of I ν ′ . In either case, we define the right endpoint of I ν to be a + φ(ν) p B where a is the left endpoint of I ν . Let M denote the σ-algebra generated by the I ν 's, and define µ to be the restriction of Lebesgue measure to M.
The following will be used in our analysis of the index sets of presentations of ℓ p n . Lemma 3.10. Suppose ψ is a disintegration of an L p space B.
(1) B is finite-dimensional if and only if there is a bound n such that every antichain of dom(ψ) has size no greater than n. (2) If B is finite-dimensional, then the dimension of B is the least n ∈ N so that dom(ψ) does not contain an antichain of size n + 1.
Proof. Without loss of generality, suppose B is nonzero. Let S = dom(ψ). We then observe that every disjointly supported set of nonzero vectors is linearly independent. Thus, since ψ is separating, if B is finite-dimensional, then there is a bound n (namely the dimension of B) such that every antichain of S has size no greater than n. Conversely, suppose such a bound exists. Then, there is a largest n ∈ N so that S contains an antichain of size n; let F be such an antichain. We claim that each node of F is a terminal node of S. By way of contradiction, suppose ν ∈ F is nonterminal, and let ν 0 ∈ S be a child of ν. Since ψ is injective and summative, S must contain another child of ν, ν 1 . Thus, (F − {ν}) ∪ {ν 0 , ν 1 } is an antichain of S of size n + 1 which is a contradiction. Thus, every node of F is a terminal node of S.
By the maximality of n, every node of S is comparable to at least one node of F . Since ψ is summative, we conclude that B is the closed linear span of ψ[F ]. Since F is finite, B is the linear span of ψ[F ]. Hence, the dimension of B is n.
3.3.
The modulus of uniform convexity. Suppose we are given a computable presentation of a Lebesgue space, and our task is to extract its exponent p. According to our definitions, a computable presentation does not contain any information about p. Therefore, we aim to find a way of using only the norm and the Banach space operations to approximate p with an arbitrary precision. The following local parameter, which has a long history in the geometric analysis of Banach spaces, will be very helpful. It is well-known that if B is an L p space with 1 < p < ∞, then δ B is positive. Later, in the proof of Main Theorem 1, we will use the modulus of uniform convexity to produce approximations of the exponent of a Lebesgue space from one of its presentations. This is made possible by an explicit formula for the modulus of convexity of L p spaces due to O. Hanner [20] . In order to state this formula, we first make the following definition.
Definition 3.12. Suppose 1 < p < ∞ and 0 < ǫ ≤ 2.
(1) If 1 < p ≤ 2, then let δ(p, ǫ) denote the unique number δ ∈ [0, 1] so that
We can now state Hanner's Theorem (which in fact he attributes to A. Beurling).
Theorem 3.13 (Hanner 1956 [20] ).
For the sake of computation and approximation, it will be useful to show that Hanner's formula applies to a broader class of L p spaces and that, at least for these spaces, the weak inequality in Definition 3.11 can be made strict when ǫ < 2.
Proposition 3.14. Suppose 1 < p < ∞, and let B be a separable L p space whose dimension is at least 2. Then,
where u, v range over all unit vectors of B so that u − v p > ǫ.
Proof. Let:
Now, suppose 0 < ǫ < 2, and let δ
The proposition below will later (Lemma 6.2) allow us to approximate p based on an approximation of δ B (ǫ) = δ(p, ǫ). Although this approximation will not be computable in general, it will be ∆ 0 2 which is sufficient for our purposes. In particular, this approximation will be essential in Section 6 where we show that the index set of all computable Lebesgue space presentations is Π 0 3 . Proposition 3.15. Fix 0 < ǫ < 2.
(
Proof. (1): It is sufficient to calculate d dp
p 2 (ǫ p − 2 p ) and see that the result is positive for a positive p whenever 0 < ǫ < 2.
p when s, t ≥ 0 and p > 1. It follows that h p is increasing in each variable (divide by larger of two and differentiate the result). Also, h p (1 − δ(p, ǫ),
Since p 2 > p 1 , x ↦ x p2 p1 is strictly convex. We infer that,
Since h p2 is increasing in both variables, it follows that δ(p 2 , ǫ) > δ(p 1 , ǫ). The key feature of the proofs of these theorems is their high degree of uniformity. To be more precise about this, we introduce names of disintegrations and almost norm-maximizing chain decompositions as follows. Let ψ be a vector tree of B # . A name of ψ is an enumeration of the set of all finite subsets of {(ν, n) ∶ ψ(ν) ∈ B(B # ; n)}. Suppose ψ is a disintegration of B # , and let C = {C n } n<κ is a decomposition of dom(ψ) into almost norm-maximizing chains.
A name of C is an enumeration of the set of all finite subsets of {(n, ν) ∶ ν ∈ C n }. After suitable coding, these names can (and will) be regarded as functions in N N . As noted above (as well as in [8] ), the proof of Theorem 3.16 is uniform. That is, it is possible to uniformly compute a name of a disintegration of B # from a name of B # and a name of p. More formally, there is a computable operator
2 → N N so that for all f, g ∈ N N , if g names a real p ≥ 1 so that p ≠ 2, and if f names a presentation B # of an L p space, then Φ Disint (f, g) names a disintegration of B # . The proof of Theorem 3.17 is similarly uniform, and so there is a computable operator
, if g names a real p ≥ 1 so that p ≠ 2, and if h names a disintegration φ of B # , then Φ Decomp (f, h, g) names an almost norm-maximizing chain decomposition of dom(φ). We will be using these observations and operators throughout the rest of the paper.
The language of finite approximations. A function f ∈ N
N may or may not be a name of a disintegration (or of a decomposition, etc.). Several of the forthcoming proofs require us to reason about the objects that such a function may name. In order to facilitate this reasoning, we introduce a formal language of presentations, disintegrations, and decompositions as follows.
Let L pres denote the language consisting of the following. (4) For each positive rational number r, unary predicates P <,r and P >r .
We write ⋅ α x as αx, P <,r (x) as x < r and P >,r (x) as x > r. Let f ∈ N ≤N . (Here f should be thought of a possible name of a Banach space presentation.) Write f ⊧ ∑ j≤M α j v j < r if there exists n so that (⟨α 0 , . . . , α M ⟩, n) ∈ ran(f ) and r is the right endpoint of I n . We similarly define f ⊧ ∑ j≤M α j v j > r.
Let L disint consist of L pres together with a family of distinct 0-ary predicate symbols {S ν } ν∈N <N and a family of distinct constants {φ ν } ν∈N <N . For convenience, and to make the intended meaning clear, write S ν as ν ∈ S. (We abuse our language; we will use these predicates to mimic subsets of the Baire space. Although it makes the language heavier, it will allow to compress and unify our formal arguments later in the paper.)
Suppose f, g ∈ N N . The intended interpretation of g is as follows. It will encode our current guess on vectors in the vector subtree. Write (f, g) ⊧ S ν if there exists n so that ⟨⟨ν⟩, n⟩ ∈ ran(g).
Let τ be a term of L disint . Write τ in the form τ 0 + τ 1 where τ 0 = ∑ j<M α j v j and
′ there exist n j so that ran(g) contains a code of {(ν j , n j )} and so that
where r j is the radius of the n j -th rational ball of a Banach space presentation and ⟨γ j,0 , . . .⟩ encodes the center of this ball (again, these objects are independent of the presentation). We similarly define the meaning of (f, g) ⊧ τ < r (replace subtraction with addition in the above inequality). Let L chain consist of L disint together with a family of distinct 0-ary predicate symbols {C n,ν } n,ν . For convenience, write ν ∈ C n for C n,ν . If f, g, h ∈ N N , write (f, g, h) ⊧ ν ∈ C n if ran(h) contains a code of {(n, ν)}.
Suppose B
# is a presentation of a Banach space, and let σ be a term of
Suppose φ is a vector tree of B # , and let τ be a term of
The following is an easy consequence of these definitions. 
The complexity of naming a disintegration
In this section, we prove the following which is a stepping stone towards the proof of Main Theorem 2. The proof of this fact is essentially reduced to a careful analysis of the definition of a formal L p -disintegration. However, since we are dealing with separable spaces rather than countable discrete algebras, a brute-force quantifier counting would not suffice, for only positive existential formulae and their (infinite) disjunction will correspond to c.e. facts. However, in our case with some care the complexity will be equal to the natural ('naive') estimate, but proving this requires some care. We first prove two technical lemmas. Proof. We first claim that there is a Σ where ⟨α k,0 , . . .⟩ encodes the center of the n k -th rational ball and r k is the radius of this ball.
When g ∈ N N , let S g denote the set of all ν ∈ N <N so that g contains a code of {(ν, n)} for some n. When g ∈ N N , and when ν ∈ S g , let S g,ν denote the set of all n ∈ N so that ran(g) contains a code of {(ν, n)}.
Let us say that two rational balls are formally disjoint if the distance between their centers is larger than the sum of their radii. It follows that there is a Σ (1) S g is a tree.
(2) For every ν ∈ S g and every k ∈ N, there is an n ∈ S g,ν so that the radius of the n-th rational ball is at most 2 −k . (3) For all ν ∈ S g and all n, n ′ ∈ S g,ν , there exists m ∈ S g,ν so that IC(f ; m, n) and IC(f ; m, n ′ ).
(4) For all ν ∈ S g and all m, n ∈ N, if m ∈ S g,ν , and if IC(f ; m, n), then n ∈ S g,ν .
(5) For all distinct ν 0 , ν 1 ∈ S g , there exist n 0 ∈ S g,n0 and n 1 ∈ S g,n1 so that FD(f ; n 0 , n 1 ). Since IC and FD are Σ . If g names a vector tree of B # , then it is routine to verify that VectorTree(f, g) holds. So, suppose VectorTree(f, g) holds. Let S = S g . By (2), for each k ∈ N and each ν ∈ S, there is an n k ∈ S g,ν so that the radius of B(B # ; n k ) is at most 2 −k . Let c k denote the center of B(B # ; n k ). It follows from (3) that {c k } k is a Cauchy sequence; let ψ(ν) denote its limit.
We now show that for each ν ∈ S, S g,ν = {n ∶ ψ(ν) ∈ B(B # ; n)}. Suppose n ∈ S g,ν . By (3), there is an m ∈ S g,ν so that B(B # ; m) ⊆ B(B # ; n). By (3) again, B(B # ; n k ) ∩ B(B # ; m) ≠ ∅ for each k. Thus, ψ(ν) ∈ B(B # ; m). Conversely, suppose ψ(ν) ∈ B(B # ; n). There exists k so that B(B # ; n k ) ⊆ B(B # ; n). Hence, by (4), n ∈ S g,ν .
It follows from (5) that ψ is injective. Thus, ψ is a vector tree.
Suppose ψ is an L p -formally separating vector tree of B. Suppose also that for every nonterminal ν ∈ dom(ψ) and finite set
Then, ψ is summative if and only if for every ǫ > 0 and every nonterminal ν ∈ dom(ψ), there is a finite set F ⊆ dom(ψ) of children of ν so that
Proof. Let S = dom(ψ). The first direction is trivial. Let ǫ > 0, and choose a finite set F ⊆ S of children of ν so that (4.1) holds. Suppose F ′ is a finite set of children of ν so that F ⊆ F ′ ⊆ S. We claim that
Since ψ is L p -formally separating and
Thus, (4.2). It follows that ψ(ν) = ∑ µ ψ(µ) where µ ranges over the children of ν in S.
Proof of Theorem 4.1. Let f, g ∈ N N , and let τ 0 , . . . , τ n be terms of L disint . Let us say that (f, g) ensures is p-additive on (τ 0 , . . . , τ n )if there do not exist rational numbers r 0 , . . . , r n+1 and m ∈ N so that one of the following holds.
Let us say that (f, g, h) ensures φ is formally separating if for all rational scalars α 0 , . . . , α n and all pairwise incomparable ν 0 , . . . , ν n ∈ N <N so that (f, g) ⊧ ν j ∈ S for each j, (f, g, h) ensures has the additivity of the real denoted by h on (α 0 φ ν0 , . . . , α n φ νn ).
Suppose f names B
# and g names a vector tree ψ of B # . It follows from Proposition 3.18 and a simple continuity argument that (f, g, h) ensures τ 0 + . . . + τ n is p-additive if and only if
If h names a real p, it then follows that (f, g, h) ensures φ is formally separating if and only if ψ is formally L p -separating.
So, let Disint(f, g, h) if and only if the following hold.
(1) VectorTree(f, g).
(2) (f, g, h) ensures φ is formally separating.
(3) For all ν 0 , . . . , ν n ∈ N <N and all rational scalars α, β, if (f, g) ⊧ ν j ∈ S for each j, and if ν 1 , . . . , ν n are distinct children of ν 0 , then (f, g, h) ensures α(φ(ν 0 ) − ∑ 1≤j≤n φ(ν j )) + β ∑ 1≤j≤n φ(ν j ) has the additivity of the real denoted by h. (4) Whenever k ∈ N and ν is a node so that (f, g, h) ⊧ ν ′ ∈ S for at least one
(5) For every j, k ∈ N, there exist ν 0 , . . . , ν n ∈ N <N and rational scalars α 0 , . . . , α n so that (f, g) ⊧ ν m ∈ S for each m and so that (f, g)
Suppose f names B # and h names a real p ≥ 1. If g names a formal L pdisintegration of B # , then it is routine to verify Disint(f, g, h). So, suppose Disint(f, g, h). Thus, g names a vector tree ψ. Let S = dom(ψ). By what has just been observed, ψ is formally L p -separating. It also follows that B, p, ψ satisfy the hypotheses of Lemma 4.3, and so ψ is summative. Finally, the last condition of the definition of Disint ensures that the range of ψ is linearly dense.
Index sets of computable presentations of Lebesgue spaces with known exponent
The goal of this section is to prove the following three theorems. 
The upper bounds in these theorems are mostly obtained by carefully using the technology developed in previous sections. When the upper bound is Π Proof. Suppose f names a Banach space presentation B # . Then, Hilbert(f ) if and only if the B satisfies the parallelogram law, which is clearly an (effectively) closed condition. More formally, let Hilbert(f ) hold if there do not exist r 0 , r 1 , r 2 , r 3 ∈ Q so that one of the following holds. 2 → N N is a computable operator so that for all f, g ∈ N N , if g names a real p ≥ 1 so that p ≠ 2, and if f names an L p space presentation B # , then Φ Disint (f, g) names a disintegration of B # . Let Lspace(f, g) hold if and only if Banach(f ) and
The set of all names of 2 is Π 
Let B f denote the closed linear span of R f in ℓ p , and let B # f = (B f , R f ). We now define F . Since Q, p are computable, R f is an f -computable sequence of ℓ p uniformly in f . Thus, B # f is an f -computable presentation uniformly in f . Hence, there is a computable
We now show that for all f ∈ N N , P (f ) if and only if F (f ) enumerates the diagram of an L p -space presentation. If P (f ), then the definition of R f ensures B f = ℓ p . Suppose P (f ) fails, and by way of contradiction suppose B f is an L p space. We claim B f is isometrically isomorphic to ℓ p . As the vectors R f (⟨0, 0⟩), R f (⟨1, 0⟩), R f (⟨2, 0⟩) . . . are linearly independent, B f is infinite-dimensional. By the classification of separable L p spaces, B f is isometrically isomorphic to one of
Since B f is a subspace of ℓ p , it must be that B f is isometrically isomorphic to ℓ p . Let T be an isometric isomorphism of B f onto ℓ p , and let v j = T −1
(e j ). Thus, {v j } j∈N is a Schauder basis for B f . Furthermore, by Theorem 3.3, the vectors v 0 , v 1 , . . ., are disjointly supported.
Since P (f ) fails, there is an x 0 ∈ N so that Q(f ; x 0 , y) fails for all y ∈ N. We claim there is a j 0 ∈ N so that e 3x0 + e 3x0+1 is a scalar multiple of v j0 . For there is a sequence {β j } j∈N of scalars so that e 3x0 + e 3x0+1 = ∑ j β j v j . Thus, β j v j is a component of e 3x0 + e 3x0+1 for each j. There is a j 0 ∈ N so that β j0 ≠ 0. Hence, v j0 is either e 3x0 , e 3x0+1 , or e 3x0 +e 3x0+1 . Since Q(f ; x 0 , y) fails for all y ∈ N, e 3x0+1 ∈ B f . Hence, e 3x0 ∈ B f either. Thus, β j0 v j0 = e 3x0 + e 3x0+1 .
It similarly follows that there is a j 1 ∈ N so that v j1 is a scalar multiple of e 3x0+1 + e 3x0+2 . Hence j 0 ≠ j 1 , and v j0 , v j1 are not disjointly supported. This is a contradiction, and so B f is not an L p space.
Proof of Theorem 5.2.
Recall that if F = R, then the inner product of an inner product space and its norm are related by the polarization identity
If F = C, then the corresponding identity is
In either case, the point is that the inner product can be expressed in terms of the norm. Recall also that if v 0 , v 1 , . . . , v n are pairwise orthoganol unit vectors, and if v = α 0 v 0 + . . . + α n v n , then α j = ⟨v, v j ⟩ for each j. It follows from these observations and Gramm-Schmidt orthonormalization that there is a computable operator F ∶⊆ N N → N so that for all f ∈ N N , if f names a nonzero Hilbert space presentation B # , then F (f ) enumerates an orthonormal basis for B # . If B is finitedimensional, then this enumeration will contain repetitions. It then follows that there is a Σ 0 1 predicate P ⊆ N N × N so that for all f ∈ N N and n ∈ N, if f names a Hilbert space presentation B # , then P (f ; n) if and only if the dimension of B is at least n. Thus, f ∈ N N names ℓ 2 if and only if
Both of these conditions are Π 
Thus, G is d-Σ 0 1 . It follows from Lemma 3.10 that G has the required properties. We now infer from Lemma 5.5 that the set of all names of presentations of ℓ p n is Π 0 2 . Once again, the lower bound follows from Lemma 2.5. The lower bounds in the remaining parts of Theorem 5.3 require the linear order technology alluded to in the introduction of this section and which we now lay out precisely.
Definition 5.6. Suppose L is a set of reals that contains at least two points.
(1) Let I L denote the set of all open intervals whose endpoints belong to L. Proof. Suppose (a, b) is a minimal element of I L . Let S denote the set of all A ∈ S L so that A either includes (a, b) or is disjoint from (a, b). Then, I L ⊆ S, and S is a σ-algebra.
−n } (see e.g. Theorem A p. 168 of [19] ). Thus, A − J n is null for each n. Let J n = (a n , b n ). Without loss of generality, we may assume J n+1 ⊆ J n . Let a = lim n a n , and let b = lim n b n . Thus, µ((a, b) △ A) = 0, and a, b ∈ L.
Part (2) follows from part (1).
Definition 5.8. Suppose L is a countable linear order, and suppose F ∶ L → R is an order monomorphism. We say that F is faithful if every adjacency of ran(F ) is an adjacency of ran(F ). Proof. Let f ∈ 2 N . Set G(f ; 0) = 0. Define G(f ; s + 1) as follows. Set:
Suppose neither of these two cases holds. Set:
Suppose f is the diagram of a linear order L = (N, ≤ 0 ). Let F (t) = G(f ; t). We show F is faithful. Let {a, b} be an adjacency of ran(F ). Without loss of generality, assume a < b. By way of contradiction, suppose one of a, b does not belong of ran(F ). We consider the case where neither belongs to ran(F ); the other cases are handled similarly. Since a, b are boundary points of ran(F ), there exist increasing sequences {s j } j∈N and {t j } j∈N so that {F (s j )} j∈N is increasing, {F (t j )} j∈N is decreasing, lim j F (s j ) = a, and lim j F (t j ) = b. There is a δ > 0 so that whenever
# so that the number of atoms of Ω is the number of adjacencies of L and so that L
Proof. Let G be a computable operator as in Lemma 5.10. Let S be a structure on L p (R) so that {S(n)} n enumerates all rational simple functions and so that (L p (R), S) is computable. Without loss of generality, we assume S(0) = 0. There is a total computable function R ∶ 2
Let H(f ; n) = S(R(f ; n)). Let B f denote the closed linear span of ran(H(f )).
enumerates the diagram of (B f , H(f )). By Lemma 5.7, F has the required properties.
Lemma 5.12. Suppose p is a computable real so that p ≥ 1 and p ≠ 2. There is a Σ
Proof. Suppose ψ is a disintegration of an L p space B, and let {C n } n<κ be a decomposition of dom(ψ) into almost norm-maximizing chains. For each n < κ, let g n denote the ⪯-infimum of φ[C n ]. Then, by Lemma 3. 
Thus:
It now follows via the technology of Proposition 3.18 that there is a Σ
3 so that for all f, g, h ∈ N N , if f names an L p space presentation B # , and if g names a disintegration ψ of B # , and if h names a decomposition {C n } n<κ of dom(ψ) into almost norm-maximizing chains, then P (f, g, h) if and only if ψ(∅) ≠ ∑ n<κ g n where for each n g n denotes the ⪯-infimum of φ[C n ]. The existence of E now follows from the uniformity of Theorems 3.16 and 3.17. 
If for every x there is an s
Let z s denote the least positive number so that z s − δ(f ; s) ∈ A and so that
It follows that L f is an f -computably presentable linear order uniformly in f . Hence, there is a computable operator F ∶ N N → 2 N so that F (f ) is the diagram of a presentation of L f for all f ∈ N N . Suppose P (f ), and let x be the least number so that for every y there exists z so that Q(f ; x, y, z). Thus, δ(f ; s) = x for infinitely many s, and δ(f ; s) < x for only finitely many x. It follows that [0, 2
Thus, L f is isomorphic to η + n for some n ≥ 1, and the construction ensures n has the correct form.
On the other hand, suppose 
The existence of P follows from the technology of Proposition 3.18. It now follows from Lemma 5.12 that the set of all names of presentations of ℓ p is Π 0 3 . Completeness is obtained from Corollary 5.14.
2 be a computable predicate so that for all f ∈ N N , P (f ) ⇔ ∀x∃yQ(f ; x, y).
Let:
{z + 1, . . . , z + n}
Hence, L f is an f -computably presentable linear order uniformly in f . Thus, there is a computable operator F ∶ N N → 2 N so that F (f ) is the diagram of L f for all f ∈ N N . If P (f ), then X(f ) = X 0 (f ) = (0, ∞)∩Q. If ¬P (f ), and if z 0 is the least number so that ¬Q(f ; z, y) for all y ∈ N, then X(f ) = (0, z 0 + 1) ∩ Q ∪ {z 0 + 1, . . . , z 0 + n}. Therefore, 
Since the function δ is computable, X j (f ) is f -c.e. uniformly in f . Thus, there is a computable operator F j ∶ N N → Q N so that F j (f ) enumerates X j (f ) for each f . Let p ≤ 2. Suppose f names L (Ω) # so that 1 < u j p < 1 +r 0 , u 0 − u 1 p > 1 +2r 0 , and 2(1 − δ(r, 1)) < u 0 + u 1 − 2r 0 . Since u j p − r 0 < 1, B(u j ; r 0 ) contains a unit vector v j . Thus, 1 < u 0 − u 1 p −2r 0 < v 0 − v 1 p . Also, u 0 + u 1 p −2r 0 < v 0 + v 1 p . Hence, 1 − 2 −1 v 0 + v 1 p < δ(r, 1). Thus, by Proposition 3.14, δ(p, 1) < δ(r, 1). So, by Proposition 3.15, p < r.
Conversely, suppose r is a rational number and p < r. We show that r ∈ X 0 (f ). Without loss of generality, suppose r ≤ 2. Then, by Proposition 3.15, δ(p, 1) < δ(r, 1). So, by Proposition 3.14, there exist unit vectors v 0 , v 1 of L p (Ω) so that v 0 − v 1 p > 1 and 1 − 2 −1 v 0 + v 1 p < δ(r, 1). There is a positive rational number r 0 so that for all u 0 ∈ B(v 0 ; r 0 ) and all u 1 ∈ B(v 1 , r 0 ), u 0 − u 1 p − 2r 0 > 1 and 2(1−δ(r, 1)) < u 0 + u 1 p −2r 0 . Since B(v j ; r 0 )−B(0; 1) is open, there exist rational u j ∈ B(v j ; r 0 ) so that 1 < u j p < 1 + r j . It follows that r ∈ X 0 (f ).
The case p ≥ 2 is similar.
Proof of Theorem 6.1. By Lemma 6.2, there exist ∆ 
Isometric isomorphism results
We now turn to the complexity of the isometric isomorphism problem for L p spaces. Namely, we prove Main Theorem 3 by proving the following. . hold if and only if for all k ∈ N (R 1 (f ; k) ∧ R 1 (g; k)) ∨ (¬R 1 (f ; k) ∧ ¬R 1 (g; k) ).
Thus, R is Π 
Conclusion
Our goal has been to use computability theory to gauge the complexity of classifying various kinds of Lebesgue spaces and associated isometric isomorphism problems. Our results have placed the complexity of these problems in the arithmetical hierarchy and the relativized Ershov hierarchy, and for the most part our analysis has been exact. For reasons discussed in the introduction, we leave open whether the bound in Main Theorem 1 is sharp, and we believe resolution of this question will require a significant advance in the technology available for building Banach space presentations. One of our contributions to this technology is a computable functor that, roughly speaking, transforms a linear order L into an L p space B(L) in such a way that a significant amount of information about a linear order is reflected in the structure of the corresponding L p space. Our analysis of the functor itself was not optimal; we limited ourselves only to establishing those properties sufficient to prove our theorems. A more detailed study of the functor is left as an open problem.
