Abstract. The meridional oceanic transports of dissolved inorganic carbon and oxygen were calculated using six transoceanic sections occupied in the South Atlantic between 11 øS and 30øS. The total dissolved inorganic carbon (TCO2) data were interpolated onto conductivity-temperature-depth data to obtain a high-resolution data set, and Ekman, depth-dependent and depth-independent components of the transport were estimated. Uncertainties in the depth-independent velocity distribution were reduced using an inverse model. The inorganic carbon transport between 11 øS and 30øS was southward, 
Introduction
As high-quality data on the global distribution of CO 2 in the atmosphere became available, it became possible to combine these data with atmospheric transport models to infer the transport of CO 2 from one part of the globe to another [e.g., Keeling et al., 1989; Tans et al., 1990; Enting et al., 1995] . This approach promises to provide insight into the regional distribution of sources and sinks of atmospheric CO2; cruises, the TCO 2 analyses were cross-checked for accuracy against Certified Reference Materials provided by A. Dickson of Scripps Institution of Oceanography. These analyses suggested that the WOCE data are accurate to better than 2 3tmol kg -•. Additional sections were taken from historical data, particularly the high-quality pre-WOCE TCO 2 data collected during the South Atlantic Ventilation Experiment (SAVE) (T. Takahashi and D. Chipman, personal communication, 1991). We have compared the data from SAVE Legs 2 and 3 in the Western Basin with the the WOCE TCO 2 data from the same region using a multivariate approach and found no significant offsets between the data sets [Wallace et al., 1996] . Table 1 In order to calculate material transports from hydrographic section data, high data densities are generally required. Water chemistry data are available for a maximum of ~36 discrete ß depths per station (> 100 m resolution), compared to the ~2 dbar resolution of the conductivity-temperature-depth (CTD) profiler data from which geostrophic water transports are estimated. Although nutrients, oxygen, and the CTD data are available for almost all of these bottle samples, TCO 2 measurements are not available for every station and every bottle depth because of analysis time limitations. To increase the TCO 2 data density prior to making the inorganic carbon transport calculations, some form of interpolation or mapping scheme is required. Recently, Goyet et al. [1995] demonstrated the potential of quadratic spatial interpolation of sparse TCO 2 data. As they noted, however, consideration of nearcontinuous profiles of "master variables" such as T, S, and 02 should allow significant improvement over spatial interpolation schemes. Previous studies which used multiple linear regression with such variables to interpolate TCO 2 onto bottle data were performed on basin scales [Brewer et al., 1995;  Wallace, 1995] . The residuals for such large-scale regressions vary systematically with geographic position and depth [Wallace, 1995] .
We therefore developed a three-step procedure to map the sparse TCO 2 bottle data onto the CTD data using multiple linear regression. Our approach involved the development of localized multiparameter linear regressions from all the available bottle data which were located within a specified domain centered around the position (latitude, longitude, pressure, or depth) at which a value was to be calculated. A horizontal domain extent of 2øx 2 ø was chosen to provide an adequate number of samples for each domain in most cases. The vertical extent of the regression domains (2 x APreg ) was varied with pressure, starting at + 150 dbar around the desired position close to the sea surface and increasing with depth according to APreg = 150 + 0.1 *P
where P is the pressure. A variable vertical extent was required because of the stronger vertical gradients found in the upper ocean and the lower resolution of the bottle data at greater depths. In cases where there were insufficient bottle data to constrain a regression fit for a domain of this size, the size of the domain was doubled. This was necessary for the Oceanus cruises, on which no TCO 2 measurements were made and for which the mapping onto the bottle and CTD data relied on regression equations derived from data collected from adjacent cruise tracks. A 5 ø x 5 ø area was used for the Meteor 15 (19øS) cruise for which the data density was relatively sparse.
In step 1, we first used multiple linear regression to calculate the few missing nutrient data within the bottle data sets. We subsequently estimated TCO 2 values for all of the bottle samples for which there was no TCO 2 analysis. The latter was achieved using regressions with the following independent parameters: apparent oxygen utilization (AOU),
NO3, SiO4, salinity (S), and potential temperature (O). A rationale for the choice of these predictor variables is given
by Brewer et al. [1995] and Wallace [1995] . . The now "complete" bottle data set for TCO 2 was used in step 2 to interpolate the nutrients and TCO 2 fields onto the CTD measurements. For every CTD depth (2 dbar resolution), a regression with independent variables AOU, $, !9, and a o was performed using the bottle data that were located within the local domain (as defined above) centered on the particular CTD depth. Finally, the local regression equations were applied to the CTD profile data to estimate a TCO 2 concentration for each depth in the CTD record. Using this three-step method, we attained an effective TCO 2 data density of -•50 km horizontal resolution along the cruise tracks and 2-10 dbar in the vertical (the relatively slow response of the oxygen sensor likely reduces the effective vertical resolution of the CTD-O 2 measurements). A similar approach has been recently proposed by Goyet and Davis [ 1997] ; the principal difference is our use of geographically localized regressions throughout the water column.
Method
The method for calculating the CO 2 transport was similar to that used previously for the calculation of heat and salt transports and was based on techniques introduced by Bryan We use the term inorganic carbon transport (Tc) for the net transport of TCO 2 across an ocean section, that is, rc= f f v. rco2 aaz
Am -H The T c was calculated by integrating the product of total inorganic carbon (TCO2) with the in-situ density (Ps, r,P) and the velocity (v) that is orthogonal to the section, from the American (Am) to the African (Af) continent over the entire water column (i.e., to the bottom depth, -H). Because we had discrete station spacing, the integral was replaced with a sum over station pairs. It was assumed that the ocean is in geostrophic balance except for a directly wind-driven Ekman velocity. Two alternative approaches to defining the velocity field were used: a level-of-no-motion approach and an inverse model approach.
Level-of-No-Motion Approach
For computational reasons associated with different constraints used for the calculation of heat tramport (which assumes zero net mass transport across a section) and salt/carbon/mass transport (in which a nonzero salt transport constraint is invoked), the velocity field was broken down into several components. This decomposition also facilitated sensitivity studies that examined sources of uncertainty in the inorganic carbon transport estimates. The velocity at any 
where v'(x,z) is the "baroclinic" velocity which can be calculated directly from the hydrographic data and is defined so that for each station pair 
Am -H The depth-independent or "barotropic" velocity •N• was specified on the basis of an assumed level of no motion (LNM). For the simplest LNM choice considered, the "baroclinic" case, this barotropic component was specified to be zero for each station pair (see (4)). However, we employed 34 additional approaches to specifying a level of no motion [Holfort, 1994] . Briefly, these approaches included ( and that predicted using 'the multiple linear regression approach described in the text for step 1 of the data interpolation procedure. For this cruise, missing nutrient data were first interpolated using a multiple linear regression using a As with the Ekman transport mass compensation, this adjustment velocity was distributed uniformly across the entire section. Note that the barotropic mass transport compensation required to satisfy the zero-net-mass transport constraint could be quite large. However, when this was distributed uniformly across an entire section, the large crosssectional area involved (section N5000 km wide by N5 km deep) implied that the corresponding barotropic velocity adjustments were too small to be directly measurable ( 
A f0 where •s is the salt transport through the Bering Strait.
Inverse Model Approach
In order to reduce the uncertainties and avoid some arbitrariness associated with the choice of a level of no motion, we also developed an inverse model using additional constraints to assist with the specification of the barotropic velocity field. Note that with this approach, we solved for the entire barotropic velocity for each station pair, and there was no artificial division into the three distinct barotropic components used with the level-of-no-motion approach. In the inverse analysis, the constraints are used to set up a linear equation system or "model" for the unknown velocities, and the system was then solved using singular value decomposition. This method was used by Wunsch [1978] , 1998) . We refer the reader to these publications for detailed descriptions of the inverse method; a listing of the constraints that we employed is given in the appendix.
In performing the inverse analysis, solutions based upon many different models were explored; these different models included different formulations for the weighting of the additional constraints and data as well as the three separate variants of a phosphate transport constraint (see appendix). The sensitivity of the solutions to the initial specification of a level of no motion was also explored. The goal of such an approach is to find a set of solutions that is consistent with the constraints and the data to within a specified stringency. An exact solution to the imposed constraints is generally not (Table 3) . A difference between this value and T c using the "baroclinic" choice of LNM (Table 3) 
nent (T•C).
With this approximate breakdown in mind, we now examine the uncertainty in the carbon transport which arises from uncertainties in the specification of the different formal components of the transport (mass-compensated Ekman, baroclinic, net mass transport as well as the derailed specification of the barotropic velocity field).
Ekman Transport
For the purpose of illustrating potential errors associated with specification of the Ekman transport, we use the level-ofno-motion approach which views the mass-compensating transport as a zonally uniform barotropic mass transport (see section 3). We note below that this approach may give a worst-case view of the transport uncertainties compared to, for example, the inverse model approach. Table 2 ). Examples of the sensitivity of the total carbon transport to this uncertainty for three of the sections are presented in Table 3 . T• e•: is a fimcfion of the wind stress 0:) and the Coriolis parameter: S
Hence for a given uncertainty in wind stress (r), the uncertainty in Tc is much greater at 11 øS (+50% or 900 kmol s 'i, Table 3 ) than at 30øS (+ 10% or 400 kmol s 'l, Table  3 The potentially large uncertainties associated with specifying the Elanan transport imply that an important task for improving transport calculations, not only for innrg•nic carbon but also for heat, nutrients, etc., is to obtain better estimates of the wind stress, particularly at low latitudes.
Seasonality
The sections were collected primarily during summer Obviously, we have a lack of data with which to reliably assess such seasonal effects, and this will be an important issue for further data collection and modeling studies.
Data Resolution
Accurate calculations of T c from zonal sections require very close station spacing, because sums over station pairs are substituted for the integral in (2). We cannot directly estimate the error associated with this substitution. However, with a mean station spacing of -•50 km, generally closer at the boundaries and wider in the ocean interior, the main scales of motions should be resolved by our data (this was not necessarily the case with some earlier studies; see section 7). In order to provide an indication of the possible error, we "artificially"' subsampled three of the sections using every second and every third station (resolution factors of 0.5 and 0.33, respectively). We also examined the effects of vertical data resolution and combined vertical and horizontal resolution by subsampling the full section data at standard or traditional bottle sampling depths. Two variants of standard depths were used: the standard bottle depths used by the U.S. National Oceanographic Data Center as of 1988 and the standard depths employed on the historic Meteor cruises of 1925 and 1927. In all these reduced resolution cases, the entire velocity field was recalculated based on the "artificial" data set, and the property transports were recalculated.
The results are also presented in Table 3 . The effect of halved horizontal resolution appears to be relatively minor (change in T c of -• 160 kmol s'l), although a larger difference at 30øS was observed using the LNM-2 model. The effect of decreased vertical resolution also varied between sections, with a particularly large effect (-•600 kmol s -1) being observed at 19øS but with effects at the other sections being only 100-200 kmol s 'l. In general, it can be seen that, depending on the section, both horizontal and vertical data resolution changes can affect the inorganic carbon transport estimates. Table 3 shows that the combined effect of decreased vertical and horizontal resolutions can be quite significant, with changes of 700-1300 lanol s -1 (again dependent on the particular section examined). It was in order to reduce this uncertainty that we developed the inverse model analysis described in section 3. Solutions based upon many different inverse models were explored, and the sensitivity of the solutions to the initial specification of a level of no motion was also explored. A fairly consistent picture emerged: At low matrix rank, the solutions were still influenced significantly by the particular choice of initial LNM; however, at ranks of > 80 this influence largely disappeared. At ranks > 200, the exact nature of the constraints became important, and the effects of model and data un. certainties were amplified so that solutions for different models diverged significantly. There was a relatively stable region of carbon transport versus rank in the range 135 < rank < 165. We chose this range of solutions as the basis for the transport estimates presented in Table 4. This table  presents The quasi-vertical structure of the section-wide transports of mass, silicate, and TCO 2 for the Meteor 22 cruise along 30øS are presented for one typical realization of the inverse analysis in Figures 4a -4c) . Note that at this latitude, the Ekman transport is small and is included in the uppermost density layer. In these plots, the total net transport. is plotted 
Barotropic Component

Regional Carbon Budget (10 o S -30 o S)
The carbon transport versus latitude data of Table 4 can be used to examine the regional inorganic carbon budget. closely comparable to the preindustrial inorganic carbon convergence suggesting that local net production/respiration of organic carbon or dissolution of calcium carbonate was relatively small compared to the preindustrial sea-to-air flux. Keeling and Peng [1995] have shown that the joint interpretation of meridional transports of both 02 and CO 2 can distinguish the physical versus biological mechanisms responsible for the fluxes of these gases. As they point out, biologically driven fluxes of O 2 and CO 2 have opposite signs, whereas fluxes driven by thermal processes operate in the same direction. In this regard, our estimates of the meridional oxygen transport (Table 4 and Figure 8d ) indicate convergence of the net southward O 2 tramport, which we assume from direct transport estimates. In addition, the possible effects of seasonality on the convergence estimates require further examination.
Previous CO2 Transport Estimates
There have been several earlier published attempts to estimate the meridional tramport of inorganic carbon in the Atlantic Ocean. These used several different data sets, assumptions, and calculation procedures and are summarized in Table 5 To some extent, the choice of whether to include or ignore this contribution to the net carbon transport is a matter of philosophy and is contingent on the specific questions being asked of the tramport estimates. One of the major reasons for examining carbon transport divergences is to obtain estimates of the regional distribution of the net air-sea flux of carbon (and oxygen). With this specific goal in mind, it is justifiable to ignore the inorganic carbon transport which is tied to the net salt transport across sections. This component of the inorganic carbon transport, while large, can be viewed as constant across all Atlantic sections and therefore does not affect or reflect the air-sea flux of CO 2 or 02. However, if direct comparisons are made with the net transport of inorganic carbon through the Bering Strait, such as were made by Sarmienta et al. [1995] , then it is essential that the contribushould not have changed since the preindustrial era. The observation that the transport of both gases in the preindustrial ocean was convergent is qualitatively consistent with a thermal forcing mechanism driving the efflux of both 02 and CO2 across the air-sea interface in this region.
Our heat transport calculations (Table 4) Hence the observed convergence of both gases is qualitatively consistent with the sign of the observed heat transport divergence. In the case of CO2, the magnitude of the convergence is also quantitatively consistent with the maximum that would be predicted theoretically from the observed heat flux divergence, whereas for dissolved oxygen the observed convergence is 2-3 times the theoretical prediction. Given that air-sea equilibration of O 2 is an order of magnitude more rapid than that of CO2, it is perhaps not surprising that gas exchange would create a stronger convergence signal for 02 than for CO2. However, an observed oxygen convergence larger than that predicted on the basis of the observed heat flux divergence is harder to explain except as the result of (1) uncertainty in the various transport and convergence estimates themselves (note the large error bars for the convergence estimates and, particularly, the possible influence of seasonality of the transports, section 4.3); (2) violation of the assumption of no storage for dissolved oxygen; or (3) an "extra" contribution to a predominantly thermally driven convergence arising from some biological mechanism (e.g., a divergence of the organic carbon transport).
On balance, the qualitative picture is consistent with independent estimates of the air-sea CO 2 flux, and the overall budget for preindustrial carbon suggests a relatively minor role for biologically driven convergence/divergence in this particular region. However, it should be clear from the above that measurements of the total organic carbon concentration of seawater, which were unfortunately not available for the sections used in this study, would provide independent comtraints on the air-sea CO2 exchange scenarios inferred tion of this component of the transport be included in the transport estimates at all latitudes.
Of potentially more significance is the effect of net freshwater addition or removal via runoff or evaporation and In principle, this correction should serve the same purpose as keeping track of the freshwater transport divergence; however, in practice, the efficacy of this "normalization" approach has not been independently verified. That is, as it was applied, did the salinity normalization reflect a reasonable freshwater transport distribution? In contrast, we have chosen to explicitly consider the salt, freshwater, and carbon transports rather than calculating the transport of salinity-normalized quantities. Using a measurement-based salt transport constraint, estimated baroclinic, Ekman, and barotropic transports, and the observed salinity distribution, we were able to directly estimate the freshwater transport divergence. This was consistent with independent estimates of this quantity [Baumgartner and Reichel, 1975 ] (see section 4.4) thereby increasing our confidence that the freshwater transport divergence is being correctly represented when estimating the inorganic carbon transport divergence. This discussion emphasizes the wide variety of approaches and philosophies that have been promulgated in order to calculate carbon transports. Not surprisingly, this variety has led to confusions of interpretation and a risk of comparing unlike transport estimates. It is therefore important to reiterate that we have reported the total net transport of inorganic carbon across the South Atlantic sections. These estimates incorporate the carbon transport associated with a net mass flow through a section which is 'required to balance the salt input through Bering Strait. They therefore also reflect the meridionally varying mass transport which is associated with freshwater addition and removal. Table 5 highlights some other ways in which our approach to calculating inorganic carbon transport differs from prior estimates. Notably, our estimate is based on a very large, high-quality data set, including four sections of TCO2 data which have been interpolated onto the CTD data using multiple regression. Many of the earlier estimates were based on limited data sets, often relying on bulk average concentrations for differera water masses or layers. 
Summary
The transport of inorganic carbon across six zonal sections occupied between 11 øS and 30 øS in the South Atlantic Ocean has been estimated. During the early 1990s, the transport was directed southward, decreased slightly toward the south, 
