Neural activity during cognitive tasks exhibits complex dynamics that flexibly encode taskrelevant variables. Recurrent neural networks operating in the nearchaotic regime, which spontaneously generate rich dynamics, have been proposed as a model of cortical computation during cognitive tasks. However, existing methods for training these networks are either biologically implausible, and/or require a continuous, realtime error signal to guide the learning process.
Introduction
Recent evidence suggests that neural representations are highly dynamic, encoding multiple aspects of tasks, stimuli, and commands in the joint fluctuating activity of interconnected populations of neurons, rather than in the stable activation of specific neurons (Meyers et al., 2008; Barak et al., 2010; Churchland et al., 2012; Stokes et al., 2013; Raposo et al., 2014 .
Models based on recurrent neural networks (RNN), operating in the nearchaotic regime, seem wellsuited to capture similar dynamics (Jaeger, 2001; Maass et al., 2002; Buonomano and Maass, 2009; Sussillo and Abbott, 2009 . For this reason, such models have been used to investigate the mechanisms by which neural populations solve various computational problems, including working memory (Barak et al., 2013; Rajan et al., 2016 , motor control (Laje and Buonomano, 2013; Hennequin et al., 2014; Sussillo et al., 2015 , and selective evidence accumulation (Mante et al., 2013) .
However, the methods commonly used to train these recurrent models are generally not biologically plausible. The most common training methods are based on supervised learning, in which a nonbiological algorithm (usually a form of backpropagation or regression) minimizes the difference between the network's output and a target output signal (Pearlmutter, 1995; Jaeger, 2001; Sussillo and Abbott, 2009; Rajan et al., 2016; Song et al., 2016 . Besides the nonbiological nature of these algorithms, the requirement for a constant supervisory signal is in stark contrast with most behavioral tasks, in which the only source of information about performance are timesparse rewards that are usually delayed with regard to the actions that caused them.
A more biologically plausible form of learning is rewardmodulated Hebbian learning: during ongoing activity, each synapse accumulates a potential weight change according to classical Hebbian learning, by multiplying pre and postsynaptic activities at any time and accumulating this product over time. These potential weight changes are then multiplied by a global reward signal, which determines the actual weight changes. This method, inspired by the effect of dopamine on synaptic plasticity, has been successfully demonstrated and analyzed in feedforward or weakly connected spiking (Florian, 2007; Izhikevich, 2007; Frémaux et al., 2010 and firingrate (Soltoggio and Steil, 2013) networks. However, simple rewardmodulated Hebbian learning does not work for stronglyconnected recurrent networks that can generate complex trajectories of the type discussed here (Fiete et al., 2007 ) (see also Appendix).
Recently, Hoerzer, Legenstein and colleagues (Legenstein et al., 2010; Hoerzer et al., 2014 proposed a form of rewardmodulated Hebbian learning that can successfully train recurrent neural networks. This method builds upon the socalled nodeperturbation method (Fiete and Seung, 2006; Fiete et al., 2007) . Nodeperturbation consists in applying small perturbations to neural activity, then calculating weight changes by multiplying the "normal" (nonperturbation) inputs by the perturbations, and then multiplying the result by a reward signal (interestingly, this method is largely similar to the REINFORCE algorithm, which is widely used in reinforcement learning (Williams, 1992; Peters and Schaal, 2008; Kober et al., 2013; Mnih et al., 2014 ). A problem with this method is that it is nonHebbian (since it multiplies two types of inputs, rather than pre and postsynaptic activities) and requires information that is not local to the synapse (namely, the perturbatory inputs, which must somehow be kept separate from the "normal" inputs). Legenstein and colleagues showed that, under certain conditions, this method could be made more biologically plausible and Hebbian by leveraging momenttomoment fluctuations in postsynaptic activity: by keeping a running average of recent activity and subtracting it from the current instantaneous response at any time, we obtain a "highpass" filtered trace of postsynaptic activity, which can be used as a proxy for the exploratory perturbations of postsynaptic activity. If this signal is then multiplied by the presynaptic inputs, and the final accumulated product is then modulated by a reward signal, the nodeperturbation method has been recreated in a more biologically plausible, Hebbian manner (i.e. as a product of presynaptic and postsynaptic activities rather than between two input sources) (Legenstein et al., 2010) . Hoerzer and colleagues showed that this method could be successfully applied to train chaotic recurrent neural networks (Hoerzer et al., 2014) .
However, this method critically requires an instantaneous, realtime continuous reward signal to be provided at each point in time. The continuous, realtime reward signal is necessary to allow the subtraction method to extract taskrelevant information and counter the effect of spurious deviations introduced by the runningaveragesubtraction process (see Appendix). Obtaining such an instantaneous reward signal is difficult for most tasks. Furthermore, this requirement for a continuous, realtime reward signal negates the major advantage of reinforcement learning the ability to learn from sparse, delayed rewards.
In summary, to our knowledge, there is currently no biologically plausible learning algorithm that can successfully train chaotic recurrent neural networks with realistic reward regimes. This limitation may restrict the potential plausibility of recurrent neural networks as operational models of actual cortical networks.
Here we introduce a novel rewardmodulated Hebbian learning rule that can be used to train recurrent networks for flexible behaviors, with reward occurring in a delayed, onetime fashion after each trial, as in most animal training paradigms. This method is Hebbian and uses only synapselocal information, without requiring instantaneous reward signals (see Methods). We apply our method to several tasks that require flexible associations, memory maintenance, and coordination among multiple outputs. By investigating the network's representation of taskrelevant aspects over time, we find that trained networks exhibit dynamic coding, as observed in recordings of animal frontal cortices (Meyers et al., 2008; Jun et al., 2010; Stokes et al., 2013 . Furthermore, the system shows a shift from stimulusdominated to decisiondominated encodings, flexibly "routing" stimulus representations to the adequate decision state, in accordance with physiological observations (Stokes et al., 2013) . The networks can also learn to flexibly select one of two incoming input streams, reproducing the behavior described in (Mante et al., 2013) , but with a biologically plausible plasticity rule rather than Hessianfree supervised training. Finally, we show that the model can learn to control a musculoskeletal model of the human arm for inputguided reaching movements, a task that Figure 1 . Delayed nonmatchtosample task. Top: task description. The network is exposed to two successive stimuli, with an intervening delay. The task is to produce output 1 if the two stimuli were identical (AA or BB), or 1 if they were different (AB or BA); the output of the network is simply the activity of one arbitrarily chosen "output" neuron, averaged over the last 200 ms of the trial. Bottom: time course of response error for each successive trial, as a function of the trial number (dark curve: median over 20 runs; gray area: interquartile range).
The solid vertical line indicate the median number of trials needed to reach the criterion of 95% correct responses over 100 successive trials (843 trials); dotted vertical lines indicate the interquartile range (6921125 trials). Performance (i.e., magnitude of the response error) continues to improve after reaching criterion and reaches a low, stable residual asymptote.
The first task considered here is a simple delayed nonmatchtosample problem (Figure 1) . In every trial, we present two brief successive inputs to the network, with an intervening delay.
Each input can take either of two values, labelled A and B respectively. The task is to determine whether the two successive inputs are identical (AA or BB), in which case the network should output 1; or different (AB or BA), in which case the network should output 1. We specify the input stimuli by using two different input channels u1 and u2; the identity of the input stimulus is determined by which channel is activated (i.e., for stimulus A, u1=1 and u2=0; for stimulus B, u1=0 and u2=1; remember that each input channel u k is transmitted to the network by its own independent set of weights see Methods). In every trial, the first stimulus is presented for 200 ms, then after a 200 ms delay the second stimulus is presented for 200 ms. Outside of input presentation periods, both input channels are set to 0. The trial goes on for an additional 400ms, thus each trial is 1000ms long. The network's overall response is determined by the activity of the arbitrarily chosen output neuron over the last 200 ms of the trial (the socalled "response" period). The overall error for this trial is the average absolute difference between the network's output (that is, the activity of the output neuron) and the target response (1 or 1 depending on presented stimuli), over these last 200ms.
This simple task exhibits several interesting features. First, it is arguably the simplest possible flexible decision task: on sensing the second stimulus, the network must flexibly produce a different response depending on the identity of the first stimulus. Second, because the intervening delay is much longer than the neural time constant, the network must maintain some memory of the first stimulus before the second stimulus arises. Third, to solve this task, some neurons in the network must necessarily possess some form of nonlinear mixed selectivity (note that the problem is in essence a delayed exclusiveor problem), a hallmark of neural activities in prefrontal cortices (Rigotti et al., 2013) .
The networks consistently learn to perform the task with high accuracy. How does the network represent and maintain traces of incoming stimuli? One possibility is that certain neurons encode stimulus identity by maintaining a stable "register" value over time, such that the firing rate of certain cells directly specify stimulus identity in a relatively timeindependent manner. By contrast, physiological studies suggest that neural coding during working memory task is highly dynamic, with stimulus identity being represented by widely fluctuating cell activations, in such a way that the tuning of individual neurons significantly changes over the course of a trial (Meyers et al., 2008; Barak et al., 2010; Stokes et al., 2013 .
To analyze the encoding and maintenance of stimulus identity over time in the network, we used a crosstemporal classification approach (Meyers et al., 2008; Stokes et al., 2013; Stanislas Dehaene, 2016 However, the crosstemporal classification performance between these two periods (for example, in the areas at 0200ms on one axis and 400600 on the other, corresponding to training the classifier based on data from one stimulus presentation and testing it on data from the other stimulus presentation) is essentially at chance level (accuracy ~ .5), or even below chance (dark patches). This suggests that while the network reliably encodes information about 1ststimulus identity across the first 800ms of the trial, the way in which this identity is represented changes widely between successive periods within the trial. Similarly, 2ndstimulus identity is maintained from its onset until the beginning of the response period, but in a dynamical manner (lower crossclassification accuracy between the 400600ms period and the 600800ms period, in comparison to the high diagonal accuracy over the entire 400800ms period).
Another feature of these plots is that the accuracy of stimulus identity decoding strongly decreases over the course of the "response" period (the 8001000ms period, over which the output cell is evaluated for the error signal). In this period, even along the diagonal, decoding accuracy for the identity of either first or second stimulus is initially high, but diminishes greatly by ~800ms. This suggests that the network largely stops maintaining information about the specific identity of previous stimuli, and instead encodes solely the actual response, as shown by the very strong classification accuracy in the third plot. While the network starts encoding its eventual response during the presentation of the 2nd stimulus, this representation is also dynamic initially (low crosstemporal classification performance between the 400600 and the 8001000 period on the right panel of Figure 3 ). However, at the onset of the response period, the networks implements a highly stable representation of the response, as seen from the square zone of high crossclassification accuracy in the topright corner of the 3rd plot. Importantly, this does not imply that all or most neurons enter a stable, 'frozen' activity state: Figure 2 shows that individual neural activities remain dynamic during the response period. Rather, it means that enough neurons have sufficiently stable firing rates over that time that network response can be accurately decoded by using the same comparisons over the entire response period. The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  by stimulus combination) are projected in two dimensions while preserving distances between data points as much as possible, using multidimensional scaling. At the end of the first stimulus presentation (200ms), population states are firmly separated by first stimulus identity, as expected. After second stimulus presentation (600ms), all four possible stimulus combinations lead to clearly separated population activity states. However, population states corresponding to different responses start to cluster together at the onset of the response period (800ms). Late in the response period (1000ms), population trajectories corresponding to the same response (AA and BB, or BA and AB) have largely merged together, reflecting a shift from stimulusspecific to responsespecific representation and a successful "routing" of individual stimulusspecific states to the adequate responsespecific state.
The fact that the network mostly "forgets" specific stimulus identity during the response period suggests that the population moves from a socalled "stimulusspecific" encoding to a "responsespecific" encoding: the stimulusspecific response is flexibly routed to the appropriate, contextdependent response state, as previously observed in cortical activity during a flexible association task (Stokes et al., 2013) . To test this interpretation, following (Stokes et al., 2013) , we produce Multidimensional scaling (MDS) plots of population activity at different time points and for different stimulus conditions (Figure 4 ). MDS attempts to find a 2D projection such that the distance between any two data points is as similar as possible to their actual distance in the fulldimensional space: nearby (distant) population states should thus produce nearby (distant) points on the MDS plot.
During the first stimulus presentation (200ms), population trajectories are grouped according to 1st stimulus identity, as expected, since this is the only information available to the network at that time. After the second stimulus presentation (600ms), population trajectories have split again, in such a way that all possible stimulus identity combinations generate different, consistent trajectories. This fourway distinction begins to erode at the onset of the response period (800ms), in which the population states for "differentidentity" stimulus combinations
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  (AB and BA) begin to come closer to each other. By the late response period (1000ms), the trajectories have essentially merged into two clusters, corresponding to the network response ("same" or "different") and largely erasing any distinction based on specific identity of either first or second stimulus. Thus, during the response period, the network flexibly moves from a stimulusspecific representation to a responsespecific representation, consistent with physiological observations.
Task 2: Flexible selective integration of sensory inputs
An important aspect of cognitive control is the ability to attend selectively to specific portions of the sensory input, while ignoring the rest, in a flexible manner. Recently Mante, Sussillo and colleagues have studied the neural basis of this ability in macaque monkeys prefrontal cortex (Mante et al., 2013) . In this study, monkeys looked at randomlymoving colored dots, in which both the value and coherence of motion direction and dot color varied from trial to trial.
Monkeys had to report the dominant motion direction, or the dominant color, according to current task conditions; thus, the same stimulus could entail different appropriate responses depending on current context. Furthermore, due to the noisy stimulus, the task required temporal integration of sensory input. Importantly, the authors showed that prefrontal neurons registered inputs from both the relevant and the irrelevant modality; however, inputs from the irrelevant modality had no longterm impact on neural activities, while inputs from the relevant modality were selectively integrated over time. Thus, only information from the relevant modality contributed to the final decision.
13
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  Figure 5. Selective integration task. Top: task description. The network receives two noisy inputs, simulating sensory information coming from two different modalities, as well as two "context" inputs to indicate which of the two sensory inputs must be attended. The task is to produce output 1 if the cued input has a positive bias, and 1 if the cued input has negative bias; this task requires both selective attention and temporal integration of the attended input.
Bottom: Psychometric curves of network responses. Topleft panel: average response when 14 . CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  context requires attending to modality 1, sorted by the bias of modality 1 inputs. The network response correctly tracks the overall bias of modality 1 inputs. Bottomleft panel: same data, but sorted by modality 2 bias. Network response is mostly unaffected by modality 2 bias, as expected since the network is required to attend to modality 1 only. Right panels: network responses when context requires attending to modality 2. Again, the network correctly identifies the direction of the relevant modality while mostly ignoring the irrelevant modality.
In addition to neural recordings, Mante and Sussillo also trained a recurrent neural network to perform the same task, using supervised learning based on Hessianfree optimization. By analyzing the trained network, they identified mechanisms for selective integration of flexiblyspecified inputs in a single network (Mante et al., 2013) . This task was also used as an example application by Song and colleagues for their recurrent network training framework (Song et al., 2016) .
We trained a network to perform the same task, using our proposed plasticity rule (see Figure 5 ).
Our settings are deliberately similar to those described by Mante, Sussillo and colleagues. The network has two "sensory" inputs (representing the two stimulus modalities of motion and color) and two "context" inputs (which specify which of the two modalities must be attended to). The sensory inputs are noisy timeseries, centered on a specific mean which indicates the "value" of this input for this trial. More precisely, each of the two sensory inputs is sampled at each time step from a Gaussian variable with variance 1 and a mean, or bias, randomly chosen between 0.25 and 0.25 for each trial. The mean of the Gaussian represents the "direction" or "value" of the corresponding sensory input. The context inputs are set to 1 and 0, or 0 and 1, to indicate the relevant modality for this trial; the goal of the network is to determine whether the sensory input in the relevant modality has positive or negative mean. Sensory inputs are presented for the first 500ms of the trial, followed by a 200ms response period during which all sensory inputs are set to 0. The expected response of the network is 1 if the relevant sensory input has positive mean, and 1 otherwise; thus the same sensory input can entail different appropriate responses depending on the context. As for the previous task, the network's response for a trial is the firing 15 . CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  rate of the arbitrarily chosen output cell, and the error for a trial is the average absolute difference between the firing rate of this output cell and the appropriate response for this trial (either 1 or 1) over the 200ms response period. 2013) ). This indicates that the network has learned not only to perform temporal integration of an ambiguous, stochastic input, but also to flexibly "attend" to different input streams depending on context.
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. CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  Jun. 7, 2016;  method consists in using multiple linear regression to associate each neuron with a "weight" describing the correlation of its activity with each task feature at successive points in time, then using these set of weights as vectors in population activity space (after orthogonalization), and projecting population activity on these vectors to measure how much each feature is being independently represented by the network at any time. This method was also employed by Song and colleagues to analyze their network's behavior (Song et al., 2016) . The results are shown in Figure 6 (compare to Figures 2, 5 in (Mante et al., 2013) ). These trajectories plot the evolution of network information over time, for various combinations of context and task feature. Each trajectory represents the average population activity of (correct) trials grouped according to the value of a given modality, as well as by the final choice for this trial; that is, for each trajectory, we group together all trials that share the same value of the specified modality, the same final choice, and the same context (relevant modality); then we average the responses of each neuron over all trials in each group at each point in time, giving rise to one population trajectory per group. We then project these averaged population trajectories along the orthogonal feature dimensions extracted by orthogonal decoding, and plot the resulting trajectories in feature dimension subspaces ('final choice' dimension is always used as the horizontal axis, while the vertical axis may be either of the two sensory modality dimensions).
While the trajectories are more complex than those produced by existing models (Mante et al., 2013; Song et al., 2016 ) (unsurprisingly, since we did not seek to faithfully reproduce cortical data and thus did not use the various regularizations and constraints included in these works), they share the same essential features. In particular, we see that both the relevant and the irrelevant modality are actually represented in the network: the trajectories for varying value of either modality form an ordered progression in the corresponding "modality" dimension (yaxis), even when that modality is irrelevant (bottomleft and topright panels in Figure 6 ); however, only the relevant modality correlates with representation of final choice (compare panels with congruent vs. incongruent context and grouping modality), in accordance with physiological observations (Mante et al., 2013) .
Task 3: Controlling a musculoskeletal model of the human arm
In both of the previous tasks, the network output was a single response channel. However, flexible behavior often requires coordinating multiple outputs, especially during movement. To test whether our plasticity rule can produce coordinated multiplexed responses, we trained a network to control a biomechanical model of the human arm. The model is a custom modification of the one described in (Saul et al., 2015) (itself an extension of (Holzbaur et al., 2005) ) and uses the Thelen muscle model (Thelen, 2003) . The model implements the human upper skeleton, with 4 degrees of freedom (3 at the shoulder, 1 at the elbow), actuated by 16 muscles attached to the shoulder, chest, and upper and lower arm bones. Each of the 16 muscles is controlled by a specific network output cell. The task is to reach towards one of two spherical targets, located in front of the body on either side of the sagittal plane. The appropriate target ball for each trial is indicated by two input channels, set either to 1 and 0 (leftside target) or to 0 and 1 (rightside target) respectively for the entire duration of the trial (700 ms). No other inputs are provided to the system. The error at the end of each trial is measured by the absolute distance between the tip of the hand and the center of the target ball, plus a small penalty for total muscle activation over the entire trial. Note that while the target balls are symmetrically arranged with regard to the body, they are not symmetrical with regard to the right arm (which is the one we model): the rightside ball is closer than the leftside one, and thus reaching either target requires qualitatively different movements.
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Results are shown in Figure 7 . Initially, as expected, the untrained network performs random, aimless movements, resulting in high initial error ( Figure 7B ). Performance improves almost from the start of the training process, reaching a low residual error after about 3000 trials. To visualize the impact of training on the dynamics of population activity, we project the population activity over its first three principal components at successive points in time over the course of each trial, using 16 trials for either target context, both before and after training (i.e., 64 trials in total). The projection shows that training considerably alters network trajectories ( Figure 7C ).
The fully trained network correctly reaches the adequate target according to context ( Figure 7D ).
Discussion
This paper makes three contributions:
1 We introduce a biologically plausible learning algorithm that can train a recurrent neural network to learn flexible (inputspecified) tasks, using only timesparse, delayed rewards to guide learning, with information local to the synapse.
2 We show that this rule can train network for relatively complex tasks, requiring memory maintenance, selective attention, and coordination of multiple outputs.
3 We show that the trained networks exhibit features of neural activity observed in primate higher cortex during similar tasks. In particular, we demonstrate highly dynamic populationwide encoding of taskrelevant information, as observed in neural recordings (Meyers et al., 2008; Barak et al., 2010; Stokes et al., 2013 ) ; and we show that selective integration of sensory inputs occurs as described in both observational and modelling studies of primate prefrontal cortex during a similar selective attention task (Mante et al. 2013 ) . In our view, the fact that these features of cortical activity arise spontaneously in networks trained with a biologically plausible 21 .
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Our proposed plasticity rule implements rewardmodulated Hebbian learning between inputs, outputs, and rewards, with the crucial introduction of a supralinear function S applied to the Hebbian plasticity increments (see Methods). In other words, we suggest that plasticity is dominated by large correlations (or anticorrelations) of inputs and outputs, while smaller ones are relatively ignored. While the particular choice of supralinear function is not critical, simply setting S to identity fails to produce adequate learning. This hypothesis of nonlinear effects in Hebbian plasticity allows our rule to support robust learning in highly dynamic networks, without requiring nonHebbian plasticity between segregated driving and perturbatory inputs (Fiete et al., 2007) , or a continuous, realtime reward signal (Legenstein et al., 2010; Hoerzer et al., 2014 ) (see Appendix). We note that this suggestion is similar to the independent proposal of socalled thresholded Hebbian rules (Soltoggio and Steil, 2013) , in which plasticity is only triggered if the Hebbian product reaches a certain threshold.
The flexible, dynamic coding observed in prefrontal activity has led to suggestions that cortex implements "silent" memory traces by using shortterm synaptic plasticity (Barak et al., 2010; Stokes, 2015 . Shortterm synaptic plasticity clearly plays an important role in neural responses, and may well play an important role in maintaining a "hidden internal state" of the network (Buonomano and Maass, 2009 ) . However, our network does not implement shortterm synaptic plasticity; no weight modification occurs during the course of a trial (all learning occurs between trials), and all the decoding results reported above were obtained with frozen synaptic weights.
Our results suggest that the highly dynamic activities spontaneously produced by nearchaotic recurrent networks can be harnessed to produce the dynamic encodings observed in experiments, using only sparse, delayed rewards and biologically plausible plasticity rules. Thus, while shortterm synaptic plasticity clearly affects neural responses, it may not be required to explain the highly dynamic nature of workingmemory encodings.
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Methods

Model description
Our model is a fullyconnected continuoustime recurrent neural network of N neurons, governed by the following classical RNN equations (Sompolinsky et al., 1988; Jaeger, 2001; Maass et al., 2002; Sussillo and Abbott, 2009 ) :
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where x i is the excitation (or "potential") of neuron i, r i is its response (or "firing rate" / activity), J j,i is the connection weight from neuron j to neuron i, u k (t) is the current value of each of the M external inputs to the network, and B k,i is the connection weight from external input k to neuron i (Sompolinsky et al., 1988) .
Synapses between neurons are modified according to a novel form of rewardmodulated Hebbian learning, as described below. To produce exploratory variation in network responses across trials, each neuron in the network occasionally receives a random perturbation Δ i (t) to its activation; these perturbations are part of the inputs, and are not segregated from "normal" inputs (in contrast to (Fiete and Seung, 2006; Fiete et al., 2007) ). Note that Δ i (t) might also represent random noise, or a "teaching" signal from a different area. In this paper, Δ i (t) is taken from a uniform distribution within the [.5, .5] range, occurring randomly and independently for each neuron with a mean rate of 3Hz.
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Remember that r i represents the output of neuron i , and thus the current input at this synapse. x j represents the activation of neuron j and x j represents a shortterm running average of x j , and thus At the end of each trial, a certain reward R is issued to the network, based on the network's performance for this trial as determined by the specific task. From this reward, the system computes a reward prediction error signal, as observed in physiological experiments, by subtracting the expected reward for this trial R (see below for computation of R ) from the actually received reward R. This rewardprediction signal is used to modulate the eligibility trace into an actual weight change:
where η is a learning rate constant, set to 0.5 for all simulations described here. Intuitively, rewardmodulated Hebbian learning as implemented here will change synaptic weights in such a way that the network's future responses will be more (respectively less) similar to the perturbed responses over this trial, if the reward was higher (respectively lower) than expected. In other words, rewardmodulated learning 'incorporates' random perturbations into the network, if the perturbation leads to a positive outcome (see Discussion and Appendix).
To compute the reward prediction error signal (R R ), we need to estimate the expected reward R .
Following (Frémaux et al., 2010) , we simply maintain a running average of recent rewards for trials of the same type (where trial type is determined by the combination of inputs). As (Frémaux et al., 2010) pointed out, it is important that separate traces should be maintained for each trial type, so as to provide an accurate estimation of the expected reward R for each trial.
Thus, after the n th trial of a given type, R is updated as follows:
Where R(n) is the reward for this trial, and R (n1) was the expected reward after the previous trial of the same type. In all simulations, α trace = 0.33.
To stabilize learning, we clip the weight modifications for each trial to have a maximum absolute value of 10 4 (across experiments, roughly 10% of all potential weight modifications exceed this value and are clipped).
Decoding of network information in a delayed nonmatchtosample task
In the delayed nonmatchtosample task (Figure 1 ), we used a crosstemporal classification analysis (Meyers et al., 2008; Stokes et al., 2013 to investigate how fully trained networks encode information over time (see Figure 3) . We follow the maximalcorrelation classifier Jun. 7, 2016;  approach described in (Meyers et al., 2008) as closely as possible. Briefly, we want to measure how well a certain taskrelevant feature (identity of 1st presented stimulus, or identity of 2nd presented stimulus, or final response) can be predicted by observing network activity at time t 1 , using a classifier trained on network activity at time t 2 . First, we sample the activation of each neuron, every 10 ms, for each trial. This data is stored in a matrix of 100 rows and 200 columns, indicating the activities (firing rates) of all 200 neurons at each of the 100 sampling times. We first generate 80 trials (20 per possible condition, where "condition" is defined as one of the 4 possible stimulus combination: AA, AB, BA or BB) with a trained network. The time course of neural activity will differ somewhat between successive trials, even for identical conditions, due to noise. Then we iterate the following procedure. For each of all 4 possible conditions, we randomly choose half the trials as "training" trials, and the other half as "testing" or "decoding" trials. The training trials corresponding to the same category that we are trying to decode (for example, all stimuli having the same 1st presented stimulus) are averaged together, pointwise, for each neuron and each time point, giving a "prototype" matrix of activation for each neuron at each timepoint under this category. This training data allows us to decode the category of each testing trial, at each point in time, using maximumcorrelation classification, in the following way. We compute the Pearson correlation between each row of each "testing" trial and each row of each "prototype" trial. Each such correlation between row i of a testing trial and row j of a training categoryaverage tells us how much the population activity at time i in the testing trial resembles the average population activity at time j for this particular category. We can then select the category for which this correlation is maximal, at each training/testing timepoint pair, as the "decoded" category for each testing trial. For each testing trial, this provides a 100x100 matrix of decoded categories (one for each pair of training and testing timepoints). Of course, each testing trial belongs to only one category, so only one possible answer is correct, and thus we can compute another 100x100 matrix of binary values, indicating whether the decoded category at a given point in the decoding matrix (i.e., for any given pair of training and testing timepoints) is correct. The average of these "correctness matrices", over all testing trials, provides the accuracy in crosstemporal decoding of this category for every training/testing pair of timepoints. We iterate this whole procedure 100 times and average together the resulting 27 . CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  "correctness" matrices. The resulting 100x100 matrix indicates at each row i and column j the proportion of times that the decoded category for population activity at timepoint j was correct, using training data from timepoint i . This is the matrix shown in each of the panels in Figure 3 (one for each of the three categories to be decoded).
Orthogonal decoding of network information during a selective integration task
For the selective integration task, we used the analysis method introduced by Mante, Sussillo and colleagues (Mante et al., 2013) , and also used by Song and colleagues (Song et al., 2016 ) (see Figure 6 ). Intuitively, the purpose of this method is to estimate how much information the network encodes about different task feature (input value, context, final choice, etc.) independently from each other.
After generating multiple trials under various conditions (context that is, relevant modality and bias for each modality) with a fully trained network, we regress the activity of each neuron over the values of features of interest (context, value of each modality, and final choice) for each trial. This gives us a set of weights for each neuron, one for each feature, representing how much each feature influences the neuron's firing rate. We then "switch views" by grouping together all such weights for any given feature (200 weights one per neuron). This in turn produces vectors in neuron population space, along which the feature is in a sense maximally represented (notice that this is quite different from, and not equivalent to, the simpler idea of simply regressing each feature over the firing rates of the neurons across trials). We then orthogonalize these vectors using QR decomposition, to ensure that these representations are as independent from each other as possible. Projecting population activity at a given time over the resulting vectors approximates the network's current estimate of the corresponding feature at that time. For successive time slices, we average network activity vectors corresponding to the same value of bias in a certain modality, a certain attended modality, and a certain final choice. We refer the reader to (Mante et al., 2013) for a complete description of the method.
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REINFORCE algorithm (see Equation 11
in (Williams, 1992) , and discussion in (Fiete and Seung, 2006) ), which can also be shown to descent the gradient of error over the weights with a very different approach Schaal, 2008; Kober et al., 2013) . As such, it is essentially a form of policy gradient search, to use the terminology of reinforcement learning Schaal, 2008; Kober et al., 2013) .
Our previous experiments showed that the nodeperturbation method can successfully learn complex tasks in stronglyconnected, chaotic RNN (see [Reference removed for doubleblinding]). The plasticity rule described in this paper, much like the method proposed by Legenstein, Hoerzer and Maass (Legenstein et al., 2010; Hoerzer et al., 2014) , is largely an implementation of this method with more biologically plausible mechanisms.
Why is nodeperturbation learning so efficient in learning correct trajectories? While the mathematical derivation of nodeperturbation and REINFORCE are well established (Fiete and Seung, 2006; Peters and Schaal, 2008) , here we suggest a more intuitive explanation of how this method works.
Briefly, nodeperturbation learning imposes a phasic perturbation on the network, then "incorporates" the effect of this perturbation into the network weights if the resulting trajectory turns out to produce a higher reward than expected or conversely, incorporates the "opposite" of this perturbation if the resulting trajectory turned out to produce lower reward than expected.
The effect of the weight modification is to ensure that, next time the same input is presented, the neurons will respond in a way that will be a bit more similar to what their rewarded perturbed response was. Conversely, if the trajectory turned out to lead to a lower reward, the weight modification will be "antiincorporated" into the weights, making sure that the next presentation of the same inputs will be nudged away from the direction of the perturbation.
Consider what happens when a perturbation z(t) is applied to neuron j at time t. Under nodeperturbation, the weight modification dW at a given incoming synapse of neuron j is equal
30
. CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  to x(t) * z(t) * DR, where x(t) is the current presynaptic input at the synapse, z(t) the perturbation received by the neuron, and DR the net reward received at the end of the trial (centered to mean zero over many trials). Suppose that DR is positive (the effect of the perturbation was "good") and z was positive (the neuron received a positive perturbation). The effect of this dW will then be to add a positive multiple of x(t) to the weight Wj,i. As a result, the input weight vector of neuron j will become more correlated with the current population response vector X(t); this will result in a higher response of j next time the input X(t) is presented. Since the perturbation z(t) was positive, this is exactly what is needed to replicate the effect of the perturbation, that is, increase the firing of j. Conversely, if z(t) was negative, the effect would be to subtract a multiple of X(t) from the input weight vector of neuron j, which would reduce the correlation between X(t) and its weight vector (possibly making it more negative if it already was), and therefore reduce the response of j next time input X(t) is presented again, mimicking the effect of the (negative) perturbation.
The converse applies when DR is negative (that is, when the resulting trajectory was "bad"): the resulting modification will lead to incorporating the opposite of the received perturbation into the incoming weight vector.
Why does simple rewardmodulated Hebbian learning not work (for stronglyconnected recurrent networks)?
Node perturbation is not strictly Hebbian. In rewardmodulated Hebbian learning (RMHL), weight modifications are proportional to the product of pre and postsynaptic activities (later multiplied by a reward signal), whereas nodeperturbation computes the product of presynaptic activity by perturbations , rather than the full postsynaptic activity. As explained above, this allows the synaptic change to "incorporate" the effect of the perturbation if this perturbation led to a higher reward, or incorporate its opposite if the perturbation led to a lower reward.
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. CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  At first sight it might seem that the two are easily reconciled. Let us write the total rewardmodulated Hebbian synaptic weight change after a trial as x * (y + z) * DR, where x is presynaptic activity, y is postsynaptic activity, z is the perturbation and DR is the zeromean reward signal. In the limit of slow weight modifications, for successive presentations of a same input, the total weight change will be ∑ x * (y + z) * DR = ∑ (xyDR + xzDR) (where summation is taken across successive trials). Because xy is roughly constant across successive presentations of the same input (for slow weight modification) and DR is centered to have zero mean, the first term vanishes, leaving only the second term x*z*DR. But this remaining term is exactly equal to the equation for nodeperturbation learning, as described above. Thus, intuitively, the bulk of the postsynaptic response should "cancel out" due to the zeromean centering of the reward signal, leaving only the perturbationproportional term: the only change between RMHL and nodeperturbation should thus be a change in variance, rather than in the asymptotic weight value.
However, while the foregoing is valid when inputs and outputs are constant for a given trial, it does not hold when the input (and thus the outputs) are highly dynamic especially when the outputs at time t influence the inputs at times t'>t, as is the case in a strongly recurrent network.
In this case, xy is not constant over successive presentations of the same trial; indeed, a small perturbation may lead to a drastic, unpredictable change in future activity y within the trial. Therefore, the x*y*DR term does not vanish from the summation.
Under nodeperturbation learning, these potentially large trialtotrial fluctuations in intrinsic activity are ignored, because only the perturbation itself is used in the plasticity rule, which allows its incorporation in the weights. But in rewardmodulated Hebbian learning, these fluctuations between successive presentations of the same input will typically dwarf the perturbations and thus dominate the synaptic changes, creating unpredictable weight changes that are unrelated to the direction of the perturbation (a related point is made by Legenstein and colleagues (Legenstein et al., 2010) ).
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Why does supralinear amplification of the weight increments restore the viability of rewardmodulated Hebbian learning?
In the present article, we first isolate the perturbations from overall postsynaptic activity by subtracting a very shortterm running average (trace) of ongoing activity. This idea was introduced by Legenstein and colleagues (Legenstein et al., 2010) and applied to recurrent neural networks by Hoerzer and colleagues (Hoerzer et al., 2014) . However, their method required a continuous, realtime reward signal. This eliminates a major advantage of reinforcement learning, namely, the ability to learn from sparse, delayed rewards. By comparison, our method also requires an additional ingredient: we apply a supralinear function to the weight increments, amplifying the larger ones and suppressing small ones. This allows our rule to learn from delayed, timesparse rewards.
The reason why such requirements (realtime reward signal or supralinear amplification) are needed is that simply subtracting a running average from ongoing activity does not perfectly isolate external perturbations, due to spurious relaxation effects. For example, after a positive perturbation is applied, the running average is now elevated, and the difference between ongoing activity is now negative (until the average decays down to the ongoing value); these negative relaxation terms will be accumulated into the Hebbian product and cancel the positive, perturbationrelated initial term.
To take a simple example, suppose we apply a positive perturbation to a flat signal. The perturbation itself cause a sharp positive deviation from the previous activity. Thus, as expected, subtracting ongoing activity from recent average correctly isolates the received perturbation. But after the perturbation has occurred, the running average (which includes the recent perturbation) is now elevated, and thus the next few time steps of (unperturbed) activity will be lower than the trace, creating spurious negative deviations. If the signal remains flat, the sum of negative deviations will in fact equal and fully cancel out the positive deviation caused by the perturbation 33 . CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  itself, causing spurious weight changes in the opposite direction of the ones created by the perturbation (assuming slowly changing inputs in comparison to the perturbations).
In the Legenstein / Hoerzer method, this problem is addressed by the assumption of a continuous, realtime reward signal, which also undergoes subtraction of a shortterm running average. Because the same effect will occur in both the activity trace and the continuous reward trace, the negative "spurious" deviations in both traces, multiplied with each other, will produce a positive addition to the synaptic changes, reinforcing the one created by the perturbation rather than cancelling it. But when the reward signal is sparse and delayed (and fixed for a given trial), the positive perturbationrelated deviations are canceled out by the subsequent relaxationrelated negative deviations. If we increase the time constant of the running average, the postperturbation negative deviations become smaller, but they also begin to include an impact from the varying ongoing activity, becoming essentially random and unpredictable.
A simple way to counter this effect is to impose a supralinear function upon the deviations themselves. By imposing a supralinear amplification of the deviations, we would magnify the large deviation from the running average caused by the perturbation itself, and suppress the smaller countering deviations that accumulate as the running average falls back towards the underlying signal value. As a result, the perturbation itself would be successfully isolated from ongoing activity, without requiring either an explicit separation between "normal" and "perturbative" inputs or a continuous, realtime reward signal. The product of perturbations by incoming presynaptic activities could then be accumulated over the course of a trial, and multiplied by a single overall reward value at the end of each trial, reproducing the effect of nodeperturbation learning.
However, it is not easy to see how a biological plasticity mechanism could selectively apply a nonlinear transformation to the output perturbations. It seems less onerous to assume that the plasticity increments are computed in a standard Hebbian manner, and then amplified nonlinearly in the sense that overall plasticity would be dominated by larger Hebbian products 34 . CC-BY-NC 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/057729 doi: bioRxiv preprint first posted online Jun. 7, 2016;  and minimize small ones. Note that this is very similar to recentlyproposed thresholded Hebbian rules, whereby plasticity is only triggered by events in which the Hebbian product reaches a certain threshold (Soltoggio and Steil, 2013) . A supralinear amplification offers a smoother amplification of larger Hebbian events, by comparison to the allornothing effect of a threshold, but the overall effect is similar: ignore small, possibly incidental correlations of input and output, but retain the larger ones, which are more likely to be informative.
