We construct an objective function that consists of a quadratic approximation term and an L q penalty (0 < q ≤ 1) term. Thanks to the quadratic approximation, we can deal with various kinds of loss functions into a unified way, and by taking advantage of the L q penalty term, we can simultaneously execute variable selection and parameter estimation. In this article, we show that our estimator has oracle properties, and even better property. We also treat an stochastic processes as applications.
Introduction
The least absolute shrinkage and selection operator (LASSO; Tibshirani 1996 ) is a useful and widely studied approach to the problem of variable selection. Compared with other estimation methods, LASSO's major advantage is simultaneous execution of both parameter estimation and variable selection ( [2] , [6] ).
Originally, LASSO was introduced for linear regression problems. Suppose that y = [y 1 , ..., y T ] is a response vector and x j = [x 1j , ..., x T j ] , j = 1, ..., d, are the linearly independent predictors.
1 Then the LASSO estimator is defined byθ
where λ is a nonnegative regularization parameter. The second term in (1.1) is the so-called L 1 penalty. Thanks to the singularity of the L 1 penalty at the origin, LASSO can perform automatic variable selection. However, it is known that LASSO variable selection could be inconsistent (see e.g. [12] ), because LASSO forces the coefficients to be equally penalized in L 1 penalty. Zou considers the different weights to different coefficients, and the estimator so obtained is called the adaptive LASSO estimator. More precisely, the adaptive LASSO estimatorθ aLASSO is defined bŷ θ aLASSO = argmin Though this generalization enables us to apply LASSO type methods to various statistical models, asymptotic and numerical theories are established in a case-by-case manner. One of the solutions to this problem is the least squares approximation (LSA) method proposed by Wang and Leng (2007 [10] ). LSA estimator is defined byθ
whereΓ is a non-singular matrix depending on the data. Using the LSA method for the adaptive LASSO, we can deal with many different models in a unified frame. Choice of the penalty term is an crucial issue in regularization techniques. A popular method is the Bridge ( [3] ) that uses an L q penalty term (q > 0). Bridge estimation with 0 < q < 1 has the "oracle properties" ( [5] ). Oracle properties are proposed by Fan and Li (2001 [2] ) and a good estimator with variable selection should have these properties. Let θ * = [θ * j ] j is the true value of θ and A = {j; θ * j = 0}. An estimatorθ has oracle properties ifθ satisfies In this paper, we consider the objective function Q (q) T (θ) that consists of an LSA term and an L q penalty term:
Then, for 0 < q ≤ 1, we define penalized least squares approximation (penalized LSA) estimator byθ
T (θ) and show that this estimator has oracle properties. Regarding variable selection, in particular, we give the convergence rate of the probability that variable selection succeeds correctly.
Applications to stochastic processes are also considered in this article. In particular, we are interested in point process and diffusion processes. For the point process, first, we consider the general theory of ergodic intensity model. Then, as an example, we treat the Cox process using the quasi likelihood analysis (QLA) method. For the diffusion process, we consider the ergodic and non-ergodic diffusion processes. We also use QLA method in this case.
This article is organized as follows. Section 2 introduces the model and the precise definition of penalized LSA estimators. Main results with respect to penalized LSA estimators are stated in Section 3. In Section 4, we also define the P-O estimator, which is multi-step estimator using LSA methods and has computational advantage. Proofs of theorems are given in Section 5. Finally, we study the application to stochastic processes in Sections 6 and 7 and report some simulations in Section 8.
Definition of the penalized LSA estimator
p is a parameter of interest andθ = [θ 1 , ...,θ p ] ∈ R p is an estimator of θ. In many cases,θ minimizes some loss function L T (θ), but we will not assume the existence of the loss function.θ depends on T , however, we omit T for the sake of simplicity :θ =θ T . example 1. Consider a linear regression model y t = x t θ + t , (t = 1, ..., T, T ∈ N), where t has a distribution with mean 0 and covariance σ 2 and {x t } t is independent of { t } t . Thenθ is the least square estimator for L T (θ) = t |y t − x t θ| 2 .
example 2. If we consider a negative log-likelihood function as a loss function, thenθ is the maximum likelihood estimator (MLE) of θ.
Hereafter, we assume that there exists a true value θ * = [θ * 1 , ..., θ * p ] ∈ R p of θ and that p 0 components of θ * do not equal to 0, p 0 = #{j; θ * j = 0}. Here, for convenience of explanation, we consider a loss function L T (θ). In order to carry out parameter estimation and variable selection simultaneously, we consider adding a penalty term to the loss function L T (θ). For example, we can take a penalized loss function as the adaptive lasso objective function by Zou (2006 [12] ):
where κ j T = α T |θ j | −γ for a deterministic sequence (α T ) T and a √ T -consistent estimatorθ. We consider quadratic approximation of the loss function instead of the first term of (2.1). Thanks to this approximation, we can discuss the various cases into an unified methodology, and because the behavior at the infinity is simply described, we can argue more depth discussion like large deviation. Moreover, we replace L 1 penalty with L q penalty (0 < q ≤ 1) instead. Under this setting, we will show that we can execute parameter estimation and variable selection simultaneously in this case. More precisely, for a p × p almost surely positive definite symmetric random matrixĜ depending on T , we use the objective function
where κ j T are nonnegative random variables, A ⊗2 = AA for some matrix or vector A and A[B] = Tr(AB ) for matrices A and B of the same size.
For twice differentiable
Here, the first term on the right hand side is constant with respect to θ and the second term vanishes by the definition ofθ. Thus, instead of minimizing
p ] be a minimizer of this objective function Q (q)
T (θ) :
We callθ (q) the penalized least squares approximation (penalized LSA) estimator.
Results for penalized LSA estimator
In this section, we will show asymptotic properties of the penalized LSA estimatorθ (q) based on Q We consider the following conditions with respect toθ andĜ. Let r T be a sequence of positive numbers tending to 0 as T → ∞. We often consider the case that r T = T −1/2 . Assumption 1. There exists a positive definite symmetric random matrix G such thatĜ → p G.
T -consistent, i.e., r −1
2 ζ holds, where Γ is a p × p positive definite symmetric matrix, ζ is a p-dimensional standard Gaussian random vector defined on an extended probability space of (Ω, F, P ) and independent of G, and d s denotes the G-stable convergence for some σ-field G such that σ(Γ) ⊂ G ⊂ F.
Of course, Assumption 3 is stronger than Assumption 2, but r −1
T -consistency and selection consistency of the penalized LSA estimatorθ (q) are derived from Assumptions 1 and 2. We need Assumption 3 to show asymptotic normality of penalized LSA estimatorθ
T -consistency). Under Assumptions 1 and 2, if r
Theorem 2 (Selection consistency). Under Assumptions 1 and 2, if r
In particular, under Assumption 3 and G = Γ, we have
Hereafter, we consider κ
Then Theorems 1-3 follows from Assumptions 2 and 3. Moreover we will show that the probability P [θ 
Additionally, we consider the following conditions:
Remark. The L p -boundedness of a sequence of estimators can be obtained by the quasi likelihood analysis with a polynomial type large deviation inequality for an associated statistical random field. See [11] for details. 
for all T > 0.
P-O estimator
We now consider the coefficient matrixĜ. In the above theorems, we assume convergence ofĜ to G or L ∞− -boundedness of {Ĝ} and {Ĝ −1 } but we should not necessarily find such coefficient matrixĜ. In fact, if we takê G = I p , then we can prove Theorems 1-4 in the same way as Section 5 except that the conditional asymptotic variance in Theorem 3 becomes (
, this estimator is not efficient. However, the objective function has following simple form
From a computational point of view, this fact is useful because it is difficult to optimize the non-convex function in the high-dimensional case. Then we calculate the new estimator under the model selected by the penalized LSA estimator with coefficient matrix I p . We call this estimator the P-O (penalized method to ordinary method) estimator and denote it byθ. More precisely, we define the P-O estimator as follows. Let Θ is a bounded open subset of R p . First, we assume the r −1
T -consistency of the initial estimatorθ. Second, we get the penalized LSA estimatorθ
Ip with coefficient matrix I p defined bŷ
where
Ip,j = 0} andΘ = {θ ∈ Θ; θ j = 0, j ∈Ĵ 0 }. Here, we consider another loss function L T (θ). Then, we define the P-O estimatorθ by
Before we turn to the statement of results for the P-O estimatorθ, we consider some conditions. We
Assumption 5.
(ii) r −1
where Λ is a p 0 × p 0 positive definite symmetric random matrix, η is a p 0 -dimensional standard Gaussian random vector independent of Λ.
(iii) {r
Remark. In many cases, we take L T (θ) = L T (θ) and Λ = Γ J 11 . Then, we consider the sufficient condition for Assumption 5. We define the random field Z T : 
In particular, we have r
(b) Let ∈ −1 + q, γ . We assume Assumptions 5(i) and (iii), r
Proofs
Proof of Theorem 1
Therefore, by multiplying both sides of (5.1) by r −2
T , we obtain 0 ≥Ĝ {r
After all,
Since the right hand side is O p (1) by the assumption, we obtain r −1
Proof of Theorem 2
For some j(p 0 < j ≤ p), we assumeθ
T (θ) is differentiable at θ =θ (q) with respect to the j-th
whereĜ (j) means the j-th row vector ofĜ. Therefore, we have
Since, by Theorem 1 and the assumption, the left hand side of above equation is O p (1) and r
Proof of Theorem 3
In particular, for
Then Theorems 1 and 2 imply
holds on A T , where V (θ (q)
Proof of Theorem 4
By (5.2) and Assumption 4, {û} is L ∞− -bounded. For j > p 0 , by the inequality in (5.3) and the Markov's inequality, we have
Here, by Hölder inequality, we have
and {û} T ,{ũ} T and {Ĝ} are L ∞− -bounded, the right-hand side of (5.4) is bounded uniformly in T . This completes the proof.
Proof of Theorem 5
T ] is evaluated by any power of r T . Therefore, (a) is obtained by
Ip,J 0 = 0. Therefore we obtain the inequality (4.1).
6 Point processes
Ergodic intensity model
In this section, we will apply the results in Section 3 to a point process with parameters containing zero components. We consider a multivariate point process N = (N α t ) α∈I,t∈R+ with intensity process λ(t, θ) = (λ α (t, θ)) α∈I , t ∈ R + , where I = {1, 2, ..., d} is an index set. More precisely, given a stochastic basis B = (Ω, F, F, P ) with a filtration F = (F t ) t∈R+ , we suppose that N and λ(·, θ) are defined on B, the simple counting process N is F-adapted right-continuous, λ(·, θ) is predictable locally integrable for every θ ∈ Θ, and that N −
for elements f of the Sobolev space f ∈ W 1,r (Θ), with a constant C Θ independent of f , for r > p. We suppose that 0 ∈ R p is in Θ and that the mapping θ → λ(t, θ) is continuously extended toΘ. We will use the quasi likelihood method ( [1] ) with the quasi-log likelihood function
Then L T (θ) = − T (θ) becomes a loss function. The conditions stated later ensure the existence of the function (6.1). For the initial estimatorθ, we can use, for example, the quasi maximum likelihood estimatorθ M and the quasi Bayesian estimatorθ B given byθ
respectively, where π is a prior density satisfying 0 < inf θ π(θ) ≤ sup θ π(θ) < ∞. For ergodic point processes, asymptotic normality and convergence of moments ofθ M andθ B were proved in [1] . We recall their results briefly. Hereafter θ * ∈ Θ denotes the true value of θ and the distribution of the data is expressed by a multivariate point process N with intensity process λ(t, θ * ).
-measurable and almost surely satisfies (i) for every θ ∈ Θ, the mapping s → λ(s, θ) is left continuous,
(ii) for every s ∈ R + , the mapping θ → λ(s, θ) is in C 4 (Θ) and admits a continuous extension toΘ.
(ii) sup
(iii) For any θ ∈ Θ and α ∈ I, λ α (t, θ) = 0 if and only λ α (t, θ * ) = 0.
Assumption 8. For every (α, θ) ∈ I × Θ, there exists a probability measure
and Y(θ) by the limit in probability of Y T (θ), where
Remark. From the above expression of Y(θ), we easily obtain Y(θ * ) = 0 and for all θ ∈ Θ,
Then Lemma 3.10 of [1] gives
The index χ 0 is defined by
Then identifiability is ensured by the condition Assumption 9. χ 0 > 0.
The Fisher information matrix is well defined by
The matrix Γ is non-degenerate by Assumption 9. By Theorem 3.14 of [1] , we have Theorem 6. Suppose that Assumptions 6-9 are satisfied. Then forθ =θ M andθ B , the convergence
holds for all f ∈ C(R p ) of polynomial growth, where ζ is a p-dimensional standard normal random variable. Now we are on the point of applying it to the penalized methods. Takeθ =θ M orθ B . The penarized estimator will be denoted byθ. Let r T = T 
where S + is the set of p × p positive definite symmetric matrices. We embed the parametric model Θ into R p in use of the penalized method. It causes any problem asymptotically. If the reader prefers Θ-valued estimators, he/she can useθ1 {θ∈Θ} + θ 1 1 {θ ∈Θ} forθ with a any given value θ 1 ∈ Θ.
It is easy to show
for every p > 1 and 0 < δ < 
Cox type of process with ergodic covariates
We consider the multivariate point process N in Section 6.1 with intensity processes
where J = {1, ..., J} is an index set and X j = (X j t ) t∈R+ (j ∈ J) are left-continuous adapted stochastic covariate processes satisfying the following conditions. Assumption 10. The J-dimensional process (X j ) j∈J is stationary and E[exp(uX j 0 )] < ∞ for all u ∈ R and j ∈ J.
Denote by B I the σ-field generated by {X j t ; t ∈ I, j ∈ J} for I ⊂ R + . Let
for h > 0.
Assumption 11. There exists a > 0 such that α(h) ≤ a −1 e −ah for h > 0.
It should be remarked that the first term on the right hand side of (6.4) may degenerate in general. Under Assumptions 10 and 11, we obtainĜ
Assumption 12. inf θ∈Θ det Γ(θ) > 0.
We assume that Θ is an open bounded convex subset in R p that admits the Sobolev inequality in Section 6.1.
Lemma 1. Assumption 8 holds under Assumptions 10 and 11.
Proof. We remark that exp(|x|) < exp(x) + exp(−x) for all x ∈ R. Thus, for all (θ, α, j) ∈ Θ × I × J and p, q > 1 and t > 0,
where C p,q is a constant depend on p, q but not depending of θ, i, j. By the definition of λ α (t, θ), for all α ∈ I,
where D ↑ (R J ) is the set of continuous functionsf : x →f (x) from R J to R which are of polynomial growth in (x, e |x| ). Then we can write for all α ∈ I,
By (6.5), we obtain for all α ∈ I and p > 1,
for all α ∈ I, we may show that for all p > 1,
By Assumption 10, there exists a constant C 0 such that
Then, Lemma 4 in [11] implies under Assumption 11 that
for T ≥ 1 and p ≥ 2, where C 1 and C 2 are constants depending on a and p. Therefore, we have
Next, we will give a sufficient condition for Assumption 9.
Lemma 2. We assume that Θ is convex. Then Assumption 9 follows from Assumptions 10 and 12.
Proof. By the definition of Y(θ),
Therefore, we have 
Next, take a neighborhood V (θ * ) of θ * such that for all θ ∈ V (θ * ), there exists a vector θ † such that
By positive definiteness of −∂ 2 θ Y(θ) and Assumption 10,
Therefore, by (6.6) and (6.7), we obtain χ 0 > 0. 7 Diffusion type processes
Ergodic case
Given a stochastic basis (Ω, F, F, P ), F = (F t ) t∈R+ , we consider a d-dimensional process X = (X t ) t∈R+ adapted to the filtration F = (F t ) t∈R+ and satisfying the following stochastic integral equation
where W is an r-dimensional standard F-Wiener process, θ = (θ 1 , θ 2 ) ∈ Θ 1 × Θ 2 = Θ with Θ 1 and Θ 2 being bounded domains of R p1 and R p2 , respectively, moreover b :
We define the function B by B(x, θ 1 ) = b(x, θ 1 )b(x, θ 1 ) and assume that B(x, θ 1 ) is invertible. We denote the true value of θ = (θ 1 , θ 2 ) by θ * = (θ * 1 , θ * 2 ) and the number of active parameters of θ * k by p 0 k for k = 1, 2. We assume that each parameter space have a locally Lipschitz boundary.
In this subsection, we assume that the process X is ergodic. That is, there exists a unique invariant probability measure µ = µ θ * such that for any bounded measurable function g :
holds. We suppose that 0 ∈ R p1+p2 is in Θ. Here we have the discrete-time observations x n = (X ti ) n i=0 and y n = (Y ti ) n i=0 where t i = ih with h = h n depending on n. We will consider the situation when h n → 0 and nh p n → 0 as n → ∞, and there exists 0 ∈ (0, p−1 p ) such that n 0 ≤ nh n for large n. Here, we assume the following properties of an initial estimatorθ = (θ 1,n ,θ 2,n ) :
for every p > 1, where ζ 1 and ζ 2 are p 1 and p 2 -dimensional standard normal variables respectively, and
We assume integrability and non-degeneracy of Γ 1 and Γ 2 . It is known that the quasi maximum likelihood estimator, the quasi Bayesian estimator and the hybrid type estimators possess these properties under certain mild conditions ( [11] , [7] , [9] , [4] ). For instance, if we use the hybrid multistep estimatorθ 
respectively, whereĜ k,n (k = 1, 2) are some p k × p k random matrices such thatĜ k,n → p Γ k and that the family
some sequences (α 1,n ) n and (α 2,n ) n satisfying
respectively. Then we have the penalized LSA estimatorsθ
For these estimatorsθ
2,n , Theorems 1-4 hold respectively. Additionally, we consider the limit distribution of the joint variable ((θ (q1) 1,n ) J 1 k are defined similarly to J 1 , J 11 and J 10 , respectively, for each k = 1, 2. Now we can rephrase Theorems 1-5 in the present situation. In particular,
holds, where
Proof. By Theorem 3, we have
Therefore,
Non ergodic case : volatility estimation in finite time horizon
In this subsection, we will deal with the case where the Fisher information matrix is not deterministic. We consider the following stochastic regression model
where W is an r-dimensional standard Wiener process independent of the initial value of Y 0 , X and b are progressively measurable processes with values in R d and R m , respectively. σ is an R m ⊗ R r -valued measurable function defined on R d × Θ, and Θ is a bounded domain in R p with a locally Lipschitz boundary. Additionally, we define S = σ ⊗2 = σσ . The data set consists of discrete observations (X tj , Y tj ) n j=0 with t j = jT /n and T is fixed.
Here, we assume that there exists an estimatorθ n of θ * such that
as n → ∞, and for any continuous functions f : R p → R of at most polynomial growth,
where Γ is the Fisher information matrix given by
ζ is a p-dimensional standard normal random variable independent of Γ and → ds means the σ(Γ)-stable convergence in distribution. Here we remark that the Fisher information matrix Γ is not necessarily deterministic. In fact, Uchida and Yoshida [8] proved that the quasi maximum likelihood estimator and teh quasi Bayesian estimator have these properties under mild regularity conditions. An essential condition in their argument is the non-degeneracy of a key index χ 0 :
Assumption 13. For every L > 0, there exists c L > 0 such that
For the initial estimator, for example, we can take the maximum likelihood type estimatorθ M n that satisfies
or the Bayes type estimatorθ B n for a prior density π : Θ → R + with respect to the quadratic loss defined bỹ
where H n (θ) is a quasi-log likelihood function defined by
Then we can use the QLA method in [8] to show the stable convergence and the L p -boundedness of the estimators. In order to verify Assumption 13 in practice, we may apply one of criteria given in [8] .
Here we define the objective function
n (θ). We can takê
when we use the QMLE as an initial estimator. Let κ i n = α n |θ n,i | −γ for the number γ > −(1 − q) and the sequence α n satisfying the conditions
Similarly to the previous sections, we can show that Theorems 1-4 hold for this penalized LSA estimator. On the other hand, we should chooseĜ n = I p , in place of (7.3), for the P-O estimator.
Simulations
In this section we report two simulations. The first one is the Cox model in Section 6.2 and the second one is the diffusion process in Section 7.2. For each simulation we perform 1000 Monte Carlo replications. %( ) in Tables 1-4 denotes the number of times, in percentage over 1000 iterations, that the estimator chooses the true model. For comparison we use the unified LASSO type estimator and the Bridge type estimator. The unified LASSO type estimator is the special case of penalized LSA estimator where q = 1. The Bridge estimator is not the special case of penalized LSA estimator, but we use this phraseology when the penalty has the form r −1 T i |θ i | q , i.e., r = 1, γ = 0 and q < 1.
For the convenience of calculation, we use identity matrix as a coefficient matrixĜ. Thus, the penalized LSA estimator is not efficient, and we use the P-O estimator in order to obtain the efficient estimator.
It has been shown through the simulation studies that the penalized LSA estimator can select the correct model if we choose appropriate tuning parameters and the P-O estimator has good performance for the active parameters.
Simulation for the Cox model
We consider the Cox model (6.3) in Section 6.2 with α = 1. Let p = 20, then the parameter space Θ is [−10, 10] 20 . The covariate process X = (X t ) t∈[0,T ] is a 20-dimensional OU process satisfying the following stochastic differential equations 
and we use QMLE for the initial estimatorθ. Then the objective function is denoted by
r , 1 < r < 2−q +γ. Let the triplet of tuning parameters (γ, r, q) = (1, 1.2, 0.3). We will consider the cases T = 50, 100, 200 and 400. Table 1 compares the results of the variable selection of the penalized LSA estimator, the unified LASSO type estimator and the Bridge type estimator. Here, the unified LASSO type estimator and the Bridge type estimator are the penalized LSA estimator with tuning parameter (γ, r, q) = (1, 1.2, 1) and (γ, r, q) = (0, 1, 0.3) respectively. Table 2 compares the means and standard deviations (parentheses) for the three estimators (initial estimator, penalized LSA estimator and P-O estimator) and shows the results of the variable selection for penalized LSA estimator in the case T = 200.
Simulation for a diffusion type process
We consider the model (7.1) in Section 7.2. Let p = 10, i.e., the parameter space Θ is [−10, 10] 10 . The process Y is defined by where X is a 10-dimensional OU process satisfying the following stochastic differential equation Let L n (θ) = L n (θ) = −H n (θ) in (7.2). We used the QMLE for the initial estimatorθ. In order to apply our methods to this model, we use Theorem 6 in ( [8] ). By the definition of σ(x, θ), [A1] holds.
[B2] is satisfied if we choose the stopping time τ ≡ 0. Now we need to check [A3 ]. Since suppL{X 0 } = {0}, we can take 0 ∈ U ⊂ {x ∈ R 10 ; σ(x, θ) < M, ∀θ}. If we define f (x, θ) = (m 0 j (θ j − θ * j )x j )/|θ − θ * | for sufficiently small m 0 when θ = 0 and f (x, 0) = 0 for some positive number 0 , then (i) is satisfied for = 2. Next we take a covering {Θ k } k=1,...,11 such that Θ k = {θ ∈ Θ; |θ k − θ * k | > 0, |θ k − θ * k | ≥ |θ j − θ * j |, ∀j} for k = 1, ..., 10 and Θ 11 = {0} ⊂ Θ. For Θ k , (k = 1, ..., 10), if we take ξ 0 = e k and Ψ(P and the triplet of tuning parameters (γ, r, q) = (3.2, 1.2, 0.3). In the same way as Table 1, Table 3 compares the results of the variable selection of the penalized LSA estimator, the unified LASSO type estimator and the Bridge type estimator. Table 4 compares the means and the standard deviations (parentheses) for the three estimators (initial estimator, penalized LSA estimator and P-O estimator) in the case n = 10000. (γ, r, q) n = 2500 n = 5000 n = 10000 n = 20000 % (p-LSA) (3. 
