This paper stresses the algebraic (as opposed to analytic) nature of theconcept of almost invariance, which has been introduced by J.C.
Introduction
The concepts of almost (A,B)-invariant subspaces and almost controllability subspaces were introduced and studied by J.C. Willems in a series of papers (Willems 1980 (Willems , 1981 (Willems , 1982 .
The concepts are intended to serve as theoretical tools for the study of the many problems in linear system theory where asymptotic properties are involved (high gain feedback, singular optimal control, 'almost' solvability of design problems, etc.).
This goal is reflected in the original definition given by Willems (1980) , which refers to a standard continuous-time finite-dimensional linear timeinvariant system:
x(t) = Ax(t) + Bu(t) x(t) e X, u(t) e U. In the present paper, we propose a completely algebraic treatment of the concept of almost invariance.
The main motivation for taking this approach is its simplicity. Of course, an algebraic treatment of almost invariance could be based purely on the algorithms given by Willems (1980) , but in this way one would lose the intuitive feel that is associated with thinking in terms of trajectories. Our solution to the problem will be to use the discrete-time context. To avoid any misunderstanding, let us emphasize at this point that the discrete-time, algebraic treatment of almost invariance proposed here prejudices in no way the use of this concept in a continuous-time, analytic context. The point is that even though it is likely that almost invariant subspaces will be employed in situations where limits are being taken etcetera, the concept of almost invariance itself is algebraic, and we are free to use any framework we prefer (for simplicity, intuitive guidance, or other reasons) to investigate the algebraic properties associated with it.
We shall present the discrete-time set-up and the basic definitions in the next section. In section 3, it will be shown that the fundamental properties of and relations among the various types of subspaces can be derived easily from this set-up. Here, it will also be proved that our definitions coincide with the ones given by Willems.
Next, we shall show that the frequency-domain characterization of (A,B)-invariant subspaces given by Hautus (1980) can be extended in a natural way to cover also almost (A,B)-invariant subspaces and almost controllability subspaces. Then, in Section 5, we shall give; equivalent -3-characterizations in terms of a certain pair of rational matrix equations.
Section 6 is devoted to the restriction pencil (Karcanias 1979 ) associated with the state-input pair (A,B) and a given subspace K. It will be shown that the characterizations in terms of the invariants of this pencil, as
given by Jaffe and Karcanias (1980) , can be derived from the present framework in a straightforward manner. A new type of characterization is presented in section 7. This characterization is stated in terms of subspaces but it also involves a complex parameter, and therefore we have termed it a "hybrid" characterization. As a corollary, we obtain a rank test for almost invariance. Conclusions follow in Section 8.
This paper will not deal with applications of almost invariance.
For this, we refer to Willems (1980 Willems ( , 1981 Willems ( , 1982 , Jaffe and Karcanias (1981) , Schumacher (1982) , and further references given in these papers.
The standard reference on the geometric approach to linear systems is Wonham (1979) , where one can find definitions, properties and applications of (A,B)-invariant and controllability subspaces.
The following conventions will be used. Vector spaces will be denoted by script capitals, and italic capitals are used for linear transformations. All spaces and transformations will be real, but where needed we shall use the obvious complexifications, without change of notation.
Also, the same symbol will be used for a linear transformation and for its matrix with respect to a specified basis. If a basis is specified, then a basic matrix K for a subspace K is a matrix whose column vectors span K. The image and the kernel of a linear mapping T will be denoted by im T and ker T, respectively. IRis the real number field, C is the complex number field, and E is the ring of integers.
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Definitions
Throughout the paper, we shall consider the following linear, finitedimensional, time-invariant, discrete-time system (with xk e X, uk e U,
A: X-*X, B: U+X):
Here, the symbol 6Ok is defined by and which satisfies (2.1). A trajectory will be any sequence that arises in this way.
Of course, instead of control sequences and trajectories we might just as well speak of the formal power series defined by -5-
With the usual conventions, the solution of (2.1) can then be written down as
Although the difference is only terminological, we shall still prefer to use the language of trajectories since, in the author's opinion, this leads to a better intuitive grasp.
A discrete-time set-up has also been discussed briefly in Willems Proof. Let k be a fixed nonpositive integer. We have, of course,
Define a new control sequence u by Uj = Uj+kl(j<O) and uj = 0 (j>0). Also, define xi = -xk. Then it is clear that the trajectory corresponding to u and xi. is a polynomial trajectory in K. It follows that xi e R*(K), and hence also x k G R*(K). Because u is regular, we get xk = in eG V*(K).
Finally, suppose now that also x. G K. 
Then we have Ax
the other hand, take x e V*(K). Then x e K, and there exists a control a sequence u such that the trajectory corresponding to u and the initial value x is in K.
In particular,
where, according to the lemma, xl e V*(K) and Ax 0
It is also clear from the lemma that every trajectory in K is in fact a trajectory in V* (K). This leads at once to the conclusion that a every initial value for a trajectory in K is also an initial value for a trajectory in V*(K), or: a
In other words, V*(K) is almost (A,B)-invariant. In fact: a
Proof.
Let L be an almost (A,B)-invariant subspace, and suppose that
In the same way, one proves that R*(K) (V* (K)) is the largest a almost controllability ((A,B)-invariant) subspace in K. It then follows easily that R* (K) is the largest controllability subspace in K. Proof. We have both V*(
The relation between R*(K) and R*(K) is as follows:
Proof. Take Set xi = x. Then the trajectory I produced by u and Xi. is a polynomial trajectory in K (in particular, we have x0 = -x e K),
Proof. This is obvious from the definitions.
Also, the relation V*(K) = V*(K) nK is obvious. We can get V*(K)
from V*(K) by the following rule: a Corollary 3.8.
V*(K) = V*(K) + R*(K).
Proof. Take x e V (K); then x is initial value for a trajectory in K, say x. In particular, we have
where xl G V*(K) and x 0 g R*(K), so that Ax 0 + Bu g R*(K).
The reverse inclusion is immediate. 
V*(K) and R*(K).
To do this, we introduce the following subspaces, for each k>l. resulting from this control sequence and the initial value x satisfies
x. e K for all j < k. 
A way to describe the results of such iterations is given by the following lemma.
Lemma 3.9. Let X be a finite-dimensional linear space, and let 0 be an order-preserving mapping from the set of subspaces of X into itself
The sequence {L k is non-decreasing and converges after a finite number of steps; the limit subspace Lo can be characterized as the unique smallest element of the set of subspaces {LIU(L) C L}. The sequence {L k } is non-increasing and converges after a finite number of steps; 00 the limit subspace L can be characterized as the unique largest element of the set of subspaces {LIJ(L)DL}.
Proof. Obviously, we have L C L 1 . The fact that LkC Lk+l for all k > 0 then follows by iterating ¢ on both sides of this inclusion. Because X is finite-dimensional, convergence must take place after a finite number of steps, and the limit subspace
The proof for the other sequence is entirely analogous (in fact, the statements are dual).
If we set V 0 (K) = X and R (K) = {0}, then the lemma applies to the sequences defined by (3.5) and (3.6).
(Note that the mappings 1 and D2' defined by 
Finally, we make the following identifications.
Proposition 3.11.
To prove the reverse inclusion, take x e Vr(K The following relations hold. Then we can write down the following relations:
x 0 = Ax_l-BU-l 0 = Ax -Bu 0 + x From this, it is clear that x acts as initial value for a polynomial trajectory in K. It follows that x G R (K).
Conversely, if we take x e R*(K), then we can set up a series of relations as in (4.9). It is then clear that x = (sI-A)S(s) + BW(s)
where E and w are defined by (4.7) and (4.8).
The inclusion "D " in (4.2) can be shown by an argument similar to the one used above. The reverse inclusion is obvious from (4.4), The treatment here has been kept coordinate-free, but we shall turn to the matrix terminology in the next section.
-16- .7) i.e., if and only if (5.4) has a rational solution.
As for the second part of the claim, it is easy to verify that if Zl(s) is a solution of (5.4), then is a solution of (5.4).
Claim (ii).
The argument is the same as in the first paragraph of the proof, with "rational" replaced by "polynomial". where N denotes the unobservable subspace of the pair (C,A).
This result was first proven by Bengtsson (1975a) in an unpublished report, and later re-derived (under an implicit observability assumption)
by Willems (1982) . Both authors also give similar expressions for the other types of subspaces (see also Bengtsson (1975b) ). For the strictly proper/(A,B)-invariant case, the result was re-derived by Emre and Hautus (1980) , and, using a simpler method, by Hautus (-1980 ).
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Pencil Characterization
The introduction of the form sE-H related to a given pair (A,B) and a given subspace K,as done in the previous section, is due to Karcanias (1979) , who termed this form the "restriction pencil". A classification of the various classes of subspaces related to the pair (A,B) on the basis of the invariants of this pencil (Gantmacher 1959 ) has been undertaken by Jaffe and Karcanias (1981) .
We will now show that this classification can be readily derived from the framework presented here. The derivation will also be helpful to arrive at the "hybrid" characterization which will be discussed in the next section.
Kronecker's basic result is that the pencil sE-H can be brought where is of the same form as in (6.3). Hence, this solution is polynomial.
where S is of the same form as in (6.3). Hence, this solution is polynomial.
We can now read off immediately the following result (Jaffe and -26-
Hybrid Characterization
Carrying the analysis one step further, we obtain the following result.
Theorem 7.1.
Let K be a given subspace. Then:
K is almost (A,B)-invariant if and only if
for some s e C . Moreover, both of the following conditions are equivalent to (7.3):
for all s e ¢ . .7) is not solvable at a e ac. By Thm. 6.1, this implies that K is an almost controllability subspace. Again, the reverse argument proves the reverse implication.
Claim (iii).
Suppose that K is (A,B)-invariant. Then, by Cor. 3.12, the condition (7.5) holds. It is easy to verify that (7.5) implies (7.6).
Since an (A,B)-invariant subspace is certainly also almost (A,B)-invariant, (7.1) holds too. It follows that (7.3) is true. Conversely, (7.3) implies (7.5) which implies (7.6).
In particular, the inclusion of (7.6) holds at s=O, and involving Cor. 3.12 again, we find that K is (A,B)-invariant.
In passing, we have also proved the final part of the theorem.
Claim (iv).
By the definition, and by what has been proved above, the condition for K to be a controllability subspace is obtained by combining (7.2) and (7.6). This immediately leads to (7.4) . Proof. We obviously have, for all s e C, (sI-A)K + im B C K + AK + im B , (7.8) so (7.7) is equivalent to -29-
(7.9)
Because AKC K + (sI-A)K, (7.9) is equivalent to
(7.10)
The result is now immediate from Thmin. 7.1.
We now want to rephrase this corollary in matrix terms. Let us Consider the following r x (k+m) polynomial matrix:
The matrix version of Cor. 7.2 is now the following. (Hautus 1969 ) and, in fact, reduces to it in the special case K = X.
As one easily verifies, the statement "(A,B) is a controllable pair" is equivalent to the statement "the state space X is an almost controllability subspace". Note that the alternative way of checking controllability, via the matrix (B AB...An-B), is obtained as a special case from the algorithm (3.6). So the test of Cor. 7.3 relates to the algorithms of Section 3 precisely as the Hautus test relates to the test via the controllability matrix.
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Conclusions
We have presented a purely algebraic treatment of almost invariance.
By using a discrete-time interpretation, we were still able to retain the intuitive feel associated with a dynamic system. In this way, key results could be obtained with relatively little effort. We re-derived the basic properties studied first by Willems; we extended the results of Hautus on the frequency-domain characterization of (A,B)-invariant subspaces;
we placed the results of Jaffe and Karcanias within this framework; and finally, we derived a "hybrid" characterization which could be transformed into a rank test for almost invariance.
We have not discussed the numerical feasibility of any of the characterizations. Much work in this area remains to be done. Possibly, it will turn out that a meaningful evaluation of this aspect can only be made in the context of specific applications.
Some of the characterizations we obtained are easily dualized, some are not. From Thm. 7.1 it is quite immediate that, for example, a subspace T is a "complementary almost observability subspace" as defined in Willems (1982) While a formal derivation of such results via transposition is perfectly well feasible, an ab initio treatment of the four classes of subspaces related to a given state-output pair, as done in the present paper for a given state-input pair, has yet to be undertaken.
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