Abstract
Introduction
The concept of Artificial Intelligence (AI) stretches to Greek antiquity with the automatons of the blacksmith Hephaestus -the Hounds of Alcinous, the Tripods of Olympus, the Keledones of Apollo -selfoperating creatures crafted of metal to carry out the work of the Gods ("Hephaestus, god of craftsmanship, blacksmiths and stonemasonry -Greek gods, mythology of ancient Greece," 2013). Indeed, a common perception of AI is that of smart robot droids operating alongside humans. Benevolent ideals of AI in film, such as Star Wars C-3P0 & R2D2 and Wall-E, reflect the hope, dreams, and anticipation of AI. However, just as many, if not more, relate cautionary and dystopian tales of AI run amok. Consider the silent film, Metropolis (1927), about a deadly "female" robot built by a grieving mad scientist, or the malevolent computer "Hal" who kills most of the crew in 2001: A Space Odyssey (1968) . War Games (1983) put the world on the brink of nuclear disaster as a military computer system tries to "win" the game of war by nearly starting World War III. The Matrix (1999) imagines an evil "singularity" (when machines attain the ability to surpass human intelligence) that enslaves the human race behind a fake veil of utopian reality [35] .
In actuality, the field of AI has experienced several starts and stops since its official beginning in 1956 [19] , but while predictions of "the singularity" have not as yet come to pass. AI is currently experiencing a period of exponential growth. From self-driving cars and lethal autonomous weapons systems to machine learning algorithms and AI powered IoT devices, AI is rapidly transforming society and our world in unprecedented ways. The accelerated advances in AI, especially related to machine learning algorithms, are having far-reaching and profound consequences on our lives. Ethical considerations for consumers, society, public policy, laws, and regulation are beginning to form.
While several scholars have discussed the potential risks of AI [9; 46] and ethical issues [7, 22, 43] , our contribution presents two issues management frameworks within which to view and identify different ethical issues, which can also serve to alert stakeholders to potential moral harms that AI endeavors may present.
The rise of machine learning
Machine learning is a subset of AI where algorithms directed by complex neural networks teach computers to think like a human while processing "big data" and calculations with high precision, speed, and supposed lack of bias [28] .
" [28] .
Machine learning algorithms are already interwoven into many aspects of our daily lives, influencing in unseen ways as decisions are made for us and about us with little to no transparency. Web search and recommendation machine learning algorithms drive relevant search results and product recommendations from the likes of Google, Netflix, and Amazon. Facebook's facial recognition uses a machine learning algorithm to automatically identify and tag friends when uploading a photo [15] and the news feed algorithm prioritizes posts for what it thinks we'd most like to see. Machine learning in medicine is providing important advances in health care and treatment decisions while AI in computational biology / drug discovery is increasing the pace of research [19] . The Finance industry utilizes machine learning algorithms to uncover credit card fraud, make predictions about creditworthiness, and identify trends in the stock market. And the criminal justice system is using machine learning to predict crime hotspots and recidivism rates [1] .
Machine learning algorithm bias
Although machine learning algorithms can produce numerous benefits to individuals, consumers, businesses, investors, the government, and society at large, recent research has uncovered many instances of bias in machine learning algorithms that have troubling implications and deleterious consequences.
In 2015, academia and the media sources reported instances of apparent gender bias in Google search. Top results for a "CEO" image search returned only photos of white men. Shortly thereafter, a research study at Carnegie Mellon University revealed that Google displayed significantly less ads for high-paying executive jobs if the search engine thought a female job-seeker was conducting the search. The team found that "Google shows the [highpaying executive job] ads 1,852 times to the male group -but just 318 times to the female group." Professor Annupam Datta was quoted on the study: "I think our findings suggest that there are parts of the ad ecosystem where kinds of discrimination are beginning to emerge and there is lack of transparency. This is concerning from a societal standpoint." [11] He adds, "Many important decisions in society these days are being made by algorithms. These algorithms run inside of boxes we don't have access to the internal details of. The genesis of this project was that we wanted to peek inside this box a little to see if there are more undesirable consequences of this activity going on."
Similarly, racist algorithms have recently been identified in digital photo technology. In May of 2015, Flickr's image recognition tool was reportedly displaying racist results, tagging black people as "animals' or "apes." Hewlett-Packard's software for web cameras struggled to recognize dark skin tones, and Nikon's camera software was inaccurately identifying Asian people as blinking. In Kate Crawford's 2016 New York Times article "Artificial Intelligence's White Guy Problem," she blamed the bias on bad data and lack of inclusivity. "Algorithms learn by being fed certain images, often chosen by engineers, and the system builds a model of the world based on those images. If a system is trained on photos of people who are overwhelmingly white, it will have a harder time recognizing nonwhite faces." [14] More recently, the New York Times reported that Facebook executives, the morning after the 2016 Presidential election, internally considered what influence the company had played in the election results. Public accusations from multiple sources mounted that its news feed algorithm had distributed deliberate fake news stories and misinformation that unfairly biased voters against Hillary Clinton and influenced the election outcome in favor of Donald Trump, while increasing societal divisions among Americans through "filter bubbles." [21] While the examples of racial and gender bias in Google Search and digital photo technology were more covert, Facebook's algorithm regularly distributes overtly racist, sexist, and alt-right content to billions, normalizing such content through its distribution on legitimate and mainstream platforms.
Machine learning in the criminal justice system
Yet perhaps the most troubling incidents of bias in machine learning to date are unfolding in the criminal justice system. Consider the following statement from then U.S. Attorney General Eric Holder on the Sentencing Reform and Corrections Act of 2015:
"Although these measures were crafted with the best of intentions, I am concerned that they inadvertently undermine our efforts to ensure individualized and equal justice...they may exacerbate unwarranted and unjust disparities that are already far too common in our criminal justice system, and in our society."
The Sentencing Reform and Corrections Act of 2015 (Bill S.2123), still pending in Congress, seeks to include the implementation of mandatory risk and needs assessment systems in all federal prisons. These systems are used to evaluate recidivism rates and assign scores indicating whether a particular defendant is low, medium, or high risk to commit future crimes. Risk assessments are being used throughout all phases of America's criminal justice system, from pre-trial release to parole and everything in between. In nine states (Arizona, Colorado, Delaware, Kentucky, Louisiana, Oklahoma, Virginia, Washington, and Wisconsin), these scores are provided to judges for consideration during sentencing (Angwin, Larson, Mattu, and Kirchner, 2016) [1] .
Risk assessment systems are driven by complicated machine learning algorithms that calculate scores based on a number of variables including employment history, education levels, and prior crimes, among others. In fact, risk assessment tools were designed with the goal of overcoming judicial and sentencing bias. The machine learning algorithms that assess risk in pretrial release and recidivism rates expressly do not include race and ethnicity in their calculations, so theoretically, they should produce results that are unbiased and objective.
Attorney General Holder was prescient to express concern about "exacerbating unwarranted and unjust disparities." According to an in-depth investigation by ProPublica (Angwin, Larson, Mattu, and Kirchner, 2016) [1] , COMPAS, a popular for-profit risk assessment product developed by Northpointe and used by judicial systems throughout the U.S., is twice as likely to mistakenly identify white defendants as a low risk for committing future crimes, and twice as likely to erroneously tag black defendants as a high risk. Consider these results from ProPublica's study: So how can an algorithm that doesn't even factor race and ethnicity into its calculation produce such biased results? A significant issue with bias in machine learning algorithms is the "black-box" secrecy behind their design. For-profit companies that produce these algorithms do not release the criteria and calculations behind the formulas. The algorithms are also often so complex that even the engineers and designers that have access to the formulas may struggle or fail to predict the outcome and effects of the algorithms results. As such, because these algorithms are created by humans, they inevitably -and often unconsciouslyreflect societal values, biases, and discriminatory practices (Centre for Internet and Human Rights, 2017).
The US has one of the highest incarceration rates in the world (Ye Hee Lee, 2015) [43] and black people are disproportionately affected, as Table 1 indicates. According to the NAACP "Criminal Justice Fact Sheet," black people in the U.S. are incarcerated at close to six times the rate of white people. Moreover, in 2008 black and Hispanic people accounted for 58% of the prison population while only representing 25% of the total population. It is clear that deep societal and systemic biases against minorities exist in the U.S. A recent followup story from ProPublica, "Bias in Criminal Risk Scores Is Mathematically Inevitable, Researchers Say," released on December 30, 2016, reported on results of four independent studies that explored whether a formula could be created "that is equally predictive for all races without disparities in who suffers the harm of incorrect predictions." Significantly, they found that these risk assessment algorithms "have been written in a way that guarantees black defendants will be inaccurately identified as future criminals more often than their white counterparts." "It's actually impossible for a risk score to However, the article does suggest that these algorithms could be revised to introduce fairness in the algorithm to account for the inherent underlying societal bias of higher arrest rates for black people. Unfortunately, Broward County officials in Florida -where the ProPublica study was conducted -has not changed any policies with regard to utilizing COMPAS data in light of the recent findings. Further investigation and research studies will perhaps help inform future design decisions in risk assessment algorithms and public policy decisions regarding the use of risk assessment systems in criminal justice.
Ethics of algorithms -the way forward
As the ethical implications and consequences of AI have already begun to affect our lives, the development of ethics, standards, and regulation considerations for AI is emerging as important decisions in the technology sector. Utilizing Fink's Seven-Phase
Issue-Development Process framework [17; 42, p . 144] we present the evolution of AI issues that relate to the public at a (U.S.) societal level, particularly with regard to machine learning algorithms with the aim of anticipating and preventing future harm to the public. which is triggered by any number of sources such as emerging events, books, movies, and precipitating crises. We propose that recently, non-fiction books, public discourse, and actual events have underscored the potential harm that AI can cause. Cathy O'Neil's 2016 [31] book Weapons of Math Destruction explores the harmful consequences of "opaque" and "unregulated" big data mathematical models that reinforce inequality and discrimination.
The outcry in public discourse on Facebook's potential role in disseminating fake news and influencing election outcomes, partisanship and divisiveness in our society is being examined by various stakeholders, including individuals, technology companies, and sectors of the government.
Phase two, "Media coverage," is evident in the multitude of news stories and opinion pieces produced on a daily basis. One of the most important pieces of media so far on this issue, as outlined in Part I, is the ProPublica investigative reports, and the studies undertaken by independent researchers as a result of these reports, on bias in the risk assessment algorithms that are being widely used in the criminal justice system. Likewise [14] We argue that this process has not as yet evolved farther than Phase Three -"Interest Group Development"-which is starting to take shape, although businesses, governmental institutions, and public awareness of bias in AI machine learning algorithms is growing; policies at the city, county, state or federal level have not changed as yet evolved.
In September 2016, The Partnership on Artificial Intelligence to Benefit People and Society was announced. This ten-member board with representatives from Amazon, Facebook, Google, IBM, and Microsoft will "conduct research and recommend best practices relating to 'ethics, fairness and inclusivity; transparency, privacy, and interoperability; collaboration between people and AI systems; and the trustworthiness, reliability and robustness of the technology.' It does not intend to lobby government or other policymaking bodies." (Parloff, 2016) [32] .
In early January 2017, another initiative was announced, The Ethics and Governance of Artificial Intelligence Fund, which is a $27 million fund that has been established to ensure ethical behavior and governance in developing AI technologies. Partners include the John S. and James L. Knight Foundation, Omidyar Network, LinkedIn founder Reid Hoffman, The MIT Media Lab, and the Berkman Klein Center for Internet & Society at Harvard University. According to the press release, the fund will address issues such as:
• [23] .
Another complementary approach to the above framework, is Fink's [17, 42] four stages of crisis management, which we also use to analyze the ethical implications of AI, specifically with regard to bias in machine learning algorithms. This model has a "precrisis" phase designed to signal warning signs and symptoms of an issue if and/or before it could become a crisis.
We observe that AI's effects on the U.S. society is at Stage 1 -the "precrisis" or "prodromal stage," since there are many warnings and symptoms occurring as evidenced by media reports and research studies, several of which were presented earlier. The establishment of the two AI Ethics partnerships is also evidence that technology companies and academic research institutions are recognizing the warning signs and will hopefully work to prevent Stage 2 of this model -"the Acute Crisis Stage / Point of No Return" -from occurring.
Taken together, the two issues management approaches summarized above are summarized here to alert active participants and relevant stakeholders and stockholders in AI fields to potential ethical dilemmas and harm, as well as positive contributions, that AI transformations through products and services may present.
Lastly, the role of Corporate Social Responsibility and the so-called "Carrot," valuesbased, vs. "Stick," rules-based, approaches to stakeholder management are relevant to the development and implementation of AI technologies [42] . Technology companies are establishing voluntary self-regulation -a standard values, ethics, best practices, risk management, and philanthropy -to prevent the government from imposing external regulation and congressional oversight. The establishment of The Partnership on Artificial Intelligence to Benefit People and Society and The Ethics and Governance of Artificial Intelligence Fund indicates direct evidence of this. Whether or not and the extent to which local, state, and federal legislation will emerge in response to different stakeholders' interests, rights, and responsibilities is yet to be seen.
Conclusion
The Ethics and Governance of Artificial Intelligence Fund issued an original press release the Knight Foundation stating: "Because of this pervasive but often concealed impact, it is imperative that AI research and development be shaped by a broad range of voices-not only by engineers and corporations, but also by social scientists, ethicists, philosophers, faith leaders, economists, lawyers and policymakers." [23] While "the singularity" concept in AI is presently more predictive than actual, both benefits and damage that can be caused by failure to consider bias in the design and development of AI is present. As has been illustrated by the ProPublica investigation and other examples offered here, inclusivity and stakeholder awareness of impending ethical risks and issues are crucial in the design of AI to ensure that the most vulnerable in our society are protected from harm. If self-regulation alone fails to prevent and correct many negative biases in AI design processes sponsored by corporations, compliance through legislative and enforcement of standards may likely result.
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