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ABSTRACT
From the nano scale to the macro scale, large models are used to simulate and predict
the responses of dynamic systems. The construction and evaluation of such models, often
in the form of finite element models, require tremendous computational resources and time.
Due to this large computational endeavor, it is paramount to learn as much as possible from
the models and their solutions. In this work, analyses and methods for efficiently deriving
significant knowledge of damped systems from models and their solutions are presented.
Of primary interest to this work is the analysis of damped structures. Damping, the
means by which energy is dissipated, often adds an additional layer of complexity to
finite element models and any subsequent analyses. This added complexity is due to
the relative complexity of many damping models and their accompanying computational
burden. Furthermore, on the micro and nano scale, a variety of damping mechanisms, each
with their own unique set of physics, may be present.
The research presented in this work is organized in two parts. The first part presents
methods for deriving knowledge from models and their solutions. Here, the developed
methods perform approximate yet highly efficient analysis on the matrices and solution
vectors of finite element models. In this work, methods utilizing the Neumann series
approximation are presented. These methods efficiently predict how the response of a
vii
structure depends on its damping or any other input model parameter. Additionally, a
method for analyzing the spatial dependence of damping with the use of loss factor images
is presented.
Research presented in the second part derives knowledge solely from solutions of
models. In this part, it is assumed that the matrices of the models are not available,
and therefore analysis is restricted to the solution itself. Here, research is focused on the
analyses of structures on the micro and nano scale. Specifically, micro and nano beams
surrounded by a viscous compressible fluid are analyzed. The dynamic responses of
the structure and the surrounding fluid are analyzed to determine the prominent damping
mechanisms. Here, results from 2–Dimensional analytical models and 3–Dimensional finite
element models are complemented by experimental measurements to analyze damping due
to viscous dissipation and acoustic radiation.
viii
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1.1 Motivation and Problem Statement
The motivation of this work originates from an insightful and enlightening conversation
held at a program review. During the conversation, a common scenario was described. The
scenario, depicted pictorially in Fig. 1.1, is as follows. Throughout a design process, large
Finite Element Models (FEMs) are constructed and analyzed. Due to the complexity of the
structure that is modeled, these FEMs are often very large. The size of these models are
commonly on the order of a million Degrees of Freedom (DOF). Consequently, the process
of constructing the models, and the subsequent evaluation of the models require immense
computational resources and time. Once the solution is found, a designer examines the
results and puts aside the model. A design decision is then made, and the process of
constructing and evaluating the large FEM is repeated.
This conversation prompted the question: How can we utilize these previously analyzed
FEMs and solutions to make better design decisions? Specifically, instead of setting aside
the models, are we able to learn from them and derive knowledge that can assist in the design
process? These questions lie at the core of much of the work presented in this dissertation,
and motivate the formal problem statement given below.
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Figure 1.1: Problem motivation.
Problem Statement
Develop methods to efficiently derive knowledge about a damped dynamic system
from finite element models and their solutions.
As mentioned in the problem statement, the work presented in this dissertation focuses
on damped dynamic systems. Specifically, systems that lose energy due to present damping
mechanisms. These systemsmay be comprised of a vibrating structure or fluid, or a structure
coupled to a fluid. We focus on damped systems due to the current challenges associated
with analyzing large models with damping. Detailed literature reviews related to the various
proposed methods will be presented in later chapters. However, with the intention of adding
motivation to the present work, we consider two standard approaches to the problem stated
above.
First, when analyzing large FEMs with damping, use of analytical methods will often be
infeasible due to the complexity of the damping mechanisms and their governing equations
models. For example, material damping, which results in structural dissipation, is often
highly frequency dependent. Similarly, damping mechanisms related to fluidic dissipation
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are also frequency dependent due to fluid’s governing equations. This frequency dependency
is often not tractable to analytical methods. As a result, an alternative approach is to rely on
numerical methods such as stochastic FEM analyses or uncertainty quantification. However,
these numerical methods often require multiple evaluations of the FEM, and are therefore
computationally expensive and at times infeasible.
1.2 Research Schema
With the problem statement defined in the previous section, the general research schema
that is presented in this dissertation is now outlined.
The research and developed methods are categorized into two groups based on the
available information. To elaborate, the first group of methods derive knowledge from
FEMs and their solutions. Specifically, the methods utilize a given FEM and its solution to
predict how the damped dynamic system depends on damping. The methods inspect and
analyze the matrices of the FEM and the given solution vector. As the methods only rely
on the given matrices and solution vector, they may be applied to any damped dynamic
system that is modeled with a set of linear equations. The generality and efficiency of the
developed methods offer significant advantages over standard numerical methods.
The second group of methods derive knowledge from only the solutions of the FEMs.
In other words, these methods assume that the matrices of the FEMs are not available.
The developed methods analyze the solution of the FEM, whether it be the displacement
response of a structure or velocity field of a fluid, to learn about the damped system
under consideration. In this dissertation, the second group of methods is formulated with
the specific interest of analyzing Micro–Electro–Mechanical Systems (MEMS) and Nano–
Electro–Mechanical Systems (NEMS) resonators. With the developed methods, significant
knowledge about the prevalent damping mechanisms, i.e. the means by which energy is
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dissipated, at the micro and nano scale is gained. Although there is a focus on MEMS and
NEMS resonators, it will be shown that the developed methods may be used to analyze any
fluid–structure interaction problem.
1.3 Overview of Dissertation
This dissertation is organized into four parts, each containing a set of chapters. An overview
of each part and chapter in this dissertation is presented below.
Part I — Introduction and Background
Part I of the dissertation, comprised of Chapters 1 and 2, discusses the motivation of
the work and presents relevant background for the research.
Chapter 1 — Introduction
Chapter 1 presents the overarching problem statement addressed in the disser-
tation. An outline of the research presented, and how the research relates to the
problem statement is presented.
Chapter 2 — Preliminaries
Chapter 2 presents an overview of concepts and theories that are referenced and
utilized throughout the dissertation.
Part II — Deriving Knowledge from Models
Part II of the dissertation, comprised of Chapters 3, 4, and 5, presents methods that
derive knowledge from models and their solutions. The developed methods in Part II
are applicable to any system that is modeled with a linear set of equations.
Chapter 3 — Prologue
Chapter 3 acts as an introduction to Part II of the dissertation. Here, specific
research problems pertaining to Chapters 4 and 5 are presented.
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Chapter 4 — Analyzing Systems with the Neumann Series Approximation
Chapter 4 presents developed methods utilizing the Neumann series approx-
imation. Three specific research problems which improve the analytical and
computational facets of methods utilizing the Neumann series are addressed.
The resulting methods predict convergence, accelerate the evaluation of the
Neumann series approximation, and predict sensitivities of a damped structure.
Chapter 5 — Analyzing Systems with Loss Factor Images
Chapter 5 derives expressions for the system loss factor and a corresponding
loss factor image. The system loss factor is presented as a quantitative metric
that may be efficiently computed to analyze damping. The loss factor image is
presented as a method for visually analyzing the energy dissipated in a structure.
Part III — Deriving Knowledge from Solutions
Part III of the dissertation, comprised of Chapters 6, 7, 8, 9, and 10, presents methods
that derive knowledge from solutions of models. The developedmethods and research
presented in Part III focus on MEMS and NEMS beams.
Chapter 6 — Prologue
Chapter 6 acts as an introduction to Part III of the dissertation. Here, MEMS and
NEMS beams and their various damping mechanisms are discussed. Specific
research problems pertaining to Chapters 9 and 10 are presented.
Chapter 7 — Modeling MEMS and NEMS Beams
Chapter 7 presents necessary theory for modeling MEMS and NEMS beams in
vacuo. A method for predicting material properties and the axial load of a beam
from measured natural frequencies is presented.
Chapter 8 — Modeling MEMS and NEMS Beams in a Fluid
Chapter 8 presents necessary theory for modeling MEMS and NEMS beams
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in a fluid. The 2–Dimensional cylinder model and 3–Dimensional FEMs are
introduced as models that will be later used to analyze the dissipation of MEMS
and NEMS beams.
Chapter 9 — Analyzing Dissipation Due to Viscous Losses
Chapter 9 analyzes dissipation of MEMS and NEMS beams due to viscous
losses. Here, the limitations of the 2–Dimensional viscous models are closely
examined.
Chapter 10 — Analyzing Dissipation Due to Acoustic Radiation
Chapter 10 analyzes dissipation of MEMS and NEMS beams due to acous-
tic radiation. Measurements from MEMS and NEMS beams complemented
by numerical and analytical results are presented to determine when acoustic
radiation becomes prominent.
Part IV — Appendices
Part IV of the dissertation, comprised of Appendices A, B, C, D, E, and F, presents
supporting material for the main text of the dissertation.
Appendix A — FLOP Counts
Appendix A presents detailed descriptions and corresponding floating–point
operation counts for common operations.
Appendix B — Modal Fit
AppendixB presents themodal fittingmethod used to predict natural frequencies
and damping ratios from experimental data.
Appendix C — Time Averaged Quantities
Appendix C derives the time averaged quantities used in Chapter 5.
Appendix D — Finite Element Model for Beams with Axial Loading
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Appendix D derives the elemental finite element matrices for a beam with axial
loading.
Appendix E — 3–Dimensional Finite Element Model Mesh Refinement
AppendixEpresents themesh refinement study performed for the 3–Dimensional
FEM used in Chapters 9 and 10.
Appendix F — Matlab Codes
Appendix F includes Matlab codes that illustrate the methods and algorithms





In this chapter, preliminary background that will provide a general theoretical foundation
for the current research is presented. The objective of this section is to familiarize the reader
with concepts and terminologies that will be used throughout this dissertation. Additionally,
the analysis and theory presented is intended to help the reader gain physical insight into
problems that will be examined in later chapters. The background begins in Sec. 2.2,
where a description of different physical damping mechanisms is presented. In Sec. 2.3,
theory and analysis relevant to modeling a vibrating system with damping is presented. The
chapter concludes in Sec. 2.3, where an overview of the general concept of modal analysis
is presented.
2.2 Damping Mechanisms
In this section, the physical damping mechanisms that will be examined in this dissertation
are presented. While there are many damping mechanisms that exist in practice, the present
work focuses on a small set of them depicted in Fig. 2.1. In Fig. 2.1, a structure is vibrating














Figure 2.1: Schematic of various damping mechanisms.
that will be analyzed in this dissertation. Instead, it is intended to introduce the three main
damping mechanisms that will be examined. The damping mechanisms can be categorized
by the medium in which the energy is dissipated. Note that we will soon elaborate on
the definition and use of the word dissipation when describing a structure vibrating in a
fluid. The damping mechanism attributed to the structure is first discussed, followed by the
damping mechanisms attributed to the fluid.
2.2.1 Structural Dissipation
When considering a structure’s damping, it is often easiest to consider a structure in vacuo
such that its response is not affected by the surrounding medium. When this is the case,
the materials in the structure cause kinetic energy to be gradually converted into heat. In
this process, the energy associated with the vibration of the structure is dissipated, and
the amplitude of vibration decays. This type of damping is often referred to as material
damping, or intrinsic damping, due to the internal friction of the material. In Sec. 2.3.3,
analytical models that describe a structure’s material damping are presented.
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2.2.2 Fluidic Dissipation
When a vibrating structure is immersed in a fluid, energy from the structure is transferred
to the fluid, as depicted in Fig. 2.1. This transfer of energy essentially results in the
effective damping of the structure, commonly observed by the structure’s decay in vibration
amplitude. However, we must now consider what happens to the energy that is transferred
to the fluid. For the fluid to present an effective damping to the structure, the energy
transferred to the fluid must be dissipated, and not merely returned back to the vibrating
structure. Here, we describe two main dissipation mechanisms which will be the focus of
the research in Part III of this dissertation.
Viscous Dissipation
As depicted in Fig. 2.1, energy in the fluid may be dissipated due to viscous losses.
Specifically, the kinetic energy of the fluid is transformed into heat, similar to the irreversible
process that occurs with material damping. Viscous losses are a result of the viscosity and
velocity gradients in the fluid. Much of the energy loss due to viscous dissipation occurs
in the viscous boundary layers due to the relatively large velocity gradients in such region.
Consequently, when a structure is very large compared to the viscous boundary layers, it is
often the case that the energy loss due to viscous dissipation is negligible. However, when
a structure is relatively small and of comparable size to the viscous boundary layer, as is the
case for miniaturized resonators, the energy loss due to viscous dissipation is significant.
Acoustic Radiation
The second fluidic dissipation mechanism is acoustic radiation, as depicted in Fig. 2.1.
Here, clarification must be given. When acoustic radiation is present, the energy of the
vibrating structure is still dissipated, as its energy is transferred to the fluid. However,
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acoustic radiation does not dissipate energy like viscous dissipation. Specifically, when the
fluid is of infinite extent, the acoustic waves generated by the structure propagate throughout
the fluid medium without reflection. Theoretically, if the fluid was lossless, i.e. inviscid,
these acoustic waves would propagate without loss of energy. In physical problems where
the fluid has some viscosity, this is not the case. Instead, when energy leaves a structure
through acoustic waves, that energy will eventually be dissipated due to viscous losses, and
transformed into heat.
2.3 Modeling Dynamic Systems with Damping
In this section, the equation of motion for a single DOF and multiple DOF system is
presented. Here, a structure in vacuo is considered for simplicity, as it is sufficient for
conveying the relevant theory. Theoretical development of a fluid–structure interaction
problem is saved for Chapter 8.
2.3.1 Single Degree of Freedom Systems
To begin, we consider a damped harmonic oscillator depicted in Fig. 2.2a. The equation of
motion in the time domain is
m Üx(t) + c Ûx(t) + k x(t) = f (t), (2.1)
where x is the displacement, f is the externally applied force, and m, c, and k, are the mass,
dashpot, and spring constants, respectively, of the harmonic oscillator. In the frequency
domain the equation of motion, may be written as(
k + (iω)c + (iω)2m
)
x(ω) = f (ω), (2.2)
where ω is the angular frequency of oscillation.
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For the oscillator depicted in Fig. 2.2a, damping is attributed to the viscous dashpot. As
a result, the internal dissipative force, fdis, is proportional to the velocity of the oscillator,
such that
fdis(t) = c Ûx(t). (2.3)
In the frequency domain, the dissipative force may be written as
fdis(ω) = (iω)cx(ω). (2.4)
From Eq. 2.4, the dissipative force is proportional to the angular frequency when expressed
in terms of the frequency dependent displacement.
While the viscous dashpot and its corresponding dissipative force, expressed in Eqs. 2.3
and 2.4, may not be representative of many physical damping mechanisms, it is a popular
damping model due to its convenient mathematical form. Specifically, the homogeneous
solution to the second order ordinary differential equation in Eq. 2.1 is an exponentially
decaying sinusoid for underdamped systems [1]. With the viscous dashpot, the oscillator
vibrates at a damped natural frequency, ωd , given by
ωd = ωn
√
1 − ζ2, (2.5)













With Eqs. 2.5–2.7, the homogeneous equation of motion for a viscously damped harmonic
oscillator may be written as
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Üx(t) + 2ζωn Üx(t) + ω2n x(t) = 0. (2.8)
2.3.2 Multiple Degree of Freedom Systems
Here, a multiple DOF system abstractly depicted in Fig. 2.2b is now considered. A multiple
DOF system may be thought of as many single DOF systems coupled together. Here, the
the system is modeled with a linear set of equations given in matrix form as(
K + (iω)2M
)
x(ω) + fdis(ω) = f(ω), (2.9)
where x is the displacement vector, f is the externally applied force vector, and K and M
are the stiffness and mass matrices respectively. In Eq. 2.9, damping is modeled with the
internal dissipative force vector, fdis. By modeling damping with a dissipative force in
Eq. 2.9, a specific damping model is not assumed. In Sec. 2.3.3, different possible damping
models are considered.
Finite Element Models
It is important to note that many FEMs result in a linear set of equations as expressed
in Eq. 2.9. Namely, FEMs generate global mass, damping, and stiffness matrices from
the governing equations of the dynamic system. Here, each row in the matrix equation
represents the equation of motion for a single DOF in the FEM. In the following section,
damping matrices will be introduced.
2.3.3 Damping Models
In this section, different dampingmodels that may by used to describe damping in a multiple
DOF system are presented. The objective of this section is to present the mathematical
framework for incorporating damping into the governing matrix equations. Here, the
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(a) (b)
Figure 2.2: Dynamic systems. Schematic of (a) single DOF system and (b) multiple DOF
system.
damping models are formulated in the frequency domain, as the present work primarily
focuses on the response due to harmonic excitation. In the following damping models, the
dissipative force is assumed to be proportional to the displacement response, such that
fdis(ω) = χ(ω)x(ω), (2.10)
where χ is a damping matrix. Substituting Eq. 2.10 into Eq. 2.9, the equation of motion for
a multiple DOF system in the frequency domain is(
K + χ(ω) + (iω)2M
)
x(ω) = f(ω). (2.11)
Viscous
Here, a viscous damping model is defined as a model that assumes the dissipative forces is
proportional to the velocity response. Consequently, the dampingmatrix defined in Eq. 2.11
may be expressed as
χ(ω) = (iω)C, (2.12)
where C is the viscous damping matrix. Substituting Eq. 2.12 into Eq. 2.11, the equation
of motion for a system with viscous damping is
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(
K + (iω)C + (iω)2M
)
x(ω) = f(ω). (2.13)
Viscoelastic
Viscoelastic damping models are primarily use to model material damping. These models
often model a material to have both viscous fluid like properties and elastic properties. A
significant amount of research has been conducted to formulate different viscoelastic models
that describe the response of a material due to an applied stress or strain [2]. Ultimately,
a viscoelastic material, or structure, may be modeled with a frequency dependent complex
modulus, Ẽ , given by
Ẽ(ω) = E′(ω) + iE′′(ω), (2.14)
where E′ and E′′ are the real and imaginary part, respectively, of the complex modulus.
Often times the real part may be referred to as the storage modulus, and the imaginary part
may be referred to as the loss modulus.
The complex modulus may be alternatively expressed in terms of a material loss factor,
such that
Ẽ(ω) = E′(ω) (1 + iη(ω)) . (2.15)





Note that the loss factor in Eq. 2.16 is frequency dependent, as it is expressed in terms of
the frequency dependent storage and loss modulus. For some structures, the loss factor
may be constant and independent of frequency. When this is the case, the damping is no
longer considered to be viscoelastic. This is a subtlety in terminology, as a viscoelastic
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dampingmodel assumes a systemwith hysteresis whose damping ismodeled via a frequency
dependent damping parameter. Regardless, we continue the formulation with the frequency
dependent loss factor in Eq. 2.16, which may be constant for some systems.
A viscoelastic damping model may be incorporated into the equation of motion by
expressing the damping matrix in terms of the loss factor and stiffness matrix, such that
χ(ω) = iη(ω)K. (2.17)
Substituting Eq. 2.17 into Eq. 2.11 yields(
K̃(ω) + (iω)2M
)
x(ω) = f(ω), (2.18)
where K̃ is the frequency dependent complex stiffness matrix given by
K̃(ω) = (1 + iη(ω))K. (2.19)
2.4 Modal Analysis
Throughout the present work, modal analysis is used as an alternativemethod for modeling a
multiple DOF system. In this section, the general concepts of modal analysis are introduced,
while saving much of the accompanying analysis for later chapters.
A multiple DOF system may be described by its normal modes of vibration. Here, the
normal modes represent the shape at which a structure may vibrate. Modal analysis aims
to model the response of each normal mode. As depicted in Fig. 2.3, the modes can often
be modeled as a damped harmonic oscillator with an effective modal mass, Mn, modal
damping, Cn, and modal stiffness, Kn. Each normal mode may then be modeled with the
relatively simple equation of motion of a damped harmonic oscillator. Modal analysis also
aims to quantify unique dynamic properties of each mode. These modal properties include
the mode shape, undamped natural frequency, ωn, and modal damping ratio, ζn. In this
17
Mode 1 Mode 2 Mode N
Figure 2.3: Schematic of modal analysis.
dissertation, modal analysis will be used to model the damping associated with a mode of
vibration, and predict the response of complex structure near resonance.
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Part II




Part II of this dissertation presents developed methods for deriving knowledge from models
and their solution. Here, models are considered to be any linear set of equations that
describe the damped dynamic system of interest. This of course includes FEMs, which
are constructed from FEM matrices. As previously discussed in Chapter 1, the goal of the
developed methods is to efficiently derive knowledge about the system of interest. Here, an
overview of the methods and their corresponding chapters is presented.
In Chapter 4, developed methods utilizing the Neumann series approximation are pre-
sented. The Neumann series approximation efficiently approximates the response of a
system given an initially evaluated FEM. Mathematically, the Neumann series is formu-
lated from the matrices of a FEM and its solution. Due to its formulation, the Neumann
series approximation aligns well with the core philosophy of this dissertation. Specifically,
the Neumann series approximation utilizes previously constructed and analyzed FEMs to
efficiently derive knowledge about a system of interest. As will be shown in Chapter 4, the
developed methods utilizing the Neumann series will allow one to predict how the response
of a dynamic system depends on its damping and any other model parameter. This knowl-
edge will be a powerful tool in the design process discussed in Chapter 1 and depicted in
Fig. 1.1, as it can inform a designer how a parameter should be changed in order to obtain
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a desired response, or produce a model with desired dynamic attributes.
While developing the methods that utilize the Neumann series approximation, three
research problems are addressed. The research problems, labeled as Neumann Problem
One, Neumann Problem Two, and Neumann Problem Three, are formally stated below.
Note that the three research problems are discussed in Chapter 4 with accompanying
detailed literature reviews.
Research Problem
Neumann Problem One: Develop a method to predict convergence characteristics
of the Neumann series.
Neumann Problem Two: Develop a method to accelerate the evaluation of the
Neumann series approximation.
Neumann Problem Three: Develop a method to predict sensitivities of a damped
structure with the Neumann series approximation.
In Chapter 5, a developed method that formulates loss factor images is presented. Prior
to the introduction of loss factor images, an expression for the system loss factor is first
derived. The system loss factor offers a quantitative metric for predicting and assessing
damping in a structure. By definition, the system loss factor represents the amount of
energy dissipated per energy stored over a cycle of vibration. The system loss factor and
loss factor image offers significant insight into the damping of a large complex structure.
Specifically, loss factor images may be used as visual tools for assessing where energy is
dissipated in a structure. This knowledge will be extremely useful for design applications,
where one may be interested in assessing the efficacy of applied damping treatments. As
will be shown, the system loss factor and the loss factor image may be readily computed
from FEMmatrices and their solutions. Consequently, the developed methods are intended
to efficiently derive knowledge from models and their solutions. Although relatively broad,
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the following research problem is addressed in Chapter 5. For consistency, the problem is
labeled as Loss Factor Problem.
Research Problem
LossFactorProblem: Develop an efficientmethod to quantify damping in a structure
from a forced response.
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Chapter 4
Analyzing Systems with the Neumann Series
Approximation
4.1 Introduction
In this chapter, developed methods that utilize the Neumann series approximation are
presented. The developed methods offer new analytical tools for efficiently analyzing large
complex dynamic systems. Here, the presented methods and analyses are applicable to any
linear dynamic system, and not specific to a unique structure. Due to the generality of the
methods, any linear vibrating structure with any damping model may be analyzed.
As background, when evaluating FEMs or any linear set of equations that model a
dynamic system, a linear solve must be performed. This will be discussed in more detain in
Sec. 4.2. However, in general, linear solves are computationally expensive due to the matrix
factorization that is often performed. When FEMs are very large, i.e. have many DOF, this
matrix factorization can become computationally crippling. As a result, efficient methods
for analyzing large models of complex dynamic systems is needed.
In the developed methods, the Neumann series approximation is used to approximate
the response of a perturbed dynamic system. Here, perturbation is defined as a change
from the nominal FEM. The Neumann series offers major computational advantages over
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the standard linear solve as it avoids any matrix factorizations when the nominal FEM
has already been evaluated. With the nominal FEM and its solution known a priori, the
Neumann series approximation is capable of rapidly evaluating the response of the perturbed
system. This capability allows for changes in design parameters to be readily analyzed by
avoiding the standard reevaluation of the entire FEM.
The developed methods presented in this chapter are intended to aid in the analysis of
complex systemswhose FEMs are often very large. As previouslymentioned, the developed
methods may be readily applied to FEMs and their corresponding matrices. Fundamentally,
the developed methods aim to efficiently gain knowledge and insight from precomputed
models of large complex dynamic systems. Rather than recomputing the entire model
for new design parameters, the developed methods predict how the system response will
change, and how the system response depends on such design parameters. In the present
work, the developed methods are applied to damped dynamic systems. Analyses will focus
on predicting how a system’s response will change due to changes in a damping parameter.
As previously stated, the developed methods may be applied to any damping model given
that the change in damping may be expressed as some effective change in the dynamic
stiffness matrix.
4.1.1 Contribution
Due to its significant computational advantages, the Neumann series has been previously
used to analyze linear mechanical problems. Consequently, application of the Neumann
series approximation to the analysis of damped dynamic systems is not new in itself. In-
stead, the contributions in the present chapter aim to improve the computational efficiency
and extend the analytical scope of the analysis of damped dynamic systems with the Neu-
mann series approximation. Specifically, three research problems, previously introduced in
Chapter 3 are addressed. The research problems are restated here.
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Research Problem
Neumann Problem One: Develop a method to predict convergence characteristics
of the Neumann series.
Neumann Problem Two: Develop a method to accelerate the evaluation of the
Neumann series approximation.
Neumann Problem Three: Develop a method to predict sensitivities of a damped
structure with the Neumann series approximation.
4.1.2 Literature Review
In the following paragraphs, a literature review for each research problem is presented.
Neumann Problem One — Predicting Convergence
To begin, the Neumann series approximation is only accurate when a convergence criteria
is met. Consequently, problems are often limited to analyzing small perturbations in
order to conservatively maintain such convergence criteria. When the Neumann series
approximation is applied, convergence is often predicted with a method developed by
Yamazaki et al. [3]. The method evaluates a convergence criterion that compares the final
expansion term to the series sum. This method, however, is limited to determining if the
series has converged, and does not predict any convergence characteristics, namely if the
series is convergent or divergent.
Note that predicting if a series has converged, compared to predicting if a series is con-
vergent, are fundamentally different. By predicting if a series is convergent, or divergent,
one knows if the series is able to converge. For example, if a series is convergent, additional
terms in the series may be evaluated in order to get a converged solution. In contrast, if a
series is divergent, adding terms will not improve the accuracy of the solution due to the
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divergent characteristics. As a result, before employing the Neumann series approxima-
tion, it is important to know the convergence characteristics, namely whether the series is
convergent or divergent. Here, we review the current methods for predicting convergence
characteristics of the Neumann series approximation.
First, it is well known that the Neumann series is convergent when its spectral radius is
less than one [4]. This will be discussed in more detail in Sec. 4.3.2. However, predicting
convergence characteristics by evaluating the spectral radius is computationally inefficient,
as it entails evaluating a costly eigenvalue problem. If the spectral radius is evaluated, all
computational savings provided by the Neumann series approximation are lost. As a result,
alternative methods for predicting convergence have been proposed.
To predict the level of divergence of the series approximation, Yuan et al. [5] proposed the
use of an adaptive indicator. In their method, the indicator is the number of expansion terms
in the Neumann series approximation computed once the convergence criteria proposed by
Yamazaki et al. [3] is met. The recorded indicator is then used to indicate when to switch
between the Neumann series approximation and the linear solve based on a predetermined
threshold. Here, the threshold is determined by finding the maximum number of expansion
terms that will preserve the computational efficiency of the approximation. The threshold
is system specific and is identified by comparing the respective computational cost of
evaluating the linear solve and expansion terms in the approximation. If the indicator reaches
the threshold before the convergence criteria is met, the evaluation method is switched from
the approximation to the linear solve. When this occurs, the total computational cost of
evaluating the response is equal to the cost required to evaluate the expansion terms plus
the cost of the linear solve itself. Based on the definition of the threshold, this is effectively
equal to double the computational cost of the linear solve. Although the method presented
by Yuan et al. [5] avoids the evaluation of the system’s spectral radius, it requires previous
knowledge of the system specific threshold and is relatively computationally intensive when
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the evaluation method is switched from the approximation to the linear solve.
The method proposed in this dissertation is significantly different from those mentioned
above as a new and efficient criterion for predicting a convergent series is presented. Here,
the method computes the ratio of adjacent terms in the series expansion and compares them
to a predetermined bound to determine if the approximation or the linear solve should be
implemented. If the computed ratio is less than the bound, the approximation is used,
where as the linear solve is used when the ratio is greater than or equal to the bound. The
bounds, computed in this dissertation, are determined from stochastic simulations and are
ubiquitous to all systems, allowing the proposed method to be easily implemented in any
problem. The proposed method also offers large computational advantages, as it requires a
small number of terms to be evaluated when evaluating the ratio. As a result, the method
efficiently predicts the convergence characteristics of a series and the appropriate evaluation
scheme early in the series expansion, while avoiding superfluous calculations.
Neumann Problem Two — Accelerating Evaluations
Currently, the standard method for evaluating the Neumann series approximation for the
response of a perturbed system utilizes the recursive nature of the power series. The method
represents the changes to the system as an equivalent change to the global system matrix.
Consequently, all changes to the system are grouped into one effective modification matrix.
With the effective modification matrix and the nominal FEM and its solution, each term in
the Neumann series is evaluated using a recursive relationship. The recursive relationship is
innate to the Neumann series, which is inherently a matrix power series. In this dissertation,
the previously described method for evaluating the Neumann series will be referred to as
the Recursive Power Method (RPM).
To the author’s knowledge, the RPMhas been considered the standard evaluationmethod
of the Neumann series approximation. It has been applied in a variety of problems including
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stochastic finite element analysis [3, 6, 7], interval analysis [8, 9], and fuzzy finite element
analysis [10]. Here, articles that evaluate the Neumann series approximation with the RPM
are referenced. Equations where a recursive relationship is employed are also provided for
each reference. Chakraborty et al. [6] used the Neumann series coupled with Monte Carlo
simulations for stochastic finite element simulations and the analysis of structures subjected
to random excitation. In their work, the total modification matrix was equal to the total
change in the dynamic stiffness matrix. The approximate response of the perturbed system
was evaluated with the recursive relationship defined in Eq. 31 of [6]. Lei et al. [7] employed
the Neumann series approximation for the dynamic analysis of structures with stochastic
parameters and also evaluated the series with the recursive relationship defined in Eq. 21
of [7]. In works by Qiu et al. [8] and Qiu et al. [9], the Neumann series approximation
was used to estimate the interval displacement bound for a structure subjected to interval
parameters. In both works, the approximation was evaluated with the recursive relationship
defined in Eqs. 30–32 of [8] and [9]. Furthermore, the Neumann series approximation was
employed in a work by Lallemand et al. [10], where it was used to evaluate an uncertain
eigenvalue problem for fuzzy finite element analysis. In their work, the series approximation
was evaluated with the recursive relationship defined in Eq. 13 of [10].
While the RPM has been used to evaluate the Neumann series approximation in previous
works due to its simplicity and computational savings, it is unable to offer any additional
computational advantages when the approximation is evaluated multiple times. This limi-
tation is caused by the formulation of the total effective modification matrix, which equates
all changes to the system to a single equivalent perturbation. Consequently, the resulting
change in system matrix must be reevaluated for each new parameter of interest, and the
entire approximation must be recomputed. In the proposed method, a new method for effi-
ciently evaluating the Neumann series approximation is presented. The method formulates
a new, but mathematically equivalent expression for the series expansion that is amenable
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to an accelerated evaluation. As a result, the proposed method offers major computational
advantages over the standard RPM.
The proposed method expresses the Neumann series approximation in terms of expan-
sion vectors scaled by the modification parameter of interest. The method requires an initial
computational investment to compute the expansion vectors, which will then allow for the
rapid evaluation of the approximation. In comparison to the standard evaluation method,
the proposed method does not compute an equivalent change in system matrix. Instead,
the proposed method evaluates the Neumann series approximation with respect to the mod-
ification parameters. For example, when a structure is perturbed by a change in elastic
modulus and density, the nominal dynamic stiffness matrix is perturbed by an effective
change in stiffness matrix and an effective change in mass matrix. By not equating the two
modifications to a total effective modification, the series expansion may be expressed in
terms of formulated expansion vectors and the change in elastic modulus and density.
Once precomputed and stored, these expansion vectors may be used to approximate
the response of the perturbed system for any value of the parameters of interest. This
will be extremely useful for iterative model updating methods that evaluate the frequency
response of a perturbed structure multiple times in search for optimal values of search
parameters. Furthermore, with the expansion vectors and new expression for the series
expansion, each term in the series may be readily evaluated with scalar–vector products and
vector–vector sums. As these evaluations require considerably less computations than the
standard evaluation method, the proposed method will provide substantial computational
savings. In this dissertation, the proposed evaluation method will be referred to as the
Liem–McDaniel Method (LMM).
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Neumann Problem Three — Predicting Sensitivities
Before presenting the literature review for Neumann Problem Three, it is important to
discuss the problem itself in more detail. For this problem, the sensitivities of a damped
dynamic structure are desired. By definition, the sensitivities of a system determine how
the variation in the output of a model can be apportioned to different sources of variation
in the model input [11]. In other words, the sensitivities characterize the change in model
output due to variation in the model input parameters. Knowledge of the sensitivities of a
structure serves as a powerful design tool, as one can determine necessary changes in model
parameters to obtain desired responses. In this chapter, an example is presented where
computed sensitives are used to predict damping properties that bring a FEM response into
agreement with measurements.
Currently, an analytical expression has been found to determine the sensitivities of a
system by differentiating the eigenvalue problem [12]. This approach, however, is limited
to structures with either proportional damping or no damping at all. In a more general case,
structures with hysteretic damping may be numerically analyzed using the finite difference
method, which estimates the sensitivity as a first order derivate found from either a forward,
backward, or central difference evaluation [13]. Due to the additional evaluations of the
system to estimate the first–order or second–order approximation, this method suffers from
high computational costs [14]. Additionally, the numerical precision and accuracy of the
finite difference method is highly sensitive to the step size used in the approximation.
To overcome the disadvantages of the finite difference method and iterative processes,
the method presented in this dissertation offers a robust and efficient analysis for accurately
determining the sensitivities of a damped dynamic structure. The method utilizes the
Neumann series approximation to allow for a convenient expression for a model response
that can be exactly differentiated. With the mathematical form of the approximation, the
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derivatives of the structure’s displacement response with respect to any model parameter of
interest is easily found. Interestingly, it will be shown that differentiating the exact equation
of motion with the perturbed dynamic stiffness matrix returns the same derivatives found
from differentiating the series approximation.
4.1.3 Organization
The remainder of this chapter is organized as follows. In Sec. 4.2, the linear solve is
presented, and the standard numerical method for solving a linear set of equations is
discussed. In Sec. 4.3, the theoretical foundation of the Neumann series is presented. This
section includes a derivation of the Neumann series, a discussion on the Neumann series
convergence criteria, and a derivation of a generalized expression for the Neumann series.
In Sec. 4.4, the Neumann series approximation is applied to the analysis of dynamic systems,
and used to approximate the displacement response of a perturbed structure. In Sec. 4.5,
Neumann Problem One is addressed, and the developed method for predicting convergence
characteristics of the Neumann series is presented. In Sec. 4.6, Neumann Problem Two
is addressed, and the developed method for accelerating the evaluation of the Neumann
series approximation is presented. The final research problem in this chapter, Neumann
Problem Three, is addressed in Sec. 4.7. Here, the developed method for predicting
sensitivities of a damped dynamic structure with the Neumann series approximation is
presented. Concluding remarks are then presented in Sec. 4.10.
4.2 Linear Solve
In this section, the standard numerical method for solving a linear set of equations is
reviewed. Throughout this dissertation, this standard evaluation method will be referred to
as the linear solve. Although everything presented in this section is well known, a present
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review of general concepts and terminology will be beneficial as the linear solve will be
frequently compared to the Neumann series approximation.
Here, we consider a linear set of equations withmatrixA ∈ RN×N , and vectors x ∈ RN×N
and b ∈ RN×N , given by
Ax = b. (4.1)
Note that Eq. 4.1, is of the same form as the equation of motion for a multiple DOF
system, previously expressed in Eq. 2.11. For example, in the context of a dynamic system,
A represents the dynamic stiffness matrix, x represents the displacement response, and
b represents the externally applied force. It is often the case that the dynamic stiffness
matrix and force vector is given, and one wishes to solve for the displacement response.
Consequently, given the matrix A and vector b, the vector x may be found by
x = A−1b. (4.2)
In Eq. 4.2, A−1 represents the inverse of the matrix A. Although Eq. 4.2 is expressed in
terms of the matrix inverse, it is often the case that the inverse itself is not computed [4].
Instead, the matrix is factorized. A common factorization, and the factorization employed
in the present work, is the Lower–Upper (LU) factorization. The factorization expresses
the matrix A as the product of a lower triangular matrix, L ∈ RN×N , and upper triangular
matrix, U ∈ RN×N , such that
A = LU. (4.3)
Note that the factorization in Eq. 4.3 may be viewed as the matrix formulation of Gaussian
elimination [4, 15]. Here, the matrices L and U are referred to as the LU factors.
With the LU factors, Eq. 4.3 may be substituted into Eq. 4.2 to obtain an alternative
expression for the linear set of equations, given by
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L (Ux) = b. (4.4)
The vector b is then found with a forward substitution and back substitution. This is done
by setting Ux = y, resulting in
Ly = b and Ux = y. (4.5)
The solution for the vector x is then found by:
1. Solve Ly = b for y with forward substitution.
2. Solve Ux = y for x with back substitution.






However, note that the inverse of the LU factors are not computed. Instead, due to the
particular form of the lower and upper triangular matrices, the solution is found by forward
and back substitution.
Note that themost computationally intensive task in the linear solve is the factorization of
the matrix in Eq. 4.3. To factorize the matrix, algorithms employing some modified form of
the Gaussian elimination is employed [15, 4]. As one metric to predict computational times,
this chapter will analyze floating–point operations (FLOPs). FLOP counts are obtained by
summing the amount of arithmetic associated with an algorithm, and may be used to
predict computing requirements. For example, the FLOP counts for an LU factorization,










, respectively. A summary of
FLOP counts for common operations is given in Table 4.1, with additional details provided
in Appendix A. Notice that the FLOP count for the LU factorization is relatively large
compared to other operations.
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Table 4.1: Summary of FLOP counts for common operations.
Description Fields Equation FLOP Count
Vector–vector sum a,b ∈ RN×1 a + b N
Vector–scalar product a ∈ R b ∈ RN×1 ab N
Vector-vector dot product a,b ∈ RN×1 a · b O (2N)
Matrix–matrix sum A,B ∈ RN×N A + B N2
Matrix–scalar product a ∈ R B ∈ RN×N aB N2


























In this dissertation, the process of solving a linear set of equations by factorizing a
matrix and performing a forward and back substitution will be referred to as a linear solve.
Although there are alternative factorization methods, Cholesky and QR to name a few,
we primarily focus on the LU factorization described above. Consequently, the use of the
inverse, A−1, in Eq. 4.2 serves the notational purpose of indicating that a linear solve is
performed.
To end this section, the inverse is briefly discussed as it will be referenced in later
sections. The inverse of a matrix is defined as
AA−1 = I, (4.7)
where I is the identity matrix. One method to compute the inverse is to factorize the matrix
A, as in Eq. 4.3, and then solve
AX = I, (4.8)
for X. This is described in more detail in Appendix A. Comparing Eqs. 4.7 and 4.8, the






FLOP counts. From Table 4.1, the FLOP count to compute the inverse is larger
than the FLOP count to perform the linear solve with a LU factorization and forward and
back substitution. For this reason, the matrix inverse is rarely computed, and the linear
solve is performed via a matrix factorization, as previously discussed.
4.3 Neumann Series Theory
In this section, the theoretical foundation of the Neumann series is presented. To begin, a
derivation of the Neumann series is presented in Sec. 4.3.1. The convergence criteria of the
series is then discussed in Sec. 4.3.2. In the final section, Sec. 4.3.3, a general expression
for the Neumann series is derived.
To begin, for a matrix A ∈ CN×N , the Neumann series is [4]




where I is the identity matrix. The Neumann series is valid for small A, such that
lim
P→∞
AP = 0. (4.10)
4.3.1 Derivation of Neumann Series
To derive the Neumann series in Eq. 4.9, begin by considering two matrix power series, S0








Ap = A1 + A2 + A3 + · · ·AP . (4.11b)
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Taking the difference between the two series, S0 − S1, results in(




A1 + A2 + A3 + · · ·AP
)
= I − AP . (4.12)
To simplify the Left Hand Side (LHS) of Eq. 4.12, A is factored out from the second matrix
power series, such that(




I + A1 + A2 + · · ·AP−1
)
= I − AP . (4.13)
By combining like terms, the expression is then simplified to
(I − A)
(
I + A1 + A2 + · · ·AP−1
)
= I − AP, (4.14)




Ap = I − AP . (4.15)
















Ap = I. (4.17)
Finally, premultiplying Eq. 4.17 by (I − A)−1 results in the Neumann series






As previously stated, the Neumann series is valid when the matrix A is small, such that
Eq. 4.10 is satisfied. Here, the validity of the Neumann series is more clearly defined by
introducing the convergence criteria
ρ(A) < 1, (4.19)
where ρ (A) is the spectral radius of the matrix A, defined as the largest absolute value of
the eigenvalues of the matrix, such that
ρ(A) = max {|λ1 |, · · · , |λN |} . (4.20)
Note that the statements in Eq. 4.10 and 4.19 are equivalent. Therefore, when Eq. 4.19 is
satisfied, Eq. 4.10 is also satisfied, and the the matrix power series in the Neumann series
convergences.
The equivalence betweenEqs. 4.10 and 4.19maybe shownby considering the eigenvector–
eigenvalue pair, (v, λ), and eigenvalue problem
Av = λv. (4.21)
From Eq. 4.21, it follows that
APv = λPv. (4.22)















which may be alternatively expressed as
v lim
P→∞
λP = 0. (4.25)
Since v is the eigenvector in Eq. 4.21 and v , 0, Eq. 4.25 results in
lim
P→∞
λP = 0, (4.26)
thus implying
|λ | < 1. (4.27)
Since Eq. 4.27 must be true for all eigenvalues of A, it is concluded that limP→∞AP = 0
when ρ(A) < 1. Therefore, Eq. 4.19 may act as convergence criteria for the Neumann
series, predicting that the series is convergent when ρ(A) < 1.
4.3.3 Generalized Neumann Series
In this section, a generalized expression for the Neumann series is derived in perpetration
of analyzing perturbations in dynamic systems. To begin, the matrix A is alternatively
expressed in terms of two matrices, B,C ∈ CN×N , such that
A = −B−1C. (4.28)























Applying the identity for the inverse of a matrix product, (YZ)−1 = Z−1Y−1, to the LHS of













Equation 4.31 may then be simplified to







which represents the Neumann series for the inverse of a perturbed matrix. Substituting






4.4 Application of Neumann Series to Dynamic Systems
In this section, the Neumann series is applied to the analysis of dynamic systems. To begin,
the equation of motion for a multiple DOF system, given in Eq. 2.11, is rewritten as
D(ω)x(ω) = f(ω), (4.34)
where ω is the angular frequency of oscillation, x is the displacement response vector, f is
the external force vector, and D is the dynamic stiffness matrix given by
D(ω) = K + χ(ω) + (iω)2M. (4.35)
In Eq. 4.35, the dynamic stiffness matrix is expressed in terms of the global stiffness matrix,
K, global damping matrix, χ, and global mass matrix, M. Note that a specific damping
model is not assumed in Eq. 4.35. Instead the damping matrix χ is used to model any
damping that follows the relationship given in Eq. 2.10. Recall, this relationship and
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damping model only assumes that the damping force is proportional to displacement. The
displacement response vector is found by solving Eq. 4.34, such that
x(ω) = D−1(ω)f(ω). (4.36)
In this chapter, the response of the modified system will be analyzed. The modified
system may be modeled by expressing the dynamic stiffness matrix as
D(ω) = A0(ω) + ∆A(ω), (4.37)
where A0 is the nominal dynamic stiffness matrix, equal to the sum of the nominal global
stiffness, damping, and mass matrices, such that
A0(ω) = K0 + χ0(ω) + (iω)
2M0, (4.38)
and ∆A is the total modification to the system. Considering multiple modifications, the




γ j(ω)A j(ω), (4.39)
where γ j are modification parameters, A j are the corresponding modification matrices, and
J is the total number of modifications. The variable γ j represents some change in model
parameter, and A j is the effect of its corresponding parameter on the system. For example,
if γ1 is some change in density and γ2 is some change in stiffness, then the modification
matrices A1 and A2 would be proportional to (iω)2M and K, respectively. Note that the
formulation of the dynamic stiffness matrix in Eq. 4.37 with the total modification matrix
defined in Eq. 4.39 enables the analysis of frequency dependent modification parameters.
This will be important when analyzing highly damped structures with frequency dependent
damping models.
Substituting the new expression for the dynamic stiffnessmatrix in Eq. 4.37 into Eq. 4.36,
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the displacement response is found to be
x(ω) = (A0(ω) + ∆A(ω))−1 f(ω). (4.40)
From Eq. 4.40, the displacement response is expressed in terms of the inverse of a perturbed
matrix. Consequently, the Neumann series may be applied to Eq. 4.40 by expressing the
inverse of the perturbed matrix in terms of the matrix power series defined in Eq. 4.32, with








Considering the nominal displacement response, x0, defined as
x0(ω) = A−10 (ω)f(ω), (4.42)

















In the present work, P is considered to be the order of approximation. From Eq. 4.33, the






The expression in Eq. 4.44 represents the approximate displacement response of a
modified dynamic system. The Neumann series approximation makes use of a precomputed
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solution of the nominal system, as the approximate displacement response is computed with
the nominal response, x0, and the inverse of the nominal dynamic stiffness matrix, A−10 .
Comparing Eqs. 4.40 and 4.44, it is clear that the Neumann series approximation offers
computational advantages in comparison to the standard linear solve, previously discussed
in Sec. 4.2, as it avoids any new matrix factorizations. In the following section, evaluation
of the Neumann series approximation with the recursive relationship and the standard RPM
is discussed.
4.4.1 Evaluating the Neumann Series
In this section the standard RPM for evaluating the Neumann series approximation is
presented and the computational efficiency of the approximation is examined. The standard
evaluation method utilizes the recursive relationship of the Neumann series. With the
recursive relationship, each term in the series is computed from the previous term. This











The recursive relationship is introduced as
yp(ω) = −A−10 (ω)∆A(ω)yp−1(ω). (4.48)
Note that the expressions for the vector term in Eqs. 4.47 and 4.48 are equivalent. However,
evaluation of Eq. 4.48 is computationally advantageous, as it decreases the amount of
computations by utilizing the recursive relationship. As a result, when evaluating the
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Neumann series approximation for a set order of approximation, P, the terms in the series are
evaluated with Eq. 4.48, and then summed to give the approximate displacement response as
expressed in Eq. 4.46. Evaluation of the Neumann series approximation with the recursive
relationship is formally stated in Algorithm 4.1. It should be noted that this method will
be revisited in Sec. 4.6, when the proposed method for accelerating the evlauation of the
Neumann series approximation is presented.
Algorithm 4.1 Evaluation of Neumann series approximation with standard RPM.
1: function approx_neumann_rpm(x0(ω), A−10 (ω), ∆A(ω), P)
2: Set y0(ω) = x0(ω).
3: for p = 1, . . . ,P do












A Note on the Inverse of the Nominal Dynamic Stiffness Matrix
The Neumann series approximation is computationally efficient as it does not have to
perform any matrix factorizations. From Eqs. 4.46–4.48, matrix factorizations are avoided
when the nominal system has been solved a priori. Specifically, when the nominal system
is solved with Eq. 4.42, both x0 and A−10 are known and may then be used to evaluate the
Neumann series approximation with Eqs. 4.46–4.48. In this section, we primarily focus on
the prior evaluation of A−10 .
It should be noted that Eq. 4.48 does not explicitly require the inverse of the nominal
dynamic stiffness matrix to be computed. Instead, the proposed method requires either
the inverse of the nominal dynamic stiffness matrix, or the decomposition of the nominal
dynamic stiffness matrix to be known. Specifically, when evaluating the nominal displace-
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ment response in Eq. 4.42, one may either compute the inverse of the nominal dynamic
stiffness matrix, A−10 directly, or factorize the nominal dynamic stiffness matrix as
A0(ω) = LU, (4.49)






Both methods, evaluating the inverse of A0 or factorizing A0, have their own advantages
and disadvantages. From Sec. 4.2, directly computing the inverse of a matrix is more
computationally expensive than factorizing a matrix. However, if the inverse is computed
and stored, Eq. 4.48 may be evaluated with matrix–vector products. This is computationally
advantageous to the forward and back substitutions that are required when the nominal
dynamic stiffness matrix is instead factorized. Consequently, predicting which method
is computationally advantageous from FLOP counts listed in Table 4.1, is dependent on
systems size and the number of times the approximation will be evaluated. Furthermore,
choosing the best method may be dependent on the problem type, the computing platform,
and the software that is used. For example, the efficiency of the method may be affected
by how the matrices are stored, or by the software’s internal algorithms that are employed
to accelerate computations. Additionally, the structure of the nominal dynamic stiffness
matrix may lend itself to a certain evaluation method. As a result, the method for which the
nominal displacement response is evaluated should be determined based on the problem
type and aforementioned considerations.
In this chapter, equations and algorithms will express the Neumann series in terms
of the inverse of A−10 . It is important to note that this does not explicitly mean that the
inverse of the nominal dynamic stiffness matrix was computed a priori. Instead, it is a
notational convention that represents a linear set of equations that may be solved with either
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the explicitly computed inverse of the nominal dynamic stiffness matrix, or the LU factors
of the nominal dynamic stiffness matrix.
In the examples presented in this dissertation, the nominal displacement response in
Eq. 4.42 is evaluated by factorizing the nominal dynamic stiffness matrix. The factorized
matrices are stored, and the terms in the Neumann series approximation are evaluated with
forward and back substitutions.
Speed Up of Neumann Series Approximation
To highlight the computational efficiency of the Neumann series approximation over the
standard linear solve, theoretical speed ups are computed from the FLOP counts of each
evaluation method. From Eq. 4.40, evaluation of the linear solve requires a matrix–matrix
sum, LU factorization, and a forward and back substitution. Using the exact FLOP counts












where N is the matrix dimension. The FLOP counts for the evaluation of the Neumann
series approximation is now considered. We assume that the nominal displacement response
in Eq. 4.42 was solved by factorizing the nominal dynamic stiffness matrix. Again, this
is just one option, and instead the inverse of the matrix could be directly computed. To
evaluate a Pth order of approximation with the standard RPM and Eqs. 4.46 and 4.48, (2P)







From Eqs. 4.51 and 4.52, it is clear that for large systems the Neumann series approx-
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, respectively. The most intensive computation in the linear solve is the fac-
torization of the new matrix, which is avoided in the Neumann series. A similar FLOP
count would be predicted for the evaluation of the Neumann series approximation if instead
the inverse of the nominal dynamic stiffness matrix was computed directly. This can be
confirmed by comparing the FLOPS for a matrix–vector product to that of a forward and
back substitution.
To quantify the efficiency of the Neumann series approximation, the speed up may be
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The speed up is plotted versus order of approximation, P, in Fig. 4.1 for four different
system sizes. From Fig. 4.1, the Neumann series approximation offers major computational
benefits, as the speed up is much greater than one for all systems analyzed. From Fig. 4.1,
and as predicted by Eq. 4.53, the speed up increases with system size. Consequently, the
Neumann series approximation is well suited for the analysis of large FEMs. It is important
to note that the speed up decreases with order of approximation. This is to be expected,
as more terms in the series are evaluated, and therefore more computations are required to
evaluate the approximation.
4.5 Predicting Convergence of the Neumann Series Approximation
Due to the large computational benefits of the Neumann series approximation, the objective
of the present work is to apply the approximation to the analysis of large complex damped
systems. However, when using the Neumann series approximation, it is important to know
the convergence characteristics of the Neumann series, specifically whether or not the series
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Figure 4.1: Speed up of Neumann series approximation relative to linear solve.
is convergent. The convergence criteria of the Neumann series was previously discussed
in Sec. 4.3.2, where it was concluded that convergence may be predicted by computing the
spectral radius. However, evaluation of the spectral radius in Eq. 4.45 is computationally
intensive, as it requires the maximum eigenvalue of the system matrix to be found, and
negates the computational benefits of the series approximation. In this section, a proposed
method for predicting if the Neumann series approximation will converge is presented. Note
that this addresses Neumann Problem One, previously described in Sec. 4.1.
Currently, convergence is often predicted with a method developed by Yamazaki et
al. [3]. The method evaluates a convergence criterion that compares the final expansion
term to the series sum. This method, however, is limited to determining if the series has
converged, and does not predict any convergence characteristics, specifically if the series
is convergent or divergent. In contrast, the proposed method presented in this section
predicts if the Neumann series is convergent or divergent. The method avoids the expense
of computing the spectral radius by predicting convergence using a ratio of adjacent terms
early in the evaluation of the series.
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4.5.1 Yamazaki Convergence Criterion
To begin, the Yamazaki convergence criterion is considered. When the approximation for
the displacement response is evaluated with Eq. 4.46 for order of approximation P, the
the convergence criterion proposed by Yamazaki et al. [3] may be used to determine if the






where δerr is a predefined tolerance, commonly taken to be δerr = 0.01, and | | · | | is the
2–norm of the vector argument. By definition, the 2–norm of a vector v ∈ CN is [16]




From Eq. 4.54, the convergence criterion compares the 2–norm of the Pth vector term in
the series, to the 2–norm of the vector sum of all terms. Note that the vector sum in the
denominator of Eq. 4.54 is equal to the approximate displacement response computed with
a Pth order of approximation, as given by Eq. 4.46. Recall that the convergence criterion in
Eq. 4.54 only predicts if the series has converged.
4.5.2 Predicting Convergence with a Modified Ratio Test
In this section, the proposed method for predicting if the Neumann series is convergent or
divergent is presented [17]. The proposed method is motivated by the d’Alembert ratio test
[18, 19, 20], which predicts if the infinite series
∑












 is the absolute value of the ratio of adjacent terms in the series. While the
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d’Alembert ratio test is formulated to predict the convergence of an infinite scalar series,
an analogous ratio test may be used to predict the convergence of an infinite vector series.






where rp is the ratio between the 2–norm of the pth and (p−1)th term in the series expansion.
From Eq. 4.55, it may be seen that the ratio, rp, in Eq. 4.57 is a positive real–valued scalar.
Although it is infeasible to evaluate the limit in Eq. 4.56 for the Neumann series
expansion in Eq. 4.46, the present work shows that general principles of the ratio test may
be applied and used as a tool to predict convergence. Specifically, the proposed method
computes the ratio of adjacent terms for a finite term, p = Pcheck, in the truncated series
expansion. The computed ratio is then compared to its corresponding predetermined bound,
where the series is predicted to be convergent if the ratio is less than the bound. In the
following section, characteristics of the ratio, rp, for convergent and divergent series are
observed with use of numerical simulations. Additional simulations are then presented in
the following section to compute the bounds on the ratios.
Ratio of Adjacent Terms
To illustrate the characteristics of the ratio in Eq. 4.57 for various systems, a numerical
simulation is performed. The simulation analyzes trends in the Neumann series for ran-
domly generated systems with a predefined spectral radius. By predefining the spectral
radius, the convergence characteristics of the series may be set, and both convergent and
divergent systems may be analyzed in the numerical simulation. In the simulation, sys-
tems are randomly generated with the predefined spectral radius using the function defined
in Algorithm 4.2. The function randomly generates the inverse of the nominal dynamic
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stiffness matrix, A−10 , and total modification matrix, ∆A. In the simulation a force vector,
f, is then randomly generated with elements randomly chosen from a normal distribution
with zero mean and unit standard deviation. The terms in the series approximation, yp, and
the displacement response, x, are then evaluated with Eqs. 4.48 and 4.46 respectively, for
order of approximation P. The ratio, rp, for each term in the series approximation is then
computed with Eq. 4.57.
Prior to discussing the results from the aforementioned simulation, the function defined
in Algorithm 4.2 is discussed. The function randomly generates the nominal system matrix
and modification matrix with a predefined spectral radius. Here the spectral radius of






To generate system matrices that have a set spectral radius, SR, the following eigendecom-
position is used
− A−10 (ω)∆A(ω) = QΛQ
−1, (4.59)
where Q is a square N × N matrix whose columns are the eigenvectors of −A−10 (ω)∆A(ω),
and Λ is a square N × N diagonal matrix whose diagonal elements are the corresponding
eigenvalues. Algorithm 4.2 randomly generates A0, Q, and Λ, and sets the maximum
element of Λ equal to the desired spectral radius, SR. Equation 4.59 is then solved for the
total modification matrix, ∆A.
In the simulation, a total of four structureswere generated. Two structureswere generated
with a spectral radius less than one, such that the series expansion was convergent, and two
structures were generated with a spectral radius greater than one, such that the series
expansion was divergent. The results are presented in Fig. 4.2 and depict distinct trends that
differentiate the convergent and divergent series. Figures 4.2a and 4.2b plot the 2–norm,
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Algorithm 4.2 Random generation of Neumann series system matrices.
1: function random_neumann_system(SR, N)
2: Randomly generate nominal dynamic stiffness matrix, A0(ω), with elements ran-
domly chosen from normal distribution, such that (A0(ω))i,j ∼ N(µ = 0, σ = 1).
3: Randomly generate matrix of eigenvectors, Q, with elements randomly chosen from
normal distribution, such that (Q)i,j ∼ N(µ = 0, σ = 1).
4: Randomly generate temporary diagonal eigenvalue matrix, Λtemp, with elements
randomly chosen from uniform distribution, such that (Λtemp)i,i ∼ U(0,1).
5: Compute inverse of nominal dynamic stiffness matrix, A−10 (ω).









7: Compute modification matrix with ∆A(ω) = −A0(ω)QΛQ.
8: return A−10 (ω) and ∆A(ω)
9: end function
| |yp | |, and ratio, rp, respectively, of the terms in the series expansion for each structure. As
would be expected, the terms in the series expansion tend to decrease for the systems with
a spectral radius less than one, indicative of a convergent series. In contrast, the terms tend
to increase for the systems with a spectral radius greater than one, indicative of a divergent
series. The corresponding ratios for each term in the expansion are plotted in Fig. 4.2b.
Although only P = 20 terms were evaluated in the series expansion, the general trends
predicted by the d’Alembert ratio test may be observed. From Fig. 4.2b, the ratios of the
convergent series remain less than one and the ratios of the divergent series remain greater
than one, due to the decreasing and increasing terms in the series respectively.
The results in Fig. 4.2 suggest that the ratio in Eq. 4.57 may indeed be used as a tool to
indicate if a series is convergent early in the evaluation of the series. However, it should be
noted that the results only represent a limited sample size of structures and are not adequate
to formulate general methods for identifying convergent series. As a result, additional
stochastic simulations must be performed to predict a bound on the ratio, rp, for each term,
p, in the series. From the following results, it will become apparent that such bounds are
necessary for predicting convergence when a finite number of terms are evaluated.
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Figure 4.2: Results characterizing convergent and divergent seres. Results plot (a) 2–norm
of term and (b) ratio of 2–norm of adjacent terms for systems with varying spectral radii,
SR.
Computing Bounds on Ratios
To predict bounds on the ratio, additional numerical simulations were performed. With
the same procedure described in the previous section, 50,000 systems were generated with
a spectral radius less than one, and 50,000 systems were generated with a spectral radius
greater than one. Each system was generated with N = 50 DOF. For each system, the
computed ratio, rp, for the p = 5,10, and 15 term is plotted versus the system’s spectral
radius in Fig. 4.3. In the plot, the blue circles and red triangles indicate convergent and
divergent series such that their corresponding spectral radius is less than and greater than
one, respectively. From the results, it may be observed that most convergent cases exhibit
ratios less than one and most divergent cases exhibit ratios greater than one, in accordance
with the d’Alembert ratio test. However, this general trend is not true for all systems,
specifically those with a spectral radius approximately equal to one. In this region, it may
be observed that there are divergent cases with ratios less than one, presenting a failure of
the ratio test. For these cases, the ratio presents a false positive error, predicting a convergent
series when the series is actually divergent. As a result, the minimum ratio of all divergent
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cases is computed and will be used to determine an appropriate bound on the ratios. Here,
the minimum divergent ratio is defined as
Bp = min Rp, (4.60)
where Rp is the set of ratios, rp, for the divergent cases in the stochastic simulation, and Bp
is the minimum of the set.
From Fig. 4.3, it may be seen that the minimum divergent ratio, Bp, plotted with the
black dashed line, may be used as a tool to predict if the series is convergent, as all ratios
less than the minimum divergent ratio correspond to convergent cases. An important facet
to the minimum divergent ratio is its dependence on the term in the series. This may be
observed by comparing the results in the various subplots in Fig. 4.3. In Fig. 4.3a, the
minimum divergent ratio for the p = 5 term is B5 = 0.7961. In contrast, the minimum
divergent ratio increases to B10 = 0.8625 and B15 = 0.9045 for the p = 10 and 15 term
respectively. The increase in the minimum ratio is due to the increase in term p, resulting
in a better characterization of the series. This may be better interpreted by recalling the
limit in the d’Alembert ratio test. As more terms in the series expansion are evaluated, such
that p approaches a large finite number, the ratio more accurately exhibits the properties of
the series. This may be observed by comparing Fig. 4.3c to 4.3a, where a larger percentage
of convergent and divergent systems have a ratio, r15, less than and greater than one,
respectively.
To estimate a bound on the ratios that may be used to accurately predict convergence,
the previous stochastic simulation which generated the results in Fig. 4.3 was repeated 1,000
times. For each simulation, the minimum ratio of the divergent cases, Bp, was found. A
Weibull Probability Density Function (PDF) was then fit to the minimum divergent ratios
and the corresponding Cumulative Distribution Function (CDF), FBp , was computed for
the terms p = 1 − 20 [21]. A Weibull distribution was chosen due to the good agreement
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Divergent CasesConvergent Cases Minimum Divergent Ratio
Figure 4.3: Results for single stochastic simulation analyzing randomly generated systems.
Results plot ratio versus spectral radius for terms (a) p = 5, (b) p = 10, and (c) p = 15.












































































Figure 4.4: Results for multiple stochastic simulations analyzing randomly generated
systems. Results plot histogram and PDF of minimum divergent ratios for terms (a) p = 5,
(b) p = 10, and (c) p = 15.
between the results and fitted distribution. The distributions of the minimum divergent
ratios, Bp, for the p = 5,10 and 15 term are displayed in Fig. 4.4 with the normalized
Weibull distribution.
The CDFs of the minimum divergent ratios were then used to estimate a bound on the
ratios, rp, by finding ratios, bp, that satisfy
FBp (bp) = 0.1, (4.61)
where bp is taken to be the bound on its corresponding ratio, rp. From Eq. 4.61, the bound,
bp, is defined such that the probability that the minimum divergent ratio, Bp, is less than or
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Figure 4.5: Statistical results for multiple stochastic simulations analyzing randomly gen-
erated systems. Results plot PDF and CDF of minimum divergent ratios for terms (a) p = 5,
(b) p = 10, and (c) p = 15.
equal to the bound, bp, is equal to 0.1. This may be observed in Fig. 4.5, where the fitted
PDF and CDF of the minimum divergent ratios for the p = 5,10 and 15 term are plotted.
Also in the figure, the bound, bp, is plotted with a black dashed line which is shown to
intersect the CDF at FBp = 0.1. To the right of the bound, the shaded region under the PDF
represents the probability that the minimum divergent ratio, Bp, is greater than the bound,
bp. From Eq. 4.61, this probability is equal to 0.9.
Bounds on Ratios
The computed bounds are plotted in Fig. 4.6 and tabulated in Table 4.2. It should be noted
that similar results were obtained when the stochastic simulation discussed in the previous
section was repeated using systems whose elements were complex–valued, with less than a
5% difference in results. Similar to the results observed in Fig. 4.3, the bounds on the ratios
tend to increase with the corresponding increase in the term p. This is again due to the
fact that the ratio better characterizes the convergent and divergent series as p approaches a
large finite number.
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Figure 4.6: Computed bound on ratio versus term in Neumann series expansion.
Table 4.2: Computed bounds on ratios for terms in Neumann series expansion.
Ratio Bound on Ratio Ratio Bound on Ratio
r1(ω) b1 = 0.5467 r11(ω) b11 = 0.8496
r2(ω) b2 = 0.6594 r12(ω) b12 = 0.8596
r3(ω) b3 = 0.6862 r13(ω) b13 = 0.8682
r4(ω) b4 = 0.7172 r14(ω) b14 = 0.8760
r5(ω) b5 = 0.7476 r15(ω) b15 = 0.8830
r6(ω) b6 = 0.7722 r16(ω) b16 = 0.8890
r7(ω) b7 = 0.7927 r17(ω) b17 = 0.8947
r8(ω) b8 = 0.8102 r18(ω) b18 = 0.9001
r9(ω) b9 = 0.8256 r19(ω) b19 = 0.9050
r10(ω) b10 = 0.8385 r20(ω) b20 = 0.9092
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Checking Convergence
In the proposed method, the bounds computed with Eq. 4.61 are used to predict if the series
in Eq. 4.46 is convergent. Specifically, the ratio, rp, for a given term in the series will
be computed and compared to the bound, bp. If the ratio is less than the bound, then the
series is predicted to be convergent. However, if the ratio is greater than the bound, the
convergence characteristics may not be predicted as the convergent and divergent cases are
indistinguishable above the bound. Implementation of the Neumann series approximation
with an initial convergence check is illustrated inAlgorithm4.3. For the desired convergence
checking term, Pcheck, Algorithm 4.3 predicts if the series is convergent. Furthermore, if
the computed ratio is less than its corresponding bound, such that the series is predicted to
be convergent, the displacement response is then approximated with Eq. 4.46. Here, a set
order of approximation, P, is not initially prescribed. Instead, the Yamazaki convergence
criterion in Eq. 4.54 is used determine when the series has converged. Note that this method
makes use of the precomputed terms, yp, that were used to evaluate the ratio, rp. From
Algorithm 4.3, if the ratio is instead greater than or equal to the bound, the displacement
response is computed with the standard linear solve.
It should be noted that the computed bounds can only provide an estimate of a series
convergence characteristics. However, from Eq. 4.61 and Fig. 4.5, the bounds have been
conservatively defined such that there is a large probability that the ratios for the divergent
cases are greater than the bound, thus resulting in a relatively low probability of inaccurately
classifying a divergent series as a convergent series. Specifically, with the bounds computed
from Eq. 4.61, there is a 10% probability that the proposed method will predict convergence
for a divergent series. An example presented in Sec. 4.9 will examine the accuracy of the
proposed method and computed bounds when predicting convergence.
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Algorithm 4.3 Prediction of convergence characteristics of Neumann series and evaluation
of displacement response.
Require:
1: Nominal system and response, A−10 (ω), and x0(ω).
2: Total modification matrix, ∆A(ω).
3: Force vector, f(ω).
4: Desired term in series to check for convergence, Pcheck.
5: Bound on ratio, bPcheck .
6: Desired convergence tolerance, δerr.
7: Compute terms in Neumann series, yp(ω), for p = 0,1, . . . ,Pcheck according to Eq. 4.48.
8: Compute ratio, rPcheck(ω), according to Eq. 4.57.
9: Set current order of approximation to P = Pcheck.
10: if rPcheck < bPcheck then





12: Increase order of approximation to P = P + 1.
13: Compute next term in Neumann series, yP(ω), according to Eq. 4.48.
14: end while
15: Compute approximate displacement response, x(ω), according to Eq. 4.46.
16: else
17: Compute displacement response, x(ω), with linear solve according to Eq. 4.40.
18: end if
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4.5.3 Analyzing the Spectral Radius
While on the topic of convergence, it is beneficial to discuss how the spectral radius of a
system depends on different dynamic properties of the system. Recall that in Sec. 4.3.2
it was shown that the spectral radius determines if the Neumann series is convergent.
Furthermore, for a convergent series, the rate at which a series converges is dependent on
the magnitude of the spectral radius. In general, a series will converge faster for a smaller
spectral radius. Here, the spectral radius’s dependence on dynamic properties is examined.
Namely, we consider how the spectral radius depends on the frequency of excitation, and
damping of the system.
To examine such trends, consider the eigenvalue problem that determines the spectral
radius in Eq. 4.58, expressed as(
− γ1(ω)A−10 (ω)A1(ω)
)
v = λv, (4.62)
where v and λ are an eigenpair of the system. Here, J = 1modification is considered and the
total modification matrix is expressed explicitly in terms of the modification parameter and
matrix, such that ∆A = γ1A1. Recalling that A0 is the nominal dynamic stiffness matrix,







ω2n + i2ζnωnω − ω2
, (4.63)
where ωn are the natural frequencies, ζn are the modal damping ratios, and ψn are the mass
normalized mode shapes for mode n of the nominal system. In Eq. 4.63, T represents the






n + i2ζnωnω − ω2
, (4.64)
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where the above denominator is the common denominator from the sum in Eq. 4.63, and S




















v = λ̃v, (4.66)






n + i2ζnωnω − ω2
. (4.67)
From Eq. 4.67, it is clear that the original eigenvalues, λ, and therefore the spectral
radius, defined in Eq. 4.20, depend on the excitation frequency and damping of the system
[23]. Although the original eigenvalues depend on the modified eigenvalues, defined
in Eq. 4.66, trends in frequency are dominated by the behavior of the denominator in
Eq. 4.67. Specifically, when the excitation frequency is near a resonant frequency, such
that ω ≈ ωn, the denominator in Eq. 4.67 approaches zero resulting in a relatively large
λ and corresponding spectral radius. Equation 4.67 also illustrates the spectral radius’s
dependence on the structure’s damping, which is modeled here with the modal damping
ratios, ζn. For structures with light damping, and therefore small modal damping ratios,
the denominator in Eq. 4.67 will be relatively small, resulting in a relatively large spectral
radius. In contrast, highly damped structures have relatively larger modal damping ratios,
thus resulting in relatively smaller spectral radius. Additionally, from Eq. 4.67, it is clear
that the spectral radius is dependent on the magnitude of the modification. For this specific
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case, where J = 1 modification was considered, the spectral radius is proportional to the
modification parameter, γ1.
In general, the spectral radius will be relatively large when the excitation frequency is
near a resonant frequency, the structure is lightly damped, and the modification is relatively
large. These trends will be observed in examples and results presented in the remainder of
this chapter.
4.6 Accelerating the Evaluation of the Neumann Series Approximation
In this section, Neumann Problem Two is addressed, and a method for accelerating the
evaluation of the Neumann series approximation is presented. The proposed method,
referred to as the LMM, expresses the Neumann series approximation in terms of expansion
vectors that are scaled by the modification parameters, γ j . When the expansion vectors are
precomputed and stored, the Neumann series approximation may be rapidly evaluated. As
a result, the proposed method will be most effective when the approximation is evaluated
for many values of the modification parameter. One caveat of the proposed method is
the initial computational investment needed to compute the expansion vectors. However,
analysis is presented to derive a recursive relationship and efficient method for evaluating
the expansion vectors.
The proposed method for accelerating the evaluation of the Neumann series approxi-
mation is formulated for problems with J = 1 parameter modification and J = 2 parameter
modifications. The main contribution of the present work is the formulation of the approx-
imation in terms of the expansion vectors, and the method for which the expansion vectors
are evaluated. This will be most prevalent for the J = 2 parameter modification case, where
the formulation of the expansion vectors is nontrivial.
In this section, the LMM is compared to the standard evaluation method, the RPM,
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formerly presented in Sec. 4.4.1. The RPM is reviewed in Sec. 4.6.1 and juxtaposed to the
LMM method presented in Secs. 4.6.2 and 4.6.3.
4.6.1 Recursive Power Method
In this section, the RPM, considered to be the standard evaluation method for the Neumann
series approximation, is repeated here for ease of readability. To begin, the RPM expresses




γ j(ω)A j(ω). (4.68)



















The standard evaluation method computes the terms in the series with the recursive rela-
tionship
yp(ω) = −A−10 (ω)∆A(ω)yp−1(ω), (4.72)
and then evaluates the approximate displacement response with Eq. 4.70. The RPM is
formally stated in Algorithm 4.1.
An important facet of the RPM is the representation of the total modification matrix via
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the sum of all modifications, as expressed in Eq. 4.68. By computing the total modification
matrix, the Neumann series approximation is then evaluated using the recursion property
discussed above. While the standard evaluationmethod utilizes the computational efficiency
of the recursive relationship of the Neumann series, it is unable to offer any additional
computational advantages when the approximation is evaluated multiple times, i.e. for
many values of γ j . This limitation is due to the evaluation of the total modification matrix,
∆A, which must be reevaluated for each new parameter of interest. As a result, for any new
modification, the entire approximation must be recomputed.
In Secs. 4.6.2 and 4.6.3, the proposed LMM for evaluating the Neumann series approx-
imation with J = 1 and J = 2 parameter modifications, respectively, is presented. The
proposed method formulates a new, but mathematically equivalent expression for the series
expansion that is written in terms of expansion vectors and modification parameters.
4.6.2 Liem–McDaniel Method with One Modification Parameter
In this section, the LMM for evaluating the Neumann series approximation with J = 1
modification parameter is presented. To begin, the total modification matrix is written
explicitly in terms of the modification parameter and modification matrix, such that
∆A(ω) = γ1(ω)A1(ω). (4.73)
Mathematically Equivalent Expression
Here, a mathematically equivalent expression for the Neumann series, originally expressed
in Eq. 4.69, is derived. To improve readability the frequency dependency (ω) is omitted in
the following analysis.
Substituting Eq. 4.73 into Eq. 4.69, the Neumann series approximation for J = 1


























where φp is the expansion vector for the pth term in the series expansion. Substituting







It is important to note that the expressions in Eqs. 4.69 and 4.77 are mathematically
equivalent. However, the new expression in Eq. 4.77 is written explicitly in terms of
expansion vectors and the modification parameter, γ1. As will be shown in Secs. 4.6.4 and
4.6.5, this will allow for the rapid evaluation of the approximation in Eq. 4.77 when the
expansion vectors are precomputed and stored.
Formulation of Expansion Vectors
A key component to the proposed method is the initial evaluation of the expansion vectors,
φp. To evaluate the expansion vectors, the following recursive relationship may be used
φp = −A−10 A1φp−1. (4.78)
Similar to the standard evaluation method, the pth expansion vector is computed from the
(p − 1)th expansion vector.
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4.6.3 Liem–McDaniel Method with Two Modification Parameters
In this section, the LMM for evaluating the Neumann series approximation with J = 2
parameter modifications is presented [24]. To begin, the total modification matrix is written
explicitly in terms of the modification parameters and modification matrices, such that
∆A(ω) = γ1(ω)A1(ω) + γ2(ω)A2(ω). (4.79)
Mathematically Equivalent Expression
A mathematically equivalent expression for the Neumann series, originally expressed in
Eq. 4.69, is derived. To improve readability the frequency dependency (ω) is omitted in the
following analysis.
Substituting Eq. 4.79 into Eq. 4.69, the Neumann series approximation for J = 2










Here, the effective modification matrices, B1 and B2, are introduced as
B1 = −A−10 A1 and B2 = −A
−1
0 A2. (4.81)








where the pth term in the series is a binomial raised to the power p. The series expansion
in Eq. 4.82 may be expressed in terms of each expanded binomial and may be observed by
writing out the first few terms
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1γ2 (B2B1B1 + B1B2B1 + B1B1B2)
+ γ1γ
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x0 · · · .
(4.83)
In Eq. 4.83, each term from the series in Eq. 4.82 is written in terms of the expanded















In the above expression, the mixed term in the binomial expansion, namely the matrix
that is scaled by γ1γ2, is written explicitly as the sum of all like matrices that arise from
the expansion. This is due to the fact that matrix multiplication is not commutative. For
example,
(B2B1 + B1B2) , 2B1B2 , 2B2B1. (4.85)
Consequently, each matrix term in the binomial expansion is formulated from a sum of like
terms. If we consider the binomial expansion to be written in terms of the expanded scalars
γn11 γ
n2
2 and their corresponding matrix, then such matrix is formulated from a sum of like
matrix terms. Here, the number of like matrices that result from the expanded binomial is










In Eq. 4.86, n1 is the power of the first modification parameter, γ1, and nΣ is the power of
the binomial expansion that is related to the powers of the modification parameters by
nΣ = n1 + n2, (4.87)
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where n2 is the power of the second modification parameter, γ2. For example, considering
again the p = 2 term written out in Eq. 4.84, the second term in the binomial expansion is
γ11γ
1
2 (B2B1 + B1B2)︸             ︷︷             ︸
C(1,2)=(21)=2
, (4.88)
where the number of like terms in the matrix sum is predicted, with Eq. 4.86, to be
C(1,2) = 2.
Now returning to the series approximation in Eq. 4.83, the nominal displacement re-
sponse vector, x0, may be distributed to the terms of the expanded binomial, resulting
in




















1γ2 (B2B1B1 + B1B2B1 + B1B1B2) x0
+ γ1γ
2






· · · ,
(4.89)
where every term in the series is now formulated from a scalar–vector product. This
may be better illustrated by introducing the expansion vectors φn1,n2 that are scaled by
their corresponding modification coefficients γn11 γ
n2
2 . Expressing Eq. 4.89 in terms of
modification coefficients and expansion vectors yields




















+ · · · .
(4.90)
Comparing Eqs. 4.89 and 4.90, each expansion vector, φn1,n2 , is formulated from a sum of
their corresponding C(n1,nΣ) like terms. As a result, a formal expression for the expansion
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where Pi(·) represents the ith matrix product of the matrix arguments, such that each product
Pi(·) has a different multiplication order of B1 and B2. For example, the expansion vector












B2B1B1 + B1B2B1 + B1B1B2
)
x0, (4.92)
where the C(2,3) = 3 ordered matrix products are P1 = B2B1B1, P2 = B1B2B1, and
P3 = B1B1B2. Note that Eq. 4.92 is in agreement with Eqs. 4.89 and 4.90.
With the expansion vectors and modification coefficients, a final expression for the
Neumann series approximation is found by recognizing that the number of expansion terms






= p + 1. (4.93)
The approximate displacement response may then be expressed explicitly in terms of the













Comparing Eq. 4.94 to Eq. 4.82, each pth term in the series expansion is now written
explicitly in terms of the corresponding binomial expansion [24]. Where each pth order
binomial expansion results in a sum of the Qp expansion vectors.
The expression in Eq. 4.94 ismathematically equivalent to the expression in Eq. 4.69. By




2 , are able to be pulled out in front of each expansion vector. As a result, when all
expansion vectors are precomputed and stored, the approximation in Eq. 4.94may be readily
evaluated for any value of γ1 and γ2. In comparison to the standard RPM which evaluates
the approximation with Eqs. 4.70 and 4.72, evaluating Eq. 4.94 will be significantly faster as
it only requires scalar–vector products and vector–vector sums. However, it should be noted
that the evaluation of the expansion vectors can be relatively intensive. In the following
section, an efficient method is presented that allows the expansion vectors to be easily
evaluated.
Formulation of Expansion Vectors
Here, a method for efficiently formulating the expansion vectors in Eq. 4.91 is presented.
The method utilizes the recursive nature of the binomial expansion which is elucidated with
Pascal’s triangle. Such recursion is depicted in Fig. 4.7, where it may be observed that
each expansion vector, φn1,n2 , is related to lower order expansion vectors. This relation is
conveniently illustrated in the form of Pascal’s triangle.
In Fig. 4.7, starting with nΣ = 0, the rows correspond to the order, nΣ, of the binomial
expansion, and the entries in the rows correspond to the terms in the expansion. With
respect to Eq. 4.94, the expansion terms are the the expansion vectors, φn1,n2 . From Fig. 4.7,
it may be observed that each expansion vector is constructed from expansion vectors from
the previous row by virtue of Pascal’s rule [27]. As a result, an alternative expression for
the expansion vectors is found to be
φn1,n2 =

x0 for n1 = 0 and n2 = 0
B1φ(n1−1),n2 for n1 , 0 and n2 = 0
B1φ(n1−1),n2 + B2φn1,(n2−1) for n1 , 0 and n2 , 0
B2φn1,(n2−1) for n1 = 0 and n2 , 0
. (4.95)
For example, with Eq. 4.95 and as observed in Fig. 4.7, the expansion vector φ2,1 in the
69
Figure 4.7: Formulation of expansion vectors with recursive relationship and Pascal’s
triangle.
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nΣ = 3 row is related to vectors from the nΣ = 2 row by
φ2,1 ≡ B2φ2,0 + B1φ1,1 ≡ B2 (B1B1x0) + B1 (B2B1x0 + B1B2x0) . (4.96)
The recursive relationship of the expansion vectors in Eq. 4.95 provides a computa-
tionally efficient method for evaluating the expansion vectors. Substituting the expression
for the effective modification matrices in Eq. 4.81 into Eq. 4.95, a final expression for the
expansion vectors is found to be
φn1,n2 =

x0 for n1 = 0 and n2 = 0
−A−10 A1φ(n1−1),n2 for n1 , 0 and n2 = 0
−A−10 A1φ(n1−1),n2 − A
−1
0 A2φn1,(n2−1) for n1 , 0 and n2 , 0
−A−10 A2φn1,(n2−1) for n1 = 0 and n2 , 0
. (4.97)
While Eq. 4.97 is mathematically equivalent to the expression in Eq. 4.91, it is sig-
nificantly computationally advantageous as it reduces the computations to matrix–vector
products and forward and back substitutions when the nominal dynamic stiffness matrix is
initially factorized.
4.6.4 Comparison of Methods
In this section, the standard RPMand proposed LMMare compared in order to better discern
both methods’ computational attributes. The procedures for evaluating the approximate
displacement responsewith the twomethods and a Pth order of approximation are depicted in
Fig. 4.8. Figures 4.8a and 4.8b illustrate the RPM and LMM, respectively, for the evaluation
of the Neumann series approximation with J = 1 parameter modification. Likewise,
Figs. 4.8c and 4.8d illustrate the RPM and LMM, respectively, for the evaluation of the
Neumann series approximation with J = 2 parameter modifications.
Considering the proposed LMM, depicted in Figs. 4.8b and 4.8d, the Neumann series
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approximation is evaluated by first evaluating and storing the expansion vectors. Note that
the expansion vectors are evaluated with the recursive relationship expressed in Eq. 4.78 for
the J = 1 parameter problem, and Eq. 4.97 for the J = 2 parameter problem. With the stored
expansion vectors, the terms in the series are then computed with scalar–vector products
of the modification parameters and expansion vectors. The approximate displacement
response is then evaluated by summing the terms in the series.
In comparison to the proposed evaluation method, the RPM does not require any
initial computational invest. Instead, for any new value of the modification parameter, γ j ,
the entire approximation must be recomputed, beginning with the evaluation of the total
modification matrix, ∆A. Consequently, the RPM will result in a faster evaluation time
when the displacement response is only evaluated for one set of values for the modification
parameters. However, the LMM offers the advantage of an accelerated evaluation once
the expansion vectors are precomputed and stored. This may be observed in Fig. 4.8 by
examining the procedures in the shaded box for both methods. These steps correspond
to the steps performed when the displacement response is evaluated for new values of the
modification parameters. Here, the LMM requires significantly less computation than the
RPM when the expansion vectors are initially computed. This is because the LMM only
requires the evaluation of scalar–vector products and vector–vector sums, where as the
RPM requires the evaluation of matrix–vector products and forward and back substitutions.
From the FLOP counts listed in Table 4.1, the computations required for the LMM are
significantly less than those required for the RPM. As a result, the initial computational
investment of evaluating the expansion vectors in the LMM will offer major computational













































Figure 4.8: Comparison of evaluation methods of the Neumann series approximation.
Depicted methods include (a) standard RPM (b) and proposed LMM for one parameter
modification, and (c) standardRPM(d) and proposedLMMfor twoparametermodifications.
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Table 4.3: Summary of CPU timing tests that compare evaluation methods of the Neumann
series approximation.





4.6.5 Central Processing Unit Timing Tests
To end this section, results from Central Processing Unit (CPU) timing tests are presented
to illustrate the previously discussed computational attributes of the standard RPM and
proposed LMM. The CPU timing tests are performed to measure the CPU time required to
evaluate the Neumann series approximation for J = 1 and J = 2 parameter modifications.
Results presented are from tests performed on a machine with a 2.9 GHz dual–core Intel
Core i5 processor (Intel, Santa Clara, CA). All simulations and CPU timing tests are
programmed and and executed in Matlab.
A total of four different timing tests were performed for the J = 1 and J = 2 parameter
problems. The timing tests differed in the number of evaluations performed, i.e. the number
of times the Neumann series approximation was evaluated. A summary of the four timing
tests is given in Table 4.3. In the four timing tests, the response of a randomly generated
system was analyzed with the Neumann series approximation. The timing tests measured
the CPU time required to evaluate the Neumann series approximation with the RPM and
LMM.
The systems analyzed in the timing tests are now described. With use of Algorithm 4.2,
the nominal dynamic stiffness matrix, A0, and total modification matrix, ∆A, was randomly
generated for a set spectral radius SR = 0.5, and system size N = 5,000. For the timing
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tests that analyzed the J = 1 parameter problem, the total modification matrix was used to
find the modification parameter and matrix
∆A = γ1(ω)A1(ω), (4.98)






Similarly, for the timing tests that analyzed the J = 2 parameter problem, the total modifi-
cation matrix was used to find the modification parameters and matrices
∆A = γ1(ω)A1(ω) + γ2(ω)A2(ω), (4.100)
such that the randomly generated matrices returned the desired spectral radius
SR = ρ
(
−A−10 (ω) (γ1(ω)A1(ω) + γ2(ω)A2(ω))
)
. (4.101)
A force vector, f, was then generated with elements randomly chosen from a normal
distribution with zero mean and unit standard deviation, and the nominal displacement
response, x0, for the randomly generated system was found with Eq. 4.42. The same
randomly generated system, defined by A0, x0, γ j , and A j , was used for all four different
timing tests. Specific details pertaining to the J = 1 and J = 2 parameter problems, and
results of the CPU timing tests are presented in the following sections.
From Table 4.3, the four different timing tests evaluated the Neumann series approxi-
mation a different number of times. Specifically, each timing test measured the CPU time
required to evaluate the Neumann series approximation for different values of the modifica-








γ1(ω) for s = 1,2, . . . ,Neval. (4.102)













γ2(ω) for s = 1,2, . . . ,Neval. (4.103b)
For example, in Timing Test I only one value of the modification parameter is evaluated
with the Neumann series approximation, γ j(ω) = γ j(ω). Alternatively, in Timing Test
II, the Neumann series approximation is evaluated for Neval = 5 values of γ j(ω) given
by Eqs. 4.102 and 4.103. Note that the maximum value of the modification parameter is
γ j(ω) = γ j(ω). Consequently, from Eqs. 4.100 and 4.101, and with the set spectral radius
SR = 0.5, the Neumann series approximation will remain convergent for all evaluations in
the timing tests.
Here, the objective of the CPU timing tests is to determine the efficiency of the proposed
LMMrelative to the standardRPM.Furthermore, with the four different timing tests, benefits
of the LMMmay be observedwhen the Neumann series approximation is evaluatedmultiple
times.
One Parameter Modification
In this section, results from the CPU timing tests that analyzed the J = 1 parameter problem
are presented. Figure 4.9 plots the measured speed up of the proposed LMM from the four
different timing tests. Here the speed up is found by taking the ratio of the measured CPU
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Figure 4.9: Results from Timing Test I–IV for J = 1 parameter modification. Results plot
speed up of LMM relative to RPM versus order of approximation.
speed up =
CPU time required for RPM
CPU time required for LMM
. (4.104)
The timing tests were performed for different orders of approximation, P.
From Fig. 4.9, the speed up for Timing Test I is approximately one, indicating that
the CPU time required to evaluate the Neumann series approximation with the LMM
and RPM are approximately equal. The measured CPU time for the LMM and RPM
from Timing Test I is listed in Table 4.4. When the Neumann series approximation was
evaluated with the LMM, the CPU time required to precompute the expansion vectors,
φp, with Eq. 4.78 was measured. Subsequently, the CPU time required to evaluate the
approximation with Eq. 4.77 was measured. As would be expected, the CPU time required
to evaluate the expansion vectors increases with order of approximation. The results also
show that the time required to evaluate the approximation with the proposed method is
significantly less than the time required to precompute the expansion vectors. This would
also be expected, as the evaluation of the approximation only requires scalar–vector products
and vector–vector sums, which is equivalent to a matrix–vector product. In contrast, the
evaluation of the expansion vectors requires matrix–vector products and forward and back
substitutions. As a result, with the precomputed expansion vectors the approximation may
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Table 4.4: Results from Timing Test I for J = 1 parameter modification. Measured CPU
time required to evaluate Neumann series approximation with LMM and RPM.
Proposed LMM Standard RPM
Evaluate Expansion Vectors Evaluate Approximation Evaluate Approximation
P = 5 0.1585 s 5 × 10−4 s 0.1792 s
P = 10 0.3379 s 5 × 10−4 s 0.3631 s
P = 15 0.5436 s 5 × 10−4 s 0.5507 s
P = 20 0.7465 s 5 × 10−4 s 0.7366 s
be rapidly evaluated. This will be discussed more when the results from Timing Tests II–IV
are analyzed. Returning to Table 4.4, notice that the CPU time required to evaluate the
approximation with the RPM is close to the total time required to implement the LMM, the
sum of the times to evaluate the expansion vectors and approximation. This is because the
LMMdoes not add any computational operations to the standard RPM. Instead, for the J = 1
parameter problem, the proposed method simply rearranges terms in the series expansion
and introduces the expansion vectors for later use. This can be seen by looking back to
Eqs. 4.74–4.78. Therefore, as observed from Fig. 4.9 and Table 4.10, when evaluating the
Neumann series approximation for J = 1 parameter modification, and one value of the
modification parameter, the required CPU time for the proposed and standard evaluation
methods are approximately equal.
The proposed LMM offers major computational advantages when the response is eval-
uated multiple times, at which point the initial computational investment to precompute the
expansion vectors pays dividends. This is illustrated by the measured speed up plotted in
Fig. 4.9, where the speed up increases for Timing Test II, III, and IV. Recall from Table 4.3,
that the number of evaluations increases for each timing test. Consequently, the observed
increase in speed up is due to the increase in the number of times the Neumann series
approximation is evaluated with the LMM. The results may be better interpreted with Figs.
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4.10a, 4.10b, and 4.10c, which plot the measured CPU time for Timing Test II, III, and IV
respectively. In each figure, the CPU time required to evaluate the multiple responses with
the LMM is depicted with the stacked blue bars. The dashed blue bars indicate the time
required to evaluate the expansion vectors, and the solid blue bars indicate the total time
required to evaluate the approximate displacement response. Since the expansion vectors
defined in Eq. 4.78 are independent of the values of the modification parameter, γ1, and
the number of evaluations, the time to evaluate the expansion vectors are the same for
each timing test. The total CPU time required to evaluate the multiple responses with the
standard RPM is indicated with the solid orange bars.
The results in Fig. 4.10 show that immediate computational savings are achieved with
the LMM when the approximation is evaluated multiple times. Here, the rate at which the
CPU time increases with the number of evaluations is drastically different for the LMM
and RPM. This is due to the rapid evaluation of the approximation with Eq. 4.77 once the
expansion vectors are precomputed and stored. This accelerated evaluation is depicted in
Fig. 4.10, as the total time required to evaluate the responses with the LMM, indicated with
the stacked blue bars, increases very little with the increase in the number of evaluations.
Note that when multiple evaluations are performed with the LMM, only Eq. 4.77 has to be
evaluated, as depicted in Fig. 4.8b, resulting in small increases in the CPU time required
to evaluate the approximation. In contrast, the computing time for the RPM approximately
scales with the number of evaluations since the entire approximation must be recomputed
for every new value of the modification parameter, as depicted in Fig. 4.8a. This is reflected
in the CPU timing test results and measured speed up presented in Figs. 4.10 and 4.9
respectively. The results indicate that the proposed LMM offers significant computational
savings when the Neumann series approximation is evaluated multiple times.
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Figure 4.10: Results from Timing Test II–IV for J = 1 parameter modification. Results
plot measured CPU time required to evaluate Neumann series approximation with LMM
and RPM for (a) Timing Test II, (b) Timing Test III, and (c) Timing Test IV.
Two Parameter Modifications
In this section, results from the CPU timing tests that analyzed the J = 2 parameter problem
are presented. First, the measured speed up computed from results of the four timing tests
is presented in Fig. 4.11. Comparing Figs. 4.9 and 4.11, the results for the J = 1 and J = 2
parameter problems are noticeably different. First, the measured speed up of the proposed
evaluation method is much less for the J = 2 parameter problem. Furthermore, the speed
up is less than one for Timing Test I at all orders of approximation. This indicates that the
proposed LMM required more CPU time than the standard RPM for Timing Test I.
To better interpret the speed up plotted in Fig. 4.11, the results from Timing Test I are
presented in Table 4.5. Here, the measured CPU time required to evaluate the Neumann
series approximation for J = 2 parameter modifications with the LMM and RPM are listed.
The time required for the LMM is again separated into the time required to precompute
the expansion vectors, φn1,n2 , with Eq. 4.97, and evaluate the approximation with Eq. 4.94.
Comparing Tables 4.4 and 4.5, the time to evaluate the expansion vectors is much greater
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Figure 4.11: Results from Timing Test I–IV for J = 2 parameter modifications. Results
plot speed up of LMM relative to RPM versus order of approximation.
Table 4.5: Results from Timing Test I for J = 2 parameter modifications. Measured CPU
time required to evaluate Neumann series approximation with LMM and RPM.
Proposed LMM Standard RPM
Evaluate Expansion Vectors Evaluate Approximation Evaluate Approximation
P = 5 1.1402 s 0.6 × 10−4 s 0.3781 s
P = 10 4.2560 s 2.3 × 10−4 s 0.7585 s
P = 15 9.6658 s 5.5 × 10−4 s 1.1276 s
P = 20 17.2474 s 7.1 × 10−4 s 1.5032 s
is much more intensive when there are J = 2 modification parameters, as observed from
Eqs. 4.78 and 4.97. Recalling Eqs. 4.93 and 4.94, the new expression for the Neumann
series approximation requires that for each p term in the series, a total of Qp expansion
vectors must be computed with Eq. 4.97. As a result, the initial computational investment
and CPU time required to evaluate the expansion vectors is relatively large, especially for
large order of approximation P. This is reflected in the results in Table 4.5, where the
measured CPU time required to evaluate the expansion vectors was more than the CPU time
required to evaluate the approximation itself with the RPM.
The proposed LMM is computationally advantageous when the Neumann series approx-
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imation is evaluated multiple times. By precomputing and storing the expansion vectors,
the evaluation of the Neumann series approximation is significantly accelerated. From
Table 4.5, notice that the evaluation of the approximation with the LMM is about three
orders of magnitude faster than the evaluation with the RPM. This acceleration is attributed
to the new formulation of the Neumann series approximation, and the relatively minor
computations required to evaluate Eq. 4.94 when the expansion vectors are precomputed
and stored.
The benefits of the proposed method are observed in Figs. 4.12a, 4.12b, and 4.12c,
which plot the measured CPU time for Timing Test II, III, and IV, respectively, for the
J = 2 parameter problem. The accelerated evaluation of the LMM is highlighted in
Fig. 4.12, as the total time required to evaluate the responses with the LMM, indicated with
the stacked blue bars, increases very little with the increase in the number of evaluations.
For example, from Figs. 4.12a and 4.12c, the total CPU time required to evaluate the
displacement response 5 and 15 times with a P = 5 order of approximation and the LMM
was measured to be 1.1406 s and 1.1410 s respectively. In comparison, the total time to
evaluate the displacement response 5 and 15 times with a P = 5 order of approximation and
the RPM was measured to be 1.9205 s and 5.8840 s respectively. As would be predicted,
the computing time for the RPM approximately scales with the number of evaluations since
the entire approximation must be recomputed for every new set of modification parameters,
as depicted in Fig. 4.8c. In contrast, the computing time for the LMM only marginally
increases with the number of evaluations since the computations required to evaluate the
approximate response are very minor once the expansion vectors are precomputed.
As previously discussed, the initial investment to compute the expansion vectors is larger
for the J = 2 parameter problem in comparison to the J = 1 parameter problem. As a result,
the computational savings of the proposed LMM are not immediately achieved. Instead,
the standard RPM is faster when the approximate displacement response is evaluated for a
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Figure 4.12: Results from Timing Test II–IV for J = 2 parameter modifications. Results
plot measured CPU time required to evaluate Neumann series approximation with LMM
and RPM for (a) Timing Test II, (b) Timing Test III, and (c) Timing Test IV.
small number of modification parameters. However, as the number of evaluations increases,
the computational investment of precomputing the expansion vectors becomes favorable,
as a significant amount of computing time is saved when evaluating the response with the
LMM and Eq. 4.94. This may be observed in Fig. 4.11, where it is seen that the RPM is
generally the faster method when the response is evaluated 1 or 5 times, evident by a speed
up less than one, but is generally slower than the LMM when the response is evaluated
10 or 15 times, evident by a speed up greater than one. Also observed in Figs. 4.11 and
4.12 is the trade–off between computing time and the order of approximation. Since the
initial computing time required to evaluate the expansion vectors increases with the increase
in order of approximation, P, a larger number of evaluations must be performed to attain
computational savings at larger orders of approximation.
4.7 Computing Sensitivities with the Neumann Series Approximation
In this section, Neumann Problem Three is addressed, and a method for predicting the
sensitivities of a damped structure with the Neumann series approximation is presented.
As previously discussed in Sec. 4.1, the sensitivities characterize how a model’s output
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depends on variation in a model’s input parameters. When the sensitivities are known,
model parameters that give a desired output response may be readily found.
Here a method for finding the sensitives of a system’s displacement response with re-
spect to a model parameter of interest is presented. The method utilizes the Neumann series
approximation for the displacement response of a system modified by J = 1 modification
parameter, γ1. The sensitivities are found by differentiating the Neumann series approx-
imation with respect to the modification parameter to compute the higher order partial
derivatives of the displacement response. The computed partial derivatives represent the
sensitivities of the system, as they predict how the displacement response will change with
changes in the modification parameter.
In Sec. 4.7.1, expressions for the sensitivities computed with the Neumann series ap-
proximation are derived. A proposed model updating method that utilizes the computed
sensitivities is then presented in Sec. 4.7.2.
4.7.1 Deriving Expressions for Sensitivities
To begin, the Neumann series approximation for J = 1 parameter modification in Eq. 4.77
is written out in terms of the expansion vectors, such that
x(ω) ≈ φ0(ω) + γ1(ω)φ1(ω) + γ21(ω)φ2(ω) + γ
3
1(ω)φ3(ω) + · · · + γ
P
1 (ω)φP(ω). (4.105)
The derivative of the displacement response with respect to the modification parameter is
then found by differentiating both sides of Eq. 4.105, resulting in
∂x(ω)
∂γ1(ω)
= φ1(ω) + 2γ1(ω)φ2(ω) + 3γ
2
1(ω)φ3(ω) + · · · + Pγ
P−1
1 (ω)φP(ω). (4.106)
In the present work, the partial derivative evaluated about the nominal response is desired.
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Equation 4.107 represents the sensitivity of the displacement response taken about γ1 = 0.
In other words, the first order derivative may be used to predict how the displacement
response will change with the modification parameter near the nominal response, x0.
Higher order derivatives may be found by further differentiating the Neumann series
approximation. For example, the second order derivative is found by differentiating both
sides of Eq. 4.106 with respect to the modification parameter, such that
∂2x(ω)
∂γ21(ω)
= 2φ2(ω) + 6γ1(ω)φ3(ω) + · · · + (P − 1)Pγ
P−2
1 (ω)φP(ω). (4.108)







By differentiating the series expansion p times and evaluating at the nominal, a general








From Eq. 4.110, the sensitivities of the system are proportional to the expansion vectors
previously defined in Eq. 4.76.
A recursive relationship for the derivatives may be found by evaluating the (p − 1)th








= (p − 1)!φp−1(ω). (4.111)
Recalling the recursive relationship of the expansion vectors in Eq. 4.78, the pth and (p−1)th

















Here, it is shown that each higher order derivative may be computed from the previous
lower order derivative. Finally, an equivalent expression for the derivatives is found by













Equations 4.112 and 4.113 give an expression for the exact derivatives found by differen-
tiating the approximated displacement response. Interestingly, the same expression is also
found when the exact equation of motion is differentiated with respect to the modification
parameter, γ1. Here, exact refers to the expression found without using the Neumann series
approximation. The derivation and results are presented below.
Alternative Derivation of the Sensitivities of the System
To find the partial derivatives of the displacement response without the Neumann series
approximation, the equation of motion for J = 1 parameter modification is expressed below
(A0(ω) + γ1(ω)A1(ω)) x(ω) = f(ω). (4.114)
The derivatives of the displacement are then found by directly differentiating the equation
















As the nominal dynamic stiffness matrix, A0, modification matrix, A1, and force vector, f,














The derivative of the displacement response with respect to the modification parameter γ1





= −A−10 (ω)A1(ω)x0(ω). (4.118)
By continuing to differentiate Eq. 4.114, a general expression for the higher order derivatives













As a result, the derivatives in Eqs. 4.118 and 4.119, found by directly differentiating the
equation of motion, are identical to those found by differentiating the series approximation
shown in Eq. 4.113. Therefore, it can be concluded that the derivatives found from the
Neumann series expansion are in fact the exact derivatives of the displacement response
and the analytical solution for the sensitivities of the system.
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Alternative Expression for the Approximate Displacement Response
With these sensitivities, an expression for the displacement response may also be written
using the Taylor series approximation about the nominal, γ1 = 0, such that














Interestingly, when substituting in the expressions for the partial derivatives from Eq. 4.119
into Eq. 4.120, the Neumann series in Eq. 4.105 is produced. Although derived in different
ways, both the Neumann series and Taylor series result in the same approximation and add
valuable insight to the method.
Deriving the approximation with the Neumann series provides a clear criteria for conver-
gence dependent on the spectral radius. Such convergence criteria is vital when determining
if the approximation is valid, and howmany terms will be needed for a good approximation.
By considering the approximation in the form of the Taylor series in Eq. 4.120, a method
for solving for γ1 given a desired displacement response is formulated. This method is
presented in the following section.
4.7.2 Model Updating Method with Sensitivities
In this section, the derived sensitivities are employed in a proposed model updating method.
The method predicts the change needed in a model to give a desired displacement. Here,
the change in the model is represented with the modification parameter, γ1, and the desired
displacement response is represented with x?. Note that the star, ?, is used to indicate the
desired response and is not intended to represent a complex conjugate.
The proposed method sets the desired displacement response equal to the approximate
displacement response in Eq. 4.120, such that
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In Eq. 4.121, the LHS of the equation represents the desired response and Right Hand Side
(RHS) of the equation represents the approximated model response given a change in model
parameter. In order for the model response to match the desired response, the necessary
modification, γ1, must be determined such that both sides of Eq. 4.121 are equal to each
other. The determined value of γ1 will then determine the change needed in the model
parameter of interest.





















































where the subscript m denotes the mth DOF. By computing the P higher order derivatives
with Eq. 4.112, and substituting them into Eq. 4.123, a Pth order polynomial in γ1 is
returned.
With the Pth order polynomial set equal to zero in Eq. 4.123, the desired modification,
γ1, may be found by solving for the roots of the polynomial [23]. Note that when P is larger
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than one, such that the approximation is no longer linear in γ1, there will be multiple roots
and values of γ1 that will satisfy Eq. 4.123. When this occurs, one must identify those
values of γ1 for which the approximation in Eq. 4.105 is accurate. This may be done by
tracking the convergence of the γ1 values, such that each acceptable γ1 value converges as
the order of the polynomial is increased. It may be possible that more than one acceptable
value of γ1 is found, in which case one must employ other information about the problem to
obtain a unique estimate of γ1. For example, if the parameter γ1 is known to be real–valued,
then any complex roots may be disregarded. Similarly, if there is a known bound on the
parameter, then only roots within such bound may be considered as valid estimates.
4.8 Recap of Neumann Series and Developed Methods
Before presenting examples where the developed methods are used to analyze damped
dynamic systems, a recap of the Neumann series and summary of the developed methods
are presented in this section.
Succinctly put, the Neumann series approximation offers an efficient alternative to the
linear solve for the evaluation of a linear dynamic system. It is valuable to note that
the Neumann series approximation is formulated from a nominal model and its solution.
Mathematically, the terms in the series approximation are formulated from the nominal
dynamic stiffness matrix and displacement response vector. Recalling the original design
problem discussed in Chapter 1, the Neumann series approximation capitalizes on already
constructed and analyzed FEMs. Namely, the Neumann series and the methods developed
in this sections allow one to efficiently derive knowledge from FEMs and their solutions.
This will become more clear in the examples presented in the following section.
In previous sections, the three research problems introduced in Sec. 4.1 were addressed,
and methods were developed to improve upon analyses that utilize the Neumann series.
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Specifically, amethod to predict if aNeumann series is convergent or divergentwas presented
in Sec. 4.5. This method allows the Neumann series to be used when analyzing damped
dynamic structures, while ensuring that the series is convergent and the approximation is
accurate. In Sec. 4.6, the LMMwas presented as a new method for evaluating the Neumann
series approximation. The LMM accelerates the evaluation of the Neumann series when
it is evaluated multiple times. This results in a highly efficient method for predicting how
a dynamic structure will respond to different damping parameters. Finally, a method for
predicting the sensitivities of a damped dynamic structures was presented in Sec. 4.7. The
computed sensitivities provide significant insight and knowledge about a structure, as it
predicts how the response of a structure depends on a model parameter.
4.9 Analyzing Damping with the Neumann Series Approximation
In this section, theNeumann series approximation and themethods developed in the previous
sections are applied to the analysis of damped dynamic systems. Specifically, the Neumann
series will be used to predict how structural responses vary due to changes in damping
parameters. In the following section, common modification parameters and matrices that
may be used to analyze damping are discussed. Four examples are then presented to
illustrate the efficacy of the Neumann series approximation. Specifically, the accuracy and
efficiency of the approximation are examined.
4.9.1 Modification Parameters and Matrices for Damping Analyses
For a modified structure, a change in damping may be modeled with the modification
parameter, γ j , and its corresponding modification matrix, A j . Here, the modification
parameter and matrix for different damping models are presented.
Recalling Eq. 4.35, the dynamic stiffness matrix was expressed in terms of the damping
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matrix χ. In practice, this damping matrix will depend on the damping model employed to
analyze the given structure. In Sec. 2.3.3, two common damping models were introduced.
Here, we review the different damping models. For each damping model, the corresponding
modification parameter and matrix that would model a change in damping is presented. The
results are summarized in Table 4.6.
Change in Viscous Damping
First, the viscous damping model is considered. Recalling Eq. 2.12, the nominal damping
matrix for a viscous damping model may be written as
χ0(ω) = (iω)C0, (4.124)
where the subscript 0, represents a nominal value that will be modified. To derive the
corresponding modification matrix for a change in viscous damping, consider the simple

































︸   ︷︷   ︸
f(ω)
. (4.125)
Considering a change in damping, the equation of motion for the modified structure is
(A0(ω) + γ1(ω)A1(ω)) x(ω) = f(ω), (4.126)
where A0 is the nominal dynamic stiffness matrix formulated from the stiffness, nominal
damping, and mass matrices shown in Eq. 4.125. For the structure depicted in Fig. 4.13, a
change in the viscous dashpot results in the effective change
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Comparing Eqs. 4.125 and 4.127, a change in damping with a viscous damping model may
be generally expressed with the modification parameter and matrix given by




Note that although Eq. 4.128 was derived from a simple 2 DOF model, it may often
be used to analyze more complex FEMs. The key is to factor the damping parameter out
from the damping matrix in order to find an expression for the modification matrix, A j .
For this example, all damping elements were modified. However, there may be problems
where damping at only some portion of the structure is modified. When this is the case,
the modification matrix will be relatively sparse and should only be populated in areas
corresponding to the parts of the structure that are to be modified.
Change in Loss Factor
Here, a change in loss factor, η, is considered. From Eq. 2.15, recall that the loss factor is
related to the complex modulus, Ẽ , by
Ẽ(ω) = E′(ω) (1 + iη(ω)) , (4.129)
where E′ is the real part of the complex modulus, often referred to as the storage modulus.
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Considering another simple 2 DOF model in Fig. 4.14, the spring element is intended to
model a structure’s storage modulus by
k0(ω) = E′0(ω)l, (4.130)
where l is some length scale such that k0 has units of force per length. The damping element
is intended to model the imaginary part of the complex modulus, E′′, also referred to as the
loss modulus, by
iη0(ω)k0(ω) = E′′0 (ω)l . (4.131)




































where the nominal dynamic matrix is formulated from a real nominal stiffness matrix,
K′0, and imaginary nominal stiffness matrix, K
′′
0 . For a change in loss factor, the effective







From Eq. 4.132 and 4.133, a change in loss factor may be generally expressed with the
modification parameter and matrix given by
γ j(ω) = ∆η(ω) and A j(ω) ∝ iK′0(ω). (4.134)
Here, the modification matrix, A j , is proportional to some part of the real nominal stiffness
matrix, K′0.
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Change in Complex Modulus
Here, a change in the complex modulus, ∆Ẽ , is considered. Note that when the loss factor
was modified in the previous section, the complex modulus was also modified by virtue of
Eq. 4.129. However, now we consider a complex–valued modification parameter γ j = ∆Ẽ ,
such that the change models a change in both the storage modulus and loss factor.
For the present case, the 2 DOF model depicted in Fig. 4.14 is again considered.
Here, the equation of motion is alternatively written in terms of a complex–valued nominal
stiffness matrix, K̃0, such that
( [
k0(ω)(1 + iη0(ω)) −k0(ω)(1 + iη0(ω))
−k0(ω)(1 + iη0(ω)) k0(ω)(1 + iη0(ω))
]
























Recalling the relations between the mechanical elements and complexmodulus in Eqs 4.130
and 4.131, the nominal complex modulus nay be expressed as
k0(ω)(1 + iη0(ω)) = Ẽ0(ω)l, (4.136)
where l is again some length scale. Substituting Eq. 4.136 into Eq. 4.135, the equation of
























︸   ︷︷   ︸
f(ω)
. (4.137)







which may be generally expressed with the modification parameter and matrix
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Figure 4.14: Schematic of simple 2DOF system with loss factor.
Table 4.6: Modification parameter and matrix for various damping models.
Effective Change Modification Parameter Modification Matrix
Viscous damping γ j(ω) = ∆c A j(ω) ∝ (iω)c C
Loss factor γ j(ω) = ∆η(ω) A j(ω) ∝ iK′(ω)
Complex modulus γ j(ω) = ∆Ẽ(ω) A j(ω) ∝ 1Ẽ(ω)K̃(ω)




Examples analyzing damped structures with the Neumann series approximation are now
presented.
4.9.2 Example One
In this example, a damped homogeneous longitudinal bar with a circular cross–section,
depicted in Fig. 4.15, is analyzed. The damping in the bar is modeled with a loss factor that
remains constant with frequency. A nominal model of the longitudinal bar is analyzed for a
nominal loss factor, η0, and storage modulus, E′0. This example is intended to illustrate the
application of the Neumann series approximation in a design problem, where one wishes
to find the response of a structure for changes to model parameters. In this example, the
response due to changes in the structure’s damping is analyzed. The displacement response
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Figure 4.15: Schematic of rubber longitudinal bar.
is predicted with the Neumann series approximation and compared to the response predicted
by the linear solve. The accuracy of the Neumann series approximation is examined for a
convergent and divergent Neumann series. In the final part of this example, convergence
characteristics of the Neumann series are predicted with the proposed method presented in
Sec. 4.5.
For this example, three cases are analyzed. In each case the displacement response is
predicted with the Neumann series approximation for a given modification parameter, γ1.
The modification parameters for the three cases are listed below:
• Case I: γ1(ω) = 0.5η0(ω)
• Case II: γ1(ω) = 0.2Ẽ0(ω)
• Case III: γ1(ω) = 0.25Ẽ0(ω)
Case I analyzes the response due to a change in loss factor, whereas the Case II and III
analyze the response due to the change in complex modulus. In the third case, the Neumann
series approximation is divergent in certain frequency ranges, and the proposed method
for predicting convergence with the modified ratio test is employed. For this example the
standard RPM is used to evaluate the Neumann series approximation, as we are primarily
interested in analyzing the accuracy of the approximation and its efficiency relative to the
linear solve. In Example Two and Three, the proposed LMM for evaluating the Neumann
series approximation is examined.
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Nominal Model
The dimensions andmaterial properties of the nominal bar are listed in Table 4.7. Properties
of the bar are chosen to simulate a soft rubber–like material. The bar is modeled with a FEM
constructed of 1–Dimensional (1D) bar elements [1]. Here, the nominal stiffness matrix
is formulated from the nominal complex modulus defined in Eq. 4.129. The resulting
elemental nominal stiffness and mass matrix, K̃e0 and M

















With the elemental matrices in Eq. 4.140, the global nominal FEM of the bar is constructed
with Nelement = 101 elements and free–free boundary conditions. The nominal dynamic
stiffness matrix is then computed from
A0(ω) = K̃0(ω) + (iω)2M, (4.141)
and the nominal displacement response, x0, is computed with Eq. 4.40. The bar is excited at
one end, as depicted in Fig. 4.15, with a unit force that remains constant across frequency.
Note that for this example, the loss factor and storage modulus, defined in Table 4.7, are
assumed to be constant with frequency.
Case I
The first case analyzes the response of the longitudinal bar due to a 50% increase in the loss
factor, such that γ1 = 0.5η0. The corresponding modification matrix, as given by Table 4.6,
is
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Table 4.7: Material properties and dimensions used for Neumann series approximation
Example One.
Nominal storage modulus (MPa) E′0(ω) = 10
Nominal loss factor η0(ω) = 0.25
Density (kg/m3) ρ = 900
Cross–sectional area (m2) A = 5.0671 × 10−4
Length (m) L = 5.0671
A1(ω) = iK′0(ω), (4.142)
where K′0 is the real part of the nominal global stiffness matrix formulated from the nominal
storage modulus E′0. The resulting total modification matrix is
∆A(ω) ≡ γ1(ω)A1(ω) ≡ i0.5η0(ω)K′0(ω). (4.143)
With the nominal system matrix and response, and total modification matrix, the displace-
ment response of the modified bar is computed with the Neumann series approximation.
For simplicity, in this case the convergence of the Neumann series is not checked, and
instead the approximation is evaluated for a set order of approximation, P = 30. Here, we
primarily focus on observing the accuracy of the approximation when the Neumann series
is convergent throughout the entire frequency spectrum. Predicting convergence is closely
examined in Case III of this example.
The results are presented in Fig. 4.16. Figure 4.16a plots the absolute value of the drive
point mobility. The drive point mobility is equal to the velocity of the bar at the point of





Note that the velocity response is readily computed from the displacement response with
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v(ω) = (iω)x(ω). (4.145)
In Fig. 4.16a, the drive point mobility of the nominal system, is compared to that of the
modified system. Here, the modified system is evaluated with both the linear solve and
Neumann series approximation with a P = 30 order of approximation. The response
computed with the linear solve acts as the ground truth, as it solves the system without any
approximation. From Fig. 4.16a, the approximated response agrees well with the response
computed from the linear solve. Even with a relatively large change, recall the loss factor
was increased by 50%, the Neumann series approximation is able to accurately predict the
response. Observing the response of the modified system, the increase in loss factor is
reflected through the decrease in the peaks in mobility.
To observe the effect of the order of approximation, P, the response of themodified bar is
computed with the Neumann series approximation for order of approximations P = 1− 30.
Figure 4.16b plots the computed absolute value of the drive point mobility for the nominal
response and updated response predicted with order of approximation, P = 1,5,10, and
30. Here, little difference is observed between the response predicted with the P = 5,10,
and 30 order of approximation, indicating that the series converged relatively quickly. This
claim is supported with Fig. 4.16c, which plots the approximated response for all order of
approximation, P = 1 − 30. The results are plotted with increasing opacity for increasing
order of approximation, such that the P = 1 order of approximation is most transparent,
and the P = 30 order of approximation is most opaque. Notice that a majority of the
responses quickly collapse onto the P = 30 order of approximation. Deviation in the lower
order approximations is most noticeable near resonances, indicating that more terms in the
Neumann series is needed to predict the updated response near resonance. These findings
are reflected in Fig. 4.16d, which plots color as the logarithm of normalized error in the
approximation, log10(ε), versus frequency and order of approximation. The normalized
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error is computed from
ε(ω) =
| |xlin(ω) − xapp(ω)| |
| |xlin(ω)| |
, (4.146)
where xlin and xapp are the response found from the linear solve and approximation, respec-
tively, and | | · | | represents the 2–norm of the vector argument previously defined in Eq. 4.55.
In Fig. 4.16d, a decrease in error is observed with an increase in order of approximation,
indicative of the approximation becoming more accurate with an increase in terms in
the series. Although error is relatively large at lower orders of approximation, the error
decreases significantly by the P = 30 order of approximation, with all errors ε < 10−8. Also
observed in Fig. 4.16d is the increase in error near resonance. This trend is in agreement
with the analysis presented in Sec. 4.5.3, where it was shown that the spectral radius of the
system increases near resonance. The spectral radius, computed with Eq. 4.58, is plotted
in the inset of Fig. 4.16c, where increases near resonant frequencies are observed. From
Sec. 4.3.2, an increase in spectral radius decreases that rate at which the Neumann series
converges. Consequently, relatively large errors are observed near resonance, and a larger
order of approximation is needed to accurately predict the response of the modified system.
Case II
The second case analyzes the response of the longitudinal bar due to a 20% increase in the
complex modulus, such that γ1 = 0.2Ẽ0. The corresponding modification matrix, as given





where K̃0 is the nominal global stiffness matrix formulated from the nominal complex
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Figure 4.16: Results for Neumann series approximation Example One Case I. Results
plot absolute value of drive point mobility for (a) nominal response, linear solve, and
Neumann series approximation, (b) nominal response, and Neumann series approximation
with different orders of approximation and (c) Neumann series approximation for all orders
of approximationwith inset of spectral radius versus frequency. (d) Logarithmof normalized
error plotted versus order of approximation and frequency.
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modulus, Ẽ0. The resulting total modification matrix is
∆A(ω) ≡ γ1(ω)A1(ω) ≡ 0.2K̃0(ω). (4.148)
Here, the change in complex modulus represents a change in both the storage modulus, E′,
and loss factor, η.
Similar to Case I, the updated response of the bar is computed with the linear solve
and Neumann series approximation with a P = 30 order of approximation. The nominal
response and predicted updated response is plotted in Fig. 4.17a. Due to the increase in loss
factor, the updated response is observed to have smaller peaks in mobility at resonance. Ad-
ditionally, the increase in storage modulus, and consequently the stiffness of the longitudinal
bar, results in an increase in the resonant frequencies. This is reflected by the shift in peaks.
Note that these trends are captured by the response predicted by both the linear solve and
Neumann series approximation. More precisely, very good agreement between the linear
solve and approximation is observed, suggesting that the P = 30 order of approximation
accurately predicts the updated response of the bar. Figure 4.17b plots the nominal response
and approximated updated response for order of approximations P = 1,5,10 and 30. Notice
that the trends observed in Fig. 4.17b are noticeably different from those previously observed
in Fig. 4.16b. Namely, visible differences are observed between the lower order approxi-
mations and the higher P = 30 order of approximation. These results suggest that for this
case, the Neumann series converges at a slower rate. This may be observed in Fig. 4.17c,
which plots the approximation predicted for orders of approximation P = 1 − 30. Here,
more of the lower order approximations deviate from the converged response. This suggests
that more terms in the series are needed to accurately predict the response, indicative of a
slower convergence rate. Comparing the normalized errors in Figs. 4.16d and 4.17d, the
error decays with order of approximation at a slower rate for Case II. However, relatively
low errors are still obtained with the P = 30 order of approximation, with normalized error
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ε < 5 × 10−3 throughout the entire frequency spectrum.
The approximated responses in Case II have a relatively large error compared to those
found in Case I due to the slower convergence rate in the Neumann series. The slower
convergence rate is due to the larger spectral radius in Case II, which is a result of a larger
effective change to the nominal system. The spectral radius, computed with Eq. 4.58, for
Case I and II is plotted in the inset of Figs. 4.16c and 4.17c respectively. Comparing the
two figures, the spectral radius in Case II is indeed larger than that in Case I, resulting
in a slower convergence rate. Recall that for Case I and II, no convergence criteria was
predicted, and instead the approximation was evaluated for a set order of approximation.
Since the spectral radius remained less than one throughout the entire frequency range for
both cases, the approximation was able to accurately predict the updated response when a
large order of approximation was used. In Case III, a larger modification is made to the
longitudinal bar, resulting in frequency ranges with a spectral radius greater than one and a
divergent Neumann series.
Case III
In this final case a 25% increase in the complex modulus is considered, such that γ1 =
0.25Ẽ0, resulting in the total modification matrix
∆A(ω) = 0.25K̃0(ω). (4.149)
As previously stated, this relatively large modification results in a divergent Neumann series
in certain frequency regions. In the latter part of this example, convergence characteristics
are predicted with the proposedmethod presented in Sec. 4.5.2. However, first the Neumann
series approximation is evaluated for a set order of approximation to observe the effects of
a divergent series.
The results for Case III are plotted in Fig. 4.18. In Fig. 4.18a the approximation
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Figure 4.17: Results for Neumann series approximation Example One Case II. Results
plot absolute value of drive point mobility for (a) nominal response, linear solve, and
Neumann series approximation, (b) nominal response, and Neumann series approximation
with different orders of approximation and (c) Neumann series approximation for all orders
of approximationwith inset of spectral radius versus frequency. (d) Logarithmof normalized
error plotted versus order of approximation and frequency.
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computed with a P = 30 order of approximation agrees with the linear solve in some
frequency ranges, however large disagreement is observed in others. This is also observed
in Figs. 4.18b, 4.18c, and 4.18d, where it is clear that the Neumann series approximation
is divergent in certain frequency ranges. In these divergent regions, adding terms to the
series approximation does not decrease error, but instead increases error. Consequently, the
Neumann series approximation fails to predict the updated response, and the linear solve
must be used.
When implementing theNeumann series approximation, the convergence characteristics
of the series should be predicted to ensure that the Neumann series is indeed convergent.
If convergence characteristics are not predicted, and the series is indeed divergent, then the
predicted responses will be largely inaccurate, as shown in Fig. 4.18. Here, the problem
in Case III is analyzed again. In this iteration, convergence characteristics of the Neu-
mann series is predicted with the proposed method presented in Sec. 4.5.2. Specifically,
Algorithm 4.3 is implemented to predict if the Neumann series will converge. To predict
convergence, the ratio of adjacent terms, rp, is computed with Eq. 4.57, and then compared
to it corresponding bound, bp. For this example, the Pcheck = 20th term is used to check
convergence. Recall that if the ratio is less than the bound, then the method predicts that
the Neumann series is convergent. In Algorithm 4.3 and in this example, when the ratio
is less than the bound, such that rPcheck < bPcheck , the Neumann series approximation is
used to predict the updated response. The order of approximation is increased until the
Yamazaki convergence criterion, discussed in Sec. 4.5.1, is satisfied for a convergence tol-
erance δerr = 0.01. In the case that the ratio is equal to or greater than the bound, such that
rPcheck ≥ bPcheck , the updated response is computed with the linear solve.
The results are plotted in Fig. 4.19. Figure 4.19a depicts the implemented evaluation
scheme, namely whether the Neumann series approximation or the linear solve was used to
compute the updated response. In the plot, the determined evaluation scheme is indicated
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Figure 4.18: Results for Neumann series approximation Example One Case III. Results
plot absolute value of drive point mobility for (a) nominal response, linear solve, and
Neumann series approximation, (b) nominal response, and Neumann series approximation
with different orders of approximation and (c) Neumann series approximation for all orders
of approximationwith inset of spectral radius versus frequency. (d) Logarithmof normalized
error plotted versus order of approximation and frequency.
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with the shape of the marker at each discrete frequency. When the computed ratio was
less than the bound, such that the method computed the response with the Neumann series
approximation, a circle was used to indicate the scheme at that frequency. Alternatively,
when the ratio was greater than the bound, such that the method recommended a linear
solve, a triangle was used. In Fig. 4.19a, the markers are plotted over the corresponding
spectral radius of the system, computed with Eq. 4.58, for ease of visual inspection of
the method’s efficacy. From the results, the method accurately predicts when to employ
the approximation, as each frequency that comprises the approximation region has a cor-
responding spectral radius less than one. As a result, at these frequencies, the Neumann
series expansion is convergent. Also from Fig. 4.19a, note that there are frequencies with
a spectral radius less than one in parts of the linear solve regions. This is because only a
fraction of all convergent cases will be characterized with the bound when a finite term p
is used to compute the ratio, as previously observed in Fig. 4.3. As a result, the proposed
method is conservative as it implements the linear solve at frequencies where the series
approximation is convergent, as observed in Fig. 4.19a.
The predicted response is plotted in Fig. 4.19b. In the plot, the gray shaded regions
correspond to the regions where the computed ratio was greater than its corresponding
bound and the linear solve was used. In the plot, the linear solve is also plotted throughout
the entire frequency spectrum to observe the accuracy of the approximation. Here, good
agreement between the linear solve and approximation is observed in the frequency ranges
where the approximation was evaluated.
Summary of Example
To summarize, this example used the Neumann series approximation to predict the response
of a modified damped longitudinal bar. The accuracy of the approximation was observed
by comparing the approximated response to the response predicted with the linear solve.
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Figure 4.19: Results predicting convergence for Neumann series approximation Example
One Case III. Results plot (a) determined evaluation schemes with corresponding spectral
radius and (b) absolute vale of drive point mobility for nominal response, linear solve, and
Neumann series approximation in frequency regions where series is predicted to converge.
Here, the Neumann series approximation utilizes the response of the nominal design, as the
series expansion is formulated in terms of the nominal system matrices and displacement
response. In contrast to reevaluating the entire model with the linear solve, the Neumann
series approximation makes use of the nominal model and efficiently approximates the
updated response. In this example, the Neumann series approximation was used to predict
how the response of the bar changes due to a change in the bar’s loss factor and complex
modulus.
4.9.3 Example Two
In this example, the Neumann series approximation is applied to a stochastic analysis
problem. The structure under examination, depicted in Fig. 4.20a, is a damped structure
coupled to a tuned resonator. Here, the damped structure was randomly generated from
undamped natural frequencies, ωn, damping ratios, ζn, and mode shapes, ψn. Details on
how the structure was generated is provided in the following section. The properties of the
randomly generated structure are listed in Table 4.8.
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Figure 4.20: Depiction of Neumann series approximation Example Two. (a) Schematic of
main structure with coupled tuned resonator and (b) histogram of uncertain dashpot values.
In this example, the response of the structure is predicted for an uncertain resonator
dashpot value. Specifically, the dashpot of the resonator is
cres = cres,0 + ∆cres, (4.150)
where cres,0 is the nominal dashpot value, and ∆cres is the uncertainty in the dashpot. For
this example, the uncertainty in the dashpot is modeled with a normal distribution. The
mean and standard deviation of the uncertain dashpot, and properties of the resonator are
listed in Table 4.8.
To predict the response of the damped structure, a Monte Carlo simulation is performed.
In the simulation, the response of the structure is predicted for randomvalues of the uncertain
dashpot, ∆cres. The uncertain dashpots evaluated in the simulation were generated from a
normal distribution and are depicted with the histogram in Fig. 4.20b. In the simulation,
the response of the structure is predicted with the Neumann series approximation and linear
solve. The mean and standard deviation of the structure’s response is then computed from
the response of all realizations.
The objective of this example is to illustrate the computational efficiency of theNeumann
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Table 4.8: Properties of main structure and tuned resonator analyzed in Neumann series
approximation Example Two.
Main Structure
Number of DOF 100
Natural Frequencies (Hz) ωn,min/(2π) = 102, ωn,max/(2π) = 104
Modal Damping Ratios ζn,min = 0.25, ζn,max = 0.5
Mass Normalized Mode Shapes (kg1/2) ψµ = 0, ψσ = 1
Tuned Resonator
Stiffness (kN/m) kres = 568.49
Mass (kg) mres = 1
Natural Frequency (Hz) ωres/(2π) = 120
Nominal Dashpot (N·s/m) cres,0 = 150.80
Dashpot Modification (N·s/m) ∆cres ∼ N(µ = 180.96, σ = 113.10)
series approximation. Since the response of the structure will be computed many times
in the Monte Carlo simulation, the Neumann series approximation will be evaluated with
the proposed LMM presented in Sec. 4.6.2. The example aims to highlight the significant
computational savings that may be gained by employing the Neumann series approximation
with the LMM.
Randomly Generated Modal Structure




















Here, the stiffness, damping, and mass matrices are related to the undamped natural fre-
quencies, ωn, damping ratios, ζn, and mode shapes, ψn, of the structure. In Eq. 4.151,Ψ is a
matrixwhose columns are themode shapes,ψn. With randomly generatedmodal properties,
namely undamped natural frequencies, damping ratios, and mode shapes, corresponding
























The method employed to construct the FEM matrices from randomly generated modal
properties is formally stated in Algorithm 4.4. For a desired system size, N , the algorithm
generates random natural frequencies and damping ratios from a uniform distribution,
and mode shapes from a normal distribution. With the properties listed in Table 4.8,
Algorithm 4.4 was used to generate the stiffness, damping, and mass matrices used to
model the main structure in this example.
Nominal Structure
With the FEM matrices of the main structure generated from Algorithm 4.4, global FEM
matrices are then constructed by coupling the N th DOF of the main structure to the tuned
resonator. The resulting nominal structure is modeled with the nominal dynamic stiffness
matrix
A0(ω) = K + (iω)C0 + (iω)2M, (4.153)
where K and M are the global stiffness and mass matrices, and C0 is the nominal global
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Algorithm 4.4 Random generation of structure from modal properties.
1: function random_modal_structure(N , ωn,min, ωn,max, ζn,min, ζn,max, ψµ, ψσ)
2: Randomly generate undamped natural frequencies from uniform distribution, such











4: Randomly generate matrix of mode shapes with elements randomly chosen from
normal distribution, such that (Ψ)i,j ∼ N(µ = ψµ, σ = ψσ).
5: Compute stiffness matrix, K, according to Eq. 4.152a.
6: Compute damping matrix, C, according to Eq. 4.152b.
7: Compute mass matrix, M, according to Eq. 4.152c.
8: return K, C and M
9: end function
damping matrix. In the nominal global damping matrix, the dashpot of the resonator
is modeled with the cres,0. The structure is excited with a unit point force that remains
constant with frequency. With the nominal dynamic stiffness matrix, the nominal response
is computed with Eq. 4.40.
To predict the response of themodified structurewith theNeumann series approximation,
the modification parameter is set equal to the uncertainty in the dashpot, such that
γ1(ω) = ∆cres. (4.154)
Since only the dashpot value of the resonator is changed, the corresponding modification










. . . 0 . . . 1 −1
. . . 0 . . . −1 1

, (4.155)
where the non–zero values in the matrix correspond to the DOFs that are modified when a
change is made to the resonator. Recall, the resonator is only coupled to a single DOF of
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the main structure.
As previouslymentioned, in this example theNeumann series approximation is evaluated
with the proposed LMM presented in Sec. 4.6.2. Recall, for the proposed method the
expansion vectors, φp, are precomputed and stored. With the expansion vectors, the
approximation may then be rapidly evaluated with Eq. 4.77 for any new value of γ1. In the
Monte Carlo simulation, once the responses are computed for all realizations, the average
and standard deviation are computed.
Results
The results from the Monte Carlo simulation executed with the Neumann series approxi-
mation and a P = 20 order of approximation are plotted in Fig. 4.21. In Fig. 4.21a, the
absolute value of the mean of the predicted drive point mobility, mean {Ydrive}, is plotted
and compared to the nominal drive point mobility, Y0,drive. The absolute value of the stan-
dard deviation in the drive point mobility, std {Ydrive}, is also depicted in the plot with the
shaded region around the mean. Here, the shaded region represents the response within
one standard deviation of the mean. An example of the predicted responses at discrete
frequency, ω/(2π) = 99.50 Hz, is depicted in Fig. 4.21b. Here, a histogram of the absolute
value of the drive point mobility is plotted with the corresponded normalized distribution
function evaluated with the computed mean and standard deviation.
To determine the accuracy of the predicted response with the Neumann series approx-
imation, the Monte Carlo simulation was also performed with the linear solve. With the
responses computed from the linear solve, the mean and standard deviation of the drive
point mobility were computed. Figures 4.22a and 4.22b plot the absolute value of the mean
mean and standard deviation, respectively, predicted from the linear solve simulation and
the Neumann series approximation simulation. Here, the Neumann series approximation






































Figure 4.21: Results for Neumann series approximation Example Two. (a) Predicted
absolute value of the mean of drive point mobility plotted with absolute value of one
standard deviation and compared to nominal response. (b) Histogram and PDF of absolute
value of drive point mobility at ω/(2π) = 99.50 Hz.
predicted with the Neumann series approximation is in good agreement with the linear
solve for all orders of approximation. However, Fig. 4.22b indicates that a higher order
of approximation is needed to accurately predict the standard deviation. Although there
is deviation at lower orders of approximation, the standard deviation approximated with a
P = 20 order of approximation agrees well with that found with the linear solve. It should
be noted that the Neumann series was convergent throughout the entire frequency spectrum
for this example.
In the final part of this example, the efficiency of the Neumann series approximation
is examined with CPU timing tests. Recall, for this example the proposed LMM was em-
ployed to evaluate the Neumann series approximation. Namely, the expansion vectors were
precompued and then used to evaluate the approximate response for every new value of
the modification parameter, γ1 = ∆cres. As discussed in Sec. 4.6, the proposed evaluation
method is intended to offer significant computational advantages over the standard RPM,
which reevaluates the entire approximation for every new value of γ1. In the CPU timing









































































Figure 4.22: Results analyzing accuracy for Neumann series approximation Example Two.
Comparison of predicted (a) absolute value of mean and (b) absolute value of standard
deviation of drive point mobility foundwith linear solve andNeumann series approximation.
parameter, at a single frequency was measured. The CPU time was measured for eval-
uations performed with the linear solve and Neumann series approximation, where the
approximation was evaluated with the proposed LMM and standard RPM.
The results from the CPU timing test are depicted in Fig. 4.23, where the speed up of the
Neumann series approximation evaluated with the proposed LMM is plotted versus order of
approximation P. The speed up was computed relative to the approximation evaluated with
the standard RPM, and linear solve. From Fig. 4.23, the approximation evaluated with the
LMM is faster than the linear solve and approximation evaluated with the RPM. Notice that
the approximation with the LMM offers major speed ups relative to the linear solve for low
orders of approximation. For example, with a P = 10 order of approximation a speed up
of 80.70 is achieved. As the order of approximation increases, the speed up relative to the
linear solve decreases due to the additional computations performed by the approximation.
Although the speed up decreases, notice that a speed up for 49.87 is still achieved with a
P = 20 order of approximation.
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Figure 4.23: Results analyzing efficiency for Neumann series approximation Example Two.
Speed up of LMM relative to RPM and linear solve plotted versus order of approximation.
Neumann series, the proposed LMM was significantly faster than the standard RPM. This
suggests that the initial investment to precomute the expansion vectors was computationally
beneficial. In the Monte Carlo simulation, the response was computed for a total of Neval =
200 different values of γ1 = ∆cres. Once the expansion vectors were precomputed, the
proposed evaluation method significantly accelerated the evaluation of the approximation.
In contrast, the standard RPM reevaluated the entire approximation for every new value
of the modification parameter, as previously depicted in Fig. 4.8. From Fig. 4.23, the
proposed method was 41.48 times faster than the standard RPM when a P = 10 order
of approximation was used. Here, the speed up is observed to increase with order of
approximation. At higher orders of approximation, the speed up relative to the linear
solve is less than the speed up relative to the approximation evaluated with the RPM. This
indicates that at these higher orders of approximation, the linear solve is faster than the
approximation when evaluated with the standard RPM. As a result, the proposed evaluation
method allows the Neumann series approximation to be evaluated with a higher order of
approximation, while still offering computational advantages over the linear solve.
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Summary of Example
To summarize, this example illustrated the efficiency of the Neumann series approximation
in a problem that required the response of a system to be evaluated multiple times. Here, the
Neumann series approximation was evaluated with the standard RPM and proposed LMM.
Results from CPU timing tests showed that the LMM was significantly faster than the
RPM, and was also faster than the linear solve for a relatively large order of approximation.
The rapid evaluation of the approximation lends itself to Monte Carlo simulations and
other stochastic analyses. Here, the Neumann series approximation was used to predict
the response of a structure given uncertainties in a damped resonator. As observed in
this example, the Neumann series approximation evaluated with the proposed LMM is
amenable to rapid evaluation and allows one to gain significant and meaningful insight into
the response of a structure.
4.9.4 Example Three
In this example, the Neumann series approximation is employed in an iterative model
updating analysis. The purpose of this example is to examine the computational efficiency
of the standard RPM and proposed LMM in a two parameter modification problem. In this
example two systems, whose properties are listed in Table 4.9, are considered. As depicted
in Fig. 4.24, System Zero is a beam with nominal material properties, specifically a nominal
loss factor, η0, and density, ρ0. The objective in this example is to model the beam in
System One, by predicting the material properties η1 and ρ1.
This example mimics an optimization problem, where the response of System One may
be considered to be a desired response. Here, a desired response could be an optimal
response with desired specifications, such as a maximum displacement amplitude. In
this case, the determined model parameters would represent optimized design properties.
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System Zero System One
Figure 4.24: Schematic of System Zero and System One analyzed in Neumann series
approximation Example Three.
Alternatively, the desired response could represent physical measurements, in which case
the determined model parameters represent parameters needed for an accurate FEM.
One method for analyzing optimization problems is to implement an iterative model
updating method. Iterative model updating methods implement an algorithm to search for
parameters that minimize an objective function. Although these methods are relatively easy
to implement, they suffer from large computational costs as they evaluate the response of the
structure many times in search for parameters that minimize the objective function. In this
example, the Neumann series approximation will be used to compute the response of the
structure in order to accelerate the iterative model updating method. The proposed LMM
and standard RPM are used to evaluate the approximation to illustrate the efficiency of the
proposed method. Additionally, the traditional linear solve is used to discern the accuracy
of the Neumann series approximation and the predicted optimal model parameters.
Nominal Structure
In this example, the beams are modeled with 2–Dimensional (2D) Euler–Bernoulli beam
FEMs [1]. The elemental stiffness, K̃e0, and mass, M
e





12 6l −12 6l
6l 4l −6l 2l
−12 −6l 12 −6l
6l 2l −6l 4l
 (4.156a)
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Table 4.9: Properties of System Zero and System One analyzed in Neumann series approx-
imation Example Three.
System Zero System One
Density (kg/m3) ρ0 = 6,000 ρ1 = 8,000
Loss Factor η0(ω) = 0.0075 η1(ω) = 0.01
Storage Modulus (GPa) E′(ω) = 210 E′(ω) = 210
Length (m) L = 1 L = 1
Cross–sectional area (m2) A = 0.0025 A = 0.0025





156 22l 54 −13l
22l 4l 13l −3l
54 13l 156 −22l
−13l −3l −22l 4l
 , (4.156b)
and the elemental stiffness, K̃e1, and mass, M
e
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 . (4.157b)
Here, Ẽ0 and Ẽ1 are the complex moduli for System Zero and System One, respectively.
With the elemental matrices in Eqs. 4.156 and 4.157, the global FEMs are constructed with
Nelement = 1,000 beam elements and pinned–pinned boundary conditions.
For this example, the loss factor and density of the beam in System Zero are related to






















Figure 4.25: Comparison of System Zero and System One analyzed in Neumann series
approximation Example Three. Absolute value of drive point mobility plotted versus
frequency.
η0(ω) = (1 − δη)η1(ω) and ρ0 = (1 − δρ)ρ1, (4.158)
where δη and δρ are the percent difference in the loss factor and density, respectively. For
this example the percent differences are considered to be δη = 0.25 and δρ = 0.25. The
beam is excited with a unit point force applied at the center of the beam, as depicted in
Fig. 4.24. The force remains constant with frequency. The absolute value of the drive point
mobility of System Zero, Y0, and System One, Y1, are plotted in Fig. 4.25.
In this example, the modification parameters, γ1 and γ2, represent the change needed
in the loss factor and density in order to bring the response of System Zero into agreement
with the response of System One. As a result, the corresponding modification matrices, A1
and A2, are




where K′0 is the real part of the global stiffness matrix of System Zero, and M0 is the global
mass matrix of System Zero. To predict the values of the modification parameters, an itera-


















Figure 4.26: Outline of iterative search routine implemented for Neumann series approxi-
mation Example Three.
method is a Nelder–Mead simplex method that is implemented with Matlab’s fminsearch
function. This direct search method iterates over values of the search parameters until the
objective function is minimized. In this example, the search parameters are the modification
parameters, γ1 and γ2, and the objective function is taken to be the normalized error defined
by
εY (ω) =
abs {Y1(ω) − Y (ω)}
abs {Y1(ω)}
, (4.160)
where Y1 is the drive point mobility of System One, and Z is the predicted drive point
mobility computed from the updated displacement response. For this example, the model
updating analysis is performed at a frequencyω/(2π) = 450 Hz. This frequencywas chosen




In this example, the iterative search was performed three times. In all simulations, the
objective function was computed with the response of the structure for new values of the
modification parameters, γ1 and γ2. The simulations differed in the evaluation method
used to evaluate the structure’s response. In the first simulation, the displacement response
was evaluated with the linear solve in Eq. 4.40. In the second and third simulation, the
approximate displacement response was evaluated with the standard RPM and proposed
LMM, previously discussed in Sec. 4.6.3 and depicted in Figs 4.8c and 4.8d respectively.
The results from the three simulations are compared in Fig. 4.27, where the Neumann
series approximation was evaluated with a P = 5 order of approximation. In Fig. 4.27a,
the objective function evaluated with Eq. 4.160 is plotted at various points throughout the
iterative searchmethod indicated by the number of function evaluations performed up to that
point. For all evaluation methods, the error in the updated response gradually decreases.
However, the final error predicted from the approximation is relative large compared to the
error predicted from the linear solve method. This indicates that there is some inaccuracy in
the Neumann series approximation. These results may be further interpreted by observing








where γ1,true and γ2,true are the true values of the modification parameters defined as
γ1,true ≡ δηη1 ≡ 0.0025 and γ2,true ≡ δρρ1 ≡ 2,000 kg/m3. (4.162)
The predictedmodification parameters and their corresponding error are listed in Table 4.10.
Here, evaluating the objective function with the Neumann series approximation and a P = 5




































































Figure 4.27: Results with P = 5 order of approximation for Neumann series approximation
Example Three. Results plot (a) objective function found with simulation using linear solve
and Neumann series approximation evaluated with the RPM and LMM, (b) measured CPU
time required for simulation using linear solve and Neumann series approximation evaluated
with the RPM and LMM, and (c) speed up of LMM relative to linear solve and RPM.
eters. Consequently, a larger order of approximation should be used to better approximate
the structures response and objective function. This will be revisited in the latter part of
this example.
The computational time required to execute the iterative search for the three simula-
tions was also measured. The measured CPU time used at various points throughout the
iterative search is plotted versus the number of function evaluations in Fig. 4.27b for the
three simulations. Here, the CPU time required at zero function evaluations for the LMM
corresponds to the CPU time required to evaluate the expansion vectors in Eq. 4.97. For
all three simulations, the CPU time tends to increase as the number of evaluations increase.
However, the rate at which the CPU time increases is different amongst the simulations
and methods used to evaluate the displacement response. From Fig. 4.27b, the simulation
that used the linear solve had the largest increase in time, whereas the simulation that used
the Neumann series approximation and the proposed LMM had the smallest. The large
computing time associated with the linear solve is attributed to the matrix factorization that
is required with every evaluation of a new set of modification parameters. In comparison,
with the approximation and the LMM, once the expansion vectors are precomputed, the
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approximation is evaluated with Eq. 4.94. This evaluation consists only of scalar–vector
products and vector–vector sums. From Fig. 4.27b, the CPU time required with the ap-
proximation and standard RPM lies between that of the linear solve and LMM. Here, the
RPM is faster than the linear solve, as the Neumann series approximation avoids any matrix
factorization. However, the proposed LMM is still faster due to its accelerated evaluation
of the approximate response.
To better quantify the efficiency of the LMM, the speed up of the method was computed
and plotted in Fig. 4.27c. Here, the speed up was computed with respect to the simulations
that used the linear solve and approximation evaluated with the RPM. From Fig. 4.27c, the
speed up increases as the number of evaluations increase. This is because the LMMmethod
accelerates the evaluation of the Neumann series approximation once the expansion vectors
are precomputed. Evident by the measured speed ups, the LMM is capable of evaluating
the structure’s response much faster than the linear solve and standard RPM. Specifically,
the LMM yields computational savings every time the response is evaluated, thus resulting
in an increased speed up.
Additional observations may be made by repeating the simulations with a larger order
of approximation. Here, a P = 15 order of approximation is used when the Neumann series
approximation is evaluated to predict the updated response in the objective function. The
results are presented in Fig. 4.28. Note that the results corresponding to the simulation that
used the linear solve are equivalent to those plotted in Fig. 4.27. In Fig. 4.28a, the value
of the objective function is plotted. In comparison to Fig. 4.27a, the objective function is
significantly decreased by using a P = 15 order of approximation. With the higher order of
approximation, the error obtained with the Neumann series approximation is similar to that
obtainedwhen the objective function is computedwith the linear solve. FromTable 4.10, the
higher order of approximation also results in a decreased error in the predicted modification
































































Figure 4.28: ResultswithP = 15 order of approximation forNeumann series approximation
Example Three. Results plot (a) objective function found with simulation using linear solve
and Neumann series approximation evaluated with the RPM and LMM, (b) measured CPU
time required for simulation using linear solve and Neumann series approximation evaluated
with the RPM and LMM, and (c) speed up of LMM relative to linear solve and RPM.
the Neumann series approximation may be used in an iterative model updating method to
accurately predict the desired mortification parameters.
With the increase in order of approximation, the CPU time required to evaluate the
approximation with the RPM and LMM increases, as depicted in Fig. 4.28b. With the
increase in order of approximation, the approximation evaluated with the RPM now requires
more CPU time than the linear solve. In contrast, Neumann series approximation evaluated
with the LMM still requires less computational time. However, notice that there is a larger
offset in time at zero function evaluations. This increase in time represents the increase in
computations needed to evaluate the expansion vectors, with Eq. 4.97, for the higher order
of approximation. Although this initial computational investment is relatively large, the
accelerated evaluation provided by the LMM pays dividends. This is illustrated through the
rapid evaluations and the relatively minor increase in CPU time with increase in number of
evaluations.
From Fig. 4.28c, the Neumann series approximation evaluated with the LMM does
not offer large computational gains at early evaluations. For example, when the objective
function is evaluated only 3 times, the LMM is actually relatively inefficient, with speed
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Table 4.10: Results Neumann series approximation Example Three. Predictedmodification
parameters and corresponding error found with iterative search using linear solve and
Neumann series approximation.
Linear Solve Approximation
P = 5 P = 15
γ̂1 = 2.4986 × 10−3 γ̂1 = 2.7324 × 10−3 γ̂1 = 2.5002 × 10−3
εγ1 = 5.7280 × 10−4 εγ1 = 0.0930 εγ1 = 8.5833 × 10−5
γ̂2 = 1,999.996 kg/m3 γ̂2 = 2,011.959 kg/m3 γ̂2 = 2,000.025 kg/m3
εγ2 = 2.2696 × 10−6 εγ2 = 0.0060 εγ2 = 1.2463 × 10−5
ups less than one. This is due to the relatively large computational time required to evaluate
the expansion vectors prior to the iterative search, i.e. at zero function evaluations. From
Fig. 4.28b, notice that the initial time to evaluate the expansion vectors is larger than the
time needed for a single linear solve. However, this computational investment proves to
be favorable as the total computing time tends to increase marginally with the increase
in number of evaluations. Although muted by the increase in order of approximation,
the proposed method still offers a significant speed up relative to the linear solve. From
Fig. 4.28c, when the Neumann series approximation is evaluated with the LMM, the entire
model updating simulation runs 10.1461 times faster than the simulation employing the
linear solve.
Due to the computational efficiency of the LMM, a larger order of approximation may
be used while still offering computational advantages over the linear solve. This is in stark
contrast to the standard RPM and the results presented in Fig. 4.28b. Here, with the increase
in order of approximation, the Neumann series approximation evaluated with the standard
RPM requires more CPU time than the linear solve. As a result, the efficiency of the
proposed evaluation method allows for larger orders of approximation to be used, resulting
in increased accuracies, while still offering computational advantages.
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Summary of Example
In summary, this example employed the Neumann series approximation in an iterative
optimization search. Specifically, a J = 2 parameter modification problem was analyzed
to observe the efficacy of the Neumann series approximation evaluated with the proposed
LMM. Results showed that the LMM requires a substantial computational investment to
compute and store the expansion vectors. However, once computed, the LMM offers a sig-
nificant speed up in the actual evaluation of the approximation. The accelerated evaluation
allows for a large number of systems to be analyzed with relatively little computational cost.
As exhibited in this example, the accelerated Neumann series approximation enables the
efficient analysis of many design modifications when a nominal model is available.
4.9.5 Example Four
In this example, the sensitives of a damped rubber bar are computed with the Neumann
series and the proposed model updating method discussed in Sec. 4.7. Here, the computed
sensitivities predict how the displacement response of the bar will change due to changes
in the bar’s complex modulus. Recalling Sec. 4.7, the sensitivities are mathematically
equivalent to the derivatives of the displacement response with respect to the parameter of
interest.
The rubber bar under consideration is depicted in Fig. 4.29a. Measurements were
obtained by applying a sinusoidal force to the top of the bar. In the experiment, an mobility
head was used to measure the force applied by the shaker to the bar, and an accelerometer
mounted at the bottom of the bar measured the longitudinal displacement at that point. The
measured mobility, the ratio of the measured displacement to the measured force, is plotted
in Fig. 4.29b.
In this example, the complex modulus of the rubber bar is unknown. In contrast to the
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density and physical dimensions which may be readily measured, the complex modulus is
more difficult to estimate. Here, the obtained measurements and sensitivities of the bar
will be used to predict the rubber bar’s complex modulus. First, a nominal estimate of the
complex modulus is found. The sensitivities will then be computed and used to predict
the change needed in the complex modulus to bring model response into agreement with
measurements. This example represents a very common problem, where a FEM’s response
does not agree with measurements due to uncertainties in model parameters. In this case,
it is important to determine the correct model parameters in order to formulate an accurate
FEM, which is often an essential design tool.
Predicting an accurate complex modulus may also be challenging due to its frequency
dependence. For viscoelastic materials, such as rubber, it is common that the complex
modulus depends on frequency. In this example, the bar in Fig. 4.29 is made out of
polyurethane rubber. As will be apparent, the rubber’s complex modulus does indeed
depend on frequency. When an uncertain model parameter is frequency dependent, an
efficient method for predicting the corrections in such model parameter is imperative. This
is because the correction must be performed at every frequency point where the response
is desired. For example, employing an iterative model updating method, such as the
one examined in Example Three, at each frequency point would be very computationally
intensive and time consuming. In this example, the complex modulus of the rubber bar is
predicted with the computed sensitivities and the proposed method presented in Sec. 4.7.2.
In the proposed method, the corrections to the nominal complex modulus are found by
solving for the roots of a polynomial which equates measurements to an updated model
response. In contrast to iterative methods, the proposed method directly estimates the































Figure 4.29: Depiction of Neumann series approximation Example Four. (a) Picture of
experimental set up for measuring response of damped rubber bar. (b) Absolute value of
measured mobility of rubber bar.
Nominal Structure
The measured density and physical dimensions of the rubber bar are listed in Table 4.11. In
this example, a FEM constructed of Nelement = 110 bar elements is used. The nominal FEM
was formulated with the nominal complexmodulus, Ẽ0, listed in Table 4.11. To compute the
nominal response, the nominal complex modulus was taken to be constant across frequency.
The nominal response is compared to themeasuredmobility in Fig. 4.30a. The disagreement
between the nominal response and measurements is indicative of the error in the nominal
complex modulus.
To predict the complex modulus of the rubber bar, this example predicts the change
needed in the complex modulus. Here, the change in complex modulus is modeled with the







Table 4.11: Properties of damped rubber bar measured and analyzed in Neumann series
approximation Example Four.
Nominal complex modulus (MPa) Ẽ0(ω) = 35 + i15
Density (kg/m3) ρ = 1,249
Cross–sectional area (m2) A = 5.0671 × 10−4
Length (m) L = 0.3048
where K̃0 is the global complex–valued stiffness matrix formulated from the nominal
complex modulus, Ẽ0. With the nominal system and modification matrix, the sensitivities
of the structure are evaluated by computing the partial derivatives with Eq. 4.119. As
outlined in Sec. 4.7.2, the higher order derivatives may then be used to formulate a Pth order
polynomial with Eq. 4.123. In the polynomial, x0,m − x?m, represents the difference between
the nominal model response and desired response. For this example, the desired response,
x?m, is the measured displacement, and x0,m is the nominal displacement response at the
corresponding mth DOF. With the constructed polynomial, the modification parameter, γ1,
is found by solving for the roots of the polynomial. When multiple roots were obtained, the
minimum root was used to predict the updated complex modulus given by
Ẽ(ω) = Ẽ0(ω) + γ1(ω). (4.164)
This model updating procedure was performed at each frequency point to predict the
frequency dependent complex complex modulus. With the updated complex modulus, the
updated model response was then computed with a linear solve.
Results
With the updated complex modulus found with the proposed method described above, the
updated FEM response of the rubber bar is computed and plotted in Fig. 4.30a, where it is
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compared to the measured response. To predict the updated complex modulus, a P = 20th
order polynomial was constructed from the computed sensitivities. Very good agreement
between the updated and measured response is observed in Fig. 4.30a. The good agreement,










where x?m is the measured displacement response, and xm is the updated displacement
response computed with the updated complex modulus found from a Pth order polynomial.
From Fig. 4.30b, the updated response found with a P = 20th order polynomial agrees well
with measurements, with errors ε < 5.5627 × 10−5 across the entire spectrum.
The normalized error was also computed for updated responses found from polynomials
with order ranging from P = 1 − 20. The logarithm of the resulting error is plotted in
Fig. 4.30b. Similar to previously observed trends in the Neumann series approximation,
the error is observed to be larger for lower orders in the polynomial. When higher order
derivatives are computed to formulate a polynomial, the sensitivity of the structure is better
defined. From Fig. 4.30b, relatively larger errors are obtained when only a first order
polynomial is used. Error is also observed to increase near resonances. This is because
the spectral radius of the system is relatively large near resonance, resulting in a slower
convergence rate of the Neumann series. This convergence rate is observed to affect the
accuracy of the computed sensitivities and therefore the updated parameter and response.
As a result, a higher order polynomial is needed to accurately predict the change in model
parameter near resonances.
Of particular interest to this example is the predicted complex modulus of the rubber
bar. The updated complex modulus, evaluated with Eq. 4.164, is plotted in Fig. 4.31.

























































Figure 4.30: Results for Neumann series approximation Example Four. (a) Absolute value
of mobility predicted with updated model response found with a P = 20th order polynomial.
Updated response is compared to nominal response and measured response. (b) Logarithm
of normalized error in updated response plotted versus order of polynomial and frequency.
using the P = 20th order polynomial. The complex modulus is plotted in terms of its
storage modulus, E′, and loss modulus, E′′. In Fig. 4.164, the predicted storage and loss
moduli are compared to measurements from a Dynamic Mechanical Analysis (DMA) test
performed on a sample of the same rubber used in the experiment. The results show
good agreement between measured and predicted storage modulus found with the proposed
method. However, it is observed that the predicted loss modulus is relatively large compared
to DMA measurements.
The observed discrepancy in predicted and measured loss modulus sheds light to an
important modeling lesson. While the updated model response, i.e. mobility, is shown
to agree with measurements in Fig. 4.30, there may still be inaccuracies in the predicted
model parameter. These inaccuracies are due to errors in the model itself caused by
any assumptions or simplification made to model the physical system. Consequently,
when attempting to match measurements exactly, the parameters that are being adjusted
will compensate for any unmodeled artifacts. This is most likely the case for the results
presented in Fig. 4.165. In this example, there may have been extra sources of energy
133
























Figure 4.31: Predicted properties for Neumann series approximation Example Four. Pre-
dicted storage modulus and loss modulus compared to storage modulus and loss modulus
measured with DMA test.
dissipation in the physical structure that were not accounted for in the FEM. As a result,
when the method adjusted the complex modulus to bring model response into agreement,
all damping was absorbed into updated loss modulus. Nonetheless, as was shown in this
example, the proposed method and the computed sensitivities efficiently modify a FEM to
obtain a desired model response.
Summary of Example
In this example, the sensitivities of a viscoelastic rubber bar were computed with the
Neumann series approximation. The sensitivities were then used to employ the model
updating method presented in Sec. 4.7.2. In this example, the complex modulus of the
rubber bar was highly frequency dependent. As damping models are often frequency
dependent, this example offered a good representation of the significant computation needed
when analyzing damped structures. Namely, when a damping parameter must be found or
analyzed at many frequency points, an efficient evaluation method is paramount. In the
proposed method employed in this example, no linear solves were used when the updated
complex modulus was predicted. As a result, the sensitivities computed with the Neumann
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series approximation offer an efficient method for predicting how a structure may depend
on damping parameters at many frequency points.
4.10 Conclusions
In this chapter, developed methods based on the Neumann series approximation were pre-
sented. Three main research problems were addressed resulting in improved computational
and analytical capabilities of methods utilizing the Neumann series approximation. The
three problems and the resulting developed methods are discussed below.
In Sec. 4.5, a method for predicting convergence characteristics of a Neumann series
was presented [17]. The method computes the ratio of adjacent terms in the Neumann series
and compares the ratio to bounds found from stochastic simulations. When the computed
ratio is less than its corresponding bound, the series expansion is predicted to be convergent
and the method employs the Neumann series to approximate the displacement response of
the perturbed system. When the computed ratio is greater than or equal to its corresponding
bound, the linear solve is used to evaluate the response. Themethod offers the computational
advantage of efficiently predicting the appropriate evaluation scheme without any additional
computations when the approximation is employed. Results in Example One, presented
in Sec. 4.9.2, illustrated the method’s accuracy when predicting convergence with terms
computed early in the series expansion.
In Sec. 4.6, the Liem–McDaniel Method for accelerating the evaluation of the Neumann
series approximation was presented [24]. The method was formulated for a J = 1 and J = 2
parameter modification problem, where a new, while mathematically equivalent, expression
for the Neumann series approximation was derived. The expression writes each term in
the expansion as a product between the modification parameters and expansion vectors.
A recursive relationship was derived to aid in the evaluation of the expansion vectors.
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Although the method requires the initial computational investment of precomputing and
storing the expansion vectors, significant computational savings are offered due to the
accelerated evaluation. The LMM is most beneficial when the approximation is evaluated
multiple times for different values of the modification parameters. In Sec. 4.6, results from
CPU timing tests highlighted the computational advantages of the LMM over the standard
RPM. The LMMwas applied to a stochastic analysis problem in Sec. 4.9.3, and an iterative
model updating problem in Sec. 4.9.4.
In Sec. 4.7, a method for predicting the sensitivities of a damped dynamic structure with
the Neumann series approximation was presented [23]. An expression for the sensitivities,
mathematically represented by partial derivatives of the structure’s response, was derived by
differentiating the Neumann series approximation for the response of a perturbed structure.
The sensitivities provide meaningful knowledge about the structure, as they predict how a
structure’s output depends on amodel parameter of interest. With the computed sensitivities,
a model updating method was then presented. The method expresses a desired response
with a Taylor series expansion formulated from the sensitivities of the structure under
consideration. The method then computes the changes needed in the model to obtain the
desired response by solving for the roots of the polynomial. In Sec. 4.9.5, the sensitivities
of a damped rubber bar were computed and used to predict the rubber’s complex modulus.
Matlab codes that implement the Neumann series approximation and the developed
methods are provided in Appendix F.
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Chapter 5
Analyzing Systems with Loss Factor Images
5.1 Introduction
In this chapter, a method for analyzing damped structures from FEM models and their
solutions is presented. The proposed method quantifies the damping in the structure with
the system loss factor, originally presented by Ungar and Kerwin [29]. The loss factor
has often been used to quantify material damping and viscoelastic damping. However,
in the present method, the loss factor will be used to quantify all losses in a structure.
Specifically, unique expressions for the energy terms initially presented by Ungar and
Kerwin are proposed in this chapter. Here, the energy terms are formulated from FEM
matrices and their solutions. With the chosen definitions of the energy terms, loss factor
images of structures may be constructed. These loss factor images are intended to provide
a visual and quantitative tool for assessing where energy is dissipated in the structure. The
analyses and work presented in this chapter is intended to address the following research
problem.
Research Problem
LossFactorProblem: Develop an efficientmethod to quantify damping in a structure
from a forced response.
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Here, the above research problem is explained in more detail to help build context for
the method presented in this chapter. Currently, there are various quantities that may be
computed to analyze or predict the damping in a structure. For example, one may simply
compute the forced response of a structure. To discern characteristics of the structure’s
damping, the amplitude and broadness in response near resonance frequencies may be
analyzed. However, the response would have to be evaluated at multiple frequency points
to obtain a well defined frequency response curve. Unless an approximation, such as the
Neumann series approximation, is used to compute the response, this evaluation is rather
computationally expensive. An alternative method for predicting damping is to compute
the modal damping ratios of the structure. As previously discussed in Sec. 2.4, modal
damping ratios are often used to quantify the damping of a single mode. As the response
near resonance is often of interest, the modal damping ratio is a relatively popular damping
metric. However, to compute the modal damping ratios, an eigenvalue problem must be
solved. This computational task, which is already relatively computationally intensive,
becomes even more intensive when the structure does not have proportional damping.
When this is the cases, the equation of motion must be rewritten in state space form, such
that a linear eigenvalue problem can be solved to find the modal properties of the structure.
For example, when a viscous damping model is used, the resulting state space matrices
are 2N × 2N , where N is the number of DOF in the system. As a result, evaluating the
modal damping ratios with the linear eigenvalue problem and state space matrices is very
computationally expensive for large models.
Here, the system loss factor is examined as a metric for predicting and quantifying
damping. By definition, the system loss factor quantifies the amount of energy dissipated per
the amount of energy stored over a cycle of vibration [29]. The loss factor has the advantage
of only requiring the solution of a forced response at a single frequency. Additionally,
the loss factor is computed from matrix–vector products and vector–vector dot products.
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Consequently, in comparison to computing a frequency response curve or solving a linear
eigenvalue problem, evaluating the loss factor with FEM matrices and their solutions is
relatively computationally efficient. The system loss factor also has the advantage of
quantifying damping for any forced response. Namely, the system loss factor is not tied to
a specific mode like the modal damping ratio. In practice, the system loss factor may offer
more insight, as it is often the case that a structure is not vibrating exactly in a mode shape,
especially when the structure is subjected to external forces.
In this chapter, analysis is presented to derive a relationship between the system loss
factor and modal damping ratio. It will be shown that for the free response case, the system
loss factor is exactly equal to twice the modal damping ratio. The derived relationship is
intended to serve two purposes. First, if the modal damping ratio is of interest, one may
approximate the modal damping ratio with the system loss factor. As will be shown in this
chapter, this approximation must be made prudently, as the accuracy of the approximation
is dependent on how well the forced response models the corresponding modal response.
The relationship also highlights the significant difference between the system loss factor and
modal damping ratio. This will become obvious when analyzing displacement responses
that are not in the form of a mode shape of the structure. The distinction between the
system loss factor and modal damping ratio is intended to highlight the loss factor’s ability
to quantify damping for any displacement response.
Also presented in this chapter is the formulation of loss factor images. Mathematically,
the proposed loss factor images represent a DOF’s contribution to the system loss factor.
When visually analyzed, the loss factor image may be used to determine where energy
is dissipated in a structure. Consequently, loss factor images offer a pictorial tool when
assessing designs and the effectiveness of applied damping. In an example presented, the
loss factor image is used to compare two designs of a beam with equal amounts of damping.
Here, the loss factor images shows that damping in certain regions of the beam do not
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contribute to a significant amount of energy dissipation.
The remainder of this chapter is organized as follows. In Sec. 5.2, the equation of motion
of a multiple DOF system is expressed in state space form. Here, the state space matrices are
used to formulate the linear eigenvalue problem. In Sec. 5.3, an expression for the system
loss factor is presented, and the idea of loss factor images is discussed. The system loss
factor is then related to the modal damping ratio in Sec. 5.4, where an expression between
the system loss factor and modal damping ratio is found for free vibration. An example
is then presented in Sec. 5.5, where two damped beams are analyzed with the system loss
factor and loss factor images.
5.2 State Space Formulation of Equation of Motion
Here, we begin with the equation of motion for a viscously damped N DOF system in the
frequency domain (
K + (iω)C + (iω)2M
)
x(ω) = f(ω), (5.1)
where K, C, and M are the global stiffness, damping, and mass matrices respectively.
Here, damping is modeled with the viscous damping matrix. In the following analysis, it
is assumed that the entries in the viscous damping matrix are independent of frequency. In
Eq. 5.1, x and f are the displacement and force vectors respectively. The free response is
now considered by setting the RHS of Eq. 5.1 equal to zero, such that(
K + λC + λ2M
)
x(ω) = 0, (5.2)
where the variable
λ = iω, (5.3)
is introduced for mathematical convenience. Note that Eq. 5.2 is a polynomial eigenvalue
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Expressing the equation of motion in state space form results in the linear eigenvalue
problem
(A − λB)ψ = 0, (5.5)












In Eq. 5.5, λ and ψ are the complex–valued eigenvalue and eigenvector respectively. Here,
the nth eigenvalue, λn, is related to modal properties of the nth mode by [22]
λn = −ζnωn + iωn
√
1 − ζ2n , (5.7)
where ωn and ζn are the undamped natural frequency and damping ratio, respectively, of
the nth mode.
As mentioned in Sec. 5.1, solving an eigenvalue problem is relatively computationally
intensive. This is because eigenvalue solvers often require a matrix reduction followed by an
iterative process that produces sequences that converge to eigenvalues [16]. Consequently,
evaluation of the modal properties in Eq. 5.7 with the linear eigenvalue problem in Eq. 5.5
requires significant computational resources. In the following section, the system loss factor
is introduced as an efficient alternative method for predicting damping.
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5.3 System Loss Factor
In this section the system loss factor is discussed, and the loss factor image is introduced.





where D denotes the energy dissipated per cycle and W denotes the total energy associated
with vibration. Note that in the work by Ungar and Kerwin, the precise mathematical
definition for D and W were left open for interpretation.






W = 〈Estored(ω)〉 , (5.10)
where 〈Pdis〉 is the time averaged power dissipated, and 〈Estored〉 is the time averaged total











where v is the frequency dependent complex–valued velocity vector, and the superscript H
indicates a Hermitian transpose of the vector to which it is appended. The time averaged
total energy stored is equal to the sum of the time averaged kinetic and potential energy,
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such that
〈Estored(ω)〉 = 〈T(ω)〉 + 〈U(ω)〉 , (5.13)










Expressions for the time averaged power dissipated, kinetic energy, and potential energy
are derived in Appendix C.















where the frequency dependence (ω) has been omitted from the response vectors to improve
readability. Note that when the solution to the FEM is known, evaluation of the system
loss factor only requires matrix–vector products and vector–vector products. As these
computations are relatively minor compared to solving an eigenvalue problem, the system
loss factor offers major computational advantages over the modal damping ratio.




















From Eq. 5.17, ηm represents the mth DOF’s contribution to the system loss factor. More
specifically, ηm quantifies the energy dissipated at the mth DOF by forces that may be
generated elsewhere. The scalar quantity (Cv)m represents the mth element in the vector
Cv, and v∗m is the complex conjugate of the mth element in the velocity vector. As will be
shown in the example presented in Sec. 5.5, ηm may be computed to construct a loss factor
image, which may be used as a pictorial tool for interrogating a model. By constructing
and analyzing loss factor images, one may asses structural designs and learn about the
spatial characteristics of damping in the structure. Note that the loss factor contribution,
ηm, computed with Eq. 5.18 is formulated from the matrices of the FEM and its solution, i.e.
the displacement and velocity response vectors. Consequently, the loss factor image may
be used as a tool to derive additional knowledge from a FEM. Additional characteristics of
the system loss factor is discussed in the following section, where the modal damping ratio
and its relationship to the system loss factor is examined.
5.4 Modal Damping Ratio
In this section, the relationship between the system loss factor and modal damping ratio is
derived. The relationship is derived by considering the free response and equation of motion
defined in Eq. 5.4. Recalling Eq. 5.3, the velocity vector is related to the displacement vector
by
v(ω) = λx(ω). (5.19)
Substituting Eq. 5.19 into Eq. 5.4, the state space expression can be written in terms of the
following two equations
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Kv(ω) − λKx(ω) = 0 (5.20a)
Kx(ω) + Cv(ω) + λMv(ω) = 0. (5.20b)





Similarly, pre–multiplying Eq. 5.20b by vH and rearranging yields
vH(ω)Cv(ω) = −vH(ω)Kx(ω) − λvH(ω)Mv(ω). (5.22)
Now substituting the expression for the velocity vector in Eq. 5.19 into Eq. 5.21, and
simplifying the RHS results in
vH(ω)Kx(ω) = λ∗xH(ω)Kx(ω). (5.23)
Next, substituting Eq. 5.23 into Eq. 5.22 yields
vH(ω)Cv(ω) = −λ∗xH(ω)Kx(ω) − λvH(ω)Mv(ω), (5.24)










Here and for the remainder of this section, the frequency dependence (ω) is omitted from
the response vectors to improve readability.
Assuming the response is characterized by a single mode, such that λ = λn, where λn is
the eigenvalue defined in Eq. 5.7, then the numerator in Eq. 5.25 may be expressed in terms
of modal properties, such that
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− λ∗nxHKx − λnvHMv = −(−ζnωn − iωd,n)xHKx − (−ζnωn + iωd,n)vHMv, (5.26)
where ωd,n is the damped natural frequency of the nth mode, defined as
ωd,n = ωn
√
1 − ζ2n . (5.27)
Rearranging the RHS of Eq. 5.26 results in



















) ) . (5.29)
Recalling the definitions for the time averaged kinetic and potential energy in Eqs. 5.14
and 5.15, the rational term on the RHS of Eq. 5.29 is equal to zero if the difference between
the time averaged kinetic and potential energy is zero. Equivalently, the rational term is
zero if the time averaged kinetic energy is equal to the time averaged potential energy, such
that
xHKx = vHMv. (5.30)
In the following section, Eq. 5.30 is derived.
5.4.1 Time Averaged Energy Relationships for Free Vibration
Here, an expression relating the time averaged kinetic energy to the time averaged potential




K + λC + λ2M
)
x = 0. (5.31)
Pre–multiplying Eq. 5.31 by xH yields
xHKx + λxHCx + λ2xHMx = 0. (5.32)













M (1/λv) = 0, (5.33)







vHMv = 0. (5.34)
To proceed with the analysis, the complex–valued eigenvalue is expressed in terms of
its real and imaginary part, such that
λ = λ′ + iλ′′, (5.35)
where λ′ and λ′′ are the real and imaginary parts respectively. Substituting Eq. 5.35 into










vHMv = 0. (5.36)
Setting the real part of the LHS equal to the real part of the RHS of Eq. 5.36, and likewise
the imaginary part of the LHS equal to the imaginary part of the RHS of Eq. 5.36, results













vHMv = 0. (5.37b)
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Rearranging and simplifying Eq. 5.37b yields
vHCv = −2λ′vHMv, (5.38)










vHMv = 0. (5.39)
Rearranging Eq. 5.39 results in
(
(λ′)2 − (λ′′)2 − 2(λ′)2
|λ |2
)
vHMv + xHKx = 0, (5.40)






vHMv + xHKx = 0, (5.41)
and further simplified to
vHMv = xHKx. (5.42)
The above analysis provides a derivation for the expressions in Eqs. 5.30 and 5.42. As
previously mentioned, Eq. 5.42 implies that the time averaged kinetic energy is equal to
the time averaged potential energy. This statement becomes obvious when both sides of







From Eqs. 5.14 and 5.15, it follows that
〈T(ω)〉 = 〈U(ω)〉 for f(ω) = 0, (5.44)
where the above expression was derived for the free response problem where f = 0.
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5.4.2 Loss Factor and Modal Damping Ratio
With the derived relationship between the time averaged kinetic and potential energy in





ζnωn for f(ω) = 0. (5.45)
Finally, assuming that the frequency of oscillation is ω = ωn, the system loss factor is
related to the modal damping ratio by
η(ω) = 2ζn for ω = ωn, f(ω) = 0. (5.46)
The former derivation shows that the system loss factor, η, is directly related to the
modal damping ratio, ζn, when evaluated using the free response at ω = ωn. Specifically,
it was shown that the time averaged kinetic energy is equal to the time averaged potential
energy when f = 0. This relationship allowed for the expression in Eq. 5.16 to be simplified
to Eq. 5.46.
Note that the major difference between the system loss factor and modal damping
ratio is that in practice, the system loss factor will be computed from the solution of a
forced response. Here, the system loss factor, computed from the solution of a forced
response, quantifies the damping of the structure for the set forcing frequency and resulting
displacement response. For this case f , 0, and the relationship in Eq. 5.46 is no longer
valid. As it will be shown in the following example, the system loss factor has the versatility
of quantifying the damping in a structure when it is not vibrating in one of its normal modes.
Specifically, it quantifies the damping of a structure for any displacement response, which
may be advantageous when modeling physical structures that are often subjected to external
forces which may not perfectly excite a normal mode.
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If one is interested in finding the modal damping ratio, the following approximation
may be considered
η(ω) ≈ 2ζn for ω ≈ ωn, x(ω) ≈ xn. (5.47)
Equation 5.47 approximates the modal damping ratio from the system loss factor computed
from a forced response. Here, the approximation is made for a forcing frequency,ω, near the
natural frequency, ωn, of the mode under consideration, and for a displacement response,
x, that is approximately equal to the mode shape, xn. The validity of the approximation in
Eq. 5.47 is examined in the following example.
5.5 Example
In this section, an example is presented where the system loss factor and corresponding
loss factor image of damped beams are constructed and analyzed. Two beams, depicted
in Fig. 5.1, with material properties and dimensions listed in Table 5.1, are analyzed.
Both beams are subjected to viscous damping, modeled with discrete dashpots, c, that are
connected to ground. Beam One, depicted in Fig. 5.1a, has dashpots that span a third of the
beam’s length. In the FEM, each transverse DOF within x = L/3 to x = 2L/3 is connected
to a dashpot c. Each dashpot has the same value, and the sum of all dashpots is given in
Table 5.1. Beam Two, depicted in Fig. 5.1b, has dashpots along the entire length of the
beam. Here, each transverse DOF is connected to a dashpot c. Similar to Beam One, each
dashpot has the same value, and the sum of all dashpots is the same as that for Beam One
and is given in Table 5.1.
Note that other than the distribution of damping, Beam One and Two are identical and
have the same material properties and dimensions. Additionally, the sum of dashpot values
is equal for both beams. Both beams have pinned–pinned boundary conditions. The modal
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(a) (b)
Figure 5.1: Depiction of loss factor image example. Schematic of (a) Beam One and (b)
Beam Two.
Table 5.1: Properties of Beam One and Beam Two analyzed in loss factor image example.
Density (kg/m3) ρ = 8,000
Elastic Modulus (GPa) E = 210
Length (m) L = 1
Cross–sectional area (m2) A = 0.025
Second moment of area (m4) I = 1.3021 × 10−7
Total Damping (N·s/m) Σc = 1,000
properties of both beams are evaluated with the linear eigenvalue problem in Eq. 5.5, with
the state space matrices defined in Eq. 5.6. For this example, the FEM matrices were
constructed with Nelement = 150 2D beam elements [1]. With the solution to the eigenvalue
problem, the undamped natural frequency,ωn, and modal damping ratio, ζn, were computed
from the eigenvalue, λn, in Eq. 5.7. The undamped natural frequencies and modal damping
ratios for Beam One and Beam Two are listed in Table 5.2 for the first four modes.
Table 5.2: Modal properties of Beam One and Beam Two in loss factor image example.
Beam One Beam Two
ω1/2π = 58.09 Hz ζ1 = 0.1247 ω1 = 58.08 Hz ζ1 = 0.0681
ω2/2π = 232.33 Hz ζ2 = 0.0104 ω2 = 232.32 Hz ζ2 = 0.0170
ω3/2π = 522.64 Hz ζ3 = 0.0075 ω3 = 522.73 Hz ζ3 = 0.0076
ω4/2π = 929.29 Hz ζ4 = 0.0052 ω4 = 929.30 Hz ζ4 = 0.0043
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Table 5.3: Computed loss factor for BeamOne and BeamTwo in loss factor image example.
Forcing Frequency Beam One Beam Two
ω/2π = 55 Hz η = 0.2495 (2ζ1 = 0.2495) η = 0.1359 (2ζ1 = 0.1361)
ω/2π = 230 Hz η = 0.0647 (2ζ2 = 0.0207) η = 0.0513 (2ζ2 = 0.0340)
ω/2π = 520 Hz η = 0.0146 (2ζ3 = 0.0149) η = 0.0151 (2ζ3 = 0.0151)
ω/2π = 929 Hz η = 0.0190 (2ζ4 = 0.0104) η = 0.0108 (2ζ4 = 0.0085)
In order to understand differences in modal loss factors, the loss factor image is con-
structed for the forced response at frequencies near the undamped natural frequencies of
the two beams. The forcing frequencies analyzed are listed in Table 5.3. For each forcing
frequency, the beam was excited with a point force, f , applied at the middle of the beam’s
length with unit amplitude, as depicted in Fig. 5.1. The choice of forcing location will be
discussed in more detail later in this section.
The results are presented in Figs. 5.2–5.5. In each figure, sub–figure a corresponds
to results for Beam One, and sub–figure b corresponds to results for Beam Two. In each
sub–figure, the real part of the displacement response is plotted with the colored line, where
color represents the loss factor, ηm, at the mth node of the beam. The forced response is
compared to the real part of the beam’s scaled mode shape, xn, plotted with the dashed
line. Here, the mode shapes were scaled such that its maximum amplitude was half the
maximum amplitude of the forced response. The loss factor computed with Eq. 5.16 for
Beam One and Beam Two is listed in Table 5.3.
5.5.1 Loss Factor Images
To analyze the results, first consider the forced response for ω/2π = 55 Hz, plotted in
Fig. 5.2. Here, the colored displacement profile represents the loss factor image of the
beam, where color represents the loss factor at the mth DOF, ηm. From Eq. 5.17, ηm
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quantifies the contribution to the loss factor, η, at the given location. From Fig. 5.2, the loss
factor image depicts where energy is dissipated on the structure. In other words, the loss
factor image gives a spatial representation of the energy dissipated throughout the structure.
For example, from Fig. 5.2a, energy is dissipated near the center of Beam One. This
intuitively makes sense, as all the dashpots are located between x = L/3 to x = 2L/3, as
depicted in Fig. 5.1a. Observing the loss factor image for Beam Two, depicted in Fig. 5.2b,
the results offer additional insight. Here, the loss factor image shows a clear distinction
between applied damping, via the evenly distributed dashpots, and the energy dissipated.
As depicted with color, and thus ηm, the loss factor image indicates that a large portion of
the energy is dissipated near the center of the beam.
From the results, the loss factor image may be used as a tool for assessing and analyzing
designs of damped structures. For example, the loss factor image may be used as a visual
tool for determining the efficacy of damping treatments. This is best illustrated with the
results in Figs. 5.4 and 5.5, which plots the response for the forcing frequencies near the third
and fourth natural frequencies, respectively. From the loss factor image of BeamTwo, notice
that although the dashpots are evenly distributed, the loss factor contribution, ηm, is not
constant across the length of the beam. Furthermore, the loss factor image indicates that a
relatively small amount of energy is dissipated in certain regions of the beam. Consequently,
in this example the loss factor images indicate where the dashpots, representative of applied
damping treatments, are effective and ineffective. Here, an effective damping treatment is
one that dissipates energy and contributes to the overall damping of the structure.
In addition to the visual loss factor image, the loss factor itself may be used to asses the
damping of a structure. Considering results in Figs. 5.4 and 5.5 again, a visual comparison
may be made when comparing the loss factor images for Beam One and Beam Two. As
previously mentioned, the loss factor images mainly depict the spatial dependence of the
energy dissipated. To asses the total damping of the structure, the loss factor, η, in Eq. 5.17
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Figure 5.2: Results atω/2π = 55 Hz for loss factor image example. Results plot loss factor
contribution, ηm, as color on top of forced displacement response, and scaled mode shape
for mode n = 1 depicted with dashed line for (a) Beam One and (b) Beam Two.
may be computed by summing all contributions. From Table 5.3, notice that the loss factor
for Beam One is less than that of Beam Two for the forcing frequency near the third natural
frequency, ω/2π = 520 Hz. However, the opposite is true for the forcing frequency near
the fourth natural frequency, ω/2π = 929 Hz. These results are intended to highlight the
qualitative and quantitative attributes of the loss factor image. Specifically, the loss factor
image is visually informative in depicting where energy is dissipative. Although it may
be difficult to assess the overall design and response of the structure from the loss factor
image, the loss factor, η, may be used to draw conclusions about the overall damping of the
structure.
5.5.2 Modal Damping Ratio
In the final part of this example, the computed loss factors are compared to the modal
damping ratios. In Table 5.3, the loss factors for Beam One and Beam Two are listed for
each forcing frequency. Additionally, 2ζn for Beam One and Beam Two are listed and
compared to the loss factor at the frequency near the corresponding mode.
Recall that a relationship between the loss factor and modal damping ratio was derived
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Figure 5.3: Results at ω/2π = 230 Hz for loss factor image example. Results plot loss
factor contribution, ηm, as color on top of forced displacement response, and scaled mode
shape for mode n = 2 depicted with dashed line for (a) Beam One and (b) Beam Two.


























































Figure 5.4: Results at ω/2π = 520 Hz for loss factor image example. Results plot loss
factor contribution, ηm, as color on top of forced displacement response, and scaled mode
shape for mode n = 3 depicted with dashed line for (a) Beam One and (b) Beam Two.
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Figure 5.5: Results at ω/2π = 929 Hz for loss factor image example. Results plot loss
factor contribution, ηm, as color on top of forced displacement response, and scaled mode
shape for mode n = 4 depicted with dashed line for (a) Beam One and (b) Beam Two.
in Sec. 5.4. As previously discussed, the relationship in Eq. 5.46 was derived for the free
response, where f = 0. Here, we consider the approximation in Eq. 5.47, which considers
the loss factor computed from a forced response. From the results in Table 5.3, notice that
η ≈ 2ζn for the forcing frequencies near the first and third natural frequency. However,
there is a relatively large difference between η and 2ζn for the forcing frequencies near the
second and fourth natural frequency.
From initial observations of the results, the validity of the approximation in Eq. 5.47
depends on how closely the forced displacement response matches the free response at ω =
ωn. For example, from Figs. 5.2 and 5.4, the forced response is similar to the corresponding
mode shape for the forcing frequencies near the first and third natural frequencies. In
contrast, due to the applied force at the center of the beam, the forced response in Figs. 5.3
and 5.5 is very different from the corresponding second and fourth mode, respectively.
These results are intended to illustrate the mathematical claim that the loss factor is related
to the damping ratio by η = 2ζn when f = 0.
It may be concluded that the approximation in Eq. 5.47 is inaccurate when the forced
response, x, varies considerably from the corresponding mode shape, xn. This is the case
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for the response at frequencies near the second and fourth natural frequency. For example,
at ω/2π = 230 Hz and ω/2π = 929 Hz, the system loss factor and corresponding modal
damping ratio of BeamOne were η = 0.0647, 2ζ2 = 0.0207, and η = 0.0190, 2ζ4 = 0.0104,
respectively. Here, the disagreement between the system loss factor and twice the modal
damping ratio is due to the large difference between the forced displacement response and
corresponding mode shape, as depicted in Figs. 5.3 and 5.5.
Additional work is needed to determine the accuracy of the approximation in Eq. 5.47
when x ≈ xn. Results from this example may serve as an initial starting point for such
investigation. For example, notice the difference in relationships between η and 2ζ1 for
Beam One and Beam Two in Table 5.3. Here, η appears to exactly match 2ζ1 for Beam One,
while η differs slightly from 2ζ1 for Beam Two. In an attempt to interpret these results, the
system loss factor was computed at additional frequencies near the first natural frequency,
and compared to 2ζ1 in Fig. 5.6. From the results, notice that the system loss factor closely
matches twice the modal damping ratio at the damped natural frequency, ωd,1, for Beam
One. In contrast, the system loss factor always appears to be less than twice the modal
damping ratio for Beam Two. These results reveal that the approximation in Eq. 5.47 is
relatively accurate for Beam One, but relatively inaccurate for Beam Two. This difference
may be due to either the difference in the forced response and mode shape, or the difference
between the time averaged kinetic energy and potential energy for a forced response. Both
possibilities are ares for future research.
5.6 Future Work and Applications
To end this chapter, an alternative expression for the system loss factor is introduced to
discuss potential future work and additional applications of the loss factor image. Here, the
loss factor is expressed in terms of the time averaged power dissipated, kinetic energy, and
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Figure 5.6: System loss factor results at ω/2π = 55 Hz for loss factor image example.
Results plot system loss factor versus frequency for (a) Beam One and (b) Beam Two.


















where fdis is the dissipative force vector. Substituting Eq. 5.49 into Eq. 5.48, an alternative




















where ηm is the contribution of the loss factor at the mth DOF, and fdis,m is the dissipative
force at the mth DOF.
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It should be noted that the expressions for the system loss factor in Eqs. 5.16 and 5.50
are equivalent, as the dissipative force computed from a viscous damping matrix is
fdis(ω) = Cv(ω). (5.52)
However, the expression in Eq. 5.50 may be advantageous when the exact FEM matrices
are not known. When this is the case, evaluating the loss factor and its contributions with
Eqs. 5.16 and 5.18, respectively, is often not possible. As a result, the expression in Eq. 5.4
may be more amenable when the solution to a FEM is available, but not the FEM matrices
itself. A scenario where this case may occur is described below.
Consider the physical problem depicted in Fig. 5.7. Here, a vibrating plate is coupled to
a channel of fluid. In the channel there is a compressible particle that has its own dynamic
properties, namely an effective stiffness, mass, and damping. For this scenario, the plate
itself has no material damping. Instead, the plate is damped due to its interaction with the
fluid. Specifically, when the plate vibrates, the fluid applies a dissipative force to the plate,
due to the presence of viscous losses or acoustic radiation. When modeling the system
depicted in Fig. 5.7, it may be difficult to extract the matrices from the FEM due to the
fluid–structure coupling. However, if the solution to the FEM is known, one may be able to
compute the dissipative force applied to the plate, fdis,m.
With the computed dissipative force, a loss factor image may then be constructed with
use of Eq. 5.51. Due to the complexity of the system, the loss factor image may offer
valuable insight into how the plate is effectively damped due to its coupling to the fluid.
Additionally, by analyzing the loss factor image, knowledgemay be gained about the particle
in the fluid. For example, if the plate is vibrating at the resonance frequency of the particle,
energy from the plate will be readily transfered to the vibrating particle. This effective
damping of the plate will appear in the loss factor image. However, the exact form in which







Figure 5.7: Schematic of potential future work on loss factor images.
determine how loss factor images depend on a structure’s surrounding, and how they may
be analyzed to gain desired knowledge. For example, considering the previously described
system, can loss factor images by analyzed to infer certain properties about the vibrating
particle?
5.7 Conclusions
In this chapter, an expression for the system loss factor and the corresponding loss factor
image were derived. The system loss factor is presented as a quantitative metric that may be
efficiently computed to predict the damping in a large complex structure. In contrast to the
modal damping ratio, the system loss factor may be computed directly from the matrices
and solution of a FEM with computationally simple matrix–vector products and vector–
vector dot products. In this chapter, it was shown that the system loss factor is different
from the modal damping ratio, as it quantifies damping for a forced response. Namely, the
system loss factor may predict the damping of a structure for any displacement response.
An approximate relationship between the system loss factor and modal damping ratio was
derived considering a forced response. However, additional work is needed to examine the
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accuracy of such approximation.
The loss factor image acts as a visual tool for examining each DOF’s contribution to
the system loss factor. As shown in Sec. 5.5, the loss factor image depicts where energy
is dissipated in the structure. Examination of a damped structure’s loss factor image may
offer significant insight and knowledge. Specifically, the spatial dependency of the energy
dissipated may be a powerful design tool when examining the efficacy of applied damping
treatments. Furthermore as discussed in Sec. 5.6, loss factor images may be used as a tool
to infer more knowledge about a structure and its coupled systems.
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Part III




Part III of this dissertation presents developed methods for deriving knowledge from so-
lutions of FEMs. Specifically, methods developed for analyzing the dissipation of MEMS
and NEMS resonators are presented. Here, the solutions are solutions from fully coupled
3–Dimensional (3D) FEMs that model a vibrating resonator immersed in a fluid. The devel-
oped methods analyze the solution of the FEM to determine and understand the prominent
damping mechanisms at the micro/nano scale. In this chapter, an overview of MEMS and
NEMS resonators is presented, followed by a description of the chapters found in Part III
of this dissertation.
Recently, MEMS and NEMS resonators have gained significant research interest due to
their unprecedented set of dynamic properties. Namely, their small physical dimensions give
rise to very high resonance frequencies and large quality factors. As a result, MEMS and
NEMS devices are currently being developed as ultrasensitive sensors of physical quantities,
such as mass [30, 31, 32, 33, 34, 35, 36], charge [37], and viscosity [38]. Complementary
to this effort, NEMS devices that are optimized for operation in water, referred to as bio–
NEMS, are being envisioned for sensing biological quantities and phenomena [39, 40, 41].
Such unprecedented sensing capabilities enable MEMS and NEMS devices to serve as










Figure 6.1: Schematic of various damping mechanisms for vibrating MEMS/NEMS beam.
detection of biological molecules, and more [42].
Asmost applications described above require operation in fluids [40, 43], it is paramount
that the damping mechanisms presented by the fluid are well understood. A schematic of
a vibrating MEMS/NEMS resonator in an infinite fluid is depicted in Fig. 6.1. In this
dissertation, the resonators will be in the form of either a fixed–free beam, i.e. cantilever, or
fixed–fixed beam. In Fig. 6.1, various damping mechanisms in the continuum regime are
presented. Damping caused by structural dissipation, namely intrinsic material damping
and extrinsic boundary losses, and fluidic dissipation are depicted. In this dissertation, we
focus on fluidic dissipation in the continuum regime. Namely, dissipation caused by viscous
dissipation and acoustic radiation.
Currently a 2D model of a cylinder oscillating in a viscous fluid is often used to
approximate the viscous dissipation of MEMS and NEMS resonators. It will be shown that
this model is inaccurate in certain regimes and fails to account for any damping caused by
acoustic radiation. As a result, fully coupled 3D FEMs are employed to better model the
physics and dynamics of the problem. In the following chapters, methods for analyzing the
solutions of these FEMs to derive knowledge about the prevalent damping mechanisms are
presented. In addition to the FEM solutions, experimental measurements obtained by the
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Nanometer Scale Engineering Laboratory (NSEL) at Boston University are also analyzed.
The objective of the present work is to develop methods for analyzing FEM solutions
and experimental measurements of MEMS/NEMS resonators to gain knowledge on the
prominent damping mechanisms at the micro/nano scale. Specifically, two research prob-
lems are addressed in Part III of this dissertation. The research problems, labeled as Nano
Problem One and Nano Problem Two, are formally stated below.
Research Problem
Nano Problem One: Determine when the 2–Dimensional fluid models break down
when predicting damping due to viscous dissipation.
Nano Problem Two: Determine when damping due to acoustic radiation becomes
significant, such that it may no longer be neglected.
Nano Problem One is addressed in Chapter 9, and Nano Problem Two is addressed in
Chapter 10. Both chapters include detailed literature reviews on the corresponding research
problem. The organization of the remainder of Part III is now discussed. In Chapter 7, the
dynamics of a bare beam, a beam in vacuo without any fluid loading, are discussed. The
equation of motion of a beam with axial loading is presented in preparation for modeling
NEMS beams with axial loading. A method for predicting the material properties of beams
with axial loading is then presented. This part of the chapter is essential, as accurate
models, which require accurate material properties, are necessary for analyzing damping in
the following chapters.
In Chapter 8, the analytical models that will be used to predict the damping of fluid
loaded beams are presented. First, the 2D equation of motion of a beam with a fluid loading
force is presented. This model is amenable to modal analysis, which models each bending
mode of the beam as a damped harmonic oscillator. To predict the force applied by the fluid
to the beam, the 2D cylinder model is presented. Note that this model only predicts the
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force applied by a viscous incompressible fluid, and therefore only predicts damping due to
viscous dissipation. In the latter part of the chapter, 3D FEMs of a fluid loaded beam are
presented.
In Chapter 9, damping due to viscous dissipation is analyzed. Nano Problem One is
addressed, and the limitations of the 2D fluid models are analyzed. Specifically, two cases
for which the 2D models may break down are analyzed. First, the effect of the presence of
a substrate and the resulting squeeze film damping is analyzed. Next, the presence of axial
flow, which can become significant at higher mode numbers is analyzed. To determine
the limitations of the 2D models, experimental measurements and the analytical models
presented in Chapter 8 are employed.
In Chapter 10, damping due to acoustic radiation is analyzed and Nano Problem Two
is addressed. Experimental measurements from MEMS beams with significant acoustic
radiation are analyzed. The measured dissipation is compared to predictions made from
the 2D viscous cylinder model and 3D FEMs. With the experimental measurements and
analytical models, it is evident thatMEMS andNEMSbeams are indeed capable of radiating
signifcant levels of sound. A dimensionless parameter is introduced to relate the bending
wavelength to the acoustic wavelength in the fluid. Analysis of experimental measurements
and FEM solutions show that the dimensionless parameter is a good metric for predicting
when acoustic radiation will be significant.
The methods developed in Part III of this dissertation derive knowledge from solutions
of large complex FEMs of MEMS and NEMS beams. In its totality, the derived knowledge
allows one the better understand how energy is dissipated when MEMS and NEMS beams
vibrate in a fluid. Specifically, the developed methods aid in predicting the prominent
damping mechanisms on the micro and nano scale.
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Chapter 7
Modeling MEMS and NEMS Beams
7.1 Introduction
In this chapter, the dynamics of a bare beam is discussed. Here, a bare beam is referred to
as a beam that is not immersed in a fluid, i.e. a beam that is in vacuo. The main objective of
this chapter is to present the governing equations of the bare beam, and present a method for
predicting the material properties of the bare beam. The method presented finds material
properties that bring predicted natural frequencies into agreement with measured natural
frequencies. This method is employed in the latter part of this chapter to predict the elastic
modulus and axial load of the NEMS beams measured by the NSEL. As accurate material
properties and models of bare beams are needed for further damping analyses, the work
presented in this chapter lays the foundation for the research on damping of MEMS and
NEMS beams.
In this chapter, we begin with the Euler–Bernoulli equation of motion for a beam in
Sec. 7.2. The equation of motion for a beam with axial loading is then presented in
Sec. 7.3. The natural frequencies of a beam with and without axial loading are discussed.
When a beam does not have axial loading, the characteristic equation may often be readily
solved to find the natural frequencies of the beam. However, when axial loading is present,
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the characteristic equation is often more complex, and solving for the natural frequencies
becomes a difficult numerical task.
As an alternative method for modeling a bare beamwith axial loading, a 2D FEMmodel
is introduced in Sec. 7.4. The FEM models transverse vibration along the length of the
beam. The FEM is also used to predict the natural frequencies of a beam with axial loading.
Expressions for the natural frequencies are derived in terms of dimensionless parameters.
This formulation becomes the basis for the method that predicts material properties that
bring predicted natural frequencies into agreement with measured natural frequencies. The
proposed method is presented in Sec. 7.5, and is used to predict the material properties for
three NEMS beams in Sec. 7.6.
7.2 Equation of Motion of a Beam
In the present work, a beam depicted in Fig. 7.1 whose length, width, and thickness is in
the x–, y–, and z–direction, respectively, is considered. Here, we primarily focus on the
beam’s displacement in the z–direction. The beam in Fig. 7.1 may be modeled with the 2D







= f z(x, t), (7.1)
where x is the location on the beam, t is time, w is the lateral displacement of the beam’s
neutral axis in the z–direction, E is the elastic modulus, I is the moment of inertia of the
beam’s cross–section, ρs is the mass density, A is the cross–sectional area, and f z is the
external force per unit length in the z–direction. Here, the bar, (·), indicates the quantity is
per unit length.
















[ψ(x) exp(iωt) + ψ∗(x) exp(−iωt)] , (7.3)
where ω is the angular frequency of vibration and ψ is a complex–valued displacement
amplitude. In the present work, the superscript ∗ is used to indicate the complex conjugate





− ω2ρs Aψ(x) = 0, (7.4)
which may be solved by assuming a solution of the form
ψ(x) = C exp(βx). (7.5)











Solving for the roots of Eq. 7.7, the solution to Eq. 7.4 is found to be
ψ(x) = C1 exp(−iβx) + C2 exp(iβx) + C3 exp(−βx) + C4 exp(βx). (7.8)
where C1 − C4 are constant amplitudes. Finally, substituting Eq. 7.8 into Eq. 7.3 and
simplifying, the complete solution is
w(x, t) = Re {[C1 exp(−iβx) + C2 exp(iβx) + C3 exp(−βx) + C4 exp(βx)] exp(iωt)} .
(7.9)
The first two terms on the RHS of Eq. 7.9 represent waves propagating in the positive
and negative x–direction [44]. As a result, β, defined in Eq. 7.7, is often considered the
bending wavenumber. The second two terms represent non–propagating fields that decay
exponentially with x, and are sometimes referred to as evanescent waves [44].
For a finite beam of length L, there exists a set of frequencies for which the beam can
vibrate freely. These frequencies, referred to as natural frequencies, are dependent on the
boundary conditions of the finite beam. Applying four boundary conditions, specific to the
beam of interest, to the displacement function in Eq. 7.8 results in a characteristic equation.
The roots to the characteristic equation are the normalized wavenumbers βnL, which are






where ωn is the natural frequency of the nth mode. Each natural frequency has a corre-
sponding mode shape ψn which satisfies the boundary conditions of the finite beam.
Table 7.1 lists the normalized wavenumbers, βnL, and mode shapes, ψn, for common
boundary conditions. Here, the mode shapes are written alternatively in terms of trigono-
170
metric functions to aid in the interpretation of the physical shape. Each mode shape is
expressed in terms of a constant an, which defines the amplitude of the mode shape. This
constant will be discussed in more detail in Chapter 8.
7.3 Equation of Motion of a Beam with Axial Loading
Axial loading is often present in MEMS/NEMS beams and the thin films they are fabricated
from due to the difference in thermal expansion between the substrate and depositedmaterial
[45, 46]. In this section, the equation of motion of a beam with axial loading is presented.
When axial loading is present, the equation of motion in Eq. 7.1 must be modified to











where P is the axial force. The axial force is tensile when P is positive, and compressive
when P is negative. In the present work, the three NEMS beams are subjected to a tensile
force. As a result, we mainly focus on analyzing the characteristics of beams under tension.
Following the same analytical procedure presented in the previous section, we arrive at







− ω2ρs Aψ(x) = 0. (7.12)
The solution to Eq. 7.12 is assumed to have the form
ψ(x) = C exp(βaxx). (7.13)





















































































The wavenumber for a beamwith axial loading, βax, depends on the wavenumber for a beam





From Eq. 7.16, the axial loading terms models the axial force in the beam and represents
the axial force relative to the flexural rigidity.
Substituting Eq. 7.16 into Eq. 7.13 gives the displacement function
ψ(x) = C1 exp(βax,1x) + C2 exp(βax,2x) + C3 exp(βax,3x) + C4 exp(βax,4x), (7.17)
and general solution
w(x, t) = Re
{[







When the beam is under a tensile force such that P > 0, it follows that
α ≤
√
α2 + β4 for P > 0. (7.19)
Consequently, from Eqs. 7.15 and 7.19, the first two terms on the RHS of Eq. 7.18 represent
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waves propagating in the positive and negative x–direction. Furthermore, the third and
fourth terms represent the evanescent waves.
When axial loading is present, the amplitude of the bending wavenumber for the propa-
gatingwaves is different that that for the evanescent waves. Consequently, finding the natural
frequencies for a beam with axial loading is often more difficult than finding the natural
frequencies for a beam with no axial loading. This is because the displacement function in
Eq. 7.17 is more complex than that in Eq. 7.8 due to the wavenumbers, βax. Bokaian [48]
derived expressions for the characteristic equations in terms of the axial loading parameter,
α, and wavenumber, β, for different boundary conditions. For most boundary conditions of
interest, the characteristic equation must be solved numerically to find the natural frequen-
cies. Numerically solving for the natural frequencies is feasible when the properties of the
beam, namely the density, elastic modulus, and axial load, are known. However, this is not
ideal when the inverse problem is considered.
7.4 Finite Element Model of a Beam with Axial Loading
A 2D FEM may be used as an alternative method for predicting the natural frequencies of
a beam with axial loading. In this section, a FEM of an Euler–Bernoulli beam with axial
loading is presented. Analysis is then presented to derive expressions for the natural fre-
quencies of the beam with the FEM. The derived expression may be used in the forward and
inverse problem, where beam properties are predicted from measured natural frequencies.
The FEM under consideration is pictured in Fig. 7.2, where the beam of length L is













Figure 7.2: Schematic of FEM for a beam with axial loading.
(
Ke +Keax + (iω)2Me
)
xe(ω) = fe(ω), (7.21)
where xe is the elemental displacement vector, fe is the elemental force vector, Ke is the
elemental bending stiffness matrix, Keax is the elemental axial loading stiffness matrix, and
Me is the elemental mass matrix. The superscript e indicates elemental FEM matrices and








where wn and θn are the lateral displacement and slope, respectively, of the nth node. The








where fn and Mn are the applied force and moment, respectively, of the nth node.
Modeling the lateral displacement of the beam element as a cubic function in x results
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 . (7.24c)
When deriving the elemental beam matrices in Eq. 7.24, the rotational DOF and applied
moments were intentionally expressed in terms of the elemental length l in Eqs. 7.22
and 7.23, respectively. This was done so that each elemental beam matrix in Eq. 7.24
is expressed as a product of a scalar and a matrix, where all dependencies on material
properties, dimensions, and axial loading reside in the scalar. This expression will be useful
for the analysis in Sec. 7.5. A detailed derivation of the FEM matrices in Eq. 7.24 is
presented in Appendix D.
With the elemental beam matrices in Eq. 7.24, the global finite element matrices are
assembled to model the transverse vibration of the entire beam [1]. The resulting equation
of motion is (
K +Kax + (iω)2M
)
x(ω) = f(ω), (7.25)
where K is the global bending stiffness matrix, Kax is the global axial bending stiffness
matrix, and M is the global mass matrix. Similarly, x is the global displacement vector
of the beam and f is the global force vector. In the following section, the FEM is used to
compute the natural frequencies and mode shapes of the beam.
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7.4.1 Evaluating Modal Properties with Finite Element Model
In this section, the FEM is used to evaluate modal properties of the beam. Specifically,
the normalized wavenumbers and mode shapes of the beam will be found by evaluating a
generalized eigenvalue problem. The analysis provides a method that avoids numerically
solving the characteristic equation when computing the natural frequencies of the beam.
To begin, free vibration is considered by setting f = 0 which simplifies Eq. 7.25 to(
K +Kax − ω2M
)
x(ω) = 0. (7.26)
Recalling Eq. 7.24 and assuming that the beam is homogeneous with constant cross–
sectional area, and that all elements are the same size with equal length l, the equation of






K̂ax − ω2 (ρAl) M̂
)
x(ω) = 0, (7.27)
where the global FEM matrices are expressed explicitly in terms of their equivalent scalar–
matrix product. Here, the matrices K̂, K̂ax, and M̂ are the global FEM beam matrices with
all material properties, dimensions, and axially loading factored out. These matrices are
dimensionless FEM matrices that model the dynamics of a beam but are independent of















x(ω) = 0, (7.28)
which may be further simplified by substituting in Eq. 7.20 and introducing dimensionless









x(ω) = 0, (7.29)
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Comparing Eq. 7.30 to Eqs. 7.7 and 7.16, the dimensionless beam parameters are related
to the axial loading parameter and wavenumber by
α̂ = 2αL2 (7.31a)
β̂ = βL. (7.31b)
Here, α̂ is considered to be the dimensionless axial load parameter that determines the
effect the axial load has on the response of the beam. The dimensionless parameter β̂ will
be referred to as the normalized wavenumber due to its relationship to the wavenumber β.
Note that Bokaian [48, 47] referred to β̂ as the normalized wavenumber, as it is related to
the natural frequencies of the beam. The formulation in Eq. 7.29 provides a novel method
for modeling a FEM Euler–Bernoulli beam with dimensionless beam parameters and FEM
matrices. This formulation is significant, as it offers numerical stability when modeling
beams on the nano scale. Additionally, the formulation in Eq. 7.29 will allow for uncertain
beam properties to be readily predicted through the dimensionless beam properties and the
evaluation of the normalized wavenumber in the proposed method.
To solve for the normalized wavenumber parameters and natural frequencies of the
beam, Eq. 7.29 is rearranged in the form of a generalized eigenvalue problem
Aψn = λnBψn, (7.32)
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where A and B are the generalized matrices that are related to the factored FEM matrices
by




B = M̂, (7.33b)
and λn and ψn are the eigenpairs of the system. Here, ψn are the dimensionless mode shapes





When the generalized eigenvalue problem in Eq. 7.32 is evaluated to solve for λn and ψn,












With the dimensionless FEM in Eq. 7.33, the generalized eigenvalue problem in Eq. 7.32
may be readily evaluated for any length scale while maintaining numerical stability. This
model will be essential for the proposed method when predicting properties of MEM-
S/NEMS beams under axial loading.
From Eqs. 7.32–7.34, it is clear that the normalized wavenumber, and hence natural
frequencies, depend on the axial load that is modeled with the dimensionless parameter
α̂. In the following section, the effect of axial loading on the normalized wavenumber is
examined to help provide physical interpretations of the effects of axial loading.
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7.4.2 Analyzing the Effects of Axial Loading
First, it is valuable to observe the case of no axial loading. To model a beam with no axial
loading, the dimensionless axial load parameter is set equal to zero, such that α̂ = 0. Notice
that when α̂ = 0, Eqs. 7.32 and 7.33 simplify to a FEM of a beam with no axial load.
To confirm this, the generalized eigenvalue problem in Eq. 7.32 is evaluated for α̂ = 0,
and the normalized wavenumbers are evaluated from the eigenvalues with Eq. 7.35. The
computed normalized wavenumbers for various boundary conditions are listed in Table 7.2.
Comparing Table 7.1 to the first column of Table 7.2, the the normalized wavenumbers are
in agreement with those found for a beamwith no axial loading. Consequently, when α̂ = 0,
the FEM is simplified to model a beam with no axial loading.
The effect of axial loading on the normalized wavenumber may be observed in Ta-
ble 7.2. The normalized wavenumber for different values of the dimensionless axial loading
parameter, α̂, are listed for different boundary conditions. The normalized wavenumber,
and thus the natural frequencies, tend to increase as the dimensionless axial load parameter,
α̂, increases. This trend is ubiquitous for all observed boundary conditions and modes.
This is to be expected, as a tensile force gives rise to an increase in natural frequencies
[48]. It is well known that a beam begins to behave like a string when either the tensile
force, P, becomes very large, or the flexural rigidity, EI, becomes very small [48, 47].
This trend is illustrated in Fig. 7.3 with a plot adapted from Wei et al. [50]. The figure
plots the normalized wavenumber for the fundamental mode, β̂1, versus the dimensionless
axial load parameter for a string which behaves as β̂n = nπα̂1/2, and three beams with
different boundary conditions. From Fig. 7.3, at small values of α̂ the effect of axial loading
is negligible and the normalized wavenumbers closely resemble those of a beam with no
loading. This may be confirmed by comparing Figs. 7.3 and Table 7.2. However, as α̂


















































Figure 7.3: Normalizedwavenumber versus dimensionless axial load for a string and beams
with various boundary conditions.
independent of flexural rigidity. This trend is depicted in Fig. 7.3 where the three beams









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































7.5 Predicting Properties of a Beam with Axial Loading
In this section, a method for predicting the axial load and elastic modulus of a beam from
measured natural frequencies is presented [51]. The method is significant as it turns a 2D
parameter scan into a 1D parameter scan, thus dramatically decreasing the computational
time required to predict the beam properties. The method assumes that the density and
dimensions of the beam are known and at least two natural frequencies have been measured.
The method predicts the axial load and elastic modulus of the beam by finding values of the
dimensionless axial load parameter, α̂, that minimize the error between the measured and
predicted natural frequencies.
In the method, the evaluation steps depicted in Fig. 7.4 are implemented. The eval-
uation steps are explained here. For a given dimensionless axial load parameter, α̂, the
method computes the normalized wavenumbers, β̂n, by evaluating the generalized eigen-
value problem in Eq. 7.32. A scaling factor is then computed by comparing the normalized
wavenumber for the fundamental mode to the measured fundamental natural frequency.





where ω1,exp is the measured fundamental frequency. From Eq. 7.36, the scaling factor is






It should be noted that when the scaling factor is computed, the ratio of elastic modu-
lus to density is simultaneously predicted. With the scaling factor, the predicted natural





























Figure 7.4: Outline of procedure for predicting natural frequencies of beams with axial
loading using a measured natural frequency.
ωn = s β̂2n . (7.39)
By evaluating the natural frequencies with the scaling factor computed from Eq. 7.38, the
predicted fundamental frequency will exactly match the measured fundamental frequency.
This effectively pins the predicted natural frequencies to the measured natural frequencies
at the first mode.
With the predicted and experimentally measured natural frequencies, a normalized error










where ωexp and ω are vectors of the measured and predicted natural frequencies. As the
predicted fundamental frequency will exactly match the measured natural frequency for the
first mode, the error in Eq. 7.40 represents the error in the predicted higher modes.
To predict the properties of the beam, the value of the dimensionless axial load parameter,
α̂, that minimizes the error in Eq. 7.40 must be found. Here, α̂opt is considered to be the
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optimal value of the dimensionless axial load parameter that minimizes the error, and sopt
is considered to be the corresponding scaling factor found from normalized wavenumbers



















Finally, the axial load may be found from the computed elastic modulus and optimal value





It is important to note that this method only predicts a unique value of the ratio (E/ρs)opt
and α̂opt. Therefore, the predicted elasticmodulus and axial loadwill depend on the assumed
density and dimensions of the beam. In other words, for any density value, a corresponding
elastic modulus and axial load that minimizes the error may be found with Eqs. 7.41–7.43.
Consequently, if the density is inaccurate, then the predicted elastic modulus and axial load
will be inaccurate, while the error in frequency, in Eq. 7.40, remains at a minimum. As a
result, the proposed method effectively finds beam parameters that accurately predict the
measured natural frequencies. But, the predicted values of the elastic modulus and axial
load will be dependent on the prescribed density, which may at times have some uncertainty.
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7.5.1 Implementation
The method for evaluating the normalized error in predicted natural frequencies is stated
formally in Algorithm 7.1. To determine α̂opt, the value of the dimensionless loading
parameter that minimizes the error in natural frequencies must be found. This may be
done by implementing an optimization search that minimizes the function in Algorithm
7.1. Alternatively, a brute force scan over values of the dimensionless loading parameter
may be performed. Often times, a brute force scan is infeasible due to the large number of
uncertain parameters. However, in this method only one parameter must be scanned, as the
elastic modulus is simultaneously found when the scaling factor is computed. A brute force
scan is outlined in Algorithm 7.2.
Algorithm 7.1 Evaluation of normalized error in predicted natural frequencies for beam
with axial loading.
1: function error_axial_freq(α̂, K̂, K̂ax, M̂, Nelement, ω1,exp)
2: Compute generalized eigenvalue matrices, A and B, according to Eq. 7.33.
3: Solve for eigenvalues, λn, according to Eq. 7.32.
4: Solve for normalized wavenumbers, β̂n, according to Eq. 7.35.
5: Compute scaling factor, s, according to Eq. 7.37.
6: Compute natural frequencies, ωn, according to Eq. 7.39.




In the presented method a minimum of two measured natural frequencies are required.
Since the scaling factor, s, is computed with a measured natural frequency in Eq. 7.37, an
additional measured frequency is needed to compute the normalized error with Eq. 7.40.
If only one measured natural frequency is available, then the normalized error will be
independent of the dimensionless axial load parameter, and equal to ε = 0. By measuring
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Algorithm 7.2 Brute force scan to predict elastic modulus and axial load from measured
natural frequencies.
Require:
1: Measured natural frequencies, ωexp.
2: Beam dimensions, A, I, L.
3: Beam density, ρs.
4: Factored global finite element matrices, K̂, K̂ax, and M̂.
5: Number of elements in finite element matrices, Nelement.
6: Values of dimensionless axial loading parameter to evaluate, α̂1, α̂2, . . . , α̂Nscan .
7: Initialize εmin = ∞.
8: for α̂ = α̂1, α̂2, . . . , α̂scan do
9: Evaluate normalized error with ε =error_axial_freq(α̂, K̂, K̂ax, M̂, Nelement,
ω1,exp)
10: if ε < εmin then
11: Store optimal dimensionless axial loading parameter, α̂opt = α̂.
12: Store minimum error, εmin = ε.
13: end if
14: end for
15: Compute generalized eigenvalue matrices, A and B, with optimal dimensionless axial
loading parameter, α̂opt, according to Eq. 7.33.
16: Solve for eigenvalues, λn, according to Eq. 7.32.
17: Solve for normalized wavenumbers, β̂n, according to Eq. 7.35.
18: Compute optimal scaling factor, sopt, according to Eq. 7.37.
19: Compute ratio of elastic modulus to density, (E/ρs)opt, according to Eq. 7.41.
20: Compute elastic modulus, E , according to Eq. 7.42.
21: Compute axial load, P, according to Eq. 7.43.
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a second natural frequency, an error between predicted and measured natural frequencies is
characterized, and the uncertain beam parameters may be accurately predicted. Although
only two natural frequencies are required, the proposed method generally performs better
when more measurements are available. It should also be noted that any natural frequency
and normalized wavenumber may be used to compute the scaling factor, s, since the
relationship in Eq. 7.36 is valid for all modes.
7.6 Predicting Properties of Measured NEMS Beams
In this section the material properties for three NEMS beams, listed in Table 7.3, are
predicted. The three NEMS beams are labeled as 50 µm Low Tension, 50 µm High
Tension, and 60 µm Low Tension. Here, the dimension used in the name, i.e. 50 µm
and 60 µm, corresponds to the length of the beam. The beams were fabricated with the
procedure presented by Ari et al. [52]. A Scanning Electron Microscope (SEM) image of
the resulting device with dimensions L × b × h ≈ 40 µm × 950 nm × 93 nm is shown in
Fig. 7.5. A top–view and side–view schematic of the beam, not drawn to scale, is depicted
in Fig. 7.6. In Chapters 9 and 10, measurements from the three NEMS beams will be used
to analyze damping, thus requiring accurate material properties. In this section, the elastic
modulus and axial load of the three NEMS beams are predicted with the method presented
in Sec. 7.5. Before discussing the results, the experimental methods employed to measure
the natural frequencies of the NEMS beams are discussed.
The natural frequencies of the beams were found by measuring displacement versus
frequency curves. In the experiment, the beams were excited using electrothermal actuation
by applying an AC voltage to the gold electrode, pictured in Fig. 7.6 [53]. The applied
voltage resulted in localized heating and a nonuniform expansion, attributed to the difference
in linear thermal coefficients of the gold electrode and silicon nitride, which resulted in the
188







Top View Side View
Figure 7.6: Schematic of top–view and side–view of fabricated NEMS beam.
flexing of the beam. The displacement of the beam was measured optically with a path–
stabilized Michelson interferometer at discrete frequencies near resonance. A modal fit was
then performed to find the natural frequencies of the NEMS beam [22]. The modal fit is
discussed in more detail in Appendix B.
Table 7.3: Dimensions of NEMS beams measured by the NSEL at Boston University.
Length (µm) Width (nm) Thickness (nm)
50 µm Low Tension 50 950 93
50 µm High Tension 50 900 100
60 µm Low Tension 60 950 93
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Table 7.4: Results from optimization search for material properties of measured NEMS
beams.
(E/ρs)opt (m2/s2) α̂opt εopt
50 µm Low Tension 8.2646 × 107 1,197 1.2891 × 10−2
50 µm High Tension 5.7190 × 107 13,374 9.7481 × 10−4
60 µm Low Tension 5.7478 × 107 2,161 7.4813 × 10−3
7.6.1 Predicted Dimensionless Parameters
The method outlined in Algorithm 7.2 was implemented to predict the properties of the
three NEMS beams described above. Specifically, the normalized error in the predicted
natural frequencies was evaluated for the dimensionless axial loading parameter with values
ranging from 100 ≤ α̂ ≤ 106. The determined value of the dimensionless axial loading
parameter that minimized the error, α̂opt, and the corresponding ratio of elastic modulus to
density found with Eq. 7.41 are listed in Table 7.4 for the three NEMS beams.
To illustrate the accuracy in the predicted beam properties, Figs. 7.7, 7.8, and 7.9 plot
the error and predicted natural frequencies for the 50 µm Low Tension beam, 50 µm High
Tension beam, and 60 µm Low Tension beam, respectively. First considering the results for
the 50 µm Low Tension beam, Fig. 7.7a plots the normalized error computed with Eq. 7.40.
Here, a well defined minimum occurs at α̂opt = 1,494. The natural frequencies are predicted
with the optimal value of the dimensionless axial loading parameter that minimized the
normalized error. The predicted natural frequencies are compared to the measured natural
frequencies in Fig. 7.7b. Here, the first eleven natural frequencies were measured and
predicted. For each mode, the predicted natural frequencies agree well with the measured
natural frequencies. The resulting normalized error in natural frequencies, εopt, is listed
in Table 7.4. From Figs. 7.8 and 7.9, similar results may be observed for the 50 µm High


























































Figure 7.7: Results from optimization search for properties of 50 µm Low Tension beam.
Results plot (a) normalized error in predicted natural frequency versus dimensionless axial
load parameter and (b) natural frequencies predicted with optimized parameters.
and good agreement between the predicted and measured natural frequencies are observed.
From Table 7.6, note that each beam had a resulting normalized error that was less than two
percent.
The results in Table 7.4 may also be further examined. Specifically, the dimensionless
axial loading parameter, which is related to the axial load in Eq. 7.43, is examined. Notice
that α̂opt predicted for the 50 µm Low Tension beam is relatively close in magnitude to
that predicted for the 60 µm Low Tension beam. This is a good validation check, as both
beams are from a low stress silicon wafer. In contrast, the 50 µm High Tension beam is
manufactured from high stress wafer, and therefore a relatively high axial load is expected.
From Table 7.4, a larger dimensionless axial loading parameter is indeed predicted.
7.6.2 Predicted Material Properties
With the optimized parameters listed in Table 7.4, the elastic modulus and axial load were
evaluated with Eqs. 7.42 and 7.43 for an estimated beam density. For the present work,
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Figure 7.8: Results from optimization search for properties of 50 µm High Tension beam.
Results plot (a) normalized error in predicted natural frequency versus dimensionless axial
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Figure 7.9: Results from optimization search for properties of 60 µm Low Tension beam.
Results plot (a) normalized error in predicted natural frequency versus dimensionless axial
























































































Figure 7.10: Natural frequencies predicted with modified material properties that will be
used in future analyses compared to measured natural frequencies. Results plotted for (a)
50 µm Low Tension beam, (b) 50 µm High Tension beam, and (c) 60 µm Low Tension
beam.
listed in Table 7.5.
In the results and analyses presented in the following chapters, the determined elastic
modulus and axial load were slightly modified for the 50 µm Low Tension and 60 µm Low
Tension beams to give better agreement with forced response measurements. The final
values for material properties used in all analyses and models presented in this dissertation
are listed in parentheses in Table 7.5. The natural frequencies predicted with such material
properties were computed to asses the accuracy of the finalized properties. The computed
natural frequencies for the three beams are compared to the measured natural frequencies
in Fig. 7.10, and the normalized error evaluated with Eq. 7.40 is given in Table 7.5 in
parentheses. By modifying the material properties, a slight increase in error is observed.
However, all errors remain below five percent and relatively good agreement between the
predicted and measured natural frequencies is observed in Fig. 7.10.
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Table 7.5: Material properties found from optimization search for NEMS beams. Values in
parentheses are modified properties that will be used in future analyses to model the NEMS
beams.
Density Elastic Modulus Axial Load Error
(kg/m3) (GPa) (µN)
50 µm Low Tension 3,350 (3,350) 277 (300) 8.4 (8.7) (0.0297)
50 µm High Tension 3,350 (3,350) 192 (192) 76.9 (76.9) (0.0097)
60 µm Low Tension 3,350 (3,350) 193 (225) 8.7 (8.5) (0.0280)
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Chapter 8
Modeling NEMS and MEMS Beams in a Fluid
8.1 Introduction
In this chapter, we now consider a beam immersed in a fluid and the resulting fluid force
that is applied to the beam when it vibrates. The objective of this chapter is to lay the
foundation for much of the analysis that will be used in Chapters 9 and 10 when addressing
the two research problems previously introduced in Chapter 6.
This chapter begins by introducing the general concepts of a Fluid–Structure Interaction
(FSI) problem in Sec. 8.2. In Sec. 8.3, the 2D equation of motion for a fluid loaded beam is
discussed. Here, the effects of the fluid are modeled with a fluid loading term, which models
the force applied by the fluid to the beam. In the latter part of this chapter, two methods for
predicting the fluid force are presented. Prior to this, a detailed modal analysis is presented
in Sec. 8.4. The analysis derives the modal equation of motion, and modal properties of
the beam. The modal properties consist of the modal stiffness, mass, and damping of the
fluid loaded beam, and the beam’s natural frequencies and quality factors. From the modal
analysis, it is evident that the dynamics and modal properties of the beam are dependent on
the fluid loading.
In the presentwork, the fluid loadingwill bemodeledwith twomethods. Thefirstmethod
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is the well known 2D cylinder approximation. The cylinder approximation considers a solid
2D cylinder oscillating in an infinite viscous incompressible fluid. The solution for the
2D fluid field and the force applied by the fluid to the cylinder was originally derived
by Stokes [54]. With Stoke’s solution, previous works approximated the cross–section of
a vibrating miniaturized beam as an oscillating cylinder to derive an expression for the
fluid loading of the beam [55]. Due to the simplicity and ease of implementation, the 2D
cylinder approximation has become a popular and heavily utilized model. The 2D cylinder
approximation is presented in Sec. 8.5.
The second method for predicting the fluid loading is with the use of 3D FEMs. In
Sec. 8.6, these FEMs are discussed in detail, beginning with their construction. In the
present work, the FEMs are constructed and analyzed using COMSOL Multiphysics. Two
different FEMs that model the 3D beam immersed in an infinite fluid are considered. The
first model models the fluid as a thermoviscous compressible fluid. The second model
models the fluid as a lossless compressible fluid. The reason for the two different models
are discussed in Sec. 8.6. Post–processing analyses are also presented in Sec. 8.6. Here,
various quantities, such as the fluid force and quality factor of the beam, are found from the
solution of the FEMs.
8.2 Fluid–Structure Interaction
In this section, the formulation of an FSI problem is discussed, and the problem of a solid
beam immersed in a fluid is introduced. To begin, consider the general FSI problem depicted
in Fig. 8.1a. The subscripts f and s denote the fluid and structural quantities. The fluid’s
domain and boundary are indicated by Ω f and Ψ f , respectively, and the structure’s domain
and boundary are indicated by Ωs and Ψs, respectively. The fluid–structure interface, ΨI , is
the common boundary of the domains. At the fluid–structure interface, ΨI , the kinematic
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boundary condition is [56]
Ûxs = v f , (8.1)
where xs is the displacement field of the structure, and Ûxs and v f are the velocity fields of
the structure and fluid, respectively. Additionally, at the interfaceΨI , the dynamic boundary
condition is
− σs · n̂s = σ f · n̂ f , (8.2)
where σs and σ f are the total stress tensors of the structure and fluid, respectively, and n̂s
and n̂ f are the normal vectors pointing outwards of Ωs and Ω f , respectively.
The vectors in Eq. 8.2 are traction vectors representing the force per unit area acting in







 = σ f · n̂ f . (8.3)
A 3D beam immersed in a viscous fluid, as depicted in Fig. 8.1b, is now considered.
The beam’s length is along the x–axis and the beam vibrates in the z–direction. When
the beam vibrates, the stresses in the fluid give rise to forces applied to the beam [54, 57],
as depicted in Fig. 8.1c. Considering a cross–section of the beam in the y − z plane, as
depicted in Fig. 8.1b, the force per unit length applied by the beam to the fluid is found from
the boundary integrals taken over the boundary ΨI . As a result, the force per unit length
applied along the beam is found by
f s | f ,x(x) =
∫
ΨI
Tx(x, y, z) dΨI(y, z) (8.4a)
f s | f ,y(x) =
∫
ΨI
















Figure 8.1: Depictions of FSI problems. Schematic of (a) general FSI problem, (b)
MEMS/NEMS beam immersed in fluid, and (c) traction at a beam’s surface.
f s | f ,z(x) =
∫
ΨI
Tz(x, y, z) dΨI(y, z), (8.4c)
where f s | f ,x , f s | f ,y, and f s | f ,z are the force per unit length applied along the beam in the x–,
y–, and z–direction, respectively. Here, the bar, (·), indicates the quantity is per unit length.
For a beam whose cross–section is symmetric about the z–axis, the force per unit length
applied in the y–direction is equal to zero. Furthermore, it is often the case that the applied
force in the z–direction is much greater than that applied in the x–direction. As a result,
when reviewing the beam theory in the following section, the applied force in the x–direction
is momentarily neglected.
8.3 Equation of Motion for a Fluid Loaded Beam
In this section, the equation of motion for a beam immerses in a fluid is discussed. Although,
the equation of motion is derived here for a beam with no axial loading, similar analyses
may be performed for a beam with axial loading.
As discussed in the previous section, when a beam is immersed in a fluid, the fluid exerts










(x, t) + ρs A
∂2w
∂t2
(x, t) = f z(x, t) + f f |s,z(x, t). (8.5)
Here, f f |s,z is the force per unit length applied by the fluid to the beam in the z–direction,
as depicted in Fig. 8.2. Due to equal and opposite forces at the fluid–structure interface, the
force applied by the beam to the fluid is
f f |s(x, t) = − f s | f (x, t). (8.6)





(x, t) + ρs A
∂2w
∂t2
(x, t) + f s | f ,z(x, t) = f z(x, t). (8.7)
Equation 8.7 represents a 2Dmodel of a fluid loaded beam. In the model, all fluid effects
are modeled with the distributed load f s | f ,z. This fluid loading term will be discussed in
more detail in the following sections. Note that Eq. 8.7 only models vibration in the z–
direction, and does not consider any loading in the x– and y–directions. We begin with this
simple model in order to derive the modal equation of motion and modal properties of a
fluid loaded beam in the following section.
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8.4 Modal Analysis
In this section, a detailed modal analysis is presented. The objective of this analysis is to
model eachmode of the beam as a damped harmonic oscillator. Here, eachmode is modeled
with an effective modal stiffness, mass, and damping. This allows for the modal properties,
namely the natural frequency and damping ratio, of the beam to be predicted. First, modal
analysis for a bare beam with no fluid loading is presented in Sec. 8.4.1. Subsequently in
Sec. 8.4.2, modal analysis for a fluid loaded beam is presented.
8.4.1 Modal Analysis of a Bare Beam






where ψn(x) is the nth normal mode, and qn(t) is the mode’s corresponding time dependent





− ω2nρs Aψn(x) = 0 for n = 1,2, . . . , (8.9)
whereωn is the undamped natural frequency for the nth mode. In the present work, the mode
shapes in Eq. 8.9 are normalized such that the mode shape is equal to unity at a reference
position on the beam. For a reference position, x̂, it follows that
ψn(x̂) = 1. (8.10)






0 m , n
ξn m = n
, (8.11)
where ξn is a modal constant of dimension length. It should be noted that the normalization
convention in Eq. 8.10 is important for the present work, as it will allow for a convenient
coordinate transformation to be made from physical to generalized coordinates. Such
transformation will be essential when comparing the dynamic response of a resonator found
from experimental measurements to that found from a 3D FEM. This will be discussed in
more detail in Sec. 8.4.3.
Next, the modal equation of motion is derived by first substituting Eq. 8.8 into the






qn(t) + ρs A
∞∑
n=1
ψn(x) Üqn(t) = f z(x, t). (8.12)
The sum over the fourth order spatial derivative of ψn is replaced by a sum over ψn by
substituting Eq. 8.9 into Eq. 8.12, resulting in
∞∑
n=1
ω2nρs Aψn(x)qn(t) + ρs A
∞∑
n=1
ψn(x) Üqn(t) = f z(x, t). (8.13)
Equation 8.13 is then multiplied throughout by an arbitrary mode, ψm, and integrated from



















ψm(x) f z(x, t) dx.
(8.14)













ψn(x) f z(x, t) dx. (8.15)
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Finally, Eq. 8.15 may be written compactly by introducing the modal stiffness, Ks,n, and
modal mass, Ms,n, as
Ks,n = ξnω2nρs A (8.16a)
Ms,n = ξnρs A, (8.16b)




ψn(x) f z(x, t) dx. (8.17)
Substituting Eqs. 8.16 and 8.17 into Eq. 8.15 results in the modal equation of motion
Ks,nqn(t) + Ms,n Üqn(t) = Fn(t). (8.18)
Equation 8.18 represents the equation ofmotion for each bendingmode of the bare beam.
From Eqs. 8.16 and 8.18, there is a corresponding modal stiffness and mass for each mode,
as depicted in Fig. B.1. It is important to note that the magnitude of the modal stiffness,
mass, and force are not unique. Instead, the magnitude is dependent on the normalization
condition in Eqs. 8.10 and 8.11. As a result, different values for the modal properties may
be found for different normalization conventions. Note though, that the natural frequency





8.4.2 Modal Analysis of a Fluid Loaded Beam
In this section, the modal analysis for a fluid loaded beam is presented. First, recall the
equation of motion for the fluid loaded beam in Eq. 8.7. Here, an expression for the fluid
loading term in the frequency domain is introduced as
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Figure 8.3: Schematic of modal decomposition of bare beam.
f̃ s | f ,z(x,ω) = κ̃(ω)w̃(x,ω), (8.20)
where κ̃ is the complex–valued dynamic stiffness. The complex–valued dynamic stiffness
may be expressed in terms of its real, κ̃
′





(ω) + i κ̃
′′
(ω). (8.21)
As will be shown in Sec. 8.5, the fluid loading term and dynamic stiffness may be expressed
as a damping force and inertia force when the cylinder model is used. In the present work,
we increase the accuracy of the fluid force expression by including a stiffness term that can
model any compressibility of the fluid, such that
κ̃(ω) = k f + (iω)c f − ω2m f , (8.22)
where k f , c f , and m f are the effective stiffness, damping, and mass of the fluid per unit
length, respectively. Substituting Eq. 8.22 into Eq. 8.20 results in an expression for the
force per unit length applied by the structure to the fluid in the frequency domain, given by
f̃ s | f ,z(x,ω) =
(
k f + (iω)c f − ω2m f
)
w̃(x,ω). (8.23)
The corresponding expression in the time domain is given by
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f s | f ,z(x, t) = k f w(x, t) + c f
∂w
∂t




It should be noted that the above expression for the fluid force is an approximation. The
expression assumes that the fluid force at location x along the beam is proportional to the
displacement and its time derivatives at the same x location. Furthermore, the expression
assumes that the effective fluid stiffness, damping, and mass are independent of position
and displacement amplitude. These assumptions result in a simplified expression for the
fluid force which is amenable to modal analysis. Namely the fluid force in Eq. 8.23 gives
rise to convenient expressions for effective modal fluid parameters.




(x, t) + ρs A
∂2w
∂t2
(x, t) + k f w(x, t) + c f
∂w
∂t
(x, t) + m f
∂2w
∂t2
(x, t) = f z(x, t). (8.25)
Using the same normalization convention in Eqs. 8.10 and 8.11, and performing the same


























ψn(x) f z(x, t) dx.
(8.26)
The effective modal properties of the fluid are now introduced as
K f ,n = ξnk f (8.27a)
C f ,n = ξnc f (8.27b)
M f ,n = ξnm f , (8.27c)
where K f ,n, C f ,n, and M f ,n are the effective modal stiffness, damping, and mass of the fluid.
204
Fluid Fluid Fluid
Figure 8.4: Schematic of modal decomposition of fluid loaded beam.
Substituting Eqs. 8.16, 8.17, and 8.27 into Eq. 8.26, results in
(Ks,n + K f ,n)qn(t) + C f ,n Ûqn(t) + (Ms,n + M f ,n) Üqn(t) = Fn(t). (8.28)
Equation 8.28 represents the equation of motion for each mode of the fluid loaded beam.
Here, each mode is modeled as a damped harmonic oscillator, as depicted in Fig. 8.4.
Notice that the stiffness, damping, and mass are dependent on the beam properties and fluid
loading. Although the fluid force was assumed to have the form in Eq. 8.24, the effective
fluid properties may be zero–valued. For example, if the fluid does not compress and the
effective fluid stiffness is k f = 0, then the modal stiffness of the fluid is K f ,n = 0 and all
stiffness is attributed to the beam. In Secs. 8.5 and 8.6, methods for predicting the fluid
force in Eq. 8.24 are presented.
8.4.3 Normalization of Mode Shapes
In this section, the normalization condition in Eqs. 8.10 and 8.11 are discussed in more
detail. As mentioned previously, the normalization condition was chosen to allow for
an easy coordinate transformation from physical coordinates to modal coordinates. Such
coordinate transformation is discussed below.
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First, recall the modal expansion in Eq. 8.8. It is now assumed that the displacement
response of the beam may be approximated with the response of a single mode, such that
w(x, t) ≈ qn(t)ψn(x). (8.29)
The approximation in Eq. 8.29 is valid when the response of all other modes are zero, such
that
qm(t) = 0 for m , n. (8.30)
In the present work, the approximation in Eq. 8.29 will also be made when the displacement
response is dominated by the response of the nth mode, such that qn  qm.








With the normalization condition in Eq. 8.10, Eq. 8.32 may be simplified to
w (x̂, t) ≈ qn(t) for ψn (x̂) = 1. (8.33)
Equation 8.33 alludes to the easy coordinate transformation that may be made with the
normalization convention used in Eq. 8.10. Specifically, Eq. 8.33 shows that the modal
coordinate is equal to the displacement of the beam at the reference position. This relation-
ship will be extremely useful when predicting modal responses from solutions of FEMs and
physical measurements.
Reference positions, x̂, that may be easily measured and their corresponding normal-
ization factor, an, and modal constant, ξn, that satisfy Eqs. 8.10 and 8.11 are listed in Tables
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Table 8.1: Reference positions and corresponding normalization factor and modal constant
for pinned–pinned beam.
Pinned–pinned: ψn(x) = an sin(βnx)
Reference Position Mode Number Wavenumber Normalization Factor Modal Constant
(m) (1/m) (m)
x̂ = 0.5L n = 1 β1 = π/L a1 = 1 ξ1 = 0.5000L
x̂ = 0.5L n = 3 β3 = 3π/L a3 = 1 ξ3 = 0.5000L
x̂ = 0.5L n = 5 β5 = 5π/L a5 = 1 ξ5 = 0.5000L
x̂ = 0.5L n = 7 β7 = 7π/L a7 = 1 ξ7 = 0.5000L
x̂ = 0.25L n = 2 β2 = 2π/L a2 = 1 ξ2 = 0.5000L
x̂ = 0.1667L n = 3 β3 = 3π/L a4 = 1 ξ3 = 0.5000L
x̂ = 0.125L n = 4 β4 = 4π/L a5 = 1 ξ4 = 0.5000L
x̂ = 0.1L n = 5 β5 = 5π/L a2 = 1 ξ5 = 0.5000L
x̂ = 0.0833L n = 6 β6 = 6π/L a3 = 1 ξ6 = 0.5000L
x̂ = 0.0714L n = 7 β7 = 7π/L a4 = 1 ξ7 = 0.5000L
x̂ = 0.0625L n = 8 β8 = 8π/L a5 = 1 ξ8 = 0.5000L
8.1, 8.2, and 8.3 for a pinned–pinned, fixed–fixed, and fixed–free beam, respectively. A few
normalized mode shapes are plotted in Figs. 8.5, 8.6, and 8.7 to illustrate the normalization
for the given reference position.
8.5 2–Dimensional Cylinder Model for a Beam Immersed in a Viscous Fluid
In this section, the 2D cylinder model is reviewed and an expression for the fluid force in
the frequency domain, f̃ f |s,z, is derived. The cylinder model considers a solid 2D cylinder
oscillating in an infinite viscous incompressible fluid, as depicted in Fig. 8.8. The solution
for the 2D fluid field, originally solved by Stokes [54], is then used to find the force applied
by the fluid to the solid cylinder. Sader [55] presented an analysis that used the solution of
the fluid field to approximate the force applied by the fluid to a vibrating resonator. Here, we
present the essential results from the work by Stokes [54] and Sader [55] to derive quantities
relevant to the present work.
The 2D cylinder approximation approximates the beam as a long cylinder with diameter
207















































Figure 8.5: Normalized mode shapes for pinned–pinned beam. (a) Normalized mode
shapes with corresponding reference position at midpoint of beam. (b) Normalized mode
shapes with corresponding reference positions at farthest most left peak.
Table 8.2: Reference positions and corresponding normalization factor and modal constant
for fixed–fixed beam.
Fixed–fixed: ψn(x) = an
[







Reference Position Mode Number Wavenumber Normalization Factor Modal Constant
(m) (1/m) (m)
x̂ = 0.5L n = 1 β1 = 4.7300/L a1 = 0.6187 ξ1 = 0.3964L
x̂ = 0.5L n = 3 β3 = 10.9956/L a3 = 0.7112 ξ3 = 0.5059L
x̂ = 0.5L n = 5 β5 = 17.2788/L a5 = 0.7069 ξ5 = 0.4998L
x̂ = 0.5L n = 7 β7 = 23.5619/L a7 = 0.7071 ξ7 = 0.5000L
x̂ = 0.2904L n = 2 β2 = 7.8532/L a2 = 0.6631 ξ2 = 0.4390L
x̂ = 0.2077L n = 3 β3 = 10.9956/L a3 = 0.6611 ξ3 = 0.4371L
x̂ = 0.1616L n = 4 β4 = 14.1372/L a4 = 0.6612 ξ4 = 0.4372L
x̂ = 0.1322L n = 5 β5 = 17.2788/L a5 = 0.6612 ξ5 = 0.4372L
x̂ = 0.1119L n = 6 β6 = 20.4204/L a6 = 0.6612 ξ6 = 0.4372L
x̂ = 0.0969L n = 7 β7 = 23.5619/L a7 = 0.6612 ξ7 = 0.4372L
x̂ = 0.0855L n = 8 β8 = 26.7035/L a8 = 0.6612 ξ8 = 0.4372L
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Figure 8.6: Normalized mode shapes for fixed–fixed beam. (a) Normalized mode shapes
with corresponding reference position at midpoint of beam. (b) Normalized mode shapes
with corresponding reference positions at farthest most left peak.
Table 8.3: Reference positions and corresponding normalization factor and modal constant
for fixed–free beam.
Fixed–free: ψn(x) = an
[







Reference Position Mode Number Wavenumber Normalization Factor Modal Constant
(m) (1/m) (m)
x̂ = L n = 1 β1 = 1.8749/L a1 = 0.5 ξ1 = 0.25L
x̂ = L n = 2 β2 = 4.6941/L a2 = 0.5 ξ2 = 0.25L
x̂ = L n = 3 β3 = 7.8548/L a3 = 0.5 ξ3 = 0.25L
x̂ = L n = 4 β4 = 10.9955/L a4 = 0.5 ξ4 = 0.25L
x̂ = L n = 5 β5 = 14.1372/L a5 = 0.5 ξ5 = 0.25L
x̂ = L n = 6 β6 = 17.2788/L a6 = 0.5 ξ6 = 0.25L
x̂ = L n = 7 β7 = 20.4204/L a7 = 0.5 ξ7 = 0.25L
x̂ = L n = 8 β6 = 23.5619/L a8 = 0.5 ξ8 = 0.25L
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Figure 8.7: Normalized mode shapes for fixed–free beam.
b. To derive the fluid force acting on the cylinder the following assumptions are made:
1. The cylinder is assumed to be of infinite extent perpendicular to its cross–section, i.e.
in the x–direction, and immersed in an infinite fluid medium;
2. the cross–section of the cylinder is uniform along its length;
3. the amplitude of oscillation is small, so that the Navier–Stokes equations can be
linearized;
4. the fluid is assumed to be incompressible and a Newtonian fluid.
With the aforementioned assumptions, the complex–valued force per unit length applied
by the fluid to a cylinder oscillating at frequency ω, with displacement amplitude w̃ is





where ρ f is the fluid density, w̃ is the frequency dependent displacement amplitude of the
cylinder in the z–direction and Γcirc is the complex–valued dimensionless hydrodynamic
function. The analytical expression for the hydrodynamic function is
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where K0 and K1 are zeroth and first order modified Bessel functions of the second kind
respectively. The argument of Γcirc is in terms of the frequency–dependent Reynolds number





where µ is the dynamic viscosity of the fluid. To account for the rectangular cross–section
of a beam, one can apply a small Reynolds–number–dependent correction factor, Ξ, of order
one to Γcirc and find the hydrodynamic function of a so–called oscillating blade [58]
Γrect(Re) = Ξ(Ω)Γcirc(Ω). (8.37)
The blade approximation assumes the cylinder has vanishing thickness. Consequently, in
their current state, both the cylinder and blade approximation do not take into account the
aspect ratio of the beam’s rectangular cross–section [59].
The 2D cylinder and blade approximations are popular models in MEMS and NEMS lit-
erature due to their simplistic analytic form. The approximationsmay be easily implemented
and are relatively accurate under certain conditions. However, many of the assumptions
made are very limiting, and the approximation may become inaccurate in certain regimes.
The limitation in the 2D cylinder model will be addressed in Chapter 9.
8.5.1 Added Mass and Damping
In this section, modal properties for a fluid loaded beam are derived for the 2D cylinder









Figure 8.8: Depiction of 2D cylinder theory for modeling MEMS/NEMS beam vibrating
in a fluid.




2b2 (Γ′(ω) + iΓ′′(ω)) w̃(x,ω), (8.38)
where Γ′ and Γ′′ are the real and imaginary part, respectively, of the hydrodynamic function.
The subscript on Γ is omitted to indicate that the hydrodynamic function may be computed
from either the cylinder approximation in Eq. 8.35, or blade approximation in Eq. 8.37.
Distributing the terms on the RHS of 8.38 results in











From Eq. 8.39 and the relationship in Eq. 8.6, the corresponding force applied by the beam
to the fluid is











which may be alternatively expressed as











Comparing Eq. 8.41 to Eq. 8.23, the 2D cylinder or blade approximation models the fluid
force as an inertial and damping force, where the effective mass and damping of the fluid
are
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m f ,Γ =
π
4
ρ f b2Γ′(ω) (8.42a)






























Here, the effective mass and damping predicted by the 2D cylinder/blade approximation
are used to predict modal properties of the fluid loaded beam. The objective is to find
expressions for the natural frequency and quality factor of the fluid loaded beam in terms
of the fluid and beam properties, and hydrodynamic function.














Üqn(t) = Fn(t). (8.44)
Note that the modal stiffness is only modeled with the modal stiffness of the bare beam,
Ks,n, as the 2D cylinder and blade models assume the fluid is incompressible. Recalling the
single DOF theory presented in Sec. 2.3.1, the equation of motion of a damped harmonic
oscillator under free vibration is
Üqn(t) + 2ζnωn Ûqn(t) + ω2nqn(t) = 0, (8.45)
where ωn and ζn are the undamped natural frequency and damping ratio of the oscillator.
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qn(t) = 0. (8.46)
Comparing Eqs. 8.45 and 8.46, the undamped natural frequency of the fluid loaded






























/Ms,n in the denominator of Eq. 8.48




























Here, (ω̂n)Γ is the undamped natural frequency of the fluid loaded beam predicted with the
2D cylinder or blade approximation and the corresponding hydrodynamic function, Γ, and
ωn is the undamped natural frequency of the bare beam, previously defined in Eq. 8.19.
Equation 8.51 represents a decrease in natural frequency due to the added mass predicted
by the 2D approximations. The magnitude of change will be discussed in more detail at the
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end of this section.
Now focusing on the second term in Eqs. 8.45 and 8.46, an expression for the modal
damping ratio is found to be



















Ms,n (1 + T0Γ′(ω))
. (8.53)


























It is worth noting that for gas experimentsT0 is very small [38], such that 1/T0 & 1000 
Γ′. As a result, the mass loading term in Eq. 8.51 may be neglected and the undamped
natural frequency of the fluid loaded beam may be approximated as
(ω̂n)Γ ≈ ωn. (8.57)
Here, the undamped natural frequency of the fluid loaded beam is approximated as the
undamped natural frequency of the bare beam. Substituting Eq. 8.57 into Eq. 8.56 and
applying the same approximation, the modal damping ratio of the fluid loaded beam may
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be approximated as
2 (ζn)Γ ≈ T0Γ
′′(ω). (8.58)





The modal damping ratio and quality factor are directly related to the imaginary component
of the hydrodynamic function.
It must be emphasized that the approximations in Eqs. 8.56, 8.58, and 8.59 do not hold
when the fluid is very dense. For example, the mass loading term cannot be neglected when
the beam is immersed in water. In this case, the natural frequency of the fluid loaded beam
will be much lower than that of the bare beam.
8.6 3–Dimensional Finite Element Model for a Beam Immersed in a Fluid
In this section, an alternative method for modeling the fluid loaded beam is presented.
This method utilizes fully coupled 3D FEMs to model a beam immersed in a fluid [61].
In the present work, all FEMs are constructed and analyzed using commercial software
COMSOLMultiphysics [62]. The FEMs have the advantage of incorporating more physics
when modeling the fluid–structure coupling. This will be discussed in greater detail in the
following sections.
8.6.1 Constructing Finite Element Models
In this section, the procedure for constructing the FEMs is discussed. In the present work,
















Figure 8.9: FEM Viscous. (a) 3D representation of FEM Viscous from COMSOL Multi-
physics. (b) 2D drawing of FEM Viscous.
modeled. Such distinction will be important when analyzing the effects of acoustic radiation
in Chapter 10.
Viscous Model
The first FEM, which will be referred to as FEM Viscous, is depicted in Fig. 8.9. The
model consists of a beam surrounded by a sphere of fluid. The 3D model is depicted
in Fig. 8.9a, where only half of the beam and spherical fluid domain are shown and
analyzed due to the symmetry about the x–z plane. A corresponding 2D drawing with
dimensions used in the model is depicted in Fig. 8.9b. FEM Viscous models all linear
fluidic dissipation mechanisms. Here, the fluid is modeled with two concentric spheres
surrounding the resonator. The fluid domain within the sphere of radius R1 is modeled
with a Thermoviscous Acoustics solver to capture all the thermal and viscous losses that
occur in the boundary layers. In this domain, the fluid is modeled as a viscous compressible
Newtonian fluid with the compressible linearized Navier–Stokes equations. In the outer
spherical layer between R1 and R2, the fluid is modeled as a compressible lossless fluid
and is governed by the Helmholtz equation. The fluid is modeled as an infinite medium by
imposing a spherical wave radiation boundary condition at the outer spherical boundary.
This boundary condition allows an outgoing spherical wave to leave the domain with
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Figure 8.10: Mesh of FEM Viscous near beam.
minimal reflection. More details on the governing equations and boundary conditions may
be found in the COMSOL Acoustics User’s Manual [63].
When damping is dominated by viscous dissipation, the radius R1 of FEM Viscous is
chosen such that the fluid is approximately quiescent at R1, allowing for all viscous and
thermal losses to be captured within the inner spherical layer. In this domain, a fine mesh is
needed near the beam to accurately capture all the losses in the boundary layer, as depicted
in Fig. 8.10. A mesh refinement study is presented in Appendix E.
Acoustic Model
The second FEM, which will be referred to as FEM Acoustic, is depicted in Fig. 8.11.
FEM Viscous and FEM Acoustic differ in the governing equations used to model the fluid
surrounding the resonator. As depicted in Fig. 8.11, FEM Acoustic models the fluid as
lossless and therefore only accounts for dissipation due to acoustic radiation. Here, the
resonator is surrounded by a single sphere of fluid. In this domain, the fluid is modeled as
a compressible lossless fluid and is governed by the Helmholtz equation. Similar to FEM
Viscous, FEMAcoustic also models the fluid as an infinite medium by imposing a spherical














Figure 8.11: FEM Acoustic. (a) 3D representation of FEM Acoustic from COMSOL
Multiphysics. (b) 2D drawing of FEM Acoustic.
used in Chapter 10 to compute the radiation efficiency of a resonator. When this quantity
is computed, it often best that the fluid is modeled be to lossless so that the acoustic waves
are allowed to propagate in the fluid without losing energy to the fluid.
When analyzing acoustic radiation, the radius R2 of FEM Acoustic is chosen to be three
times the acoustic wavelength. Note that this will be discussed in more detail in Chapter 10.
As FEMAcoustic models the fluid to be lossless, the mesh does not have to be as fine as the
mesh in FEM Viscous, which models the viscous losses in the boundary layers. Instead,
the mesh in FEM Acoustic is set such that the elements are no larger than a sixth of the
acoustic wavelength.
8.6.2 Evaluating Finite Element Models
With the 3D FEMs discussed in Sec. 8.6.1, the response of the beam and surrounding fluid
may be found by running different simulations. In this section, two simulations that will be
used in Chapters 9 and 10 are discussed. The first simulation computes the forced response
of the fluid loaded beam. The second simulation performs an eigenfrequency analysis to
compute the modal properties of the beam, namely the undamped natural frequency and
quality factor. The two simulations are discussed in detail below.
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Forced Response
To simulate a forced response with the FEMs presented in Sec. 8.6.1, an external force
is applied to the solid beam. In the present work, we are primarily interested in finding
the response of the beam near resonance such that the beam is vibrating in one of its
bending modes. This is desired such that the approximation in Eq. 8.29 may be made. The
approximation is restated here for ease of readability
w(x, t) ≈ qn(t)ψn(x). (8.60)
The displacement response of the beam is approximated as the response of the nth mode.
To excite the nth mode, two forcing functions are considered. The first forcing function
has the same spatial dependence as the nth mode shape, such that
f z(x, t) = f 0ψn(x) exp(iωt), (8.61)
where f 0 is the amplitude of the distributed load with units of forcer per unit length, and
ω is the frequency of excitation. Note that the physical quantity is found by taking the real
part of Eq. 8.61. With the forcing function in Eq. 8.61, the equivalent modal force evaluated
with Eq. 8.17 is found to be
Fn ≡ f 0 exp(iωt)
∫ L
0
ψn(x)ψn(x) dx ≡ f 0ξn exp(iωt). (8.62)
The forcing function in Eq. 8.61 has the advantage of only exciting the nth mode. This is
because the modal force for all other modes will be equal to zero due to the orthogonality
condition in Eq. 8.11, as shown below
Fm ≡ f 0 exp(iωt)
∫ L
0
ψm(x)ψn(x) dx ≡ 0. (8.63)
As a result, the displacement response of the beam may indeed be approximated as the
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response of the nth mode when the forcing function in Eq. 8.61 is used. However, such force
may be difficult to implement when the mode shape is hard to model.
An alternative forcing function applies a force at a position x̂, such that
f z(x, t) = f0δ (x − x̂) exp(iωt), (8.64)
where f0 is the force amplitude with dimension force, δ(x − x̂) is the Dirac delta function
with dimension reciprocal length, and x̂ is the reference position previously introduced in
Eq. 8.10. The forcing function in Eq. 8.64 results in the modal force
Fn ≡ f0 exp(iωt)
∫ L
0
ψn(x)δ (x − x̂) dx ≡ f0ψn (x̂) exp(iωt), (8.65)
which may be simplified with the normalization convention in Eq. 8.10, such that
Fn = f0 exp(iωt) for ψn (x̂) = 1. (8.66)
Although the forcing function in Eq. 8.64 does not prevent other modes from being excited,
it is relatively easy to implement. Additionally, when the beam is excited at a frequency
near resonance such thatω ≈ ωn, the displacement response of the beam is often dominated
by the nth mode such that qn  qm.
Here, a note on implementing the forces in the 3D FEM is briefly discussed. When
applying the forces in Eqs. 8.61 and 8.64 in the 3D FEM, it is often best to apply the force
along the width of the beam, i.e. in the y–direction, as depicted in Fig. 8.12. The reason
for such implementation is to avoid applying any torque to the beam, which may arise if
the force is not applied at the middle of the beam’s width. Consequently, the 2D forces in
Eqs. 8.61 and 8.64 should also be applied along the y–direction. This is done by expressing
the distributed load, f z, alternatively as a surface load, f z. The former forces are related by
f z(x, t) =
∫ b
0













Figure 8.12: Depiction of applied force implemented in 3D FEM. Applied force depicted
for corresponding 2D (a) distributed force proportional to a mode shape, and (b) point force.
where the surface load has units for per length squared. The equivalent surface load for the
distributed load in Eq. 8.61 is





and the equivalent surface load for the distributed load in Eq. 8.64 is
f z(x, t) = ( f0/b) δ (x − x̂) exp(iωt). (8.69)
Note that evaluating the integral in Eq. 8.67 with the surface loads in Eqs. 8.68 and 8.69
return the distributed loads in Eqs. 8.61 and 8.64 respectively.
Eigenfrequency Analysis
When an eigenfrequency simulation is performed, the complex–valued mode shape of the
beam and fluid are found for the corresponding complex–valued eigenfrequency. This
predicts the shape of the deformed beam and fluid field that oscillate at the corresponding
complex–valued natural frequency. Evaluation of the complex eigenvalue problem allows
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for the undamped natural frequency and quality factor of the fluid loaded beam to be
predicted exactly, while avoiding any approximations.
The eigenfrequency simulation solves the complex eigenvalue problem for the complex









With the computed complex eigenvalue, the undamped natural frequency may then be
computed by taking the absolute value of Eq. 8.70, such that
ωn = abs {λn} , (8.71)











Analyzing Dissipation Due to Viscous Losses
9.1 Introduction
In this chapter, Nano Problem One is addressed, and the limitations of the 2D cylinder and
blade approximations are investigated. The research problem is restated here.
Research Problem
Nano Problem One: Determine when the 2-Dimensional fluid models break down
when predicting damping due to viscous dissipation.
Due to their simplicity and accuracy in certain regimes, the 2D approximations have
become the mainstay in predicting the response of fluid loaded beams on the micro and
nano scale. As discussed in Sec. 8.5, the 2D cylinder and blade approximations predict
the force applied by the fluid to the solid beam. Both approximations use Stoke’s solution
for the 2D viscous fluid field generated by the oscillation of a solid cylinder. Significant
approximations are made when the response of a vibrating beam is predicted with the
solution for an oscillating cylinder. As a result, the 2D models begin to break down when
necessary approximations are no longer valid.
Here, we present a comprehensive and quantitative assessment of the accuracy of the
2D cylinder/blade approximations in predicting the response of a MEMS/NEMS resonator
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immersed in a viscous fluid. We primarily focus on the approximations ability to predict
the damping of the fluid loaded beam, which is often quantified by the quality factor.
In this chapter, damping is primarily attributed to viscous dissipation. Specifically, the
experimental measurements and numerical examples have been carefully chosen such that
they do not exhibit a significant amount of acoustic radiation. In the absence of structural
damping, this results in damping largely attributed to viscous dissipation. The claim that
acoustic radiation is negligible will become clear in Chapter 10, when damping due to
acoustic radiation is examined in detail.
With damping largely attributed to viscous dissipation, the limitations of the 2Dmodels,
which only consider damping due to viscous dissipation, may be examined in the context of
two physical breakdown paths. Namely, the limitations and inaccuracies in the 2D cylinder
and blade approximations in the presence of a substrate and axial flow are analyzed. In the
presentwork, two dimensionless parameters that characterize the resonator and fluid field are
introduced to facilitate the assessment and predict regimes in which the 2D approximation
is accurate. As previously mentioned, two physical cases are closely examined. The first
case examines a resonator vibrating near a substrate [64, 65, 66, 67], as depicted in Fig. 9.1a.
For this case, the presence of a substrate gives rise to squeeze film effects which are not
accounted for in the 2D cylinder and blade approximations, as an infinite fluid medium is
assumed. The second case examines the effect of axial flow, namely flow along the length of
the beam, on the mechanical response of the fluid loaded resonator. For this case, it is clear
that the 2D approximation presents a major limitation, as it only considers the fluid field
in the 2D plane that the cylinder oscillates in. Although the presence of axial flow results
in additional velocity gradients, and therefore viscous stresses, it is found that axial flow
reduces the total dissipation, and consequently increases the quality factor of the resonator.
In the present work, a dimensionless squeeze number and axial flow number are intro-
duced to examine the limitations of the 2D approximations with respect to the two cases
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under examination. The dimensionless squeeze number quantifies the extent to which the
substrate affects the fluid field, and thus the fluid loading of the resonator. Previously, Bao
et al. [65] introduced a dimensionless number that quantified the degree of gas compres-
sion. The dimensionless number introduced by Bao et al. determined when elastic forces
presented by the gas would dominate over damping forces. In contrast, the dimensionless
squeeze number introduced in the present work quantifies the total effect of the squeeze film,
which includes stiffness, damping and inertial forces. In the present work the dimensionless
axial flow number predicts when flow along the length of the beam will be significant.
The dimensionless axial flow number is similar to the normalized wavenumber presented
by Van Eysden et al. [68]. In the present work, the dimensionless axial flow number is
computed from the flexural wavenumber for a finite beam with discrete natural frequencies.
In contrast, the normalized wavenumber presented by Van Eysden et al. was computed
from an arbitrary wavenumber of an infinite beam. The analysis presented by Van Eysden
et al. was limited to infinite beams with zero thickness and only considered a single wave
traveling along the length of the beam, thus resulting in a significant simplification of a finite
3D beam that has reflected and near–field waves [44]. The two dimensionless parameters
formulated and analyzed in the present work differ from previously formulated parameters
discussed above, and will be essential when analyzing physical MEMS and NEMS devices
and the effects of 3D flow.
In this chapter, measurements from two NEMS beams, with lengths of 50 µm and
60 µm, vibrating near a substrate in viscous fluids are presented to illustrate the effect of
squeeze film damping. The accuracy of the 2D approximation is examined by comparison to
measurements, and further quantified with use of the 3D FEMmodels discussed in Sec. 8.6.
Specifically, FEM Viscous will be used to model the fluid loaded beam. To facilitate
the comparison between experimental measurements, numerical simulation results, and
analytical predictions from 2D approximations, the modal analysis presented in Chapter 8
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is employed. Additionally, numerical parametric studies are performed with the FEM to
investigate the dependence on the dimensionless squeeze and axial flow numbers. These
studies scan relatively large ranges of the dimensionless parameters which have not yet been
analyzed in previous works [69, 70], and provide new findings on how 3D flows induced by
the vibration of miniaturized resonators affect the beam’s response. Specifically, it is found
that the axial flow, and therefore fluid loading, depend on both the dimensionless axial flow
number and bending mode number. Furthermore, it is found that the 2D cylinder model
breaks down for large dimensionless squeeze and axial flow numbers. In these regimes,
a full 3D FEM must be employed to accurately predict the fluid field and response of the
fluid loaded resonator. Physical conditions necessary for neglecting the 3D fluid field are
discussed, and approximate ranges on the dimensionless numbers for the aforementioned
conditions are presented.
With respect to the core philosophy of this dissertation and the problem statement
presented in Chapter 1, the analytical methods employed in this chapter allow for knowledge
to be derived from solutions of models. Here, two models are considered. The 2D
cylinder/blade model, and the large fully coupled 3D FEMs. With modal analysis, in depth
interrogations of the solution of FEMs, including the solution of the beam and fluid field,
and analysis of experimental measurements, limits to the 2D viscous models are found.
Moreover, knowledge about damping due to viscous dissipation on the micro/nano scale is
gained, with a specific focus on damping in the presence of a substrate and axial flow.
The remainder of this chapter is organized as follows. In Sec. 9.2, the experimental
methods for collecting measurements from the two NEMS beams are discussed. In Sec. 9.3,
the effects of a substrate are closely analyzed. The section begins with derivations of
pertinent quantities that will be used to assess the accuracy of the 2Dmodels. Specifically, in
Sec. 9.3.1, expressions for the modal receptance computed from the cylinder approximation,
FEM, and measurements are found. In Sec. 9.3.2, methods for analyzing the solution of
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a FEM to compute an effective hydrodynamic function is presented. Results are then
presented in Sec. 9.3.3, where the accuracy of the 2D cylinder/blade approximation is
analyzed. In Sec. 9.4, the effects of axial flows are examined, beginning with a comparison
in traction found for a 2D and 3D model. Results that quantify the effect of axial flow with
the dimensionless axial flow number are then presented in Sec. 9.4.2.
9.2 Experimental Measurements
In this chapter, measurements obtained by the NSEL at Boston University are discussed.
The measurements were obtained from experiments performed on two NEMS beams with
fixed–fixed beam and axial loading. Note that these NEMS beams are the same beams
previously analyzed in Chapter 7. Figure 9.1b shows an SEM image of a typical beam that
has linear dimensions of L × b × h ≈ 40 µm × 950 nm × 93 nm. There is a g ≈ 2 µm gap
between the beam and the substrate. In Sec. 9.3.3, measurements obtained for the 50 µm
Low Tension and 60 µm Low Tension beams are presented and analyzed. The dimensions
of the beams are listed in Table 7.3, and the material properties used to model the beams
are listed in parentheses in Table 7.5. Recall that these material properties were found by
slightly modifying the material properties found from the optimization search presented in
Sec. 7.6.
Experiments were performed in air and water where random motion was optically
measured using a path–stabilized Michelson interferometer [41]. Random motion was
measured at frequencies near the first resonance frequency, such that the beams were
vibrating in its fundamental mode. The displacement of the beams in the z–direction were
measured at the center of the beam where x = L/2. The resulting Power Spectral Density
(PSD) of the first mode was measured.







Figure 9.1: Depiction of MEMS/NEMS beam near a substrate. (a) Schematic of beam near
substrate with dimensions and coordinate system. (b) SEM image of NEMS beam near a
substrate.
limit. This allows for the Navier–Stokes equations to be solved with a no–slip boundary
condition on the beam and substrate. The experimental conditions in air correspond to a
Knudsen number of Knl ≈ 0.06 and generalized Knudsen number of Knl +Wi ≈ 0.07
[38], suggesting that the rarefaction effects may be at play [71, 72]. From previous work
[38, 73, 74, 75], however, the rarefaction (and slip) is estimated to be insignificant, and it
was found that continuum theory approximates the fluid dynamics of these devices quite
well. Consequently, the NEMS data in air are also fit and analyzed by continuum theory.
9.3 Analyzing Dissipation due to Substrate Effects
In this section, the validity of the 2D cylinder and blade approximations are examined when
a substrate is present [61]. The effect of the substrate and accuracy of the 2D approximations
are inspected by comparing the approximation to experimental measurements and solutions
of 3D FEMs. Specifically, the receptance found from the approximation, FEM, and exper-
imental measurements are compared. Additionally, an effective hydrodynamic function is
computed from the FEM solution and compared to that predicted by the 2D approxima-
tions. Analysis for computing the receptance and hydrodynamic function is presented in
Secs. 9.3.1 and 9.3.2 respectively. Results are then presented in Sec. 9.3.3.
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9.3.1 Computing Receptance
In the present work, the transfer function between modal displacement and modal force,





where q̃n, and F̃n are the modal response and force in the frequency domain, and χ̃n is the
corresponding receptance. With the fluid force expressed in Eq. 8.23, the modal equation
of motion for a fluid loaded beam in the frequency domain is
[
(Ks,n + K f ,n) + (iω)C f ,n − ω2(Ms,n + M f ,n)
]
q̃n(ω) = F̃n(ω), (9.2)
where Ks,n and Ms,n are the modal properties of the bare beam defined in Eq. 8.16, and
K f ,n, C f ,n, and M f ,n are the effective modal properties of the fluid. From Eqs. 9.1 and 9.2,




(Ks,n + K f ,n) + iωC f ,n − ω2(Ms,n + M f ,n)
. (9.3)
The imaginary part of the receptance in Eq. 9.3 is found to be
Im { χ̃n(ω)} =
−ωC f ,n[






From Eq. 9.4, the imaginary part of receptance is inversely proportional to C f ,n near
resonance. For this reason Im { χ̃n(ω)} will be later used to assess the damping due to fluid
loading. Below, methods for computing the receptance from the 2D approximations, FEMs,
and experimental measurements are presented.
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Cylinder Approximation
To compute the receptance, the expression in Eq. 9.4 is evaluated with the modal properties
predicted from 2D approximations and corresponding hydrodynamic function. Specifically,





































are the modal damping and mass of the fluid predicted from
either the 2D cylinder approximation or blade approximation, as defined in Eq. 8.43. As


















Eq. 8.43, T0 in Eq. 8.50, and the definition of ω2n in Eq. 8.19 into Eq. 9.5, the imaginary
















]2 ) , (9.6)
where the frequency dependence of the hydrodynamic function, Γ, has been omitted to
improve readability. Note that the rational term in the parentheses on the RHS of the
equation is dimensionless. As the modal stiffness of the beam, Ks,n, has units of force per
length, the derived expression for repentance in Eq. 9.6 has units of length per force, in
agreement with Eq. 9.1.
As a result, the imaginary part of the receptance may be predicted with the cylinder or
blade approximation with Eq. 9.6 and the hydrodynamic function given in Eqs. 8.35 and
8.37. In Eq. 9.6, the properties of the bare beam are modeled with the modal stiffness
of the beam, Ks,n, and undamped natural frequency, ωn, defined in Eqs. 8.16a and 8.19,
respectively. From Eq. 9.6, note that the modal stiffness depends on the modal constant
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ξn, defined in Eq. 8.11. From Eq. 8.10, the modal constant depends on how the normal
modes of the undamped beam are normalized. To maintain consistency when comparing
the measured receptance, found by measuring the beam displacement at the center of the
beam, the normalization convention in Eq. 8.10 is used for a reference position x̂ = L/2.
Finite Element Model
To compute the receptancewith the 3DFEM, the definition in Eq. 9.1 is used. The imaginary











To find the modal amplitude, q̃n, from the solution of the FEM, recall the discussion
presented in Secs. 8.4.3 and 8.6.2. Here, we explained that the FEM will be evaluated near
resonance such that the displacement response of the beam may be approximated with the
response of mode n. With the normalization convention in Eq. 8.10, the approximation in
Eq. 8.33 may be made. The approximation is repeated here
w (x̂, t) ≈ qn(t) for ψn (x̂) = 1. (9.8)
The interpretation ofEq. 9.8 is that themodal amplitudemaybe approximated by the physical
beam displacement at the reference position, x̂, when the mode shapes are normalized to
give ψn (x̂) = 1. As a result, the receptance in Eq. 9.7 may be expressed in terms of the











Since we are interested in simulating the fundamental mode of a fixed–fixed beam and
computing the response at the center of the beam, the reference position is taken to be
x̂ = L/2. In the present work, the beam is excited in the FEM by applying a force at
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x̂ = L/2 such that the distributed force is given by Eq. 8.64, and the corresponding modal
force, Fn, is given by Eq. 8.66.
Experimental Measurements
Experimentally, the receptance was found from the measured PSD, which is related to
receptance by [60]








where G f is the measured PSD, kB is the Boltzmann constant, and T is temperature. As a







G f (ω). (9.11)
9.3.2 Computing Hydrodynamic Function
In addition to the receptance, the hydrodynamic function will be analyzed to determine the
accuracy of the 2D approximations. Specifically, an effective hydrodynamic function will
be computed from the solution of the 3D FEMs, and will be compared to that predicted by
the cylinder approximation, Γcirc, or blade approximation, Γrect. In this section, a method
for computing the hydrodynamic function from the solution of the 3D FEM discussed in
Sec. 8.6 is presented.
First, recall the expression for the force applied applied by the beam to the fluid that was
written in terms of the dynamic stiffness in Eq. 8.20. The expression is repeated here
f̃ s | f ,z(x,ω) = κ̃(ω)w̃(x,ω), (9.12)
where κ̃ is the complex–valued dynamic stiffness. Now consider the expression for the force
applied by the beam to the fluid predicted with the 2D approximations, given by
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where Γ is the complex–valued hydrodynamic function predicted from either the cylinder
approximation in Eq. 8.35, or the blade approximation in Eq. 8.37. Comparing Eqs. 9.12










As a result, to compute the hydrodynamic function from the FEM, the dynamic stiffness
must first be computed.
To compute the dynamic stiffness from the FEM, the expression in Eq. 9.12 is used.
From Eq. 9.12, the dynamic stiffness is expressed as
κ̃(ω) =
f̃ s | f ,z(x,ω)
w̃(x,ω)
. (9.15)
Notice that the RHS of Eq. 9.15 is dependent on position, as it is the ratio of force
to displacement along the length of the beam. However, based on the formulation of the
approximation presented in Sec. 8.5, the hydrodynamic function, and therefore κ̃, is assumed
to be constant and independent of position. Therefore, for the present work the dynamic








where w̃∗ is the complex conjugate of the beam displacement. Here, we multiply by the
complex conjugate to avoid computing a zero–valued dynamic stiffness for even modes,
where the displacement is symmetric in x.
To evaluate Eq. 9.16 from the solution of the FEM, recall that the force applied by the
beam to the fluid was previously defined in Eq. 8.4. Substituting the expression for the force
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T̃z(x, y, z,ω) dΨI dx∫ L
0 | |w̃(x,ω)| |
2 dx
, (9.17)
where T̃z is the complex–valued traction in the z–direction, and
∫
ΨI
is the integral over
the fluid-structure interface. As a result, with the solution to the 3D FEM, the computed
displacement response of the beam and the traction at the fluid structure interface may be
used to compute the dynamic stiffness in Eq. 9.17. With the computed dynamic stiffness,






In this section, results are presented to analyze the response of a fluid loaded beam in the
presence of a substrate. First, results from a 3D FEM are presented to develop some initial
physical intuition about the problem.
To begin, Fig. 9.2 plots the local fluid velocity field,
√
Σ3i=1 | |v f ,i | |
2, normalized to the
magnitude of the beam velocity for a resonator vibrating near a substrate and in an infinite
medium. The 2D fluid field in the y − z plane, shown in Fig. 9.2, is in the middle (x = L/2)
of a fixed–fixed beam vibrating in its fundamental mode. The velocity of the beam’s cross–
section is depicted with the white velocity arrow, and the fluid velocity field is depicted
with black velocity arrows, whose direction is proportional to the velocity in the y– and
z–direction. Notice that when a wall is placed in proximity to a vibrating resonator, the
entire velocity field (not just the field in the gap) is modified. Figure 9.2a shows that as the
beam moves towards the substrate, the fluid is squeezed, with some fluid flowing out of the





























Figure 9.2: FEM results for fluid velocity field generated for resonator g = 2 µm from
substrate. Results plot color as normalized fluid velocity,
√
Σ3i=1 | |v f ,i | |
2/| | Ûw | |, with velocity
arrow field in the y − z plane for a (a) resonator near a substrate with a g = 2 µm gap
distance and dimensionless squeeze number Πsq = 0.816, and (b) resonator in an infinite
fluid.
field, which consequently modifies the fluid loading of the beam [65].
The effect of a substrate is illustrated in Fig. 9.3 which plots the magnitude of the
imaginary part of receptance, | |Im { χ̃1(ω)} | |, for the 50 µm Low Tension beam discussed
in Sec. 9.2. Here, the NEMS beam is vibrating in its fundamental mode in air. The
figure compares the experimentally measured receptance, computed with Eq. 9.11, to the
receptance evaluated with the blade approximation in Eq. 9.5, and FEM in Eq. 9.9. Here,
the blade approximation is used in place of the cylinder approximation due to the relatively
small thickness to width aspect ratio of the beam.
FromFig. 9.3a, the blade approximation under–predicts the damping due to fluid loading
when a substrate is present. This is observed by comparing the amplitude of | |Im { χ̃1(ω)} | |
near resonance. From Eq. 9.4, a decrease in | |Im { χ̃1(ω)} | | near resonance corresponds to
an increase in damping. This increase in damping is due to the increase in fluid stress, and
thus fluid loading applied to the beam. From Fig. 9.3a, the FEM better captures the increase
in damping due to the presence of a substrate. This is depicted by the decrease in amplitude
of | |Im { χ̃1(ω)} | | near resonance, resulting in better agreement with the experimentally
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Figure 9.3: Substrate results for 50 µm Low Tension beam vibrating in air. Results plot
(a) magnitude of the imaginary part of receptance | |Im {χ(ω)} | |, versus frequency for
data, blade approximation, and FEM. | |Im {χ(ω)} | | plotted with base–10 logarithmic scale
(main) and linear scale (inset). (b) Real and imaginary part of hydrodynamic function
versus frequency (lower axis) and dimensionless squeeze number (upper axis) for blade
approximation and FEM.
obtained receptance. Additionally, the receptance found with the blade approximation is
evaluated for the beam density range 2,600 kg/m3 ≤ ρs ≤ 3,400 kg/m3, and is plotted with
the shaded blue region in Fig. 9.3a. This density range corresponds to the range of reported
density values for silicon nitride [77, 78, 79]. For a given density value, ρs, the modal
stiffness and mass of the bare beam are computed with Eq. 8.16. Note that from Eq. 8.16
and the analysis presented in Sec. 8.4.1, the modal parameters of the bare beam only depend
on the solid density and natural frequency. Also note that the modal mass and damping due
to fluid loading predicted by the blade approximation in Eq. 8.43 are independent of the
beam density. As a result, by evaluating the receptance with Eq. 9.5 from modal properties
computed for a range of reported silicon nitride density values, the range in receptance
represents all possibles responses of the silicon nitride resonator predicted with the blade
approximation. This may be observed in Eq. 9.6, where the receptance depends on the
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beam’s linear dimensions, i.e. its b, h, and L, and its density and natural frequency. The
results indicate that the observed trends in damping predicted by the blade approximation
is independent of the material properties used to model the bare beam. Specifically, it is
observed that the blade approximation under–predicts the damping due to fluid loading for
all practical values of beam material properties when a substrate is present.
Figure 9.3b plots the hydrodynamic function, Γ, found from the blade approximation and
FEM. Both the real, Γ′, and imaginary, Γ′′, part of the hydrodynamic function are plotted.
First observing the imaginary part of the hydrodynamic function, it is shown that the blade
approximation, Γ′′rect, is less than the FEM, Γ′′FEM, and thus under–predicts the damping.
This is to be expected from the results observed in Fig. 9.3a. In contrast, the real part of
the hydrodynamic function found from the blade approximation, Γ′rect, is greater than that
found from the FEM, Γ′FEM. This does not necessarily imply that the blade approximation
over–predicts the added mass of the fluid. Instead, one can only conclude that the blade
approximation over–predicts the real part of the fluid force applied to the beam. Recalling
Sec. 9.3.2, the hydrodynamic function found from the FEM is proportional to the dynamic
stiffness, κ̃, by virtue of Eq. 9.18. The dynamic stiffness found from the FEM and Eq. 9.17
is complex–valued. Recalling the general expression for the dynamic stiffness in Eqs. 8.21
and 8.22, the dynamic stiffness may be interpreted as
κ̃
′











It follows that the real part of the dynamic stiffness, κ̃
′
, can be interpreted as
κ̃
′
(ω) = k f − ω2m f , (9.20)
where k f and m f are the effective stiffness and mass of the fluid, respectively. In the FEM,
the fluid is modeled as compressible, and the compressibility could in principle result in
an added stiffness. This type of added stiffness has been discussed in the MEMS literature
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[65]. From Eq. 9.20, however, the total contribution of any stiffness increase or mass
loading presented by the fluid are entangled. Consequently, the exact contribution of the
stiffness or mass loading cannot be readily determined, as the FEM only finds the real part
of the dynamic stiffness. From Fig. 9.3b, the blade approximation’s inaccuracy in predicting
the real part of the hydrodynamic function is attributed to its inaccuracy in predicting any
stiffness or mass loading when a substrate is present.
Additional results depicting the effect of a substrate are presented in Fig. 9.4, which
plots results for the 50µm Low Tension beam vibrating in its first mode in water [80]. From
Fig. 9.4a, disagreement between the blade approximation and data are observed below
and near resonance, as the approximation is unable to capture the effect of the substrate.
In contrast, better agreement is obtained with the FEM, which better predicts the fluid
force applied to the beam. Interestingly, the blade approximation begins to match the
FEM at higher frequencies above resonance, as depicted in both Figs. 9.4a and 9.4b. At
higher frequency ranges, it is observed that the hydrodynamic function found from the
blade approximation begins to approach that found from the FEM. This implies that at such
frequencies, the presence of a substrate does not effect the fluid field and the force applied to
the beam by the fluid. Similar trends are observed in Fig. 9.5, which plots results for the 60
µm Low Tension beam vibrating in its first mode in water [80]. Here, the FEM agrees well
with data below and near resonance, whereas the blade approximation inaccurately predicts
the beam’s response. Notice that at higher frequencies above resonance, the effect of the
substrate becomes less prominent. However, both the simulation and blade approximation
show disagreement with data due to strong modal coupling and the consequent break down
of the single DOF modal analysis formulation.
To quantify the effect of a substrate, the following dimensionless squeeze number is
introduced
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0.634 0.449 0.366 0.317 0.284 0.259
Dimensionless Squeeze Number
(a) (b)
Figure 9.4: Substrate results for 50 µm Low Tension beam vibrating in water. Results
plot (a) magnitude of the imaginary part of receptance | |Im {χ(ω)} | |, versus frequency
for data, blade approximation, and FEM. | |Im {χ(ω)} | | plotted with base–10 logarithmic
scale (main) and linear scale (inset). (b) Real and imaginary part of hydrodynamic function
versus frequency (lower axis) and dimensionless squeeze number (upper axis) for blade
approximation and FEM















































0.897 0.634 0.518 0.449 0.401
Dimensionless Squeeze Number
(a) (b)
Figure 9.5: Substrate results for 60 µm Low Tension beam vibrating in air. Results plot
(a) magnitude of the imaginary part of receptance | |Im {χ(ω)} | |, versus frequency for
data, blade approximation, and FEM. | |Im {χ(ω)} | | plotted with base–10 logarithmic scale
(main) and linear scale (inset). (b) Real and imaginary part of hydrodynamic function







where g is the gap distance between the resonator and substrate as depicted in Fig. 9.1a,






WhenΠsq is near unity, such that δsq ≈ g, the presence of the substrate will greatly effect the
fluid field and force applied to the beam. This was previously observed in Fig. 9.2a, which
plotted the velocity field for a resonator near a substrate with a gap distance of g = 2 µm
and dimensionless squeeze number Πsq = 0.816. The effect of a substrate may also be
observed by considering the viscous dissipation function, defined as the power dissipated
per unit volume due to viscous losses, and expressed as the following double dot product
[81]
∆visc = τ f : ∇v f , (9.23)
where τ f is the viscous fluid stress tensor and ∇v f is the fluid velocity gradient tensor.
Figure 9.6 plots the logarithm of the viscous dissipation function normalized to the
maximum viscous dissipation function in the fluid field for the same resonators analyzed in
Fig. 9.2. In both Figs. 9.6a and 9.6b, relatively large dissipation occurs near the resonator
due to the viscous boundary layer that forms at the oscillating solid interface. Furthermore,
from Fig. 9.6a, an additional boundary layer forms at the substrate due to the fluid flowing
out of the gap and the no–slip boundary condition at the wall, resulting in viscous stresses
that dissipate energy. To observe the dependence on gap distance and Πsq, the logarithm
of the normalized viscous dissipation function is plotted in Fig. 9.7a, for a resonator near a
substrate with a gap distance of g = 10 µm and dimensionless squeeze numberΠsq = 0.163.























Figure 9.6: FEM results for viscous dissipation function generated for resonator g = 2 µm
from substrate. Results plot color as logarithm of normalized viscous dissipation function,
log10 (∆visc/max{∆visc}), in the y − z plane for a (a) resonator near a substrate with a
g = 2 µm gap distance and dimensionless squeeze number Πsq = 0.816, and (b) resonator
in an infinite fluid.
vibrating in an infinite fluid medium. Comparing Figs. 9.7a and 9.7b, it is observed that the
presence of the substrate has no visible effect on the fluid field and the viscous losses. This
is because the gap distance, g, is much greater than the viscous boundary layer thickness,
δvisc, and the substrate is in a region of the fluid which is seemingly quiescent. As a result,
the effect of the substrate tends to decrease with the decrease in dimensionless squeeze
number.
To better illustrate the dependence on the dimensionless squeeze number, Πsq, a numer-
ical parametric study was performed. In the parametric study, the gap distance, g, between
the resonator and substrate was increased from g = 1 µm to g = 10 µm. At each gap
distance, the fluid force applied to the beam was evaluated, and the corresponding real and
imaginary part of the hydrodynamic function, Γ′sub and Γ
′′
sub, respectively, were computed.
An identical resonator vibrating in an infinite fluid was then simulated, and the real and
imaginary part of the hydrodynamic function, Γ′inf and Γ
′′
inf, were evaluated. The results to
the parametric study are shown in Fig. 9.8, which plots the real and imaginary components























Figure 9.7: FEM results for viscous dissipation function generated for resonator g = 10 µm
from substrate. Results plot color as logarithm of normalized viscous dissipation function,
log10 (∆visc/max{∆visc}), in the y − z plane for a (a) resonator near a substrate with a
g = 10 µm gap distance and dimensionless squeeze number Πsq = 0.163, and (b) resonator
in an infinite fluid.
found for the resonator in an infinite fluid. The results are plotted versus gap distance, g, and
dimensionless squeeze number, Πsq. It is shown that for small g and large Πsq, the presence
of the substrate greatly effects the fluid load and the resulting hydrodynamic function. In
agreement with previous results, the imaginary part of the hydrodynamic function, which
quantifies the fluidic dissipation and effective damping applied to the beam, increases when
a substrate is present, indicative of Γ′′sub/Γ
′′
inf > 1. However, as the gap distance increases and
the dimensionless squeeze number, Πsq, decreases, the effect of the substrate decreases and
Γ′′sub approaches Γ
′′
inf. A similar trend is observed for the real part of the hydrodynamic load.
However, for this case, when the gap distance is small, the presence of a substrate modifies
the effective modal stiffness and mass of the fluid, resulting in Γ′sub < Γ
′
inf. The trends
observed in Fig. 9.8 are reflected in previous results. Recalling Fig. 9.4b, with increasing
frequency, the viscous boundary layer in Eq. 9.22 decreases, and thus the dimensionless
squeeze number in Eq. 9.21 also decreases. As a result, the presence of the substrate is
seen to have less effect on the fluid field and resulting hydrodynamic function at higher
frequencies, where ΓFEM begins to approach Γrect.
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Figure 9.8: Results for numerical parametric study scanning dimensionless squeeze num-
ber. Results plot hydrodynamic function for a resonator near a substrate, Γsub, normalized
to hydrodynamic function for a resonator in an infinite medium, Γinf, versus gap distance
(lower axis), g, and dimensionless squeeze number (upper axis). Gap distance and dimen-
sionless squeeze number plotted with linear scale (main) and base–10 logarithmic scale
(inset).
To conclude this section, the range on Πsq for which the substrate may be approximately
neglected is discussed. As observed in Fig. 9.8, the effect of the substrate becomes negligible
for very small values of the dimensionless squeeze number, Πsq  1. This limit occurs
when the substrate is far from the beam, or the frequency of oscillation is relatively large
such that the boundary layer thickness is relatively small. Considering the imaginary part
of the hydrodynamic function which predicts dissipation, results from the parametric study
found that Γ′′sub/Γ
′′
inf ≈ 1.05 at Πsq = 0.4307. Hence, the error due to neglecting the
substrate was limited to 5% when Πsq < 0.4307. As these computed errors are specific to
the numerical study, additional detailed sensitivity studies must be conducted to determine
accurate bounds on Πsq. However, all results in the present work support the conclusion







Figure 9.9: Depiction of axial flow for 3D beam with comparison to 2D oscillating cross–
section.
9.4 Analyzing Dissipation due to Axial Flow
In this section, the effect of axial flow is examined [61]. Here, axial flow is defined as the
flow along the axis of the beam, i.e. in the x–direction based on the chosen coordinate system
depicted in Fig. 9.1a. As discussed in Sec. 8.5, the cylinder and blade approximation are
derived from a 2D analysis that only considers fluid flow in the 2D plane in which beam’s
cross–section oscillates, as depicted in Fig. 9.9. This is a major simplification to the
physical problem, which is indeed 3D. As a result, the 2D cylinder and blade approximation
are unable to capture any effects of flow along the bean. For example, consider Fig. 9.9,
which depicts a schematic of a vibrating 3D beam. In this 3D problem, a fluid particle is able
to freely flow along the length of the beam. However, when the 2D cross–section is modeled
with the cylinder or blade approximation, all fluid flow is restricted to the corresponding
2D plane. In the following section, we observe the how the fluid loading depends on a 2D
and 3D fluid field.
9.4.1 Traction Comparison
Recall that the damping of a fluid loaded beam is largely dependent on the force applied by
the beam to the fluid in the z–direction, fs | f ,z. From Eq. 8.4, this force is computed from
the traction, which is related to the fluid stress in Eq. 8.3. Consequently, in this section
the traction in the z–direction is closely examined, as it will allow us to make insightful
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conclusions about the damping and quality factor of the beam in Sec. 9.4.2.
Here, the traction found for a 3D beam is compared to that found for a 2D rectangular
cross–section. Specifically, a beam with fixed–fixed boundary conditions and dimensions
L × b × h ≈ 500 µm × 22.7 µm × 0.5 µm vibrating in its third mode in air is simulated,
as depicted in Fig. 9.10. The cross–section at the middle of the beam, x = L/2, is then
analyzed to compute a normalized traction at the top and side surface. The surfaces are
labeled in Fig. 9.10, and the corresponding normalized tractions are defined as
̂̃T z,top(y) = abs 
T̃z
(













̂̃T z,side(z) = abs 
T̃z
(









x = L2 , y =
b
2, z
)  . (9.24b)
Here, ̂̃T z,top and ̂̃T z,side are the dimensionless normalized traction in the z–direction evaluated
at the top and side surface, respectively, of the beam’s cross–section. The normalized
traction at the top surface is plotted along the width of the beam in Fig. 9.11a. Similarly,
the normalized traction at the side surface is plotted along the thickness of the beam in
Fig. 9.11b. Note that the traction along the entire surface of the beam, i.e. at the fluid–
structure interface, is used to compute the force applied by the beam to the fluid with Eq. 9.6.
In Fig. 9.11, the normalized traction computed for the 3D simulation is compared to that
computed for a corresponding 2D simulation. In the 2D simulation, a solid rectangle with
dimensions b × h ≈ 22.7 µm × 0.5 µm, identical to that of the 3D beam’s cross–section, is
modeled in air. The solid rectangle oscillates at the same frequency as that of the 3D beam.
With the solution of the 2D fluid field, the normalized traction at the top and side surface









Figure 9.10: Schematic of simulated 3D beam for analysis of axial flow and resulting
traction.
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Figure 9.11: Results from simulation analyzing axial flow and resulting traction. Results
plot normalized traction in the z–direction at (a) top surface of beam’s cross–section found
from 2D and 3D FEMs and (b) side surface of beam’s cross–section found from 2D and 3D
FEMs.
compared to that computed from the 3D simulation in Fig. 9.11.
From Fig. 9.11, the normalized traction predicted from the 2D simulation is greater than
that predicted by the 3D simulation. This suggests that the fluid exerts a larger force on the
solid when the fluid is constrained to a 2D plane. When the beam and fluid is model in 3D,
the fluid is allowed to flow in all three directions, as depicted in Fig. 9.9. Consequently,
in the presence of axial flow, the traction in the z–direction and therefore the fluid force
applied in the z–direction decreases, as shown in Fig. 9.11. Recall that the 2D cylinder and
blade approximation use the solution for a 2D fluid field, and do not account for any flow
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in the x–direction. As a result, when axial flow is present, results from Fig. 9.11 suggest
that the approximations will over–predict the fluid loading in the z–direction. This will be
examined in greater detail in the following section.
9.4.2 Results
In this section, results examining the effects of axial flow are analyzed. First, we examine
when a significant amount of axial flow is present. To clarify, although axial flow is present
for most 3D problems, it is often the case that the fluid flow is dominated by flow in the
y − z plane. Here, we examine when flow in the x–direction, along the length of the beam,
is prevalent by introducing the dimensionless axial flow number, Πax, defined as
Πax = βnb, (9.25)
where b is the beam width, and βn is the bending wavenumber. Recall that the bending
wavenumber was introduced in Secs. 7.2 and 7.3, where it was shown to be related to
the frequency of oscillation, in Eqs. 7.7 and 7.15. Here, an alternative expression for the
bending wavenumber is presented. The expressions relates the bending wavenumber to the











From Eq. 9.27, Πax will generally increase with the increase in bending mode number due
to the decrease in corresponding wavelength.
To analyze the effect of axial flow, a numerical parametric study was performed. In
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the parametric study, beams with fixed–fixed boundary conditions, listed in Table 9.1, were
analyzed. In the parametric study, the beams were modeled with no axial load, P = 0,
resulting in the simplified wavenumber expressed in Eq. 7.7. An eigenfrequency analysis,
previously described in Sec. 8.6.2, was then performed to numerically predict the quality
factor, QFEM, for the bending mode of interest with Eq. 8.72. The quality factor, Qrect,
was also predicted with the blade approximation and Eq. 8.59. Additionally, with the
numerically computed fluid field, the Root Mean Square (RMS) fluid velocity in the x–,







| |vi | |2 dV, (9.28)
where V is the volume of the fluid field in the FEM. The dimensions of the beam were
chosen to give a desired dimensionless axial flow number, as shown in Table 9.1. In
the parametric study, the beams were modeled to be in air at atmospheric pressure and
temperature T = 293 K. The generalized Knudsen number, Knl +Wi, for each beam is
listed in Table 9.1. From the reported Knl+Wi, most of the simulations are in the continuum
regime with a few remaining in the transition regime. Regardless, for the present parametric
study, a no–slip boundary condition is applied and all the systems are approximated to be
in the viscous limit. To more accurately asses axial flow results in the continuum regime,
numerical results for a simulation in water are presented later in this section.
Results from the parametric study in Figs. 9.12 and 9.13 depict the fluid field’s depen-
dence on the dimensionless axial flow number, Πax. Figure 9.12 plots the fluid field in the





normalized to the real part of the beam velocity in the z–direction at the reference position,
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Normalized Fluid Velocity in x-direction
Figure 9.12: Results for fluid field fromnumerical parametric study scanning dimensionless
axial flow number. Results plot fluid field in the x − z plane for beams listed in Table 9.1.
Color represents the real part of the fluid velocity in the x–direction normalized to the real





x̂ = 0.29L, and x̂ = 0.21L, respectively. The results in Fig. 9.12 depict an increase in axial
flow along the beam with increase in Πax, evident by the increase in the normalized x fluid
velocity. This is also illustrated in Fig. 9.13, which plots the normalized RMS fluid velocity
in the x–, y–, and z–direction, computed fromEq. 9.28. Here, the RMSvelocity components













The results are plotted for all beams listed in Table 9.1. From Fig. 9.13, it is observed that




, and thus an increase in
axial flow. Additionally, it is observed that for a fixed Πax, the normalized RMS velocity
components vary with mode number. This is because the 3D fluid field is largely dependent
on the shape and response of the beam, as depicted by Fig. 9.12.
The effects of an increase in axial flow are now examined. As previously discussed in
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Figure 9.13: Results for normalized fluid velocity from numerical parametric study scan-
ning dimensionless axial flow number. Results plot RMS fluid velocity normalized to the











axial flow number for all beams listed in Table 9.1.
Sec. 9.4.1, the presence of axial flow reduces the the traction in the z–direction. Conse-
quently, in the presence of axial flow the 2D cylinder and blade approximation over–predict
the dissipative force applied to the beam by the fluid. This is observed in Fig. 9.14, which
plots the inverse of quality factor found from the numerical simulation, Q−1FEM, normalized
to the inverse of quality factor predicted from the blade approximation, Q−1rect, with Eq. 8.59.
From Fig. 9.14, the blade approximation over–predicts the dissipation at larger Πax, evident
by the decrease in Q−1FEM/Q
−1
rect with increase in Πax. This is due to the increase in axial flow
at larger Πax, which is not accounted for in the 2D blade approximation. When the fluid is
allowed to flow in all three directions, such that it is not constrained to the 2D y − z plane,
the stress acting on the beam decreases. As a result the fluid load applied to the beam, and
the corresponding dissipative force, decreases.
It is important to note that the quality factor predicted from the numerical simulation is
found without any approximation, as the simulation solved the complex eigenvalue problem.
Namely, the 3DFEMaccounts for fluid loading in all three directions, as expressed inEq. 8.4,
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Figure 9.14: Results for dissipation from numerical parametric study scanning dimen-
sionless axial flow number. Results plot inverse of quality factor found from the FEM
normalized to the inverse of quality factor predicted from the blade approximation versus
dimensionless axial flow number for all beams listed in Table 9.1.
and the resulting energy dissipated due to such loading. This is in stark contrast to the 2D
blade approximation, which only considers fluid loading in the z–direction. The results in
Fig. 9.14 imply that an increase in axial flow results in a decrease in total dissipated energy.
In specific, the sum of the energy loss due to loading in the x–, y–, and z–direction decreases
with increasing dimensionless axial flow number, Πax. Consequently, although the increase
in axial flow results in larger velocity gradients in the x–direction, and therefore increased
loading in the x–direction, by virtue of Eqs. 8.3 and 8.4, the results tend to be dominated
by the decrease in loading in the z–direction.
Effects of axial flowwere also observedwith a simulation of aMEMScantilever vibrating
in water. The MEMS cantilever had dimensions L × b × h ≈ 200 µm × 10 µm × 1 µm.
In the simulation, the MEMS cantilever was excited with a sinusoidal force applied at the
tip of the cantilever. Frequency was then swept to excite the first five bending modes. The
receptance, absolute value of the transverse displacement normalized to the applied force
at the tip of the cantilever, was computed and is plotted in Fig. 9.15a. The vertical lines
indicate the approximate resonance frequencies where receptance is at a local maximum.
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Table 9.1: Beams analyzed in numerical parametric study scanning dimensionless axial
flow number.
Mode 1
Πax = βb b × h × l β1 ω1/2π Knl +Wi Ω(ω1, b) Ω(ω1, λ)
(µm3) (µm−1) (kHz)
0.1 2.11 × 0.5 × 100 0.0473 433.4016 0.0293 0.2020 797.53
0.2 4.26 × 0.5 × 100 0.0473 433.4016 0.0160 0.8081 797.53
0.3 6.34 × 0.5 × 100 0.0473 433.4016 0.0116 1.8181 797.53
0.4 8.46 × 0.5 × 100 0.0473 433.4016 0.0094 3.2323 797.53
0.5 10.57 × 0.5 × 100 0.0473 433.4016 0.0080 5.0504 797.53
Mode 2
Πax = βb b × h × l β2 ω2/2π Knl +Wi Ω(ω2, b) Ω(ω2, λ)
(µm3) (µm−1) (kHz)
0.1 2.55 × 0.5 × 200 0.0393 298.6769 0.0239 0.2020 797.53
0.2 5.09 × 0.5 × 200 0.0393 298.6769 0.0129 0.8081 797.53
0.3 7.64 × 0.5 × 200 0.0393 298.6769 0.0092 1.8181 797.53
0.4 10.19 × 0.5 × 200 0.0393 298.6769 0.0074 3.2323 797.53
0.5 12.73 × 0.5 × 200 0.0393 298.6769 0.0063 5.0504 797.53
Mode 3
Πax = βb b × h × l β3 ω3/2π Knl +Wi Ω(ω3, b) Ω(ω3, λ)
(µm3) (µm−1) (kHz)
0.1 4.55 × 0.5 × 500 0.0220 93.6841 0.0129 0.2020 797.53
0.2 9.09 × 0.5 × 500 0.0220 93.6841 0.0068 0.8081 797.53
0.3 13.64 × 0.5 × 500 0.0220 93.6841 0.0047 1.8181 797.53
0.4 18.19 × 0.5 × 500 0.0220 93.6841 0.0037 3.2323 797.53
0.5 22.74 × 0.5 × 500 0.0220 93.6841 0.0031 5.0504 797.53
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The cantilever’s natural frequencies in vacuo, ωn, and resonance frequencies in water, ω̂n,
are listed in Table 9.2. The hydrodynamic function was also computed from the FEM
with Eq. 9.18 and is plotted in Fig. 9.15b. The hydrodynamic function computed from
the simulation is compared to that predicted with the blade approximation. In contrast to
the blade approximation, which predicts a monotonic decrease in Γ with frequency, the
simulation illustrates the hydrodynamic function’s dependence on the cantilever’s mode
shape. Specifically, local minima in Γ′FEM and Γ
′′
FEM are observed near the resonance of
highermodes. The decrease in Γ near resonance is due to the corresponding increase in axial
flow near resonance. These trends may be better interpreted by observing the normalized
RMS fluid velocity components plotted in the inset of Fig. 9.15b.
Two trends may be observed. First, the RMS fluid velocity in the x–direction tends to
increase with frequency after the first mode. This is due to the decrease in flexural wave-
length and corresponding increase in dimensionless axial flow number, which, as shown
previously in Figs. 9.12 and 9.13, results in an increase in axial flow. The dimensionless
axial flow number corresponding to the five resonance frequencies are listed in Table 9.2.
The dimensionless axial flow number was computed with Eq. 9.25 and the wavenumbers,
βn, for a fixed–free beam. Note that the axial flow number increases from Πax = 0.0937 at
the first mode, to Πax = 0.7069 at the fifth mode. The second trend is the local increase in
axial flow near resonance. These results suggest that the fluid field, and consequently the
hydrodynamic function, is largely dependent on the mode shape and displacement profile of
the cantilever. Specifically, results in Fig. 9.15 suggest that curvature in the beam gives rise
to increase fluid flow in the x–direction and the decrease in fluid loading the the z–direction.
From the results of the two numerical studies, the cylinder and blade approximation
become inaccurate and must be modified in the presence of axial flow. Axial flow tends






























































































Figure 9.15: Results from simulation of MEMS cantilever vibrating in water. Re-
sults plot (a) absolute value of receptance versus frequency, and (b) real and imagi-
nary part of hydrodynamic function versus frequency for blade approximation and FEM.












both the geometry of the beam and flexural wavelength. Furthermore, local increases
in axial flow occur near resonance due to the fluid fields strong coupling to the beam’s
displacement profile. An increase in axial flow results in the corresponding decrease in
loading in the z–direction and thus a decrease in the hydrodynamic function. Such trends
are not captured in the cylinder or blade approximation which is formulated from a 2D
model that only considers planar oscillation of a solid cross–section. Results from Fig. 9.14
show that errors less than 10% are obtained when Πax < 0.5. However, additional detailed
parametric studies are needed to determine exact ranges on Πax where 3D fluid flow may be
neglected. In general, axial flow becomes more prominent at higher bending modes, where
the increased curvature of the beam increases the flow in the x–direction. Consequently,
neglecting axial flowwill produce smaller errors at lower bending modes and smaller values
of Πax.
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Table 9.2: Properties of simulated MEMS cantilever in water.
Natural Frequency Resonance Frequency Normalized Wavenumber Axial Flow Number
(kHz) (kHz)
ω1/2π = 34 ω̂1/2π = 7 β1L = 1.8749 Πax = 0.0937
ω2/2π = 213 ω̂2/2π = 76 β2L = 4.6941 Πax = 0.2347
ω3/2π = 598 ω̂3/2π = 235 β3L = 7.8548 Πax = 0.3927
ω4/2π = 1,171 ω̂4/2π = 490 β4L = 10.9955 Πax = 0.5498
ω5/2π = 1,936 ω̂5/2π = 840 β5L = 14.1372 Πax = 0.7069
9.5 Conclusions
In this chapter, the validity of the 2D cylinder approximation was examined [61]. A
dimensionless squeeze number was introduced to characterize the effect of squeeze film
damping when a substrate is present. The fluid force applied to a resonator increases with
an increase in dimensionless squeeze number, and the 2D cylinder approximation under–
predicts the total dissipation due to fluid loading. The effect of the substrate and squeeze
film damping is prominent at lower frequencies, where the viscous boundary layer thickness
is comparable to the gap distance. In contrast, when the viscous boundary layer thickness is
small compared to the gap distance, the substrate does not effect the fluid field and the 2D
cylinder approximation is valid. A dimensionless axial flow number was also introduced
to characterize the resonator and fluid velocity field. The dimensionless squeeze number
increases with mode number, as the flexural wavelength decreases. When the dimensionless
axial flow number increases, the velocity along the axis of the beam increases. Although
this gives rise to an increase in fluid loading in the x–direction, the dominant effect is the
decrease in loading in the z–direction, resulting in a decrease in total dissipated energy and
consequent increase in quality factor.
The aforementioned conclusions were made based on the detailed analysis and results
presented in this chapter. The employed methods facilitated the analysis of the solutions
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of FEMs which offered significant insight into the viscous damping of vibrating MEMS
and NEMS beams. The knowledge derived from the FEMs was complemented by the
convincing measurements from NEMS beams in air and water. Here, the knowledge
gained has deepened the breadth of understanding of damping on the micro and nano scale.
Specifically, analysis and results presented in the chapter illustrated the effects of a substrate
and axial flow on viscous dissipation, and quantified such effects with the dimensionless
squeeze number and axial flow number. As will be shown in Chapter 10, the results found
here enables additional investigations into the damping mechanisms of MEMS and NEMS
beams, while accurately attributing where and how energy is dissipated.
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Chapter 10
Analyzing Dissipation Due to Acoustic Radiation
10.1 Introduction
In this chapter, Nano Problem Two is addressed, and the damping of MEMS and NEMS
beams due to acoustic radiation is examined. The research problem is restated here.
Research Problem
Nano Problem Two: Determine when damping due to acoustic radiation becomes
significant, such that it may no longer be neglected.
Due to the small linear dimensions of MEMS and NEMS devices, it is often assumed
that acoustic radiation is negligible [55, 82]. In this chapter, analysis of FEM solutions and
experimental measurements of MEMS and NEMS beams are presented. The analyses and
results reveal that MEMS and NEMS beams are capable of radiating sound. Furthermore,
the results indicate that neglecting any damping due to acoustic radiation results in an
inaccurate assessment of the total damping of the beam. In this chapter, Nano Problem Two
is addressed, and FEM solutions and experimental measurements are analyzed to determine
when acoustic radiation is significant for MEMS and NEMS beams.
Recently in the past few years, acoustic losses of circular plate resonators have been
studied. Vishwakarma et al. [83] studied dissipation due to squeeze film damping and
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acoustic radiation in a prestressed drumhead resonator operating in air. Their work pre-
dicted the total dissipation for the first 15 transverse vibration modes by summing the
dissipation due to squeeze film damping and acoustic losses. Their work concluded that
squeeze film damping dominated at low frequencies, while acoustic losses dominated at
high frequencies. Similarly, Gil–Santos et al. [84] analyzed nano–optomechanical disks
vibrating in their mechanical radial breathing modes. Their work analyzed dissipation due
to viscous losses and acoustic radiation for disks with varying radii operating in different
liquids. Their work also looked at the net dissipation when comparing predictions to exper-
imental measurements. Although both works presented methods for predicting dissipation
due to acoustic radiation, it remains unclear when such losses become significant and when
they may be neglected.
In this chapter a dimensionless parameter that may be computed for any resonator,
the wavenumber ratio, is introduced and used to analyze trends in dissipation for MEMS
and NEMS resonators. Experimental results showing dissipation due to acoustic radiation
from vibrating MEMS cantilevers and NEMS beams are presented. With supporting
numerical simulations of 3D FEMs, measurements show that resonators radiate sound
when the bending wavelength approaches the acoustic wavelength. It is found that this often
occurs at higher bending modes, and therefore higher frequencies, due to the bending and
acoustic wavelengths’ dependencies on frequency. The acoustic wavelength is proportional
to the inverse of frequency, whereas the bending wavelength is proportional to the inverse
of the square root of frequency. As a result, in the measurements presented, acoustic
radiation becomes significant at higher bending modes where the bending wavelength is
of comparable magnitude to the acoustic wavelength. Here, the acoustic and bending
wavelength are compared via the wavenumber ratio.
In the present work, acoustic radiation is identified by comparing the measured dissi-
pation to the dissipation predicted by the 2D cylinder/blade approximation. When acoustic
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radiation is negligible, as well as axial flow and substrate effects, it is found that the mea-
sured dissipation agrees well with that predicted by the viscous approximation. However,
when acoustic radiation becomes significant, a departure from the viscous approximation is
observed. Numerical FEM simulations are also analyzed to predict the resonators’ radiation
efficiency and the resulting pressure fields. Results show that an increase in dissipation cor-
responds to an increase in radiation efficiency. When radiation efficiency is relatively large,
the vibrating resonator is able to radiate sound and generate pressure waves in the fluid,
resulting in energy transferred from the structure to the compressible fluid. Analysis of the
measured dissipation’s dependence on pressure is presented to distinguish between dissipa-
tion due to viscous losses and dissipation due to acoustic radiation. Furthermore, various
resonators with different lengths and mechanical properties are measured and analyzed in
different fluids to observe trends in the wavenumber ratio.
The remainder of this chapter is organized as follows. In Sec. 10.2, the experimental
methods for collecting measurements from MEMS cantilevers and NEMS beams are dis-
cussed. In Sec. 10.3, methods for analyzing the solutions of the 3D FEMs are presented.
Results for the MEMS cantilevers are then presented in Sec. 10.4. In this section, trends in
measured and computed dissipation are analyzed as a method for determining the signifi-
cance of the present damping mechanisms. Results for the NEMS beams are then presented
in Sec. 10.4. Finally, analysis of arbitrary beams is presented in Sec. 10.6 to derive general
expressions that may be used to predict when acoustic radiation is significant.
10.2 Experimental Measurements
10.2.1 MEMS Cantilevers
Measurements presented in this chapter were obtained from experiments conducted by
the NSE at Boston University. The experiments with MEMS cantilevers were carried out
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with commercially available tipless silicon micro–cantilevers from MikroMasch (NSC36).
Three MEMS cantilevers of varying length were used in the experiments, resulting in
varying bending wavelengths. The dimensions of the three MEMS cantilevers used in the
experiments are listed in Table 10.1 and a schematic of the MEMS cantilever is depicted
in Fig. 10.1a. Note that there were no close–by walls or substrates in the vicinity of the
MEMS cantilever to affect the flow. The cantilevers were measured in high–purity Ar and
N2. The properties of these gases at Standard Temperature and Pressure (STP) are listed in
Table 10.2. In the experiments, the cantilevers were excited with a sinusoidal force, such
that the cantilever would oscillate at angular frequency ω. The driving frequencies were
chosen near resonances of the cantilever to excite different bending modes. Table 10.3
summarizes the parameters of the conducted experiments.
For each experiment, the mean background pressure, p0, of the gas was changed, and
the total dissipation, 1/Qt , was measured. To obtain the gas dissipation, 1/Qg, we calculate
1/Qg = (1/Qt)− (1/Q0), where 1/Q0 is the intrinsic dissipation (obtained at the lowest p0).





where R = 8.3145 J/mol · K is the universal gas constant, T is temperature, and M is
the molar mass of the gas. As a result, the Reynolds number, Ω, varies with pressure by
virtue of Eqs. 8.39 and 10.1. By measuring the dissipation at different pressures, and thus
different densities and Reynolds numbers, the dominant physical dissipation mechanism
may be observed. When viscous losses of the gas dominate, the dissipation will vary with
Reynolds number as predicted by Eq. 8.59. However, when acoustic radiation is present, a
different trend in Reynolds number will be observed.
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Table 10.1: Dimensions ofMEMS cantilevers measured by the NSEL at Boston University.
Length Width Thickness
(µm) (µm) (µm)
Cantilever A 130 32.5 1.2
Cantilever B 90 32.5 1.2
Cantilever C 110 32.5 1.2
Table 10.2: Properties of gas used in experiments.
Gas Speed of Sound Molar Mass Density at STP Dynamic Viscosity at STP
(m/s) (g/mol) (kg/m3) (Pa·s)
Ar 319 39.948 1.6607 2.23 × 10−5
N2 349 28.014 1.1644 1.7436 × 10−5








Figure 10.1: Schematic of measured devices. Schematic of (a) cantilever and (b) fixed–
fixed beam near a substrate.
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Table 10.3: Description of conducted experiments with MEMS cantilevers.
Cantilever Mode Number Gas Frequency (kHz)
A 3 Ar 2,439.15
A 4 Ar 4,673.20
A 5 Ar 7,520.00
A 1 N2 143.00
A 3 N2 2,438.00
A 4 N2 4,670.00
A 5 N2 7,520.00
B 2 Ar 1,311.41
B 3 Ar 3,564.26
B 4 Ar 6,737.80
C 3 Ar 1,762.39
C 4 Ar 3,397.05
C 5 Ar 5,516.00
C 1 N2 103.00
C 2 N2 638.00
C 3 N2 1,762.00
C 4 N2 3,396.00
C 5 N2 5,512.00
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10.2.2 NEMS Beams
Experiments were also performed on NEMS beams with fixed–fixed boundary conditions
and axial loading in air at atmospheric pressure. Note that these NEMS beams are the same
beams previously analyzed in Chapter 7. Figure 10.1b shows a schematic of the beam with
length L, width b, thickness h, and a gap distance g between the beam and substrate. In the
experiment, measurements were taken at discrete frequencies near resonance, and a modal
fit was performed to find the natural frequencies and dissipation of the beam [22]. The
modal fit is discussed in more detail in Appendix B.
For measurements presented in this chapter, experiments were carried out with the 50
µm Low Tension and 50 µm High Tension beams. As discussed in Chapter 7, the two
beams mainly differed by the magnitude of tension. The dimensions of the beams are listed
in Table 7.4, and the material properties used to model the beams are listed in parentheses
in Table 7.5. Recall that these material properties were found by slightly modifying the
material properties found from the optimization search presented in Sec. 7.6.
From the experiments, the first 10 modes of the 50 µm Low Tension beam were
measured, and the first 8 modes of the 50 µmHigh Tension beamweremeasured. Table 10.4
lists the natural frequencies of the two beams.
10.3 Analyzing Finite Element Models
In this chapter, the response and dissipation of the measured beams are analyzed with
the 3D FEMs introduced in Sec. 8.6. Both FEMs, FEM Viscous depicted in Fig. 8.9
and FEM Acoustic depicted in Fig. 8.11, are used and analyzed in order to separate the
dissipationmechanisms. Recall that FEMViscous includes andmodels all linear dissipation
mechanisms of the fluid, whereas FEM Acoustic models the fluid as lossless and will only
include dissipation due to acoustic radiation. It will be shown that FEM Viscous offers the
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Table 10.4: Natural frequencies and wavenumber ratio for measured NEMS beams.
50 µm Low Tension 50 µm High Tension
Mode Number Frequency Wavenumber Ratio Frequency Wavenumber Ratio
(MHz) (MHz)
1 1.8710 0.5024 5.1400 1.5999
2 3.7825 0.5099 10.3000 1.6013
3 5.7848 0.5220 15.5000 1.6036
4 7.8971 0.5381 20.7000 1.6067
5 10.1414 0.5575 25.9000 1.6107
6 12.5296 0.5796 31.2000 1.6156
7 15.0589 0.6037 36.6000 1.6215
8 17.7743 0.6297 42.7000 1.6283
9 20.6923 0.6574
10 23.9318 0.6876
most accurate model of the physical problem, where the resonator is indeed vibrating in a
viscous fluid. However, FEM Acoustic will be used to compute the radiation efficiency of
the resonator and estimate when acoustic radiation will be significant.
In the simulations presented in this chapter, the FEMs are evaluated for a forced response.
The solutions from the FEMs are then analyzed to compute various quantities that will help
give insight into the damping of the MEMS/NEMS beams. The relevant quantities are
discussed below.
10.3.1 Evaluating Dissipation







where 〈Pdis〉 is the time averaged power dissipated, and 〈Estored〉 is the time averaged energy
stored. In the present work, < · > indicates an averaged quantity. As mentioned in the
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previous section, FEM Viscous and FEM Acoustic differ in the governing equations of the
near field fluid. The total power dissipated in FEM Viscous, which models the fluid with
the compressible linearized Navier–Stokes equations, is
〈Pdis〉 = 〈Pvisc〉 + 〈Ptherm〉 + 〈Prad〉 , (10.3)
where 〈Pvisc〉 and 〈Ptherm〉 are the time averaged power dissipated due to viscous and thermal
losses in the fluid, and 〈Prad〉 is the time averaged power radiated. The total dissipated power
in FEM Acoustic, which models the fluid with the Helmholtz equation, is
〈Pdis〉 = 〈Prad〉 . (10.4)
From Eq. 10.3, FEM Viscous accounts for viscous and thermal losses of the fluid, as well
as the energy loss due to acoustic radiation. From Eq. 10.4, FEM Acoustic only accounts
for energy loss due to acoustic radiation, as the fluid is modeled to be lossless.
10.3.2 Evaluating Radiation Efficiency
To predict when acoustic radiation will be significant, the radiation efficiency, σ, of a







where c is the speed of sound in the fluid, Ss is the area of the structural surface for which




is the space averaged value of the time averaged squared











Re {vv∗} dS. (10.6)
For the present work, the spatial average is taken about the top surface of the resonator, such









Figure 10.2: Schematic of radiating resonator.
the resonator’s top surface. A 2D schematic in the x − z plane of the problem of interest is
depicted in Fig. 10.2.




〈I〉 · n̂ dS, (10.7)









where p is the acoustic pressure in the fluid, and v f is the fluid velocity vector. Note that the
acoustic pressure p is the pressure deviation from the ambient mean background pressure,
p0, caused by sound waves, such that
ptot = p0 + p, (10.9)
where ptot is the total pressure. FromEq. 10.7, the power radiated is computed by integrating
the dot product of the intensity vector and normal vector on the fluid surface S f . For the
present work, S f is taken to be the outer spherical surface of the fluid domain, as depicted in
Fig. 10.2. In the analyses that follow, the spherical surface is modeled at R2 = 3λac in FEM
Acoustic, depicted in Fig. 8.11, where λac is the acoustic wavelength in the fluid. Note that
although the acoustic wave amplitude diminishes with radius [85], the total power radiated
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remains constant due to the conservation of energy in the lossless fluid. Consequently, the
power radiated evaluated with Eq. 10.7 is independent of the radial position R2 for which
the spherical surface, S f , is formed.
The radiation efficiency in Eq. 10.5 characterizes the effectiveness of a vibrating surface
to radiate sound. Small values of σ indicate that a relatively small amount of sound is
radiated. By definition, a radiation efficiency of σ = 1 indicates that the vibrating surface
has the same efficiency as a circular baffled piston whose circumference greatly exceeds
the acoustic wavelength [44]. For the present work, the radiation efficiency in Eq. 10.5
is computed with results from FEM Acoustic, which models the fluid to be lossless. In
this model, no energy is lost due to viscous or thermal losses, and all dissipation is due to
acoustic radiation.
10.4 Results from MEMS Cantilevers
10.4.1 Measured Normalized Dissipation
The results from the experimental measurements discussed in Sec. 10.2 are plotted in
Fig. 10.3 [86]. Here, all measurements are in the continuum viscous limit. This limit is
based on the criteria presented in the work by Kara et al. [38]. Specifically, the measure-
ments plotted are at pressures above the transition pressure pc, which is dependent on the
Generalized Knudsen number Wi + Knl .
In Fig. 10.3, the measured dissipation, which was taken as a function of pressure,
is normalized by the inverse of the mass loading parameter, T0, such that the plotted
quantity is 1/(QT0). Recall that the mass loading parameter was previously defined in
Eq. 8.50. The normalized dissipation is plotted against the dimensionless Reynolds number
which is related to the pressure dependent gas density, ρ0, by Eq. 8.36. This results
in a collapse plot of normalized dissipation, 1/(QT0), versus Reynolds number, Ω. The
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Blade Approximation
Figure 10.3: Experimental results frommeasured MEMS cantilevers. Results plot normal-
ized dissipation versusReynolds number forMEMScantilevers inAr andN2. Measurements
are compared to the normalized dissipation predicted by the blade approximation, where
1/(QT0) ≈ Γ′′rect. Inset compares measurements for Cantilever C vibrating in mode 5 in Ar
and N2.
normalized dissipation predicted by the 2D viscous blade approximation is also plotted, and
is depicted by the black solid line. For the blade approximation, the normalized dissipation
predicted with Eq. 8.59 simplifies to 1/(QT0) ≈ Γ′′rect. Before discussing the results,
note that the measured normalized dissipation should theoretically collapse onto the blade
approximation, 1/(QT0) ≈ Γ′′rect, if damping is solely attributed to viscous dissipation, as
Γ′′rect only depends on the dimensionless Reynolds number, Ω. Consequently, any deviation
from the viscous blade curve indicates the presence of a different damping mechanism.
From Fig. 10.3, the viscous blade approximation accurately predicts the normalized
dissipation for a few measurement sets. These measurements are depicted with gray
markers and are seen to lie very near the black solid line. This indicates that dissipation is
dominated by viscous losses in the fluid and acoustic radiationmay be neglected, as the blade
approximation models the fluid as incompressible. From Fig. 10.3, this is not true for all
measurements, as deviation from the blade approximation is also observed. Measurements
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where the normalized dissipation differs from the blade approximation by more than 7.5%
are indicated by the colored makers. For these measurements, the measured dissipation
is larger than that predicted by the blade approximation, suggesting that additional energy
is dissipated due to a different damping mechanism. In the following section, it will be
shown that these measurements are taken from resonators with a relatively large radiation
efficiency, σ, suggesting that the additional dissipation is due to acoustic radiation.
10.4.2 Computed Radiation Efficiency
The radiation efficiency, σ, computed from Eq. 10.5 with FEM Acoustic is plotted in
Fig. 10.4. The radiation efficiency was computed for each resonator and frequency listed in
Table 10.3 at a mean background pressure of p0 = 101,325 Pa. In Fig. 10.4, the radiation










where ω is the angular frequency and c is the speed of the sound in the fluid. In Eq. 10.10,
β is the bending wavenumber previously defined in Eq. 7.7. Recall that the bending
wavenumber is related to the bending wave length as defined by Eq. 9.26. Similarly, the





As a result, the wavenumber ratioΠac is also related to the acoustic and bending wavelength,
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Figure 10.4: Results of computed radiation efficiency for measured MEMS cantilevers.






The acoustic wavenumber, bending wavenumber, and wavenumber ratio for the measured
MEMS cantilevers are listed in Table 10.5.
From Fig. 10.4, the measurements that agreed well with the viscous blade approxima-
tion have a corresponding low radiation efficiency. This supports the previous claim that
acoustic radiation is negligible for these measurements, and the dissipation may be accu-
rately predicted by only considering viscous losses. Furthermore, results in Figs. 10.3 and
10.4 show that measurements that disagree with the blade approximation have a relatively
large radiation efficiency. For these measurements, the vibration of the MEMS cantilever
resulted in radiated sound, and consequently an observed increase in dissipation.
An increase in radiation efficiency, σ, with increase in wavenumber ratio, Πac, is
observed in Fig. 10.4. From Eq. 10.13, when Πac is less than unity, the acoustic wavelength
in the fluid is greater than the bending wavelength, such that λac > λb. Results from
Fig. 10.4 suggest that for small values of Πac, the MEMS cantilever is unable to radiate a
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Table 10.5: Acoustic wavenumber, bending wavenumber, and wavenumber ratio for mea-
sured MEMS cantilevers in Ar and N2.
Cantilever A
Ar N2
kac (µm-1) β (µm-1) Πac kac (µm-1) β (µm-1) Πac
Mode 1 0.0026 0.0174 0.14776
Mode 2
Mode 3 0.0480 0.0720 0.66763 0.0439 0.0719 0.61009
Mode 4 0.0920 0.0996 0.92411 0.0841 0.0996 0.84438
Mode 5 0.1481 0.1264 1.17230 0.1354 0.1264 1.0715
Cantilever B
Ar N2
kac (µm-1) β (µm-1) Πac kac (µm-1) β (µm-1) Πac
Mode 1
Mode 2 0.0258 0.0528 0.48954
Mode 3 0.0702 0.0870 0.80705




kac (µm-1) β (µm-1) Πac kac (µm-1) β (µm-1) Πac
Mode 1 0.0019 0.0148 0.12540
Mode 2 0.0115 0.0368 0.31210
Mode 3 0.0347 0.0612 0.5675 0.0317 0.0612 0.51866
Mode 4 0.0669 0.0849 0.78789 0.0611 0.0849 0.71405
Mode 5 0.1087 0.1082 1.00410 0.0992 0.0849 0.91735
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significant amount of sound as the radiation efficiency, σ, is relatively small. However, as
Πac increases and the bending wavelength approaches the length of the acoustic wavelength,
the radiation efficiency increases. This increase in radiation efficiency corresponds to an
increase in acoustic power radiated, as predicted by Eq. 10.5, attributed to pressure waves
generated by the vibrating MEMS cantilever. From analyses presented by Fahy et al. [44],
the radiation efficiency is maximum near a wavenumber ratio equal to unity. Specifically,
Fahy et al. computed the radiation efficiency of a vibrating plate and showed that the radiation
efficiency increases as the wavenumber ratio increases and approaches unity. Additionally,
they showed that the radiation efficiency is at a maximum when the wavenumber ratio
is slightly greater than unity, and asymptotes for large wavenumber ratios. Note that a
wavenumber ratio of Πac ≈ 1 corresponds to λac ≈ λb. Although results in Fig. 10.4
correspond to relatively small wavenumber ratios and a well defined maximum is not
observed, the results follow the general trends presented by Fahy et al. [44]. Namely, the
radiation efficiency increases as the wavenumber ratio increases and approaches unity.
To further interpret the results in Figs. 10.3 and 10.4, Figs. 10.5 and 10.6 illustrate how
pressure fields depend on the wavenumber ratio Πac. Specifically, Figs. 10.5 and 10.6 plot
results from FEM Acoustic that simulated Cantilever B in Ar at p0 = 101,325 Pa. Results
from a simulation that excited the second mode at ω/2π = 1.311 MHz, and fourth mode at
ω/2π = 6.738 MHz, are plotted in Figs. 10.5 and 10.6 respectively. For both simulations,
the spherical fluid domain was set to R2 = 3λac, where the acoustic wavelength in the fluid,
λac = 2πc/ω, varied between simulations due to the varying frequencies. In Figs. 10.5a
and 10.6a, the spherical surface, S f , surrounding the vibrating MEMS cantilever is plotted.







10.5b and 10.6b, the isosurfaces in the 3D plot and color in the 2D plot represent the






. Recall that acoustic pressure is
the deviation from the mean background pressure caused by the generated sound wave, as
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expressed in Eq. 10.9. The 2D plot is of the x − z plane taken at the middle of the MEMS
cantilever width.
From Table 10.5, the wavenumber ratio, Πac, for Cantilever B vibrating in Ar is 0.48954
and 1.10960 for Modes 2 and 4, respectively. Additionally, the radiation efficiency for
Modes 2 and 4 is 6.733 × 10−3 and 2.152 respectively, suggesting that Mode 4 radiates
more sound than Mode 2. This is observed in Figs. 10.5a and 10.6a, where the normalized
intensity magnitude for Mode 2 is significantly less than that for Mode 4. From Eq. 10.7,
a relatively large intensity results in a relatively large power radiated, and thus a greater
amount of energy dissipated. The observed difference in intensity between Modes 2 and
4 is due to the difference in generated pressure fields. From Fig. 10.5b, when the MEMS
cantilever vibrates in its second mode, the pressure field is mostly localized to the field close
to the vibrating surface. This is due to the fact that the acoustic wavelength in the fluid, λac,
is much larger than the bending wavelength, λb. In contrast, when the MEMS cantilever
vibrates in its fourth mode, the wavenumber ratio is greater than unity and λb > λac. From
Fig. 10.6b, the vibrating MEMS cantilever generates pressure waves that radiate throughout
the fluid.
When the bending wavelength is comparable to the acoustic wavelength, the vibrating
MEMS cantilever efficiently radiates sound. This is evident by the results presented in
Figs. 10.4, 10.5 and 10.6. Furthermore, an increase in acoustic radiation gives rise to an
increase in dissipation. In the inset of Fig. 10.3, the normalized dissipation for Cantilever C
vibrating in Mode 5 in Ar and N2 is plotted. Although the measurements were taken for the
same cantilever vibrating in the same mode, the normalized dissipation’s dependence on
Reynolds number varies between gases. This is due to the difference in the speed of sound
in Ar and N2, and consequently the difference in the acoustic wavelength and wavenumber
ratio. From Table 10.2, the sound speed in Ar is less than that in N2, resulting in a smaller












Normalized Intensity (1/m2) Normalized Acoustic Pressure (s/m3)
(a) (b)
Figure 10.5: Results from 3D FEM of Cantilever B vibrating in its second mode in Ar.
Results plot (a) normalized intensity with color on outer spherical surface where acoustic
power radiated is computed, and (b) normalized acoustic pressure with isosurfaces in 3D
plot and color in 2D plot.
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Normalized Intensity (1/m2) Normalized Acoustic Pressure (s/m3)
(a) (b)
Figure 10.6: Results from 3D FEM of Cantilever B vibrating in its fourth mode in Ar.
Results plot (a) normalized intensity with color on outer spherical surface where acoustic
power radiated is computed, and (b) normalized acoustic pressure with isosurfaces in 3D
plot and color in 2D plot.
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radiation efficiency, and thus an increase in acoustic radiation and dissipation, as observed
in Fig. 10.3. From Fig. 10.3, when acoustic radiation is significant, the dissipation may no
longer be predicted by the viscous blade approximation. Additionally, the dissipation is no
longer solely dependent on the Reynolds number,Ω, but also dependent on the acoustic and
bending wavelengths.
10.4.3 Computed Dissipation
In this section, the dissipation’s dependence on the ambient mean background pressure, p0,
is observed. In Fig. 10.7 the measured dissipation 1/Q for Cantilever C in N2 is plotted for
each measured mode. The dissipation is plotted versus the mean background pressure, p0,
of the gas. Here, all measurements, including those in the kinetic regime are plotted. The
kinetic and continuum regimes are indicated by the blue and red shaded regions respectively.
The transition pressure defined by Kara et al. [38] is also depicted with the vertical dashed
line. Here, the transition pressure was computed by finding the Generalized Knudsen
number Wi+Knl ≈ 1. In Fig. 10.7, the measured dissipation is compared to the dissipation
computed from FEM Viscous at pressures above the transition pressure. Recall that FEM
Viscous solves the compressible linearized Navier–Stokes equations and accounts for all
the losses in the fluid. Additionally, the measurements are compared to the dissipation
predicted by the viscous blade approximation and Eq. 8.59.
From Fig. 10.7, the dissipation predicted by FEM Viscous agrees well with the data in
the continuum regime for every mode. This is due to the fact that FEM Viscous accounts
for all the losses in the system, namely viscous and thermal losses of the fluid, and any
acoustic radiation. As previously observed, the blade approximation accurately predicts
the dissipation for Modes 1–3, where the wavenumber ratio is relatively small. At these
frequencies, dissipation due to acoustic radiation may be neglected. However, for Modes 4
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Figure 10.7: Results for Cantilever C in N2. Results plot dissipation versus mean back-
ground pressure, p0, for first five modes of Cantilever C in N2. Vertical dashed line indicates
transition pressure from kinetic regime to continuum regime. Inset compares measured dis-
sipation to dissipation predicted by blade approximation, FEM Viscous, and FEM Acoustic
at pressures above transition pressure.
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blade approximation under–predicts the dissipation by not accounting for compressibility
of the fluid, and thus any acoustic radiation.
The presence of acoustic radiation is also evident by the pressure dependence of the
dissipation. In the kinetic regime, dissipation depends linearly with ambient pressure,
such that 1/Q ∝ p0. In the continuum regime, the physical dissipation mechanism changes,
giving rise to a change in pressure dependence and slope of the dissipation curve. ForModes
1–3, where acoustic radiation is negligible, the slope in the dissipation curves for data, FEM
Viscous, and blade approximation are very similar. For these modes, the dissipation is
dominated by viscous losses in the continuum regime. Beginning at Mode 4, the slope in
the dissipation curves for data and FEM Viscous begins to differ from that of the blade
approximation in the continuum regime. This is best observed in Mode 5, where the slope
of the data and FEM Viscous dissipation curves is noticeably larger than that of the blade
approximation. This change in pressure dependence is due to the additional losses attributed
to acoustic radiation. As viscous dissipation and acoustic radiation have different pressure
dependencies, the change in slope represents a transition from dissipation dominated by
viscous losses, to that which also has acoustic radiation. Results from Fig. 10.7 may be
better interpreted by analyzing dissipation for two canonical models.
Here, we consider the dissipation of a vibrating piston in an infinite lossless fluid and
an oscillating cylinder in an infinite viscous incompressible fluid. The former dissipates
energy due to acoustic radiation, whereas the latter dissipates energy due to viscous losses.
It is important to note that the two canonical models vary drastically in geometry and make
different simplifications to the fluid, resulting in very different quality factors. However, in
the following results we are primarily focused on comparing the asymptotic behavior of the
two dissipation models. Figure 10.8 plots the dissipation, 1/Q, versus mean background
pressure, p0, predicted from the two canonical models. The first model is of a vibrating

























Figure 10.8: Analytically predicted dissipation versus pressure for piston vibrating in an
infinite lossless fluid, and a cylinder oscillating in an infinite viscous incompressible fluid.
result in energy loss due to acoustic radiation, as no waves are reflected back. For this
model, the fluid is considered to be inviscid, resulting in no dissipation due to viscous







where ρs is the density of the piston, and d is the linear dimension of the piston in the
direction of oscillation. The second model is of a solid cylinder oscillating in an infinite
viscous incompressible fluid. In this model, the dissipation is due to viscous losses in the









where ρs is the density of the cylinder. From Sec. 8.5, Ω is the Reynolds number defined in
Eq. 8.36, and Γ′′circ is the imaginary part of the hydrodynamic function defined in Eq. 8.35.
The dissipation predicted in Eqs. 10.14 and 10.15 is plotted in Fig. 10.8 versus mean
background pressure, p0. The frequency of oscillation was taken to be ω/2π = 1 MHz,
the density of the solid was ρs = 2,329 kg/m3, and the linear dimension of the piston and
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diameter of the cylinder was taken to be d = 32.5 µm. The fluid was taken to be N2.
Based on the frequency of oscillation and linear dimension, the pressure range plotted in
Fig. 10.8 is above the transition pressure. Here, the results plotted are in the continuum
limit such that the Generalized Knudsen number is Wi + Knl  1. From Eq. 10.14,
the dissipation due to acoustic radiation varies with the pressure dependent gas density,
ρ0. From Eq. 10.1, density depends linearly with pressure. Consequently, the dissipation
in Eq. 10.14 depends linearly with pressure, such that 1/Qac ∝ p0. This is observed in
Fig. 10.8, where dissipation versus pressure is plotted in log–log, and the resulting curve
has a slope of mac = 1. From Eq. 10.15, the dissipation due to viscous losses of an
oscillating cylinder is more complex. Here, dissipation varies linearly with ρ0Γ′′circ(Ω),
where the hydrodynamic function is computed from Bessel functions in Eq. 8.59 with
the pressure dependent Reynolds number, Ω. This gives rise to the approximate pressure
dependence [73, 38] of 1/Qvisc ∝ p1/20 , which is reflected in Fig. 10.8 through the smaller
slope of the viscous dissipation curve.
Observing Fig. 10.7 again, a clear change in slope for data in the kinetic and continuum
regime is observed for Modes 1–3, as dissipation is dominated by viscous losses in the
continuum regime. Consequently, the dissipation’s pressure dependence changes from
1/Q ∝ p0 to 1/Q ∝ p1/20 , when changing from the kinetic to continuum regime. In contrast,
the slope change in Modes 4 and 5 is more subtle. This is due to the presence of acoustic
radiation and the resulting increase in slope in the continuum regime. The increase in slope
suggests that acoustic radiation contributes to the total measured dissipation which is no
longer dominated by viscous losses.
The dissipation predicted by FEM Acoustic, which solved the Helmholtz equation, may
also be observed in the inset of each plot. The inset plots the measured dissipation, and
the dissipation predicted by the blade approximation, FEM Viscous, and FEM Acoustic
for pressures above the transition pressure. In general, when the fluid is modeled to be
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lossless, as in FEM Acoustic, the predicted dissipation greatly under–predicts the measured
dissipation because it does not account for any viscous losses. The largest disagreement
between data and FEM Acoustic occurs at the first mode, where the viscous boundary layer
is relatively large due to the low frequency, thus resulting in relatively large viscous losses
predicted by Eq. 9.22. Furthermore, the acoustic radiation is small due to the large acoustic
wavelength. In contrast, it is observed that the difference between measured and predicted
dissipation from FEMAcoustic is smaller for Mode 5. This decrease in disagreement is due
to the decrease in viscous losses and the increase in acoustic radiation. The results from
FEM Acoustic show that dissipation attributed to acoustic radiation increases with mode
number due to the resulting decrease in acoustic wavelength in the fluid and increase in
wavenumber ratio.
10.5 Results from NEMS Beams
In this section, results from the 50 µm Low Tension and 50 µmHigh Tension NEMS beams
are presented. Analyzing the results from the two NEMS beams will be more difficult than
analyzing the results from the MEMS cantilevers due to the presence of the substrate. From
Chapter 9, we know that the presence of the substrate will result in increased dissipation
when the dimensionless squeeze number, Πsq, is relatively large. Consequently, when
analyzing the measured dissipation we must determine if the increase in dissipation is due
to substrate effects or acoustic radiation.
Before we proceed it is important to note that that the Generalized Knudsen number
for both NEMS beams remain below one, Kn +Wi < 1. However, especially for the high
frequency modes, the flow may not be fully continuum, necessitating the incorporation
of a slip boundary condition [72] for a more accurate description. Regardless, the close
agreement between experiment and continuum theory indicates that the rarefaction effects
281
may be ignored. Consequently, in the following analysis, the fluid is modeled with the
Helmholtz equation in FEM Acoustic.
The measured normalized dissipation, 1/(QT0), is plotted versus Reynolds number for
each mode in Fig. 10.9. Here, the Reynolds number in Eq. 8.36 varies due to the change in
frequency at each mode. The measured dissipation is compared to the predicted dissipation
from the 2D blade approximation and Eq. 8.59. In Fig. 10.9, disagreement between the
measured and predicted dissipation is observed at lower modes and consequently lower
Reynolds numbers. This increase in measured dissipation is due to the presence of the
substrate and the squeeze film damping effects, previously discussed in Sec. 9.3. Recall that
an increase in dissipation was observed when analyzing the receptance for the first mode of
the 50 µm Low Tension beam in Fig. 9.3. In Fig. 10.9, the dimensionless squeeze number,
previously defined in Eq. 9.21, is shown on the upper x–axis. Notice at lower modes the
dimensionless squeeze number is relatively large suggesting that substrate effects are to be
expected.
As observed in Sec. 9.3, substrate effects decrease as the dimensionless squeeze number
and viscous boundary layer, δvisc, decrease. This is observed in Fig. 10.9, as the measured
dissipation begins to approach the predicted dissipation of the 2D viscous blade approx-
imation at higher modes. Specifically, notice that the 50 µm Low Tension beam agrees
well with the blade approximation at higher modes. This suggests that at these modes and
corresponding dimensionless squeeze number, the effects of the substrate are negligible. In
Fig. 10.9, the shading indicates the effect of the substrate. The transition from blue to white
shading indicates the transition from significant to negligible substrate effects. It is now
observed that in regions where the substrate effect is relatively negligible, the 50 µm High
Tension beam has a relatively large measured dissipation. Specifically, at higher modes,
the 50 µm Low Tension beam is observed to agree with the viscous blade approximation
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Figure 10.9: Experimental results from measured NEMS beams. Results plot normalized
dissipation versus Reynolds number for th 50 µm Low Tension and 50 µm High tension
beams in air. Measurements are compared to the normalized dissipation predicted by the
blade approximation, where 1/(QT0) ≈ Γ′′rect. Inset plots computed dissipation from FEM
Acoustic, Q−1ac , which is computed from acoustic power radiated.
increase is due to the presence of acoustic radiation.
To confirm that the increase in dissipation for the higher modes of the 50 µm High
Tension beam is due to acoustic radiation, dissipation, Q−1ac , is predicted with FEMAcoustic.
Recall that FEM Acoustic models the fluid with the Helmholtz equation. Therefore, the
computed dissipation, plotted in the inset of Fig. 10.9, is attributed to losses due to acoustic
radiation. Here, the dissipation due to acoustic radiation is observed to increase with mode
number. Notice that the dissipation increases by about four orders of magnitude from the
first to the tenth mode, and first to the eighth mode for the 50 µm Low Tension and 50 µm
High Tension beams respectively. This increase is correlated to the decrease in acoustic
wavelength in the fluid, and resulting increase in wavenumber ratio. The wavenumber ratios
for the 50 µm Low Tension and 50 µm High Tension beams are listed in Table 10.4. As
discussed in Sec. 7.3, when axial loading is present, the bending wavenumber, βax, depends
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on the frequency of oscillation and axial load, as predicted by Eq. 7.15. Furthermore, the
bending wavenumber for the two propagating waves are different in magnitude than that of
the two evanescent waves. In the present work, the bending wavenumber for the forward
propagating wave, βax,1, predicted with Eq. 7.15 is used to compute the wavenumber ratio.
From Fig. 10.9, notice that the computed acoustic dissipation is relatively small for both
the 50 µm Low Tension and 50 µm High Tension beam at lower modes. This confirms that
the observed increase in dissipation at lower modes is indeed due to substrate effects. Now
notice that the dissipation corresponding to the higher modes of the 50 µm High Tension
beam are much greater, approximately two orders of magnitude larger than that of the higher
modes of the 50 µmLow Tension beam. The large computed dissipation, Q−1ac , of the 50 µm
High Tension beam supports the claim that the increase in measured dissipation at higher
modes is due to acoustic radiation. Furthermore, the relatively small computed dissipation
of the 50 µm Low Tension beam suggests that acoustic radiation is relatively minor and
dissipation is dominated by viscous effects.
To better discern the effects of acoustic radiation for the two beams, the normalized






, for Mode 10 of the 50 µm Low Tension
beam and Mode 5 of the 50 µm High Tension beam is depicted in Fig. 10.10. The pressure
field is plotted in the x − z plane taken at the middle of the beam width. Comparing
Figs. 10.10a and 10.10b, it is clear that the 50 µm High Tension beam radiates more sound
resulting in larger dissipation due to acoustic radiation. In contrast to the 50 µm High
Tension beam which generates pressure waves throughout the fluid, vibration of the 50 µm
Low Tension beam results in localized pressure fields. Again, it is important to emphasize
that while the generalized Knudsen number is less than one, Kn +Wi < 1, the flow may
not be fully continuum and slip boundary conditions may be needed. However, the good
agreement between the measured and predicted dissipation at higher modes of the 50 µm
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Figure 10.10: Results from 3D FEM of NEMS beams. Results plot normalized acoustic
pressure for (a) 50 µm Low Tension beam vibrating in its tenth mode in air, and (b) 50 µm
High Tension beam vibrating in its fifth mode in air.
frequencies.
We now summarize the results in Fig. 10.9. At lower modes, an increase in dissipation
is observed due to substrate effects. The effect of the substrate decreases with the increase
in mode number and decrease in dimensionless squeeze number, where the effects are
observed to be approximately negligible for Πsq > 0.336. This is confirmed by the good
agreement between the measured and predicted dissipation of the 50 µmLow Tension beam
at higher modes. The increase in dissipation at higher modes of the 50 µm High Tension
beam, where substrate effects are negligible, is due to acoustic radiation. The presence of
acoustic radiation is supported by the dissipation computed with FEM Acoustic and the
observed pressure fields in Fig. 10.10.
10.5.1 Additional Observation
Finally, we end this section by discussing an observation that an acoustic resonance may be
excited with the 50 µm High Tension beam. For example, consider the 2D schematic, in
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the x − z plane, of a NEMS beam near a substrate in Fig. 10.11. Here an acoustic standing
wave, with wavelength λac ≈ 2g, between the beam and substrate is considered. Note that
this schematic represents a significantly simplified depiction of the physical problem, which
is 3D in nature. The schematic is drawn such that the normal velocity at the beam and
substrate surfaces are zero. In the simple analysis that follows, the acoustic field in the
y–direction is neglected, thus simplifying the problem to a 2D problem in the x − z plane.
With considerable simplifications, we make the approximation that a standing wave may be





where c is the speed of sound in the fluid. For λac ≈ 2g, Eq. 10.17 may be expressed in





Evaluating Eq. 10.17 with the speed of sound in air and the gap distance for the measured
NEMS beams, g ≈ 2 µm, we find that fλac ≈ 85.75 MHz. Recall that the natural frequency
of the Mode 10 of 50 µm Low Tension beam and Mode 8 of the 50 µm High Tension beam
wereω10/2π ≈ 23.93 MHz andω8/2π ≈ 42.07 MHz, respectively. While both frequencies
are lower than the predicted acoustic resonance frequency, this exercise was intended to act
as a crude check for possible acoustic resonances. The comparison to measured natural
frequencies suggest that while it is very unlikely for the 50 µm Low Tension beam to excite
a standing wave, it may be less unlikely for the 50 µm High Tension beam.
As a result, a definitive conclusion may not be currently drawn in regards to the effect
of the substrate on the acoustic radiation of the two NEMS beams. Further investigation
is needed to determine if a standing wave may be excited by the 50 µm High Tension










Figure 10.11: Schematic of acoustic standing wave generated between resonator and
substrate.
simple analysis above leads us to introduce a dimensionless number comparing the acoustic





The dimensionless number in Eq. 10.18 may facilitate further analyses and investigations
into acoustic resonances generated by NEMS beams near substrates, and its effects on the
radiation efficiency of the beam. Again, a disclaimer must be made that at the relatively
high frequency of fλac ≈ 85.75 MHz, the flow may not be completely continuum. However,
there may be different devices that excite acoustic resonances at lower frequencies where
the flow is continuum and the dimensionless number Πλac is relatively large.
10.6 Radiation of Arbitrary Resonating Beams
From the results presented in Secs. 10.4 and 10.5, acoustic radiation becomes significant
when the bending wavelength approaches the length of the acoustic wavelength. Further-
more, when the acoustic wavelength is much larger than the bending wavelength such that
Πac is relatively small, acoustic radiation is negligible and viscous dissipation dominates.
Substituting the expressions for the acoustic and bending wavenumber in Eqs. 10.11 and









With Eq. 10.19, one may estimate if acoustic radiation will be negligible by computing the
wavenumber ratio for a given frequency of oscillation ω, and properties of the beam and
fluid. Furthermore, Eq. 10.19 may be used as a tool when designing miniaturized resonators
when in the continuum limit. As most resonators are driven at resonance to excite a bending
mode, it is helpful to consider the nth natural frequency of a beam previously expressed in






where βnL are the normalized modal bending wavenumbers that satisfy the characteristic
frequency equation for the boundary conditions of the beam. Recall that values of βnL for a
beam with pinned–pinned, fixed–fixed, and fixed–free, i.e. cantilever, boundary conditions
were listed in Table 7.1. Substituting the expression for the discrete natural frequencies of


















From Eq. 10.21, the wavenumber ratio for a bending mode, Πac,n, depends on the
thickness to length aspect ratio, h/L, and ratio of the longitudinal sound speed in the solid
to the speed of sound in the fluid, cs/c. This implies that miniaturized resonators with small
linear dimensions, such as MEMS and NEMS resonators, may radiate sound provided that
the aspect ratio gives rise to a wavenumber ratio Πac ≈ 1. Furthermore, the expression in
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Eq. 10.21 shows that that wavenumber ratio increases with increasing mode number due
to the increase in βn with mode number. This increases is implicitly due to the frequency
dependencies of the acoustic and bending wavelengths. Since the acoustic wavelength
depends on frequency with λac ∝ 1/ω, and the bending wavelength depends on frequency
with λb ∝ 1/
√
ω, the wavenumber ratio in Eq. 10.13 increases with frequency, and thus
mode number. From Eq. 10.22 and observed in the results in Sec. 10.4, although Πac may
be small for lower modes, it quickly increases with mode number, giving rise to an increase
in acoustic radiation. If a high quality factor, Q, resonator is desired, one should design a
resonator with a small thickness to length aspect ratio, h/L, to limit the dissipation due to
acoustic radiation.
10.7 Conclusions
In this chapter, measurements from MEMS cantilevers and NEMS beams exhibiting an
increase in damping due to acoustic radiation were presented. A variety of analytical
and numerical methods were employed to accurately discern how energy was dissipated,
and identify the prominent damping mechanisms. The results revealed that MEMS and
NEMS beams are indeed capable of radiating sound. Furthermore, it was found that
when the wavenumber ratio becomes relatively large, such that the bending wavelength is
comparable to the acoustic wavelength, acoustic radiation is significant and can no longer
be neglected [86]. The presence of acoustic radiation results in the increase in damping and
consequent decrease in quality factor.
In the chapter, knowledge was derived from a variety of solutions, including experimen-
tal measurements, results from simple analytical canonical models, and large complex fully
couped 3D FEMs. Similar to Chapter 9, the knowledge gained in this chapter has provided
additional insight into the damping mechanisms on the micro and nano scale. The presented
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results and conclusions are intended to illuminate and add clarity to damping attributed to
viscous dissipation and acoustic radiation. Such knowledge may act as a powerful tool




Summary and Future Work
In this chapter, a bulleted summary of the new and significant research of this dissertation
is presented. Additionally, a list of future work on each topic is presented. The summary is
organized by chapters. For additional details and discussions, the reader is referred to the
conclusion section of the individual chapters.
Analyzing Systems with the Neumann Series Approximation (Chapter 4)
Novelty and Significance:
• A new method for predicting if a Neumann series is convergent from early
evaluations in the series was developed.
• The Liem–McDaniel Method for accelerating the evaluation of the Neu-
mann series approximation was developed. The method derived new ex-
pressions for the Neumann series approximation in terms of expansions
vectors.
• A new method for predicting sensitivities of a damped structure from the
Neumann series approximation was developed. A non–iterative model
updating method that utilizes the sensitivities was developed.
Future Work:
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• Develop a method to turn a divergent Neumann series into a convergent
Neumann series.
• Develop a method for predicting the sensitivities with respect to two pa-
rameters of interest with developed expressions for expansion vectors.
Analyzing Systems with Loss Factor Images (Chapter 5)
Novelty and Significance:
• A new method for quantifying damping in a structure with loss factor
images was developed. Computing the system loss factor is significantly
faster than computing the modal damping ratio, and it allows for damping
to be analyzed for any displacement response.
• An exact relationship between the system loss factor and modal damping
ratio was derived for free vibration.
Future Work:
• Investigate accuracy of system loss factor and modal damping ratio approx-
imation when forced displacement response is similar to normal mode.
• Investigate application of loss factor images to infer properties about a
system.
Analyzing Dissipation due to Viscous Losses (Chapter 9)
Novelty and Significance:
• Two dimensionless numbers were introduced and used to determine limi-
tations in 2D viscous cylinder and blade approximation in the presence of
a substrate and axial flow.
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• Accuracy of 2D models were examined for a wide range of beams via
numerical parametric studies and experimental measurements of NEMS
beams in air and water.
Future Work:
• Investigate the increase in the real part of the hydrodynamic function in the
presence of a substrate. Specifically, determine whether increase is due to a
decrease in effective mass of fluid or increase in effective stiffness of fluid.
• Investigate the force applied by the fluid in the x–direction in the pres-
ence of axial flow. Specifically, determine how loading in the x–direction
contributes to the overall damping of the beam.
Analyzing Dissipation due to Acoustic Radiation (Chapter 10)
Novelty and Significance:
• The wavenumber ratio was explored as a tool to predict when acoustic
radiation will be significant for MEMS and NEMS resonators.
• Analytical methods, including analysis of dissipation’s pressure depen-
dence, and analysis of radiation efficiency, were presented to identify acous-
tic radiation.
• Experimental measurements from MEMS cantilevers and NEMS beams
were analyzed to illustrate the increase in dissipation due to acoustic radia-
tion.
Future Work
• Investigate the potential of acoustic resonances and standing waves in the
presence of a substrate or solid surface.
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In this appendix, a detailed description of the FLOP counts required for common operations
is presented in Table A.1. The FLOP counts for the LU factorization, forward and back
substitution, and matrix inverse were presented by Meyer [4].
Table A.1: Detailed description of FLOP counts required from common operations.
Vector–vector sum
Equation Operations
For vectors a ∈ RN×1 and b ∈ RN×1:
a + b
N additions/subtractions
=⇒ N FLOP Counts
Vector–scalar product
Equation Operations
For scalar a ∈ R and vector b ∈ RN×1:
ab
N multiplications/divisions
=⇒ N FLOP Counts
Vector–vector dot product
Equation Operations
For vectors a ∈ RN×1 and b ∈ RN×1:
a · b
N multiplications/divisions
N − 1 additions/subtractions
=⇒ N FLOP Counts
Continued on next page
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Table A.1 – Continued from previous page
Matrix–matrix sum
Equation Operations
For matrices A ∈ RM×N and B ∈ RM×N :
A + B
MN additions/subtractions
=⇒ MN FLOP Counts
Matrix–scalar product
Equation Operations
For scalar a ∈ R and matrix B ∈ RM×N :
aB
MN multiplications/divisions
=⇒ MN FLOP Counts
Matrix–vector product
Equation Operations
For matrix A ∈ RM×N and vector b ∈ RN×1:
Ab
MN multiplications/divisions
M(N − 1) additions/subtractions
=⇒ 2MN − M FLOP Counts
Matrix–matrix product
Equation Operations
For matrices A ∈ RM×N and B ∈ RN×M :
AB
MN2 multiplications/divisions
MN(N − 1) additions/subtractions
=⇒ 2MN2 − MN FLOP Counts
LU factorization
Equation Operations
FormatrixA ∈ RN×N , lower triangular matrix





2 − N3 multiplications/divisions








Forward and back substitution
Equation Operations
For vectors x ∈ RN×1 and b ∈ RN×1, and
lower triangular matrix L ∈ RN×N and upper






N2 − N additions/subtractions
=⇒ 2N2 − N FLOP Counts
Continued on next page
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Table A.1 – Continued from previous page
Matrix inverse
Equation Operations
For matrix A ∈ RN×N and identity matrix
I ∈ RN×N :
AA−1 = I
N3 multiplications/divisions
N3 − 2N2 + N additions/subtractions




This appendix presents a method for estimating modal parameters of a structure from
experimentally measured frequency response functions. Commonly, transfer functions,
similar to the one depicted in Fig. B.1, may be measured by exciting a structure with a
frequency dependent force and measuring its frequency dependent response, which may
be displacement, velocity, acceleration, etc. The goal is to then determine the structure’s
modal parameters, specifically its natural frequencies, ωn, and modal damping ratios, ζn.
In this appendix, the modal fitting method used in the present work is presented.
























Figure B.1: Schematic of a frequency response.
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ω2n + 2iζnωnω − ω2
, (B.1)
where x is the displacement response vector, f is the force vector, and ωn, ζn, and ψn are
the undamped natural frequency, modal damping ratio, and mass normalized mode shape
of the nth mode, respectively. We now consider an arbitrary mode of interest, n = c, and














ω2c + 2iζcωcω − ω2
. (B.2)
Here, the first sum is comprised of the modes whose natural frequencies are greater than
that of the mode of interest, and the second sum is comprised of the modes whose natural
frequencies are less than that of the mode of interest, such that
ωa > ωc for a = 1, · · · , A
ωb < ωc for b = 1, · · · ,B,
(B.3)
where ωc is the natural frequency for the mode of interest. As a result, when considering











for ωa >> ω, (B.4)











for ωb << ω. (B.5)















ω2c + 2iζcωcω − ω2
. (B.6)
The approximation in Eq. B.6 is now written in terms of vector quantities that are indepen-
dent of frequency, ω, such that





ω2c + 2iζcωcω − ω2
, (B.7)











c = ψTc fψc. (B.8c)
Considering a single DOF, q, of the structure, Eq. B.7 turns into the scalar equation





ω2c + 2iζcωcω − ω2
, (B.9)
where xq, aq, bq, and cq are the qth element in the vector, x, a, b, and c, respectively. Since
only measurements from one DOF will be considered in the present work, the subscripts
are removed to improve readability, such that





ω2c + 2iζcωcω − ω2
. (B.10)
In the present method, the derived approximation in Eq. B.9 may be used with measure-
ments to approximate the modal parameters ωc and ζc. The method performs an iterative
search over estimated values of the natural frequency and modal damping ratio in search for
the values that minimize the error between a fitted response and true measurements. The
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method may be better described by considering an example depicted by Fig. B.2.
























Figure B.2: Schematic of a frequency response with measurements at discrete frequency
points.
In the above example, one wishes to determine the the natural frequency and modal
damping ratio of the second mode using measurements at the discrete frequencies Ωp.
Here, Ω, which represents the frequency at which a measured response, x, is obtained, is
used in place ofω to differentiate itself from the natural frequency and to improve readability.
It should be noted that only measurements near the natural frequency of interest should be
used due to the approximations made in Eqs. B.4 and B.5. Considering measurements at P











































where ωi and ζ j may be considered to be estimates of the natural frequency and damping
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ratio of interest,ωc and ζc. In Eq. B.11, thematrix S represents the systemmatrix formulated
from the estimated modal parameters and measured frequencies, Ωp, and the vector U is
formulated from the corresponding measurements, x. When P is greater than 3, the system
becomes overdetermined and the unknown constants in the vector D may be estimated using
linear least–squares, such that
D(ωi, ζj) = S(ωi, ζj) \ U. (B.12)
An approximate response may then be found with the estimated constants and systemmatrix
by
Ufit(ωi, ζj) = S(ωi, ζj)D(ωi, ζj), (B.13)
and a corresponding normalized error may be computed by
ε(ωi, ζj) =
| |U − Ufit(ωi, ζj)| |
| |U| |
, (B.14)
where | | · | | is the 2–norm of the vector argument.
Equations B.11–B.13 may be recomputed for additional estimates of ωi and ζ j which
will result in a two dimensional error field. The values of ωc and ζc may then be predicted
by finding the values of ωi and ζ j that minimize the error, ε(ωi, ζj) in Eq. B.14.
It should be noted that when resonant frequencies become large, as is the case for
MEMS and NEMS resonators, the system matrix, S, may become rank deficient as the
elements in the second column approach zero. To avoid this problem, one may introduce a







Equation B.10 may then be written as
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ω̃2c + 2iζcω̃cω̃ − ω̃2
) . (B.16)
Next, multiplying both sides of Eq. B.16 by Ξ2 yields
Ξ





ω̃2c + 2iζcω̃cω̃ − ω̃2
) . (B.17)
Equation B.17 may then be simplified by introducing the scaled quantities
Ξ
2x = x̃ and Ξ2a = ã, (B.18)
thus resulting in





ω̃2c + 2iζcω̃cω̃ − ω̃2
) . (B.19)
Here, Eq. B.19 represents a normalized version of Eq. B.10 which may be used to formulate









































the second column of Eq. B.20will beO(1), and the systemmatrix will be better numerically
conditioned and not rank deficient. The normalized natural frequency ω̃i andmodal damping
ratio, ζ j , that minimize the error between the fitted normalized response and true normalized
response may then be found. Once the normalized natural frequency is found, the following
relationship may be used to predict the natural frequency
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ωi = Ξω̃i . (B.22)
Results from the modal fit performed on the first mode, n = 1, for the 50 µm Low
Tension beam may be examined in Fig. B.3. Here, an example of the 2D error plot
generated by scanning estimates of the natural frequency, ωi, and modal damping ratio, ζ j ,
is depicted in Fig. B.3a. The star represents the minimum in the normalized error, computed
with Eq. B.14. From the minimum error, the predicted natural frequency, ωc, and modal
damping ratio, ζc, for the mode of interest is found. The fitted response found from the
predicted natural frequency and modal damping ratio is compared to the experimental
measurements in Fig. B.3b.
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Time Averaged Vector Product
Here, expressions for the time averaged quantities used in the main text are derived. To






yT (t)z(t) dt, (C.1)
where 〈A〉 is the time averaged quantity of the vector product, and τ is the period for which
the response is averaged over. The time dependent vectors may be alternatively expressed








Re {Z exp(iωt) + Z∗ exp(−iωt)} , (C.2b)















YTZ exp(2iωt) + YTZ∗ + (Y∗)TZ + (Y∗)TZ exp(−2iωt)
)
dt . (C.4)















































where the superscript H denotes the Hermitian transpose.
Time Averaged Power Dissipated







where the argument in the integral, Pdis, is the instantaneous power dissipated given by
Pdis(t) = v(t)TCv(t). (C.9)
Here, v is the velocity response vector and C is the viscous damping matrix. With the







V exp(iωt) + VH exp(−iωt)
}
, (C.10)
and the derived expression for the time average of a vector product, given in Eq. C.7, the














Time Averaged Kinetic Energy












whereM is the mass matrix. Given Eq. C.10 and the derived expression for the time average















Time Averaged Potential Energy



















X exp(iωt) + XH exp(−iωt)
}
, (C.19)
and the derived expression for the time average of a vector product, given in Eq. C.7, the
















Finite Element Model for Beams with Axial Loading
This appendix presents the derivation of a finite element beam element for a beam under
axial loading. The derivation is based upon the theory presented by Sakar [49]. The
analysis considers a two node beam element, depicted in Fig. D.1, where each node has
two DOF, translation, wn, and rotation, θn. The element is of length l, and it is assumed
that the density, ρs, cross sectional area, A, elastic modulus, E , and moment of inertia, I,
remain constant throughout the beam. An axial load, P, is considered to be applied along
the neutral axis, where positive values indicate a tensile load and negative values indicate a
compressive load. The beam element may experience a transverse force, fn, and moment,







Figure D.1: Schematic of FEM for a beam with axial loading.
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Shape Functions
To begin, it is assumed that the transverse displacement throughout the beam element may
be modeled with a cubic function in x, such that
w(x, t) = C1(t) + C2(t)x + C3(t)x2 + C4(t)x3, (D.1)
where the constants C1, C2, C3, and C4 are functions of time and can be solved using the
boundary conditions. From Fig. D.1, the boundary conditions given by the two nodes are
w(0, t) = wn(t),
∂w
∂x
(0, t) = θn(t)
w(l, t) = wn+1(t),
∂w
∂x
(l, t) = θn+1(t),
(D.2)
where x = 0 at node n. Evaluating Eq. D.1 at the the boundary conditions in Eq. D.2, the










[2wn(t) + θn(t)l − 2wn+1(t) + θn+1(t)l].
(D.3)
Substituting Eq. D.3 into Eq. D.1, the transverse displacement may be expressed as a





































Equation D.4 may be rewritten in matrix form, such that






where N is a 1 × 4 matrix
N (x) =
[
N1(x) N2(x) N3(x) N4(x)
]
, (D.6)
whose elements, Ni, are the shape functions





































In the analysis that follows, the partial derivatives of the transverse displacement of the
beam element will be used. For ease of referral, the derivatives will be reviewed in this
section.




= N (x) Ûx(t), (D.9)









Here, the dot is used to indicate the time derivative, such that Ûy = dy/dt.
The first order partial derivative with respect to the distance along the beam, x, is related
to the shape functions and DOF by
∂w(x, t)
∂x
= N ′(x) x(t), (D.11)








































Here, the dash is used to indicate a spatial derivative, such that y′ = dy/dx. The second
order partial derivative with respect to the distance along the beam, x, is related to the shape
functions and DOF by
∂2w(x, t)
∂x2
= N ′′(x) x(t), (D.13)









































Energy and Finite Element Matrices
To determine the finite element matrices of the beam element, the kinetic energy, strain
energy, and work due to axial loading of the element are formulated.
Kinetic Energy – Mass Matrix














ÛxT (t)Me Ûx(t), (D.15)
where Me is the elemental mass matrix. Substituting Eq. D.9 into Eq. D.15 and assuming






ÛxT (t)NT (x)N (x)Ûx(t) dx =
1
2
ÛxT (t)Me Ûx(t). (D.16)
Equating like terms, an expression for the Euler–Bernoulli mass matrix is found to be
Me = ρs A
∫ l
0
NT (x)N (x) dx. (D.17)
In the above equation, the argument of the integral on the RHS of the equations is a vector–
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vector product of the shape functions described in Eq. D.6. The resulting product is a 4× 4
matrix whose elements are functions in x. Integrating each function with respect to x and





156 22l 54 −13l
22l 4l2 13l −3l2
54 13l 156 −22l
−13l −3l2 −22l 4l2
 . (D.18)
Bending Strain Energy – Stiffness Matrix














xT (t)Ke x(t), (D.19)
where Ke is the elemental stiffness matrix. Substituting Eq. D.11 into Eq. D.19 and
assuming constant elastic modulus and moment of inertia throughout the length of the






xT (t)N ′′T (x)N ′′(x)x(t) dx =
1
2
xT (t)Ke x(t). (D.20)




N ′′T (x)N ′′(x) dx. (D.21)
In the above equation, the argument of the integral on the RHS of the equations is a vector–
vector product of the shape functions described in Eq. D.12. The resulting product is a 4×4
matrix whose elements are functions in x. Integrating each function with respect to x and






12 6l −12 6l
6l 4l2 −6l 2l2
−12 −6l 12 −6l
6l 2l2 −6l 4l2
 . (D.22)
Axial Work – Stiffness Matrix due to Axial Loading















xT (t)Keax x(t), (D.23)
where Keax is the elemental stiffness matrix due to axial loading. Substituting Eq. D.13 into







xT (t)N ′T (x)N ′(x)x(t) dx =
1
2
xT (t)Keax x(t). (D.24)
Equating like terms, an expression for the stiffness matrix due to axial loading of an Euler–




N ′T (x)N ′(x) dx. (D.25)
In the above equation, the argument of the integral on the RHS of the equations is a vector–
vector product of the shape functions described in Eq. D.14. The resulting product is a 4×4
matrix whose elements are functions in x. Integrating each function with respect to x and





36 3l −36 3l
3l 4l2 −3l −l2
−36 −3l 36 −3l




With the formulated finite element matrices, the equation of motion for the Euler–Bernoulli
beam element may be written as(
Ke +Keax − ω2Me
)
x(ω) = f(ω), (D.27)










In this section, the factored FEM matrices used in Chapter 7 are derived. The factored
matrices may be written as a scalar–matrix product, where all dependencies on material
properties and dimensions are held in the scalar.




12 6l −12 6l
6l 4l2 −6l 2l2
−12 −6l 12 −6l











36 3l −36 3l
3l 4l2 −3l −l2
−36 −3l 36 −3l












156 22l 54 −13l
22l 4l2 13l −3l2
54 13l 156 −22l















The objective of the derivation is to remove all length dependencies, l, from the matrices.













12 6 −12 6
6l 4l −6l 2l
−12 −6 12 −6











36 3 −36 3
3l 4l −3l −l
−36 −3 36 −3












156 22 54 −13
22l 4l 13l −3l
54 13 156 −22




















12 6 −12 6
6 4 −6 2
−12 −6 12 −6











36 3 −36 3
3 4 −3 −1
−36 −3 36 −3












156 22 54 −13
22 4 13 −3
54 13 156 −22





























12 6 −12 6
6 4 −6 2
−12 −6 12 −6






36 3 −36 3
3 4 −3 −1
−36 −3 36 −3






156 22 54 −13
22 4 13 −3
54 13 156 −22
−13 −3 −22 4
 , (D.34c)
where Ke is the elemental stiffness matrix, Keax is the elemental stiffness matrix due to
axial loading, and Me is the elemental mass matrix. In Eq. D.34, notice that all material
properties and dimensions are held in the scalar. As a result, the matrices on the RHS of
Eq. D.34 are only populated with numbers. The dimensionless matrices in the scalar–matrix
product are the factored FEM matrices that model the dynamics of the beam.
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Appendix E
3–Dimensional Finite Element Model Mesh Refinement
Here, the mesh refinement study performed on FEM Viscous is presented. The mesh re-
finement study was performed to determine the maximum element size needed for FEM
Viscous, which modeled the fluid as a thermoviscous fluid. This maximum element size
is prescribed to the boundaries at which the fluid and structure are coupled together. De-
creasing the element size at this boundary decreases the element size in the fluid domain
near the beam. In this region, a fine mesh is needed to capture the losses in the boundary
layer. In the mesh refinement study, a mesh factor is set. The mesh factor is related to the
maximum element size and viscous boundary layer thickness by
maximum element size = δvisc/(mesh factor). (E.1)
With the mesh factor and maximum element size, the mesh is generated and the FEM is
evaluated to compute the quality factor, Q. The refinement study increases the mesh factor,
resulting in finer meshes as depicted in Fig. E.1. For each mesh refinement, a normalized
change in quality factor is computed with
normalized change in quality factor =
Q j −Q j−1
Q j−1
, (E.2)
where Q j is the quality factor computed from the j th iteration. The results from a mesh
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Figure E.1: Mesh refinements for FEM Viscous.



































Figure E.2: Results from mesh refinement study plotting normalized change in quality
factor versus mesh factor.
refinement study performed on a doubly–clamped beam vibrating in its first mode in air
is presented in Fig. E.2. The results show a decrease in the change in quality factor with
increase in mesh factor. For the present work, a normalized change in quality of less than




In this appendix, developed Matlab codes are presented. The suite of codes are intended
to illustrate the implementation of the Neumann series approximation and the developed
methods in Chapter 4. A description of each code is given below.
neumann_example_evaluate_J1_run.m — Listing F.1
Main run script for example evaluating Neumann series approximation for J = 1
parameter modification with standard RPM and proposed LMM.
neumann_example_evaluate_J2_run.m — Listing F.2
Main run script for example evaluating Neumann series approximation for J = 2
parameter modifications with standard RPM and proposed LMM.
neumann_example_convergence_run.m — Listing F.3
Main run script for example predicting if a Neumann series is convergent or divergent
with proposedmodified ratio test. If series is predicted to be convergent, displacement
response is predicted with the Neumann series approximation.
approx_neumann_RPM.m — Listing F.4
Function to evaluate Neumann series approximation with standard RPM.
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approx_neumann_LMM_J1_pre.m — Listing F.5
Function to precompute expansion vectors, φp, for J = 1 parameter modification for
evaluation of Neumann series approximation with proposed LMM.
approx_neumann_LMM_J1_eval.m — Listing F.6
Function to evaluate Neumann series approximation for J = 1 parameter modification
with proposed LMM and precomputed expansion vectors.
approx_neumann_LMM_J2_pre.m — Listing F.7
Function to precompute expansion vectors, φn1,n2 , for J = 2 parameter modifications
for evaluation of Neumann series approximation with proposed LMM.
approx_neumann_LMM_J2_eval.m — Listing F.8
Function to evaluate Neumann series approximation for J = 2 parameter modifica-
tions with proposed LMM and precomputed expansion vectors.
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Listing F.1: Matlab code for neumann_example_evaluate_J1_run.m.
clear
close all
% change to damping
delta_c = 2;
% order of approximation
P = 5;




K = k*[1 -1; -1 1];
C_0 = c_0*[1 -1; -1 1];
M = [1 0; 0 1];
% modification parameter and matrix
gamma_1 = delta_c*c_0;
A_1 = 1/c_0 * C_0;
Delta_A = gamma_1*A_1;
% force fector
f = [1; 0];
% frequency
omega= 2*pi*10;
% nominal dynamic stiffness matrix
A_0 = K + (1i*omega)*C_0 + (1i*omega)^2*M;
% factorized dynamic stiffness matrix: A_0_fact = L*U = A_0
A_0_fact = decomposition(A_0, ‘lu’);
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x_lin = (A_0 + Delta_A)\f;
% Neumann series approximation evaluated with standard RPM
x_app_RPM = approx_neumann_RPM(x_0, A_0_fact, Delta_A, P);
% Neumann series approximation evaluated with proposed LMM
% precomputed expansion vectors
phi_mat = approx_neumann_LMM_J1_pre(x_0, A_0_fact, A_1, P);
% evaluate approximation
x_app_LMM = approx_neumann_LMM_J1_eval(gamma_1, phi_mat, P);
% normalized error
error_RPM = norm(x_lin - x_app_RPM)/norm(x_lin);
error_LMM = norm(x_lin - x_app_LMM)/norm(x_lin);
% print to screen
fprintf(‘\n Spectral radius of system is: %d \n’, SR)
fprintf(‘Error in Neumann series approximation w/RPM is: %d \n’, error_RPM)
fprintf(‘Error in Neumann series approximation w/LMM is: %d \n’, error_LMM)
 
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Listing F.2: Matlab code for neumann_example_evaluate_J2_run.m.
clear
close all
% change to damping
delta_c = 2;
% change to stiffness
delta_k = 1;
% order of approximation
P = 5;




K_0 = k_0*[1 -1; -1 1];
C_0 = c_0*[1 -1; -1 1];
M = [1 0; 0 1];
N_dof = size(M,1);
% modification parameters and matrices
gamma_1 = delta_c*c_0;
gamma_2 = delta_k*k_0;
A_1 = 1/c_0 * C_0;
A_2 = 1/k_0 * K_0;
Delta_A = gamma_1*A_1 + gamma_2*A_2;
% force fector




% nominal dynamic stiffness matrix
A_0 = K + (1i*omega)*C_0 + (1i*omega)^2*M;
% factorized dynamic stiffness matrix: A_0_fact = L*U = A_0
A_0_fact = decomposition(A_0, ‘lu’);





x_lin = (A_0 + Delta_A)\f;
% Neumann series approximation evaluated with standard RPM
x_app_RPM = approx_neumann_RPM(x_0, A_0_fact, Delta_A, P);
% Neumann series approximation evaluated with proposed LMM
% precomputed expansion vectors
[phi_mat,pow_mat] = approx_neumann_LMM_J2_pre(x_0, A_0_fact, A_1, A_2,...
P, N_dof);
% evaluate approximation
x_app_LMM = approx_neumann_LMM_J2_eval(gamma_1, gamma_2, phi_mat,...
pow_mat);
% normalized error
error_RPM = norm(x_lin - x_app_RPM)/norm(x_lin);
error_LMM = norm(x_lin - x_app_LMM)/norm(x_lin);
% print to screen
fprintf(‘\n Spectral radius of system is: %d \n’, SR)
fprintf(‘Error in Neumann series approximation w/RPM is: %d \n’, error_RPM)
fprintf(‘Error in Neumann series approximation w/LMM is: %d \n’, error_LMM)
 
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Listing F.3: Matlab code for neumann_example_convergence_run.m.
clear
close all
% change to stiffness
delta_k = 50;
% delta_k = 100; % uncomment for divergent Neumann series
% term to check convergence of Neumann series
P_check = 6;
% bounds on ratio
b_p = [0.5467 0.6594 0.6862 0.7172 0.7476 0.7722 0.7927 0.8102 0.8256...








K_0 = k_0*[1 -1; -1 1];
C = c*[1 -1; -1 1];
M = [1 0; 0 1];
% modification parameters and matrices
gamma_1 = delta_k*k_0;
A_1 = 1/k_0 * K_0;
Delta_A = gamma_1*A_1;
% force fector




% nominal dynamic stiffness matrix
A_0 = (K + (1i*omega)*C_0 + (1i*omega)^2*M);
% factorized dynamic stiffness matrix: A_0_fact = L*U = A_0
A_0_fact = decomposition(A_0, ’lu’);






% compute first P_check terms in Neumann series
for p = 2:(P_check+1)
% compute pth terms in Neumann series
y(:,p) = -(A_0_fact\(Delta_A*y(:,p-1)));
end
% ratio of adjacent terms
r_p = norm(y(:,P_check+1))/norm(y(:,P_check));
% check for convergence and evaluate displacement response
if r_p < b_p(P_check)
fprintf(‘\n Neumann series is predicted to converge...\n’)
% current order of approximation
P = P_check;
% approximate displacement response
while norm(y(:,P+1))/norm(sum(y,2)) >= delta_err
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% increase order of approximation
P = P+1;
% compute next term in Neumann series approximation
y(:,P+1) = -(A_0_fact\(Delta_A*y(:,P)));
end
% evaluate approximate displavement response
x_app = sum(y,2);
% evaluate displacement response with linear solve to check error
x_lin = (A_0 + Delta_A)\f;
% error
error = norm(x_lin - x_app)/norm(x_lin);
% print to screen
fprintf(‘\n Final order of approximation is: %d \n’, P)
fprintf(‘Error in Neumann series approximation is: %d \n’, error)
else
fprintf(‘\n Neumann series is predicted to diverge...\n’)
% evaluate displacement response with linear solve




Listing F.4: Matlab code for approx_neumann_RPM.m.
function [x_app] = approx_neumann_RPM(x_0, A_0_fact , Delta_A, P)
% preallocate terms in series expansion
y = zeros(length(x_0), P+1);
% initialize p=0 term
y(:,1) = x_0;
% compute terms in Neumann series expansion
for p = 2:(P+1)
y(:,p) = -(A_0_fact\(Delta_A*y(:,p-1)));
end
% compute approximate displacement response
x_app = sum(y, 2);
 
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Listing F.5: Matlab code for approx_neumann_LMM_J1_pre.m.
function [phi_mat] = approx_neumann_LMM_J1_pre(x_0, A_0_fact , A_1, P)
% preallocate expansion vectors
phi_mat = zeros(length(x_0), P+1);
% initialize p=0 expansion vector
phi_mat(:,1) = x_0;
% compute expansion vectors





Listing F.6: Matlab code for approx_neumann_LMM_J1_eval.m.
function [x_app] = approx_neumann_LMM_J1_eval(gamma_1, phi_mat, P)
% vector of powers of modification parameter: gamma_1^p
gamma_vec = gamma_1.^(0:P)’;




Listing F.7: Matlab code for approx_neumann_LMM_J2_pre.m.
function [phi_mat,pow_mat] = approx_neumann_LMM_J2_pre(x_0, A_0_fact ,...
A_1, A_2, P, N_dof)
% this function uses Pascal’s triangle and the diagram in Fig. 4.7
% total number of terms in final expansion - sum of number of terms in each pth
% order expansion
% terms in series expansion
p = 0:P;
% number of terms in binomial expansion for each pth term in Neumann series
Q_p = p+1;
% total number of terms i.e. total number of expansion vectors
Q_tot = sum(Q_p);
% remove p=0 from Q_p for indexing purposes
Q_p(1) = [];
% preallocate epxansion vectors and matrix of corresponding powers of gamma
phi_mat = zeros(N_dof, Q_tot);
pow_mat = zeros(2, Q_tot);
% initilize with p=0 term
phi_mat(:,1) = x_0;
pow_mat(:,1) = [0; 0];




% compute expansion vectors for terms in Neumann series
for p = 1:P
% preallocate matrix of expansion vectors for pth term in series - number
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% of columns is equal to number of terms and expansion vectors in pth order
% binomail expansion
pasc_mat = zeros(N_dof, Q_p(p));




% compute mixed expansion vectors - middle terms in Pascal’s triangle
for p = 1:P
pasc_mat(:,q+1) = -(A_0_fact\(A_2*pasc_mat_prev(:,q))) +...
-(A_0_fact\(A_1*pasc_mat_prev(:,q+1)));
end
% store expansions vecotrs
ind_end = ind_start + Q_p(p) - 1;
phi_mat(:,ind_start:ind_end) = pasc_mat;
% fill power matrix with corresponding powers of gamma based on formulation
% with Pascal’s triangle
% powers of gamma_1
pow_mat(1,ind_start:ind_end) = p:-1:0;
% powers of gamma_2
pow_mat(2,ind_start:ind_end) = 0:1:p;







Listing F.8: Matlab code for approx_neumann_LMM_J2_eval.m.
function [x_app] = approx_neumann_LMM_J2_eval(gamma_1, gamma_2,...
phi_mat, pow_mat)
% row vector of gamma coefficients from products of gamma_1 and gamma_2
gamma_vec = (gamma_1).^pow_mat(1,:) .* (gamma_2).^pow_mat(2,:);
% evaluate approximate displacement response
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