This paper analyzes the drivers of cross-border bank lending to 49 Emerging Markets (EMs) during the period 1990Q1-2014Q4, by assessing the impact of monetary, financial and real sector shocks in both the US and the euro area. The literature has traditionally highlighted the influence of US monetary policy on driving cross-border bank flows, and more recently the importance of both US and Euro Area (EA) financial/banking sectors' related variables. Our contribution is the simultaneous analysis of the role of these US and EA drivers, as well as their interactions with real sector shocks. We corroborate the negative impact of US monetary policy tightening on cross-border lending to EMs, but we find that EA monetary policy seems to have an impact mostly on Emerging Europe, reflecting the fact that cross-border lending to most other EM regions is dollar denominated. We also find that real sector shocks in both the US and EA trigger an increase in cross-border lending, but less in EA when modeling the financial sector. Finally, for financial sector shocks, such as those associated with a decrease in bank leverage, our results indicate a broad-based overall contraction of cross-border lending if the shock originates in the US, and heterogenous effects across borrowing regions if the shock originates in the EA. JEL Classification Numbers: F21, F34, G15, G18, G21, G28
I. INTRODUCTION
The literature (e.g., Calvo et al., 1996, Bruno and Shin, 2015a) has traditionally seen monetary conditions in the United States (US) as playing a key role in the evolution of cross-border credit to EMs. More recently, Forbes and Warnock (2012) and Rey (2013 Rey ( , 2015 relate the evolution of cross-border bank lending to investors' uncertainty and risk aversion, as captured by the US VIX, and Bruno and Shin (2015b) relate it to US banks' risk attitudes and funding conditions as proxied by the leverage of US broker-dealers. In addition, Cerutti, Claessens, and Ratnovski (2017) find that European monetary and banking sector indicators are also important drivers of cross-border lending to EMs, which is in line with the fact that most cross-border lending to EMs is carried out by European banks. The simultaneous interaction of all these different drivers has yet to be explored. We attempt to fill this gap in the literature.
The aim of this paper is to simultaneously explore, US and Euro Area (EA) drivers of crossborder lending, while controlling for lender and borrower changes in economic activity. This is important not only because US and EA monetary responses are a function of domestic cyclical conditions, but also because US and EA financial/banking conditions are not independent in a globalized economy. For example, it is likely that US monetary policy affects both US and EA banks' conditions given the importance of dollar funding for international banks. In addition, financial/banking sector fundamentals could be either capturing cyclical factors (e.g., weak activity affecting banks' balance sheets) or more idiosyncratic banking shocks (e.g., an increase in bank regulation). Knowing which variables in the lender-countries matter as drivers of crossborder bank lending to EMs is especially relevant in the current context, as monetary policies in the US and EA are diverging, and their banking sectors have recovered differently from the crisis, owing to differences in the macroeconomic conditions of these two economic blocs.
In this context, we estimate a couple of models where US and EA shocks are jointly identified, through contemporaneous sign restrictions, and used in two-economy panel VAR models. These models have two sets of variables in each model. The first set includes an external set of variables from either US or EA, capturing monetary policy, financial variables, and economic cyclical conditions. The second set includes variables in the EM borrowing country, namely GDP growth, the real effective exchange rate, and received cross-border bank flows. In the first model we focus on monetary and cyclical external shocks, with the identifying assumptions following from a subset of the over-identifying restrictions in Ehrmann, Fratzcher and Rigobon (2011) . A further enlargement of the model includes financial/banking shocks through the introduction of a sign restriction identification based on Bernanke and Blinder (1988) 's model. 2 The estimated external shocks are then used in the panel two-economy VAR estimations.
The results highlight the positive impact of real shocks originating in the EA, as well as in the US, but to a lower degree, on cross-border bank lending to EMs. 3 Both a US and a EA monetary tightening has a significant negative impact on cross-border lending, but the results indicate that this is especially the case for US monetary policy because EA monetary policy seems to be only significant in the case of cross-border bank flows to European EMs. This is to be expected given that loans and funding are mostly in US dollars in the remaining EMs in our sample. 4 In the more general model, monetary and real sector policy shocks in the US as well as monetary shocks in the EA are very similar, independently of whether we add the financial sector. However, this is not the case for real shocks in the EA, which lose importance and statistical significance when including the financial sector. The universal bank model in the EA seems to be more correlated with the economic cycle than the financial intermediaries in the US. Hence, without including the financial sector, the small model seems to assign a larger role to real sector shocks than warranted. The impact of the financial sector on cross-border lending is also interesting. A negative financial shock in the US triggers a decline in cross-border lending to EMs, especially lending to EMs banks. While this is also the case for EA financial shocks propagating to Latam, Asia, and banks in Emerging Europe, the impact of the financial shocks in EA triggers an increase of cross-border lending to the non-bank sector in Europe, probably due to regulatory arbitrage. 5 Our results complement and contribute to the literature in three main aspects. First, they support the papers which agree that a US monetary tightening decreases cross-border bank flows to EMs. The evidence in the literature on US monetary policy is mixed. Many papers find that crossborder lending responds negatively to a tightening in US monetary policy (Gianetti and Laeven 2012 , Bruno and Shin 2015b , Brauning and Ivashina 2017 ; others find monetary policy variables are not always significant, or do not consistently have the same sign (e.g., Goldberg 2002, Cetorelli and Goldberg 2012) , with some even finding opposite signs (e.g., Jeanneau and Micu 2002, and Correa et al. 2016) . Our results were consistently negative not only in the case of overall lending to EMs, but also across regional breakdowns and type of borrowers (banks and non-banks).
Second, but not less important, they put into context the findings of Cerutti, Claessens and Ratnovski (2017) on the importance of taking into account EA shocks. In this context of performing an analysis that takes into account the endogeneity of the different key variables within and between the US and EA, our results validate their results that European bank conditions are important, but we do find in our approaches that US financial shocks (e.g., triggering a decrease in bank leverage) on cross-border lending are as important, and even more consistently negative than EA financial shocks. We also confirm their finding that US monetary policy plays a more global role than EA monetary policy. Moreover, our results even strengthen their argument that this is driven by the US dollar as the dominant currency in cross-border lending, since we find that EA monetary shocks matter in the case of Emerging Europe where cross-border lending is mostly denominated in euros. This is in line with the recent analysis by Avdjiev et al 2019 that global funding currencies play a key role in international monetary policy transmission.
Last, but not least, our results provide further evidence on how the impact of tightening macroprudential measures usually results in lower cross-border lending, but not always. Both of our models capture that a negative EA financial shock would increase cross-border lending in Emerging Europe. This latter evolution would be consistent with the type of regulatory arbitrage highlighted by Houston et al (2012) , which finds that tighter regulation in the source country encourages credit outflows. On the other hand, Aiyar et al. (2014) find that an increase in capital requirements in the UK is associated with a reduction in some types cross-border lending. More generally, Buch and Goldberg (2017) , summarizing several country and cross-country studies using confidential bank level datasets, highlight that the sign of spillovers onto cross-border lending can be positive or negative, indicating that different constraints are binding for different types banks and that banks substitute between different types of activities.
In the context of divergence in the economic cycle in US and EA (e.g., the recovery has been stronger in the US after the Global Financial Crisis which resulted in an earlier tightening of the US monetary policy than in the EA), our findings have clear policy implications. Even though the US Federal Reserve and the European Central Bank set their policies as a function of the economic cycle in their respective areas, their effects are different due to the nature of the currency denomination of cross-border lending (mostly US dollar denominated outside Emerging Europe), as well as the business and funding model of European banks, which play a large role in cross-border lending. The tightening in the US monetary policy will most likely trigger a reduction in cross-border banking flows to EMs (especially through the appreciation of the US dollar), which could be partially offset as a function of the evolution of the real economy in EA as well as improvements in US and EA bank fundamentals, rather than a more expansionary EA monetary policy.
The rest of the paper proceeds as follows. Section II describes the data and the empirical methodology we use, while the first part of section III presents the empirical results. The last section concludes with broader lessons and outstanding issues for policy and research.
II. DATA AND METHODOLOGY

A. Data
We use three sets of data in our empirical estimations. First, we use BIS Locational data for mapping cross-border bank flows, as conceptually those data conform most closely to the notion that conditions in specific financial center countries might affect flows to other countries, including flows to local subsidiaries. In addition, as highlighted in Cerutti, Claessens, and Ratnovski (2017) , the locational data have other unique advantages in our context. First, they offer a time series from 1990 to the present, which is longer than the datasets used in most existing studies. Second, locational data offers the possibility to construct exchange rateadjusted series. 6 Adjusted series better capture actual choices to change cross-border positions, as opposed to the unadjusted US dollars claims series used in most other studies, which are affected by exchange rate movements and thus reflect not only the net effects of loans extended and repaid over the period (excluding intra-period flows). We collect these data for the liabilities of 49 EM borrowing countries and also differentiate between borrowing by banks and non-banks in these countries. This latter breakdown allows for robustness checks that explore whether global financial conditions explain cross-border banking flows to banks in the same way they do for flows to non-banks. A priori, we expect that conditions within financial centers might have a weaker relationship with flows to non-banks than with those to banks. 7
The second dataset covers US and EA real, monetary and financial variables. Specifically, we collect, for each of the two economies, the stock market volatility implied by the options markets (VIX), bank leverage (broker-dealer leverage for the United States and the leverage of large, systemically important banks in the EA), TED spread (3-month interbank rate minus 3-month government bond yield), term spread (10-year minus 3-month government bond yields), real policy rate (deflated with CPI), and GDP growth, and real effective exchange rates. The sources of these measures are summarized in Table A1 in the appendix, presented separately for the US, and EA.
The third dataset covers the variables used in the sign restriction analysis. The datasources are Haver and Bloomberg. For the US the long-term bond yield series is the 10-year US treasury bond yield, and the equity price series are the S&P 500 composite, both expressed in logarithms. For the euro area, long-term bond yields correspond to Euroarea 10-year government benchmark 6 Locational data series publicly available from the BIS consist of (non-adjusted) stock of claims and exchange rateadjusted flows. Taking the latest stock figures as a baseline, we derive exchange rate-adjusted stocks for each quarter using the exchange rate-adjusted flows. Data for performing currency adjustments is not easily available for BIS Consolidated Banking Statistics (see Cerutti 2015 for more details). 7 For example, from the analysis of the composition of cross-border banking flows in Cerutti, Hale, and Minoiu (2015) , we know that cross-border syndicated loans to non-banks tend to have longer maturities than other crossborder claims (e.g., intragroup bank lending) and so might be less affected by short-term changes in pull factors. bond yield from the ECB, and the equity price series are the Euro Stoxx 50, both expressed in logarithms. Note that, for the identification of financial shocks as a proxy of bank lending rates, we use mortgage market interest rates in US and EA.
B. Methodology
Following the literature, cross-border lending flows to emerging economies can be influenced by both push (global) and pull (emerging market domestic) factors. Accordingly, our model includes a vector of global variables   t F , and another of emerging market variables   t i Y , .
We estimate a Panel VAR model that takes the following form:
The block of global variables is comprised of variables from either the US or the EA. The 0 matrix on the right-hand side of equation (1) implies that emerging market domestic developments have a negligible effect on global factors. Thus, shocks in the US or the EA are primarily identified by exploiting the small-economy properties of emerging markets. Since we are interested in the effects of global factors on emerging market variables, identification of domestic shocks at the emerging economy level is not necessary.
By contrast, the identification of global shocks is of first-order importance. The effect of changes in global factors on cross-border lending to emerging economies likely depends on the underlying shock. For instance, tighter monetary conditions in the US/EA are likely to affect cross-border lending differently, depending on whether the tighter stance corresponds to an exogenous shock or an endogenous response to better economic prospects. We focus on three types of global shocks: real (capturing changes in cyclical conditions), monetary (capturing changes in the stance of monetary policy and inflationary pressures) and financial (capturing shocks that affect banks willingness to lend when the monetary policy stance is held constant and is unrelated to changes in the stance of monetary policy). To identify these shocks we follow two methodologies. First, in our two main models (small and large), US and EA shocks are jointly identified through sign restrictions that exploit information in asset prices and interest rates. Second, a recursive ordering of either the US or EA vector of variables is presented as a way to benchmark the sign-restrictions results.
B.1 -Identification through sign restrictions
In order to properly account for the interactions between the US and EA, we follow a two-step emprical strategy:
 First, we identify structural shocks in the US and the EA, by estimating a two economy VAR model with contemporaneous sign restrictions using the methodology developed by Rubio-Ramirez et al. (2005) . The identifying assumptions exploit information in asset price movements as in Ehrman, Fratzcher and Rigobon (2011), EFH hereafter. The advantage of this approach is that US and EA shocks are jointly identified, thus taking account of relationships between these two economies.
 Second, the identified shocks are introduced as exgenous global variables in the Panel VAR, and their effects on cross-border lending to emerging market are examined, while taking account of the effects of global shocks on emerging markets' GDP growth and real effective exchange rates.
We specify two sign restricted VAR models to identify global shocks. In the small model, we focus only on the identification of monetary and cyclical shocks, consistent with what has been done previously in the literature, as in EFH (2011) and Matheson and Stavrev (2014) . We then extend the framework to identify financial shocks. The comparison between these two specifications sheds light on both, the importance of financial shocks and the role of the financial sector in the transmission of real and monetary shocks.
Small model
In the first specification, money and cyclical shocks in the US and EA are identified through sign restrictions, based on a subset of assumptions in EFH. 8
The reduced-form model is given by equations (2) 
where R j and S j denote, respectively, the 10-year government bond yield and the logarithm of the stock price index of economy j={US, EA}. The model is estimated in levels. 9
The reduced form residuals , , , , , , , ′ of the system above combine structural real and monetary shocks from both the US and euro area , , , , , , , ′. That is, , ,
, , , , ,
, , ,
Equations (6)-(9) can be expressed in matrix form as follows (10) where The identification of structural shocks relies on a set of contemporaneous sign restrictions. Random draws of orthonormal matrices Q are generated until 1,000 parameterizations satisfying the sign restrictions are obtained, and the model for which the IRFs are closest to the median IRF is selected. The sign restrictions we impose can be classified into 2 groups, they either capture priors about domestic relationships or about cross-border spillover effects between the US and EA.
The intuition of these assumptions is better understood if we first discuss the meaning of each variable.

A country's stock price index is a proxy for domestic demand, as a positive demand shock at home likely raises domestic equity prices.
 Changes in long term bond yields may be understood as reflecting money shocks, which include both changes in inflation expectations and monetary policy surprises. 10
The assumptions about the domestic relationships are that: i) a positive cyclical shock increases both stock prices and bond yields, as the monetary policy is expected to tighten in response to a positive demand shock to prevent inflation from overshooting its target (see positive signs in real US or real EA shocks in Table 1) ; ii) a positive money shock would increase bond yields and reduce stock prices, as exogenous increases in interest rates (or inflation expectations), lower the demand for goods and services, leading to a decline in equity prices.
Turning to international spillovers, it is assumed that there are positive cross-border spillovers within asset classes. For bond markets, the evidence suggests that this is indeed the case (see Ehrmann and Fratzcher, 2005) , and for equity prices the assumption implies that stronger growth in the US is associated with better growth prospects in the euro area and viceversa. In addition, we assume that cross-border effects can not be larger than the own-economy effect, which is a reasonable assumption for advanced economies, and helps us identify the source-country of the shock. Finally, we do not impose restrictions on international cross-market relations (denoted with no signs being displayed in Table 1 ). We choose to remain agnostic about how an increase in bond yields affects equity prices in the EA. EFH impose exclusion restrictions for these contemporaneous relationships, but those assumptions could be too strong and bias the results Random draws of orthonormal matrices Q are generated until 1,000 parameterizations satisfying the sign restrictions are obtained. Subsequently, the model for which the IRFs are closest to the median IRF is selected.
Furthermore, when short-term rates are at the zero lower bound, long-term rates (or the term spread) could be a better measure of monetary policy (see also Ahmed and Zlate, 2013) . While the majority of our sample corresponds the period of conventional monetary policy, our "simplified" model is still consistent with the EFH framework; the authors assume that short and long-term interest rates are positively correlated, as an inflationary shock would trigger market expectations of a monetary tightening, thus raising short-term rates. 
Large Model with Financial shocks
In the last specification, the sign restricted VAR is expanded to identify financial shocks. The set of more complex identifying assumptions are based on the well-known Bernanke and Blinder (1988) theoretical model, and are displayed in Table 2 . This model includes three type of assets (money, bonds, and bank loans), hence, it has two types of interest rates: bond yield and bank lending rates. Its main graphical representation is shown in Figure 1 . It includes as the left-hand side chart a conventional LM curve capturing the equilibrium in the money market, and a CC (Commodity and Credit) curve, which is negative sloped in the bond yield-output Cartesian plane, like an IS curve, but it is also shifted by credit related market shocks that affect either the demand or supply of bank loans. The right-hand side charts in Figure 1 display the loan market.
In this context, a financial shock that negatively affects the credit supply function while holding monetary policy unchanged (e.g., an increase in riskiness of loans in Bernanke and Blinder model that could also be equivalent to a macroprudential tightening measure through higher capital requirements), would trigger a downward shift of the CC curve along a fixed LM curve (see blue lines in Figure 1a ). As highlighted by Turner (2016) this would be capturing macroprudential policies as measures acting directly on banks' willingness to lend while holding monetary policy unchanged. In addition to changes in capital adequacy ratios, this would capture also other prudential measures such as reserve requirements, countercyclical capital buffers, specific capital buffers, etc. Also, given that Bernanke and Blinder's CC curve is also summarizing the demand of loans, macroprudential measures targeting borrowers (e.g., Loan to Value rations (LTV) and Debt to Income ratios (DTI)) would also shift the CC curve and produce similar results. 11 As the result, a tightening financial shock would reduce credit, output, and the interest rate on bonds while rising the interest rate of loans. In other words, this is capturing the transmission of a regulatory change that reduced banks willingness to lend, thus reducing the supply of credit, aggregate demand and asset prices. 12
Instead, a monetary tightening in their model would translate into an increase of both the interest rate on bonds and bank lending. For example, a monetary shock would shift LM curve left along the CC curve (see red lines in Figure 1b ), reducing output, and increasing the interest rate of bonds, which would trigger an increase in the bank lending rates. In our context, expectations of a decline in the bank lending, reduces growth prospects, leading to a decline in stock prices. Finally, a positive real shock would be associated with a shift to the right in the CC curve, and associated with increases in output, the interest rate on bonds, and bank lending rates (see green lines in Figure 1c ).
B.2 -Identification through recursive ordering in a single economy model
The external variables block can be also identified through a Cholesky decomposition. We consider three types of recursive orderings. When we examine the effects of cyclical conditions, we order GDP growth first, followed by risk-appetite, the bank balance sheet indicator and the monetary policy variable. This ordering implies that GDP growth can affect risk-appetite contemporaneously, but the latter can only affect the former with a lag; risk appetite can have a contemporaneous effect on bank balance sheets, but bank balance sheets only influence risk- 
Variables
Shocks appetite with a lag; and so on. When we assess the effects of monetary shocks, the monetary variable is placed first, followed by real GDP growth, investor risk-appetite, and the bank balance sheet variable. Finally, we examine the effects of financial shocks by placing the bank balance sheet variable first, followed by real GDP growth, risk-appetite and the monetary policy variable.
In terms of variables, monetary policy and financial variables are included, as these are indicators of global liquidity, which have been found to have important effects on cross-border lending flows (Cerutti, Claessens, and Ratnovski, 2017) . The monetary policy variables are either the term spread or the real policy rate. The financial variables include a stock market volatility index to capture risk-appetite, and either bank leverage or the TED spread, which capture shocks affecting bank balance sheets. We also include a measure of economic activity (GDP growth) to control for the endogenous responses of monetary policy to US (or euro area) cyclical conditions.
III. EMPIRICAL RESULTS
We use the two previously-described methodologies to identify real, monetary and financial global shocks. We start a two economy VAR model where US and EA shocks are jointly identified by exploiting information in asset prices and interest rates, and then with a recursive ordering for a vector of either US or EA variables. All our shocks are normalized to generate a change in the monetary variable of 25 basis points. This normalization facilitiates the comparison of US and EA shocks, and it also helps illustrate the importance of the underlying causes of chaning monetary conditions. For example, we can illustrate the differences between the effects of a 25 bps increase in the monetary variable due to an autnomous monetary policy or cost push-shocks, and a 25 bps increase in the monetary variable brought about by a countercyclical policy response to better growth prospects.
Given the focus of our paper, the presentation of results in this section focuses on the crossborder impact of the different shocks. Appendix A summarizes the evolution of the domestic variables as well as the spillover effects on EME's GDP growth and REER. The effects of global shocks on cross-border lending to emerging markets are discussed in more detail in this section.
The panel VAR produces impulse responses for the representative emerging market economy. However, the average responses can mask variation across countries, reflecting, for example, different economic links to the US or EA. Hence, for each model specification this aspect is analyzed in two stages: first we split the sample and compare estimates across regions (see Table  3 for the country sample and region classification); second, we examine the effects of US and EA shocks on cross-border lending from these economies (rather than the aggregate lending flow into EMs).
A. Results using sign restriction method for identification
Monetary shocks
Cross-border lending to EMs declines in response to a monetary tightening in the US, with significant effects across different types of lending flows and regions. This is the case either when including the financial sector (blue lines in Figure 2 below) or without the financial sector (red lines in Figure 2) , especially in the case of bank to bank cross-border lending. However, if the shock originates in the EA, the negative effects are mostly economically and statistically significant for Emerging Europe. These results provide evidence in support of the importance of the exchange rate channel in the transmission of monetary policy shocks to international credit markets. Since cross-border flows are mostly denominated in dollars, the effects of US monetary policies are more broad-based. In contrast, monetary shocks in the euro area, affect cross-border lending to Emerging Europe, where cross-border flows are denominated in euros. The sign-restricted models indicate that positive real shocks in the US or the EA tend to increase cross-border lending to EMs (see Figure 3 below). We also find that the effects on cross-border lending to EM are larger if the shock originates in the EA rather than in the US, but this differential decreases once we include the financial sector in the case of the EA (blue lines in Figure 3 ). This may be related to the fact that the (global) banks engaging in cross-border lending activities are mostly located in Europe, and as such, they may be more prone to rebalancing their loan portfolio in response to changes in domestic macroeconomic conditions (Cerutti et. al. 2017, Bruno and Shin, 2015a ). The differences between including or not the financial sector suggest that the real sector shock is capturing part of the financial shock when the latter is not included in the case of EA. The universal bank model in the EA seems to be more correlated to the economic cycle than the financial intermediaries in US. Hence, without including the financial sector, the small model was assigning a larger role to real sector shocks than warranted. All EMs with financial sector without financial sector Bank-to-bank flows (log difference)
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U.S. monetary shock that the 10-yr yield by 25 bps European monetary shock that increases the 10-yr yield by 25 bps
The solid line represents the point estimate, and the dashed lines represnt the 90 percent condifence interval. 
Financial shocks
A tightening financial shock reduces cross-border lending when the shock originates in the US, but this is not always the case for EA financial shocks as shown in Figure 4 . There is an increase in the cross-border lending to Emerging European non-bank borrowers when the negative financial shocks originated in the EA. The effects are somewhat larger, if the shock originates in the euro area, likely because the global banks that undertake most of the cross-border lending to emerging economies are located in Europe, and are therefore more sensitive to regulatory changes in Europe than in the US. 
U.S. real shock that increases the 10-yr yield by 25 bps European real shock that increases 10-yr yield by 25 bps
B. Benchmark results using recursive ordering method for identification
In this approach, the global block is comprised of either US or EA variables, without capturing both simultaneously. For each economy, we consider a measure of monetary policy (the real policy rate rates or the term spread), a bank balance sheet variable (bank leverage or the TED spread, which captures bank funding costs), a variable of risk aversion as measured by the VIX (EUROVIXX in Europe) and GDP growth, to capture cyclical conditions. In the baseline specification, the monetary policy and bank balance sheet variables are given by the term spread and bank leverage, respectively. However, as presented below, the results are broadly robust to using the real policy rate as the monetary policy variable and the TED spread as a measure of bank balance sheets. 
Effects of monetary shocks
Consistent with our findings using sign restriction identification, US monetary shocks that increase the domestic term spread by 25 basis points have a broader impact on cross-border lending to emerging markets than EA shocks. The impact of the US monetary shock is observed in bank-to-bank and bank-to-nonbank cross-border flows, as well as across geographic regions (see first and second columns of Figure 5 below) . In general, a tightening of monetary policy in the US or EA seems to affect cross-border lending through three channels. First, the increase in the term spread in these economies, makes domestic investments relatively more attractive, 13 and may therefore reduce banks incentives to lend abroad. 14 Second, since the monetary shock reduces growth prospects in emerging economies, demand for cross-border loans may fall. Finally, because emerging market currencies weaken in response to the US/EA shock, borrower currency mismatches become more prominent, increasing the riskiness of cross-border loans and discouraging US/EA banks from engaging in these type of activities.
In contrast, if the shock originates in the EA, there is no evidence of a meaningful effect on cross-border lending flows to EM, except to Emerging Europe, to which lending flows drop during the first 12 quarters following the shock (see third and fourth columns of Figure 5 ). Confirming the sign restriction results, this points to the relevance of the exchange rate channel for the transmission of monetary policy shocks to cross-border lending. The broader and more significant effects from a shock originating in the US can be explained by the fact that international credit flows are mostly denominated in US dollars. Thus, an increase in the riskiness of cross-border loans due to larger borrower currency mismatches, are more prevalent when the weakening of emerging market currencies mirrors a strengthening of the US dollar, which, in turn, tends to occur when monetary conditions tighten in the US. Since cross-border lending to Emerging Europe is denominated in euros, the tightening of monetary policy in the EA does have a meaningful impact on lending flows to this region.
These results are broadly consistent across different model specifications, using the real policy rate as the monetary policy variable, or the TED spread as the bank balance sheet variable, or both (see Table 4 , columns 1-8)). As an additional robustness exercise, we estimate the preferred model using cross-border lending from the US to assess the effects of a US monetary shock (Table 4 , column 9), and a proxy for cross-border lending from the Europe to examine the effects form a monetary shock originated in the EA (Table 4 , column 10). The results are, again, consistent with what we find in the main two specifications using sign restrictions, but the responses tend to be larger in magnitude even than the base specification with recursive ordering for identification, as the sensitivity to US or EA shocks is larger for cross-border lending flows from those respective countries. The solid line represents the point estimate, and the dashed lines represnt the 90 percent condifence interval. The effect of real positive shocks on cross-border lending is overall positive. This positive effect is likely a byproduct of: the decline in the term spread, the impact of larger domestic output on core countries' bank balance sheets, as well as the appreciation of EMs' currencies. As was the case in the large sign-restricted model without the financial sector, we also find that the effects on cross-border lending to EM are larger and more statistically significant when the shock originates in the EA rather than in the US (see Figure 6 ). The positive effect of the US or EA real positive shock seems not as large in the case of cross-border lending to Asian EMs. These results are robust across most alternative specifications as shown in Table 5 . In general, unlike the case of the sign restriction model with the financial sector, AE real sector shocks seem to be more important than US shocks, but here the universal nature of European banks adds complexity to the analysis (making it more difficult to separate financial shocks from real shocks). 
The solid line represents the point estimate, and the dashed lines represnt the 90 percent condifence interval. However, a negative financial shock in the EA financial sector has even translated into an increase in cross-border lending mostly to Emerging Europe and Asian EMs. These results seem broadly consistent across alternative specifications as shown in columns (4), (6), (8) and (10) of Table 6 . It is not clear what could be driving these results. One alternative could be that the 
IV. CONCLUSIONS
The simultaneous analysis of the role of monetary, real, and financial shocks in both the US and the EA shows some interesting results that are robust to two different identification procedures (recursive ordering and simultaneous sign restrictions) as well as numerous different specifications in the panel VARs. We corroborate the negative impact of US monetary policy tightening on cross-border lending to EMs, but we find that EA monetary policy seems to have an impact mostly on Emerging Europe. This captures well the fact that cross-border lending is mostly denominated in US dollars for the non-European EMs in our sample, and it also highlights the role of the exchange rate mismatches as a key transition channel. Along the lines stressed by Bruno and Shin (2015a) , an appreciation of the EM currency vis-à-vis the currency denomination used in cross-border lending would improve the riskiness of the borrowers, so favoring an increase in cross-border lending. We also find that real sector shocks in both the US and EA trigger an increase in cross-border lending, especially when the shock originates in EA.
Finally, for financial sector shocks, our results indicate an overall contraction of cross-border lending in the case of US shocks, but this is not uniform across all borrowers when considering AE financial shocks. This highlights the complexity of what we are capturing within the financial shocks. For example, an increase in bank leverage can be the result of not only macroprudential policies targeting lenders (e.g., through an increase in general or specific capital requirements) but macroprudential policies targeting borrowers (e.g., through an increase in LTVs). The key question is what was the target of the policy makers. If they were targeting domestic vulnerabilities, it is logical to see an increase in cross-border lending. This is most likely the case for macroprudential policies targeting borrowers through LTV and DTI. However, most financial shocks captured by our analysis seem to be related to more general measures, such as an increase in general capital requirements, which would reduce domestic and cross-border lending. Further research is needed in this area.
quarters after the shock, reflecting agents' willingness to take more risk on the back of improved economic conditions. We also observe a decline in the domestic term-spread, as short-term rates likely increase due to countercyclical monetary policy, 16 and they likely do so more than longterm rates, because these are affected by other long-term macroeconomic factors (e.g., savings productivity, etc.). Increased demand in the US or EA translates into to higher GDP growth rates in EMs, albeit with a lag (see Figure A. 2).
Financial shock
A decline in leverage lead to a reduction in domestic GDP growth, as well as increases in risk appetite and term spread on impact. While US GDP growth starts to steadily recover a few quarters after the shock (6 quarters), the evolution in EA is more volatile (See top part of Figure  A3 ). Regarding the international effects, an exogenous decline in leverage in either the US or EA leads to lower GDP growth, with the effects fading after a few years (See bottom of Figure A3 ). 16 The models where the monetary variable is the policy rate support this view, as they show that a shock to GDP growth leads to an increase in the policy rate. 
