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Abstract
Many applications of AI, ranging from credit lending to medical diagnosis support
through recidivism prediction, involve scoring people using a learned function of
their attributes. These predictive risk scores are used to rank individuals, and/or
take individual decisions about them based on whether the score exceeds a certain
threshold that may depend on the context in which the decision is taken. The level
of delegation granted to such systems will heavily depend on how questions of
fairness can be answered. While this concern has received a lot of attention in
classification, the design of relevant fairness constraints for the problem of learning
scoring functions has not been much investigated. In this paper, we propose a
flexible approach to group fairness for the scoring problem with binary labeled data,
a standard learning task known as bipartite ranking. We argue that the functional
nature of the ROC curve, the gold standard measure of ranking performance in this
context, leads to several ways of formulating fairness constraints. We introduce
general classes of fairness conditions based on AUC and ROC curves, and establish
generalization bounds for scoring functions learned under such constraints. Beyond
the theoretical formulation and results, we design practical learning algorithms and
illustrate our approach with numerical experiments on real and synthetic data.
1 Introduction
With the availability of data at ever finer granularity through the Internet-of-Things and the develop-
ment of technological bricks to efficiently store and process this data, the infatuation with machine
learning and artificial intelligence is spreading to nearly all fields (science, transportation, energy,
medicine, security, banking, insurance, commerce, etc.). Expectations are high. AI is supposed
to allow for the development of personalized medicine that will adapt a treatment to the patient’s
genetic traits. Autonomous vehicles will be safer and be in service for longer. There is no denying
the opportunities, and we can rightfully hope for an increasing number of successful deployments in
the near future. However, AI will keep its promises only if certain issues are addressed. In particular,
machine learning systems that make significant decisions for humans, regarding for instance credit
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lending in the banking sector [11], diagnosis in medicine [19] or recidivism prediction in criminal
justice [37], should guarantee that they do not penalize certain groups of individuals.
Hence, stimulated by the societal demand, notions of fairness in machine learning and guarantees
that they can be fulfilled by decision-making models trained under appropriate constraints have
recently been the subject of a good deal of attention in the literature, see e.g. [21, 28] among others.
Fairness constraints are generally modeled by means of a (qualitative) sensitive variable, indicating
membership to a certain group (e.g., ethnicity, gender). The vast majority of the work dedicated to
algorithmic fairness in machine learning focuses on binary classification. In this context, fairness
constraints force the classifiers to have the same true positive rate (or false positive rate) across
the sensitive groups. For instance, [25, 34] propose to modify a pre-trained classifier in order to
fulfill such constraints without deteriorating classification performance. Other work incorporates
fairness constraints in the learning stage (see e.g., [2, 45, 47, 48, 46, 31, 4]). In addition to algorithms,
statistical guarantees (in the form of generalization bounds) are crucial for fair machine learning, as
they ensure that the desired fairness will be met at deployment. Such learning guarantees have been
established in [20] for the case of fair classification.
The present paper is also devoted to algorithmic fairness, but for a different problem: namely, learning
scoring functions from binary labeled data. This statistical learning problem, known as bipartite
ranking, is of considerable importance in applications. It covers in particular tasks such as credit
scoring in banking, pathology scoring in medicine or recidivism scoring in criminal justice, for which
fairness requirements are a major concern [27]. While it can be formulated in the same probabilistic
framework as binary classification, bipartite ranking is not a local learning problem: the goal is not
to guess whether a binary label Y is positive or negative from an input observation X but to rank
any collection of observations X1, . . . , Xn by means of a scoring function s : X Ñ R so that
observations with positive labels are ranked higher with large probability. Due to the global nature of
the task, evaluating the performance is itself a challenge. The gold standard measure, the ROC curve,
is functional: it is the PP-plot of the false positive rate vs the true positive rate (the higher the curve,
the more accurate the ranking induced by s). Sup-norm optimization of the ROC curve has been
investigated in [15, 16], while most of the literature focuses on the maximization of scalar summaries
of the ROC curve such as the AUC criterion [3, 17, 50] or alternative measures [36, 14, 30].
We propose a thorough study of fairness in bipartite ranking, where the goal is to guarantee that
sensitive variables have little impact on the rankings induced by a scoring function. Similar to ranking
performance, there are various possible options to measure the fairness of a scoring function. We
start by introducing a general family of AUC-based fairness constraints, which encompasses recently
proposed notions [7, 5, 27] in a unified framework and enables the design of generic methods and
generalization bounds. Then, we argue that the AUC is not always appropriate to characterize fairness
as two ROC curves with very different shapes may have the same AUC. This motivates our design
of richer definitions of fairness for scoring functions related to the ROC curves themselves. Crucially,
this novel functional view of fairness has strong implications for fair classification: classifiers obtained
by thresholding such fair scoring functions approximately satisfy definitions of classification fairness
for a wide range of thresholds. We establish the first generalization bounds for learning fair scoring
functions under both AUC and ROC-based fairness constraints, following in the footsteps of [20]
for fair classification. Due to the complex nature of the ranking measures, our proof techniques
largely differ from [20] and require non standard technical tools (e.g. to control deviations of ratios
of U -statistics). Beyond our theoretical analysis, we propose efficient training algorithms based on
gradient descent and illustrate the practical relevance of our approach on synthetic and real datasets.
The paper is organized as follows. Section 2 reviews bipartite ranking and fairness for ranking. In
Section 3, we study AUC-based fairness constraints. We then analyze richer ROC-based constraints
in Section 4. Section 5 presents numerical experiments and we conclude in Section 6. Due to space
limitations, technical details and additional experiments are in the supplementary material.
2 Background and Related Work
In this section, we introduce the main concepts involved in the subsequent analysis. Here and through-
out, the indicator function of any event E is denoted by ItEu and the pseudo-inverse of any cumulative
distribution function (c.d.f.) function F : RÑ r0, 1s by F´1puq “ inf tt P R : F ptq ě uu.
2
Probabilistic framework. Let X and Y be two random variables: Y denotes the binary output
label (taking values in t´1,`1u) and X denotes the input features, taking values in a feature space
X Ă Rd with d ě 1 and modeling some information hopefully useful to predict Y . For convenience,
we introduce the proportion of positive instances p :“ PtY “ `1u, as well as G and H , the
conditional distributions of X given Y “ `1 and Y “ ´1 respectively. The joint distribution
of pX,Y q is fully determined by the triplet pp,G,Hq. Another way to specify the distribution
of pX,Y q is through the pair pµ, ηq where µ denotes the marginal distribution of X and η the
regression function ηpxq :“ PtY “ `1 | X “ xu. Equipped with these notations, one may write
ηpxq “ ppdG{dHqpxq{p1´ p` ppdG{dHqpxqq and µ “ pG` p1´ pqH .
In the context of fairness, we consider a third random variable Z which denotes the sensitive attribute
taking values in t0, 1u. The pair pX,Y q is said to belong to salient group 0 (resp. 1) when Z “ 0
(resp. Z “ 1). The distribution of the triplet pX,Y, Zq can be expressed as a mixture of the
distributions of X,Y |Z “ z. Following the conventions described above, we introduce the quantities
pz, G
pzq, Hpzq as well as µpzq, ηpzq. For instance, p0 “ PtY “ `1|Z “ 0u and the distribution of
X|Y “ `1, Z “ 0 is written Gp0q, i.e. for A Ă X , Gp0qpAq “ PtX P A|Y “ `1, Z “ 0u. We
denote the probability of belonging to group z by qz :“ PtZ “ zu, with q0 “ 1´ q1.
2.1 Bipartite Ranking
The goal of bipartite ranking is to learn an order relationship on X for which positive instances are
ranked higher than negative ones with high probability. This order is defined by transporting the
natural order on the real line to the feature space through a scoring function s : X Ñ R. Given a
distribution F over X and a scoring function s, we denote by Fs the cumulative distribution function
of spXq when X follows F . Specifically, with Gsptq :“ GpspXq ď tq and Hsptq :“ HpspXq ď tq:
Gsptq “ PtspXq ď t | Y “ `1u and Hsptq “ PtspXq ď t | Y “ ´1u.
ROC analysis. ROC curves are widely used to visualize the dissimilarity between two real-valued
distributions in many applications, e.g. anomaly detection, medical diagnosis, information retrieval.
Definition 1. (ROC curve) Let g and h be two cumulative distribution functions on R. The ROC
curve related to the distributions gpdtq and hpdtq is the graph of the mapping ROCh,g : α P r0, 1s ÞÑ
1 ´ g ˝ h´1p1 ´ αq. When gpdtq and hpdtq are continuous, it can alternatively be defined as the
parametric curve t P R ÞÑ p1´ hptq, 1´ gptqq.
The L1 distance of ROCh,g to the diagonal conveniently quantifies the deviation from the homoge-
neous case, leading to the classic area under the ROC curve (AUC) criterion:
AUCh,g :“
ş
ROCh,gpαqdα “ PtS ą S1u ` 12PtS “ S1u,
where S and S1 denote independent random variables, drawn from hpdtq and gpdtq respectively.
In bipartite ranking, one focuses on the ability of the scoring function s to separate positive from
negative data. This is reflected by ROCHs,Gs , which gives the false negative rate vs. false positive
rate of binary classifiers gs,t : x ÞÑ 2 ¨ Itspxq ą tu ´ 1 obtained by thresholding s at all possible
thresholds t P R. The global summary AUCHs,Gs serves as a standard performance measure [17].
Empirical estimates. In practice, the scoring function s is learned based on a training set
tpXi, Yiquni“1 of n i.i.d. copies of the random pair pX,Y q. Let n` and n´ be the number of
positive and negative data points respectively. We introduce pGs and pHs, the empirical counterparts of
Gs and Hs:pGsptq :“ p1{n`qřni“1 ItYi “ `1, spXiq ď tu, pHsptq :“ p1{n´qřni“1 ItYi “ ´1, spXiq ď tu.
Note that the denominators n` and n´ are sums of i.i.d. random (indicator) variables. For any
two distributions F, F 1 over R, we denote the empirical counterparts of AUCF,F 1 and ROCF,F 1 byzAUCF,F 1 :“ AUC pF,xF 1 and zROCF,F 1p¨q :“ ROC pF,xF 1p¨q respectively. In particular, we have:zAUCHs,Gs :“ 1n`n´ řiăj KppspXiq, Yiq, pspXjq, Yjqq,
where Kppt, yq, pt1, y1qq “ Itpy ´ y1qpt´ t1q ą 0u ` Ity ‰ y1, t “ t1u{2 for any t, t1 P R2, y, y1 P
t´1,`1u2. Empirical risk minimization for bipartite ranking typically consists in maximizingzAUCHs,Gs over a class of scoring functions (see e.g. [17, 50]).
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2.2 Fairness in Ranking
Fairness for rankings has only recently become a research topic of interest, and most of the work
originates from the informational retrieval and recommender systems communities. Given a set of
items with known relevance scores, they aim to extract a (partial) ranking that balances utility and
notions of fairness at the group or individual level, or through a notion of exposure over several
queries [49, 10, 6, 39]. [40] and [5] extend the above work to the learning to rank framework, where
the task is to learn relevance scores and ranking policies from a certain number of observed queries
that consist of query-item features and item relevance scores (which are typically not binary). This
framework is fundamentally different from the bipartite ranking setting considered here.
AUC constraints. In a setting closer to ours, [27] introduces measures to quantify the fairness of a
known scoring function on binary labeled data (they do not address learning). Similar definitions of
fairness are also considered by [5], and by [7] in a classification context. Below, we present these
fairness measures in the unified form of equalities between two AUCs. In general, the AUC can be
seen as a measure of homogeneity between distributions [43].
Introduce Gpzqs (resp. Hpzqs ) as the c.d.f. of the score on the positives (resp. negatives) of group
z P t0, 1u, i.e. Gpzqs ptq “ GpzqpspXq ď tq and Hpzqs ptq “ HpzqpspXq ď tq, for any t P R. Both [5]
and [7] proposed the following fairness constraints:
AUC
H
p0q
s ,G
p0q
s
“ AUC
H
p1q
s ,G
p1q
s
, (1) AUC
Hs,G
p0q
s
“ AUC
Hs,G
p1q
s
. (2)
Eq. (1) is referred to as intra-group pairwise or subgroup AUC fairness and Eq. (2) as pairwise
accuracy [5] or Background Positive Subgroup Negative (BNSP) AUC fairness [7]. Eq. (1) requires the
ranking performance to be equal within groups, which is relevant for instance in applications where
groups are ranked separately (e.g., candidates for two types of jobs). Eq. (2) enforces that positive
instances from either group have the same probability of being ranked higher than a negative example,
and can be seen as the ranking counterpart of parity in false negative rates in binary classification
[25] (see supplementary material for a reminder on fairness in classification). [7, 27] also consider:
AUC
H
p0q
s ,Gs
“ AUC
H
p1q
s ,Gs
, (3) AUC
Gs,G
p0q
s
“ AUC
Gs,G
p1q
s
. (4)
The work of [7] refers to Eq. (3) as Backgroup Positive Subgroup Negative (BPSN) AUC, and can be
seen as the ranking counterpart of parity in false positive rates in classification [25]. The Average
Equality Gap (AEG) [7] can be written AUCpGs, Gpzqs q´1{2 for z P t0, 1u. Eq. (4) thus corresponds
to an AEG of zero, i.e. the scores of the positives of any group are not stochastically larger than those
of the other. [5] and [27] also define the inter-group pairwise fairness or xAUC parity:
AUC
H
p0q
s ,G
p1q
s
“ AUC
H
p1q
s ,G
p0q
s
, (5)
which imposes that the positives of a group can be distinguished from the negatives of the other
group as effectively for both groups. Below, we generalize these AUC-based definitions and derive
generalization bounds and algorithms for learning scoring functions under such fairness constraints.
3 Fair Scoring via AUC Constraints
In this section, we give a thorough treatment of the problem of statistical learning of scoring functions
under AUC-based fairness constraints. First, we introduce a general family of AUC-based fairness
definitions which encompasses those presented in Section 2.2. We then derive the first generalization
bounds for the bipartite ranking problem under such AUC-based fairness constraints. Finally, we
propose a practical algorithm to learn such fair scoring functions.
3.1 A Family of AUC-based Fairness Definitions
Many sensible fairness definitions can be expressed in terms of the AUC between two distributions.
We now introduce a framework to formulate AUC-based fairness constraints as a linear combination
of 5 elementary fairness constraints, and prove its generality. Given a scoring function s, we introduce
the vector Cpsq “ pC1psq, . . . , C5psqqJ, where the Clpsq’s, l P t1, . . . , 5u, are elementary fairness
measurements. More precisely, the value of |C1psq| (resp. |C2psq|) quantifies the resemblance of the
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distribution of the negatives (resp. positives) between the two sensitive attributes:
C1psq “ AUCHp0qs ,Hp1qs ´ 1{2, C2psq “ 1{2´AUCGp0qs ,Gp1qs ,
while C3psq, C4psq and C5psq measure the difference in ability of a score to discriminate between
positives and negatives for any two pairs of sensitive attributes:
C3psq “ AUCHp0qs ,Gp0qs ´AUCHp0qs ,Gp1qs , C4psq “ AUCHp0qs ,Gp1qs ´AUCHp1qs ,Gp0qs ,
C5psq “ AUCHp1qs ,Gp0qs ´AUCHp1qs ,Gp1qs .
The family of fairness constraints we consider is then the set of linear combinations of the Clpsq “ 0:
CΓpsq : ΓJCpsq “ ř5l“1 ΓlClpsq “ 0, with Γ “ pΓ1, . . . ,Γ5qJ P R5. (6)
Theorem 1 (Informal). The family pCΓpsqqΓPR5 compactly captures all relevant AUC-based fairness
constraints, including (but not limited to) those proposed in previous work.
We refer to the supplementary material for a formal statement of this result and examples of new
fairness constraints that can be expressed with Eq. (6). As we show below, our unifying framework
enables the design of general problem formulations, statistical guarantees and algorithms which can
then be instantiated to the specific notion of AUC-based fairness that the practitioner is interested in.
3.2 Learning Problem and Statistical Guarantees
We now formulate the problem of fair ranking based on the fairness definitions introduced above. In-
troducing fairness as a hard constraint is tempting, but may be costly in terms of ranking performance.
In general, there is indeed a trade-off between the ranking performance and the level of fairness.
For a family of scoring functions S and some instantiation Γ of our general fairness definition in
Eq. (6), we thus define the learning problem as follows:
maxsPS AUCHs,Gs ´ λ
∣∣ΓJCpsq∣∣, (7)
where λ ě 0 is a hyperparameter balancing ranking performance and fairness.
For the sake of simplicity and concreteness, we focus on the special case of the fairness definition in
Eq. (1) — one can easily extend our analysis to any other instance of our general definition in Eq. (6).
Thus, we denote by s˚λ the scoring function that maximizes the objective Lλpsq of Eq. (7), where:
Lλpsq :“ AUCHs,Gs ´ λ
ˇˇ
AUC
H
p0q
s ,G
p0q
s
´AUC
H
p1q
s ,G
p1q
s
ˇˇ
.
Given a training set tpXi, Yi, Ziquni“1 of n i.i.d. copies of the random triplet pX,Y, Zq, we denote by
npzq the number of points in group z P t0, 1u, and by npzq` (resp. npzq´ ) the number of positive (resp.
negative) points in this group. The empirical counterparts of Hpzqs and Gpzqs are then given by:pHpzqs ptq “ p1{npzq´ qřni“1 I tZi “ z, Yi “ ´1, spXiq ď tu ,pGpzqs ptq “ p1{npzq` qřni“1 I tZi “ z, Yi “ `1, spXiq ď tu .
Recalling the notation zAUCF,F 1 :“ AUC pF, pF 1 from Section 2.1, the empirical problem writes:pLλpsq :“ zAUCHs,Gs ´ λˇˇzAUCHp0qs ,Gp0qs ´ zAUCHp1qs ,Gp1qs ˇˇ.
We denote its maximizer by psλ. We can now state our statistical learning guarantees for fair ranking.
Theorem 2. Assume the class of functions S is VC-major with finite VC-dimension V ă `8 and
that there exists  ą 0 s.t. minzPt0,1u,yPt´1,1u PtY “ y, Z “ zu ě . Then, for any δ ą 0, for all
n ą 1, we have w.p. at least 1´ δ:
2 ¨ rLλps˚λq ´ Lλppsλqs ď CcVn ¨ p4λ` 1{2q `
c
logp13{δq
n´ 1 ¨
´
4λ` p4λ` 2q
¯
`Opn´1q.
Theorem 2 establishes a learning rate of Op1{?nq for our problem of ranking under AUC-based
fairness constraints, which holds for any distribution of pX,Y, Zq as long as the probability of
observing each combination of label and group is bounded away from zero. As the natural estimate of
the AUC involves sums of dependent random variables, the proof of Theorem 2 does not follow from
usual concentration inequalities on standard averages. Indeed, it requires controlling the uniform
deviation of ratios of U -processes indexed by a class of functions of controlled complexity.
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3.3 Training Algorithm
In practice, maximizing pLλ directly by gradient ascent is not feasible since the criterion is not
continuous. As standard in the literature, we use smooth surrogate relaxations of the AUCs based
on the logistic function σ : x ÞÑ 1{p1 ` e´xq. Again, we illustrate our approach for the fairness
definition in Eq. (1). The surrogate relaxation of zAUCHs,Gs writes:ĆAUCHs,Gs “ 1n`n´ řiăj σ rpspxiq ´ spxjqqpyi ´ yjqs .
Similarly, for z P t0, 1u, we obtain ĆAUC
H
pzq
s ,G
pzq
s
by averaging over pairs of positive/negative points
in group z. The overall relaxed objective we aim to maximize is then:ĆAUCHs,Gs ´ λ ¨ c`ĆAUCHp1qs ,Gp1qs ´ ĆAUCHp0qs ,Gp0qs ˘.
We solve the problem using a stochastic gradient ascent algorithm in which the constant c P r´1, 1s
is set adaptively during the training process based on a small validation set. Specifically, if more
errors are done on group 0 than group 1, i.e. zAUC
H
p1q
s ,G
p1q
s
ą zAUC
H
p0q
s ,G
p0q
s
on the validation set,
we set c to minpc`∆c, 1q (where ∆c is a small positive constant) so as to increase the weight of
those errors. In the other case, we set c to maxpc´∆c,´1q. We update the value of c every fixed
number nadapt of iterations. Details on the implementation are given in the supplementary material.
4 Richer ROC-based Fairness Constraints
The equality between two AUC’s considered as fairness constraints in Section 3 only quantifies a
stochastic order between distributions, not the equality between these distributions. In particular,
two very different distributions can be indistinguishable in terms of AUC. As a matter of fact, for
continuous ROCs, the equality between their two AUCs only implies that the two ROCs intersect
at one unknown point. As a consequence, AUC-based fairness can only guarantee that there exists
some threshold t P R that induces a non-trivial classifier gs,t :“ signpspxq ´ tq satisfying a notion of
fairness for classification (see supplementary material for details). Unfortunately, the value of t and
the corresponding point α of the ROC curve are not known in advance and are difficult to control.
To see why this can be a problem for fairness, consider for instance pairwise accuracy fairness in
Eq. (2), which specifies that the probability of scoring a positive instance of a given group higher
than a negative example should be the same across groups. Despite this, it is possible for positives
from one group to appear less often in the top 1% scores than positives from the other group (via
“compensation” in other regions of the score distribution). In a use-case where only top 1% individuals
get some advantage (or obtain better advantages), this would be unfair for one group. Learning with
AUC-based constraints can thus lead to scoring functions that are inadequate for the use-case of
interest. These limitations serve as a motivation to introduce new ROC-based fairness constraints.
4.1 Learning with Pointwise ROC-based Fairness Constraints
To impose stricter fairness conditions, the ideal goal is to enforce the equality of the score distributions
of the positives (resp. negatives) between the two groups, i.e. Gp0qs “ Gp1qs (resp. Hp0qs “ Hp1qs ).
This stronger functional criterion can be expressed in terms of ROC curves. For α P r0, 1s, consider
the deviations between the positive (resp. negative) inter-group ROCs and the identity function:
∆G,αpsq :“ ROCGp0qs ,Gp1qs pαq ´ α
`
resp. ∆H,αpsq :“ ROCHp0qs ,Hp1qs pαq ´ α
˘
.
The aforementioned condition of equality between the distribution of the positives (resp. negatives)
of the two groups are equivalent to satisfying ∆G,αpsq “ 0 ( resp. ∆H,αpsq “ 0) for any α P r0, 1s.
When both of those conditions are satisfied, all of the AUC-based fairness constraints covered by
Eq. (6) are verified, as it is easy to see that Clpsq “ 0 for all l P t1, . . . , 5u. Furthermore, guarantees
on the fairness of classifiers gs,t induced by s hold for all possible thresholds t. While this strong
property is desirable, it is challenging to enforce in practice due to its functional nature, and in many
cases it may only be achievable by completely jeopardizing the ranking performance.
We thus propose to implement the satisfaction of a finite number of fairness constraints on ∆H,αpsq
and ∆G,αpsq for specific values of α. Let mH ,mG P N be the number of constraints for the
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negatives and the positives respectively, as well as αH “ rαp1qH , . . . , αpmHqH s P r0, 1smH and αG “
rαp1qG , . . . , αpmGqG s P r0, 1smG the points at which they apply (sorted in strictly increasing order).
With the notation Λ :“ pα, λH , λGq, we can introduce the criterion LΛpsq, defined as:
LΛpsq “ AUCHs,Gs ´
řmH
k“1 λ
pkq
H
ˇˇ
∆
H,α
pkq
H
psqˇˇ´řmGk“1 λpkqG ˇˇ∆G,αpkqG psqˇˇ,
λH “ rλp1qH , . . . , λpmHqH s P RmH` , λG “ rλp1qG , . . . , λpmGqG s P RmG` being trade-off hyperparameters.
This criterion is flexible enough to address the limitations of AUC-based constraints outlined above.
In particular, a practitioner can choose the points in αH and αG so as to guarantee the fairness
of classifiers obtained by thresholding the scoring function at the desired trade-offs between false
negative/false positive rates. Furthermore, in applications where the threshold used at deployment
can vary in a whole interval, as in biometric verification [23], we show in the supplementary that
under some regularity assumption on the ROC curve (see Assumption 1 in Section 4.2), if a small
number of fairness constraints mF are satisfied at discrete points of the interval for F P tH,Gu, then
one obtains guarantees in sup norm on α ÞÑ ∆F,α (and therefore fair classifiers) in the entire interval.
4.2 Statistical Guarantees and Training Algorithm
We now prove statistical guarantees for the maximization of pLΛpsq, the empirical counterpart of LΛ:zAUCHs,Gs ´řmHk“1 λpkqH ˇˇ p∆H,αpkqH psqˇˇ´řmGk“1 λpkqG ˇˇ p∆G,αpkqG psqˇˇ,
where p∆H,αpsq “ zROCGp0qs ,Gp1qs pαq ´ α and p∆G,αpsq “ zROCHp0qs ,Hp1qs pαq ´ α for any α P r0, 1s.
We denote by sΛ˚ the maximizer of LΛ over S, and sˆΛ the maximizer of pLΛ over S .
Our analysis relies on the following regularity assumption on the ROC curve.
Assumption 1. The class S of scoring functions take values in p0, T q for some T ą 0, and the family
of cdfs K “ tGpzqs , Hpzqs : s P S, z P t0, 1uu satisfies: (a) any K P K is continuously differentiable,
and (b) there exists b, B ą 0 s.t. @pK, tq P K ˆ p0, T q, b ď |K 1ptq| ď B. The latter condition is
satisfied when scoring functions do not have flat or steep parts, see [14] (Remark 7) for a discussion.
Theorem 3. Under Assumption 1 and those of Theorem 2, for any δ ą 0, n ą 1, w.p. ě 1´ δ:
2 ¨ rLΛpsΛ˚q ´ LΛppsΛqs ď C p1{2` 2CΛ,KqbVn ` 2 p1` 3CΛ,Kqb logp19{δqn´1 `Opn´1q,
where CΛ,K “ p1`B{bqpλ¯H ` λ¯Gq, with λ¯H “ řmHk“1 λpkqH and λ¯G “ řmGk“1 λpkqG .
Theorem 3 generalizes the learning rate of Op1{?nq of Theorem 2 to ranking under ROC-based
constraints. Like Theorem 2, its proof relies on results on U -processes, but further requires a study of
the deviations of the empirical ROC curve seen as ratios of empirical processes indexed by Sˆr0, 1s.
In that regard, our analysis builds upon the decomposition proposed in [26], which enables the
derivation of uniform bounds over S ˆ r0, 1s from results on standard empirical processes [41].
Training algorithm. To maximize LˆΛ, we can use a similar stochastic gradient descent procedure as
the one introduced in Section 3.3. We refer to the supplementary material for more details.
5 Experiments
We have experimented with our algorithms on real and synthetic data, with various AUC and ROC-
based fairness constraints. In general, our empirical results show that our approaches consistently
balance ranking performance and the chosen notion of fairness. Due to space limitations, we refer to
the supplementary for the presentation of all results and details on the setup. We present here a subset
of our results which we think nicely illustrate the differences between AUC and ROC-based fairness
and how they can be used to achieve a trade-off between ranking performance and the desired notion
of fairness in practical use-cases. Fig. 1 shows ROC curves for 2-layer neural scoring functions
learned with and without fairness constraints on 2 real datasets: Compas and Adult (used e.g. in [20]).
Compas is a recidivism prediction dataset, where the sensitive variable is Z “ 1 if the individual
is categorized as African-American and 0 otherwise. As being labeled positive (i.e., recidivist) is
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Figure 1: ROC curves for Adult and Compas for a score learned without and with fairness constraints.
On all plots, dashed and solid lines represent respectively training and test sets. Black curves represent
ROCHs,Gs , and above the curves we report the corresponding ranking performance AUCHs,Gs .
a disadvantage, we consider the AUC-based constraint in Eq. (3) to force the probabilities that a
negative from a given group is mistakenly ranked higher than a positive to be the same across groups.
While the scoring function learned without fairness constraint systematically makes more ranking
errors for non-recidivist African-Americans, we can see that the AUC-constraint achieves its goal
as it makes the area under ROC
H
p1q
s ,Gs
and ROC
H
p0q
s ,Gs
very similar. We can however see that
slightly more of such errors are still made in the first quartile of the scores. As an alternative to AUC-
based fairness, we thus configure our ROC-based fairness constraints to align the distributions of
positives and negatives across both groups by penalizing solutions with high |∆G,1{8psq|, |∆G,1{4psq|,
|∆H,1{8psq| and |∆H,1{4psq|. In line with our theoretical analysis (see the discussion in Section 4.1),
we can see from ROC
G
p0q
s ,G
p1q
s
and ROC
H
p0q
s ,H
p1q
s
that it suffices to impose equality of the positive and
negative distributions in the entire interval r0, 1{4s of interest. In turn, ROC
H
p1q
s ,Gs
and ROC
H
p0q
s ,Gs
become essentially equal in this region as desired. Note that on this dataset, both the AUC and ROC
constraints are achieved with minor impact on the ranking performance, as seen from the AUC scores.
We now turn to Adult, an income prediction dataset where Z denotes the gender (Z “ 0 for woman)
and a positive label indicates that the person makes over $50K/year. For this dataset, we plot
ROC
H
p1q
s ,G
p0q
s
and ROC
H
p0q
s ,G
p1q
s
and observe that without fairness constraint, men who make less
than $50K are much more likely to be mistakenly ranked above a woman who actually makes more,
than the other way around. The learned score thus reproduces a common gender bias. To fix this,
the appropriate notion of AUC-based fairness is Eq. (5): we can see that it successfully equates the
area under ROC
H
p1q
s ,G
p0q
s
and ROC
H
p0q
s ,G
p1q
s
. Note however that this comes at the cost of introducing
a small bias against men in the top scores. As can be seen from ROC
H
p0q
s ,H
p1q
s
and ROC
G
p0q
s ,G
p1q
s
,
positive women now have higher scores overall than positive men, while negative men have higher
scores than negative women. These observations illustrate the limitations of AUC-based fairness
discussed in Section 4. To address them, we use the same ROC constraints as we did in Compas
so as to align the distributions of positives and negatives of each group in r0, 1{4s, which is again
achieved almost perfectly in the entire interval. While the degradation in ranking performance is more
noticeable on this dataset, a clear advantage from ROC-based fairness in both datasets is that the
obtained scoring function can be thresholded to obtain fair classifiers at a wide range of thresholds.
6 Conclusion
In this paper, we considered the issue of fairness for scoring functions learned from binary labeled
data. We proposed general notions of fairness based on the AUC criterion and the ROC curves, and
provided statistical guarantees for scoring functions learned via empirical AUC maximization under
such fairness constraints. From a practical perspective, we showed how to implement stochastic
gradient descent algorithms to solve these problems and illustrated our concepts and methods via
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numerical experiments. We point out that our framework can be extended to precision-recall curves
(as they are a function of the FPR and TPR [18]) and to similarity ranking, a variant of bipartite
ranking covering applications like biometric identification [44]. In future work, we plan to investigate
how the unrelaxed versions of our fairness constraints can be incorporated to ROC curve optimization
algorithms based on recursive partitioning, such as those developed in [13, 16].
Broader Impact
Our work proposes different approaches to learn fair scoring functions. The ideas presented here
could be applied to a wide range of real-world applications that have a scoring or ranking component.
In this context, it is well known that learning on historical data can induce systemic discrimination of
specific social groups. Our work proposes flexible techniques to explicitly correct these biases, which
is necessary to make the deployment of scoring algorithms more acceptable.
On the other hand, due the moral nature of fairness, there is a lack of consensus on what makes a
system fair, see for instance the debate around affirmative action. In machine learning, this is reflected
through the many definitions of fairness introduced in recent years. In that context, our work is at risk
of being exploited to advertise a system as fair, even though it did not select the notion of fairness
that matches societal expectations or did not balance appropriately fairness with ranking performance.
Our generalization guarantees further run the risk of being interpreted as a mean to select fairness
constraints, although they hold for all data distributions and therefore cannot be expected to accurately
predict the observed trade-offs between fairness and ranking performance for specific datasets.
While we discussed the application of our methodology to real data, it is clear that more applied
research is needed to mitigate these issues by proposing a principled data-driven methodology for
practitioners to select the appropriate notion of fairness for their use-case, while also integrating the
potential costs in terms of ranking performance.
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SUPPLEMENTARY MATERIAL
A Generality of our Family of AUC-Based Fairness Definitions
In this section, we discuss the generality of the framework for AUC-based fairness we introduced in
Section 3.1. We first make the informal claim of Theorem 1 precise. Then, we show how we can
recover AUC-based fairness constraints introduced in previous work. Finally, we give examples of
new fairness constraints that can be expressed with our framework.
Proof of generality. We will show that the family pCΓpsqqΓPR5 covers a wide array of possible
fairness constraints in the form of equalities of the AUC’s between mixtures of the distributions
Dpsq, with:
Dpsq :“ pHp0qs , Hp1qs , Gp0qs , Gp1qs qJ.
Denote by pe1, e2, e3, e4q the canonical basis of R4, as well as the constant vector 1 “ ř4k“1 ek.
Introducing the probability vectors α, β, α1, β1 P P where P “ tv | v P R4`,1Jv “ 1u, we define
the following constraint:
AUCαJDpsq,βJDpsq “ AUCα1JDpsq,β1JDpsq. (8)
Theorem 4 below shows that our general family defined by Eq. (6) compactly captures all relevant
AUC-based fairness constraints while ruling out the ones that are not satisfied when Hp0q “ Hp1q
and Gp0q “ Gp1q. It is proven in Appendix C. Such undesirable fairness constraints are those which
actually give an advantage to one of the groups, such as AUC
G
p0q
s G
p1q
s
“ 2AUCHs,Gs ´ 1 which is a
special case of Eq. (8) that requires the scores of the positives of group 1 to be higher than those of
group 0.
Theorem 4. The following propositions are equivalent:
1. Eq. (8) is satisfied for any measurable scoring function s when Hp0q “ Hp1q, Gp0q “ Gp1q
and µpηpXq “ pq ă 1,
2. Eq. (8) is equivalent to CΓpsq for some Γ P R5,
3. pe1 ` e2qJrpα´ α1q ´ pβ ´ β1qs “ 0.
Recovering existing AUC-based fairness constraints. All AUC-based fairness constraints pro-
posed in previous work (see Section 2.2) can be written as instances of our general definition for a
specific choice of Γ, see Table 1. Note that Γ might depend on the quantities q0, p0, q1, p1.
Expressing new AUC-based fairness constraints. Relevant fairness constraints that have not been
considered in previous work can be expressed using our general formulation. Denoting F p0qs “
p1´ p0qHp0qs ` p0Gp0qs , consider for instance the following constraint:
AUC
F
p0q
s ,G
p0q
s
“ AUC
F
p0q
s ,G
p1q
s
. (9)
It equalizes the expected position of the positives of each group with respect to a reference group
(here group 0). Another fairness constraint of interest is based on the rate of misranked pairs when
one element is in a specific group:
Eps, zq :“p1{2q ¨ PtspXq “ spXq | Y ‰ Y 1, Z “ zu
`PtpspXq ´ spXqqpY ´ Y 1q ą 0 | Y ‰ Y 1, Z “ zu.
The equality Eps, 0q “ Eps, 1q can be seen as the analogue of parity in mistreatment for the task of
ordering pairs, see Eq. (10). It is easy to see that this constraint can be written in the form of Eq. (8)
and that point 1 of Theorem 4 holds, hence it is equivalent to CΓpsq for some Γ P R5.
B Relations Between Fairness in Bipartite Ranking and Fairness in
Classification
In this section, we clarify the relationship between known propositions for fairness in classification
on the one hand, and our AUC-based and ROC-fairness for bipartite ranking on the other hand. In a
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Table 1: Value of Γ “ pΓlq5l“1 for all of the AUC-based fairness constraints in the paper for the
general formulation of Eq. (6).
Eq. Γ1 Γ2 Γ3 Γ4 Γ5
(1) 0 0 1
3
1
3
1
3
(2) 0 0 q0p1´p0q
1´p 0
q1p1´p1q
1´p
(3) 0 0 q0p0
2p
1
2
q1p1
2p
(4) 0 1 0 0 0
(5) 0 0 0 1 0
(9) 0 p0 1´ p0 0 0
nutshell, we show that: (i) if a scoring function s satisfies an AUC-based fairness constraint, there
exists a certain threshold t such that the classifier gs,t obtained by thresholding s at t satisfies fair
classification constraints, and (ii) ROC-based fairness constraints allow to directly control the value
of t for which gs,t is fair, and more generally to achieve classification fairness for a whole range of
thresholds, which is useful to address task-specific operational constraints.
Brief reminder on fairness constraints in binary classification. In binary classification, the goal
is to learn a mapping function g : X ÞÑ t´1,`1u that predicts the output label Y from the input
random variable X as accurately as possible (as measured by an appropriate loss function). Any
classifier g can be defined by its unique acceptance set Ag :“ tx P X | gpxq “ `1u Ă X .
Existing notions of fairness for binary classification (see [46] for a detailed treatment) aim to ensure
that g makes similar predictions (or errors) for the two groups. We mention here the common fairness
definitions that depend on the ground truth label Y . Parity in mistreatment requires that the proportion
of errors is the same for the two groups:
M p0qpgq “M p1qpgq, (10)
where M pzqpgq :“ PtgpXq ‰ Y | Z “ zu. While this requirement is natural, it considers that all
errors are equal: in particular, one can have a high false positive rate (FPR) Hp1qpAgq for one group
and a high false negative rate (FNR) Gp0qpAgq for the other. This can be considered unfair when
acceptance is an advantage, e.g. for job applications. A solution is to consider parity in false positive
rates and/or parity in false negative rates, which respectively write:
Hp0qpAgq “ Hp1qpAgq, and Gp0qpAgq “ Gp1qpAgq. (11)
Pointwise ROC equality and fairness in binary classification. As mentioned in the main text, a
scoring function s : X Ñ R induces an infinite family of binary classifiers gs,t : x ÞÑ 2 ¨ Itspxq ą
tu ´ 1 indexed by thresholds t P R. The following proposition shows that one of those classifiers
satisfies a fairness constraint as soon as appropriate group-wise ROC curves are equal for some value
α P r0, 1s. It is proven in Appendix C.
Proposition 1. Under appropriate conditions on the scorer s (i.e., s P S where S satisfies Assump-
tion 1), we have that:
• If p0 “ p1 and s satisfies
ROC
H
p0q
s ,G
p0q
s
pαq “ ROC
H
p1q
s ,G
p1q
s
pαq (12)
for some α P r0, 1s, then there exists pt0, t1q P p0, T q2, s.t. M p0qpgs,t0q “ M p1qpgs,t1q,
which resembles parity in mistreatment (see Eq. 10).
• If s satisfies
ROC
Hs,G
p0q
s
pαq “ ROC
Hs,G
p1q
s
pαq (13)
for some α P r0, 1s, then gs,t satisfies fairness in FNR (see 11) for some threshold t P p0, T q.
• If s satisfies
ROC
H
p0q
s ,Gs
pαq “ ROC
H
p1q
s ,Gs
pαq (14)
for some α P r0, 1s, then gs,t satisfies parity in FPR (see 11) for some threshold t P p0, T q.
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Relation with AUC-based fairness. For continuous ROCs, the equality between their two AUCs
implies that the two ROCs intersect at some unknown point, as shown by Proposition 2 (a simple
consequence of the mean value theorem) which proof is detailed in Appendix C. Theorem 3.3 in [7]
corresponds to the special case of Proposition 2 when h “ g, h1 ‰ g1.
Proposition 2. Let h, g, h1, g1 be cdfs on R such that ROCh,g and ROCh1,g1 are continuous. If
AUCh,g “ AUCh1,g1 , then there exists α P p0, 1q, such that ROCh,gpαq “ ROCh1,g1pαq.
Proposition 2, combined with Proposition 1, implies that when a scoring function s satisfies some
AUC-based fairness constraint, there exists a threshold t P R inducing a non-trivial classifier
gs,t :“ signpspxq ´ tq that satisfies some notion of fairness for classification at some unknown
threshold t. For example, it is straightforward from Proposition 1 and Proposition 2 that:
• Eq. (1) implies parity in mistreatment for some thresholds,
• Eq. (2), Eq. (4) and Eq. (9) all imply parity in FNR for some threshold,
• Eq. (3) implies parity in FPR for some threshold.
The principal drawback of AUC-based fairness constraints is that it guarantees the existence of a
single (unknown) t for which the fair binary classification properties are verified by gs,t, and that the
corresponding ROC point α cannot be easily controlled.
Relation with ROC-based fairness. In contrast to AUC-based fairness, ROC-based fairness allows
to directly control the points α in Proposition 1 at which one obtains fair classifiers as it precisely
consists in enforcing equality of ROC
G
p0q
s ,G
p1q
s
and ROC
H
p0q
s ,H
p1q
s
at specific points.
Furthermore, one can impose the equalities Eq. (12), Eq. (13) and Eq. (14) for several values of α such
that thresholding the score behaves well for many critical situations. Specifically, under Assumption 1,
we prove in Proposition 3 below (see Appendix C for the proof) that pointwise constraints over a
discretization of the interval of interest approximates its satisfaction on the whole interval. This
behavior, confirmed by our empirical results (see Sections 5 and E.3), is relevant for many real-world
problems that requires fairness in binary classification to be satisfied for a whole range of thresholds
t in a specific region. For instance, in biometric verification, one is interested in low false positive
rates (i.e., large thresholds t), see [23] for an evaluation of the fairness of facial recognition systems
in the context of 1:1 verification.
Proposition 3. Under Assumption 1, if DF P tH,Gu s.t. for every k P t1, . . . ,mF u, |∆F,αpkqF psq| ď
, then:
sup
αPr0,1s
ˇˇ
∆F,αpsq
ˇˇ ď ` B ` b
2b
max
kPt0,...,mu
ˇˇ
α
pk`1q
F ´ αpkqF
ˇˇ
,
with the convention αp0qF “ 0 and αpmF`1qF “ 1.
C Proofs of Fairness Constraints Properties
C.1 Proof of Theorem 4
Denote Dpsq “ pD1psq, D2psq, D3psq, D4psqqJ :“ pHp0qs , Hp1qs , Gp0qs , Gp1qs qJ. For any pi, jq P
t1, . . . , 4u2, we introduce the notation:
AUCDi,Dj : s ÞÑ AUCDipsq,Djpsq.
Introduce a function M such that Mpsq P R4ˆ4 for any s : X Ñ R, and for any pi, jq P t1, . . . , 4u,
the pi, jq coordinate of M writes:
Mi,j “ AUCDi,Dj ´ 12 .
First note that, for any s,Mpsq is antisymmetric i.e. Mj,ipsq “ ´Mi,jpsq for any pi, jq P t1, . . . , 4u2.
Then, with pα, βq P P2, we have that:
AUCαJD,βJD “ αJMβ ´ 12 “ xM,αβ
Jy ´ 1
2
,
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where xM,M 1y “ trpMJM 1q is the standard dot product between matrices. Eq. (8) can be written
as:
xM,αβJ ´ α1β1Jy “ 0. (15)
Case of α “ α1 and β ´ β1 “ δpei ´ ejq.
Consider the specific case where α “ α1 and β ´ β1 “ δpei ´ ejq with i ‰ j and δ ‰ 0, then
xM,αpβ ´ β1qJy “ δKpαqi,j ,
where:
K
pαq
i,j “ xM,αpei ´ ejqJy “
4ÿ
k“1
αk
“
AUCDk,Di ´AUCDk,Dj
‰
,
“ pαi ` αjq
„
1
2
´AUCDi,Dj

`
ÿ
kRti,ju
αk
“
AUCDk,Di ´AUCDk,Dj
‰
,
The preceding definition implies that Kpαqi,j “ ´Kpαqj,i . Using
řK
k“1 αk “ 0, we can express every
K
pαq
i,j as a linear combinations of the Cl’s plus a remainder, precisely:
K
pαq
1,2 “ ´pα1 ` α2qC1 ´ α3pC3 ` C4q ´ α4pC4 ` C5q,
K
pαq
1,3 “
ˆ
1
2
´AUCD1,D3
˙
` α2p´C1 ` C3 ` C4q ` α4p´C2 ` C3q,
K
pαq
1,4 “
ˆ
1
2
´AUCD1,D4
˙
` α2p´C1 ` C4 ` C5q ` α3pC2 ´ C3 ´ C4q,
K
pαq
2,3 “
ˆ
1
2
´AUCD2,D3
˙
` α1pC1 ´ C3 ´ C4q ` α4p´C2 ` C5q,
K
pαq
2,4 “
ˆ
1
2
´AUCD2,D4
˙
` α1pC1 ´ C4 ´ C5q ` α3pC2 ´ C5q,
K
pαq
3,4 “ pα3 ` α4qC2 ` α1C3 ` α2C5.
Hence, it suffices that ti, ju “ t1, 2u or ti, ju “ t3, 4u for Eq. (15) to be equivalent to CΓ for some
Γ P R5.
Case of α “ α1.
Any of the β ´ β1 can be written as a positive linear combination of ei ´ ej with i ‰ j, since:
β ´ β1 “ 1
4
ÿ
i‰j
`
βi ` β1j
˘ pei ´ ejq ,
which means that, since Kpαqi,j “ ´Kpαqj,i :
xM,αpβ ´ β1qJy “ 1
4
ÿ
i‰j
`
βi ` β1j
˘
K
pαq
i,j “
1
4
ÿ
iăj
`rβi ´ βjs ´ rβ1i ´ β1js˘Kpαqi,j . (16)
Note that any linear combination of the Kpαq1,3 , K
pαq
1,4 , K
pαq
2,3 and K
pαq
2,4 :
γ1 ¨Kpαq1,3 ` γ2 ¨Kpαq1,4 ` γ3 ¨Kpαq2,3 ` γ4 ¨Kpαq2,4 ,
where γ P R4 with 1Jγ “ 0 can be written as a weighted sum of the Cl for l P t1, . . . , 5u.
Hence, it suffices that β1 ` β2 “ β11 ` β12 for Eq. (16) to be equivalent to some CΓ for some Γ P R5.
General case.
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Note that, using the antisymmetry of M and Eq. (16):
xM,αβJ ´ α1β1Jy “ xM,αpβ ´ β1qJy ` xM, pα´ α1qβ1Jy,
“ xM,αpβ ´ β1qJy ´ xM,β1pα´ α1qJy,
“ 1
4
ÿ
iăj
”`rβi ´ βjs ´ rβ1i ´ β1js˘Kpαqi,j ´ `rαi ´ αjs ´ rα1i ´ α1js˘Kpβ1qi,j ı ,
Hence, it suffices that pe1 ` e2qJrpα´ α1q ´ pβ ´ β1qs “ 0 for Eq. (15) to be equivalent to some CΓ
for some Γ P R5.
Conclusion.
We denote the three propositions of Theorem 4 as P1, P2 and P3.
Assume thatHp0q “ Hp1q,Gp0q “ Gp1q and µpηpXq “ 1{2q ă 1, thenCl “ 0 for any l P t1, . . . , 5u,
which gives:
xMpsq, αβJ ´ α1β1Jy
“ 1
4
ˆ
1
2
´AUCHs,Gs
˙¨˝ ÿ
iPt1,2u
ÿ
jPt3,4u
“`rβi ´ βjs ´ rβ1i ´ β1js˘´ `rαi ´ αjs ´ rα1i ´ α1js˘‰‚˛,
“
ˆ
1
2
´AUCHs,Gs
˙
pe1 ` e2qJrpα´ α1q ´ pβ ´ β1qs,
It is known that:
AUCHη,Gη “ 12 `
1
4pp1´ pq
ĳ ∣∣ηpxq ´ ηpx1q∣∣dµpxqdµpx1q,
which means that AUCHη,Gη “ 1{2 implies that ηpXq “ p almost surely (a.s.), and the converse is
true.
Assume P1 is true, then AUCHη,Gη ą 1{2, hence pe1 ` e2qJrpα ´ α1q ´ pβ ´ β1qs “ 0 because
Eq. (15) is verified for η, and we have shown P1 ùñ P3.
Assume P3 is true, then xM,αβJ´α1β1Jy writes as a linear combination of the Cl’s, l P t1, . . . , 5u,
and we have shown that P3 ùñ P2.
Assume P2 is true, then observe that if Hp0q “ Hp1q and Gp0q “ Gp1q, then any CΓ is satisfied for
any Γ P R5, and we have shown that P2 ùñ P1, which concludes the proof.
C.2 Proof of Proposition 1
We go over each case.
Case of Eq. (12). Eq. (12) also writes:
Gp0qs ˝
´
Hp0qs
¯´1 pαq “ Gp1qs ˝ ´Hp1qs ¯´1 pαq,
Introduce tz “ pHpzqs q´1pαq then Gpzqs ptzq “ Hpzqs ptzq “ α for any z P t0, 1u, since Hpzqs is
increasing. Also,
M pzqpgs,tz q “ Ptgs,tz pXq ‰ Y | Z “ zu “ pzGpzqs ptzq ` p1´ pzqp1´Hpzqs ptzqq “ p2α´ 1qpz ` p1´ αq,
which implies the result.
Case of Eq. (13). Eq. (13) also writes:
Gp0qs ˝H´1s pαq “ Gp1qs ˝H´1s pαq,
which translates to:
Gp0q
`
spXq ď H´1s pαq
˘ “ Gp1q `spXq ď H´1s pαq˘ ,
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hence gs,t satisfies fairness in FNR (Eq. (11)) for the threshold t “ H´1s pαq.
Case of Eq. (14). Eq. (14) also writes:
Gs ˝ pHp0qs q´1pαq “ Gs ˝ pHp1qs q´1pαq,
which implies, since Gs, H
p0q
s and H
p1q
s are increasing:
Hp0qs ˝ pHp0qs q´1pαq “ Hp1qs ˝ pHp0qs q´1pαq,
and:
Hp0q
´
spXq ą pHp0qs q´1pαq
¯
“ Hp1q
´
spXq ą pHp0qs q´1pαq
¯
,
hence gs,t satisfies fairness in FPR (Eq. (11)) for the threshold t “ pHp0qs q´1pαq.
C.3 Proof of Proposition 2
Consider f : r0, 1s ÞÑ r´1, 1s: fpαq “ ROCh,gpαq ´ ROCh1,g1pαq, it is continuous, hence
integrable, and with:
F ptq “
ż t
0
fpαqdt,
Note that F p1q “ AUCh,g ´ AUCh1,g1 “ 0 “ F p0q. The mean value theorem implies that there
exists α P p0, 1q such that:
ROCh,gpαq “ ROCh1,g1pαq.
C.4 Proof of Proposition 3
For any F P tH,Gu, note that:
sup
αPr0,1s
|∆F,αpsq| ď max
kPt0,...,mu
sup
xPrαpkqF ,αpk`1qF s
|∆F,αpsq|.
ROC
F
p0q
s ,F
p1q
s
is differentiable, and its derivative is bounded by B{b. Indeed, for any K1,K2 P
K, since K1 is continuous and increasing, the inverse function theorem implies that pK1q´1 is
differentiable. It follows that K2 ˝K´11 is differentiable and that its derivative satisfies:`
K2 ˝K´11
˘1 “ K 12 ˝K´11
K 11 ˝K´11
ď B
b
.
Let k P t0, . . . ,mu, and α P rαpkqF , αpk`1qF s. Since α ÞÑ ∆F,αpsq is continuously differentiable, then
α simultaneously satisfies, with the assumption that |∆
F,α
pkq
F
psq| ď  for any k P t1, . . . ,Ku:
|∆F,αpsq| ď `
ˆ
1` B
b
˙ ∣∣∣αpkqF ´ α∣∣∣ and |∆F,αpsq| ď ` ˆ1` Bb
˙ ∣∣∣α´ αpk`1qF ∣∣∣,
which implies that |∆F,αpsq| ď ` p1`B{bq
∣∣∣αpk`1qF ´ αpkqF ∣∣∣{2.
Finally, we have shown that:
sup
αPr0,1s
|∆F,αpsq| ď ` B ` b
2b
max
kPt0,...,mu
∣∣∣αpk`1qF ´ αpkqF ∣∣∣.
D Proofs of Generalization Bounds
D.1 Definitions
We recall a few useful definitions.
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Definition 2 (VC-major class of functions – 41). A class of functionsF such that @f P F , f : X Ñ R
is called VC-major if the major sets of the elements in F form a VC-class of sets in X . Formally, F
is a VC-major class if and only if:
ttx P X | fpxq ą tu | f P F , t P Ru is a VC-class of sets.
Definition 3 (U -statistic of degree 2 – 29). Let X be some measurable space and V1, . . . , Vn i.i.d.
random variables valued in X and K : X 2 Ñ R a measurable symmetric mapping s.t. hpV1, V2q is
square integrable. The functional Unphq “ p1{npn´1qqři‰j hpVi, Vjq is referred to as a symmetric
U -statistic of degree two with kernel h. It classically follows from Lehmann-Scheffé’s lemma that it is
the unbiased estimator of the parameter ErhpV1, V2qs with minimum variance.
D.2 Proof of Theorem 2
Usual arguments imply that: Lλps˚λq´Lλppsλq ď 2¨supsPS ∣∣∣pLλpsq ´ Lλpsq∣∣∣. Introduce the quantities:
p∆ “ sup
sPS
∣∣∣zAUCHs,Gs ´AUCHs,Gs∣∣∣, p∆0 “ sup
sPS
∣∣∣zAUCHp0qs ,Gp0qs ´AUCHp0qs ,Gp0qs ∣∣∣,
and p∆1 “ sup
sPS
∣∣∣zAUCHp1qs ,Gp1qs ´AUCHp1qs ,Gp1qs ∣∣∣.
The triangular inequality implies that: supsPS
∣∣∣pLλpsq ´ Lλpsq∣∣∣ ď p∆` λp∆0 ` λp∆1.
Case of p∆: Note that:zAUCHs,Gs “ pnpn´ 1q{2n`n´q ¨ pUKpsq,
where pUKpsq “ 2
npn´ 1q
ÿ
1ďiăjďn
KppspXiq, Yi, Ziq, pspXjq, Yj , Zjqq,
and Kppt, y, zq, pt1, y1, z1qq “ Itpy ´ y1qpt ´ t1q ą 0u ` p1{2q ¨ Ity ‰ y1, t “ t1u. The quantitypUKpsq is a known type of statistic and is called a U -statistic, see Definition 3 for the definition and
[29] for an overview. We write UKpsq :“ ErpUKpsqs “ 2pp1´ pqAUCHs,Gs .
Following [17], we have the following lemma.
Lemma 1. (17, Corollary 3) Assume that S is a VC-major class of functions (see Definition 2) with
finite VC dimension V ă `8. We have w.p. ě 1´ δ: @n ą 1,
sup
SPS
ˇˇˇ pUKpsq ´ UKpsqˇˇˇ ď 2CcV
n
` 2
c
logp1{δq
n´ 1 , (17)
where C is a universal constant, explicited in [9] (page 198 therein).
Introducing pm :“ n`n´{n2 ´ pp1´ pq, we have that, since supsPS |pUKpsq| ď 2n`n´{pnpn´ 1qq:
p∆ ď ∣∣∣∣npn´ 1q2n`n´ ´ 12pp1´ pq
∣∣∣∣ ¨ sup
sPS
∣∣∣pUKpsq∣∣∣` 1
2pp1´ pq ¨ supsPS
∣∣∣pUKpsq ´ UKpsq∣∣∣,
ď 1
pp1´ pq
∣∣∣∣pm` n`n´n2pn´ 1q
∣∣∣∣` 12pp1´ pq ¨ supsPS
∣∣∣pUKpsq ´ UKpsq∣∣∣.
The properties of the shatter coefficient described in [24] (Theorem 1.12 therein) and the fact that S
is VC major, imply that the class of sets: tppx, yq, px1, y1qq | pspxq ´ spx1qqpy ´ y1q ą 0usPS is VC
with dimension V .
The right-hand side term above is covered by Lemma 1, and we deal now with the left-hand side
term.
Hoeffding’s inequality implies, that w.p. ě 1´ δ, we have that, for all n ě 1,∣∣∣n`
n
´ p
∣∣∣ ď
d
logp 2δ q
2n
. (18)
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Since n´ “ n´ n`, we have that:
pm “ p1´ 2pq´n`
n
´ p
¯
´
´n`
n
´ p
¯2
.
It follows that:∣∣∣∣pm` n`n´n2pn´ 1q
∣∣∣∣ ď |pm|` 14pn´ 1q ď p1´ 2pq
c
logp2{δq
2n
`Anpδq,
where Anpδq “ logp2{δq2n ` 14pn´1q “ O
`
n´1
˘
.
Finally, a union bound between Eq. (17) and Eq. (18) gives that, using the majoration 1{p2nq ď
1{pn´ 1q: w.p. ě 1´ δ, for any n ą 1:
pp1´ pq ¨ p∆ ď CcV
n
` 2p1´ pq
c
logp3{δq
n´ 1 `Anp2δ{3q. (19)
Case of p∆0: Note that: zAUC
H
p0q
s ,G
p0q
s
“
´
npn´ 1q{2np0q` np0q´
¯
¨ pUKp0qpsq,
where Kp0qppt, y, zq, pt1, y1, z1qq “ Itz “ 0, z1 “ 0u ¨Kppt, y, zq, pt1, y1, z1qq. We denote:
UKp0qpsq :“ ErpUKp0qpsq “ 2q20p0p1´ p0q ¨AUCHp0qs ,Gp0qs .
Following the proof of the bound for p∆, introducing pm0 :“ np0q` np0q´ {n2 ´ q20p0p1´ p0q,
p∆0 ď 1
q20p0p1´ p0q
∣∣∣∣∣pm0 ` n
p0q
` n
p0q
´
n2pn´ 1q
∣∣∣∣∣` 12q20p0p1´ p0q ¨ supsPS
∣∣∣pUKp0qpsq ´ UKp0qpsq∣∣∣.
The right-hand side term above is once again covered by Lemma 1. We deal now with the left-hand
side term, note that:
pm0 “ np0q` np0q
n2
´ q20p0 ´
¨˝«
n
p0q
`
n
ff2
´ q20p20‚˛,
“ q0p0
ˆ
np0q
n
´ q0
˙
` q0p1´ 2p0q
˜
n
p0q
`
n
´ q0p0
¸
`
˜
n
p0q
`
n
´ q0p0
¸ˆ
np0q
n
´ q0
˙
´
˜
n
p0q
`
n
´ q0p0
¸2
.
A union bound of two Hoeffding inequalities gives that w.p. ě 1 ´ δ, for any n ą 1, we have
simultaneously: ∣∣∣∣np0qn ´ q0
∣∣∣∣ ď
c
logp4{δq
2n
and
∣∣∣∣∣n
p0q
`
n
´ q0p0
∣∣∣∣∣ ď
c
logp4{δq
2n
. (20)
It follows that:∣∣∣∣∣pm0 ` n
p0q
` n
p0q
´
n2pn´ 1q
∣∣∣∣∣ ď |pm0|`
∣∣∣∣∣
`
np0q
˘2
4n2pn´ 1q
∣∣∣∣∣ ď q0p1´ p0q
c
logp4{δq
2n
`Bnpδq,
where Bnpδq “ 14pn´1q ` logp4{δqn .
Finally, a union bound between Eq. (17) and Eq. (20) gives, using the majoration 1{p2nq ď 1{pn´1q:
w.p. ě 1´ δ, for any n ą 1:
q20p0p1´ p0q ¨ p∆0 ď CcVn ` p1` q0p1´ p0qq
c
logp5{δq
n
`Bnp4δ{5q. (21)
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Case of p∆1:
One can prove a similar result as Eq. (21) for p∆1: w.p. ě 1´ δ, for any n ą 1:
q21p1p1´ p1q ¨ p∆1 ď CcVn ` p1` q1p1´ p1qq
c
logp5{δq
n
`Bnp4δ{5q. (22)
Conclusion:
Under the assumption minzPt0,1uminyPt´1,1u PtY “ y, Z “ zu ě , note that minpp, 1´ pq ě 2.
A union bound between Eq. (19), Eq. (21), and Eq. (22). gives that: for any δ ą 0 and for all n ą 1,
w.p. ě 1´ δ,
2 ¨ pLλps˚λq ´ Lλppsλqq ď CcVn ¨
ˆ
4λ` 1
2
˙
`
c
logp13{δq
n´ 1 ¨
´
4λ` p4λ` 2q
¯
`Opn´1q,
which concludes the proof.
D.3 Proof of Theorem 3
Usual arguments imply that: LΛpsΛ˚q ´LΛppsΛq ď 2 ¨ supsPS ∣∣∣pLΛpsq ´ LΛpsq∣∣∣. As in Appendix D.2,
the triangle inequality implies that:∣∣∣pLΛpsq ´ LΛpsq∣∣∣
ď
∣∣∣zAUCHs,Gs ´AUCHs,Gs∣∣∣` mHÿ
k“1
λ
pkq
H
∣∣∣∣∣∣p∆H,αkpsq∣∣∣´ |∆H,αkpsq|∣∣∣` mGÿ
k“1
λ
pkq
G
∣∣∣∣∣∣p∆G,αkpsq∣∣∣´ |∆G,αkpsq|∣∣∣,
ď
∣∣∣zAUCHs,Gs ´AUCHs,Gs∣∣∣` mHÿ
k“1
λ
pkq
H
∣∣∣p∆H,αkpsq ´∆H,αkpsq∣∣∣` mGÿ
k“1
λ
pkq
G
∣∣∣p∆G,αkpsq ´∆G,αkpsq∣∣∣.
It follows that:
sup
sPS
∣∣∣pLΛpsq ´ LΛpsq∣∣∣ ď sup
sPS
∣∣∣zAUCHs,Gs ´AUCHs,Gs ∣∣∣` λ¯H ¨ sup
s,αPSˆr0,1s
∣∣∣p∆H,αpsq ´∆H,αpsq∣∣∣
` λ¯G ¨ sup
s,αPSˆr0,1s
∣∣∣p∆G,αpsq ´∆G,αpsq∣∣∣,
and each of the terms is studied independently. The first term is already dealt with in Appendix D.2,
and the second and third terms have the same nature, hence we choose to focus on p∆G,αpsq´∆G,αpsq.
Note that:p∆G,αpsq ´∆G,αpsq,
“ zROC
G
p0q
s ,G
p1q
s
pαq ´ ROC
G
p0q
s ,G
p1q
s
pαq,
“
„
Gp1qs ˝
´
Gp0qs
¯´1 ´ pGp1qs ˝ ´ pGp0qs ¯´1 p1´ αq,
“
„
Gp1qs ˝
´
Gp0qs
¯´1 ´Gp1qs ˝ ´ pGp0qs ¯´1 p1´ αqlooooooooooooooooooooooooooooomooooooooooooooooooooooooooooon
T1ps,αq
`
„
Gp1qs ˝
´ pGp0qs ¯´1 ´ pGp1qs ´ pGp0qs ¯´1 p1´ αqloooooooooooooooooooooooooooomoooooooooooooooooooooooooooon
T2ps,αq
.
Hence:
sup
s,αPSˆr0,1s
∣∣∣p∆G,αpsq ´∆G,αpsq∣∣∣ ď sup
s,αPSˆr0,1s
|T1ps, αq|` sup
s,αPSˆr0,1s
|T2ps, αq|,
and we study each of these two terms independently.
Dealing with sups,αPSˆr0,1s|T1ps, αq|.
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Introduce the following functions, for any z P t0, 1u:
pU pzqn,sptq :“ 1n
nÿ
i“1
ItYi “ `1, Zi “ z, spXiq ď tu and U pzqn,sptq :“ E
”pU pzqn,sptqı ,
then pGpzqs ptq “ pn{npzq` q ¨ pU pzqn,sptq and Gpzqs ptq “ p1{qzpzq ¨ U pzqn,sptq for any t P p0, T q.
The properties of the generalized inverse of a composition of functions (see [42], Lemma 21.1, page
304 therein) give, for any u P r0, 1s:´ pGp0qs ¯´1 puq “ ´pU p0qn,s¯´1
˜
n
p0q
` u
n
¸
. (23)
The assumption on K implies that Gp0qs is increasing. Define kp0qs “ Gp0qs ˝ s, for any t P p0, T q, we
have: pU p0qn,sptq “ pUn,kp0qs ´Gp0qs ptq¯ . (24)
Combining Eq. (23) and Eq. (24), we have, for any u P r0, 1s:´ pGp0qs ¯´1 puq “ ´Gp0qs ¯´1 ˝ ´pU p0qn,kp0qs ¯´1
˜
n
p0q
` u
n
¸
.
Since Gp0qs is continuous and increasing, the inverse function theorem implies that pGp0qs q´1 is
differentiable. It follows that:
d
du
´
Gp1qs ˝ pGp0qs q´1puq
¯
“
´
G
p1q
s
¯1 ´pGp0qs q´1puq¯´
G
p0q
s
¯1 ´pGp0qs q´1puq¯ ď
B
b
,
and the mean value inequality implies:
sup
s,αPSˆr0,1s
|T2ps, αq| ď pB{bq ¨ sup
s,αPSˆr0,1s
∣∣∣∣∣´pU p0qn,kp0qs ¯´1
˜
n
p0q
` α
n
¸
´ α
∣∣∣∣∣.
Conditioned upon the Zi’s and Yi’s, the quantity
?
n
˜˜
n
n
p0q
`
¸
Uˆ
p0q
n,k
p0q
s
pαq ´ α
¸
,
is a standard empirical process, and it follows from [38] (page 86 therein), that:
sup
αPr0,1s
∣∣∣∣∣´pU p0qn,kp0qs ¯´1
˜
n
p0q
` α
n
¸
´ α
∣∣∣∣∣ “ supαPr0,1s
∣∣∣∣∣ nnp0q` pU p0qn,kp0qs pαq ´ α
∣∣∣∣∣.
Similar arguments as those seen in Appendix D.2 imply:
sup
s,αPSˆr0,1s
|T2ps, αq| ď pB{bq ¨ sup
s,αPSˆr0,1s
∣∣∣∣∣ nnp0q` pU p0qn,kp0qs pαq ´ α
∣∣∣∣∣,
ď B
bq0p0
¨
∣∣∣∣∣n
p0q
`
n
´ q0p0
∣∣∣∣∣` Bbq0p0 ¨ sups,αPSˆr0,1s
∣∣∣pU p0q
n,k
p0q
s
pαq ´ q0p0α
∣∣∣,
A standard learning bound (see [8], Theorem 3.2 and 3.4 page 326-328 therein) implies that: for any
δ ą 0, n ą 0, w.p. ě 1´ δ,
sup
s,αPSˆr0,1s
∣∣∣pU p0q
n,k
p0q
s
pαq ´ U p0q
n,k
p0q
s
pαq
∣∣∣ ď CcV
n
`
c
2 logp2{δq
n
, (25)
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where C is a universal constant.
A union bound between Eq. (25) and a standard Hoeffding inequality for np0q` gives: for any
δ ą 0, n ą 1, w.p. ě 1´ δ,
sup
sPS
|T2ps, αq| ď BC
bq0p0
c
V
n
` 3B
bq0p0
c
logp4{δq
2n
. (26)
Dealing with sups,αPSˆr0,1s|T2ps, αq|.
We recall that pGpzqs ptq “ pn{npzq` q ¨ pU pzqn,sptq and Gpzqs ptq “ p1{qzpzq ¨ U pzqn,sptq for any t P p0, T q.
First note that, using the same type of arguments as in Appendix D.2:
sup
s,αPSˆr0,1s
|T1ps, αq| ď sup
s,tPSˆp0,T q
∣∣∣ pGp1qs ptq ´Gp1qs ptq ∣∣∣,
ď 1
q1p1
∣∣∣∣∣n
p1q
`
n
´ q1p1
∣∣∣∣∣` 1q1p1 ¨ sups,tPSˆp0,T q
∣∣∣pU p1qn,sptq ´ U p1qn,sptq∣∣∣.
The same arguments as for Eq. (25) apply, which means that: for any δ ą 0, n ą 0, w.p. ě 1´ δ,
sup
s,tPSˆp0,T q
∣∣∣pU p1qn,sptq ´ U p1qn,sptq∣∣∣ ď CcVn `
c
2 logp2{δq
n
, (27)
where C is a universal constant.
A union bound of Eq. (27) and a standard Hoeffding inequality for np1q` finally imply that: for any
δ ą 0, n ą 1,
sup
sPS
|T1ps, αq| ď C
q1p1
c
V
n
` 3
q1p1
c
logp4{δq
2n
. (28)
Conclusion.
Combining Eq. (26) and Eq. (28), one obtains that: for any δ ą 0, n ą 1, w.p. ě 1´ δ,
sup
s,αPSˆr0,1s
∣∣∣p∆G,αpsq ´∆G,αpsq∣∣∣ ď C ˆ 1
q1p1
` B
bq0p0
˙c
V
n
`
ˆ
3
q1p1
` 3B
bq0p0
˙c
logp8{δq
2n
.
(29)
and a result with similar form can be shown for sups,αPSˆr0,1s
∣∣∣p∆H,αpsq ´∆H,αpsq∣∣∣ by following
the same steps.
Under the assumption minzPt0,1uminyPt´1,1u PtY “ y, Z “ zu ě , a union bound between
Eq. (29), its equivalent for p∆H,α and Eq. (19) gives, with the majoration 1{p2nq ď 1{pn´ 1q: for
any δ ą 0, n ą 1, w.p. ě 1´ δ,
2 ¨ pLΛpsΛ˚q ´ LΛppsΛqq ď 2ˆ1` 3pλ¯H ` λ¯Gq „1` Bb
˙c
logp19{δq
n´ 1
` C
ˆ
1
2
` 2pλ¯H ` λ¯Gq
„
1` B
b
˙c
V
n
`Opn´1q,
which concludes the proof.
E Additional Experimental Results and Details
E.1 Details on the Training Algorithms
General principles.
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Maximizing directly pLλ by gradient ascent (GA) is not feasible, since the criterion is not continuous,
hence not differentiable. Hence, we decided to approximate any indicator function x ÞÑ Itx ą 0u by
a logistic function σ : x ÞÑ 1{p1` e´xq.
We learn with stochastic gradient descent using batches BN of N elements sampled with replacement
in the training set Dn “ tpXi, Yi, Ziquni“1, with BN “ tpxi, yi, ziquNi“1. We assume the existence
of a small validation dataset Vm, with Vm “ tpxpvqi , ypvqi , zpvqi qumi“1. In practice, one splits a total
number of instances n`m between the train and validation dataset.
The approximation of zAUCHs,Gs on the batch writes:
ĆAUCHs,Gs “ 1N`N´ ÿiăj σ rpspxiq ´ spxjqqpyi ´ yjqs ,
where N` :“ řNi“1 Ityi “ `1u “: N ´ N´ is the number of positive instances in the batch.
Similarly, we denote by N pzq` :“ N pzq ´ N pzq´ the number of positive instances of group z in the
batch, with
N pzq :“
Nÿ
i“1
Itzi “ zu and N pzq` :“
Nÿ
i“1
Itzi “ z, yi “ `1u.
Due to the high number of term involved involved in the summation, the computation of ĆAUCHs,Gs
can be very expensive, and we rely on approximations called incomplete U-statistics, which simply
average a random sample of B nonzero terms of the summation, see [29]. We refer to [12, 32] for
details on their statistical efficiency and use in the context of SGD algorithms. Formally, we define
the incomplete approximation with B P N pairs of ĆAUCHs,Gs as:
ĆAUCpBqHs,Gs :“ 1B ÿpi,jqPDB σ rpspxiq ´ spxjqqpyi ´ yjqs ,
where DB is a random set of B pairs in the set of all possible pairs tpi, jq | 1 ď i ă j ď Nu.
For AUC-based constraints (Section 3). Here, we give more details on our algorithm for the case
of the AUC-based constraint Eq. (1). The generalization to other AUC-based fairness constraints is
straightforward. For any z P t0, 1u the relaxation of zAUCHpzq,Gpzq on the batch writes:
ĆAUC
H
pzq
s ,G
pzq
s
“ 1
N
pzq
` N
pzq
´
ÿ
iăj
zi“zj“z
σ rpspxiq ´ spxjqqpyi ´ yjqs .
Similarly as ĆAUCHs,Gs , we introduce the sampling-based approximations ĆAUCpBqHpzqs ,Gpzqs for any
z P t0, 1u.
To minimize the absolute value in Eq. (7), we introduce a parameter c P r´1,`1s, which is modified
slightly every nadapt iterations so that it has the same sign as the evaluation of ΓJCpsq on Vm. This
allows us to write a cost in the form of a weighted sum of AUC’s, with weights that vary during the
optimization process. Precisely, it is defined as:
rLλ,cpsq :“ ´1´ ĆAUCHs,Gs¯` λ ¨ c´ĆAUCHp1qs ,Gp1qs ´ ĆAUCHp0qs ,Gp0qs ¯` λreg2 ¨ ‖W‖22,
where λreg is a regularization parameter and ‖W‖22 is the sum of the squared L2 norms of all of the
weights of the model. The sampling-based approximation of rLλ,c writes:
rLpBqλ,c psq :“ ˆ1´ ĆAUCpBqHs,Gs˙` λ ¨ cˆĆAUCpBqHp1qs ,Gp1qs ´ ĆAUCpBqHp0qs ,Gp0qs ˙` λreg2 ¨ ‖W‖22.
The algorithm is detailed in Algorithm 1, where sng is the sign function, i.e. sgnpxq “ 2Itx ą 0u´ 1
for any x P R.
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Algorithm 1 Practical algorithm for learning with the AUC-based constraint Eq. (1).
Input: training set Dn, validation set Vm
cÐ 0
for i “ 1 to niter do
BN Ð N observations sampled with replacement from Dn
s Ð updated scoring function using a gradient-based algorithm ( e.g. ADAM), using the
derivative of rLpBqλ,c psq on BN
if pniter mod nadaptq “ 0 then
∆AUC Ð zAUCpBvqHp1qs ,Gp1qs ´ zAUCpBvqHp0qs ,Gp0qs computed on Vm
cÐ c` sgnp∆AUCq ¨∆c
cÐ minp1,maxp´1, cqq
end if
end for
Output: scoring function s
For ROC-based constraints (Section 4). We define an approximation of the quantities pHpzqs , pGpzqs
on BN , for any z P t0, 1u, as:
rHpzqs ptq “ 1
N
pzq
´
Nÿ
i“1
Ityi “ ´1, zi “ zu ¨ σpt´ spxiqq,
rGpzqs ptq “ 1
N
pzq
`
Nÿ
i“1
Ityi “ `1, zi “ zu ¨ σpt´ spxiqq.
which can be respectively seen as relaxations of the false positive rate (i.e. sHpzqs ptq “ 1´Hpzqs ptq)
and true positive rate (i.e. sGpzqs ptq “ 1´Gpzqs ptq) at threshold t and conditioned upon Z “ z.
For any F P tH,Gu, k P t1, . . . ,mF u, we introduce a loss `kF which gradients are meant to enforce
the constraint |p∆
F,α
pkq
F
psq| “ 0. This constraint can be seen as one that imposes equality between the
true positive rates and false positive rates for the problem of discriminating between the negatives
(resp. positives) of sensitive group 1 against those of sensitive group 0 when F “ H (resp. F “ G).
An approximation of this problem’s false positive rate (resp. true positive rate) at threshold t isrF p0qs ptq (resp. rF p1qs ptq). Introduce cpkqF as a constant in r´1,`1s and tpkqF as a threshold in R, the
following loss `pkqF seeks to equalize these two quantities at threshold t
pkq
F :
`
pkq
F psq “ cpkqF ¨
´ rF p0qs ´tpkqF ¯´ rF p1qs ´tpkqF ¯¯ .
If the gap between pF p0qs ptpkqF q and pF p1qs ptpkqF q — evaluated on the validation set Vm — is not too
large, the threshold tpkqF is modified slightly every few iterations so that pF p0qs ptpkqF q and pF p1qs ptpkqF q
both approach the target value αpkqF . Otherwise, the parameter c
pkq
F is slightly modified. The precise
strategy to modify cpkqF and t
pkq
F is detailed in Algorithm 2, and we introduce a step ∆t to modify the
thresholds tpkqF .
The final loss writes:
rLΛ,c,tpsq :“ ´1´ ĆAUCHs,Gs¯` 1mH
mHÿ
k“1
λ
pkq
H ¨ `pkqH psq `
1
mG
mGÿ
k“1
λ
pkq
G ¨ `pkqG psq `
λreg
2
¨ ‖W‖22,
and one can define rLpBqΛ,c,t by approximating ĆAUCHs,Gs above by ĆAUCpBqHs,Gs . The full algorithm is
given in Algorithm 2.
Scoring function and optimization. We used a simple neural network of various depth D (D “ 0
corresponds to linear scoring function, while D “ 2 corresponds to a network of 2 hidden layers)
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Algorithm 2 Practical algorithm for learning with ROC-based constraints.
Input: training set Dn, validation set Vm
c
pkq
F Ð 0 for any F P tH,Gu, k P t1, . . . ,mF u
t
pkq
F Ð 0 for any F P tH,Gu, k P t1, . . . ,mF u
for i “ 1 to niter do
BN Ð N observations sampled with replacement from Dn
s Ð updated scoring function using a gradient-based algorithm (e.g. ADAM), using the
derivative of rLpBqΛ,c,tpsq on BN
if pniter mod nadaptq “ 0 then
for any F P tH,Gu, k P t1, . . . ,mF u do
∆
pkq
F Ð pF p0qs ´tpkqF ¯´ pF p1qs ´tpkqF ¯ computed on Vm
Σ
pkq
F Ð pF p0qs ´tpkqF ¯` pF p1qs ´tpkqF ¯´ 2αpkqF computed on Vm
if
∣∣∣ΣpkqF ∣∣∣ ą ∣∣∣∆pkqF ∣∣∣ then
t
pkq
F Ð tpkqF ` sgn
´
Σ
pkq
F
¯
¨∆t
else
c
pkq
F Ð cpkqF ` sgn
´
∆
pkq
F
¯
¨∆c
c
pkq
F Ð min
´
1,max
´
´1, cpkqF
¯¯
end if
end for
end if
end for
Output: scoring function s
where each layer has the same width d (the dimension of the input space), except for the output
layer which outputs a real score. We used ReLU’s as activation functions. To center and scale the
output score we used batch normalization (BN) [see 22, Section 8.7.1 therein] with fixed values
γ “ 1, β “ 0 for the output value of the network. Algorithm 3 gives a formal description of the
network architecture. The intuition for normalizing the output score is that the ranking losses only
depend on the relative value of the score between instances, and the more classification-oriented
losses of ROC-based constraints only depend on a threshold on the score. Empirically, we observed
the necessity of renormalization for the algorithm with ROC-based constraints, as the loss `pkqF is
zero when pF p0qs ptpkqF q “ pF p1qs ptpkqF q P t0, 1u, which leads to scores that drift away from zero during
the learning process, as it seeks to satisfy the constraint imposed by `pkqF . All of the network weigths
were initialized using a simple centered normal random variable with standard deviation 0.01.
For both AUC-based and ROC-based constraints, optimization was done with the ADAM algorithm.
It has an adaptative step size, so we did not modify its default parameters. Refer to [35] for more
details on gradient descent optimization algorithms.
Implementation details. For all experiments, we set aside 40% of the data for validation, i.e.
m “ t0.40pm ` nqu with t¨u the floor function, the batch size to N “ 100 and the parameters of
the loss changed every nadapt “ 50 iterations. For any sampling-based approximation computed on
a batch BN , we set B “ 100, and Bv “ 105 for those on a validation set Vm. The value ∆c was
always fixed to 0.01 and ∆t to 0.001. We used linear scoring functions, i.e. D “ 0, for the synthetic
data experiments, and networks with D “ 2 for real data.
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Algorithm 3 Network architecture.
Input: observation x “ h20 P Rd,
for k “ 1 to D do
Linear layer: hk “WJk h2k´1 ` bk with Wk P Rd,d, bk P Rd,1 learned by GD,
ReLu layer: h2k “ maxp0, h1kq where max is an element-wise maximum,
end for
Linear layer: hD`1 “ wJD`1h2D ` bD`1 with wD`1 P Rd,1, bD`1 P R learned by GD,
BN layer: h1D`1 “ phD`1 ´ µD`1q{σD`1, with µD`1 P R, σD`1 P R running averages,
Output: score spxq of x, with spxq “ h1D`1 P R.
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Figure 2: Plotting Example 1 for q1 “ 17{20. Under the fairness definition Eq. (1), a fair solution
exists for c “ 1{2, but the ranking performance for c ă 1{2 is significantly higher.
The experiments were implemented in Python, and relied extensively on the libraries numpy,
TensorFlow [1], scikit-learn [33] and matplotlib for plots. The code and data can
be found in the following anonymized repository: https://drive.google.com/open?id=
15zWRO6Rsk0rELpH4ozCZ9aAvZrmiSLCa.
E.2 Synthetic Data Experiments
The following examples introduce data distributions that we use to illustrate the relevance of our
approach.
Example 1. Let X “ r0, 1s2. For any x “ px1 x2qJ P X , let µp0qpxq “ µp1qpxq “ 1, as well as
ηp0qpxq “ x1 and ηp1qpxq “ x2. We have µpxq “ 1 and ηpxq “ q0x1 ` q1x2. Consider linear
scoring functions of the form scpxq “ cx1 ` p1 ´ cqx2 parameterized by c P r0, 1s. Fig. 2 plots
AUCHs,Gs and AUCHpzqs ,Gpzqs for z P t0, 1u as a function of c, illustrating the trade-off between
fairness and ranking performance.
Example 2. Set X “ r0, 1s2. For any x P X with x “ px1 x2qJ, set µp0qpxq “ p16{piq ¨Itx2`y2 ď
1{2u, µp1qpxq “ p16{3piq ¨ It1{2 ď x2 ` y2 ď 1u, and ηp0qpxq “ ηp1qpxq “ p2{piq ¨ arctanpx2{x1q.
For all of the synthetic data experiments, our objective is to show that the learning procedure
recovers the optimal scoring function when the dataset is large enough. Each of the 100 runs that we
perform uses independently generated train, validation and test datasets. The variation that we report
on 100 runs hence includes that of the data generation process. For each run, we chose a total of
n`m “ 10, 000 points for the train and validation sets and a test dataset of size ntest “ 20, 000. Both
algorithms ran for niter “ 10, 000 iterations, and with the same regularization strength λreg “ 0.01.
Example 1. First, we illustrate learning with the AUC constraint in Eq. (1) on the simple problem in
Example 1. Our experiment shows that we can effectively find trade-offs between ranking accuracy
and satisfying Eq. (1) using the procedure described in Algorithm 1.
The final solutions of Algorithm 1 with two different values of λ, parameterized by c, are shown
in Fig. 3. A representation of the value of the corresponding scoring functions on r0, 1s ˆ r0, 1s is
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provided in Fig. 4. The median ROC curves for two values of λ over 100 independent runs are shown
in Fig. 5, with pointwise 95% confidence intervals.
0.0 0.2 0.4 0.6 0.8 1.0
c
0.2
0.4
0.6
0.8
L (sc), = 0.0
L (sc), = 1.0
GD solution
Figure 3: For Example 1, Lλpscq as a function of c P r0, 1s for λ P t0, 1u, with the parametrization
scpxq “ cx1`p1´cqx2, and the values c for the scores obtained by gradient descent with Algorithm 1.
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Figure 4: Values of the output scoring functions on r0, 1s2 for Algorithm 1 ran on Example 1.
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Figure 5: Result of Example 1 with Algorithm 1.
Example 2. Example 2 allows to compare AUC-based and ROC-based approaches. The former
uses Eq. (1) as constraint and the latter penalizes ∆H,3{4psq ‰ 0. The goal of our experiment with
Example 2 is to show that Algorithm 2 can effectively learn a scoring function s for which the α
corresponding to a classifier gs,tα that is fair in FPR is specified in advance, and that the solution can
be significantly different from those obtained with AUC-based constraints and Algorithm 1.
In practice, we compare the solutions of optimizing the AUC without constraint, i.e. Algorithm 1
with λ “ 0 with those of Algorithm 1 with λ “ 1 and Algorithm 2 where we impose ∆H,3{4psq “ 0
with strength λH “ 1. To illustrate the results, we introduce the following family of scoring functions
scpxq “ ´c ¨ x1 ` p1´ cq ¨ x2, parameterized by c P r0, 1s.
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In practice, we observe that the different constraints lead to scoring functions with specific trade-offs
between fairness and performance, as summarized in Table 2. Results with AUC-based fairness are
the same for λ “ 0 and λ “ 1 because the optimal scoring function for ranking satisfies Eq. (1).
Fig. 6 shows that the AUC-based constraint has no effect on the solution, unlike the ROC-based
constraint which is successfully enforced by Algorithm 2. Fig. 7 gives two possible scoring functions
with Algorithm 2. The median ROC curves for two values of Fig. 8 over 100 independent runs are
shown in Fig. 5, with pointwise 95% confidence intervals.
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Figure 6: On the left (resp. right), for Example 2, Lλpscq (resp. LΛpscq) as a function of c P r0, 1s
for λ P t0, 1u (resp. λH P t0, 1u), with the parametrization scpxq “ ´cx1 ` p1 ´ cqx2, and the
values c for the scores obtained by gradient descent with Algorithm 1 (resp. Algorithm 2).
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Figure 7: Values of the output scoring functions on r0, 1s2 for Algorithm 2 ran on Example 2.
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Figure 8: Result of Example 2 with Algorithm 2.
E.3 Real data experiments
Datasets. We evaluate our algorithms on four datasets that have been commonly used in the fair
machine learning literature. Those are the following:
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Table 2: Results on the test set, averaged over 100 runs (std. dev. are all smaller than 0.02).
Method AUC-based fairness ROC-based fairness
Value of λ λ “ 0 λ ą 0 λpkqH “ λH ą 0
AUC ∆AUC AUC ∆AUC |∆H,3{4| AUC ∆AUC |∆H,3{4|
Example 1 0.79 0.28 0.73 0.00 – – – –
Example 2 0.80 0.02 0.80 0.02 0.38 0.75 0.06 0.00
• The German Credit Dataset (German), featured in [46, 49, 40, 20], consists in classifying
people described by a set of attributes as good or bad credit risks. The sensitive variable
is the gender of the individual, i.e. male (Z “ 0) or female (Z “ 1). It contains 1,000
instances and we retain 30% of those for testing, and the rest for training/validation.
• The Adult Income Dataset (Adult), featured in [46, 20], is based on US census data and
consists in predicting whether income exceeds $50K a year. The sensitive variable is
the gender of the individual, i.e. male (Z “ 1) or female (Z “ 0). It contains 32.5K
observations for training and validation, as well as 16.3K observations for testing. For
simplicity, we removed the weights associated to each instance of the dataset.
• The Compas Dataset (Compas), featured in [49, 20], consists in predicting recidivism of
convicts in the US. The sensitive variable is the race of the individual, precisely Z “ 1 if
the individual is categorized as African-American and Z “ 0 otherwise. It contains 9.4K
observations, and we retain 20% of those for testing, and the rest for training/validation.
• The Bank Marketing Dataset (Bank), featured in [46], consists in predicting whether a client
will subscribe to a term deposit. The sensitive variable is the age of the individual: Z “ 1
when the age is between 25 and 60 (which we refer to as “working age population”) and
Z “ 0 otherwise. It contains 45K observations, of which we retain 20% for testing, and the
rest for training/validation.
For all of the datasets, we used one-hot encoding for any categorical variables. The number of training
instances n`m, test instances ntest and features d for each dataset is summarized in Table 3.
Table 3: Number of observations and feat d per dataset.
Dataset German Adult Compas Bank
n`m 700 32.5K 7.5K 36K
ntest 300 16.3K 1.9K 9K
d 61 107 16 59
Parameters. For Algorithm 1, we select different AUC-based fairness constraints depending on the
dataset. In the case of Compas (recidivism prediction), being labeled positive is a disadvantage so
the approach with AUC-based fairness uses the constraint in Eq. (3) to balance FPRs (by forcing the
probabilities that a negative from a given group is mistakenly ranked higher than a positive to be the
same across groups). Conversely for German (credit scoring), a positive label is an advantage, so we
choose Eq. (2) to balance FNRs. For Bank and Adult, the problem has no clear connotation so we
select Eq. (5) to force the same ranking accuracy when comparing the positives of a group with the
negatives of another.
Inspired by the consideration that many operational settings focus on learning a good score for small
FPR rates, the ROC-based approach is configured to simultaneously align the distribution of FPR and
TPR for low FPRs between both groups by penalizing solutions with high |∆H,1{8psq|, |∆H,1{4psq|,
|∆G,1{8psq| and |∆G,1{4psq|.
Precisely, for every run of Algorithm 2, we set:
mG “ mH “ 2, αp1qG “ αp1qH “
1
8
, α
p1q
G “ αp2qH “
1
4
,
λ
p1q
G “ λp2qG “ λ and λp1qH “ λp2qH “ λ.
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Figure 9: ROC curves for Bank and German for a score learned without and with fairness constraints.
On all plots, dashed and solid lines represent respectively training and test sets. Black curves represent
ROCHs,Gs , and above the curves we report the corresponding ranking performance AUCHs,Gs .
For all algorithms, we chose the parameter λ from the candidate set P t0, 0.25, 0.5, 1, 5, 10u, where
λ “ 0 corresponds to the case without constraint. Denoting by rs the output of Algorithm 1 or
Algorithm 2, we selected the parameter λreg of the L2 regularization that maximizes the criterion
Lλprsq (resp. LΛprsq) on the validation dataset over the following candidate regularization strength set:
λreg P t1ˆ 10´3, 5ˆ 10´3, 1ˆ 10´2, 5ˆ 10´2, 1ˆ 10´1, 5ˆ 10´1, 1u.
The selected parameters are summarized in Table 4. Results are summarized in Table 5, where
AUC denotes the ranking accuracy AUCHs,Gs , and ∆AUC denotes the absolute difference of the
terms in the AUC-based fairness constraint of interest. We also report on the values of
∣∣∆F,1{8∣∣ and∣∣∆F,1{4∣∣ for F P tH,Gu and refer the reader to the ROC curves in Fig. 9 and Fig. 1 for a visual
summary of the other values of ∆F,α with F P tH,Gu and α P r0, 1s. We highlight in bold the
best ranking accuracy, and the fairest algorithm for the relevant constraint. All of the numerical
evaluations reported below are evaluations on the held-out test set.
Table 4: Parameters selected using the validation set for the runs on real data.
Parameters Constraint
Dataset Variable None AUC ROC
German λ 0 0.25 0.25
λreg 0.5 0.5 0.5
Adult λ 0 0.25 0.25
λreg 0.05 0.05 0.05
Compas λ 0 0.5 0.25
λreg 0.05 0.05 0.05
Bank λ 0 0.25 0.25
λreg 0.05 0.05 0.05
Results for the datasets Compas and Adult. See Section 5 of the main text.
Results for the dataset Bank. Recall that for this dataset we consider the AUC constraint Eq. (5)
to force the same ranking accuracy when comparing the positives of a group with the negatives of
another. Fig. 9 shows that the score learned without constraint implies a stochastic order between the
distributions of the problem that writes Hp1qs ĺ Hp0qs ĺ Gp0qs ĺ Gp1qs , where h ĺ g means that g is
stochastically larger than h. This suggests that the task of distinguishing positives from negatives
is much harder for observations of the group Z “ 0 than for those of the working age population
30
Table 5: Results on test set. The strength of fairness constraints and regularization is chosen based on
a validation set to obtain interesting trade-offs, as detailed in Appendix E.3.
Measure Dataset
Constraint Value German Adult Compas Bank
None
AUC 0.76 0.91 0.72 0.94
∆AUC 0.07 0.16 0.20 0.13
|∆H,1{8| 0.01 0.31 0.26 0.09|∆H,1{4| 0.20 0.36 0.32 0.18|∆G,1{8| 0.13 0.02 0.29 0.00|∆G,1{4| 0.20 0.06 0.29 0.04
AUC-based
AUC 0.75 0.89 0.71 0.93
∆AUC 0.05 0.02 0.00 0.05
|∆H,1{8| 0.05 0.09 0.06 0.03|∆H,1{4| 0.08 0.17 0.03 0.11|∆G,1{8| 0.01 0.06 0.02 0.27|∆G,1{4| 0.02 0.14 0.06 0.37
ROC-based
AUC 0.75 0.87 0.70 0.91
∆AUC 0.07 0.07 0.05 0.14
|∆H,1{8| 0.03 0.06 0.01 0.03|∆H,1{4| 0.07 0.01 0.02 0.05|∆G,1{8| 0.04 0.00 0.00 0.06|∆G,1{4| 0.01 0.02 0.00 0.21
(Z “ 1), which could be a consequence of the heterogeneity of the group Z “ 0. On the other hand,
the left plot representing ROC
H
p1q
s ,G
p0q
s
and ROC
H
p0q
s ,G
p1q
s
for the setting without constraint gives
an appreciation of the magnitude of those differences. Precisely, it implies that it is much harder to
distinguish working age positives (Y “ `1, Z “ 1) from negatives of group Z “ 0 than working
age negatives from positives of group Z “ 0. The correction induced by the AUC constraint suggests
that it was due to the fact that scores for positives of the group (Y “ `1, Z “ 0) were too small
compared to the positives of the working age population (Y “ `1, Z “ 1). Indeed, learning with the
AUC constraint roughly equalizes the scores of the positives across both groups Z “ 0 and Z “ 1.
Additionally, in the left plot for learning with AUC constraints, we can see that ROC
H
p1q
s ,G
p0q
s
and
ROC
H
p0q
s ,G
p1q
s
intersect and have similar AUC’s as expected, which is more visible for the dashed
lines (i.e. on training data). Finally, the ROC-based constraint induces as expected the equality of
G
p0q
s and G
p1q
s as well as that of H
p0q
s and H
p1q
s in the high score regime, as seen on the right plot. It
implies that ROC
H
p1q
s ,G
p0q
s
and ROC
H
p0q
s ,G
p1q
s
are much closer for simultaneously small TPR’s and
FPR’s, which implies that thresholding top scores will yield fair classifiers in FPR and TPR again for
a whole range of high thresholds.
Results for the dataset German. Recall that for this credit scoring dataset we consider the AUC-
based constraint in Eq. (2) to force the probabilities that a positive from a given group is mistakenly
ranked higher than a negative to be the same across groups. Despite the blatant issues of generalization
due to the very small size of the dataset (see Table 3), we see in Fig. 9 that the learned score without
fairness constraints systematically makes more errors for women with good ground truth credit risk,
as can be seen from comparing ROC
H
p1q
s ,G
p0q
s
and ROC
H
p0q
s ,G
p1q
s
. Additionally, the credit score of
men with good or bad credit risk is in both cases stochastically larger than that of women of the
same credit risk assessment (see ROC
G
p0q
s ,G
p1q
s
and ROC
H
p0q
s ,H
p1q
s
). On the other hand, the score
learned with an AUC constraint makes a similar amount of mistakes for both genders, with only
slightly more mistakes made on men than women, and the scores spXq conditioned on the events
pY “ y, Z “ zq with z “ 0 and z “ 1 are more aligned when considering both y “ ´1 and y “ `1.
Finally, while the score learned with a ROC constraint has a slightly higher discrepancy between
the AUC’s involved in Eq. (2) than the one learned with an AUC constraint, one observes that both
pairs of distributions pGp0qs , Gp1qs q and pHp0qs , Hp1qs q are equal for high thresholds. Consistently with
the results on other datasets, this suggests that our score leads to classifiers that are fair in FPR and
31
TPR for a whole range of problems where one selects individuals with very good credit risks by
thresholding top scores.
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