Word2vec is a widely used algorithm for extracting low-dimensional vector representations of words. State-of-the-art algorithms including those by Mikolov et al. [1] , [2] have been parallelized for multi-core CPU architectures, but are based on vector-vector operations with "Hogwild" updates that are memory-bandwidth intensive and do not efficiently use computational resources. In this paper, we propose "HogBatch" by improving reuse of various data structures in the algorithm through the use of minibatching and negative sample sharing, hence allowing us to express the problem using matrix multiply operations. We also explore different techniques to distribute word2vec computation across nodes in a computer cluster, and demonstrate good strong scalability up to 32 nodes. The new algorithm is particularly suitable for modern multi-core/many-core architectures, especially Intel's latest Knights Landing processors, and allows us to scale up the computation near linearly across cores and nodes, and process hundreds of millions of words per second, which is the fastest word2vec implementation to the best of our knowledge. We released the source code for reproducible research and general usage.
INTRODUCTION
N ATURAL language processing (NLP) aims to process text efficiently and enable understanding of human languages; it is one of the most critical tasks toward artificial intelligence [3] . One of the fundamental issues of NLP concerns how machines can represent words of a language, upon which more complex learning and inference tasks can be built efficiently. Instead of the traditional bag of words (or one-hot) representation, distributed word embedding represents each word as a dense vector in a low-dimensional space such that semantically or syntactically similar words are close to each other in the euclidean space. This idea has been applied to a wide range of NLP tasks with considerable success [4] , [5] , [6] .
Recently, Mikolov et al. [2] generated considerable excitement in the machine learning and NLP communities by introducing a neural network based model to learn distributed word representations, which they call word2vec. It was shown that word2vec produces state-of-the-art performance on word similarity, word analogy tasks as well as many downstream NLP applications such as image caption [7] , machine translation [8] , [9] , [10] and question answering [11] , [12] . The word similarity task is to retrieve words that are similar to a given word. On the other hand, word analogy requires answering queries of the form a:b; c:?, where a, b, and c are words from the vocabulary, and the answer to the query must be semantically related to c in the same way as b is related to a. This is best illustrated with a concrete example: Given the query king:queen;man:? we expect the model to output woman.
The goal behind word2vec is to find word representations that are useful for predicting the surrounding words in a sentence. A common approach is to use the Skip-Gram model architecture with negative sampling [2] . This method involves judging similarity between two words as the dot product of their word representations, and the goal is to minimize the distance of each word with its surrounding words while maximizing the distances to randomly chosen set of words (a.k.a "negative samples") that are not expected to be close to the target.
The formulation of word2vec uses Stochastic Gradient Descent (SGD) [13] to solve the optimization problem. Specifically, SGD solves the optimization problem iteratively; at each step, it picks a pair of words: an input word and another word either from its neighborhood or a random negative sample. It then computes the gradients of the objective function with respect to the two chosen words, and updates the word representations of the two words based on the gradient values. The algorithm then proceeds to the next iteration with a different word pair being chosen. This formulation has two main issues:
(1) SGD is inherently sequential: since there is a dependence between the parameter update from one iteration and the gradient computation in the next iteration (they may happen to touch the same word representations), each iteration must potentially wait for the update from the previous iteration to complete. This does not allow us to use the parallel resources of the hardware effectively. (2) Even if the above problem is solved, the computation performed in each iteration is a single dot product of two word vectors. This is a level-1 BLAS operation [14] and is limited by memory bandwidth, thus not utilizing the increasing computational power of modern multi-core and many-core processors. To solve (1) , the original implementation of word2vec uses Hogwild [15] , a scheme where different threads process different word pairs in parallel and ignore any conflicts that may arise in the model update phases. In cache-coherent architectures, however, Hogwild tends to have true and false sharing of the model data structure between threads, and is heavily limited by inter-thread communication.
In this work, we propose a simple yet efficient parallel algorithm "HogBatch" to speed up the word2vec computation in shared and distributed memory systems. In particular, our main contributions are:
We present a scheme based on minibatching and shared negative samples to convert the level-1 BLAS operations of word2vec into the level-3 BLAS matrix multiply operations [14] , hence efficiently leveraging the vector units and multiply-add instructions of modern architectures. This is described in Section 3. We parallelize this approach across batches of inputs, thereby reducing the total number of model updates to the shared model and hence limiting inter-thread communication. This allows our scheme to scale much better (e.g., 3X) than Hogwild.
We perform experiments to scale out our technique to a cluster of 32 compute nodes. Nodes across the cluster perform synchronous model updates. We utilize the power law word statistics and adjust the frequency of propagating sub-model (instead of fullmodel) updates across the network to achieve balance between computation and communication. To maintain a good rate of convergence in the presence of a limited number of updates (as number of compute nodes increases), we explore a simple learning rate adjustment trick without the computation and memory overheads of other learning rate scheduling techniques, such as AdaGrad [16] and RMSProp [17] . In combination, these techniques allow us to scale the computation of word2vec near linearly across cores and nodes, and process hundreds of millions of words per second, which is the fastest word2vec implementation to the best of our knowledge. We released our source code for reproducible research and general usage.
The remainder of the paper is organized as follows. In Section 2 we describe the basic word2vec model and the original parallelization scheme proposed by Mikolov et al. [2] . A new parallelization scheme "HogBatch" is then presented in Section 3, along with a distributed implementation cross nodes in a computer cluster. Example results on the One Billion Words Benchmark [18] are presented in Section 4, with comparisons to the best known performance reported currently in the literature. Conclusions and future work are discussed in Section 5.
A 4-page NIPS workshop version of this work was presented earlier [19] . The present work adds to the initial version in significant ways. First, we give an in-depth introduction to word2vec to set up the context to the readers. Second, we provide more details of the proposed "HogBatch" asynchronous SGD algorithm. Third, the distributed implementation of this work, which is completely skipped in the initial version due to limited space, is provided in full details. Experimentally, we perform a comprehensive validation of the proposed method on three different text corpora, three different Intel CPUs with a variety of configurations and demonstrate that it achieves the similar rate of convergence while enjoying tremendous speed-up in terms of throughput.
THE WORD2VEC MODEL
Word2vec, by Mikolov et al. [1] , [2] , represents each word w in a vocabulary V as a low-dimensional dense vector v w in an embedding space R D , and aims to learn these word vectors v w , 8w 2 V , from a training corpus such that the spatial distance between words then describes the semantic or syntactic similarity between words, e.g., the closer two words are in the embedding space, the more similar they are semantically or syntactically. These word representations are learned based on the distributional hypothesis [20] , which assumes that words with similar context tend to have a similar meaning. Under this hypothesis, two distinct model architectures: Contextual Bag-Of-Words (CBOW) and Skip-Gram with Negative Sampling (SGNS) are proposed to predict a target word from surrounding context [1] , [2] . We focus here on the SGNS model since it produces state-ofthe-art performance and is widely used in the NLP community [7] , [8] , [9] , [10] , [11] , [12] .
The training objective of the Skip-Gram is to find word representations that are useful for predicting the surrounding words in a sentence. Specifically, given a sentence that is represented as a sequence of words fw 1 ; w 2 ; . . . ; w T g, the objective of the Skip-Gram model is to maximize the average log probability
where V is the model parameters to be optimized (and will be defined next), c is the size of the training context (a sliding window around the center word w t ), and pðw tþj jw t Þ is the probability of seeing word w tþj given the center word w t . This probability function is formulated as an one hidden layer neural network model, depicted in Fig. 1 . The network has an input layer, a hidden layer without nonlinear transformation (also called projection layer), and a few softmax output layers, each of which corresponds to an output word within the context window. Typically, the network is fed as input w t 2 R V , where V denotes the vocabulary size, and it produces a hidden state h 2 R D , where D is the size of the hidden layer or the dimension of the embedding space, which is in turn transformed to the output w tþj 2 R V . Different layers are fully connected, with the weight matrix M out at output layers shared among all output words.
Collecting all the weight matrices from this architecture, we denote the model parameter by In the Skip-Gram model above, the input w t is a sparse vector of a 1-of-V (or one-hot) encoding with the element corresponding to the input word w t being 1 and the rest of components set to 0. Therefore, the basic Skip-Gram formulation defines pðw tþj jw t Þ as the softmax function
where Á; Á h i denote the inner product between two vectors, v w in and v w out are the "input" and "output" vector representations of w, corresponding to the respective rows of model parameter matrices M in and M out . The computation of this formulation is prohibitively expensive since its cost is proportional to V , which is the size of the vocabulary and is often very large (e.g., around 10 6 ).
To improve performance of word2vec, Mikolov et al. [2] introduced negative sampling that approximates the log of softmax (2) as 1
where sðxÞ ¼ 1 1þexpðÀxÞ is the sigmoid (logistic) function, and the expectations are computed by drawing random words from a sampling distribution P n ðwÞ, 8w 2 V . Typically the number of negative samples K is much smaller than V (e.g., K 2 ½5; 20), and hence roughly a V =K times of speed-up.
Even though negative sampling is an effective approximation technique, as the size of the corpus is typically in the order of billions words and vocabulary size is in the order of millions (e.g., T ¼ 10 9 , and V ¼ 10 6 ), training word2vec model often takes tens of hours or even days for some Internet scale applications.
FROM HOGWILD TO HOGBATCH
In order to solve the optimization problem described in the previous section, Stochastic Gradient Descent [13] is commonly used. SGD is an iterative algorithm: at each iteration, a single ðw I ; w O Þ pair is picked, where w I is an input context word and w O is a target word or a negative sample, then the gradient of the objective function is calculated w.r.t. w I and w O , and finally a small change/update is made to these vectors. One of the problems of SGD is that it is inherently difficult to parallelize, i.e., SGD only updates the word vectors of a pair of words at a time, and parallel model updates on multiple threads can result in conflicts if two or more threads are trying to update the vectors of the same word.
The original implementation of word2vec by Mikolov et al. 2 uses Hogwild [15] to parallelize SGD. Hogwild is an asynchronous parallel SGD algorithm that seeks to ignore conflicts between model updates on different threads and allows updates to proceed even in the presence of conflicts. The psuedocode of Hogwild SGD update is shown in Algorithm 1. The algorithm takes in a matrix M V ÂD in that contains the word representations for each input word, and a matrix M V ÂD out for the word representations of each output word. Each word is represented as an array of D floating point numbers, corresponding to one row of the two matrices. These matrices are updated during the computation. We also take in a specific target word, and a set of N input context words around the target as depicted in Fig. 2 . The algorithm iterates over the N input words in Lines 2-3. The psuedocode only shows a single thread; in Hogwild, the loop in Line 2 is parallelized over threads without any additional change in the code. In the loop at Line 6, we pick either the positive example (the target word in Line 8) or a negative example at random (Line 10). Lines 13-15 compute the gradient of the objective function with respect to the choice of input word and positive/negative example. Lines 17-20 perform the update to the entries M out ½pos/neg example and M in ½input context. 1. By using the Noise Contrastive Estimation (NCE) [21] . See Mikolov et al. [2] for more details. 2. https://code.google.com/archive/p/word2vec/ Algorithm 1 reads and updates entries corresponding to the input context and positive/negative words at each iteration of the loop at Line 6. This means that there is a potential dependence between successive iterations. Hogwild ignores such dependencies and proceeds with updates regardless of conflicts. In theory, this can reduce the rate of convergence of the algorithm as compared to a sequential run. However, the Hogwild approach has been shown to work well in case the updates across threads are unlikely to be to the same word; and indeed for large vocabulary sizes, conflicts are relatively rare and convergence is not typically affected.
Limitations of Hogwild SGD
The Hogwild SGD Algorithm 1 has a few main advantages: threads do not need to synchronize between updates and can hence proceed independently with minimal instruction overheads. Further, the computation of the gradient is based off the current state of the model visible to the thread at that time. Since all threads update the same shared model, the values read are only as stale as the communication latency between threads, and in practice this does not cause much convergence problems for word2vec.
However, Algorithm 1 suffers from two main drawbacks that significantly affect runtimes. First, since multiple threads can update the same cache line containing a specific model entry, there can be significant ping-ponging of cache lines across cores. This leads to high access latencies and significant drop in scalability. Second and perhaps even more importantly, there is a significant amount of locality in the model updates that is not exploited in the Hogwild algorithm. As an example, we can easily see that the same target word w t out is used in the model updates for several input words. By performing a single update at a time, this locality information is lost, and the algorithm performs a series of dot-products that are level-1 BLAS operations [14] and limited by memory bandwidth. It is indeed, as we show next, possible to batch these operations into a level-3 BLAS call [14] which can more efficiently utilize the compute capabilities and the instruction sets of modern multi-core and many-core architectures.
HogBatch: A New Parallelization Scheme in Shared Memory
We first discuss how we can exploit the available locality in Algorithm 1. This can be done even on a single thread. We then describe the impact of this step on parallelization and inter-thread communication.
We exploit locality in two steps. As a motivation, consider Fig. 2 . The figure to the left shows the parallelization scheme of the original word2vec. Note that we compute dot products of the word vectors for a given input word w i in with both the target word w t out as well as a set of K negative samples fw 1 out ; . . . ; w K out g. Rather than doing these one at a time, it is rather simple to batch these dot products into a matrix vector multiply, a level-2 BLAS operation [14] , as shown in the left side of Fig. 2 . However, this alone does not buy significant performance gains. Indeed, most likely the shared input word vector may come from cache.
In order to convert this to a level-3 BLAS operation, we also need to batch the input context words. Doing this is nontrivial since the negative samples for each input word could be different in the original word2vec implementation. We hence propose "negative sample sharing" as a strategy, where we share negative samples across a small batch of input words. Doing so allows us to convert the original dotproduct based multiply into a matrix-matrix multiply call (GEMM) as shown in the right side of Fig. 2 . At the end of the GEMM, the model updates for all the word vectors of all input words and target/sample words that are computed need to be written back. Performing matrix-matrix multiplies (GEMMs) rather than dot-products allows us to leverage all the compute capabilities of modern architectures including instruction set features such as multiply-add instructions in the Intel AVX2 instruction set. It also allows us to leverage heavily optimized linear algebra libraries.
For multi-threading across the GEMM calls, we follow the same Hogwild-style philosophy -each thread performs its own GEMM call independently to other threads, and we allow for threads to potentially conflict when updating the models at the end of the GEMM operation. We therefore call our new parallelization scheme "HogBatch".
Pros and Cons of HogBatch
While the original word2vec performs model updates (and potentially the inter-thread communication that comes with it) after each dot product, our new parallelization scheme "HogBatch" performs a number of dot products as a GEMM call (corresponding to multiple input words and multiple samples) before performing model updates. It is important to note that this locality optimization has a secondary but important benefit -we cut down on the total number of updates to the model. This happens since the GEMM operation performs a reduction (in registers/local cache) to an update to a single entry in the output matrix; while in the original word2vec scheme such updates to the same entry (same input word representation, for instance) happen at distinct periods of time with potential ping-pong traffic happening in between. As we will see in Section 4 when we present results, this leads to a much better scaling of our approach than the original word2vec.
We also need to pay a special attention to the rate of convergence while doing these transformations. In contrast to the original word2vec that does small partial model updates frequently, our new GEMM based scheme batches many model updates together and performs less frequent updates. This can result in different multi-threading behavior. Specifically, it is possible that threads read a more up-to-date model in the original word2vec as opposed to the GEMM based scheme. The extent to which this occurs is, of course, dependent on the batch size per thread we use for the inputs. In our experiments, with a batch size of about 10-20, we have not found any significant impact on convergence. One reason for this is that many of the intermediate model updates in the original word2vec are to parts of the model that will be updated again in the very near future -for example, updates to the same input word due to multiple same input words occur close by in time. Even if relatively fresher models are seen in the original word2vec, they are still not the final result and could be partially updated due to model update conflicts from multiple threads.
Note that typical matrix dimensions in the GEMM calls are not very large. For instance, the number of negative samples is typically 3-10, and the batch size for the input batches is limited to 10-20. 3 Such a setting for matrix multiplies is near optimal to fully utilize the computation capacity of a single thread. From our experiments, we found that due to these favorable properties HogBatch can utilize the computational resource of multi-core systems more efficiently, and enjoys considerable speed-ups (e.g., 3X) over the original word2vec without sacrificing rate of convergence.
Comparison to BIDMach
The word2vec implementation in BIDMach [22] also uses the previously described idea of shared negative samples. However, the computation in BIDMach is organized in a different way. First, BIDMach separates the handling of the positive examples and negative samples into two steps. For handling positive examples, BIDMach iterates over each word and performs dot products of word vectors considering that word as the target and surrounding words as input context. We can think of these operations as a sequence of matrix vector products, each time with a single target and corresponding input context words. There is some reuse of context words across matrix vector calls due to the overlap in context between successive target words. However, since computation is not batched into higher level BLAS calls, BIDMach cannot fully exploit this reuse through standard techniques such as register and cache blocking -register and cache state may not be maintained across loop iterations. In a similar way, BIDMach also processes negative samples as a sequence of dot products, and suffers from similar limitations. In contrast, we directly exploit reuse of input context words across the positive and negative samples using a GEMM call. The underlying optimized libraries can then exploit reuse across all levels of the register and cache hierarchy. We demonstrate the performance impact of both designs when we present results in Section 4.
Distributed Memory Parallelization
Scalability on multi-node distributed system is as important as, if not more important than, that on single node system. This is because typical large scale machine learning applications are compute intensive and require days, weeks even months of training time. In the case of word2vec, even with the techniques we proposed above, it still takes tens of hours or even days to train on some of the largest data sets in the industry, such as the 100 billion word news articles from Google. Thus, scaling out word2vec on multi-node distributed system is critical in practice.
To scale out word2vec, we explore different techniques to distribute its computation across nodes in a computer cluster. Since the individual matrix multiplies are not very large, there is not too much performance gains that can be achieved by distributing these across multiple nodes (a.k.a. model parallelism). Therefore, data parallelism is considered for distributed implementation. In data parallelism with N compute nodes, the training corpus is equally partitioned into N shards and the model parameters V ¼ fM in ; M out g are replicated in each compute node; each node then independently processes the data partition it owns and updates its 3 . The maximal batch size per thread is 2c þ 1, where c is the context window size. As an example, since c ¼ 5 is used in the performance benchmark, the maximal batch size can be used is 11. local model, and periodically synchronizes the local model with all the other N À 1 nodes.
There are two common issues to be addressed in data parallelism: (1) efficient model synchronization over the communication network, and (2) improving the statistical efficiency of large mini-batch SGD. The first issue arises because typical network bandwidths are an order of magnitude lower than CPU memory bandwidths. For example, in commonality cloud computing infrastructures such as AWS the network bandwidths are around 1 GB/sec; even in HPC system with FDR infiniband, the network bandwidths are still of the order of 10 GB/sec. As the typical size of the model V is about 2.5 GB in our experiments, full model synchronization over 4 computing nodes connected via FDR Infiniband takes about 0.5 seconds, which is too slow to keep up with local model updates.
In the case of word2vec, however, not all word vectors are updated at the same frequency. This is because word unigram frequencies in general follow a power law distribution, and the vectors in the model associated with popular words are updated more frequently than those of rare words. We therefore strive to match model update frequency to word frequency, and a sub-model (instead of fullmodel) synchronization scheme, similar to the one exploited in BIDMach [22] , is used. Specifically, as each node is processing word pairs ðw I ; w O Þ, a local histogram of length V is used to track number of updates for each word. This information is then aggregated globally cross all N nodes into a global histogram, and the top M most frequently updated words are chosen and the sub-model corresponding to these words are synchronized among the N nodes. The local histogram of each node is then updated by zeroing out the entries of the synchronized words, and keeps accumulating word update counts thereafter. During the next model synchronization period, a new top M words are selected for sub-model synchronization. As a result, more frequent words will be synchronized more frequently, and for less frequent words vice versa. This sub-model synchronization scheme dramatically reduces the number of bits to be transferred over communication network, while keeps the model update with the minimal staleness.
The second issue of convergence arises because as the number of nodes N increases, conceptually a N times larger mini-batch is used in SGD update, which affects the statistical efficiency and slows down the rate of convergence [23] . Fortunately, this issue has been studied recently and various techniques are proposed to mitigate the loss of convergence rate. We follow the m-weighted sample scheme proposed in Splash [24] and increase the initial learning rate as the number of nodes increases while exploring different learning rate scheduling techniques, such as AdaGrad [16] and RMSProp [17] , to improve convergence rate. From our experiments, we found that while AdaGrad and RMSProp are effective techniques to speed up convergence, they incur large memory consumption as they dedicate a learning rate to each model parameter and need separate matrices of the same size as V to store the per-parameter learning rates. Additionally, accessing large memory arrays makes the algorithm memory-bandwidth intensive and reduces the throughput considerably. Therefore, we only focus on single learning rate scheduler, and found that standard learning rate decay is quite satisfactory. Empirically, we note that we just need to decay the learning rate more aggressively as number of nodes increases. We demonstrate the effectiveness of these techniques in the experiments next.
EXPERIMENTS
We optimize word2vec with the techniques discussed above both in single node shared memory systems and in multinode distributed systems. We report the system-performance measured as throughput (e.g., million words/sec), and the predictive-performance measured as accuracy on standard word similarity and word analogy test sets. The performances of our optimization are compared with the original Google optimized word2vec on CPUs, and the best known results reported in the literature on Nvidia GPUs. We released our source code 4 to public for reproducible research and general usage.
Experimental Setup
Hardware. The majority of our experiments are performed on two Intel architectures for shared memory and distributed memory computation: (1) dual-socket Intel Xeon E5-2697 v4 Broadwell CPUs, and (2) the latest Intel Xeon Phi Knights Landing (KNL) processors. The Broadwell processor has 36 cores (72 threads including Simultaneous Multi-Threading/ SMT) running at 2.3 GHz, and the KNL processor has 68 cores and each core has 4 hardware threads (or 272 threads in total) running at 1.4 GHz. Each machine has 128 GB RAM and runs Red Hat Enterprise Linux Server release 6.5. In the distributed setting, all the Broadwell nodes are connected through FDR infiniband, and all the KNL nodes are connected through Intel Omni-Path (OPA) Fabric.
Software. We use custom end-to-end code written in C++ with OpenMP, and compiled with the Intel C++ Compiler version 16.0.2. We use Intel MKL version 11.3.2 and Intel MPI library version 5.1.3 for SGEMM calls and multi-node massage passing.
Training Corpora. We train our word2vec models on three different corpora: (1) a small text8 dataset 5 of 17 million words from wikipedia that is widely used for word embedding demos, (2) the recently released One Billion Words benchmark [18] , and (3) a large collection of 7.2 billion words that we gathered from a variety of data sources: the 2015 Wikipedia dump with 1.6 billion words, the WMT14 News Crawl 6 with 1.7 billion words, the aforementioned one billion word benchmark, and UMBC webbase corpus 7 with around 3 billion words. Different corpora are used in order to verify the generalization performance of our algorithm under different training data statistics. The one billion word benchmark [18] is our main dataset for throughput and predictive accuracy study since this is the benchmark on which the best known GPU performances were reported.
Test Sets. The qualities of trained models are evaluated on word similarity and word analogy tasks. For word similarity, we use WS-353 [25] which is one of the most popular test datasets used for this purpose. It contains word pairs together 4. https://github.com/IntelLabs/pWord2Vec 5. http://mattmahoney.net/dc/text8.zip 6. http://www.statmt.org/wmt14/translation-task.html 7. http://ebiquity.umbc.edu/resource/html/id/351 with human-assigned similarity judgments. The word representations are evaluated by ranking the pairs according to their cosine similarities, and measuring the Spearmans rank correlation coefficient with the human judgments. For word analogy, we use the Google analogy dataset [1] , which contains 19,544 word analogy questions, partitioned into 8,869 semantic and 10,675 syntactic questions. The semantic questions contain five types of semantic analogies, such as capital cities (Paris:France;Tokyo:?), currency (USA:dollar;India:?) or people (king:queen;man:?). The syntactic questions contain nine types of analogies, such as plural nouns, opposite, or comparative, for example good:better;smart:?. A question is correctly answered only if the algorithm selects the word that is exactly the same as the correct word in the question.
Code. We compare the performances of three different implementations of word2vec: (1) the original implementation from Google that is based on Hogwild SGD in shared memory systems (https://code.google.com/archive/p/ word2vec/), (2) BIDMach (https://github.com/BIDData/ BIDMach) which achieves the best known performance of word2vec on Nvida GPUs, and (3) our optimized implementation on Intel architectures (https://github.com/IntelLabs/ pWord2Vec).
Word2vec Parameters. In the experiments on the one billion word benchmark, for a fair comparison we follow the parameter settings of BIDMatch (dim=300, negative sam-ples=5, window=5, sample=1e-4, epochs=5, vocabulary of 1,115,011 words). In this case, the maximal batch size for each thread is 11 (i.e., 2c þ 1, with c ¼ 5), and the size of the model V ¼ fM in ; M out g is about 2.5 GB. Similar parameter settings are used for the small text8 dataset and the 7.2 billion word collection discussed above.
Single Node Shared Memory Systems
To achieve high performance on modern multi-socket multi-core shared memory systems, parallel algorithms need to have strong scalability across cores and sockets. Scaling across cores is challenging for word2vec because more threads create more inter-core traffic due to cache line conflicts (including false sharing), which prevent it from achieving good scalability. Scaling across sockets is even more challenging since the same traffic caused by cache line conflicts and false sharing needs to travel across sockets. The high inter-socket communication overhead imposes a major hurdle to achieve good scalability across sockets.
System-Performance (Throughput). Fig. 3 shows the systemperformance measured as million words/sec of our algorithm and the original Google optimized word2vec, scaling across all cores/threads and sockets of a 36-core dual-socket Intel Broadwell CPU. We use the one billion word benchmark [18] in the experiment. As can be seen, when using only one thread, our optimization achieves 2.6X speed-up over the original word2vec. The superior performance of our optimization is due to the HogBatch scheme which converts level-1 BLAS dot-products to level-3 BLAS matrix multiplies as described in Section 3.
When scaling to multiple threads, our algorithm achieves linear speed-up as shown in Fig. 3 . This linear scalability is near perfect within a single socket (when number of threads 36), and the scalability becomes sub-linear when two sockets are involved (when number of threads = 72) in which case cross-socket memory access penalizes the potential linear scaling. In contract, the original word2vec scales linearly only until 8 threads and slows down considerably after that. In the end, the original word2vec delivers about 1.6 million words/ sec, while our code delivers 5.8 million words/sec or a 3.6X speed-up over the original word2vec. The superior performance highlights the effectiveness of our optimization, as compared to the original word2vec, in reducing unnecessary inter-thread communications and utilizing computational resource of modern multi-core architecture.
Predictive-Performance (Accuracy). Delivering higher throughput is only meaningful when the trained model reaches similar or better predictive accuracy. We therefore evaluate the models trained from the original word2vec and our implementation, and report their predictive performances on the word similarity and word analysis tasks in Table 1 . In order to verify the generalization performance of our techniques, we run the respective codes on three different training corpora as described in Section 4.1.
As can be seen from Table 1 , our code achieves very similar (mostly higher) predictive accuracy, compared to the original word2vec, cross three different corpora. It demonstrates that our optimization generalizes very well to different corpora with a variety of sizes under different vocabulary settings.
To examine the robustness of our word2vec, we further study its predictive accuracy under varying data statistics. We again run the original word2vec and our optimization on the one billion word benchmark but with vocabularies of different sizes. For the vocabulary of size N, we keep the top N most popular words occurred in the corpus in the vocabulary. These popular words have the most of occurrences in the training corpus, and therefore their updates (and also the conflicts in the "Hogwild"-style SGD) are more frequent than those on rare words. It can been seen from Table 2 that both the original word2vec and our optimization achieve very similar accuracies for all vocabulary sizes, including the most challenging one with a small vocabulary of 50 K words, demonstrating the robustness of our optimization scheme under varying data statistics. Impacts of Hyperparameters. To parallelize word2vec in the single node shared memory system, we introduce two techniques: minibatching matrix multiplies in each thread and negative sample sharing. The former is controlled by a new hyperparameter "batch size", and the latter changes the impact of an existing hyperparameter "number of negative samples" since now negative samples are shared within a batch of input words (refer to Fig. 2 ). We therefore investigate the impacts of the two hyperparameters in terms of throughput and predictive accuracy. Given the maximal batch size is 11 (i.e., 2c þ 1 when the context window size c is 5), we evaluate the performances of our word2vec as the batch size increases from 1 to 11. Similarly, we evaluate the impacts of shared negative samples. In both experiments, we change one hyperparameter while keeping all the other hyperparameters fixed, and measure the throughputs and predictive accuracies, with the results reported in Fig. 4 . It can be seen that as the batch size increases, the throughput of our word2vec improves consistently, while as number of negative samples increases, more computation is needed and the throughput decreases monotonically. The corresponding accuracy plots are not provided since all our experiments achieve very similar accuracies of 63.4 and 32.7 percent on word similarity and word analogy tasks, respectively. Interestingly, Fig. 4b shows that even with one single negative sample per batch, we still achieve very similar accuracies, while delivering the highest throughput of 9.28 million words/sec. Nevertheless, to be consistent with the BIDMach performance benchmark, we still use 5 negative samples per batch in all our following experiments.
Overall, these experiments demonstrate that the parallization scheme and the optimization techniques we proposed in Section 3 delivers 3X-4X speed-up over the original word2vec without loss of predictive accuracy.
Comparison to State-of-the-Arts. We now perform detailed comparison to the state-of-the-arts, including the original word2vec from Google and BIDMach. Since all the implementations achieve similar accuracy, we focus on the throughput in the comparison. The best known performance of word2vec reported currently in the literature is from BIDMach on the one billion word benchmark using Nvidia GPUs [22] . We therefore run our experiments on the same benchmark using the same parameter setting as that of BIDMach. Moreover, to evaluate the generalization of our techniques, we also run our experiments on three different Intel architectures including the latest Intel Xeon Phi Knight Landing processor. Table 3 shows the detailed comparisons. On Intel Haswell and Broadwell architectures, BIDMach and our optimization outperform the original word2vec: typically BIDMach delivers 1.6X speed-up over the original word2vec while our optimization delivers 2.8X-3.6X speed-up. In addition, our performance on Intel Broadwell (5.8 million words/sec) outperforms BIDMach's performance on Nvidia K40 (4.2 million words/sec). The best known performance on shared memory system was reported by BIDMach [22] on Nvidia GeForce Titan-X (8.5 million words/sec) which is 1.5X faster than ours on Intel Broadwell. However, in terms of compute efficiency, BIDMach on Nvidia Titan-X is much lower than our code on Intel Broadwell since the former has 3X peak flops of the latter, indicating that BIDMach's efficiency on Nvidia Titan-X is only half of ours on Intel Broadwell. This is likely due to the parallelization scheme of BIDMach, which cannot efficiently use all computational resources, as we discussed in Section 3.4. Finally, our optimization on Intel KNL processor delivers 8.9 million words/sec, a new record on the one billion word benchmark achieved on a single node shared memory system.
Distributed Multi-Node Systems
Next we demonstrate the scalability and predictive performance of our distributed word2vec on multi-node distributed systems. The experiments with our distributed word2vec are performed on two CPU clusters: (1) Intel Broadwell nodes connected via FDR Infiniband, and (2) Intel KNL nodes connected via Intel OPA Fabric. Fig. 5 shows the scalability of our distributed word2vec on both distributed systems as number of nodes increases, while Table 4 reports the corresponding predictive performances on the word similarity and word analogy benchmarks. For the purpose of comparison, we also include in Fig. 5 BIDMach's performances on N ¼ 1; 4 NVidia Titan-X GPUs provided by [22] , which demonstrates the state-of-theart performance achieved on multi-GPU systems. Again, good scalability is only meaningful when similar or better accuracy is achieved. We therefore provide the predictive performance of the original word2vec as the baseline in Table 4 .
As can been seen from Fig. 5 and Table 4 , our distributed word2vec achieves near linear scaling until 16 Broadwell nodes or 8 KNL nodes while maintaining a comparable accuracy to that of the original word2vec. As the number of nodes increases, to achieve the linear scaling while maintaining a comparable accuracy, we need to increase the learning rate and the model synchronization frequency slightly to mitigate the loss of convergence rate. When number of Broadwell nodes increases to 32 (or 16 for KNL), we need to further increase model synchronization frequency to maintain a good predictive accuracy. However, the increment of model synchronization frequency takes a toll on the scalability, and leads to a sub-linear scaling at 32 Broadwell nodes or 16 KNL nodes. Despite of this, our distributed word2vec delivers over 100 million words/sec with a small 1 percent accuracy loss. To the best of our knowledge, this is the best performance reported so far on this benchmark. As a comparison, BIDMach only delivers 2.4X speed-up on 4 GPU cards over 1 GPU card or a 60 percent efficiency.
Lastly, we collect the best known performance of distributed word2vec from the literature [22] , and compare it with our performance on Intel Broadwell and KNL nodes and report them in Table 5 . We only consider the meaningful throughputs that maintain a comparable accuracy. Therefore, only the performances of 32 Broadwell nodes and 16 KNL nodes are included. As can be seen, our 4 Broadwell nodes matches BIDMach's performance on 4 Nvidia Titan-X cards, and we deliver about 110 million words/sec on a cluster of 32 Intel Broadwell nodes, the best performance reported so far on this benchmark. With 16 Intel KNL nodes, we deliver close to 100 million words/sec meaningful throughput. Results on CPU-platforms are obtained from our experiments, while results on the GPU systems are obtained from published literature [22] . Results are evaluated on the one billion word benchmark [18] . 1 Data from [22] . The performance of the original word2vec is provided as baseline.
A high performance parallel word2vec algorithm in shared and distributed memory systems is proposed. It combines the idea of Hogwild, minibatching and shared negative sampling to convert the level-1 BLAS vector-vector operations to the level-3 BLAS matrix multiply operations. As a result, the proposed algorithm is more hardware-friendly and can efficiently leverage the vector units and multiply-add instruction of modern multi-core and many-core architectures. We also explore different techniques, such as sub-model synchronization and learning rate scheduling, to distribute the word2vec computation across multiple compute nodes. These techniques dramatically mitigate network communication bottleneck and keep the model synchronized effectively as number of nodes increases. We demonstrate the throughput and predictive accuracy of our algorithm comparing to the state-ofthe-arts implementations, such the original Google optimized word2vec and BIDMach, on both single-node shared memory systems and multi-node distributed systems. We achieve near linear scalability across cores and nodes, and process hundreds of mullions of words per second, the best performance reported so far on the one billion word benchmark. As for future work, our plans include asynchronous model update similar to parameter sever [26] , more efficient sub-model synchronization strategy as well as improving the rate of convergence by using AdaBatch [27] and LARS [28] . Sheng Li received the PhD degree in electrical engineering from the University of Notre Dame, in 2010. He is a platform architect with Google and a technical lead on machine learning accelerator fleet efficiency. Prior to joining Google, he was a research scientist with Intel Labs from 2014 to 2017 and at HP Labs from 2010 to 2014. He has published more than 30 technical papers in world-class venues and holds 34 patents (both awarded and pending). His work has won multiple top-class awards, including the IEEE micros Top Picks from the Computer Architecture Conferences of 2015 and the Best Paper Award Honorable Mention from MICRO2013. His research has influenced the industry products, including HP's Moonshot hyperscale server and the fastest key-value store platform at its time.
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