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Abstract
For a prime power q, let αq be the standard function in the asymptotic theory of codes, that is, αq(δ) is the
largest asymptotic information rate that can be achieved for a given asymptotic relative minimum distance δ
of q-ary codes. In recent years the Tsfasman–Vla˘dut¸–Zink lower bound on αq(δ) was improved by Elkies,
Xing, and Niederreiter and Özbudak. In this paper we show further improvements on these bounds by using
distinguished divisors of global function fields.
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1. Introduction
Let Fq be the finite field of order q , where q is an arbitrary prime power. For a (not necessarily
linear) code C over Fq (or in other words a q-ary code), we denote by n(C) its length and by
d(C) its minimum distance. We write |M| for the cardinality of a finite set M .
An important function in the asymptotic theory of codes is αq , which is defined by
αq(δ) = sup
{
R ∈ [0,1]: (δ,R) ∈ Uq
}
for 0 δ  1. (1.1)
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of (not necessarily linear) codes Ci over Fq such that n(Ci) → ∞ as i → ∞ and
δ = lim
i→∞
d(Ci)
n(Ci)
, R = lim
i→∞
logq |Ci |
n(Ci)
,
where logq is the logarithm to the base q . We refer to [8, Section 1.3.1] for some basic prop-
erties of the function αq . In particular, we note that αq is nonincreasing on the interval [0,1].
Furthermore, we have the known values αq(0) = 1 and αq(δ) = 0 for (q − 1)/q  δ  1.
A central problem in the asymptotic theory of codes is to find lower bounds on αq(δ) for
0 < δ < (q − 1)/q . A classical lower bound is the asymptotic Gilbert–Varshamov bound which
says that
αq(δ)RGV(δ) := 1 − δ logq(q − 1)+ δ logq δ + (1 − δ) logq(1 − δ) (1.2)
for 0 < δ < (q −1)/q . It is well known (see [5, Section 6.2]) that for sufficiently large composite
q and for certain ranges of the parameter δ, one can beat the asymptotic Gilbert–Varshamov
bound by the Tsfasman–Vla˘dut¸–Zink bound [9]
αq(δ) 1 − δ − 1
A(q)
for 0 δ  1. (1.3)
Here
A(q) := lim sup
g→∞
Nq(g)
g
,
where Nq(g) denotes the maximum number of rational places that a global function field of
genus g with full constant field Fq can have. We recall from [5, Chapter 5] that A(q) > 0 for
all q and that A(q) = √q − 1 if q is a square. For nonsquares q the exact value of A(q) is not
known, but we have lower and upper bounds on A(q) (see again [5, Chapter 5]). We note, in
particular, the recent bound in [2] which says that for any cube q we have
A(q) 2(q
2/3 − 1)
q1/3 + 2 . (1.4)
The bound (1.3) was improved, although not uniformly in δ, by Vla˘dut¸ [10] (see also [8,
Chapter 3.4]) and Xing [11]. These results are valid for linear codes. Elkies [3] and Xing [12]
considered not necessarily linear codes and Xing [12] improved the bound (1.3) uniformly in δ.
Shortly thereafter, Niederreiter and Özbudak [4, Corollary 5.4] improved the bound in Xing [12]
by showing that
αq(δ) 1 − δ − 1
A(q)
+ logq
(
1 + 1
q3
)
for 0 δ  1. (1.5)
A simpler proof of (1.5) was recently given by Stichtenoth and Xing [7].
The main aim of the present paper is to improve the bound (1.5) for certain values of δ (see
Theorem 5.1). This is achieved by a method using distinguished divisors of global function fields.
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bound yields, in particular, further improvements on the Gilbert–Varshamov bound (1.2).
The paper is organized as follows. In Section 2 we show the existence of certain distinguished
divisors of global function fields. Section 3 introduces the basic construction of our (in general
nonlinear) codes and Section 4 contains some auxiliary limit computations. Finally, in Section 5
we establish the improved lower bound on αq(δ) and we illustrate it with some examples.
2. Distinguished divisors
In this section we introduce some notation from the theory of global function fields and we
show the existence of certain distinguished divisors that will be used in Section 3. For general
background on global function fields we refer to the book of Stichtenoth [6]. We write F/Fq for
a global function field F with full constant field Fq , which means that the constant field Fq is
algebraically closed in F .
Let F/Fq be a global function field of class number h and with at least n distinct rational
places P1, . . . ,Pn, where n 1. Let νP be the normalized discrete valuation of F corresponding
to the place P of F . For k  0, let Ak be the set of positive divisors of F of degree k and
Ak = |Ak|.
For an arbitrary divisor G of F , let
L(G) = {f ∈ F ∗: div(f )+G 0}∪ {0}
be the Riemann–Roch space of G, where
div(f ) =
∑
P
νP (f )P
denotes the principal divisor of f ∈ F ∗; the last sum is over all places P of F .
For a divisor V of F of the form
V = l1P1 + · · · + lnPn,
where 0 li  2 for 1 i  n, let j (V ) be the integer given by
j (V ) = ∣∣{i ∈ {1, . . . , n}: li = 0}∣∣. (2.1)
Let r  s  n and 0w  n be integers and assume that s  2n. Put
S(n, s,w) =
min{w,n−s/2	}∑
j=0
(
n
j
)(
n− j
s − n+ j
)
.
Proposition 2.1. Let r  s  n  1 and 0  w  n be integers and assume that s  2n. Let
F/Fq be a global function field of class number h and with at least n distinct rational places
P1, . . . ,Pn. Let U(n, s,w) be the set of positive divisors of F of degree s defined by
U(n, s,w) =
{
l1P1 + · · · + lnPn:
n∑
li = s, 0 li  2, j (l1P1 + · · · + lnPn)w
}
.i=1
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S(n, s,w)Ar−s < h,
then there exists a divisor G of F such that deg(G) = r and L(G − U) = {0} for all U ∈
U(n, s,w).
Proof. For U = l1P1 + · · · + lnPn ∈ U(n, s,w), we have j (U)  w by the definition of
U(n, s,w). Moreover, as l1 + · · · + ln = s and 0 li  2, we also have
2
(
n− j (U)) s.
Let jmax = maxU∈U(n,s,w) j (U). Then
jmax = min
{
w,
⌊
n− s
2
⌋}
.
For 0 j  jmax, let
Uj (n, s,w) =
{
U ∈ U(n, s,w): j (U) = j}.
Note that U(n, s,w) =⊔jmaxj=0 Uj (n, s,w), i.e., U(n, s,w) is a disjoint union of Uj (n, s,w) for
0 j  jmax. We observe that for 0 j  jmax,
∣∣Uj (n, s,w)∣∣=
(
n
j
)(
n− j
s − n+ j
)
.
Therefore |U(n, s,w)| = S(n, s,w).
Let Q be a rational place of F . Let D be the set of degree zero divisors given by
D = {U +A− rQ: U ∈ U(n, s,w), A ∈Ar−s}.
Note that
|D| ∣∣U(n, s,w)∣∣Ar−s = S(n, s,w)Ar−s < h.
Therefore there exists a degree zero divisor D0 of F such that
D0  D for all D ∈D. (2.2)
Let G = D0 + rQ. We claim that L(G−U) = {0} for all U ∈ U(n, s,w). Indeed, otherwise there
exist U ∈ U(n, s,w) and f ∈ L(G−U) \ {0} such that
G−U + div(f ) 0.
Let E be the positive divisor
E = G−U + div(f )
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D0 + div(f ) = U +E − rQ ∈D,
which is a contradiction to (2.2). 
Corollary 2.2. Let r  s  n  1 and 0  w  n be integers and assume that s  2n. Let
F/Fq be a global function field of class number h and with at least n distinct rational places
P1, . . . ,Pn. Let V(n, s,w) be the set of positive divisors of F of degree at least s defined by
V(n, s,w) =
{
l1P1 + · · · + lnPn:
n∑
i=1
li  s, 0 li  2, j (l1P1 + · · · + lnPn)w
}
.
If
S(n, s,w)Ar−s < h, (2.3)
then there exists a divisor G of F such that deg(G) = r , L(G−V ) = {0} for all V ∈ V(n, s,w),
and supp(G)∩ {P1, . . . ,Pn} = ∅.
Proof. Let U(n, s,w) be the set of positive divisors of F of degree s defined in Proposition 2.1.
Let G1 be a divisor of F of degree r obtained by Proposition 2.1. For any V ∈ V(n, s,w), there
exists U ∈ U(n, s,w) such that U  V . Then L(G1 − V ) ⊆ L(G1 −U) = {0}. Therefore
L(G1 − V ) = {0} for all V ∈ V(n, s,w). (2.4)
Using the Weak Approximation Theorem [6, Theorem I.3.1], for 1  i  n we obtain fi ∈ F
such that
νPj (fi) =
{
0 if j = i,
1 if j = i. (2.5)
Let f =∏ni=1 f−νPi (G1)i ∈ F \ {0} and
G = G1 + div(f ). (2.6)
As G ∼ G1, we get L(G−V ) = {0} for all V ∈ V(n, s,w) by (2.4). Moreover, by (2.5) and (2.6)
we have supp(G)∩ {P1, . . . ,Pn} = ∅. 
Remark 2.3. The inequality (2.3) corresponds to the “expurgation” or “exhaustion” method in
coding theory (see [8, Section 3.4.2]). This method was used also in [10,11].
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In this section we use the distinguished divisor of F obtained in Corollary 2.2 to refine the
construction of codes in Xing [12]. The definition of the q-ary code C that we construct can be
found in the statement of Theorem 3.1. Note that C is, in general, a nonlinear code.
For integers 1w  n, let Bq,n(w) be the Hamming ball
Bq,n(w) =
{
a ∈ Fnq : ‖a‖w
}
,
where ‖a‖ denotes the Hamming weight of a. Note that
∣∣Bq,n(w)∣∣= w∑
j=0
(
n
j
)
(q − 1)j .
Let F/Fq be a global function field of genus g, class number h, and with at least n distinct
rational places P1, . . . ,Pn. For i = 1, . . . , n, let ui be a local parameter of F at Pi .
Let G be a divisor of F with supp(G) ∩ {P1, . . . ,Pn} = ∅. Then for f ∈ L(G) we have
νPi (f ) 0 for 1 i  n. Therefore the local expansion of f at Pi has the form
f = f (0)(Pi)+ f (1)(Pi)ui + · · ·
with f (0)(Pi), f (1)(Pi) ∈ Fq . Let φ0 and φ1 be the Fq -linear maps from L(G) to Fnq defined by
φ0(f ) =
(
f (0)(P1), . . . , f
(0)(Pn)
)
, φ1(f ) =
(
f (1)(P1), . . . , f
(1)(Pn)
)
.
Note that φ1 depends on the choice of the local parameters u1, . . . , un.
For c ∈ Fnq and an integer 1w  n, let
Bq,n(w; c) =
{
a ∈ Fnq : ‖a − c‖w
}
.
Note that |Bq,n(w; c)| = |Bq,n(w)|.
Assume further that ∣∣L(G)∣∣ · ∣∣Bq,n(w)∣∣> qn. (3.1)
Let T be the subset of the Cartesian product L(G)× Fnq defined by
T = {(f, c) ∈ L(G)× Fnq : f ∈ L(G), φ0(f ) ∈ Bq,n(w; c)}.
It follows that
|T | = ∣∣L(G)∣∣ · ∣∣Bq,n(w)∣∣.
For each c ∈ Fnq , let NG,c(w) ⊆ L(G) and TG,c(w) be the sets defined by
NG,c(w) =
{
f ∈ L(G): φ0(f ) ∈ Bq,n(w; c)
}
,
TG,c(w) =
{
(f, c): f ∈ NG,c(w)
}
.
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T =
⋃
c∈Fnq
TG,c(w)
and for each c ∈ Fnq we have |TG,c(w)| = |NG,c(w)|. Hence there exists c ∈ Fnq such that
∣∣NG,c(w)∣∣= ∣∣TG,c(w)∣∣ |L(G)| · |Bq,n(w)|
qn
. (3.2)
Theorem 3.1. Let r  s  n and 1w  n4 be integers and assume that s  2n− 4w. Let F/Fq
be a global function field of genus g, class number h, and with at least n distinct rational places
P1, . . . ,Pn. We assume further that
r > n+ g − 1 − logq
w∑
j=0
(
n
j
)
(q − 1)j (3.3)
and
S(n, s,2w)Ar−s < h.
Then there exist a divisor G of F and c ∈ Fnq with deg(G) = r and supp(G) ∩ {P1, . . . ,Pn} = ∅
such that for the q-ary code C := φ1(NG,c(w)) ⊆ Fnq of length n we have
|C|
⌈
qr−n−g+1
w∑
j=0
(
n
j
)
(q − 1)j
⌉
and minimum distance
d(C) 2n− s − 4w + 1.
Proof. By Corollary 2.2, there exists a divisor G of F with deg(G) = r and supp(G) ∩
{P1, . . . ,Pn} = ∅ such that
L(G− V ) = {0} for all V ∈ V(n, s,2w). (3.4)
Using (3.3) and the Riemann–Roch theorem, we obtain that (3.1) is satisfied. Therefore there
exists c ∈ Fnq such that the set NG,c(w) ⊆ L(G) satisfies (3.2).
Let f1, f2 ∈ NG,c(w) be two distinct functions and put f = f1 −f2 ∈ L(G). Since supp(G)∩
{P1, . . . ,Pn} = ∅, we have νPi (f ) 0 for 1 i  n. Let li (f ) = min(2, νPi (f )) for 1 i  n.
Let V = l1(f )P1 + · · · + ln(f )Pn and j (f ) = j (V ), where j (V ) is defined as in (2.1). As
φ0(f1),φ0(f2) ∈ Bq,n(w; c), we have
j (f ) = ∥∥φ0(f )∥∥= ∥∥φ0(f1)− φ0(f2)∥∥ 2w. (3.5)
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l1(f )+ · · · + ln(f ) s − 1. (3.6)
From the definitions of the li (f ) and j (f ) we get
n∑
i=1
(
2 − li (f )
)= n∑
i=1
li (f )=0
(
2 − li (f )
)+ n∑
i=1
li (f )=1
(
2 − li (f )
)
 2j (f )+ ∥∥φ1(f )∥∥.
Together with (3.5) and (3.6) this yields
∥∥φ1(f )∥∥ n∑
i=1
(
2 − li (f )
)− 2j (f ) 2n− s + 1 − 4w,
which implies the desired bound on d(C).
The above argument and the assumption s  2n− 4w imply that the restriction of the map φ1
to NG,c(w) is injective. Therefore
|C| = ∣∣NG,c(w)∣∣
and we complete the proof using (3.2) and the Riemann–Roch theorem. 
4. Some limit computations
In this section we carry out some limit computations that will be used later. Moreover, we ob-
tain an extension of Xing’s bound [11, Theorem 4.1] which will be useful for a better comparison
with our main result.
Let y be a real number with 0 < y < 1. We define the function by on the interval [0, 1−y2 ] as
follows. For 0 < t < 1−y2 , we put
by(t) = −t logq t − (y + t) logq(y + t)− (1 − y − 2t) logq(1 − y − 2t).
Furthermore, we put
by(0) = lim
t→0+
by(t) = −y logq y − (1 − y) logq(1 − y)
and
by
(
1 − y
2
)
= lim
t→((1−y)/2)−
by(t) = −1 − y2 logq
1 − y
2
− 1 + y
2
logq
1 + y
2
.
Note that for the derivative b′y of by on (0,
1−y
2 ) we have
b′y(t) = logq
(1 − y − 2t)2
. (4.1)
t (y + t)
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(1 − y − 2t)2 = t (y + t).
We have
t1 = 23 −
y
2
−
√
4 − 3y2
6
, t2 = 23 −
y
2
+
√
4 − 3y2
6
.
Lemma 4.1. With the notation as above, we have
0 < t1 <
1 − y
2
< t2.
Proof. It suffices to observe that p(t) := (1 − y − 2t)2 − t (y + t) is a quadratic polynomial with
positive leading coefficient and
p(0) = (1 − y)2 > 0, p
(
1 − y
2
)
= y
2 − 1
4
< 0. 
Lemma 4.2. With the notation as above and with 0 < x < 14 , we have
max
0tmin{2x, 1−y2 }
by(t) =
{
by(2x) if 2x  t1,
by(t1) if t1  2x.
Proof. From (4.1) and Lemma 4.1 we see that the function by is increasing on the interval (0, t1)
and decreasing on the interval (t1, 1−y2 ). The result follows. 
Note that 2x  t1 means
2x  2
3
− y
2
−
√
4 − 3y2
6
or equivalently
12x  4 − 3y −
√
4 − 3y2.
We can now establish the following result on the quantity S(n, s,w) introduced in Section 2.
Proposition 4.3. With 0 < x < 14 and 0 < y < 1, if 12x  4 − 3y −
√
4 − 3y2, then
lim
n→∞
logq S(n,n+ yn	,2xn	)
n
= −2x logq(2x)− (2x + y) logq(2x + y)− (1 − 4x − y) logq(1 − 4x − y),
and if 12x  4 − 3y −√4 − 3y2, then
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n→∞
logq S(n,n+ yn	,2xn	)
n
= −
(
2
3
− y
2
−
√
4 − 3y2
6
)
logq
(
2
3
− y
2
−
√
4 − 3y2
6
)
−
(
2
3
+ y
2
−
√
4 − 3y2
6
)
logq
(
2
3
+ y
2
−
√
4 − 3y2
6
)
−
(√
4 − 3y2 − 1
3
)
logq
(√
4 − 3y2 − 1
3
)
.
Proof. Since 0 < x < 14 and 0 < y < 1, we have
S
(
n,n+ yn	,2xn	)= min{2xn	,
n−yn	
2 	}∑
j=0
(
n
j
)(
n− j
yn	 + j
)
.
Therefore
max
0jmin{2xn	, n−yn	2 	}
(
n
j
)(
n− j
yn	 + j
)
 S
(
n,n+ yn	,2xn	)

(
min
{
2xn	,
⌊
n− yn	
2
⌋}
+ 1
)
max
0jmin{2xn	, n−yn	2 	}
(
n
j
)(
n− j
yn	 + j
)
.
Since
lim
n→∞
logq(min{2xn	, (1 − yn	)/2	} + 1)
n
= 0,
we obtain that
lim
n→∞
logq S(n,n+ yn	,2xn	)
n
= lim
n→∞
logq
{
max0jmin{2xn	, n−yn	2 	}
(
n
j
)(
n−j
yn	+j
)}
n
= lim
n→∞ max0tmin{2x, 1−y2 }
logq
{(
n
tn	
)(
n−tn	
yn	+tn	
)}
n
.
Next we note that(
n
)(
n− tn	 )= n! .tn	 yn	 + tn	 tn	! · (yn	 + tn	)! · (n− yn	 − 2tn	)!
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logq n! =
(
n+ 1
2
)
logq n− n logq e +O(1). (4.2)
A straightforward calculation shows then that
logq
{(
n
tn	
)(
n−tn	
yn	+tn	
)}
n
= by(t)+O
(
logn
n
)
with the implied constant in the Landau symbol being independent of t . Therefore
max
0tmin{2x, 1−y2 }
logq
{(
n
tn	
)(
n−tn	
yn	+tn	
)}
n
= max
0tmin{2x, 1−y2 }
by(t)+O
(
logn
n
)
,
and an application of Lemma 4.2 completes the proof. 
Remark 4.4. In this paper we need only the first part of Proposition 4.3, but we have included
the second part as well since it follows immediately by the same analysis and since it may be
useful for later work.
In the rest of this section we establish an extension of a bound due to Xing [11, Theorem 4.1].
Let σ be a real number with 0 σ < 3 − 2 logq(1 + √q ). We define the function aσ on the
interval [0, σ ] as follows. For 0 < t  σ , we put
aσ (t) = σ + logq 4 −
t
2
− t logq t − (2 − t) logq(2 − t).
Furthermore, we put
aσ (0) = lim
t→0+
aσ (t) = σ.
For 0 σ < 3 − 2 logq(1 + √q ), let I (σ ) be defined by
I (σ ) = max
0tσ
aσ (t).
The following proposition extends [11, Proposition 3.4] by allowing 0 σ < 3 − 2 logq(1 +√
q ) instead of 0 < σ < 21+√q .
Proposition 4.5. Assume that 0  σ < 3 − 2 logq(1 + √q ) and {Fi/Fq}∞i=1 is a sequence of
global function fields with genus g(Fi) → ∞ as i → ∞. Then
lim sup
i→∞
logq Aσg(Fi)	(Fi)
g(Fi)
 I (σ ),
where Aσg(Fi)	(Fi) denotes the number of all positive divisors of Fi of degree σg(Fi)	.
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apply [11, Corollary 3.2] to obtain
Aσg(Fi)	(Fi)
qσg(Fi)	+1
q − 1
σg(Fi)	∑
j=2
(
2g(Fi)
j
)
q−j/2 + q
σg(Fi)	 − 1
q − 1 N(Fi), (4.3)
where N(Fi) denotes the number of rational places of Fi . Using the Hasse–Weil bound, we get
lim sup
i→∞
logq
( (qσg(Fi )	−1)N(Fi)
q−1
)
g(Fi)
 lim sup
i→∞
logq
(
qσg(Fi)	
)
g(Fi)
= σ. (4.4)
Now we consider the first term on the right-hand side of (4.3). We have
logq
σg(Fi)	∑
j=2
(
2g(Fi)
j
)
q−j/2  logq
⌊
σg(Fi)
⌋+ max
2jσg(Fi)	
logq
{(
2g(Fi)
j
)
q−j/2
}
.
Furthermore, by (4.2) we obtain for 2 j  σg(Fi)	,
logq
{(
2g(Fi)
j
)
q−j/2
}
= 2g(Fi) logq
(
2g(Fi)
)− j logq j
− (2g(Fi)− j) logq(2g(Fi)− j)− j2 +O
(
logg(Fi)
)
= g(Fi) logq 4 − j logq
j
g(Fi)
− (2g(Fi)− j) logq
(
2 − j
g(Fi)
)
− j
2
+O(logg(Fi))
with the implied constant in the Landau symbol being independent of j . It follows that
1
g(Fi)
max
2jσg(Fi)	
logq
{(
2g(Fi)
j
)
q−j/2
}
 max
0tσ
(
aσ (t)− σ
)+O( logg(Fi)
g(Fi)
)
,
and so
lim sup
i→∞
1
g(Fi)
logq
{
qσg(Fi)	+1
q − 1
σg(Fi)	∑
j=2
(
2g(Fi)
j
)
q−j/2
}
 max
0tσ
aσ (t).
Together with (4.3) and (4.4) this yields the desired result. 
Next we will determine I (σ ) explicitly. For the derivative a′σ of aσ on (0, σ ) we have
a′σ (t) = −
1 + logq
2 − t
2 t
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a′σ (t) 0 ⇔ 0 < t 
2
1 + √q .
Therefore we obtain
I (σ ) =
⎧⎨
⎩
aσ (σ ) if 0 σ  21+√q ,
aσ
( 2
1+√q
)
if 21+√q  σ < 3 − 2 logq(1 +
√
q ).
(4.5)
Note that I (σ ) is a strictly increasing function mapping the interval [0,3−2 logq(1+√q )) onto
the interval [0,2). Therefore the inverse function I−1 maps the interval [0,2) onto the interval
[0,3 − 2 logq(1 + √q )).
For γ > 0, let GX,γ be the function defined on the interval (0,1) as
GX,γ (δ) = 1 + γ logq
q
q − 1 + γ
(
δ logq δ + (1 − δ) logq(1 − δ)
)
.
For γ > 0, let ΨX,γ be the function on the interval (0,1) given by
ΨX,γ (δ) =
{
I−1(GX,γ (δ)) if 0GX,γ (δ) < 2,
0 otherwise.
(4.6)
Using Proposition 4.5 instead of [11, Proposition 3.4], we immediately extend [11, Theo-
rem 4.1] as follows. This extended version will be useful for a better comparison with our main
result.
Theorem 4.6. For 0 < γ A(q), we have
αq(δ)RX,γ (δ) := 1 − δ − 1
γ
+ 1
γ
ΨX,γ (δ).
5. The improved asymptotic bound
In this section we prove our main result (Theorem 5.1) which establishes an improved lower
bound on αq(δ). The required sequence of q-ary codes is obtained from Theorem 3.1. Some
examples in this section demonstrate that for the chosen values of q and δ, the new lower bound
on αq(δ) is better than all previous bounds.
For real numbers γ > 0, 0 < x < 14 , and 0 < y < 1 − 4x, let Gγ (x, y) be the function of two
variables defined as
Gγ (x, y) = 1 + γ logq
q
q − 1 + γ
{
2x logq(2x)+ (2x + y) logq(2x + y)
+ (1 − 4x − y) logq(1 − 4x − y)
}
.
For 0 < y < 1, let
Gγ (0, y) = lim+ Gγ (x, y).x→0
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In the following, we collect some properties of the function Gγ . The partial derivative
∂Gγ
∂y
of
Gγ (x, y) with respect to y is
∂Gγ
∂y
(x, y) = γ logq
2x + y
1 − 4x − y .
Hence for fixed γ and x, the function Gγ (x, y) is strictly decreasing for 0 < y < 1−6x2 and
strictly increasing for 1−6x2 < y < 1 − 4x.
For γ > 0 we have
lim
y→0+
Gγ (0, y) = lim
y→1−
Gγ (0, y) = 1 + γ logq
q
q − 1 > 1.
Therefore limy→0+ Gγ (x, y) > 0 and limy→(1−4x)− Gγ (x, y) > 0 for sufficiently small 0 
x < 14 . Moreover, Gγ (0,
1
2 ) = 1 + γ (logq qq−1 − logq 2) and
Gγ
(
0,
1
2
)
< 0 ⇔ γ > 1
logq(2q − 2)− 1
.
Therefore, if q  3 and γ > 1logq (2q−2)−1 , then for sufficiently small 0  x <
1
4 we have
Gγ (x,
1−6x
2 ) < 0.
For γ > 0, 0 x < 14 , and 0 < y < 1 − 4x, let Ψγ be the function defined as
Ψγ (x, y) =
⎧⎨
⎩
I−1(Gγ (x, y)) if 0Gγ (x, y) < 2 and
12x  4 − 3y −√4 − 3y2,
0 otherwise.
Note that for 0 x < 14 , 0 < δ < 1 − 4x, and y = 1 − 4x − δ, we have
12x  4 − 3y −
√
4 − 3y2 ⇔ 2x(1 − δ − 2x) δ2. (5.1)
Theorem 5.1. Assume that {Fi/Fq}∞i=1 is a sequence of global function fields with gi → ∞ as
i → ∞ and
lim
i→∞
Ni
gi
= γ > 0,
where Ni and gi denote the number of rational places and the genus of Fi , respectively. Then for
0 x < 14 and 0 < δ < 1 − 4x, we have
αq(δ)  Rγ,x(δ)
:= 1 − δ − 1
γ
+ x logq(q − 1)− x logq x − (1 − x) logq(1 − x)− 4x
+ 1 Ψγ (x,1 − 4x − δ).
γ
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y := 1 − 4x − δ and σ := Ψγ (x, y). If σ = 0, then the proof follows from the proof of [12,
Theorem 1.2]. Therefore we assume that 0 <Gγ (x, y) < 2 and σ > 0. If
y + x logq(q − 1)− x logq x − (1 − x) logq(1 − x) >
1 − σ
γ
(5.2)
does not hold, then Rγ,x(δ) 0 and the statement of the theorem is trivial. Hence we also assume
that (5.2) holds. Let ε > 0 be a sufficiently small real number such that ε < σ and
y + x logq(q − 1)− x logq x − (1 − x) logq(1 − x) >
1 − (σ − ε)
γ
(5.3)
hold.
For i  1, let ni = Ni , si = ni + yni	, wi = xni	, and ri = si + (σ − ε)gi	. As 12x 
4 − 3y −√4 − 3y2, using Proposition 4.3 we obtain
lim
i→∞
logq S(ni, si ,2wi)
gi
= γ {−2x logq(2x)− (2x + y) logq(2x + y)
− (1 − 4x − y) logq(1 − 4x − y)
}
= 1 + γ logq
q
q − 1 −Gγ (x, y). (5.4)
By Proposition 4.5 we have
lim sup
i→∞
logq Ari−si (Fi)
gi
 I (σ − ε). (5.5)
For i  1, let h(Fi) denote the class number of Fi . By [8, Proposition 2.3.26], we have
lim inf
i→∞
logq h(Fi)
gi
 1 + γ logq
q
q − 1 . (5.6)
As I (σ − ε) < I (σ ) = Gγ (x, y), using (5.4)–(5.6) we obtain
lim sup
i→∞
logq{S(ni, si ,2wi)Ari−si (Fi)}
gi
 1 + γ logq
q
q − 1 −Gγ (x, y)+ I (σ − ε)
< 1 + γ logq
q
q − 1
 lim inf
i→∞
logq h(Fi)
gi
,
and so for sufficiently large i we have
S(ni, si,2wi)Ari−si (Fi) < h(Fi). (5.7)
It follows from [1, Eq. (13.17)] that
438 H. Niederreiter, F. Özbudak / Finite Fields and Their Applications 13 (2007) 423–443lim
i→∞
logq |Bq,ni (wi)|
ni
= lim
n→∞
logq
(∑xn	
j=0
(
n
j
)
(q − 1)j )
n
= x logq(q − 1)− x logq x − (1 − x) logq(1 − x). (5.8)
Moreover, using (5.3) and (5.8), for sufficiently large i we get
ri + 1 − gi + logq
{xni	∑
j=0
(
ni
j
)
(q − 1)j
}
> ni.
Taking into account (5.7), we can thus apply Theorem 3.1. This yields, with a suitable integer
i0  1, a sequence {Ci}∞i=i0 of q-ary codes Ci of length ni satisfying the lower bounds on |Ci |
and d(Ci) in Theorem 3.1. Note that ni = Ni → ∞ as i → ∞. By passing, if necessary, to a
subsequence, we can assume that the limits
R0 := lim
i→∞
logq |Ci |
ni
and δ0 := lim
i→∞
d(Ci)
ni
exist. It follows from Theorem 3.1 that
R0  y + σ − ε
γ
− 1
γ
+ x logq(q − 1)− x logq x − (1 − x) logq(1 − x)
= 1 − δ − 1
γ
+ x logq(q − 1)− x logq x − (1 − x) logq(1 − x)− 4x +
σ − ε
γ
and
δ0  1 − y − 4x = δ.
Furthermore, (δ0,R0) ∈ Uq , and so the definition of αq in (1.1) implies that αq(δ0) R0. Since
αq is a nonincreasing function, we obtain
αq(δ) αq(δ0) 1 − δ − 1
γ
+ x logq(q − 1)− x logq x − (1 − x) logq(1 − x)− 4x +
σ − ε
γ
.
Letting ε tend to 0, we arrive at the desired result. 
Let RGV(δ) and RX,γ (δ) denote the Gilbert–Varshamov bound in (1.2) and the extended ver-
sion of Xing’s bound [11] in Theorem 4.6, respectively. Furthermore, for 0 < γ A(q) let
RNO,γ (δ) := 1 − δ − 1
γ
+ logq
(
1 + 1
q3
)
be the lower bound on αq(δ) which follows from (1.5).
The following examples demonstrate that Theorem 5.1 yields improvements on all three lower
bounds RGV(δ), RX,γ (δ), and RNO,γ (δ) for αq(δ), at least for certain values of q and certain
ranges of δ. We have chosen examples where q is either a square or a cube, since then we know
either the exact value of A(q) (namely √q − 1 when q is a square as noted in Section 1) or a
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both small values and large values of δ.
Example 5.2. Let q = 26, γ = √q − 1, and
δ = 13763868443250238929521503984833381597731412559044
46065097831342932365531985486767649347321318605709
= 0.29879169026501515839 . . . .
By Theorem 5.1 with x = 10−13 we obtain
αq(δ)Rγ,x(δ) = 0.55835371587781529071 . . . .
This is an improvement, namely we have
Rγ,x(δ)−RGV(δ) 0.00264878639690244288 . . . ,
Rγ,x(δ)−RX,γ (δ) 7.3387 · 10−15,
Rγ,x(δ)−RNO,γ (δ) 0.00000163176091819815 . . . .
Moreover, let
δ = 32301229388092693436010481501934267749589906046665
46065097831342932365531985486767649347321318605709
= 0.70120830973498484160 . . . .
By Theorem 5.1 with x = 10−13 we obtain
αq(δ)Rγ,x(δ) = 0.15593709640785805503 . . . .
This is also an improvement, namely we have
Rγ,x(δ)−RGV(δ) 0.00112496366703777133 . . . ,
Rγ,x(δ)−RX,γ (δ) 1.97862 · 10−14,
Rγ,x(δ)−RNO,γ (δ) 0.00000163176093064567 . . . .
Example 5.3. Let q = 72, γ = √q − 1, and
δ = 7334559589562321721169749749908497945081695123431
18755194537338788993696079784908084949457099261873
= 0.39106816913897159912 . . . .
By Theorem 5.1 with x = 10−13 we obtain
αq(δ)Rγ,x(δ) = 0.44226734872224546020 . . . .
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Rγ,x(δ)−RGV(δ) 0.00264878639690244288 . . . ,
Rγ,x(δ)−RX,γ (δ) 6.57561 · 10−14,
Rγ,x(δ)−RNO,γ (δ) 0.00000000050524711111 . . . .
Moreover, let
δ = 11420634947776467272526330034999587004375404138442
18755194537338788993696079784908084949457099261873
= 0.60893183086102840087 . . . .
By Theorem 5.1 with x = 10−13 we obtain
αq(δ)Rγ,x(δ) = 0.22440368700019503856 . . . .
This is also an improvement, namely we have
Rγ,x(δ)−RGV(δ) 0.00206575309889364891 . . . ,
Rγ,x(δ)−RX,γ (δ) 7.21362 · 10−14,
Rγ,x(δ)−RNO,γ (δ) 0.00000000050525349122 . . . .
Example 5.4. Let q = 221, γ = 2(q2/3−1)
q1/3+2 by (1.4), and
δ = 1034323484865452473463726110309814032498446010098
99621193732964014413326435515634059733734238550355
= 0.01038256465424386359 . . . .
By Theorem 5.1 with x = 10−60 we obtain
αq(δ)Rγ,x(δ) = 0.98564990803085654665 . . . .
This is an improvement, namely we have
Rγ,x(δ)−RGV(δ) 0.00000003241848960665 . . . ,
Rγ,x(δ)−RX,γ (δ) 2.1335699248 · 10−61,
Rγ,x(δ)−RNO,γ (δ) 1.2865511916 · 10−18.
Moreover, let
δ = 98586870248098561939862709405324245701235792540257
99621193732964014413326435515634059733734238550355
= 0.98961743534575613640 . . . .
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αq(δ)Rγ,x(δ) = 0.00641503733934427385 . . . .
This is also an improvement, namely we have
Rγ,x(δ)−RGV(δ) 0.00000000034011836260 . . . ,
Rγ,x(δ)−RX,γ (δ) 4.2225689802 · 10−61,
Rγ,x(δ)−RNO,γ (δ) 1.2865511916 · 10−18.
Remark 5.5. For x in Theorem 5.1, consider the choice
x0 = q − 1
q4 + q − 1 .
Then with γ = A(q) and for 0 < δ < (q − 1)/q , Theorem 5.1 yields
αq(δ) 1 − δ − 1
A(q)
+ logq
(
1 + q − 1
q4
)
+ 1
A(q)
ΨA(q)(x0,1 − 4x0 − δ). (5.9)
Using the trivial observation that the last term in (5.9) is nonnegative, we obtain
αq(δ) 1 − δ − 1
A(q)
+ logq
(
1 + q − 1
q4
)
,
which is nearly as good as the bound (1.5). Clearly, we can expect better bounds by using more
information about the last term in (5.9) for certain ranges of δ. Suppose, for example, that we
want to achieve the improved bound
αq(δ) 1 − δ − 1
A(q)
+ logq
(
1 + 2
q3
)
. (5.10)
Assume that δ 
√
2q−3/2, so that the second inequality in (5.1) is satisfied with x = x0. By the
definition of the function ΨA(q), we then need to impose the condition
I
(
A(q) logq
(
1 + q + 1
q4 + q − 1
))
GA(q)(x0,1 − 4x0 − δ) < 2
in order to obtain (5.10). Note that for q  3 we have
σ0 := A(q) logq
(
1 + q + 1
q4 + q − 1
)
 1
q5/2
since A(q)  √q − 1 by the Vla˘dut¸–Drinfeld bound (see [5, Theorem 1.6.21]). By (4.5) and
the monotonicity of the function I , it follows that I (σ0)  I (q−5/2)  6q−5/2, so we need the
condition
6
5/2 GA(q)(x0,1 − 4x0 − δ) < 2q
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range of the parameter δ for which the improved bound (5.10) is valid. Such a range can be
determined numerically in the case where the value of A(q) is known, that is, when q is a square.
For example, when q = 26, the bound (5.10) is valid for a region of δ including the union[
2496630821
903876906828
,
257129334311
860802283574
]
∪
[
72613276924
103543390595
,
16777027
16777279
]
of closed intervals.
Although the function
x logq(q − 1)− x logq x − (1 − x) logq(1 − x)− 4x,
which occurs as a part of the expression for Rγ,x(δ) in Theorem 5.1, achieves its maximum at
x = x0, there exist suitable x with Rγ,x(δ) > Rγ,x0(δ) for some δ. For example, when
q = 26, δ1 = 257129334311860802283574 , δ2 =
72613276924
103543390595
,
x1 = 10−15, and x2 = 10−14,
we obtain that
RA(q),x1(δ1) = 0.5584418888 . . . > RA(q),x0(δ1) = 0.5584357555 . . . , (5.11)
RA(q),x2(δ2) = 0.1558667624 . . . > RA(q),x0(δ2) = 0.1558611378 . . . .
We note that RA(q),x1(δ1) and RA(q),x2(δ2) in (5.11) give better lower bounds than all previously
known bounds as well.
Acknowledgments
The second author is partially supported by the Turkish Academy of Sciences in the frame-
work of the Young Scientists Award Programme (F.Ö./TÜBA-GEBIP/2003-13). We are grateful
to two anonymous referees for their useful comments.
References
[1] E.R. Berlekamp, Algebraic Coding Theory, McGraw–Hill, New York, 1968.
[2] J. Bezerra, A. Garcia, H. Stichtenoth, An explicit tower of function fields over cubic finite fields and Zink’s lower
bound, J. Reine Angew. Math., in press.
[3] N.D. Elkies, Excellent nonlinear codes from modular curves, in: STOC’01, Proceedings of the 33rd Annual ACM
Symposium on Theory of Computing, Hersonissos, Greece, 2001, pp. 200–208.
[4] H. Niederreiter, F. Özbudak, Constructive asymptotic codes with an improvement on the Tsfasman–Vla˘dut¸–Zink
and Xing bounds, in: K.Q. Feng, H. Niederreiter, C.P. Xing (Eds.), Coding, Cryptography and Combinatorics, in:
Progr. Comput. Sci. Appl. Logic, vol. 23, Birkhäuser, Basel, 2004, pp. 259–275.
[5] H. Niederreiter, C.P. Xing, Rational Points on Curves over Finite Fields: Theory and Applications, Cambridge Univ.
Press, Cambridge, 2001.
[6] H. Stichtenoth, Algebraic Function Fields and Codes, Springer, Berlin, 1993.
[7] H. Stichtenoth, C.P. Xing, Excellent non-linear codes from algebraic function fields, IEEE Trans. Inform. Theory,
in press.
H. Niederreiter, F. Özbudak / Finite Fields and Their Applications 13 (2007) 423–443 443[8] M.A. Tsfasman, S.G. Vla˘dut¸, Algebraic-Geometric Codes, Kluwer Academic, Dordrecht, 1991.
[9] M.A. Tsfasman, S.G. Vla˘dut¸, T. Zink, Modular curves, Shimura curves, and Goppa codes, better than Varshamov–
Gilbert bound, Math. Nachr. 109 (1982) 21–28.
[10] S.G. Vla˘dut¸, An exhaustion bound for algebro-geometric “modular” codes, Prob. Inf. Transm. 23 (1987) 22–34.
[11] C.P. Xing, Algebraic-geometry codes with asymptotic parameters better than the Gilbert–Varshamov and the
Tsfasman–Vla˘dut¸–Zink bounds, IEEE Trans. Inform. Theory 47 (2001) 347–352.
[12] C.P. Xing, Nonlinear codes from algebraic curves improving the Tsfasman–Vla˘dut¸–Zink bound, IEEE Trans. In-
form. Theory 49 (2003) 1653–1657.
