Let (Y i , θ i ), i = 1, ..., n, be independent random vectors distributed as (Y, θ) ∼ G * , where the marginal distribution of θ is completely unknown, and the conditional distribution of Y conditional on θ is known. It is desired to estimate G * , as well as E G * h(Y, θ) for a given h, based on the observed Y 1 , ..., Y n .
Introduction and Preliminaries.
Consider a general empirical Bayes setup, where (Y i , θ i ), are i.i.d., i = 1, ..., n, distributed as (Y, θ) ∼ G * , and the conditional distribution of Y conditionally on θ is F θ , θ ∈ Θ. The marginal distribution of θ under G * is denoted G.
Suppose that {F θ } are known, while G is unknown. It is desired to estimate η = E G * h(Y, θ) for a given h, based on the observed Y 1 , ..., Y n . Our approach is to estimate η byη = EĜ * h(Y, θ) for a suitable estimatorĜ * of G * . To clarify terminology, when necessary we refer to {(Y i , θ i ), i = 1, ..., n} as the "aggregate sample" and to {Y i , i = 1, ..., n} as the "observed sample".
We concentrate on the non-parametric empirical Bayes setup where G is completely unknown, as opposed to the parametric setup where G is assumed to be a member of some parametric family.
There are two main novel contributions to this paper. One, is suggesting a method of estimating G. The method is based on quadratic programming.
It is computationally much more efficient than the common approach of EMalgorithm, in addition, it naturally incorporates calibration constraints when available. Note, an estimatorĜ for G induces a corresponding estimatorĜ * for G * , through dĜ * (y, s) = dF s (y)dĜ(s) ≡ dG * (y|θ = s)dĜ(s).
The other main contribution is a nonstandard application of empirical Bayes and estimatorsη as above to the problem of treating non-response. The suggested treatment does not involve Missing At Random (MAR) type of assumptions, see, e.g., Little and Rubin (2002) and Lohr (1999) . Instead, it uses, often available, information about the 'effort' invested in getting responses.
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Capture Recapture Example, and Relation to Causal Inference.
We will briefly explain our idea and its relation to approaches in causal inference. This is done in light of the familiar 'capture re-capture' example. Suppose it is desired to estimate N -the population's size of fish in a lake. For this purpose there are M capturing attempts, in each attempt, captured fish are tagged and released. Suppose n (different) fish were captured in the M attempts. For each fish among the n that were captured at least once, there is a record of the number of times it was captured. For each i, i = 1, ..., N , denote the random variable Y i -the number of times the corresponding fish was captured. Suppose
Given n captured fish, if their corresponding p i were known, then the Horvitz-
h(p i ) could be applied. Since p i are unknown, a common way to simplify is to assume that p i ≡ p, estimate p, e.g., by the mlep, and get the estimatorÑ = n p . Less restrictive assumptions are used in causal-inference, in related problems, as briefly discussed in what follows.
In causal-inference, when it is desired to estimate Average Treatment Effect, a similar task should be carried, where the analogous of the unknown p i , that corresponds to subject i, is its probability to be assigned to a certain treatment.
The common approaches use estimates of 1/p i in terms of propensity score see, e.g., Rosenbaum and Rubin (1983) . A related approach is of Robbins et. al. (1994) , in which some data points are fully observed while for some other data points there are missing covariates. Observations with missing covariates may be viewed as 'censored' in terms of our next section. The aim is to find the appropriate weights for fully observed and partially observed data points.
The weights are based on an analogous of the estimated inverse probabilities of 
Our approach, in the above capture re-capture example, is the following. Let
As elaborated in the sequel, a pseudo Horvitz-Thompon type estimator for N is nE G * (
The term 'pseudo' is since G * is unknown. Denote by G * t the conditional distribution of p on Y > 0. We will suggest an NPMLE estimatorĜ * t for G * t , that will yield a corresponding estimator nEĜ * t 1 p .
Our approach involves less model assumption then commonly assumed in causal-inference. We do not assume models that imply consistent estimation of the individual p i . Consequently, the corresponding theoretical properties are weaker; at the same time, one may feel more comfortable with an analysis that is based on weaker assumptions.
Non Parametric Maximum Likelihood Estimators (NPMLE).
Suppose (Y i , θ i ) ∼ G * , i = 1, ..., n are i.i.d., as described above.
Given the distributions F θ and their corresponding densities f θ , θ ∈ Θ, for every distribution G on Θ define
An NPMLEĜ for G, based on the observations Y 1 , ..., Y n , is anyĜ that
In the literature, NPMLE is also termed GMLE, Generalized Maximum Likelihood Estimator.
The above estimator was suggested by Kiefer and Wolfowitz (1956) . They also gave conditions, which imply weak convergenceĜ ⇒ G.
The common way for computing and approximatingĜ is through the EMalgorithm. In Section 3 we will suggest our quadratic programming based alternative approach. Our approach is related to and affected by the convex optimization approach that was suggested by Koenker and Mizera (2014) , and the formulation in Efron (2014) .
It was pointed to us that our quadratic programming approach is very close to Wager (2014) . Incredibly our development was done independently and about the same time, see Greenshtein and Itskov (2013) arXiv. In spite of the similarity, our setup is slightly more general in order to allow various interesting nonresponse scenarios. Under the setup in Wager (2014) , Y i = θ i + i where θ i and i are independent, i = 1, ..., n, i are i.i.d., i = 1, ..., n, i.e., a classical deconvolution problem, or, additive noise. The later setup does not include, The estimation of G is called de-mixing or identifying mixtures. On mixture models, see, e.g., Lindsay (1995) .
Motivating NPMLE type of estimators for E G h. Consider a function h = h(θ). A naive way for estimating η = E G h, is to plug in a point-wise estimator of θ i , e.g., the mle, resulting inη = 1 n h(θ i ). The estimatorη is typically biased and not consistent. On the other hand, in situations wherê G ⇒ G, consistency ofη = EĜh, as an estimator for η = E G h, is implied for continuous functions h.
Suppose we consider θ i , such that θ i ≥ 1, as "meaningful" signals. Then we might be interested in estimating the proportion of meaningful signals in our sample. For large n, that proportion is close to η = E G h, for the function h(θ) =
On the other hand, by the results of Kiefer and Wolfowitz,Ĝ ⇒ G and thuŝ
In cases whereĜ ⇒ G, we demonstrated the potential advantage of our NPMLE estimator compared to plug in point-wise mle estimator. This demonstrated advantage motivates us to apply such estimators also when there is no Robbins (1977) ; see also Greenshtein et.al., (2008) .
Our main application of treating non-response is described in the next section. In Section 3 we describe a general method to compute NPMLE. Section 4 discusses construction of confidence intervals for functionals E G h for a given h and an unknown G. Section 5 presents simulation results. Section 6 presents a real data example, involving the Israeli labor force survey, analyzed by our approach.
2. Non-response and Empirical Bayes type Horvitz Thompson estimators.
Repeated interviewing attempts
In order to motivate our notations in the following subsection, we introduce a realistic sampling scheme from a large population. A random subject from the Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) population is randomly sampled. Then there are repeated interviewing attempts of this subject until either a response is obtained, or until M unsuccessful attempts are made. The value of M is known and it is part of the design of the survey. We model Z i -the number of attempts until a response from subject i, as a Geometric random variable with success probability π i . The value of π i is unknown. The corresponding probability of response before the cutoff of M unsuccessful attempts, is denoted p i , where
The quantity of interest in each subject i is denoted X i , which is observed if and only if a response is received. Suppose that N subjects are sampled from the (super) population. We consider the "initial aggregate sample"
There are two related scenarios, we call them truncated and censored scenarios. The two scenarios induce two types of aggregate samples and observed samples.
Truncated scenario. In this scenario we observe only the n ≤ N observations that correspond to responses, i.e., their corresponding Z i satisfy Z i ≤ M . We re-index, and those n points in the initial aggregate sample become our ag-
The corresponding observed sample is
The other (N − n) observations are truncated and we do not know about their existence.
As an example for truncated observations whose "'existence"' is unknown, consider the capture-recapture example presented in the Introduction. The fish with Y i = 0, i.e., zero captures, are truncated. In particular we have no knowlStatistica Sinica: Newly accepted Paper (accepted version subject to English editing)
edge how many such cases exist, if any.
Censored scenario. For responded subjects we observe (X i , Z i ). For nonresponded subjects we do not observe the value of interest X i . However, we do get the censored information that for the corresponding i, Z i > M .
It will be seen in our simulation section that the seemingly minor extra censored information can be very helpful for the estimation of E G * X, compared with the truncated scenario. It is also demonstrated in the following trivialized example.
Example 2: Suppose that there are M = 1 "'repeated attempts"'. There are n observations with corresponding Z i = 1, i = 1, ..., n. It is desired to estimate
In the truncated case, where the number N − n is unknown, obviously there is no way to consistently estimate
However, consider a censored scenario, where it is known that N − n = 0.
Then, asymptotically as n → ∞ the NPMLEĜ converges to a degenerate distribution under which p = 1 almost surely. The corresponding estimator for E G * X converges to the sample averageX, i.e.,X − EĜ * X → p 0.
General formulation.
The formulation in this subsection is in light of the above example, but it is more general. It includes more modeling situations, such as that in our real data example in Section 6, and beyond.
The variable X is the variable of interest and it is desired to estimate its expectation under G * . In light of the main example of repeated interviewing attempts, the variable I i is an indicator of the event subject i responded. The variables X i Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) and Z i are observed if and only if I i = 1. In terms of our example of repeated interviewing attempts, I i is a function of Z i and thus redundant, but we set here a general formulation. The unobserved p i is abstract in the current general setup, but in our main example it is the probability of response; Z i is some covariate.
Let,
be (functions of) the observed sample, i = 1, ..., n. As above, n ≤ N in the truncated scenario and n = N in the censored scenario. Denote
It is desired to estimate
This setup may be readily generalized to a general function h(θ, Y ) and its
Note, the X-part, of the parameter θ is observed under response, which is non-conventional. Observe, that our main interest is in the distribution of X in terms of E G * X, while the value of the unobserved/latent p is of a secondary importance. By incorporating the value of X in θ and estimating the population distribution G of θ, we learn about the desired population's distribution of X.
In addition, there are cases where we have some partial knowledge regarding the distribution of X in the population, in terms of calibration constraints.
Those constraints are conveniently expressed in terms of θ in our NPMLE suggested method, see sub-section 3.2.
Censored version.
Let G be the marginal distribution of θ under G * . Note that E G * X = E G X.
Thus, once an estimatorĜ for G is available, an induced estimator for η = E G X is defined. Specifically we have the estimator:
The last equation and reasoning applies under the general and abstract setup of the previous sub-section. In the sequel we present helpful representations of
(1), motivated by our main example of repeated interviewing attempts.
In the rest of this subsection the discussion and development are oriented towards our main example, through assumption (2) in the sequel.
Here, "'NR"' is a formal value, expressing the fact that there was No-Response.
Assume:
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Under the censoring scenario the event I i = 0 provides some information, e.g., the mere fact that I i = 0. Thus, n = N .
In our main example, this information is formally expressed through F θ (y) =
Under (2) and (3) we obtain:
Thus:
When replacing G * byĜ * , the last equation induces the estimator:
for E G * X.
The estimatorη cA allows the flexibility of estimating E G * (p|X = x) based on a possible source/sample other than the observed sample (
as done in Section 6.
The last estimator is an empirical Bayes variant of Horvitz-Thompson estimator, on which we elaborate more in the next subsection.
Truncated version.
The initial aggregate sample is (
Under the truncated version, the aggregate sample (X j , Z j , p j , I j ) consists of the n ≤ N sample points for which I j = 1. We re-index those sample point as (
Denote by G * t , the conditional distribution of (X, Z, I, p) conditional on I = 1.
Let
Denote the marginal of G * t on θ ≡ (X, p) by G t .
In the current truncated setup we may attempt to estimate only G * t and its functionals. Indeed in this section we present E G * X as a functional of G * t , and our estimators are presented through expectations under its estimatorsĜ * t . In particular our estimators are not functions of the unobserved N .
Assume (2), coupled with p > 0, and
In our main example, for π = π(p), the expression for F t (y|θ) ≡ P G * (y|θ, I = 1) = P G t (y|θ) = is:
Empirical Bayes Horvitz-Thompson estimators. When we conditional on (X i , p i ), i = 1, ..., N , the only remaining randomness is in I i . By (2)
Thus, by (7), just as in the derivation of Horvitz-Thompson, obviously
hence, by taking expectation of the above conditional expectation we obtain:
Thus,η
is an unbiased pseudo-estimator for E G * X, that could be used by an oracle who knows both p i , i = 1, ..., n and N . We will later use the above pseudo estimator as a benchmark for the performance of our estimators.
We will now use the above idea to derive our "legitimate" estimator for the truncated version. Legitimate is in the sense that it depends only on the observed portion of the aggregate sample. It is convenient to write the argument for a discrete X, as we do in the following. In any case our general technique, described in Section 3, is for discrete (or discretized) parameters.
Suppose the support of X is {x 1 , ..., x L }. We first estimate
Then by (2) and (7):
The above first equality is obtained similarly to (8).
From the above we get:
After obtaining an estimatorĜ t for G t , through our general method described in Section 3, we arrive to the following estimatorP
Finally, we obtain the following estimator for η = E G * X,
A related representation alternative to (11) is the following (13). It suits better in some cases, e.g., the real example in Section 6. A simple conditioning argument together with Horvitz-Thompson reasoning, implies by (2) and (7) that:
Let n l be the number of items that had the value x l in our observed sample. LetĜ t be an estimator for G t . By the above and since
, the following alternative estimator for P G * (X = x k ) is obtained:
the last equation is an alternative writing of (11).
The last representation defines a more flexible estimator, where the estimator G t and the counts n l , l = 1, ..., L, may come from different sources. The example in Section 6 exploits this flexibility.
The last equation induces the alternative estimator for η under truncation:
Remark: In our simulations and real data analysis, we will assume that 0 < p 0 ≤ p, w.p.1, for a suitable p 0 . If such an assumption can not be reasonably made, then, especially in the truncated scenario, the estimators may be very unstable.
Estimation of the mixing distribution

Approximate NPMLE.
This section may be read in light of the examples in the previous section, but it presents a general NPMLE method for a discrete setup. In particular, the censored and truncated scenarios of the previous section, may be obtained as special cases.
Consider a standard empirical Bayes setup, as described in the introduction, where (Y i , θ i ) ∼ G * , are i.i.d., i = 1, ..., n. We assume discrete distributions, in particular F θ , θ ∈ Θ, are discrete with a common finite support denoted {y 1 , ..., y J }, and G is discrete with a given finite support {s 1 , ..., s K }. Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
Denote the density of the discrete distribution G by g 0 = (g 0 1 , ..., g 0 K ) , where
Denote by P the J × K matrix P = (p jk ).
Then:
The above formulation and the last equation are given in Efron (2014) , but the proposed solution (16) differs from his suggestion.
Recall, the support of G is known (or, practically approximated by a dense grid {s 1 , ..., s K }); it is the density g 0 that should be estimated. We now reduce the problem through sufficiency. Note, that a sufficient statistic isf = (f 1 , ...,f J ) , wheref j is the proportion of observations among Y 1 , ..., Y n , that obtained the value y j , j = 1, ..., J. Now,f is a scaled multinomial vector with mean f and a corresponding covariance matrix Σ f /n. Its distribution is asymptotically multivariate normal. Note, that there is a linear dependence, thus the corresponding covariance matrix Σ −1 f does not exist. We may replacef by the sufficient statisticf * = (f 1 , ...,f J−1 ) , whose corresponding covariance matrix is Σ * /n. The mean off * is P * g 0 , where P
is asymptotically an mle estimator for g 0 .
Practically, Σ * is replaced by its estimate, which is obtained by utilizing the multinomial distribution of nf .
Note!, we write 'an mle' rather than 'the mle', since a solution and an mle are not necessarily unique. A solution of (16) is unique if P * is full rank.
The numerical work in this paper was done by applying the quadratic programming function ipop, from the R-package kernlab, Karatzoglou, et. al. (2004) .
Covariates and Calibration.
Our formulation may accommodate covariates. Suppose our data includes a variable denoted X. Here X may be any observed covariate, on which there are available external additional known constraints. Let θ i = (X i , p i ), where p i is unobserved/latent parameter. Suppose that X is discrete and again, let s 1 , ..., s K be the (approximated) discrete support of θ. For simplicity, assume that X = 0 or 1, indicating, e.g., whether the subject is a male or a female.
Suppose, it is known that P G * (X = 1) = 0.5. Define ψ(θ) = 1 ⇐⇒ X = 1. As before P G * (y|θ), is known.
In such a case we may add to the above quadratic programming problem (16) the linear 'calibration' constraint:
Similarly, more generally, when there are a few such functions ψ 1 , ..., ψ m , and corresponding constants c 1 , ..., c m .
Confidence intervals and linear optimization.
Lack of identifiability might yield very poor, non-unique and inconsistent NPMLE estimators. Nevertheless, even in a non-identifiable setup, under a specific configuration determined by G and possibly additional (calibration) constraints, one might still obtain reliable NPMLE estimates, as demonstrated in Example 2 and in Example 3 in the sequel.
In this section we suggest a confidence interval method, that could indicate whether the obtained estimator is reliable. In cases where the CI is noninformative, one might want to turn to models with further assumptions, or, alternatively, gather more data.
We consider the setup of the previous section, where the aggregate sample
Suppose it is desired to estimate
The truncated setup of the previous section is obtained, when letting G * = G * t and G = G t .
Letf * and Σ * be as in the previous section. Suppose that Σ * is non-singular. LetΣ * be the empirical covariance matrix. Then, as the sample size approaches infinity,Σ * −1 approaches Σ * −1 in probability. Furthermore, the distribution of Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) √ n(f * − P * g 0 ) converges weakly to a multivariate normal distribution with a zero mean vector, and covariance matrix Σ * .
Consider the solution of the following problem, of linear optimization under convex constraints.η
in the above χ 2 (J−1),1−α is the critical value of the appropriate α-level χ 2 test with J − 1 degrees of freedom; recall the size of the discrete support of Y is J.
level confidence interval for η, asymptotically as n → ∞.
The generalization for h = h(Y, θ) and η = E G * h(Y, θ) is straightforward.
Calibration. As in the previous section, additional calibration constraints of the form: k ψ j (s k ) = c j , j = 1, ..., m, may be added to the above convex optimization problem when available.
Example 3: Consider Example 2 under censoring with M = 1, and let
... = Z n = 1. Consider the censored scenario, where the known number of censored observations is n, i.e., N − n = n. Note, due to lack of identifiability, anyĜ that satisfy pdĜ(p) = 0.5 is an NPMLE. Under no further constraints (17) yields η ∈ (1, ∞). Suppose further that under G, it is known that 0 < p 0 ≤ p a.s. In this case the corresponding convex optimization is a readily done exercise, and yields a non-trivial solution, as briefly shown in the following.
By letting n → ∞, the following is asymptotically valid for any (1 − α)
level CI. Asymptotically, as n → ∞,η U is obtained forĜ U which has its support at the points p 0 and 1, with maximal possibly assigned weight to p 0 . The corresponding weights are g
The correspondinĝ
2p0(1−p0) . Note,Ĝ U satisfy the chi-square constraint with chi-square value that equals zero.
which has all its mass at p = 0.5. The correspondingη L = 2. Again,Ĝ L satisfy the constraint with chi-square value that equals zero. Note, if p 0 = 0.5, then asymptoticallyη U =η L = 2.
simulations
In this section we introduce simulation results, for the repeated interviewing attempts example, described in Section 2.1.
The variable of interest X is binary. We simulated under various choices of G * = 0.5G * 0 + 0.5G * 1 , and under M = 4, 6, 8, as explained in the following.
Under G * 0 , X = 0 w.p.1, while p = 1 − (1 − π) M , where π ∼ Γ, and Z ∼
Geometric(π).
Under G * 1 , X = 1 w.p.1., while p = 1 − (1 − π) M , where π ∼ Γ γ and
The description of the various choices of Γ and Γ γ , is in the following.
Two Points. The distribution Γ has a two points support, at the points 0.5 and 0.9, with probability mass 0.5 at each.
The distribution Γ γ is a (−γ) translation of Γ.
Uniform. The distribution Γ is uniform on the interval (0.1, 1). The distribution Γ γ , is a mixture of Γ and a point mass at 0.1, where the mixing weights are (1 − γ) and γ correspondingly.
Normal. The distribution Γ is a N (0.5, 0.1), 'rounded up' to 0.1 and 'rounded down' to 1. The distribution Γ γ is N (0.5 − γ, 0.1) 'rounded up' to 0.1 and 'rounded down' to 1.
In all the above cases, we tried γ = 0.1, 0.2, 0.3, 0.4. Note, as γ increases subjects with X = 1 are less likely to respond, compared to subjects with X = 0. We are estimating η = E G * X = P G * (X = 1) = 0.5. Thus, the naive estimator defined as the sample average is a biased estimator and the bias is increased with γ.
We consider both the performances ofη c andη t , that correspond to the estimators that are based on censored and truncated observations, as explained in Sections 2.3 and 2.4. As a benchmark we also consider the simulated results
Xi pi I i , see (9), which could be used by an 'oracle' who knows the values of (the unobserved) p i , and the value of N . Table 1 reports simulations that correspond to N = 1000. Applying our method to computeĜ, we discretized the parameter space so that p i ∈ {1 −
(1 − π j ) M , j = 1, ..., 91}, where π 1 = 0.1, π 2 = 0.11, ..., π 91 = 1. The columns Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) "m-" correspond to the simulated mean of the corresponding estimator. The columns "S-" correspond to the square-root of the simulated mean of the MSE of the corresponding estimator. The "'naive"' estimator, is the estimator that estimates the population mean by the sample average. The number of simulations in each of the configurations is 1000.
Note, due to the non-identifiability, the NPMLE is not unique. Our choice of G in the simulations, was simply the one suggested by the quadratic programming routine.
The interesting findings are the following.
i) The seemingly minor extra censored information is very helpful andη c is significantly better thanη t .
ii) The performance ofη c is comparable to that of the oracle, and in a few cases, especially for the two-points G * with M = 8, the performances are virtually the same.
iii) The advantage in increasing M , in terms of the reduction of the MSE, is greater for our EB type estimatorsη t andη c , in comparison with the naive estimator. This should further encourage the effort to get a response, when using such estimators.
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) In this section we will apply our method to a real data set from the Labor Let n l , l = 1, 2, 3, be the number of occurrences of X = x l in our observed Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) sample. We emphasize, the n l counts are from all the four panels; it is the estimation of G t , which is based only on one panel. We estimate P (X = x l ), l = 1, 2, 3, by (13), the estimator is denotedP . Our tables below are based on the last estimator.
As in the previous section, the particular (non-unique) approximate NPMLÊ G that we choose, was simply the one suggested by the quadratic programming routine.
Remark: The reason that we use the truncated version and not the censored one, is that under non-response it could be that the corresponding apartment is simply unoccupied and thus we are not sure about the effective size N of the initial aggregate sample, where N corresponds to the number of occupied households.
Estimation of the (known) proportions of sex and age categories.
Since the true proportions of the various working statuses are unknown, we will first demonstrate the performance of the above estimation method in estimating the following known true proportions, based on the responses in a given month.
In one case we estimate the proportion of males in the population, i.e., our X variable is an indicator of the event 'the person is a male', the proportion of males in the population is known to be 0.485. The proportion of males in the survey among responders, i.e., in our observed sample, is about one percent lower.
In another example we estimate the proportion of the group age 20-39, i.e., our X variable is an indicator of the event the person is in the age group 20-Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
39. The known proportion of this age group in the population is 0.397, while their response rate is particularly low; their proportion among the responders is nearly 3 percent lower.
Each of the following tables 3 and 4 has three lines that correspond to the data obtained in Aug/2012, Dec/2012, and April/2013. We took periods that are four months apart in order not to have overlapping panels. The general picture persist in other months.
The columns True, Naive, andP , correspond to the true population's proportion, the sample proportion among responders, and our estimatorP . In each case one may see thatP corrects the naive estimator in the right direction. 
Estimation of the proportion of Employment statuses
After gaining some confidence inP , we will now examine its estimates in the estimation of the proportion of 'Unemployed', 'Employed' and those 'Not in Working Force' (NWF). In the following Table 5 
