Introduction
Let r and s be coprime nonzero integers with ∆ = r 2 + 4s = 0. Let α and β be the roots of the quadratic equation
and assume that α/β is not a root of 1. We make the convention that |α| ≥ |β|. Put (u n ) n≥0 and (v n ) n≥0 for the Lucas sequences of the first and second kind of roots α and β whose general terms are given by u n = α n − β n α − β and v n = α n + β n for all n = 0, 1, . . . ,
respectively. Interesting examples of Lucas sequences of the first kind include the Fibonacci sequence (F n ) n≥0 , the sequence of Mersenne numbers (M n ) n≥0 of general term M n = 2 n − 1 which has roots (α, β) = (2, 1), as well as the sequence of rep-units in base x (here, x > 1 is an integer) of general term u n = (x n − 1)/(x − 1) which has roots (α, β) = (x, 1). The Lucas sequence of the second kind obtained for (r, s) = (1, 1) (which is, unfortunately, also known as the Lucas sequence) is denoted by (L n ) n≥0 and is sometimes referred to as the companion of the Fibonacci sequence.
Given a Lucas sequence (u n ) n≥0 or (v n ) n≥0 , Pethő [16] , and independently Shorey and Stewart [20] , showed that there are only finitely many of its terms that can be perfect powers of exponent > 1 and they are, in principle, effectively computable. Effectively computing them for any given pair (r, s) can be a difficult task, although recently all the perfect powers in the Fibonacci sequence, Lucas sequence and a few others were completely determined (see [4] , [5] and [6] ).
Inspired by the celebrated result of Erdős and Selfridge [9] to the effect that the product of two or more consecutive integers is never a power, we investigated in previous papers analogues of this problem where the consecutive integers are replaced by consecutive members of a Lucas sequence. For example, in [14] , we showed that the Diophantine equation
in integers n ≥ 1, k ≥ 2, ≥ 2 and y has only finitely many effectively computable solutions (n, k, , y). The same result applies when (u n ) n≥0 is replaced by (v n ) n≥0 . When u n = F n or u n = (x n − 1)/(x − 1) with any integer x > 1, these equations have no such solutions. In [7] , it was shown that if S is any finite set of primes, then there exists a finite set T of positive integers, depending on S and the sequence (u n ) n≥0 , such that if
holds with integers n 1 , . . . , n t , y, > t prime and b an integer all whose prime factors are in S, then n i ∈ T for all i = 1, . . . , t. The method presented in [7] is elementary once all the perfect powers in the sequence (u n ) n≥0 are known, so as an application T was computed for the case of u n = F n when S is the set consisting of the first 100 primes.
In this paper, we look again at equation (2) but we remove the restriction that > t. However, we ask of the integers n 1 , . . . , n t to be distinct and close together. More precisely, from now on, we consider equation (2) when 0 < n 1 < n 2 < · · · < n t are integers in [n, n + k − 1] and P (b) ≤ k, where for a non-zero integer m we write P (m) for the largest prime factor of m with the convention that P (±1) = 1. We search for a function f (k) < k for which we can guarantee that equation (2) with t = f (k) has no solution whenever k exceeds a sufficiently large number depending on the sequence (u n ) n≥0 . We note that the variant of this problem with the sequence (u n ) n≥0 replaced by the linear function n was first investigated by Erdős [8] and we refer to [19] for an account on improvements on this result. In what follows, c 0 , c 1 , . . . are effectively computable positive constants which might depend on our sequence (u n ) n≥0 .
Our first and main result is the following. 
implies that max{|b|, k, , n, |y|} ≤ c 1 .
The proof Theorem 1 depends on explicit estimates for the size of the Sinteger solutions of super and hyper-elliptic Diophantine equations obtained via the theory of linear forms in logarithm, lower bounds for the number of primes in short intervals, as well as combinatorial techniques of Sylvester and Erdős.
counting argument to bound from below the number of integers in an interval of length k without divisors of a certain shape.
Diophantine considerations
We start with the Diophantine part. Let us introduce some notation. For a positive integer n we write Φ n (X) ∈ Z[X] for the nth cyclotomic polynomial and
We know that Φ n (α, β) is an integer which divides u n . Furthermore, we can write Φ n (α, β) = A n B n , say, where B n is the largest divisor of Φ n (α, β) such that all its prime factors are primitive for u n ; that is, they divide u n but no u m for 0 < m < n, and A n is small. In fact, for n ≥ 13, we certainly have that A n | n (see, for example, Theorem 2.4 in [2] ).
Lemma 1.
There exists positive computable numbers c 2 , c 3 and c 4 depending on the sequence (u n ) n≥0 such that equation (2) with k > c 4 implies the following:
(ii) Suppose that n i with 1 ≤ i ≤ t has a divisor of the form pq, where q is odd and p = P (n i /q). Then 2dp + 1 or 2dp − 1 is a prime for some integer 1 ≤ d < q, (4)
and c 2 < q < c 3 (log k) 1/15 / log log k.
Proof. We assume (2) with k ≥ c 4 , where c 4 is some large number to be specified later. We assume that n i has a divisor of the form pq with pq > (k + 1)/2 for some i ∈ {1, . . . , t}. We show that this is not possible when q = 1. Further, we obtain (4) whenever (6) holds.
Let q < z. Since pq > (k + 1)/2, it follows that at most two of the numbers n i for i ∈ {1, . . . , k} are multiples of pq. First we assume that there is only one, which we write as n i = pqm. We rewrite (2) as
when q = 1, and as
when q > 1. When q = 1, the primes dividing u p do not divide u n j for any j = i. If some prime P divides u p and
. Thus, p | u p , and so p | ∆. But this is not possible since p > (k + 1)/2 and c 6 is sufficiently large. Hence, u p = ±y 1 , implying that p is bounded by a number depending only on the sequence (u n ) n≥0 . This is again not possible.
Thus, from now on, we will assume that q > 1, and p ≤ (k+1)/2 provided that there is only one value for i such that pq | n i .
We next look at the primes dividing B pq . Let P be such a prime. Such primes are primitive; i.e., do not divide u m for any positive integer m < pq. Since P is primitive, it follows that P ≡ ±1 (mod pq). Since pq is odd, we have P ≥ 2pq−1 > k, therefore P does not divide b. Further, P u n j for j = i because n j is not a multiple of pq, and also P u n i /u pq , because otherwise since P | u pq we would get again that P | n i /pq, therefore P ≤ P (n i /q) = p, which is false. Thus, the primes in B pq must appear at exponents which are multiples of , and we conclude that ±B pq is a perfect -th power. Since
we get the Diophantine equation
with some positive integer y 1 . We know that A pq | pq. We next show that
then the above relation gives p | q, and since k/z p z, this is impossible when z = o(k 1/2 ) as k → ∞, which will be the case. Thus, d | q, giving p | u q and hence,
as k → ∞ provided that z = o(log k) as k → ∞, which will be the case. Hence, A pq is some divisor of q.
A similar conclusion is reached for the instance when there are two values i < j in {1, . . . , t} such that pq | n i and pq | n j . Let us explain some of the details of this deduction. In this case, both n i = pqm and n j = pq(m + 1) hold with some positive integer m, and one of m and m + 1 is even. Assume say that m is even. Write m = 2 γ pqm 1 , where γ ≥ 1 and m 1 is odd. Assume again that p = P (n i /q). In this case, we have the relation
We put w n = v n /v 1 . This is an integer when n is odd. In fact, for odd n it coincides with the nth term of the Lehmer sequence of roots (α, −β) whose general term is given by w n = (α n + β n )/(α + β) = v n /v 1 when n is odd and w n = (α n − β n )/(α 2 − β 2 ) = u n /v 1 when n is even. The Lehmer sequences share the same nice divisibility properties as the Lucas sequences. In particular, for odd n, Φ n (α, −β) = C n D n is a divisor of w n , where D n is divisible only by primitive primes for w n , and C n is small; in particular, C n | n for all n ≥ 13. With these remarks, we get either
when q = 1, or
when q = 1. When q = 1 and k is large, we have that gcd(v p /v 1 , u m ) is 1 unless p | m and m/p is even. In particular, v p /v 1 is coprime to u n j for
For large k, all prime factors of v p /v 1 are congruent to ±1 (mod p), so in particular they are at least 2p − 1 > P (m), therefore v p /v 1 and u 2 γ pm 1 /u 2 γ p are coprime. Now equation (9) leads easily to the conclusion that v p /v 1 = ±y 1 , which has only finitely many effectively computable solutions p, so it does not hold. Thus, again it is not possible that p > (k + 1)/2 in the case when q = 1 and there exist i < j with pq dividing both n i and n j . Up to now, we dealt with condition (i), so from now on we assume that q > 1 in both cases when pq divides only one or two of the n i 's. Furthermore, continuing the argument when there are two values of the n i 's divisible by pq, one sees that divisibility arguments similar to the ones used above applied to equation (10) lead to the conclusion that ±D pq is an th power of an integer, which is an analogous equation to (8) , namely
where C pq is some divisor of q.
The next step is to bound . For this, we use a combinatorial argument.
Let P be any prime factor of u p . Clearly, P ≥ 2p − 1. If P | u n j for some j ∈ {1, . . . , t}, then certainly j ∈ I. If additionally P | u n j /u p , then P | n j /p. But by (i), P ≤ (k + 1)/2. Assume in fact even less, namely that P ≤ k. Since P ≡ ±1 (mod p), we get that P = 2dp ± 1 ≤ k, leading to d ≤ (k + 1)/(2p) < q. Since we are assuming that (4) fails, we conclude that P could not have divided n j /p for any j ∈ I. In conclusion, equation (12) together with the fact that all prime factors of u p are > k leads again to the conclusion that (u p ) #I = ±y 2 . Since is prime, we have that ≤ #I unless u p = ±y 3 , which is not the case for large values of k. Thus, we deduce that
For the last step, we give a lower bound for z. For this we shall treat in detail only the case of equation (8) (i.e., when pq | n i for only one value for i), since the case of equation (11) is entirely similar. For the beginning, we follow Baker's arguments from [1] . We rewrite equation (8) as
where e 1 , . . . , e φ(q) are all the primitive roots of unity of order q. Let K = Q[α, e 2πi/q ]. Passing to ideals in O K in equation (13) we get
where I = I I , with I | A pq Φ q (α, β) and I is an ideal whose prime factors divide 2≤j≤φ(q) (e j − e 1 ) and whose exponents are ≤ − 1. In particular,
and
Here and in what follows, we use ∆(K) for the discriminant of the number field K. We let I 1 and J 1 be ideals which are inverses of I and J, respectively, in the ideal class group of K. It is known that they can be chosen such that both N K/Q (I 1 ) and N K/Q (J 1 ) do not exceed |∆(K)| 1/2 = exp(O(z log z)). Multiplying equation (14) by I 1 J 1 , we get
Let II 1 = ηO K and JJ 1 = ζO K . Note that I 1 J 1 is principal and write
Passing to elements we get that
where ρ is a unit in O K . Furthermore, up to replacing ζ by one of its associates, we may assume that ρ = ερ
, where ε is a root of unity in K, ρ 1 , . . . , ρ r are a system of fundamental units in O K and 1 , . . . , r are nonnegative integers ≤ − 1. Note that r = O(z). The same argument leads also to the relation
where η and η 2 satisfy the same inequalities (15) and (16) as η and η 1 , respectively. Algebraic manipulations with equations (17) and (18) show that
where
2 − e −1 1 ),
We multiply the two relations (19) and get
is a homogeneous form of degree 2 ≥ 4. It is easy to check that F (X, Y ) splits into non-proportional linear factors over C[X, Y ]. Indeed, if not, it would then follow that γ 1 /λ 1 = γ 2 /λ 2 , leading to e 1 = e 2 , which is not the case. Let m = p/4 , write p = 4 m + t, where t ≤ 4 = O(z) and put
Then equation (20) implies that
Let S be the finite set of valuations of K consisting of all the infinite ones together with the ones such that |s| µ = 1. Then ζ 1 , ζ 1 are S-integers in K. Let h(•) be the absolute logarithmic height as defined in Section 4 in [11] .
It is known that for every algebraic integer
holds (see, for example, Lemma 1 in [17] ). Thus, by inequalities (15) and (16), we have that
Furthermore, it is also known that a system of fundamental units ρ 1 , . . . , ρ r of K can be chosen such that
(see [10] ), therefore, by estimate (22), the coefficients of the polynomial
. We next find an upper bound for the degree and discriminant of L. We note that L is obtained by adjoining to K five numbers of the form τ 1/ j , where each of τ j is of degree at most O(z 3 ) over Q and N K/Q (τ j ) ≤ exp(O(z 2 log z)). Here, we take τ 0 = e πi/ ,
] is of degree O(z 3 ) for j = 0, . . . , 4, and has discriminant dividing the discriminant of the polynomial
which is a divisor of
We record this as,
In particular, by estimate (22), we also have z log z) ), and h(τ 0 ) ≤ exp (O(z log z) ). Putting M 0 = KL 0 , and
Recursively, we get that [
. Furthermore, using known inequalities for discriminants of composite fields (see, for example, Proposition 4.9 of [15] ), we have
Using the fact that
recursively, one gets that
We now have all the ingredients we need to apply known bounds for solutions of Thue equations whose indeterminantes are S-units. The most recent effective results here are due to Győry and Yu [11] . For example, in our setup, bound (12) from [11] tells us that all solutions of equation (21) 
where d = [L : Q] and A is an upper bound for both the absolute logarithmic height of the number appearing in the left hand side of equation (21) as well as of the absolute logarithmic heights of the coefficients of
. From our estimates above, it follows that the right hand side of the last expression above is exp(O(z 15 log z)). In particular, h(F (ζ 1 , ζ 1 )) = exp(O(z 15 log z)) as well, and since max{h(δ 1 ), h(δ 2 )} = exp(O(z 2 log z)), we get from formulas (19) that both h(α p ) and h(β p ) are of sizes not exceeding exp(O(z 15 log z)). Since at least one of α and β is not a root of unity, we get that max{h(α
hence, z (log k) 1/15 / log log k, which is what we wanted. This completes the proof of Lemma 1.
Integers with restricted divisors in short interval
We assume that (2) and (3) hold with some c 0 to be chosen later. We keep the notation z = c 3 (log k) 1/15 / log log k of the preceding section. Here, we complete the proof of Theorem 1. We treat various ranges of n versus k.
The range
Assume first that n ∈ [1, k/2]. In this case, the interval
. We next find a lower bound for the number of numbers pq ∈ K with p prime and
Thus, the number of choices for p is (1)) log k when q ≤ z. Hence, the number of the above pairs of primes (p, q) is at least
(23) Each one of these pairs creates a number pq ∈ ((k + 1)/2, k] and each such number comes from a unique pair when k is large since p > (k + 1)/(2q) > (k + 1)/(2z) > z.
, we fix again a number q ∈ [c 2 , z] and we count the number of primes p ∈ [n/q, (n + k)/q). By standard estimates concerning primes in short intervals (see [13] ), we have that the number of such primes is
and the remaining of the argument is similar to the argument used in the range n ∈ [1, k/2].
also, we get that
which contradicts (28). This completes the proof of Theorem 1.
A conditional result
For a nonzero integer n we put N (n) = p|n p. Recall that the ABC conjecture is the following statement. It is natural to ask what can one prove about our problem when ABC is assumed. Here is the result. Theorem 2. Assume the ABC conjecture. Then there exists a number c 6 such that equation (2) with t > 0 and n ≥ k 1+c 6 / log log k does not hold.
Proof. Put n = n 1 . For every prime p dividing both u n and u n i for some i > 1, we have that p | u (n,n i ) . Note that (n, n i ) ≤ n i − n < k. Hence, if we write D for the set of divisors < k of n, then (2) implies that
where A 1 is a number divisible only by primes dividing o(1) )k + (log 2)τ (n) + kτ (n) log |α|) .
Since v 
and gcd(u n , v n ) | 2, it follows that we can apply the ABC conjecture with some small ε > 0 to equation (31) getting
The constant implied above depends on both ε > 0 and the sequence (u n ) n≥0 . We now take ε = 1/9 and use the well-known fact that |u n | ≥ |α| n−c 7 log n for some constant c 7 , and arrive at |α| 2n−2c 7 log n |α| 5n/3 B 10/9 , so implying n kτ (n).
Now we use
τ (n) ≤ n c 8 / log log n ≤ n 1+c 8 / log log k for some constant c 8 .
Therefore, n 1−c 8 / log log k k, which is not possible if n ≥ k 1+c 6 / log log k with c 6 sufficiently large. This completes the proof of Theorem 2.
