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In this paper, we investigate representations of sets of integers as subset sums of
other sets of minimal size, achieving results on the nature of the representing set as
well as providing several reformulations of the problem. We apply one of these
reformulations to prove a conjecture and extend a theorem of David Moulton
concerning the case when the set to be represented consists of a geometric sequence.
Finally, we provide a number of interesting questions for possible future research
in this relatively new area.  2001 Academic Press
1. INTRODUCTION
For a given finite set of integers S, a set T is said to be a subset represen-
tation of S is every element of S is the sum of some subset of T. We also
say that T represents S if this is the case and call T an optimal representing
set for S if T is a set of minimum size representing S. By analogy with
linear algebra, we define the rank of a set S to be the size of its optimal
representing sets and define the span of a set T to be the set of its subset
sums; we also call S independent if its rank is equal to its cardinality.
An infinite set is said to be independent if all of its finite subsets are.
Finally, we call any vector (resp. matrix) whose coordinates are all 0 or 1
a 01 vector (resp. 01 matrix).
In its original form, the concept of optimal representing was conceived
by Gerry Myerson, who, at the 1997 West Coast Number Theory Con-
ference at Asilomar, asked the question of whether there existed any
optimal representing sets of size less than |S| in the case where S consists
of the first n powers of 2. We will discuss this specific case and present a
result believed to be the best known for it in the next section.
The majority of this paper deals with a more general question: for a
given set S, what can we say about the nature of its optimal representing
sets? For instance, given that S is an integral set, is it necessarily true that
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S will have an optimal representing set consisting entirely of integers? We
will show that the surprising answer to this question is no; in fact, to repre-
sent an arbitrary set of integers optimally, one needs all of Q. We will also
consider other sequences of numbers, such as factorials and geometric
sequences with arbitrary rational ratios; we show that the latter are always
dependent, generalizing a result of Moulton [1]. Finally, we will present
several reformulations of the problem, including a computationally helpful
method that suggests an approach towards solving another question
concerning the subject.
2. GEOMETRIC SEQUENCES
Note. In this section, we will assume that all ratios are positive. As the
set of powers of a negative number can be viewed as the union of two
disjoint geometric sequences with ratio equal to its square, similar results
can be achieved for negative ratios.
Geometric sequences, because of their regularity, provide a convenient
subclass of integer subsets to examine in this context. Indeed, they spawned
the discussion in the first place, and have proved a fruitful breeding ground
for results concerning optimal subset representations.
When looking at geometric sequences, the natural question to ask is
whether or not a finite geometric sequence can ever be represented by fewer
numbers than are in the sequence itself. If we have k numbers representing
the first n powers of 2, then we can multiply each of them by 2n to repre-
sent the next n powers of 2; therefore, the interesting answer to the ques-
tion of how well a geometric sequence can be best represented lies in the
value of \(r)=limn   kn , where k is the rank of the set consisting of the
first n powers of r. (It is worth noting here that this number may very well
be 0, in which case the interesting solution to this problem consists of some
explicit sublinear answer.)
The answer to Myerson’s original question was quickly demonstrated to
be yes; Peter Montgomery gave the example of [&5, 1, 7, 9], which
represents the first five powers of 2. In a 1999 paper, Moulton [1] proved
that for integral r>2, we have \(r) 2r&22r&1 ; in particular, all infinite
geometric sequences with integral ratios are dependent. He also made the
logical conjecture that \(2) 23 ; we now demonstrate that this conjecture is
true.
Theorem 1. The set [&1, 5] _ [&23r&23r+1]nr=0 _ [2
3r&3+23r&2+
23r+2]nr=1 is a subset of size 2n+3 that represents the first 3n+3 powers
of 2.
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Proof. One simply needs to check that each of 1, 2, ..., 23n+2 is the sum
of some subset of these numbers. Bur for 1sn we have
23s=(23s&3+23s&2+23s+2)+(&23s&23s+1)+(&23s&3&23s&2)
23s+1=_ :
n
r=1
(23r&3+23r&2+23r+2)&+(&23s+1&23s)+5
23s+2=(23s&3+23s&2+23s+2)+(&23s&3&23s&2),
while for small cases we have 20=1=5+(&3)+(&1), 21=2=5+(&3),
and 22=4=5+(&1). K
Corollary 1. \(2) 23 .
In fact, we can do slightly better than this; half of this set consists of two
geometric sequences of ratio 64 (starting with &3 and &24, respectively)
which have the property that no two elements of a given sequence are ever
used to represent the same power of 2. Therefore, we can replace each of
these geometric sequences with a set representing it. As \(64) 126127 by
Moulton’s theorem [1], we can conclude that \(2) 253381 . Indeed, using
similar techniques, it can be shown [2] that \(2) 1320 .
A logical generalization of Moulton’s theorem is to geometric sequences
with rational ratios. To prove this general result, we introduce a reformula-
tion of the problem:
Lemma 1. Suppose A=[a1 , ..., an] is an independent set. Then there
exists a set of size n representing [a1 , ..., an , b] if and only if there exist
coefficients c1 , ..., cn such that b=ni=1 ciai and n linearly independent
01 vectors whose dot product with c=(c1 , ..., cn) is either 0 or 1.
Proof. The existence of such a set of size n, which would be an optimal
representing set of A, is tantamount to saying that b is in the span of some
optimal representing set of A. Suppose that some such optimal representing
set S=[s1 , ..., sn] existed; define the representing matrix of S with respect
to A to be the n_n 01 matrix M for which MS=A (treating the sets as
vectors). Such a matrix exists; to determine its i th row, consider the subset
of S which sums to ai , and let Mij be equal to 1 if sj is contained in this
subset and 0 otherwise. Then it is clear that MS=A.
Now, this representing matrix must have rank n. For suppose not: then
there either exist no vectors S satisfying the equation MS=A or an infinite
number. The former case is impossible by construction; if the latter case
holds, one of these solutions must have si=0 for some i in which case
removing si from this set (which does not change the subset sums) yields
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a representing set for A consisting of n&1 numbers, contradicting the fact
that A is independent.
Therefore, the rows of M span Rn. But now b is also the sum of some
subset of S; let dj equal 1 if sj is in this subset and 0 otherwise. Then d=
(d1 , ..., dn) is a linear combination of the rows of M, so we have ci such that
dj=ni=1 ciM ij for all j, which is equivalent to saying that d=cM.
But then taking the dot product with S on both sides shows that b=cA
as desired. On the other hand, consider the columns of M. For each
column Mj , we have c } Mj=dj , and dj is equal to 0 or 1 for all j. Also, the
columns of M are linearly independent, as M has rank n, and consist
entirely of 0’s and 1’s. So one direction of the lemma is proven.
For the other direction, suppose we have found this vector c, with n
linearly independent 01 vectors vi such that c } vi is equal to 0 or 1. Then
consider the matrix M whose i th column is vi ; it is certainly invertible, so
we can find S such that MS=A. Then as M is a 01 matrix, S is an
optimal representing set for A. On the other hand, we have b=cA by
hypothesis. And as d=cM is 01 vector (its entries are the c } vi), b=dS is
also in the span of S as desired. K
This lemma is useful, for it allows us to show that a set is dependent
simply by taking all but one of its elements and finding coefficients ci to
multiply the remaining elements by so that the sum is the missing element,
as long as there exist n&1 linearly independent vectors (where the size of
the set in question is n) whose dot product with c is 0 or 1. We now use
this to extend Moulton’s result.
Theorem 2. Let r= pq be any rational number with p>q>0. Then
[1, r, r2, ..., rn] is dependent, where n=2p&q if p>q+1 and 2p&q+1
otherwise.
Proof. First, we note that [1, r, r2 , ..., rn] is dependent if and only if
[1, 1r ,
1
r2 , ...,
1
rn] is, for the two sets are multiples of each other; therefore,
this theorem yields results for all r # Q.
Suppose first that p>q+1. Due to Lemma 1, we need only to find some
vector c and n vectors vi such that n&1i=0 cir
i=rn and each c } vi equals 0 or
1. We let ci equal
v &r if i<2( p&q)&3, i even ( p&q&1 coordinates)
v 1 if i<2( p&q)&3, i odd ( p&q&2 coordinates)
v 1&r if 2p&q&2>i2( p&q)&3 (q+1 coordinates)
v 1 if i=2p&q&2
v r if i=2p&q&1.
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Then it is merely an exercise in algebra to check that n&1i=0 cir
i=r2p&q.
Meanwhile, we must show that the vectors vi exist; we need 2p&q of
them. We can obtain p of them simply by taking vectors with a 1 in the
(2p&q&1)st coordinate, a 1 in one of the coordinates for which ci=&r
or 1&r, and 0’s everywhere else, and another p&q&1 by taking vectors
with a single 1 in the coordinate corresponding to one with ci=1 and 0’s
everywhere else; these 2p&q&1 are obviously linearly independent, as
each has a 1 in a coordinate where all the others have 0’s. Finally, for
the last vector, we take w with wi=1 if ci=1, ci=r, or ci=1&r, and
wi=0 otherwise. Then w } c=r+(q+1)(1&r)+( p&q&1)= p&rq=0 as
desired, and w is independent from the other vi .
As we have found the appropriate vectors, we can conclude by Lemma 1
that when p>q+1, the appropriate set is dependent. In the case where
p=q+1, the proof is basically identical, except that we set ci to be
v &r if i=0
v 1&r if q+1>i1 (q coordinates)
v 1 if i=q+1
v r if i=q+2
with the result being that the first q+4=2p&q+2 powers of r are
dependent. K
If one solves for the actual representing numbers, one finds that one of
them is 1. This allows us to append to our original representing set [si] the
set [r2p&qsi] and delete r2p&q itself (as it is a sum of the numbers in our
original set) to express the next 2p&q powers of r with 2p&q&1 numbers.
Repeating this process shows that the rank of the first m(2p&q)+1
powers of r is at most m(2p&q&1)+1. This yields the following corollary:
Corollary 2. Assuming p>q, \( pq)
2p&q&1
2p&q if p>q+1, and
2p&q
2p&q+1
otherwise.
As \(r)=\(1r), this corollary yields upper bounds on \(r) for all r # Q.
3. FACTORIALS
Upper bounds for \(r) are easy to obtainone just searches for
examplesbut lower bounds are more difficult. To date, the best known
lower bound for the rank of a geometric sequence is due to Moulton [1],
who proves that the rank of a geometric sequence of length n and ratio r
is at least nlogr(rn&n). This bound, while significantly better than the
trivial bound of log2(n), is nevertheless still sublinear. In this section, we
216 MIKE DEVELIN
demonstrate that the rank of the first n factorials has a linear bound using
a proof technique similar to Moulton’s for geometric sequences. As before,
we let \(!) equal limn   kn , where k is the rank of the set consisting of the
first n factorials. Then we have:
Theorem 3. For sufficiently large n, the rank of the first n factorials is
at least n2 , implying that \(!)
1
2 .
Proof. Let S be an optimal representing set for A=[1, 2, 6, ..., n !] with
|S|=k. Then as described above, we have an n_k 01 matrix M such that
MS=A. Now consider all vectors c=(c1 , c2 , ..., cn) # Zn with 0cii for
all i, of which there are (n+1)!. When we multiply each side of the equa-
tion MS=A on the left by these vectors c, we obtain (n+1)! distinct num-
bers on the right-hand side; therefore, we must also obtain (n+1)! distinct
numbers on the left-hand side. But consider the possible values cM can
take. Note that cM is a 1_k matrix, and each of its entries is an integer
between 0 and >ni=1 i=
n(n+1)
2 . Therefore, the number of different values
that cM can take for a vector c of this form is ( n 2+n+22 )
k. Since S is fixed,
this number of different values must be at least the number of different
values obtainable on the right-hand side, (n+1)!. Using Stirling’s approxi-
mation, for n sufficiently large we have
\n
2+n+2
2 +
k
(n+1)n+1 e&(n+1),
or, taking logarithms base n+1 of both sides and noting that n2+n+2<
n2+2n+1,
k(2&logn+1 2)>(n+1)(1&logn+1 e),
which implies that k n2 for sufficiently large n. K
While still some distance from the truthMoulton [1] has conjectured
that the factorials are independentthis result is nevertheless an important
one, for it shows that \(!)>0. Indeed, the factorials are thus far the only
natural sequence shown to have linear rank.
4. NEEDING RATIONALS TO REPRESENT INTEGER SETS
In this section, we will show that (non-integral) rational numbers are
needed to represent integer sets; in fact, we will show that to represent any
integer set optimally, one needs all of Q.
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Theorem 4. Let bi be a set of independent variables, with each bi
satisfying qbi#k mod q for some fixed k relatively prime to q. Then there
exists no non-trivial set of 2q+1 linear expressions x1 , x2 , ..., x2q+1 in the bi
such that all integer sets represented by the bi are also the sum of some
subset of these linear expressions.
Proof. Suppose such a set of xi exists. As each sum of exactly q of the
bi can be expressed as a linear combination of the xi , each bi also can, so
there exists some 2q+1_2q+1 matrix M such that b=Mx. Note that M
is invertible, so the xi are linearly independent.
Consider now the sums of exactly q of the bi . Each of these sums is an
integer, and hence by assumption is the sum of some subset of the xi , or
w } x for some 01 vector w. On the other hand, adding the rows of M
corresponding to the bi included in this sum yields a vector v whose dot
product with x is equal to the sum of this subset. Since the xi are independent,
this sum can be expressed in a unique way in terms of them, whereupon
v=w and v is a 01 vector.
However, each coordinate of v is the sum of q entries of a given column
of M. Since the subset of q of the bi was arbitrary, we conclude that the
sum of any set of q entries in a given column of M is equal to 0 or 1. By
comparing subsets differing by one element, we conclude that for each j,
there exists yj such that Mij= yj or M ij= y j&1 for all i.
Therefore, by the Pigeonhole Principle, in each column of M, there must
be at least q+1 identical elements x, with all of the other elements being
equal either to x, x&1, or x+1. We have qx=0 or qx=1; in the first
case, x=0, and it follows that the remaining elements consist of 0’s and
1’s; furthermore, there can be at most one 1, for otherwise the sum of
some q-element subset would be equal to 2. In the second case, we have
x= 1q , and every remaining element is equal either to x or x&1. How-
ever, we cannot have two elements equal to x&1, for then some q-element
subset consists of two copies of x&1 and q&2 copies of x, thus having
sum &1.
But this latter case then implies that we have at least 2q elements equal
to x. As the sum of any 2q of the bi is an integer, it follows by a previous
argument that the sum of any 2q elements of a given column of M is equal
to 0 or 1. However, 2qx=2, contradicting this conclusion.
Therefore, each column of M consists entirely of zeroes with at most one 1.
Since b=Mx, and no bi is equal to zero, each row of M must have at
least one 1. Due to the previous constraint, each row of M must in fact
have exactly one 1, whence each bi is equal to xj for some j. This shows
that the xj are nothing more than a rearrangement of the bi , proving the
theorem. K
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Corollary 3. For every q, there exists a set of integers whose only
optimal representing set consists of rational numbers with minimal
denominator q.
Proof. Consider a set [bi] as described above. The integers which are
represented by this set are precisely the sums of all subsets of size q and 2q
of [bi]; call these integers ci , 1in.
Then consider any 01 matrix M of size n_2q+1. For a given such M,
the equation Mv=c yields a rational solution for v precisely when c is an
element of some linear subspace of Qn. As each coordinate of c is a linear
function of the bi , it therefore follows that for a given M, this equation is
solvable if and only if b lies in some subspace of Q2q+1.
Suppose for a given M this equation is solvable for all b # Q2q+1. Then,
in particular, it is solvable when bi=1 for some i and bj=0 for j{i. Let
this solution be wi . But then for any b, v=2q+1i=1 biwi is a solution to
Mv=c. However, this solution is linear in the bi (since the wi are con-
stants) and consequently, by Theorem 4, [vi], a representing set for the set
of integers represented by [bi], is nothing more than a rearrangement of
the latter set.
Now consider any M not covered in the above case. For such M, Mv=c
is solvable if and only if b lies in some proper subspace of Q2q+1. There are
only finitely many 01 matrices M; therefore, solutions to Mv=c which
are not simply rearrangements of [bi] exist only when b lies in a finite
union of proper subspaces of Q2q+1. Restricting to lattice points and using
a simple dimensionality argument shows that there in fact exist infinitely
many b for which the only solutions to Mv=c are rearrangements of b;
indeed, this is the case for almost all b. K
Corollary 4. For any rational number r, there is some set of integers
with a unique optimal representing set, which includes r.
Proof. Let r equal b1 in the above construction, and let the other bi
vary. Then the only sets [r, b2 , ..., b2q+2] for which there exists another
optimal representing set for its represented set of integers lie in the intersec-
tion of b1=r with one of the proper subspaces mentioned above. However,
each of these intersections is at most (2q&1)-dimensional, and there are a
finite number of them; therefore, there exists a point in the appropriate
lattice [r, b2 , ..., b2q+1] which does not lie in any of them. This point
corresponds to a set containing r which is the unique representing set for
some set of integers. K
This fact suggests an interesting extension: for a given set S with a binary
operation +, we can define its subset closure to be the smallest set S$ con-
taining it (and extending the binary operation) such that every finite subset
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of S can be optimally represented by some subset of S$. The concept of
subset-sum representation seems to make sense in the case where S is an
integral domain; in this case, as all optimal representing sets must have
elements contained in its quotient field (being solutions to MT=A
for some 01 matrix M and A # Sn), the subset closure of S is certainly
contained in the quotient field of S. For the case of Z, we have just shown
that the subset closure is in fact equal to this quotient field; is this
necessarily true for all integral domains? Is it necessarily true that the
subset closure is itself closed? If not, we can redefine the subset closure by
forcing it to be closed itself; does this then uniquely define it?
More generally, we can ask about the nature of subset representations of
sets which do not reside in Z. What can we say if S=ZnZ? If S is the
p-adic integers? What can we say if the binary operation on S is not
commutative, for instance if S is the symmetric group Sn? Is the concept
interesting, and does it make sense?
5. REFORMULATIONS AND COMPUTATIONS
The most important reformulation presented herein has been Lemma 1,
which can be rephrased as follows:
Theorem 3. Suppose [a1 , a2 , ..., an] is an independent set. Then
[a1 , a2 , ..., an , b] is dependent if and only if there exists a vector c=
(c1 , c2 , ..., cn) such that c } a=b and the solution space of c1x1+ } } } +
cnxn&xn+1=0 has a basis consisting of 01 vectors.
The main purpose of this lemma is that it allows us to determine whether
sets are independent or not, and construct independent sets; by determining
all vectors c # Qn satisfying the second condition (Moulton [1] proves
that all optimal representing sets must be rational, which implies that
investigating vectors in Qn is sufficient), we can, for any independent set of
size n, quickly determine which numbers can be appended to preserve the
independence condition. This reduces the problem of determining inde-
pendence to one of determining which vectors c satisfy the above condition.
This technique can be used to determine the answer to a question posed
by Moulton: if we define pn to be the smallest positive integer such that
[ p0 , ..., pn] is independent, what is the value of pn? It is easy to verify that
pi=2i for 0i3; using this method, we have verified that p4=26.
Another possibly fruitful approach to the specific problem of powers of
2 (or more generally r) is embodied in the technique shown in Section 3.
In the case of powers of 2, the technique (applied to a representing set S
of size k for the first n powers of 2) yields nk vectors c which must have at
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least 2n different dot products with S; this yields Moulton’s lower bound on
the rank of the first n powers of 2. However, we know that there are two
01 vectors v0 and v1 for which v0 } S=1 and v1 } S=2; it therefore follows
that 2v0&v1 , a vector all of whose coordinates are in [&1, 0, 1, 2], has a
dot product with S which is equal to 0. In fact, we can find n&1 such
vectors w i .
This means that not all of the nk vectors c have distinct dot products
with S; in particular, any two vectors differing by some linear combination
of the wi will have identical dot products with S. Furthermore, there are
conditions on the [wi] which we have hitherto overlooked; these specifics,
combined with the above observation, yield a promising approach towards
a better lower bound for the rank of the first n powers of 2, as they reduce
the number nk in the above argument by showing that some of these dot
products are identical. Again, while upper bounds are shown by example,
proving lower bounds turns out to be much harder, even in the case of a
geometric sequence, the most regular of sequences.
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