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Abstract
The concern of this paper is to study the optimization of adaptive direct algorithms for approximate
solution of the second kind Fredholm integral equations. We derive the exact order of the problem
with integral kernels belonging to the Besov classes. Furthermore, we also present an almost optimal
adaptive direct algorithm for above equation class.
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1. Introduction
Let (X,‖ ·‖) be a linear normed space, Φ be a subset of X, andH be a set of continuous
linear operator H :X → X such that the equation
z = Hz + f (1)
is uniquely solvable for any H ∈H and f ∈ Φ . All such equations as these will be denoted
by [H,Φ].
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for every operator H ∈H, there exists an associated subspace Fm(H) ⊂ X of dimension
m, together with an operator Hm from X into Fm(H) such that the equation
z = Hmz + f (2)
is uniquely solvable. Let zA denote the unique solution of Eq. (2).
For a fixed m, let Am denote the set of all direct algorithms on [H,Φ]. For a given
A ∈Am, there always exists the same subspace Fm if for any operator H ∈H (i.e., the sub-
space Fm does not depend on an operator H ∈H), then A is called a non-adaptive direct
algorithm; otherwise, A is called an adaptive direct algorithm. Generally speaking, adap-
tive direct algorithms are better than non-adaptive direct algorithm, due to corresponding
subspace Fm(H) may vary with the operator in H, which make it possible to choose more
effective algorithms for different operators.
The error of A ∈Am on the class [H,Φ] is defined by
e
([H,Φ],A)= sup
[H,Φ]
‖z − zA‖, (3)
where z and zA are solutions of Eqs. (1) and (2), respectively, and the supremum is taken
over all equations of the class [H,Φ]. The optimization of adaptive direct algorithms for
approximate solution on [H,Φ] means estimating the following quantity:
Θm
([H,Φ],X)= inf
A∈Am
e
([H,Φ],A). (4)
If there exists A∗ ∈Am such that
Θm
([H,Φ],X) e([H,Φ],A∗),
then A∗ is called an almost optimal direct algorithm on the set [H,Φ], where a(n)  b(n)
denotes a(n)  b(n) and b(n)  a(n), the notation a(n)  b(n) means that there exists a
constant C0 such that a(n) C0b(n) for all n beginning with some n0.
The above optimization problem is very meaningful. Firstly, the second kind operator
equations (especially the Fredholm integral equation of the second kind) have been widely
applied in the areas of Physics, Engineering, and so on. Secondly, if we determine the
exact order of Θm([H,Φ],X), we can choose an more effective algorithm by comparing
the exact order with the error of a direct algorithm. Thirdly, some numerical algorithms
used for solving integral equations are not optimal in the sense of accuracy (even with
respect to the order of errors, e.g., see [2]).
Fortunately, the recent results, which have been found in the investigation of extreme
problems in approximation theory, make the optimization problem (4) possible. The first
result on the optimization of direct algorithms was obtained by Pereverzev [3]. Afterwards,
[2,4–7] have studied the problem of optimization of adaptive direct algorithms for approx-
imate solution of some integral equations with smooth kernels and free terms. In this paper
we derive the exact order of the problem on the optimization of adaptive direct algorithms
of approximate solution for the Fredholm integral equations of the second kind with ker-
nels belonging to Besov classes. Furthermore, we also present an almost optimal adaptive
direct algorithm for above equations.
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Especially, we construct a direct algorithm A0 and prove some properties about A0. In
Section 3, we present the exact order of the optimization problem (4) and show that A0 is
an almost optimal algorithm. In Section 4, we give some concluding remarks relevant to
the optimization problem.
2. Notions and lemmas
Let us recall some well-known definitions used below at first.
Let Rd be d-dimensional Euclidean space with Lebesgue measure. The function
f (x),x = (x1, . . . , xd) ∈ Rd , is a measurable and almost everywhere finite, which is 2π -
periodic in each variable. We shall write f ∈ Lp for 1 p < ∞ if
‖f ‖p =
(
(2π)−d
∫
πd
∣∣f (x)∣∣p dx
)1/p
< ∞,
where the integral is considered as the Lebesgue integral and πd = [−π,π]d .
Let
s = (s1, . . . , sd), sj ∈ N, j = 1, . . . , d,
ρ(s) = {k = (k1, . . . , kd): 2sj−1  |kj | < 2sj , j = 1, . . . , d},
δs(f ) =
∑
k∈ρ(s)
fˆ (k)ei(k,x), fˆ (k) = (2π)−d
∫
πd
f (x)e−i(k,t) dt .
The Besov classes Brp,θ , r = (r1, . . . , rd), rj > 0, rj ∈ R, j = 1, . . . , d , 1 < p < ∞,
1 θ ∞, are defined by the following equality:
Brp,θ =
{
f : ‖f ‖Brp,θ =
(∑
s
2(s,r)θ
∥∥δs(f )∥∥θp
)1/θ
 1, 1 θ < ∞;
‖f ‖Brp,∞ = sup
s
2(s,r)
∥∥δs(f )∥∥p  1
}
.
Not losing generality, let r = (r1, . . . , rd), r1 = r2 = · · · = rν < rν+1  · · ·  rd ,
v = (v1, . . . , vd) = r/r1, v′ = (v′1, . . . , v′d): v′j = vj (j = 1, . . . , ν); vj−1 < v′j < vj (j =
ν + 1, . . . , d). In addition to, for convenience, we introduce the following symbols:
• Qvn =
⋃
(s,v)<n ρ(s) (called hyperbolic cross),
• T (Qvn) = {t (x): t (x) =
∑
k∈Qvn Cke
i(k,x), Ck ∈ R} (called trigonometric polynomial
space with harmonics in hyperbolic cross Qvn),
• Svn(f ;x) =
∑
(s,v)<n δs(f ;x) (called hyperbolic Fourier operator of f (x)).
It is reasonable to approximate functions in Brp,θ by hyperbolic Fourier operator
(see [8]). Especially we need the following lemmas to prove our conclusions.
170 W. Ma / J. Math. Anal. Appl. 315 (2006) 167–175Lemma 1 (Romaniuk [8]). Let r1 > 0, then
sup
f∈Brp,θ
∥∥f − Sv′n (f )∥∥p 
{
2−nr1n(ν−1)(
1
p
− 1
θ
)
, 1 <p  2, θ  p;
2−nr1n(ν−1)( 12 − 1θ ), 2 <p < ∞, θ  2.
If 1 < p  2, 1 θ < p or 2 p < ∞, 1 θ < 2, then
sup
f∈Brp,θ
∥∥f − Svn(f )∥∥p  2−nr1 .
The sign Hrp,θ denote the set of operators H in Lp having the following form:
Hf (x) =
∫
πd
h(x,y)f (y)dy,
and satisfying the following properties:
(a) ‖H‖Lp →Brp,θ  α1;
(b) ‖(I −H)−1‖Lp →Lp  α2, α1 and α2 are constants, α2 > 1.
Let A0 be a direct algorithm for H ∈Hrp,θ ,
Hm =


Sv
′
n H +HSv′n − Sv′n HSv′n , 1 <p  2, p  θ or 2 <p < ∞, θ  2;
SvnH +HSvn − SvnHSvn, 1 <p  2, 1 θ < p or
2 p < ∞, 1 θ < 2.
The algorithm A0 is an adaptive direct algorithm in certain conditions, i.e.,
Lemma 2. If m  2nnν−1, then A0 ∈Am.
Proof. Obviously,
Hm :Lp → Fm =


T (Qvn)∪HT (Qvn), 1 <p  2, p  θ or
2 <p < ∞, θ  2;
T (Qvn)∪HT (Qvn), 1 <p  2, 1 θ < p or
2 p < ∞, 1 θ < 2,
where HT (Qv′n ) and HT (Qvn) are the images of T (Qv
′
n ) and T (Qvn), respectively. For
s ∈ N, (s,v) < n, the number of the element in ρ(s) is no more than 2(s,1).
Indeed, for 2sj−1  |kj | < 2sj , then the number of the k in ρ(s) is no more than
C12s1 ·C12s2 · · ·C12sd = 2s1 · · ·2sd = 2(s,1).
Therefore,
dimT
(
Qvn
)

∑
(s,v)<n
2(s,1).
Let
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From [9] we get
dimT
(
Qvn
)

∑
(s,v)<n
2(s,w)  2nnν−1.
It can be proved in a similar process that
dimT
(
Qv
′
n
) 2nnν−1.
So
rank(Hm)
def= dimFm  2nnν−1  m,
i.e.,
A0 ∈Am. 
If approximating the operators in Hrp,θ by the operator Hm, we can get the following
result.
Lemma 3. If H ∈Hrp,θ , then
(i) ‖H −Hm‖Brp,θ →Lp 


m−2r1(lnm)2(ν−1)(r1+
1
p
− 1
θ
)
, 1 <p  2, p  θ;
m−2r1(lnm)2(ν−1)(r1+ 12 − 1θ ), 2 <p < ∞, θ  2;
m−2r1(lnm)2r1(ν−1), 1 <p  2, 1 θ < p or
2 p < ∞, 1 θ < 2.
(ii) ‖H −Hm‖Lp →Lp 


m−r1(lnm)(ν−1)(r1+
1
p
− 1
θ
)
, 1 <p  2, p  θ;
m−r1(lnm)(ν−1)(r1+ 12 − 1θ ), 2 <p < ∞, θ  2;
m−r1(lnm)r1(ν−1), 1 <p  2, 1 θ < p or
2 p < ∞, 1 θ < 2.
Proof. For f ∈ Brp,θ , let ϕ = (H −HSvn)f . From H ∈Hrp,θ we get ϕ ∈ Brp,θ . Hence∥∥(H −Hm)f ∥∥p = ∥∥ϕ − Svnϕ∥∥p  ∥∥I − Svn∥∥Brp,θ →Lp‖ϕ‖Brp,θ .
On the other hand,
‖ϕ‖Brp,θ =
∥∥(H −HSvn)f ∥∥Brp,θ  ‖H‖Lp →Brp,θ ∥∥I − Svn∥∥Brp,θ →Lp‖f ‖Brp,θ .
Therefore,∥∥(H −Hm)f ∥∥p  ∥∥I − Svn∥∥2Brp,θ →Lp‖f ‖Brp,θ ,
i.e.,
‖H −Hm‖Br →Lp 
∥∥I − Svn∥∥2Br →L .p,θ p,θ p
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from Lemma 1; the other cases of case (i) and (ii) can be proved analogously by substituting
Svn by Sv
′
n .
Relation (ii) is established in a similar process. 
Moreover, we need the following result, which has been proved by Pereverzev (see [10,
p. 97]).
Lemma 4. Let X and Y be normed spaces, and Y is imbedded in X (i.e., there exists
a constant C such that ‖g‖X  C‖g‖Y for g ∈ Y ). Consider some class H of operator
H ∈ L(Y,Y ) such that for H ∈H,
‖H‖Y →Y C1,
∥∥(I −H)−1∥∥
Y →Y  C2.
Then
Θm
([H, Y1],X) sup
H∈H
dm(H,Y,X),
where dm(H,Y,X) is the mth Kolmogorov number of H , Y1 = {g: g ∈ Y, ‖g‖Y  1}.
3. Main results and proofs
Substituting Hrp,θ and Brp,θ for H and Φ , respectively, we consider the optimization
problem of adaptive algorithms on equation classes [Hrp,θ ,Brp,θ ].
Firstly, let us estimate the error of the algorithm A0 on the equation classes [Hrp,θ ,Brp,θ ].
Theorem 1.
e
([Hrp,θ ,Brp,θ ],A0)


m−2r1(lnm)2(ν−1)(r1+
1
p
− 1
θ
)
, 1 <p  2, p  θ;
m−2r1(lnm)2(ν−1)(r1+ 12 − 1θ ), 2 <p < ∞, θ  2;
m−2r1(lnm)2r1(ν−1), 1 <p  2, 1 θ < p or
2 p < ∞, 1 θ < 2.
Proof. We only prove the case 1 < p  2, 1  θ < p or 2  p < ∞, 1  θ < 2, the
other cases can be obtained analogously. For any operator H ∈Hrp,θ , by Lemma 3(ii) and
the theorem on solvability of approximate equation (see [11, p. 774]), we can derive the
operator I −Hm has bounded inverse for sufficiently large m, i.e.,∥∥(I −Hm)−1∥∥Lp →Lp  C,
where the constant C only depends on p, θ,α,v. Using the fact ‖f ‖p  ‖f ‖Brp,θ (see [8])
and the inequality
‖z‖Brp,θ  ‖H‖Lp →Brp,θ
∥∥(I −H)−1∥∥
Lp →Lp‖f ‖p + ‖f ‖Brp,θ ,
we can obtain the following estimate:
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On the other hand, by
z = Hz + f, zA0 = HmzA0 + f,
we can obtain
z − zA0 = Hm(z − zA0)+ (H −Hm)z.
Hence
‖z − zA0‖p 
∥∥(I −Hm)−1∥∥Lp →Lp∥∥(H −Hm)z∥∥p
 m−2r1(lnm)2r1(ν−1). 
Generally speaking, the key to optimization problem mentioned above is lower estimate.
For the lower estimate of Θm([Hrp,θ ,Brp,θ ],Lp) we have the following result.
Theorem 2.
Θm
([Hrp,θ ,Brp,θ ],Lp)m−2r1(lnm)2(ν−1)(r1− 1θ ).
Proof. For a fixed m, we can choose n such that 2nnν−1  m. Let
H0 = κ2−nr1n− (ν−1)θ S0n,
where
S0n(f,x) =
∑
s∈χ(s)
δs(f,x),
χ(s) = {s ∈ Nd : sj = 1, j = ν + 1, . . . , d, (s,1) = n}.
For f ∈ Lp , 1 < p < ∞, 1 θ < ∞, by simple computation, we can derive the following
inequalities:
∥∥S0n(f )∥∥Brp,θ  C2nr1nν−1θ ‖f ‖p and ∥∥S0n(f )∥∥Brp,∞  2nr1‖f ‖p.
Hence, we can choose κ such that
H0 ∈Hrp,θ .
Let Qn =⋃s∈χ(s) ρ(s) and U(ρ1) = {ϕ ∈ T (Qn): ‖ϕ‖p  ρ1} (ρ1 = C−12−nr1n− ν−1θ ),
then U(ρ1) ⊂ Brp,θ . H0 :U(ρ1) → U(ρ2) (ρ2  κρ21) is a surjection. Because of
dimU(ρ2)  2nnν−1  m, by virtue of Lemma 4 and the theorem on the diameter of
a ball (see [12]), we can obtain the following estimate:
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(
Ψ rp,θ ,Lp
) sup
H∈Hrp,θ
dm
(
H,Brp,θ ,Lp
)
 dm
(
H0,B
r
p,θ ,Lp
)
 inf
Fm⊂Lp
dimFmm
sup
ϕ∈U(ρ1)
inf
u∈Fm
‖H0ϕ − u‖p
 inf
Fm⊂Lp
dimFmm
sup
ϕ∈U(ρ2)
inf
u∈Fm
‖ϕ − u‖p
 ρ2  ρ21  m−2r1(lnm)2(ν−1)(r1−
1
θ
). 
By Theorems 1 and 2 we can obtain the exact order of above optimization problem in
some conditions.
Theorem 3. If 1 < p < ∞, 1 θ ∞, r = (r1, . . . , rd), rj > 0, j = 1, . . . , d , r1 < r2 
· · · rd , then
Θm
([Hrp,θ ,Brp,θ ],Lp) m−2r1 .
Proof. The upper estimate of Θm can be derived by the definition of Θm, Lemma 2 and
Theorem 1. The lower estimate follows from Theorem 2. 
By Theorems 1 and 3, we obviously see that the algorithm A0 is an almost optimal
under the condition of Theorem 3. Moreover, we also can obtain the exact order of the
error of the algorithm A0 on the classes (Ψ rp,θ ).
Theorem 4. If 1 < p < ∞, 1 θ ∞, r = (r1, . . . , rd), rj > 0, j = 1, . . . , d , r1 < r2 
· · · rd , then e(Ψ rp,θ ,A0)  m−2r1 .
4. Remarks
Remark 1. We mentioned above that the quantity Θm and its asymptotic behavior are cru-
cial for the measurement to optimality of an algorithm. In addition to, it is closely related
to approximation numbers and approximate solution of eigenvalues of operators etc. (see
[13,14]). Especially, Heinrich [14] established the relation between Θm and approximate
numbers of operator. By this we can get the following result.
Corollary 1. If the conditions of Theorem 1 are satisfied, then
sup
H∈Hrp,θ
am
(
H,Brp,θ ,Lp
) m−2r1 ,
where am(H,Brp,θ ,Lp) is called mth approximation number.
Remark 2. The Besov classes are one of the most fundamental functional classes. It is
closely related to the functional classes with a dominant mixed derivative W rp and the
famous Nikolskii classes H rp (see [9]). Particularly,
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Brp,2 ⊂ W rp, 2 p < ∞; Brp,θ ⊂ W rp ⊂ Brp,∞ ≡ H rp, 1 <p < ∞.
By these relations and Theorem 3, we can obtained some optimization results for these
classes. Such results include some early results in [2] and [4] as special cases.
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