In unknown clutter environment, traditional Probability Hypothesis Density (PHD) filter in multi-target tracking cannot guarantee a good performance and multitude number of particles leads to time consuming and low efficiency. Aiming at the problems, a new PHD filter tracking algorithm in unknown clutter environment based on interval analysis was proposed. Firstly, radar targets and clutter disjoint union state space modeled were established in random finite set. Next, using measurement model set up clutter model and derived to multi-target updated state function based on box particles. Additionally, the state of multi-target was recursively estimated in utilization of PHD filter box particles. Simulation reveals that the proposed algorithm is able to dramatically lower computational time with better tracking performance compared with traditional box particle filter.
Introduction
The traditional multi-target tracking algorithms need data association [1] , leading to a large workload. So, Mahler proposed the theory of Random Finite Set (RFS) to solve the problem of unknown and variable number of targets, reducing the computational complexity and ensuring the tracking accuracy [2] .
The traditional PHD filter establishes the clutter intensity   k z  as a known Poisson distribution process [2] . But in reality, the clutter estimation and analysis will increase the time-consuming. In [3] , the clutter was assumed to time-varying parameters, and estimated at each step. [4] and [5] used the Rayleigh distribution and  distribution to make the clutter model respectively. In [6] , it proposed a finite hybrid model to describe the density function of the clutter and estimated with Markov chain Monte Carlo algorithm [7] . In [8] , the clutter model was estimated using joint state of target and clutter. In [9] , it assumed that the multi-target tracking model obeys the Poisson process. In [10] [11] , with an unknown prior knowledge, the estimation of the clutter led to a high complexity and much time-consuming.
So we introduce the interval analysis technique, and propose the PHD algorithm based on box particle filter in unknown clutter state.
PHD Filtering Algorithm Based on Interval Analysis in Unknown Clutter Environment
The traditional algorithm SMC-PHD [2] and SMC-NPHD algorithm in [11] will cause a significant increase in the amount of computation. So we propose Box-SMC-NPHD to promote the algorithm efficiency.
(1) Initialization At time k-1, there is a set of weighted box particles
producing a large number of newborn particles. According to the previous measurement random set 1 k  Z , the number of new particles will denotes:
where, 1 k m  denotes measurements number at time k-1, and x denotes upper integer symbol.
It is generally assumed that the new target is usually present in the measurement position, with a set of uniformly distributed probability density functions, there will be:
And the weight of newborn particle is followed by:
x denoted the newborn target probability. The initialized box particle state set consists of the previous momentary surviving part and the newborn part, which is:
And the total number of particle will be
(2) Target PHD prediction Assume the posterior intensity at time k-1 will be:
So the predicted intensity can be:
The weight expression of newborn particle can be:
(3) Clutter intensity prediction
The predicted intensity at time k can be:
(10) The update weight can be:
The purpose of constraining box particles is to directly remove the area without overlapping. The measurement likelihood of box particle at time k can be:
h      xz denotes the rule to constraint and gets to the new box particle.
(7) Estimation
The number estimation can be: 
Numeral Studies
In order to verify the effectiveness and feasibility of the algorithm, we compared algorithms of SMC-PHD, SMC-NPHD and the proposed Box-SMC-NPHD. 
Parameters
, the state noise input matrix is . And target 1 has a duration of 1 to 8 seconds, target 2 has a duration of 7 to 20 seconds, target 3 has a duration of 12 to 35 seconds, target 4 has a duration of 28 to 40 seconds. 
The system measurement equation is
  2 2 2.5 , 2.5 diag      R , interval measurement applies to       0.6 , 0.4 k k k k k hh            z x v x v where   T 21,
Results and Analysis
Choose optimal sub-mode distribution (OSPA) as the evaluation criterion. Select the parameter c = 50, p = 2. For each interval, the number of continuous particles is 2000, the number of new particles is 50, the number of continuous particles is 40, and the number of new particles is 1. The simulation carried out 100 Monte Carlo experiments were respectively, and the running time results were analyzed. Interval analysis tools use the INTLAB toolbox. Figure 1 shows the four trajectories of the targets in a clutter environment. The clutter density values are 3×10 -5 , 1.5×10 -4 , 3×10 -4 respectively. Assume that the clutter density remains It can be seen from Figure 2 (b) , the three algorithms can estimate the number of targets better because the medium clutter density is matched with the traditional PHD filter prior clutter model.
In comparison with Figure 3 , the OSPA mean of the first two is basically the same, but at high density clutter, the former is 5.81% lower than the latter. This is because the high density clutter environment is a more pronounced inaccurate measurement. Table 1 shows the complexity of the three filtering algorithms. It can be seen that the SMC-NPHD is about 20% more than the SMC-PHD, while the box-SMC-NPHD based on the interval analysis is about 1/6 of the SMC-NPHD run time. This is because the number of box particles required for this improved algorithm is much smaller than the remaining two particle filter algorithms. The latter two algorithms based on particle filtering require 2050 particles, because the number of new particles to capture new targets, resulting in a large number of time consumption. Although the improved algorithm based on box particle filtering can take part of the time in interval analysis, only 41 boxes of particles can achieve similar precision to the particle filter algorithm. The large number of particles is reduced so that the algorithm achieves the running time of the significant reduction, thus improving the timeliness and applicability. 
Conclusion
In this paper, a PHD algorithm based on box particle filtering in unknown clutter environment is proposed. The algorithm uses the box particle weighting method to establish the unknown clutter model by measurement data, derive the target state updating equation, and recursively estimate the target state with box particle PHD filter, which greatly reduces the number of required particles. The simulation results show that the algorithm can effectively reduce the computation time of the algorithm while ensuring the target tracking performance compared with the multi-target particle filter algorithm when the clutter environment does not match the prior model. 
