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Abstract
This article constructs the Hilbert space for the algebra αβ−eiθβα = 1 that provides a continuous
interpolation between the Clifford and Heisenberg algebras. This particular form is inspired by the
properties of anyons. We study the eigenvalues of a generalized number operator (N = βα) and
construct the Hilbert space, classified by values of a complex coordinate (λ0): the eigenvalues lie
on a circle. For θ being an irrational multiple of 2pi, we get an infinite-dimensional representation,
however for a rational multiple (MN ) of 2pi, it is finite-dimensional, parametrized by the complex
coordinate λ0. The case for N = 2 ; θ = pi is the usual Clifford algebra for fermions, while the
case for N = ∞ ; θ = 0 is the Heisenberg algebra of bosons, albeit with two copies for positive
and negative eigenvalues. We find a smooth transition from the fermion to the boson situation as
N →∞ from N = 2. After constructing the Hilbert space from the algebra, the cases for N = 2, 3
can be mapped to SU(2). Then, we motivate the study of coherent states, rather generally. The
coherent states are eigenstates of α, the annihilation operator and are labeled by complex numbers
for non-zero λ0.
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The notion of fractional or generalized statistics has been studied intensively from many
different directions. There are three main approaches. The oldest is the study of q-
commutators (or q-statistics), which studied deviations from the Pauli principle by studying
small deviations from the basic anti-commutator for fermions. The second is the study of
q-deformed oscillators, which studies the deformation of the harmonic oscillator algebra un-
der a rather general scheme. This second approach is further differentiated into whether
we consider the non-bosonic states to be only singly-occupied or not. We approach this
topic from the point of view of interpolating between fermions and bosons, with an aim to
encompass fractional statistics, with variable occupancy.
We start with the following bracket relation, which we refer to as a θ-commutator
αβ − eiθβα ≡
(
α, β
)
θ
= 1 (1)
Formally, this is a special case of q-on (or q-deformed) algebra, for q = eiθ, while the right-
hand-side is 1 instead of the usual qN for a q-deformed algebra. This may be regarded as
an interpolation between the commutator for bosons and the anti-commutator for fermions.
By analogy with the algebra for bosons and fermions, the operator α may be taken as the
annihilation operator for the algebra, while β is the creation operator, though we could
switch the identifications and derive an entirely similar algebra (see Appendix 1). We do
not assume that α and β are hermitian conjugates of each other.
This algebra is also inspired by the braiding requirements for anyonic variables, where
we can braid variables “over” and “under” each other, with factors e±iθ. We have chosen
to work with the plus sign in the above; accordingly, we will use the notation z = eiθ.
We have two classes of possibilities for θ. θ could be a rational multiple of 2pi, i.e., of the
form θ = 2piM
N
where M,N are co-prime non-zero natural numbers: in full generality, we
could assume that M < N . Alternatively, θ could be an irrational multiple of 2pi. We will
primarily study the rational multiple case, but make comments where necessary about the
other (irrational multiple) case. Note that with M = 1 and N = 2, the expression above
reduces to a fermionic anti-commutator while for N =∞, to a bosonic commutator.
For general integral N , we begin by thinking of α, β as ordinary matrices and construct
the vector space they operate on. As we will discover, the results will indeed satisfy the
axioms for a Hilbert space - the defining eigenvectors will constitute a complete vector space
and we can define the usual inner product with positive norm.
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We start by considering the operator N = βα. The following bracket relations can be
quickly verified (
α,N
)
θ
= α (2)(
N , β
)
θ
= β (3)
These relations imply
Nα = αN − 1
z
Nβ = β(1 + zN ) (4)
Suppose ~φa were an eigenvector of the operator N , with eigenvalue sa. If we were to operate
on ~φa with α, using the above relations, we would get an eigenvector of N with eigenvalue
sa−1
z
. We could label this state ~φa−1. Conversely, β takes the eigenvector ~φa−1 and produces
an eigenvector of N , presumably ~φa, with eigenvalue sa. In this sense, we can think of α
and β as decrementing and incrementing operators.
In fact, the recursion relation for the eigenvalues of the operator N is
sa = 1 + zsa−1 (5)
Next, we reason in the following manner. We define the real and imaginary parts of N ,
i.e., NR,NI and require that [NR,NI ] = 0. This immediately implies that [N ,N †] = 0,
which condition is the definition of a ”normal” matrix, viz. N is a normal matrix. If N
is normal, then N ,N † and the combinations NN † and N †N all commute with each other,
i.e., they share the same eigenvectors.
Since N †N and NN † are both hermitian, their eigenvectors form an orthonormal, com-
plete set. In this orthonormal basis, since α is a decrementing operator, while β is an
incrementing operator, we immediately deduce that α is an upper-diagonal matrix, while β
is a lower-diagonal matrix. Additionally, it is possible to arrange things so that α and β are
transposes of each other, though this is not the only possibility (see the text after Equation
(9)).
One consequence of the above is that any operator in this space can be written as a
polynomial with powers of α and β. This is because any operator will take states in this
complete, orthonormal basis to linear combinations of the basis vectors. Such a linear
combination of states can be formed by repeatedly applying powers of α and β to a starting
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state such as ~φa. In addition, only specific types of combinations of α and β commute with
N , as discussed in Appendix 4.
Suppose we start with an eigenvector with eigenvalue (for the operator N ) of λ0, with
θ = 2piM
N
. Applying β successively to this eigenvector produces new eigenvectors with
eigenvalues: 1 + zλ0, 1 + z+ z
2λ0, 1 + z+ z
2 + z3λ0, ..., , 1 + z+ z
2 + ...+ zN−2 + zN−1λ0, 1 +
z + z2 + ... + zN−1 + zNλ0, .... With θ of the form 2piMN , then 1 + z + z
2 + ... + zN−1 = 0
and zN = 1, so that the sequence of eigenvalues repeats after N − 1 applications of α to the
starting eigenvector with eigenvalue λ0. There are thus N independent eigenvalues. Also,
we note that 1 + zλ0 =
λ0−(1+z+...+zN−2)
zN−1 etc., so that the sequence of eigenvalues of β are
the same as the eigenvalues of α, except they are traversed in the opposite direction upon
repeated application of β. This is how we would expect decrementing and incrementing
operators to work on the eigenvectors.
In addition, the actual eigenvalues for the case M = 1 as well as the case M > 1, with
M,N co-prime are the same, just arrived at in different order. Hence, we could, in all
generality, assume M = 1 (the α and β are the same matrices if M > 1, just with permuted
rows).
If θ were an irrational multiple of 2pi, the eigenvalues would never repeat upon repeated
applications of α or β, yet, since the relations λ0 → λ1 = (1 + zλ0) and λ1 → λ0 = λ1−1z , the
set of eigenvalues of α and β are the same, though infinite in number. Summarizing, the
matrix representation of α and β are N -dimensional for θ = 2piM
N
and infinite-dimensional
for θ an irrational multiple of 2pi.
These eigenvalues sit on the same circle in the complex plane, for all θ. For what follows,
however, we specialize to the case where θ is a rational multiple of 2pi and also set M = 1.
Then we construct the matrix representations of α and β in the eigen basis of N .
The sequence of eigenvalue points on the complex plane is λ0, followed by the successive
eigenvalues 1 +λ0z, q+ z+λ0z
2, q+ z+ z2 +λ0z
3, ..., 1 + z+ z2 + ...+ zN−2 +λ0zN−1 (where,
since M = 1, z = e
2pii
N ).
There are a few simple ways to show that these points lie on a circle. One method is as
follows, a second is described in Appendix 2. The average of all the complex eigenvalues
is Z = 1
1−z (independent of λ0), which is the complex coordinate for the center. Then,
the magnitude of the difference between each of the points in the above sequence and this
central point is R = |1+(z−1)×λ0
1−z |, i.e., each eigenvalue point is the same distance |1+(z−1)×λ01−z |
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from the center (see Appendix 2). This can then be identified as the radius of the circle.
Explicitly, the average of the points is O
=
(λ0) + (1 + zλ0) + (1 + z + z
2λ0) + (1 + z + z
2 + z3λ0) + ...+ (1 + z + z
2 + ...+ zN−2 + zN−1λ0)
N
=
λ0(1 + z + z
2 + ...+ zN−1) + (N − 1)z0 + (N − 2)z1 + (N − 3)z2 + ...+ (N − [N − 1])zN−2
N
=
0 + (N − 1)z0 + (N − 2)z1 + (N − 3)z2 + ...+ (N − [N − 1])zN−2
N
=
1
1− z =
ie−i
θ
2
2 sin θ
2
=
1
2
+
i
2 tan θ
2
i.e., the center of the eigenvalue circle is exactly at the same spot for all values of the
starting eigenvalue λ0. The radius does depend on λ0, it is the magnitude of the difference
between any eigenvalue and the complex coordinate of the center.
The angle between the lines connecting the center 1
1−z and successive points 1 + z + ...+
zp−2 +λ0zp−1 and 1+z+z2 + ...+zp−1 +λ0zp is easily computed by the ratio of the complex
differences to the center - it is z, i.e., the angle between the lines is θ.
From the above, it is clear that we can label the representations (for a given N) by either
the complex number λ0 (two real numbers) or the two real numbers representing the radius
of the eigenvalue circle R and the polar angle χ ∈ (0, 2pi
N
).
If λ0 = 0, then the first point in the above sequence is 0 and it is (one of the) lowest
point(s) on the circle. When we consider non-zero λ0, that lowest point is mapped to a
rotated point on a bigger circle (radius |1 + (z − 1)λ0| with the same center. It is easily
checked that the polar angle of the rotated point is bigger than that of the initial point by
α = 1
i
log 1+(z−1)λ0|1+(z−1)λ0| . This is easily proved to be true for every eigenvalue in the λ0 = 0 circle
- it is rotated by the above angle when moved to the larger circle for λ0 6= 0.
In addition, the magnitude of the separation distance between successive eigenvalues on
the circle is |1 + (z − 1)λ0|.
Since α “decrements” states, it is an N ×N matrix with upper diagonal non-zero terms
only (as well as one in the bottom left corner to cycle through states again), in the basis
where N = βα is diagonal. Let’s state that βα is diagonal, with eigenvalues denoted by, say
λi, i = 0...(N − 1). Hence, purely by inspection and the expected upper-diagonal structure
of α, as well as requiring that we “split” the eigenvalues to make β and α transposes of each
other, it must have
√
λi+1 as elements. Hence the matrix α
†α, by inspection, must have
diagonal elements |λi|, 0 = 1...(N − 1). Also by inspection, the matrices αβ and αα† are
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FIG. 1. Eigenvalue Circle, M=1, N=100, λ0=0, as well as λ0 = 15 + 3i
diagonal; in fact, the elements of αβ must be λi+1, i = 0...(N − 1), where λN = λ0. This
additionally implies that the matrix αα† must have diagonal elements |λi+1|, i = 0...(N−1).
Visually,
βα =

λ0 0 0 0 0 ... 0 0
0 λ1 0 0 0 ... 0 0
0 0 λ2 0 0 ... 0 0
0 0 0 λ3 0 ... 0 0
.
.
.
0 0 0 0 0 ... λN−2 0
0 0 0 0 0 ... 0 λN−1

αβ =

λ1 0 0 0 0 ... 0 0
0 λ2 0 0 0 ... 0 0
0 0 λ3 0 0 ... 0 0
0 0 0 λ4 0 ... 0 0
.
.
.
0 0 0 0 0 ... λN−1 0
0 0 0 0 0 ... 0 λ0

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α =

0
√
λ1 0 0 0 ... 0 0
0 0
√
λ2 0 0 ... 0 0
0 0 0
√
λ3 0 ... 0 0
0 0 0 0
√
λ4 ... 0 0
.
.
.
0 0 0 0 0 ... 0
√
λN−1√
λ0 0 0 0 0 ... 0 0

β = αT =

0 0 0 0 0 ... 0
√
λ0√
λ1 0 0 0 0 ... 0 0
0
√
λ2 0 0 0 ... 0 0
0 0
√
λ3 0 0 ... 0 0
0 0 0
√
λ4 0 ... 0 0
.
.
.
0 0 0 0 0 ...
√
λN−1 0

α∗ =

0
√
λ∗1 0 0 0 ... 0 0
0 0
√
λ∗2 0 0 ... 0 0
0 0 0
√
λ∗3 0 ... 0 0
0 0 0 0
√
λ∗4 ... 0 0
.
.
.
0 0 0 0 0 ... 0
√
λ∗N−1√
λ∗0 0 0 0 0 ... 0 0

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β∗ = α† =

0 0 0 0 0 ... 0
√
λ∗0√
λ∗1 0 0 0 0 ... 0 0
0
√
λ∗2 0 0 0 ... 0 0
0 0
√
λ∗3 0 0 ... 0 0
0 0 0
√
λ∗4 0 ... 0 0
.
.
.
0 0 0 0 0 ...
√
λ∗N−1 0

α†α =

|λ0| 0 0 0 0 ... 0 0
0 |λ1| 0 0 0 ... 0 0
0 0 |λ2| 0 0 ... 0 0
0 0 0 |λ3| 0 ... 0 0
.
.
.
0 0 0 0 0 ... |λN−2| 0
0 0 0 0 0 ... 0 |λN−1|

αα† =

|λ1| 0 0 0 0 ... 0 0
0 |λ2| 0 0 0 ... 0 0
0 0 |λ3| 0 0 ... 0 0
0 0 0 |λ4| 0 ... 0 0
.
.
.
0 0 0 0 0 ... |λN−1| 0
0 0 0 0 0 ... 0 |λ0|

8
We can now write down regular and θ commutators for α and α† too, as
αβ − βα =

λ1 − λ0 0 0 0 0 ... 0 0
0 λ2 − λ1 0 0 0 ... 0 0
0 0 λ3 − λ2 0 0 ... 0 0
0 0 0 λ4 − λ3 0 ... 0 0
.
.
.
0 0 0 0 0 ... λN−1 − λN−2 0
0 0 0 0 0 ... 0 λ0 − λN−1

and
αα† − α†α
=

|λ1| − |λ0| 0 0 0 0 ... 0 0
0 |λ2| − |λ1| 0 0 0 ... 0 0
0 0 |λ3| − |λ2| 0 0 ... 0 0
0 0 0 |λ4| − |λ3| 0 ... 0 0
.
.
.
0 0 0 0 0 ... |λN−1| − |λN−2| 0
0 0 0 0 0 ... 0 |λ0| − |λN−1|

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as well as
αα† − Cα†α = 1→
C =

|λ1|−1
|λ0| 0 0 0 0 ... 0 0
0 |λ2|−1|λ1| 0 0 0 ... 0 0
0 0 |λ3|−1|λ2| 0 0 ... 0 0
0 0 0 |λ4|−1|λ3| 0 ... 0 0
.
.
.
0 0 0 0 0 ... |λN−1|−1|λN−2| 0
0 0 0 0 0 ... 0 |λ0|−1|λN−1|

Summarizing the results,
1. The eigenvalues of βα are λi
2. The eigenvalues of α†α are |λi|.
3. N † = α†β† = α†α∗ = (αTα)∗, i.e., the operator α†β† is diagonal in the same basis and
has eigenvalues λ∗i .
4. The eigenbasis of βα is also the eigenbasis for α†α, hence the eigenvectors can be
constructed to be orthonormal, as will be shown below. In addition, the eigenbasis
forms a Hilbert space, since the norms of the eigenvectors are positive-definite.
5. The operators N = βα, NR = N+N †2 = βα+α
†β†
2
and NI = N−N †2i = βα−α
†β†
2i
commute
with each other and the eigenvalues of each are distinct. Hence, we can label the
eigenvectors interchangeably by the eigenvalues of N , NR or NI .
6. In particular, since NR and NI are hermitian, the eigenvectors can be constructed to
be orthonormal. In fact, noting the fact that the eigenvectors of a Hermitian matrix
have positive norm, the space of eigenvectors satisfy all the axioms for a Hilbert space.
The above visual argument can be made precise. We start with an eigenvector of N , which
is also an eigenstate of NR and NI), eigenvalue λ0 under N (eigenvalues λ0+λ
∗
0
2
,
λ0−λ∗0
2i
under
NR, NI respectively). Then, we derive all the successive eigenvectors and their eigenvalues.
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As proved in Appendix 3, the eigenvectors of NR, NI and N are all the same and can be
labeled simultaneously by the eigenvalues of the three operators, as 1
2
(λi + λ
∗
i ),
1
2i
(λi − λ∗i )
and λi. The eigenvalues we get by repeated applications of α are,
1. for N : λ0, λ0−1z , λ0−(1+z)z2 , λ0−(1+z+z
2)
z3
, ... λ0−(1+z+z
2+...+zN−2)
zN−1 ,
λ0−(1+z+z2+...+zN−1)
zN
, ... .
2. for NR: Re λ0, Re λ0−1z , Re λ0−(1+z)z2 , Re λ0−(1+z+z
2)
z3
, ... Re λ0−(1+z+z
2+...+zN−2)
zN−1 , Re
λ0−(1+z+z2+...+zN−1)
zN
, ... .
3. for NI : Im λ0, Im λ0−1z , Im λ0−(1+z)z2 , Im λ0−(1+z+z
2)
z3
, ... Im λ0−(1+z+z
2+...+zN−2)
zN−1 , Im
λ0−(1+z+z2+...+zN−1)
zN
, ... .
Studying the above, since we already know that there are N independent eigenvectors,
the N distinct eigenvalues of N are most appropriate to label the eigenvectors. The other
commuting operators, viz NR and NI have degenerate eigenvalues, as is evident from an
inspection of Fig. 2.
Hence, we define the normalized eigenstates of N = βα as |λ0〉 , |λ1〉 , |λ2〉 , ..., |λN−1〉,
where λ1 = (1 + zλ0), λ2 = (1 + z + z
2λ0), ..., λN−1 = 1 + z + z2 + ... + zN−2 + zN−1λ0 and
equivalently λ0 =
λ1−1
z
, λ1 =
λ2−1
z
, ..., λN−1 = λ0−1z . Then, we construct the components of
α and β. We begin with the relationships (the C’s and D’s are normalization constants).
α |λ0〉 = C0
∣∣∣∣λN−1 ≡ λ0 − 1z
〉
α |λN−1〉 = CN−1
∣∣∣∣sN−2 = λ0 − (1 + z)z2 ≡ λ0z2 − 1z − 1z2
〉
.
.
.
α |λ0〉 = C0 |λN−1〉
α |λ1〉 = C1 |λ0〉
α |λ2〉 = C2 |λ1〉
...
β |λ0〉 = D0 |λ1 ≡ (1 + zλ0)〉
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β |λ1〉 = D1
∣∣λ2 ≡ (1 + z + z2λ0)〉
.
.
.
β |λN−1〉 = DN−1 |λ0〉 (6)
For consistency with the results of applying the number operator N = βα to these states,
given that λ0, λ1, ..., λN−1 are the eigenvalues of the number operator, we get the following
conditions,
C0 ×DN−1 = λ0
C1 ×D0 = λ1
C2 ×D1 = λ2
.
.
.
CN−1 ×DN−2 = λN−1 (7)
A natural choice (only one of several choices, though, as explained after Equation (9)) for
the coefficients is
C0 = DN−1 =
√
λ0
C1 = D0 =
√
λ1
...
CN−1 = DN−2 =
√
λN−1 (8)
This implies the matrix representations for the operators are
12
α =

0 C1 0 0 0 ... 0 0
0 0 C2 0 0 ... 0 0
0 0 0 C3 0 ... 0 0
0 0 0 0 C4 ... 0 0
.
.
.
0 0 0 0 0 ... 0 CN−1
C0 0 0 0 0 ... 0 0

β =

0 0 0 0 0 ... 0 DN−1
D0 0 0 0 0 ... 0 0
0 D1 0 0 0 ... 0 0
0 0 D2 0 0 ... 0 0
0 0 0 D3 0 ... 0 0
.
.
.
0 0 0 0 0 ... DN−2 0

These matrices are transposes (β = αT ) of each other, based on the choice made in Equation
(8) and the discussions after Equation (9).
Additionally, we find
βN = αN = C0 × C1 × ...× CN−1 = D0 ×D1 × ...×DN−1
=
√
λ0 × λ1 × λ2 × λ3...× λN−1 (9)
For the special case λ0 = 0, this is 0.
It is not necessary for us to choose the conditions as in Equation (8), i.e., that β = αT .
Suppose we chose to not pick this choice. In the basis where N is diagonal, however, we
note a symmetry (based on a diagonal matrix Q)
α→ αQ
β → Q−1β
αβ − zβα→ αQQ−1β − zQ−1βαQ = 1 (10)
such that the modified α and β are transposes of each other. The eigenvalues of βα are,
however, unaffected. The eigenvalues still sit on the same circle on the complex plane. Some
further generalizations of the concepts discussed above can yield interesting deviations from
a circle [18].
Though the α and β = αT are λ0-dependent, the original θ-commutator (Equation (1))
is independent of λ0, i.e., αβ − zβα = 1. However, the usual commutator does dependent
on λ0, through the eigenvalues of βα. In fact,
αβ − βα = ααT − αTα =
(
1 + (z − 1)βα
)
(11)
13
The diagonal elements qm of the commutator matrix in the usual eigenbasis are qm = 1 +
(z − 1)sm. This can be simply re-written as (for m > 0)
qm = 1 + (z − 1)sm = 1 + (z − 1)
(
1 + z + z2 + ...+ zm−1 + zmλ0
)
= zm−1
(
1 + (z − 1)λ0
)
Hence, we can write the full matrix form as below
αβ − βα = ααT − αTα = (1 + (z − 1)λ0)×

1 0 0 0 0 ... 0
0 z 0 0 0 ... 0 0
0 0 z2 0 0 ... 0 0
0 0 0 z3 0 ... 0 0
0 0 0 0 z4 ... 0 0
.
.
.
0 0 0 0 0 ... zN−2 0
0 0 0 0 0 ... 0 zN−1

= (1 + (z − 1)λ0)× diag
[
1, z, z2, z3, ..., zN−1
]
= (1 + (z − 1)λ0)× Ω (12)
which is a scaled version (with scale 1 + (z − 1)λ0) of the usual clock matrix (Ω)[17].
Some additional properties of the α matrices are discussed in Appendix 3. Additionally,
we plot the eigenvalue spectrum for the special case λ0 = 0 in Fig. 2.
I. EIGENSTATES OF α : COHERENT STATES
We can now construct the eigenvalues of α. The technique to deduce them is similar to
how one deduces eigenvalues for coherent states.
Let’s say that α has N eigenstates, denoted by |µ〉, with eigenvalue µ. Let’s expand |µ〉
in the usual eigen-basis, i.e., the eigenstates of the number operator
|µ〉 =
N−1∑
i=0
aµi |si〉
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FIG. 2. Eigenvalue Spectrum
Applying the condition that |µ〉 is an eigenstate, we derive,
α |µ〉 = µ |µ〉
→ α
N−1∑
i=0
a
(µ)
i |si〉 = µ
N−1∑
i=0
a
(µ)
i |si〉
a
(µ)
i+1
√
si+1 = µa
(µ)
i
→ a(µ)i+1 =
µa
(µ)
i√
si+1
(13)
The element a0 thus sets the other coefficients. In addition, we also have a normalization
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condition for the eigenstates. Combining all this, we get
a
(µ)
1 =
µa
(µ)
0√
λ1
a
(µ)
2 =
µ2a
(µ)
0√
λ1λ2
a
(µ)
3 =
µ3a
(µ)
0√
λ1λ2λ3
.
.
.
a
(µ)
N−1 =
µN−1a(µ)0√
λ1λ2...sN−
→
∣∣∣∣a(µ)0 ∣∣∣∣2(1 + |µ|2|λ1| + (|µ|
2)2
|λ1λ2| + ...+
(|µ|2)N−1
|λ1λ2...λN−1|
)
= 1 (14)
In addition, we also have, from the circular position of the eigenvalues,
a
(µ)
0 ×
√
λ0 = µ× aµN−1 = µ× a(µ)0 ×
µN−1√
λ1λ2...λN−1
→ µN =
√
λ0λ1...λN−1 (15)
In addition, as the eigenvalues µm have the same magnitude |µ| =
(
|√λ0λ1...λN−1) 1N |, aµm0
can be written as a0, independent of the exact value m (this is evident from Equation (13)).
µ is therefore just the N th root of unity times the N th root of the magnitude of√
λ0λ1...λN−1. There are N N th roots of unity, all arranged in a circle, hence the eigenvalues
of α, for m = 0, 1, ...N − 1, are
(√
λ0λ1...λN−1
) 1
N
× zm. We denote these states by |µm〉
and
|µm〉 = a0
(
|λ0〉+ µm√
λ1
|λ1〉+ µ
2
m√
λ1λ2
|λ2〉+ ...+ + µ
N−1
m√
λ1λ2...λN−1
|λN−1〉
)
(16)
There are, hence, N eigenstates of α in the case λ0 6= 0. These eigenstates are not
orthogonal to each other; α is not hermitian (though its determinant is non-zero if λ0 6= 0,
so there is no particular requirement that its eigenvectors are orthogonal.
The eigenstates of α∗ are the complex conjugates of those of α.
If we were to apply this equation at λ0 = 0, we’d discover that all the roots would have
to be zero, if they were ordinary complex numbers, since µN = 0.
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When λ0 6= 0, we can also construct eigenstates of β = αT . They are
|νm〉 = a0
(
|λ0〉+
√
λ1
νm
|λ1〉+
√
λ1λ2
ν2m
|λ2〉+ ...+ +
√
λ1λ2...λN−1
νN−1m
|λN−1〉
)
β |νm〉 = νm |νm〉 (17)
and, again, |νm| =
(√|λ0λ1...λN−1) 1N . The eigenstates of β are a different basis spanning
the same space spanned by the eigenvectors of α. They are also not orthogonal to each
other.
We can also compute the elements of the commutator O = αβ − βα in the basis |µm〉.
Note that in the eigen-basis we considered before (of the number operator), this was the well-
known clock matrix. To do this, we re-write the operator as O = 1+(z−1)βα = 1+(z−1)N ,
where N = βα as defined previously. It helps to write down the scalar product
Snm = 〈µn|µm〉 = |a0|2
(
1 +
µ∗nµm
|λ1| + ...+
(µ∗n)
N−1(µm)N−1
|λ1λ2...λN−1|
)
(18)
Then,
〈µn| O |µm〉 = 〈µn| 1 + (z − 1)N |µm〉 = |aµ0 |2
[(
1 +
µ∗nµm
|λ1| + ...+
(µ∗n)
N−1(µm)N−1
|λ1λ2...λN−1|
)
+(z − 1)
(
1 +
µ∗nµmλ1
|λ1| + ...+
(µ∗n)
N−1(µm)N−1λN−1
|λ1λ2...λN−1|
)]
(19)
The diagonal element is (note that |µm| =
√|λ0λ1...λN−1| is independent of m).
〈µm| O |µm〉 = |a0|2
[(
1 +
|µm|2
|λ1| + ...+
(|µm|2)N−1
|λ1λ2...λN−1|
)
+(z − 1)
(
1 +
|µm|2λ1
|λ1| + ...+
(|µm|2)N−1λN−1
|λ1λ2...λN−1|
)]
= 1 + (z − 1)
(
1 +
|µm|2λ1
|λ1| + ...+
(|µm|2)N−1λN−1
|λ1λ2...λN−1|
)
(20)
II. THE N →∞ (BOSON) LIMIT
Let’s start with λ0 6= 0 and a finite N . The eigenvalues are ..., λ0−1z , λ0, 1 + zλ0, ... and
there are N of them.
We take λ0 → 0 first, followed by the limit N → ∞, which implies θ → 0, z → 1. The
center of the circle would be found at 1
2
+ i N
2pi
and the radius would tend to N
2pi
√
1 + 4pi
2
N2
λ20 →
N
2pi
. The part of the circle tangent to the real axis would represent the usual bosonic ladder of
states. However, there would be negative and positive eigenvalues. We’d have the eigenstates
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...−2,−1, 0, 1, 2, ..., where the states to the left and right of 0 would be separated - the α and
β operators would not allow traversal across the 0 state, since α |0〉 = 0 and β |N − 1〉 = 0.
The positive eigenvalues correspond to the ones expected for a bosonic oscillator.
On the other hand, if we keep λ0 6= 0 and then take the limit N →∞, we’d get a sequence
of states ..., λ0 − 1, λ0, λ0 + 1, .... The center of the circle would be still at 12 + i N2pi , which
would be infinitely far away along the direction of the imaginary axis. The states would
come to lie on a straight, horizontal line at λ0 on the complex eigenvalue plane.
III. A VISUAL MODEL
A visual model, inspired by the ”fuzzy” sphere description of quantized angular mo-
mentum states, comes from the realization that for N = 2, we can establish the following
correspondence, i.e.,
[α, α†] = 2Jz
Jz =
1
2
 1 0
0 −1
 , Jx = α + α†
2
=
1
2
 0 1
1 0
 , Jy = α− α†
2i
=
1
2
 0 −i
i 0

[Jx, Jy] = iJz , [Jy, Jz] = iJx , [Jz, Jx] = iJy (21)
The ~J ’s can now be interpreted as coordinates in three dimensions, with ~x = κ ~J , with
x2 + y2 + z2 = R2 being the radius of a sphere. In that case, since ~J2 = j(j + 1), this means
κ2 =
R2
j(j + 1)
(22)
The commutators between the coordinates are
[xi, xj] = iκ ijkxk
This is a ”fuzzy” instead of a full sphere because in this particular situation, Jz is allowed
to have only two components ±1 (since j = 1
2
), which restricts the resolution of the x,y,z-
coordinates on the sphere. It is possible to generalize this to the full angular momentum
algebra for all j. For higher spin j, we obtain, since κ → 0 in that limit, a classical, fully
resolved sphere.
Incidentally, the Casimir invariant quantity for the spin-1
2
particle is
J2x + J
2
y + J
2
z =
3
4
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However, as will be explained in a future paper, these operators (for spin-1
2
operators, i.e.,
N = 2) are also consistent with the equation
1
2
(J2x + J
2
y )
2 +
1
2
J2z =
1
4
For N = 3, we obtain, again
[α, α†] = 2Jz
Jz =
1
2

1 0 0
0 |1+ z| − 1 0
0 0 −|1+ z|
 , Jx = α + α†2 = 12

0 1 0
1 0
√
1+ z
0
√
1+ z−1 0
 ,
Jy =
α− α†
2i
=
i
2

0 −1 0
1 0 −√1+ z
0
√
1+ z−1 0

[Jx, Jy] = iJz , [Jy, Jz] = i
(
1− |1 + z|
2
)
Jx , [Jz, Jx] = i
(
1− |1 + z|
2
)
Jy (23)
To simplify the above, we define the rescaled operators
A =
(
1− |1 + z|
2
)
→ 1
2
( for N = 3)
Jx =
√
AJˆx
Jy =
√
AJˆy
Jz = AJˆz (24)
such that the operators Jˆx,y,x satisfy the usual angular momentum algebra. In that case, we
can write
J2x
A +
J2y
A +
J2z
A2 = j(j + 1) (25)
which would correspond to a “fuzzy” ellipsoid, with j = 1.
Unfortunately, while this is illustrative, it does not appear to generalize to higher values
of N in quite the same way.
We note, in passing that the above equation is consistent with
(J2x + J
2
y )
2 sin2
pi
6
+ J2z cos
2 pi
6
=
1
4
The origin of this will, as mentioned earlier, be discussed in a forthcoming paper.
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IV. CONCLUSIONS
We have studied in detail the Hilbert space of an interpolating algebra, that allow us to
explore the eigenvalue spectrum at fermion and boson limits as well as between. We have
also traced the evolution of the geometrical properties of these eigenstates from each limit
to the other. We have then provided an elementary visual mapping, akin to the fuzzy sphere
for spin-1
2
particles for two particular cases. Generalizations of this will be considered in a
future article [19].
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VI. APPENDIX 1
If we start with αβ − zβα = 1, then the re-definition below
α =
i√
z
αˆ ; β =
i√
z
βˆ
implies
→ βˆαˆ− 1
z
αˆβˆ = 1 (26)
For bosons, the number operator N = βα switches sign when we make the transformation,
while for fermions, the number operator does not suffer a change of sign.
In fact the mapping
α→ i√
z
β ; β → i√
z
α
θ → −θ (27)
is a symmetry of the algebra - it represents a background automorphism of the algebra.
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VII. APPENDIX 2
Consider the distance of the nth eigenvalue from the center at 1
1−z . This is
Dn = |1 + z + z2 + z3 + ...+ zn−1 + znλ0 − 1
1− z |
=
|(1 + z + z2 + z3 + ...+ zn−1 + znλ0)− (z + z2 + z3 + ...+ zn−1 + znλ0)− 1|
|1− z|
= |1 + (z − 1)λ0
1− z | (28)
as in the text.
A simple way to see that the points lie on a circle is to write the nth eigenvalue as
λn = 1 + z + z
2 + z3 + ...+ zn−1 + znλ0 =
1− zn
1− z + z
nλ0
=
1
1− z + z
n1 + (z − 1)λ0
z − 1 (29)
which writes the complex eigenvalue λn as a complex coordinate for the center, i.e.,
1
1−z plus
a progressively rotated (by zn) radius complex vector 1+(z−1)λ0
z−1 .
VIII. APPENDIX 3
Passing α and α† through diagonal matrices, we get
α .

A0 0 0 0 0 ... 0 0
0 A1 0 0 0 ... 0 0
0 0 A2 0 0 ... 0 0
0 0 0 A3 0 ... 0 0
.
0 0 0 0 0 ... AN−2 0
0 0 0 0 0 ... 0 AN−1

=

A1 0 0 0 0 ... 0 0
0 A2 0 0 0 ... 0 0
0 0 A3 0 0 ... 0 0
0 0 0 A4 0 ... 0 0
.
0 0 0 0 0 ... AN−1 0
0 0 0 0 0 ... 0 A0

. α (30)
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and
α† .

A0 0 0 0 0 ... 0 0
0 A1 0 0 0 ... 0 0
0 0 A2 0 0 ... 0 0
0 0 0 A3 0 ... 0 0
.
0 0 0 0 0 ... AN−2 0
0 0 0 0 0 ... 0 AN−1

=

AN−1 0 0 0 0 ... 0 0
0 A0 0 0 0 ... 0 0
0 0 A1 0 0 ... 0 0
0 0 0 A2 0 ... 0 0
.
0 0 0 0 0 ... AN−3 0
0 0 0 0 0 ... 0 AN−2

. α† (31)
Hnce, α or α† are similiar in structure to the Shift matrices of the Clock/Shift algebra. α†
produces a diagonal shift-down, while α produces a diagonal shift-up in a diagonal matrix.
IX. APPENDIX 4
What’s the most general set of operators that commute with N ? Are there any others
than N itself and functions of N ?
We start with the following four relations between α, β and N .
αN = (1 + zN ) α
Nα = α N − 1
z
Nβ = β (1 + zN )
βN = N − 1
z
β (32)
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Some powers can also be computed, i.e.,
αmN = (1 + z + z2 + ...+ zmN ) αm
Nβn = βn(1 + z + z2 + ...+ znN )
βnN = N − (1 + z + z
2 + ...+ zn−1)
zn
βn (33)
The most general operator made up of α and β can be written as X = Cnmβnαm.
Any different ordering of the α’s and β’s can be brought to this form by using the basic
commutator. We require that it commute with N , i.e., [
βnαm,N
]
=
(
(1 + z + ...+ zm−1)− zm−n(1 + z + ...+ zn−1)−N (1− zm−n)
)
βnαm (34)
For the commutator with X to give 0, we must have (by inspection of the above), m = n.
Hence the only possible operator that commutes with N is X = Cnβnαn. These polynomials
can all be written in terms of N , as is evident from
β0α0 = I
β1α1 = N
β2α2 =
N − 1
z
N
β3α3 =
N − (1 + z)
z
N − 1
z
N
...
βnαn =
N − (z0 + z1 + ..+ zn−2)
z
...
N − (1 + z)
z
N − 1
z
N (35)
If one considers all combinations of polynomials of the type βnαm, there are N2 of them,
however, only N commute with N . The rest N2 − N operators do not commute with N
and are not diagonal in the canonical basis.
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