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Abstract
A substantial thread of recent work on latent
tree learning has attempted to develop neural
network models with parse-valued latent vari-
ables and train them on non-parsing tasks, in
the hope of having them discover interpretable
tree structure. In a recent paper, Shen et al.
(2018) introduce such a model and report near-
state-of-the-art results on the target task of lan-
guage modeling, and the first strong latent tree
learning result on constituency parsing. In an
attempt to reproduce these results, we discover
issues that make the original results hard to
trust, including tuning and even training on
what is effectively the test set. Here, we at-
tempt to reproduce these results in a fair exper-
iment and to extend them to two new datasets.
We find that the results of this work are robust:
All variants of the model under study outper-
form all latent tree learning baselines, and per-
form competitively with symbolic grammar
induction systems. We find that this model
represents the first empirical success for la-
tent tree learning, and that neural network lan-
guage modeling warrants further study as a
setting for grammar induction.
1 Introduction and Background
Work on grammar induction attempts to
find methods for syntactic parsing that
do not require expensive and difficult-to-
design expert-labeled treebanks for training
(Charniak and Carroll, 1992; Klein and Manning,
2002; Smith and Eisner, 2005). Recent work
on latent tree learning offers a new family of
approaches to the problem (Yogatama et al.,
2017; Maillard et al., 2017; Choi et al., 2018).
Latent tree learning models attempt to induce
syntactic structure using the supervision from a
downstream NLP task such as textual entailment.
Though these models tend to show good task
performance, they are often not evaluated using
standard parsing metrics, and Williams et al.
(2018a) report that the parses they produce tend
to be no better than random trees in a standard
evaluation on the full Wall Street Journal section
of the Penn Treebank (WSJ; Marcus et al., 1993).
This paper addresses the Parsing-Reading-
Predict Network (PRPN; Shen et al., 2018), which
was recently published at ICLR, and which reports
near-state-of-the-art results on language model-
ing and strong results on grammar induction, a
first for latent tree models (though they do not
use that term). PRPN is built around a sub-
stantially novel architecture, and uses convolu-
tional networks with a form of structured attention
(Kim et al., 2017) rather than recursive neural net-
works (Goller and Kuchler, 1996; Socher et al.,
2011) to evaluate and learn trees while performing
straightforward backpropagation training on a lan-
guage modeling objective. In this work, we aim to
understand what the PRPN model learns that al-
lows it to succeed, and to identify the conditions
under which this success is possible.
Their experiments on language modeling and
parsing are carried out using different configura-
tions of the PRPN model, which were claimed to
be optimized for the corresponding tasks. PRPN-
LM is tuned for language modeling performance,
and PRPN-UP for (unsupervised) parsing perfor-
mance. In the parsing experiments, we also ob-
serve that the WSJ data is not split, such that
the test data is used without parse information
for training. This approach follows the previ-
ous works on grammar induction using non-neural
models where the entire dataset is used for train-
ing (Klein and Manning, 2002). However, this im-
plies that the parsing results of PRPN-UP may not
be generalizable in the way usually expected of
machine learning evaluation results. Additionally,
it is not obvious that the model should be able
to learn to parse reliably: (1) Since the parser is
There ’s nothing worth seeing in the tourist offices . There ’s nothing worth seeing in the tourist offices .
The entire Minoan civilization was destroyed by a volcanic eruption . The entire Minoan civilization was destroyed by a volcanic eruption .
Figure 1: Left Parses from PRPN-LM trained on AllNLI. Right Parses from PRPN-UP trained on AllNLI
(stopping criterion: parsing). We can observe that both sets of parses tend to have roughly reasonable
high-level structure and tend to identify noun phrases correctly.
trained as part of a language model, it makes pars-
ing decisions greedily and with no access to any
words to the right of the point where each parsing
decision must be made (Collins and Roark, 2004);
(2) As RNN language models are known to be
insufficient for capturing syntax-sensitive depen-
dencies (Linzen et al., 2016), language modeling
as the downstream task may not be well-suited to
latent tree learning.
In this replication we train PRPN on two cor-
pora: The full WSJ, a staple in work on gram-
mar induction, and AllNLI, the concatenation of
the Stanford Natural Language Inference Corpus
(SNLI; Bowman et al., 2015) and theMulti-Genre
NLI Corpus (MultiNLI; Williams et al., 2018b),
which is used in other latent tree learning work for
its non-syntactic classification labels for the task
of textual entailment, and which we include for
comparison. We then evaluate the constituency
trees produced by these models on the WSJ test
set, full WSJ10,1 and the MultiNLI development
set.
Our results indicate that PRPN-LM achieves
better parsing performance than PRPN-UP on
both WSJ and WSJ10 even though PRPN-UP was
tuned—at least to some extent—for parsing. Sur-
prisingly, a PRPN-LM model trained on the large
out-of-domain AllNLI dataset achieves the best
parsing performance on WSJ despite not being
tuned for parsing. We also notice that vocabulary
size affects the language modeling significantly—
the perplexity gets higher as the vocabulary size
increases.
Overall, despite the relatively uninformative ex-
perimental design used in Shen et al. (2018), we
find that PRPN is an effective model. It outper-
1A standard processed subset of WSJ used in grammar
induction in which the sentences contain no punctuation and
no more than 10 words.
forms all latent tree learning baselines by large
margins on both WSJ and MultiNLI, and performs
competitively with symbolic grammar induction
systems on WSJ10, suggesting that PRPN in par-
ticular and language modeling in general are a vi-
able setting for latent tree learning.
2 Methods
PRPN consists of three components: (i) a parsing
network that uses a two-layer convolution kernel
to calculate the syntactic distance between suc-
cessive pairs of words, which can form an indi-
rect representation of the constituency structure of
the sentence, (ii) a recurrent reading network that
summarizes the current memory state based on
all previous memory states and the implicit con-
stituent structure, and (iii) a predict network that
uses the memory state to predict the next token.
We refer readers to the appendix and the original
work for details.
We do not re-implement or re-tune PRPN, but
rather attempt to replicate and understand the re-
sults of the work using the author’s publicly avail-
able code.2 The experiments on language model-
ing and parsing are carried out using different con-
figurations of the model, with substantially differ-
ent hyperparameter values including the size of the
word embeddings, the maximum sentence length,
the vocabulary size, and the sizes of hidden layers.
PRPN-LM is larger than PRPN-UP, with embed-
ding layer that is 4 times larger and the number of
units per layer that is 3 times larger. We use both
versions of the model in all our experiments.
We use the 49k-sentence WSJ corpus in two set-
tings. To replicate the original results, we re-run
an experiment with no train/test split, and for a
clearer picture of the model’s performance, we run
it again with the train (Section 0-21 of WSJ), val-
2
https://github.com/yikangshen/PRPN
Training
Data
Stopping
Criterion
Vocab
Size
Parsing F1
Depth
WSJ
Accuracy on WSJ by Tag
Model WSJ10 WSJ
ADJP NP PP INTJ
µ (σ) max µ (σ) max
PRPN-UP AllNLI Train UP 76k 67.5 (0.6) 68.6 36.9 (0.6) 38.0 5.8 29.3 62.0 31.6 0.0
PRPN-UP AllNLI Train LM 76k 66.3 (0.8) 68.5 38.3 (0.5) 39.8 5.8 28.7 65.5 32.7 0.0
PRPN-LM AllNLI Train LM 76k 52.4 (4.9) 58.1 35.0 (5.4) 42.8 6.1 37.8 59.7 61.5 100.0
PRPN-UP WSJ Full UP 15.8k 64.7 (3.2) 70.9 26.4 (1.7) 31.1 5.8 22.5 47.2 17.9 0.0
PRPN-UP WSJ Full LM 15.8k 64.3 (3.3) 70.8 26.3 (1.8) 30.8 5.8 22.7 46.6 17.8 0.0
PRPN-UP WSJ Train UP 15.8k 63.5 (3.5) 70.7 26.2 (2.3) 33.0 5.8 24.8 55.2 18.0 0.0
PRPN-UP WSJ Train LM 15.8k 62.2 (3.9) 70.3 26.0 (2.3) 32.8 5.8 24.8 54.4 17.8 0.0
PRPN-LM WSJ Train LM 10k 70.5 (0.4) 71.3 37.4 (0.3) 38.1 5.9 26.2 63.9 24.4 0.0
PRPN-LM WSJ Train UP 10k 66.1 (0.5) 67.2 33.4 (0.8) 35.6 5.9 33.0 57.1 18.3 0.0
300D ST-Gumbel AllNLI Train NLI – – – 19.0 (1.0) 20.1 – 15.6 18.8 9.9 59.4
w/o Leaf GRU AllNLI Train NLI – – – 22.8 (1.6) 25.0 – 18.9 24.1 14.2 51.8
300D RL-SPINN AllNLI Train NLI – – – 13.2 (0.0) 13.2 – 1.7 10.8 4.6 50.6
w/o Leaf GRU AllNLI Train NLI – – – 13.1 (0.1) 13.2 – 1.6 10.9 4.6 50.0
CCM WSJ10 Full – – – 71.9 – – – – – – –
DMV+CCM WSJ10 Full – – – 77.6 – – – – – – –
UML-DOP WSJ10 Full – – – 82.9 – – – – – – –
Random Trees – – – – 34.7 21.3 (0.0) 21.4 5.3 17.4 22.3 16.0 40.4
Balanced Trees – – – – – 21.3 (0.0) 21.3 4.6 22.1 20.2 9.3 55.9
Left Branching – – – 28.7 28.7 13.1 (0.0) 13.1 12.4 – – – –
Right Branching – – – 61.7 61.7 16.5 (0.0) 16.5 12.4 – – – –
Table 1: Unlabeled parsing F1 results evaluated on full WSJ10 and WSJ test set broken down by train-
ing data and by early stopping criterion. The Accuracy columns represent the fraction of ground truth
constituents of a given type that correspond to constituents in the model parses. Italics mark results that
are worse than the random baseline. Underlining marks the best results from our runs. Results with
RL-SPINN and ST-Gumbel are from Williams et al. (2018a), and are evaluated on the full WSJ. We
run the model with 5 different random seeds to calculate the average F1. We use the model with the
best F1 score to report ADJP, NP, PP, and INTJ. WSJ10 baselines are from Klein and Manning (2002,
CCM), Klein and Manning (2005, DMV+CCM), and Bod (2006, UML-DOP). As the WSJ10 baselines
are trained using additional information such as POS tags and dependency parser, they are not strictly
comparable with the latent tree learning results.
idation (Section 22 of WSJ), and test (Section 23
of WSJ) splits. To compare PRPN to the models
studied in Williams et al. (2018a), we also retrain
it on AllNLI. As the MultiNLI test set is not pub-
licly available, we follow Williams et al. (2018a)
and use the development set for testing. The pars-
ing evaluation code in the original codebase does
not support PRPN-LM, and we modify it in our
experiments only to add this support.
For early stopping, we remove 10k random sen-
tences from theMultiNLI training set and combine
them with the SNLI development set to create a
validation set. Our AllNLI training set contains
280.5K unique sentences (1.8M sentences in total
including duplicate premise sentences), and cov-
ers six distinct genres of spoken and written En-
glish. We do not remove the duplicate sentences.
We train the model for 100 epochs for WSJ and 15
epochs for AllNLI. We run the model five times
with random initializations and average the results
from the five runs. The generated parses from the
trained models with the best F1 scores and the
pre-trained model that provides the highest F1 are
available online.3
3 Experimental Results
Table 2 shows our results for language modeling.
PRPN-UP, configured as-is with parsing criterion
and language modeling criterion, performs dra-
matically worse than the standard PRPN-LM (a
vs. d and e). However, this is not a fair comparison
as the larger vocabulary gives PRPN-UP a harder
task to solve. Adjusting the vocabulary of PRPN-
UP down to 10k to make a fairer comparison pos-
sible, the PPL of PRPN-UP improves significantly
(c vs. d), but not enough to match PRPN-LM (a
vs. c). We also observe that early stopping on
3
https://github.com/nyu-mll/PRPN-Analysis
Training Stopping Vocab PPL
Model Data Criterion Size Median
(a) PRPN-LM WSJ Train LM 10k 61.4
(b) PRPN-LM WSJ Train UP 10k 81.6
(c) PRPN-UP WSJ Train LM 10k 92.8
(d) PRPN-UP WSJ Train LM 15.8k 112.1
(e) PRPN-UP WSJ Train UP 15.8k 112.8
(f) PRPN-UP AllNLI Train LM 76k 797.5
(g) PRPN-UP AllNLI Train UP 76k 848.9
Table 2: Language modeling performance (per-
plexity) on the WSJ test set, broken down by train-
ing data used and by whether early stopping is
done using the parsing objective (UP) or the lan-
guage modeling objective (LM).
parsing leads to incomplete training and a substan-
tial decrease in perplexity (a vs. b and d vs. e).
The models stop training at around the 13th epoch
when we early-stop on parsing objective, while
they stop training around the 65th epoch when we
early-stop on language modeling objective. Both
PRPN models trained on AllNLI do even worse
(f and g), though the mismatch in vocabulary and
domain may explain this effect. In addition, since
it takes much longer to train PRPN on the larger
AllNLI dataset, we train PRPN on AllNLI for only
15 epochs while we train the PRPN on WSJ for
100 epochs. Although the parsing objective con-
verges within 15 epochs, we notice that language
modeling perplexity is still improving. We expect
that the perplexity of the PRPN models trained on
AllNLI could be lower if we increase the number
of training epochs.
Turning toward parsing performance, Table 1
shows results with all the models under study, plus
several baselines, on WSJ test set and full WSJ10.
On full WSJ10, we reproduce the main parsing
result of Shen et al. (2018) with their UP model
trained on WSJ without a data split. We also find
the choice of parse quality as an early stopping cri-
terion does not have a substantial effect and that
training on the (unlabeled) test set does not give
a significant improvement in performance. In ad-
dition and unexpectedly, we observe that PRPN-
LM models achieve higher parsing performance
than PRPN-UP. This shows that any tuning done
to separate PRPN-UP from PRPN-LM was not
necessary, and more importantly, that the results
described in the paper can be largely reproduced
by a unified model in a fair setting. Moreover,
the PRPN models trained on WSJ achieves com-
Stopping F1 wrt.
Model Criterion LB RB SP Depth
300D SPINN NLI 19.3 36.9 70.2 6.2
w/o Leaf GRU NLI 21.2 39.0 63.5 6.4
300D SPINN-NC NLI 19.2 36.2 70.5 6.1
w/o Leaf GRU NLI 20.6 38.9 64.1 6.3
300D ST-Gumbel NLI 32.6 37.5 23.7 4.1
w/o Leaf GRU NLI 30.8 35.6 27.5 4.6
300D RL-SPINN NLI 95.0 13.5 18.8 8.6
w/o Leaf GRU NLI 99.1 10.7 18.1 8.6
PRPN-LM LM 25.6 26.9 45.7 4.9
PRPN-UP UP 19.4 41.0 46.3 4.9
PRPN-UP LM 19.9 37.4 48.6 4.9
Random Trees – 27.9 28.0 27.0 4.4
Balanced Trees – 21.7 36.8 21.3 3.9
Table 3: Unlabeled parsing F1 on the MultiNLI
development set for models trained on AllNLI. F1
wrt. shows F1 with respect to strictly right- and
left-branching (LB/RB) trees and with respect to
the Stanford Parser (SP) trees supplied with the
corpus; The evaluations of SPINN, RL-SPINN,
and ST-Gumbel are from Williams et al. (2018a).
SPINN is a supervised parsing model, and the oth-
ers are latent tree models. Median F1 of each
model trained with 5 different random seeds is re-
ported.
parable results with CCM (Klein and Manning,
2002). The PRPN models are outperformed
by DMV+CCM(Klein and Manning, 2005), and
UML-DOP(Bod, 2006). However, these models
use additional information such as POS and de-
pendency parser so they are not strictly compara-
ble with the PRPN models.
Turning to the WSJ test set, the results look
somewhat different: Although the differences in
WSJ10 performance across models are small, the
same is not true for the WSJ in terms of average
F1. PRPN-LM outperforms all the other mod-
els on WSJ test set, even the potentially-overfit
PRPN-UP model. Moreover, the PRPN models
trained on the larger, out-of-domain AllNLI per-
form better than those trained on WSJ. Surpris-
ingly, PRPN-LM tained on out-of-domain AllNLI
achieves the best F1 score on WSJ test set among
all the models we experimented, even though its
performance on WSJ10 is the lowest of all. This
mean that PRPN-LM trained on AllNLI is strik-
ingly good at parsing longer sentences though its
performance on shorter sentences is worse than
other models. Under all the configurations we
tested, the PRPN model yields much better per-
formance than the baselines from Yogatama et al.
(2017, called RL-SPINN) and Choi et al. (2018,
called ST-Gumbel), despite the fact that the model
was tuned exclusively for WSJ10 parsing. This
suggests that PRPN is consistently effective at la-
tent tree learning.
We also show detailed results for several spe-
cific constituent types, following Williams et al.
(2018a). We observe that the accuracy for NP
(noun phrases) on the WSJ test set is above 46%
(Table 1) for all PRPN models, much higher than
any of the baseline models. These runs also per-
form substantially better than the random baseline
in the two other categories Williams et al. (2018a)
report: ADJP (adjective phrases) and PP (preposi-
tional phrases). However, as WSJ test set contains
only one INTJ (interjection phrases), the results on
INTJ are either 0.0% or 100%.
In addition, Table 3 shows that the PRPN-UP
models achieve the median parsing F1 scores of
46.3 and 48.6 respectively on the MultiNLI dev
set while PRPN-LM performs the median F1 of
45.7; setting the state of the art in parsing perfor-
mance on this dataset among latent tree models by
a large margin. We conclude that PRPN does ac-
quire some substantial knowledge of syntax, and
that this knowledge agrees with Penn Treebank
(PTB) grammar significantly better than chance.
Qualitatively, the parses produced by most of
the best performing PRPN models are relatively
balanced (F1 score of 36.5 w.r.t balanced trees)
and tend toward right branching (F1 score of 42.0
with respect to balanced trees). They are also shal-
lower than average ground truth PTB parsed trees.
These models can parse short sentences relatively
well, as shown by their high WSJ10 performance.
For a large proportion of long sentences, most
of the best performing models can produce rea-
sonable constituents (Table 1). The best perform-
ing model, PRPN-LM trained on AllNLI, achieves
the best accuracy at identifying ADJP (adjective
phrases), PP (prepositional phrases), and INTJ (in-
terjection phrases) constituents, and a high accu-
racy on NP (noun phrases). In a more informal
inspection, we also observe that our best PRPN-
LM and PRPN-UP runs are fairly good at pairing
determiners with NPs as we can observe in Fig-
ure 1). Although lower level tree constituents ap-
pear random in many cases for both PRPN-LM
and PRPN-UP, the intermediate and higher-level
constituents are generally reasonable. For exam-
ple, in Figure 1, although the parse for lower level
constituents like The entire Minoan seem random,
the higher-level constituents, such as The entire
Minoan civilization and nothing worth seeing in
the tourist offices, are reasonable.
4 Conclusion
In our attempt to replicate the grammar induction
results reported in Shen et al. (2018), we find sev-
eral experimental design problems that make the
results difficult to interpret. However, in exper-
iments and analyses going well beyond the scope
of the original paper, we find that the PRPNmodel
presented in that work is nonetheless robust. It
represents a viable method for grammar induction
and the first clear success for latent tree learning
with neural networks, and we expect that it her-
alds further work on language modeling as a tool
for grammar induction research.
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A Parsing-Reading-Predict Network
The forward pass of PRPN is described here.
Parsing-Reading-Predict Network contains three
components.
A.1 Parsing Network
The syntactic distance between a given token rep-
resented as word embedding ei and the previous
token ei−1 is calculated by convolution kernel over
a set of previous tokens ei−L, ei−L+1,..., ei. Math-
ematically, syntactic distance di between ei−1 and
ei is computed as:
hi = ReLU(Wc


ei−L
ei−L+1
...
ei

+ bc) (1)
di = ReLU (Wdhi + bd) (2)
whereWc, bc are the kernel parameters. Wd and bd
can be seen as another convolutional kernel with
window size 1, convolved over hi’s. The kernel
window size L, that indicates how far back into the
history node ei can reach while computing its syn-
tactic distance di, is called the look-back range.
For the tokens in the beginning of the sequence,
L − 1 zero vectors are padded to the front of the
sequence. This will produce K − 1 distances for
sequence length ofK .
To determine the closest word xj that has larger
syntactic relationship than dj for time step t, α
t
j is
defined as:
αtj =
hardtanh ((dt − dj) · τ) + 1
2
(3)
where τ is the temperature parameter that controls
the sensitivity of αtj to the differences between dis-
tances.
The soft gate values that will be used for lan-
guage modeling are then computed as:
gti = P(lt ≤ i) =
t−1∏
j=i+1
αtj (4)
A.2 Reading Network
The reading network uses Long Short-Term
Memory-Network that maintains two sets of vec-
tors as the memory states: a hidden tape Ht−1 =
(ht−Nm , ..., ht−1), and a memory tape Ct−1 =
(ct−L, ..., ct−1), where Nm is the upper bound for
the memory span. Hidden state mi is represented
by a tuple of two vectors (hi, ci).
At each step, the reading network links the cur-
rent token to all the previous tokens that are syn-
tactically similar:
kt = Whht−1 +Wxxt (5)
s˜ti = softmax(
hik
T
t√
δk
) (6)
where, δk is the dimension of the hidden state. The
structured intra-attention weight is defined based
on the gates in Eq.4:
sti =
gti s˜
t
i∑
i g
t
i
(7)
An adaptive summary vector for the previous hid-
den tape and memory denoted by h˜t and c˜t are
computed as:[
h˜t
c˜t
]
=
t−1∑
i=1
sti ·mi =
t−1∑
i=1
sti ·
[
hi
ci
]
(8)
The Reading Network then takes xt, c˜t
and h˜t as input, computes the values of
ct and ht by the LSTM recurrent update
(Hochreiter and Schmidhuber, 1996). Then the
write operation concatenates ht and ct to the end
of hidden and memory tape.
A.3 Predict Network
Predict Network models the probability distribu-
tion of next word xt+1, based on hidden states
m0, ...,mt, and gates g
t+1
0
, ..., gt+1t :
p(xt+1|xt<t+1) ≈ p(xt+1; f(mt<t+1, gt+1t<t+1))
(9)
Since the model cannot observe xt+1 at time
step t, a temporary estimation of dt+1 is computed
using xt−L, ..., xt:
d′t+1 = ReLU(W
′
dht + b
′
d) (10)
The corresponding {αt+1} and {gt+1i } for Eq.9
are computed after that. f(·) function is param-
eterized as:
f(mt, ...,mt, g
t+1
0
, ..., gt+1t ) = fˆ([hl:t−1, ht])
(11)
where hl:t−1 is an adaptive summary of
hlt+1≤i≤t−1, output by structured attention
controlled by gt+1
0
, ..., gt+1t−1 . fˆ(·) could be a
simple feed-forward MLP, or more complex
architecture, like ResNet, to add more depth to the
model.
A.4 Sample Parses from the model with the
best F1 score
In Figure A.1, we report a few example parses
from the model with the best F1 score (PRPN-UP
trained on AllNLI) among our experiments, com-
pared with the ground truth PTB parses.
Trading in Hang Seng index futures remains crippled by the experience . Trading in Hang Seng index futures remains crippled by the experience .
The company declined to estimate the value of the Norwegian holding . The company declined to estimate the value of the Norwegian holding .
A crusade of NO to the consumption of drugs is imperative . A crusade of NO to the consumption of drugs is imperative .
But city officials say tax revenues are lagging . But city officials say tax revenues are lagging .
The California thrift has just announced a $ 226 million third-quarter loss . The California thrift has just announced a $ 226 million third-quarter loss .
That offer was endorsed by the shareholders committee . That offer was endorsed by the shareholders committee .
Figure A.1: Left Parses from PRPN-LM trained on AllNLI (stopping criterion: language modeling).
Right Ground truth parses from Penn Treebank.
