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Abstract
Information Retrieval
En simpel søgemaskine - baseret p˚a vektor modellen
Dette projekt beskæftiger sig med udviklingen og beskrivelsen af et simpelt
søgesystem baseret p˚a Gerard Saltons vektor model. Foruden en kort gennem-
gang af hoveddelene i et søgesystem, beskrives teorien bag vektor modellen og
forskellige problemstillinger ved preprocesseringen og indekseringen af doku-
menter.
P˚a baggrund af den opn˚aede viden kan vi konkludere, at det ikke er mængden
af tilgængelig information, der giver de største problemer, men først og fremmest
behandlingen af informationen i form af preprocesseringen og indekseringen, der
er afgørende for, om søgesystemet kan levere et nøjagtigt søgeresultat. Desuden
spiller similaritetsma˚let en afgørende rolle for om dokumenterne bliver rangeret
korrekt, dvs om det mest relevante dokument for en søgning, bliver vist som det
første i søgeresultatet.
Generelt om IR kan der siges at der ikke findes e´n perfekt m˚ade at lave en
søgemaskine p˚a. Alt efter hvad behovene er, bliver man nødt til at tage stilling
til hvilke egenskaber søgemaskinen skal have.
Information Retrieval
A simple search engine - based on the vector model
This project deals with the specification and the development of a simple search
system based on Gerard Salton’s vector model. In addition to a brief examina-
tion of a search system’s main parts, the theory of the vector model and different
problems of document preprocessing and indexing are discussed.
Based on acquired knowledge, we can conclude that the biggest problems
are not due to the amount of accessible information, but rather due to the
processing of information through preprocessing and indexing, which are the
most significant factors contributing to a search system’s supply of a precise
search result. Yet another important factor is the similarity measure, which is
significant as regards the correct ranking of documents, i.e. whether the most
relevant document of a search will be shown as the first search result.
As regards Information Retrieval, it can generally be claimed that there is
no perfect way to create a search engine. Depending on needs and purposes, it
is essential to consider which characteristics and properties the search engine
should have.
Kapitel 1
Indledning
Denne rapport beskæftiger sig med udvikling og beskrivelse af et s˚akaldt ’in-
formation retrieval system’. Et s˚adan system skal være i stand til at søge efter
bestemte termer i en bestemt mængde information, og herefter præsentere det
for brugeren, gerne rangeret efter relevans. Der findes en hel del definitioner, af
bl.a. Salton [Sal89] og Kowalski [Kow97] om hvad et ’information retrieval sy-
stem’ skal kunne. De ting der g˚ar igen i disse definitioner er, at man skal kunne
gemme information, søge i denne information, vise den for en bruger og sidst
men ikke mindst kunne opdatere informationen i systemet.
Der findes systemer til søgning i en masse former for information, som fx
billeder, lyd, video og andre multimedieobjekter og filer. Den information vi
kommer til at beskæftige os med er tekst og især tekst fra hjemmesider. Dvs vi
udvikler og beskriver en simpel internetsøgemaskine.
En typisk internetsøgemaskine best˚ar af tre dele: En crawler, der henter
hjemmesidernes kildekode fra internettet og føjer dem til systemets samling af
hjemmesider. En indexer der bygger et inverteret indeks, der repræsenterer de
crawlede hjemmesiders indhold, og selve søgesystemet, der besvarer brugerens
forespørgsler ved hjælp af indekset [Hen02].
For at afgrænse opgaven koncentrerer vi os kun om de to sidste dele. Vi har
godt nok programmeret en lille crawler, men den er meget simpel og henter
information fra et meget lille sæt af tekster. Vi bruger den til at hente informa-
tioner, s˚a vi kan opbygge et inverteret indeks til søgningen.
Teksterne stammer fra Det Kongelige Biblioteks ’ELEKTRA: e-ressourcer’
og er H. C. Andersens samlede eventyr, der kan findes p˚a adressen http://www.
kb.dk/elib/lit/dan/andersen/eventyr.dsl/.
1.1 Vores interesser
Vores datalogiske interesser ligger bl.a. indenfor internetprogrammering og da-
tabaser, og det har derfor været nærliggende for os at se p˚a hvordan en inter-
netsøgemaskine virker. En speciel ting ved internetsøgemaskiner, som fx Google,
der gør dem meget interessante, er at de er blevet en fast del af de fleste inter-
netbrugeres hverdag. Informationsmængden vokser stødt og gør det ikke til en
simpel opgave at finde de ønskede informationer p˚a internettet.
Vi er b˚ade interesseret i at se p˚a de generelle problemer og overvejelser der
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optræder n˚ar man skal søge i tekst, men ogs˚a de mere specifikke problematikker
ved søgning i tekst fra internettet.
1.2 Form˚alet med projektet
Form˚alet er at opn˚a en bedre forst˚aelse for hvordan en internetsøgemaskine
virker. Fokus vil som tidligere nævnt være p˚a indekseringen og søgningen i
dette indeks. Ma˚den hvorp˚a vi vil opn˚a det, er gennem litteraturstudier at f˚a
indsigt i hvilke dele der er i en søgemaskine og hvordan disse virker. Ud over det
programmerer vi en simpel søgemaskine og forholder os til en del af de praktiske
problemstillinger, der ligger i dens brug og implementering.
1.3 Valg af udviklingsmiljø
I og med at begge forfattere af denne rapport er bedst kendt med PHP [PHP] &
MySQL [MyS] udvikles systemet indenfor dette miljø.
Hvis form˚alet med projektet havde været at programmere og optimere et
IR system, ville et bedre valg have været Java, C ,C++ eller fx Perl. Projektet
handler omsider ikke om performance indenfor søgemaskiner, s˚a vi har valgt at
bruge det sprog vi har det nemmest ved og i stedet koncentrere os om selve
teorien bag IR og de generelle problemer der ligger i det.
Dette efterlader os med det problem, at vores program ikke umiddelbart er
skalerbart til at h˚andtere store mængder af tekster. I vores tilfælde anser vi
det dog ikke for s˚a vigtigt, da det som tidligere nævnt er principperne vi vil
gøre os bekendt med, i modsætning til at programmere en kommercialiserbar
søgemaskine.
Problemet med vores implementering er, at vi bruger en arraystruktur til
at opsamle siderne der crawles. Dette g˚ar godt s˚a længe arrayet kan være i
computerens hukommelse. Hvis vi skalerer mængden af hentet data op, og denne
ikke længere kan være i hukommelsen, vil der opst˚a performance problemer.
Problemet kunne afhjælpes ved at gemme alle hentede data i en database.
1.4 Ma˚lgruppe
Den primære m˚algruppe er eksaminator og censor til denne projektrapport.
Den sekundære m˚algruppe er alle personer der har interesse i at gøre sig be-
kendt med internetsøgemaskiner. Af forudsætninger anbefaler vi kendskab til
grundlæggende programmering og en basal forst˚aelse for databaser. Desuden er
en matematisk forst˚aelse p˚a gymnasieniveau af fordel.
1.5 Om projektrapportens opbygning
Rapporten best˚ar ud over kapitel 1 af følgende hoveddele:
Kapitel 2 Her defineres hvad Information Retrieval er og hoveddelene i et IR
system skitseres uden at beskrive den tekniske del.
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Kapitel 3 Her beskrives to af de klassiske IR modeller, den boolske og vektor
modellen. Læseren vil blive ført igennem selve udregningerne og sidst i kapitlet
vil vi komme ind p˚a nogle forskellige problemstillinger indenfor netop disse to
modeller.
Kapitel 4 Her analyserer vi de praktiske problemer der generelt er i IR sy-
stemer samt de problemer vi er stødt p˚a i vores implementering.
Kapitel 5 I dette kapitel beskriver vi det program vi har lavet og de over-
vejelser vi har haft før, under og efter programmeringen. Afslutningsvist bliver
afprøvningen og brugervejledningen beskrevet.
Kapitel 6 Opgaven afsluttes med en konklusion.
Kapitel 2
Information Retrieval
’Viden er magt’, skrev den engelske filosof Francis Bacon i 1597. Og det har
bestemt ikke ændret sig med tiden. Mængden og kompleksiteten af informatio-
nen, der i dag er tilgængelig, er kraftigt stigende og det er her en af de største
udfordringer indenfor IR ligger. Nemlig at kunne overskue denne mængde og
finde frem til den bedste dvs. mest relevante information der er tilgængelig.
Enhver der har siddet foran en computer og brugt en af de mange søgemaskiner
p˚a internettet, vil kunne forestille sig, at det ikke altid er den mest relevante
information man f˚ar som resultat p˚a sin søgning. Der m˚a være megen infor-
mation, der bliver ignoreret, enten fordi den slet ikke bliver fundet eller fordi
mindre relevante dokumenter bliver vist i stedet.
Der kan være mange forskellige grunde til at en søgemaskine fejler eller ikke
returnerer de optimale resultater. I kapitel 4 ser vi p˚a nogle af de forhold der
kan reducere kvaliteten af svarene.
I de følgende afsnit vil vi definere den overordnede betegnelse IR og beskrive
strukturen i et typisk søgesystem. Dette vil ske p˚a et højt abstraktionsniveau for
at give læseren et overblik. Senere i kapitel 3 og kapitel 4 kommer vi nærmere
ind p˚a de forskellige dele ved en mere teknisk fremgangsma˚de.
2.1 Definition af IR
Information Retrieval eller p˚a dansk informationshentning beskæftiger sig med
præsentation, lagring, organisation af og adgang til informationselementer [SM83].
Disse informationselementer kunne være fx breve, dokumenter af enhver slags,
avisartikler, bøger, videnskabelige artikler osv. I nyere tid og specielt med in-
ternettet som hovedleverandør af information, er billed- og lydmateriale eller
s˚akaldt multimediemateriale ogs˚a blandt mulige informationselementer. Som
sagt er dette først kommet i nyere tid, og IR har da ogs˚a længe været ensbety-
dende med ’document-retrieval’ eller dokumenthentning, da det for det meste er
en eller anden form for tekstdokument indeholdende den ønskede information,
som søgesystemet leverer placeringen af til brugeren, typisk i form af en URL.
Det er vigtigt at forst˚a at et IR system ikke giver en bruger information om
et emne, eller sagt p˚a en anden ma˚de, ikke ændrer en brugers viden omkring
et emne, men informerer brugeren om eksistensen af informationselementer der
kunne være relevante og hvor de kan findes henne. Det er her IR adskiller sig
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fra DR (data retrieval).
Et DR system prøver at levere alle elementer som tilfredsstiller nogle klart
definerede betingelser, som dem i regulære udtryk eller i relationel algebra
[BYRN99]. S˚a hvis man forestiller sig at et DR system præsenterer en bru-
ger for flere tusinde resultater p˚a en søgning, og bare e´n af disse ikke stemmer
overens med det ønkede, s˚a er hele søgningen fejlagtig [BYRN99]. I et IR sy-
stem derimod, kan de fundne elementer godt være fejlagtige i forhold til den
information brugeren ønsker. Grunden til det er, at et IR system hovedsageligt
arbejder med dokumenter baseret p˚a ’almindelig’ skriftsprog. Det gør at indhol-
det af et dokument ikke nødvendigvis har netop den betydning, som brugeren
egentlig ønskede. Tænk bare p˚a betydningen af ’grøn kost’. Det er ikke til at
vide om fejekosten er grøn eller om der er tale om sund mad. DR systemer,
som fx en relationel database, arbejder derimod hovedsageligt med data som er
velstruktureret og har en veldefineret semantik [BYRN99]. S˚a for en bruger af et
databasesystem er det det helt rigtige, men for en bruger der ønsker information
om et bestemt emne, er det ikke.
For at kunne levere brugeren den ønskede information, skal IR systemer p˚a
en eller anden m˚ade kunne fortolke indholdet af informationselementerne og
rangere dem i forhold til hvilke der er mest relevante. Denne fortolkning inde-
bærer at uddrage syntaktiske og semantiske informationer fra dokumenter og
bruge disse for at imødekomme brugerens informationsønske. Det er bl.a. her
udfordringen ved et godt IR system ligger. Det er ikke blot problematikken bag
det at uddrage særlig information fra dokumenterne, men ogs˚a det at bruge
denne information til at afgøre relevansen af de forskellige dokumenter i for-
hold til brugerens informationsønske. Det er netop ’relevans’ der er kernen i IR
[vR79]. The primary goal of an IR system is to retrieve all the documents which
are relevant to a user query while retrieving as few non-relevant documents as
possible [BYRN99].
Før vi g˚ar videre med at beskrive en mulig struktur i et typisk søgesystem,
vil vi kort beskrive hvad den overordnede betegnelse IR dækker over. Ifølge
[vR79] kan IR opdeles i tre hovedomr˚ader. Disse er: indholdsanalyse, informa-
tionsstruktur og evaluering.
2.1.1 Indholdsanalyse
Indholdsanalyse dækker over beskrivelse af dokumentindhold p˚a en s˚adan m˚ade,
s˚a computere kan bruges til det. Allerede tidligt (1957) brugte Luhn følgende
metode til at repræsentere et dokument p˚a. Ved at tælle antallet af ord der g˚ar
igen i et dokument, kan man afgøre hvilke ord, der bedst beskriver indholdet af
dokumentet. S˚a resultatet blev en liste af s˚akaldte nøgleord eller indeks termer
for hvert dokument. Samtidig med at disse ord anses for at være bedst til at
beskrive dokumentindholdet, s˚a kan de ogs˚a bruges til at ma˚le p˚a et dokuments
relevans i forhold til andre dokumenter. Dermed havde Luhn opfundet en af de
første vægtningsmetoder.
2.1.2 Informationsstruktur
Informationsstruktur dækker over udnyttelsen af mulige sammenhænge mellem
dokumenter for at effektivisere søgningen og hentningen af dokumenterne. Det er
faktisk først meget sent, dette omr˚ade for alvor er kommet i søgelyset. Grunden
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til det er, at man i lang tid ikke har vidst eller været opmærksom p˚a, at compute-
re ikke ville kunne give acceptable søgetider ved større dokumentmængder, med
mindre en eller anden form for logisk struktur bliver p˚alagt dokumentsættet.
2.1.3 Evaluering
Evaluering dækker over at m˚ale p˚a hvor effektiv hentning af relevante dokumen-
ter er. Selv om der er blevet forsket en hel del indenfor dette omr˚ade er der
ikke en bestemt evalueringsteori, der har sl˚aet igennem [vR79]. Det man som
regel er ude efter, er at resultaterne ikke indeholder forkerte dokumenter og at
de resulater man f˚ar, er de mest relevante. Dette virker ganske logisk, men er
bestemt ikke nogen triviel opgave.
2.2 Grundstrukturen i et søgesystem
Form˚alet med dette afsnit er ikke kun at give læseren et overblik over de dele et
simpelt IR system best˚ar af, men ogs˚a at vise hvordan delene hænger sammen
i forhold til en brugers søgning. Et typisk eksempel p˚a en informationssøgning
indebærer flere dele. Der er oftest en bruger med et informationsønske. S˚a vil
der være en dokumentsamling som helst skal kunne opfylde brugerens ønske og
til sidst et søgesystem. I meget grove træk kunne et søgningsforløb se s˚adan her
ud.
En vilk˚arlig bruger med et bestemt informationsønske, ’oversætter’ dette
informationsønske til en række sigende ord og indtaster disse i et søgefelt, som vi
kender det fra fx Google. Dette kalder man ogs˚a for en brugers forespørgsel. Selve
søgningen vil foreg˚a i den dokumentsamling som IR systemet har til r˚adighed.
Søgesystemet prøver at finde de mest relevante dokumenter, ved at sammenligne
brugerens forespørgsel med de dokumenter der er i samlingen, og s˚a præsentere
de fundne dokumenter for brugeren p˚a en overskuelig ma˚de.
2.2.1 Hentning af informationer/dokumenter
For overhovedet at kunne foretage en søgning, skal man have noget at søge i.
Det er typisk det der kaldes for en dokumentsamling eller dokumentsæt. Der
er tre ting man skal være opmærksom p˚a. For det første skal dokumenttypen,
som søgesystemet skal kunne h˚andtere, dvs. søge i, defineres. Tager vi fx vores
eget lille søgesystem, er det designet til at kunne søge i tekstdokumenter som
eksempelvis hjemmesider. Søgesystemet kan alts˚a i vores tilfælde ikke h˚andtere
PDF-dokumenter eller lyd- og billedfiler. Der er derfor ingen grund til at doku-
mentsamlingen skal indeholde nogen af disse typer dokumenter og derfor ingen
grund til at s˚adanne dokumenter hentes og gemmes i databasen.
N˚ar selve dokumenttyperne er defineret og de tilsvarende ønskede doku-
menter er hentet, foreg˚ar der oftest en del behandling af dokumenterne før
søgemaskinen sætter dem i system, ogs˚a kaldet for preprocessering. Med vores
egen dokumentsamling som eksempel igen, bliver der foretaget en gennemgang
af de hentede tekstdokumenter med henblik p˚a at f˚a fjernet uønskede tegn. Dis-
se dokumenter bliver hentet som HTML-sider og indeholder derfor en hel del
tegn, som ikke er særlig brugbare i vores søgemaskine. Det kunne være tegnet
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for linjeskift eller om noget er en overskrift eller blot brødtekst. Disse formate-
ringer kunne i andre systemer anvendes til at vægte dele af teksten forskelligt.
I vores system bliver dokumenterne strippet for disse tegn, s˚a kun den r˚a tekst
er tilbage. Der findes en hel del af disse processer, der bruges til at klargøre do-
kumenterne til indeksering. Hvilke af disse processer man anvender afhænger af
hvilken form for søgning brugeren skal kunne foretage sig. Fx kunne man fjerne
s˚akaldte stopord som der, en, og eller at, da disse ord ikke beskriver dokumen-
tets indhold. Grunden til man oftest lader være med at fjerne dem, er at man
gerne vil kunne foretage fuldtekstsøgninger. Med andre ord skal det være muligt
at kunne søge p˚a hele sætninger eller delsætninger, s˚asom: ’Der var engang en
lille prins...’.
2.2.2 Indeksering af dokumenter
N˚ar preprocesseringen af dokumenterne er afsluttet, skal dokumenterne indekse-
res. Indekseringen tildeler hvert dokument en beskrivelse i form af indeks termer.
Ideen er at bruge de ord, der bedst beskriver et dokument, s˚a søgemaskinen se-
nere kan sl˚a op i det oprettede indeks og finde frem til det rigtige dokument.
Der er to forskellige former for indeksering. Den automatiske indeksering,
der udføres af en computer og bruger dokumentets egne ord til beskrivelsen
og den manuelle indeksering, der udføres af mennesker. Idet indeksering er at
beskrive et dokument, er det ogs˚a sandsynligt, at den manuelle indeksering vil
være bedre end den automatiske. Personen der indekserer vil kunne bruge netop
de ord, der allerbedst beskriver dokumentet, selvom ordene ikke er indeholdt i
selve dokumentet. I praksis er det den automatiske indeksering der foretages,
idet datamængden p˚a internettet er s˚a enorm.
Vi vil i kapitel 4 komme mere ind p˚a selve indekseringsprocessen og hvilke
muligheder og problemer det medfører.
2.2.3 Søgning i indekset
Efter hentningen og indekseringen af dokumenterne er dokumentsættet klart
til selve søgeprocessen. Alt det foreg˚aende har været en nødvendig forberedelse
for at kunne foretage den egentlige søgning og derefter at kunne præsentere
brugeren med et søgeresultat. Søgningen er s˚aledes det eneste, der foreg˚ar online.
Selve hentningen og preprocesseringen kan og burde foretages offline, s˚a hele det
indekserede dokumentsæt ligger klart til at blive søgt i af en bruger.
I korte træk ser en søgning s˚adan her ud. En bruger indtaster en forespørgsel,
dvs en eller flere søgeord i et søgefelt, som søgesystemet modtager og behandler.
Det systemet gør, er at sammenligne de enkelte søgeord i forespørgslen med det
før opbyggede indeks. Derved findes der frem til de dokumenter, der indehol-
der søgeordene. Nu kan der selvfølgelig være mange dokumenter, der indeholder
nogle af de samme søgeord. Det er nu systemets opgave at finde de dokumenter,
der er mest sandsynlige for at være dem brugeren gerne vil se p˚a. Det er ikke
nogen triviel opgave, og der er da ogs˚a blevet udviklet en hel række forskelli-
ge modeller til at løse problemet. I næste kapitel kommer vi ind p˚a nogle af
modellerne.
Søgesystemet finder alts˚a frem til de mest relevante dokumenter i samlingen.
Den sidste opgave for IR systemet er nu at præsentere brugeren for resultatet.
Her nytter det ikke noget, at brugeren f˚ar smidt flere tusinde dokumenter i
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hovedet, n˚ar der ikke er nogen struktur bag. Med struktur, menes her, at doku-
menterne burde rangeres efter relevans.
Kapitel 3
To klassiske IR modeller
En af de centrale problemstillinger indenfor informationsøgning er at finde ud
af hvilke af de fundne dokumenter der er relevante for brugeren. Søgemaskiner
benytter fortrinsvis rangeringsalgoritmer til at afgøre dette. Man kan rolig sige
at ’rangering af dokumenter’ og derved rangeringsalgoritmerne er en af kerne-
funktionerne i et informationsøgningsværktøj, da det gælder om at tilfredsstille
brugerens ønske/søgning bedst muligt. Der findes flere forskellige IR model-
ler, der anvender forskellige metoder til at repræsentere dokumenter og deres
rangering p˚a. Vi vil i dette afsnit koncentrere os om at beskrive den s˚akaldte
vektor model, som er den IR model vi implementerer i vores søgemaskine. Vek-
tor modellen er en af de tre klassiske IR modeller, som foruden vektor modellen
omfatter den boolske model og den probabilistiske model. Vi har valgt kun kort
at komme ind p˚a den mest simple model, som er den boolske, og beskrive den i
korte træk. Den probabilistiske model vil vi ikke komme ind p˚a i denne opgave.
Af de tre klassiske modeller bliver den boolske model ofte anset for at være
den svageste. Det skyldes bl.a. at den ikke har evnen til at genkende delvis rigtige
søgeresultater. De to andre klassiske modeller, den probabilistiske og vektor
modellen har ikke denne svaghed. Vi kan ikke med sikkerhed sige, hvilken af de
to der giver de mest nøjagtige søgninger. Forskellige forsøg er blevet foretaget,
men et entydigt svar, har vi ikke kunnet finde. Vektor modellen siges at være
den mest populære model [BYRN99] af de to indenfor webbrug, bl.a. fordi den
er overskuelig at implementere, men stadigvæk leverer et pænt søgeresultat.
Generelt om IR Ved de tre klassiske IR modeller bruges indeks termer til
at beskrive indholdet af et dokument. Indeks termer er ord, hvis betydning kan
hjælpe med at indeksere og opsummere et dokuments hovedemner. Dvs indeks
termerne kan ses som en delmængde af alle ord i alle dokumenter, derfor kalder
man det ogs˚a for et kontrolleret indeksvokabular. Mange internetsøgemaskiner
bruger ikke indeks termer p˚a denne m˚ade, da det ellers ikke er muligt at foretage
fuldtekstsøgninger. Her ses alle ordene i alle dokumenter som indeks termer. Der
er her tale om et ukontrolleret indeksvokabular.
Der er en del definitioner i de tre modeller som fx indeks termer, vægtning,
forespørgsler og dokumenter. For at f˚a et overblik kommer her en tabel indehol-
dende en kort forklaring af de forskellige definitioner, vi kommer til at bruge i
resten af kapitlet.
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kb
kc
ka
(1,0,0)
(1,1,1)
(1,1,0)
Figur 3.1: q = ka AND (kb OR NOT kc)
Tabel 3.1: Definitioner i den boolske model og vektor modellen
Definition Kort beskrivelse
N Antal dokumenter i hele
det indekserede dokumentsæt
ki Et søgeord (indeks term)
ni Antal dokumenter
ki optræder i
freqi,j Antal gange et søgeord ki
optræder i et bestemt dokument dj
wi,j Vægten for ki i dokument j
wi,q Vægten for ki i forespørgselsvektoren q
~q = (w1,q, w2,q, ..., wt,q) Forespørgselsvektoren indeholder en vægtning
for hvert enkelt søgeord i forespørgslen.
~dj = (w1,j , w2,j , ..., wt,j) En dokumentvektor. Der er lige s˚a mange
dokumentvektorer som der er dokumenter (N)
i dokumentsættet. Hver dokumentvektor indeholder
en vægtning for hvert enkelt ord i hele dokumentetsættet
fi,j Den normaliserede frekvens for
søgeordet ki i dokumentet dj
dj Det j’te dokument i dokumentsættet
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3.1 Boolsk model
Den boolske model er en simpel søgemodel baseret p˚a mængdelære og boolsk
algebra. Det gør at modellen er nem at g˚a til og har derfor ogs˚a været populær
i de tidlige kommercielle bibliografiske søgesystemer [BYRN99]. Men modellen
er ikke uden problemer.
I og med at modellen er baseret p˚a boolsk algebra omformuleres forespørgsler
til logiske udtryk. Et dokument kan enten opfylde den logiske forespørgsel eller
ikke. Med andre ord findes der ingen graduerede svar. Dette gør den boolske
model mere til en DR model jvf afsnit 2.1 end til en IR model. For det andet
gør brugen af boolske udtryk, at brugere ofte har svært ved at formulere deres
forespørgsel. Det ender tit med nogle meget simple søgestrenge, som kan medføre
at selve søgeresultatet ikke bliver særlig nøjagtigt [BYRN99].
Som allerede nævnt bliver søgeord delt op som enten at være til stede eller
ej i et dokument. Normalt vil man ikke betegne et enten - eller forhold som
vægtet. En vægtning betegner normalt tilhørsgraden i en mængde, hvor den
boolske model kun indeholder information om et element tilhører en mængde
eller ikke. I det følgende vil vi dog jvf [BYRN99] bruge betegnelsen ’binær
vægtning’ udtrykt ved wi,j ∈ {0, 1}.
En forespørgsel q er en række søgeord forbundet ved de tre konnektiver NOT,
AND, OR. En forespørgsel kan ses som et boolsk udtryk, der kan vises ved en række
vektorer adskilt ved eller-operatoren (disjunktiv). Lad os se p˚a et eksempel: En
forespørgsel q = ka ∧ (kb ∨ −kc), hvor ka, kb, kc er søgeordene i forespørgslen,
skrives som ~qdnf = (ka ∧ kb) ∨ (ka ∧ ¬kc) p˚a disjunktiv normal form. En anden
m˚ade at skrive ~qdnf p˚a, er ved at omskrive hvert led til binært vægtede vektorer
knyttet til tuplen (ka, kb, kc): ~qdnf = (1, 1, 1) ∨ (1, 1, 0) ∨ (1, 0, 0). Figur 3.1
illustrerer de tre vektorer for forespørgslen q og giver et visuelt indblik i hvad
der menes. Lad os sætte ord p˚a eksemplet. Forespørgslen q siger at vi ønsker
søgeordet ka sammen med kb som giver (1,1,0) eller ka sammen med ’ikke’ kc
dvs at ka kommer til at st˚a alene som giver (1,0,0). Idet der i parentesen er et
eller-tegn, har det ingen betydning for hvad kc er n˚ar kb er 1. Derfor er omr˚adet
for (1,1,1) skraveret i figuren da det ogs˚a er en løsning for forespørgslen q.
Ved den boolske model er søgeordenes vægt altid binære, alts˚a wi,j ∈ {0, 1}.
Forespørgslen q er et almindeligt boolsk udtryk. Lad ~qcc repræsentere de konjunk-
tive led i ~qdnf . Lad funktionen gi returnere vægten for søgeordet ki som er
knyttet til en vilk˚arlig dokumentvektor, alts˚a gi(~dj) = wi,j .
Ligheden mellem et dokument dj og en forespørgsel q er s˚aledes defineret
ved
sim(dj , q) =
{
1
0
hvis
ellers
∃~qcc | (~qcc ∈ ~qdnf ) ∧ (∀ki , ~gi(~dj) = ~gi(~qcc))
Er sim(dj , q) = 1 s˚a siger den boolske model, at dokumentet dj er relevant
for forespørgslen q. Er resultatet ikke 1, s˚a siger modellen at dokumentet ikke
er relevant. Med andre ord siger definitionen at ligheden sim(dj , q) er 1 hvis der
gælder at et hvilket som helst led for forespørgslen q p˚a dnf form, alts˚a (1,1,0)
eller (1,1,1) eller (1,0,0) er en del af hele forespørgslen q og at vægten for alle
søgeord ki i dokument j, er lig med vægten af søgeordet i et hvert af ledene i
forespørgslen. Forekommer dette ikke, sættes ligheden til 0 [BYRN99].
Ser man p˚a figur 3.1 er det nemt at se den boolske models problem. Lad fx. dj
være et dokument for hvilken der gælder ~dj = (0, 1, 0). Dokumentet indeholder
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Q
d j
t1
t2
Figur 3.2: Cosinus af vinklen er ligheden sim(dj,q)
som det ses søgeordet kb, men anses til trods for det at være helt urelevant idet
dokumentet ikke indeholder ka. Den boolske model medtager alts˚a ikke gradvist
relevante søgeresultater.
Vi vil senere i afsnit 3.5 opsummere de fordele og ulemper der er ved den
boolske model og den senere beskrevne vektor model.
3.2 Vektor model
Vektor modellen tager hensyn til i hvilken grad et dokument er relevant for
brugerens søgninger. De fundne dokumenter bliver rangeret i henhold til hvor
mange af søgeordene der matcher dokumentet. Er der fx kun 1 ud af de tre
søgeord, som findes i et dokument, vil dokumentet ikke blive forkastet som
ubrugbart, men vil derimod blive rangeret som et ’mindre vigtigt dokument’
længere nede i søgeresultatet. Dette kaldes for gradvis relevans og er den store
forskel mellem den tidligere nævnte boolske model og vektor modellen.
I vektor modellen repræsenteres hvert dokument og hver forespørgsel som
vektorer. Det gør det muligt at sammenligne forespørgslen med hvert doku-
ment ved at sammenligne vektorerne med hinanden. Jo tættere vektorerne er
p˚a hinanden, jo større er similariteten mellem forespørgslen og dokumentet der
sammenlignes med. Similariteten kan beregnes p˚a flere forskellige m˚ader. En af
de mest brugte er cosinus-koefficient metoden, der ser p˚a vinklen mellem vekto-
rerne som vi lige har omtalt. Det er ogs˚a denne metode vi vil beskrive nærmere,
mens vi i afsnit 3.4 kort vil komme ind p˚a de andre mest typiske m˚ader at
beregne similariteten p˚a.
Der er tre beregninger, som skal gennemføres ved brug af vektor modellen.
Vi vil senere i afsnittet komme nærmere ind p˚a, hvorfor og hvordan disse be-
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regninger virker, men her er i første omgang en kort oversigt over hvad der skal
beregnes.
Vægten for hvert ord i forhold til hele dokumentsættet skal beregnes.
Det fortæller os noget om, hvor vigtigt ordet er i hele dokumentsættet.
Vægten for hvert ord i forhold til hvert enkelt dokument skal bereg-
nes. Det fortæller os noget om, hvor vigtigt ordet er i forhold til det enkelte
dokument.
For hver forespørgsel bliver forespørgselsvektoren sammenlignet med hver
enkelt dokumentvektor. Det fortæller os noget om, hvilke dokumenter der ligger
tættest p˚a forespørgslen og rangerer samtidig resten af dokumenterne i henhold
til deres similaritet med forespørgslen.
Baeza-Yates og Ribeiro-Neto [BYRN99] beskriver similariteten mellem to
vektorer ved følgende ligning:
[1] sim(dj , q) =
~dj • ~q∣∣∣~dj∣∣∣× |~q| =
∑t
i=0 wi,j × wi,q√∑t
i=1 w
2
i,j ×
√∑t
j=1 w
2
i,q
I første omgang ser ligningen m˚aske noget forvirrende ud, s˚a vi vil vise,
hvordan man er kommet frem til ligningen.
Som før nævnt vil vi i denne gennemgang se p˚a cosinus-koefficient metoden,
som bruger vinklen mellem vektorerne for at afgøre similariteten. Der er derfor
brug for at udregne prikproduktet mellem vektorerne for at finde frem til vinklen
imellem dem.
Lad os se p˚a to vektorer ~A = (a1, a2, a3) og ~B = (b1, b2, b3). Ganges to
vektorer som ligger p˚a linie f˚as som bekendt ~A • ~B = (a1b1 + a2b2 + a3b3) eller
skrevet p˚a en anden ma˚de
~A • ~B =
n∑
k=1
akbk
Ligger de ikke p˚a linie bruges ~A • ~B =
∣∣∣ ~A∣∣∣ ∣∣∣ ~B∣∣∣ cos θ, hvor
theta er vinklen mellem vektorerne A og B, og
∣∣∣ ~A∣∣∣ er længden af vektoren. Ved
at dividere med
∣∣∣ ~A∣∣∣ ∣∣∣ ~B∣∣∣ p˚a begge sider af lighedstegnet f˚ar vi en ligning som kan
m˚ale similariteten mellem to vektorer.
~A • ~B∣∣∣ ~A∣∣∣ ∣∣∣ ~B∣∣∣ = cos θ
For nemhedens skyld kaldes m˚alet for similariteten mellem de to vektorer
for sim(A,B), dvs vi st˚ar tilbage med følgende ligning til at m˚ale similariteten
mellem to vektorer p˚a
[2] sim(A,B) =
~A • ~B∣∣∣ ~A∣∣∣ ∣∣∣ ~B∣∣∣
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Vi har alts˚a brug for at beregne længden af vektorerne. Længden af en vektor
findes ved:
∣∣∣ ~A∣∣∣ =√ ~A • ~A. Dette kan igen omskrives til
∣∣∣ ~A∣∣∣ =
√√√√ n∑
i=1
a2i
Lad os med denne baggrundsviden g˚a tilbage og se p˚a similariteten mellem to
vektorer (ligning [1] og [2]). Ved at erstatte ~A og ~B med dokumentvektoren ~dj og
forespørgselsvektoren ~q f˚ar vi første del af ligning [1]. Problemet med ligningen
er, at den ikke direkte omfatter vægtningerne af ordene i b˚ade dokument- og
forespørgselsvektorerne. Der er derfor grund til omskrive ligningen, s˚a vi f˚ar et
udtryk der beskriver similariteten ved hjælp af vægtningerne for søgeordene og
dokumentindholdet. Som tidligere nævnt i oversigten, s˚a er
~dj = (w1,j , w2,j , ..., wt,j) og ~q = (w1,q, w2,q, ..., wt,q)
S˚a ~dj • ~q = (w1,j ×w1,q)+ (w2,j ×w2,q),+...+, (wn,j ×wn,q), hvor højresiden
kan omskrives til
∑t
i=1 wi,j × wi,q ifølge ovenst˚aende beskrivelser. Vi har alts˚a
nu omskrevet tælleren for ligningen
sim(~dj , ~q) =
~dj • ~q∣∣∣~dj∣∣∣× |~q|
til
sim(dj , q) =
∑t
i=1 wi,j × wi,q∣∣∣~dj∣∣∣× |~q|
Næste skridt er at se p˚a nævneren. Vi ved at
∣∣∣ ~A∣∣∣ =√ ~A • ~A, s˚a ~dj kan skrives
som ∣∣∣~dj∣∣∣ =√~dj • ~dj
=
√
(w1,j × w1,j) + (w2,j × w2,j),+...+, (wn,j × wn,j)
=
√
w21,j + w
2
2,j+, ...,+w
2
n,j
Rækken af kvadrater der adderes kan omskrives som beskrevet foroven til∑t
i=1 wi,j
2 s˚a vi f˚ar
∣∣∣~dj∣∣∣ =√∑t
i=1
w2i,j
P˚a tilsvarende m˚ade kan længden af forespørgselsvektoren ~q opskrives.
|~q| =
√∑t
i=1
w2i,q
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S˚a endeligt ved at erstatte
∣∣∣~dj∣∣∣× |~q| kommer vi frem til den ligning, vi star-
tede ud med
sim(dj , q) =
~dj • ~q∣∣∣~dj∣∣∣× |~q| =
∑t
i=0 wi,j × wi,q√∑t
i=1 w
2
i,j ×
√∑t
j=1 w
2
i,q
Similariteten mellem dokumentvektoren og forespørgselsvektoren og derved
graden af relevans et dokument har i forhold til et søgeord, kan alts˚a beregnes
ved hjælp af vægtningerne de forskellige søgeord og dokumenternes indhold har
[Ack03]. Selve vægtningerne wi,j og wi,q ser vi p˚a i næste afsnit.
3.3 Vægtning
Der er flere forskellige metoder til at beregne vægtningen af søgeordene og or-
dene i dokumenterne p˚a. Vi vil koncentrere os om den metode Baeza-Yates
og Ribeiro-Neto beskriver, som prøver at belyse hovedideen bag en af de mest
brugte vægtningsteknikker [BYRN99].
Som nævnt i afsnit 3.2 skal der beregnes to sæt vægtninger. Et af de sæt
vægtninger vi skal bruge, er dem der bliver brugt i forespørgselsvektoren ~q.
Selve vektoren indeholder vægtningerne (wi,q) for alle ordene i forespørgslen.
Vægtningerne afspejler ordenes betydning set over alle dokumenter.
Desuden skal vi bruge det sæt vægtninger, som dokumentvektorerne op-
bygges af. Det kan hurtigt g˚a hen og blive rigtig mange. For hvert dokument
udregnes en dokumentvektor (~dj), som indeholder vægtningen (wi,j) for hvert
enkelt ord i hele dokumentsamlingen. Har man alts˚a bare et lille antal p˚a 100 do-
kumenter, der tilsammen indeholder 10000 forskellige ord, s˚a skal der beregnes
1 million vægtninger!
Det er vigtigt at se p˚a ordet p˚a to forskellige m˚ader. En gang lokalt i hvert
dokument og en gang globalt i forhold til hele dokumentsættet. Et ord der fx
optræder i alle dokumenter vil ikke være god til at beskrive et enkelt dokument.
Dvs for at beregne vægten for et ord, bliver man nødt til at bruge en metode
til at kombinere vigtigheden af ordet i dokumentet i forhold til det samlede
dokumentsæt p˚a. Lad os vise i tabel 3.2, hvad der menes med det.
Tabel 3.2: Ønskede forhold ved vægtning af ord
Vigtighed i dokument Vigtighed i dokumentsæt Vægt
høj høj meget høj
lav høj mellem
høj lav mellem
lav lav meget lav
Der er mange ma˚der hvorp˚a vigtigheden af et ord kan bestemmes. Vi vil ikke
g˚a ind p˚a de forskellige metoder, men koncentrerer os om den m˚ade Baeza-Yates
og Ribeiro-Neto [BYRN99] beskriver.
Ideen g˚ar ud p˚a at beregne hyppigheden af hvor mange gange et ord optræder
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i et dokument. Resultatet tf (term frequency) er s˚aledes et m˚al for hvor godt det
givne ord beskriver dokumentet. Desuden bliver den inverse hyppighed af ordet
i forhold til alle dokumenter - ogs˚a kaldet inverse dokument frequency [Jon72]
eller bare idf - ogs˚a beregnet. Det gøres med henblik p˚a, at et ord der optræder
i mange dokumenter, ikke er særlig nyttig til at skelne mellem et relevant og et
mindre relevant dokument. For at opn˚a det bedste søgeresultat er det vigtigt at
finde den rette balance mellem tf og idf.
3.3.1 Den normaliserede term frekvens
Lad os se nærmere p˚a de forskellige frekvenser. Den første vi vil se p˚a er fi,j
(normalized term frequency). tf er hyppigheden af hvor ofte et ord optræder
i et dokument. Normaliseringen bruges fordi betydningen af antallet af et ord
i et dokument afhænger af dokumentets størrelse. Hvis fx et ord optræder 50
gange i et stort dokument, mens der i et meget lille dokument ingen ord er, der
optræder 50 gange, s˚a bliver man nødt til at foretage en normalisering af tf.
Derved kan man m˚ale hyppigheden af et ord i forhold til dokumentet uden at
tage hensyn til dokumentets størrelse. Den normaliserede frekvens for et givent
ord er lig med antal gange ordet optræder i dokumentet freqi,j divideret med
antal gange det mest brugte ord optræder i dokumentet maxl(freql,j).
fi,j =
freqi,j
maxl(freql,j)
Denne m˚ade at udregne den normaliserede term frekvens p˚a, bruges til at be-
regne vægtningerne for ordene i hvert dokument. Ved udregning af vægtningerne
for ordene i forespørgslen wi,q, normaliseres der over hele dokumentsamlingen.
Dette sikrer os som tidligere nævnt at ordets vægtning afspejler vigtigheden set
over alle dokumenter.
Tabel 3.3: Eksempel p˚a frekvensnormalisering af indeksord
Ord freqi,j maxl(freqi,j) fi,j
og 172 172 1
at 64 172 0,37
sang 22 172 0,13
kammerpigerne 1 172 0,006
Generelt er det s˚adan, at almindelige ord vil f˚a en højere værdi end mere
sjældne ord, som man kan se i tabel 3.3. Uden at vi vil komme ind p˚a dette
omr˚ade og hvordan man er kommet frem til det, s˚a findes der bl.a. Zipf’s lov,
som siger, at der vil være f˚a ord i et dokument, der nærmer sig 1, mange ord
der ligger tæt p˚a 0 og en god portion i midten [BYRN99].
For lige at opsummere. Den normaliserede frekvens er et m˚al mellem 0 og
1, for hvor mange gange et ord optræder i et dokument divideret med det antal
gange det mest optrædende ord er i dokumentet. Ord der optræder oftere end
andre f˚ar tildelt en højere værdi.
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3.3.2 Den inverse dokument frekvens
Som næste ser vi p˚a en m˚ade at udtrykke frekvensen for et ord i forhold til hele
dokumentsættet. Baeza-Yates og Ribeiro-Neto [BYRN99] kalder den for ’inverse
document frequency’ som beregnes ved
idf = log
(
N
ni
)
I modsætning til den normaliserede frekvens der tager udgangspunkt i et
enkelt dokument, s˚a skal resultatet af idf blive større, n˚ar frekvensen af et
ord set over hele dokumentsættet g˚ar ned og omvendt. Grunden til det er,
at n˚ar et ord optræder i samtlige dokumenter, s˚a vil det ikke være til nogen
nytte i henhold til at kunne udpege de mest relevante dokumenter i forhold
til en given søgning. Derfor skal idf gerne være 0 for et ord der optræder i
samtlige dokumenter. I første omgang skulle man tro, man bare kunne bruge
antallet af dokumenter N divideret med antallet af dokumenter et bestemt ord
optræder i ni. Problemet er her, som det ogs˚a nemt kan ses i tabel 3.4, at de
forskellige vægtninger hurtigt kan dominere resultatet, n˚ar vi bevæger os ud
mod ekstremerne. Fx vil et ord der kun optræder 1 gang i et dokumentsæt p˚a
1000 dokumenter, f˚a en idf p˚a 1000/1= 1000. Men endnu værre er at et ord
der optræder i samtlige 1000 dokumenter ville f˚a en idf p˚a 1000/1000=1 og
ikke 0 som den burde, da ordet som tidligere skrevet ingen betydning har for
søgningen. Det er grunden til indførelsen af logaritmen i ligningen for idf. Ved
at tage logaritmen af N divideret med ni, undg˚ar man disse grænsetilfælde.
Specielt i tilfælde af
(
N
ni
)
= 1 vil idf blive 0 (idet log(1) = 0), som netop er det
ønskede resultat (se tabel 3.4).
Tabel 3.4: N/ni vs. log(N/ni)
N ni N/ni log(N/ni) Diskussion
1000 1 1000 3 N/ni=1000 - for dominerende
1000 100 10 2
1000 500 2 0,3010
1000 1000 1 0 N/ni=1, det g˚ar ikke. Vægten skal være 0
Med den normaliserede tf, der afspejler den lokale vigtighed og idf, der af-
spejler den globale vigtighed, kan vi nu beregne vægtningen. Det gøres ganske
simpelt ved at gange de to fundne værdier med hinanden.
wi,j = fi,j × log N
ni
Ligningen betyder at vægten for ordet ki i dokumentet dj er lig med ordets
normaliserede frekvens gange med dens inverse dokument frekvens idf.
For at udregne vægtningen i forespørgslen wi,q skal den normaliserede fre-
kvens som tidligere nævnt udregnes for hele dokumentsættet og ikke bare for et
enkelt dokument. Ellers er metoden den samme: wi,q = fi,q × log Nni
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t1
t2
Figur 3.3: Ved Cosinus-metoden er vinklen afgørende
[JF87]
3.4 Forskellige similaritetsm˚al
Dette afsnit skal give læseren en kort oversigt over nogle af de forskellige me-
toder, der findes til beregning af similariteten mellem en forespørgsel og et do-
kument. Som man har kunnet læse tidligere i dette kapitel, s˚a har vi valgt at
beskrive og implementere cosinus-koefficientmetoden. Der findes flere forskel-
lige metoder, hvor de mest gængse er skalarproduktet og Dice-, Jaccard- og
Overlap-koefficientmetoden [vR79]. De fire metoder vil ikke blive beskrevet lige
s˚a udførligt som cosinus-koefficientmetoden.
Tabel 3.5: Similaritetsm˚al
Dice 2× |A∩B||A|+|B| Jaccard |A∩B||A∪B|
Skalar |A ∩ B| Cosinus |A∩B|√|A|×|B|
Overlap |A∩B|min(|A|,|B|)
Cosinus-koefficient
Lad os starte med et kort tilbageblik. Som det kan ses i figur 3.3 er det vinklen
mellem vektorerne der afgører similariteten. Figuren illustrerer tydeligt, at jo
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d1
d2 d3
t1
t2
Figur 3.4: Problemet ved cosinus-koefficienten
mindre vinklen er mellem forespørgselsvektoren og en given dokumentvektor,
her vist som stiplede linier, jo tættere kommer lighedsværdien p˚a 1 dvs jo større
er ligheden mellem forespørgsel og dokument. Similaritetsm˚alet for denne model
ligger mellem 0 og 1.
Lad os se p˚a et taleksempel. Mængderne A og B indeholder følgende:
A = {1, 2, 3, 4} og B = {2, 4, 7, 8}
Kardinaliteten for fællesmængden, som st˚ar i tælleren, er s˚a 2. Nævneren
udregnes til
√
4× 4 = 4, s˚a resultatet af sim(A,B) bliver en halv. Det passer
meget fint, idet halvdelen af mængden A er indeholdt i B.
Det ses at tælleren vokser jo større fællesmængden er. Er der slet ingen
elementer til fælles for de to mængder, s˚a bliver tælleren 0 og derved bliver
similariteten mellem A og B ogs˚a 0. Er de to mængder derimod ens bliver
resultatet 1, som vist nedenfor.
sim(A,A) =
|A ∩ A|√|A| × |A| = |A|√|A|2 =
|A|
|A| = 1
Det vi ønsker er at udregne en similaritet mellem to vektorer, fx fore-
spørgselsvektoren og en dokumentvektor, for at se hvor ’ens’ de er. Dokument-
vektoren best˚ar af vægtningerne for hvert enkelt ord i hele dokumentsamlingen.
De ord der eksisterer i selve dokumentet f˚ar hver tildelt en vægtning større end
0, mens alle de ord, der ikke optræder i dokumentet f˚ar tildelt værdien 0. Fore-
spørgselsvektoren er opbygget p˚a samme ma˚de. Den best˚ar af vægtninger for alle
ord i hele dokumentsamlingen, hvor det dog kun er ordene i selve forespørgslen
(søgeordene), der f˚ar tildelt en vægtning større end 0, hvis de ellers eksisterer
i dokumentsamlingen. Størstedelen af en forespørgselsvektor vil s˚aledes typisk
best˚a af nuller.
Der er en meget simpel forklaring p˚a at medtage alle nullerne i de to vektorer.
Det er for at give vektorerne samme antal dimensioner, s˚a man har mulighed
for at sammenligne vektorerne med hinanden.
Ligesom kardinaliteten for fællesmængden viser hvor mange elementer der
g˚ar igen i to givne mængder, s˚a kan vektor skalarproduktet bruges til det
samme. Skalarproduktet udregnes p˚a følgende m˚ade: (a, b, c, d) • (e, f, g, h) =
3.4 Forskellige similaritetsm˚al 27
(ae+ bf + cg+ dh). Da forespørgselsvektorens og dokumentvektorens koordina-
ter er vægtninger, afspejler skalarproduktets størrelse hvor stor sammenfald der
er mellem de to vektorer. Jo flere ord i forespørgslen, der ogs˚a findes i dokumen-
tet, jo færre gange skal der ganges med nul og jo større bliver skalarproduktet.
Der er alts˚a en analogi mellem fællesmængden i mængdelæren og skalarpro-
duktet mellem vektorer.
At cosinus-koefficienten udelukkende ser p˚a vinklen mellem to vektorer, er
ikke uden problemer. Se fx p˚a figur 3.4. Vektoren d2 i forhold til vektoren d1
giver 1 som similaritetsm˚al idet vinklen mellem de to vektorer er 0. Dvs at de
to vektorer efter cosinus-koefficientmetoden er ens. Det er netop fordi metoden
ikke tager hensyn til længden af vektorerne men kun ser p˚a vinklen. Som det
ogs˚a nemt ses p˚a figuren, s˚a er vektoren d3 faktisk mere lig med d1 fordi term
1 (t1) og term 2 (t2) begge er opfyldt til en højere grad, selvom der her er en
vinkel forskellig fra 0.
Skalarprodukt
Ved cosinus-koefficienten har vektorernes længde ikke nogen betydning for si-
milariteten. S˚adan er det ikke ved den mere simple skalar-metode. Her vil vek-
torernes længde og derved dokumenternes og forespørgslens størrelse komme til
at spille en stor rolle. Da skalarproduktet er lineært vil en multiplikation af en
af vektorerne med en given faktor, samtidig betyde en multiplikation af simila-
riteten. Kopierer vi fx den samme tekst efter hinanden i et dokument eller en
forespørgsel, vil vektorens længde blive dobbelt s˚a stor. Ser man p˚a figur 3.5
er det nemmere at se hvad der menes. Jo længere vektoren er, jo større bliver
similariteten. Similaritetsm˚alet bevæger sig alts˚a fra 0 til det uendelige.
Dice-koefficienten
Her er similariteten defineret som 2 gange fællesmængden divideret med begge
mængderne lagt sammen, se tabel 3.5. Similaritetsm˚alet kan i forhold til cosinus-
og jaccard-koefficienten godt blive større end 1.
Jaccard-koefficienten
Jaccard’s metode g˚ar ud p˚a at synliggøre i hvilken omfang to mængder ligner
hinanden ved at se p˚a hvor stor sammenfaldet mellem mængderne er i forhold
til den samlede mængde. Er mængderne ens, s˚a er fællesmængden og forenings-
mængden ogs˚a ens og similariteten giver 1. Er de to mængder forskellige, bliver
tælleren 0 og similariteten bliver derved ogs˚a 0. Similaritetsma˚let strækker sig li-
gesom ved cosinus-koefficienten fra 0 til 1. Selv om Dice- og Jaccard-koefficienten
ligner hinanden meget, s˚a er der alligevel en forskel. Udtrykket i tabel 3.5 viser,
at jo mindre fællesmængden er, jo større m˚a kardinaliteten for foreningsmæng-
den blive og jo mindre bliver forholdet. Ved sm˚a forespørgsler i store dokument-
samlinger, vil similariteten altid blive meget lille. Man kunne forestille sig, at
Jaccard-koefficienten bedre egner sig til at undersøge ligheden mellem dokumen-
ter og ikke mellem forespørgsler og dokumenter.
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t1
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Figur 3.5: Ved skalar-metoden er længden er vektorerne afgørende
[JF87]
Overlap-koefficienten
Ideen med Overlap koefficienten er at finde ud af i hvilket omfang to mængder
overlapper hinanden, alts˚a er ens. Udtrykket i tabel 3.5 siger, at fællesmængden
skal divideres med kardinaliteten af den mindste af de to mængder. I praksis vil
det typisk være forespørgslen. Similaritetsm˚alet kan godt blive større end 1.
Bemærkning
Vi har nu set p˚a nogle forskellige metoder til at beregne similariteten mellem
to mængder eller vektorer. Det er svært at sige noget om hvilken metode der er
bedre end den anden. Hvor skalarmetoden er noget uheldig, da der her kun ses
p˚a længden af vektorerne og cosinus-koefficienten udelukkende ser p˚a vinklen
mellem to vektorer, som ogs˚a kan føre til problemer med at finde den bedste
match, s˚a er de tre andre koefficienter i bund og grund ret ens. Der er i alle
tilfælde tale om et forhold, og forestiller man sig den samme søgning udført med
de tre metoder i samme dokumentsamling, s˚a burde den samme resultatliste vise
sig. Forskellen vil blot være, at similaritetsgraden af de fundne dokumenter vil
variere alt efter hvilken af de tre koefficientmetoder der er blevet brugt.
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3.5 Fordele og ulemper ved de to modeller
Den Boolske model
Den boolske model har sin styrke i sin simple opbygning. Den er forholdsvis
nem at implementere og har nok derfor været en meget populær model. Mo-
dellen baserer sig p˚a mængdelære som gør det muligt at udføre meget præcise
forespørgsler. Men selvom det her bliver anført som en af styrkerne, s˚a er det
faktisk ogs˚a en af modellens svage sider. Hvor nogen ma˚ske synes det er nemt
at omformulere sit ønske om noget bestemt information til en forespørgsel som
et boolsk udtryk, s˚a kunne man godt forestille sig, at størstedelen af brugerne
vil have forholdsvis svært ved dette. Netop det kan medføre at brugere i stedet
for at udnytte mulighederne, gør det stik modsatte i form af nogle meget simple
forespørgsler, der kun indeholder et enkelt eller meget f˚a ord. Det medfører s˚a,
at den boolske model enten returnerer for mange eller ogs˚a for f˚a dokumenter
som resultat for en forespørgsel.
Som vi ogs˚a tidligere har nævnt, s˚a er den nok største ulempe ved den boolske
model, at der ikke kan findes delvist rigtige dokumenter. Dvs hele forespørgslen
skal være sand i forhold til det givne dokument ellers bliver dokumentet forkastet
som værende ikke relevant. Det er bl.a. her vektor modellen har sin stærke side.
Vektor modellen
Vektor modellen har ligesom den boolske model den fordel af at være forholdsvis
simpel at implementere [BYRN99]. Foruden det ligger de helt store fordele i form
af muligheden for at finde delvist rigtige søgeresultater. Dvs at selv om ikke
alle søgeordene indg˚ar i et dokument fra samlingen, s˚a forkastes dokumentet
ikke, men bliver blot rangeret det lavere i søgeresultatet. Rangeringen er en
af de stærke sider ved modellen. Det gavner ikke en bruger at f˚a titusindvis
af resultater for en søgning, hvis ikke dokumenterne i resultatsamlingen bliver
rangeret. Udover rangering har vektor modellen mulighed for at vægte indeks
termerne i hvert dokument. Dermed kan man lade nogle indeks termer være
mere beskrivende for dokumentet end andre.
De mest oplagte ulemper ved vektor modellen er at den er meget bereg-
ningstung, da der skal udregnes vægtninger for alle ord i alle dokumenter. Dette
medfører ogs˚a at vægtningerne skal genberegnes hvis der tilføjes nye dokumen-
ter. En anden ulempe er at indeks termerne som udgangspunkt er uafhængige af
hinanden. Sidst men ikke mindst bruger vektor modellen for det meste symetri-
ske similaritetsma˚l, der medfører at forespørgslen og dokumenterne betragtes p˚a
samme ma˚de. I kapitel 4 kommer vi mere ind p˚a hvad disse problemer indebærer.
Kapitel 4
Problemanalyse
I dette kapitel gennemg˚ar vi en del af de problemer, som vi før, under og efter
implementeringen af vores søgemaskine er løbet ind i. Dette er programme-
ringstekniske men især generelle overvejelser over, hvordan man kan opbygge
sin søgemaskine.
4.1 Crawler
En crawler er den del af internetsøgemaskinen, der opretter en forbindelse til
de sider der skal indekseres og henter alt kildekode til videre preprocessering
af teksten. Der er mange ting der kan g˚a galt i denne process, og derfor er
det meget vigtigt at implementere en robust crawler. Grunden til at der er s˚a
meget der kan g˚a galt, er at en crawler typisk skal kommunikere med millioner
eller i vore tider milliarder af sider, der bl.a. kan indeholde utallige syntaktiske
fejl. Udover det har man ingen indflydelse p˚a de web- og DNS-servere man
kommunikerer med for at hente siderne. Sidst men ikke mindst kan der opst˚a
sociale problemer i forbindelse med, at man crawler sider man ikke burde. Her
findes der et eksempel fra Googles starttid, hvor de crawlede et internet baseret
spil, der gav et hav af fejlmeddelelser og dermed ødelagde spilleglæden for en
masse brugere [BP98].
En crawler har typisk en eller anden form for URL-server, der indeholder en
liste af alle de sider der skal indekseres. Udover det er det en god ide´ at crawleren
har sin egen DNS-cache1. Dette overflødiggør et DNS-lookup2 for hver side der
skal crawles, og sparer dermed tid. I vores program kunne dette gøres ved at
indsætte www.kb.dk med IP-adresse 130.226.231.6 i den lokale hostsfil3. Dette
ville forhindere et DNS-lookup, og dermed spare tid. I vores tilfælde er det ikke
særlig mange sider der besøges, s˚a der er ingen grund til at gøre det.
For at kunne n˚a at crawle s˚a meget som muligt, kan der være mange crawlere
der arbejder p˚a samme tid. Derfor er det nødvendigt at hver crawler f˚ar besked
fra et centralt sted, om hvilke sider den skal crawle. Ellers ville der være mange
1DNS-cachen er en intern datastruktur, der matcher IP-adresser med hostnavne.
2Alle computere med adgang til internettet kan bruge internetudbyderens DNS-servere
(Domain Name Server), der enten selv eller ved hjælp af andre DNS-servere kan matche et
domæne, som fx kb.dk til en IP-adresse.
3Alle gængse operativ systemer har en simpel tekstfil, der kan indeholde informationer om
hvilken IP-adresse et bestemt domænenavn har.
4.2 Preprocessering af teksten 31
sider der blev besøgt unødvendigt mange gange. Da det igen er meget f˚a sider der
crawles i vores program har vi ikke fundet det for nødvendigt at implementere
en s˚adan logik.
I og med at der kan opst˚a s˚a mange problemer med at crawle nettet, er det
meget svært at teste en crawler. Der kan mere eller mindre opst˚a en ny fejl hver
gang en ny side besøges. Det er derfor meget vigtigt at monitorere den meget
nøje og justere og optimere hen ad vejen [BP98].
4.2 Preprocessering af teksten
Det første der vil ske med de tekster som en crawler henter, er at de preprocesse-
res. Denne proces best˚ar af flere forskellige operationer, der hver især medfører
problemer der skal tages stilling til. Grunden til at man preprocesserer en tekst
er, at ikke alle data fra en hjemmeside hhv tekst er lige gode til at beskrive
de dokumenter man indekserer. Dvs man udvælger i denne proces de dele af et
dokument der skal være med til at beskrive det.
Vores crawler efterlader ikke andet end den rene tekst der ligger p˚a en in-
ternetside. Vi fjerner alt hvad der hedder HTML-tags fra sidens kildekode og
fjerner dermed en masse information omkring tekstens strukturelle og semanti-
ske opbygning. Dette er et bevidst valg vi har taget for at begrænse opgaven.
Der er overordnet to ting man mister ved at fjerne alle HTML-tags. Det
første er selve den lokale formatering af teksten. Dvs alle formateringer som
at ord er skrevet med fed eller er understreget forsvinder. Dette kunne ellers
bruges til lokalt at vægte ord højere hvis de er formateret, fremfor ord der ikke
er formateret. Problemet med at bruge s˚adanne formateringer til vægtning er
dog at man p˚a websider ofte bruger formateringer til designelementer. Dvs man
kan ikke stole p˚a, at bare fordi et ord er skrevet med fed, at det er indholds-
mæssigt vigtigere. Den anden ting man mister er sammenhængen mellem sider
repræsenteret ved links. For mange søgemaskiner er det en meget vigtig del af
deres rangering, at bruge information om hvor meget der linkes til og fra en si-
de. Google bruger bl.a. en algoritme de kalder for PageRank [BP98], der bruger
netop disse informationer i sin rangering.
4.2.1 Leksikalsk analyse
Den leksikalske analyse g˚ar i alt sin enkelthed ud p˚a at finde frem til de ord der
er i en given tekststreng. Dette lyder umiddelbart som en ganske enkel opgave,
da man jo bare kan finde alle mellemrum og dermed alle ord. Men i virkeligheden
er denne proces ikke helt s˚a simpel. Der er flere forskellige aspekter man skal
tage hensyn til ved en implementering.
Et aspekt er tal. Umiddelbart er tal ikke specielt gode søgeord, da de ikke
indeholder meget information ud over tallet i sig selv. Dette kunne give anled-
ning til bare at fjerne alle tal fra en tekst. Denne betragtning gælder dog kun,
hvis man i sin søgealgoritme antager at termer ikke har nogen relation mellem
hinanden. I de fleste tekster vil det dog ikke være tilfældet, og firmaer som ’3
Mobil’ ville nok ikke synes specielt godt om det. Umiddelbart giver det ikke no-
gen mening at søge efter tallet 2 i sig selv, men ofte tillægges tal en betydning
ud over tallet i sig selv, og det ville da være ærgerligt, hvis ikke man kunne søge
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efter ’007’. Som man kan se er det nok en god ide ikke at fjerne tal fra tekst
man vil søge i.
Et andet aspekt er deling af ord. Hvis man i en tekst har brugt ’-’ tegnet til
at dele et ord, er det umiddelbart det bedste at fjerne tegnet for at genskabe
det originale ord. Dette gælder dog ikke for alle ord, da der bl.a. er navne der
indeholder dette tegn.
Punktummer og andre tegn spiller ogs˚a en speciel rolle, n˚ar man analyserer
en tekst. I de fleste tilfælde er det fx ikke noget problem at fjerne alle punk-
tummer fra en tekst. Hvis den tekst man processerer fx indeholder en masse
forkortelser kan dette dog medføre at man ’genererer’ nye ord, da man fjerner
et tegn der hører til selve forkortelsen. Dette m˚a siges at være uønskeligt. Ud
over det bruges en del tegn som fx anførselstegnet i selve søgefeltet af mange
søgemaskiner til specificering af søgningen. Anførselstegnene angiver, at de ord
som tegnene st˚ar omkring, skal st˚a efter hinanden og i p˚agældende rækkefælge,
i de dokumenter der skal være med i resultatsættet.
Store og sma˚ bogstaver er heller ikke helt uden problemer. Mange søgemaskiner
konverterer enten alt til store eller sma˚ bogstaver, for ikke at have det samme
ord to gange i indekset. Dette kan dog resultere i at man mister den semantiske
betydning der kan ligge i et ord der fx er skrevet med stort begyndelsesbog-
stav. Generelt skrives alle egenavne med stort, og p˚a tysk skriver man ogs˚a
alle navneord med stort. Dette kunne bruges i en mere avanceret søgning, hvor
man fx søger efter et navn. Det vil helt sikkert give bedre resultater, hvis man
kunne specificere at det er egenavnet ’Sand’ man søger efter og ikke hverken
navneordet ’sand’ (materiale) eller tillægsordet ’sand’ (modsatte af falsk). Der
er selvfølgelig flere der kan hedde Sand, men man f˚ar da i hvert fald sorteret de
oplagt forkerte fra.
4.2.2 Frasortering af stopord
Tidligere i afsnit 3.3.2 fandt vi ud af, at ord der optræder i en stor del af
det samlede dokumentsæt er d˚arlige søgeord. Grunden til det er at i jo flere
dokumenter et ord optræder, i desto mindre grad vil dette ord være med til at
udpeje et dokument som et bedre resultat. Det viser sig faktisk at s˚a snart et
ord optræder i mere end 80% af dokumenterne at de ikke længere er brugbare
til at finde relevante dokumenter. Disse ord kaldes stopord, og filtreres i nogle
sammenhænge fra [BYRN99].
Ved frasortering af stopord opn˚ar man at søgningerne bliver hurtigere, da
disse ikke længere indg˚ar i beregningerne til rangeringen. Ud over det har fra-
sortering af stopord den anden fordel, at man faktisk kan spare op til 40% plads
i sin indeksstruktur [BYRN99].
Ulempen ved frasortering af stopord, er at man ikke længere kan foretage
fuldtekstsøgninger. Hvis man fx søger efter en bestemt sætning som ’Det var
ham der ovre!’, er der stor sandsynlighed for at det eneste ord der kan søges p˚a
er ’ovre’. Dette vil gøre at resultaterne ikke kan forventes at være specielt gode.
Vi har i vores kode forberedt søgemaskinen til at kunne frasortere stopord.
Dette er gjort, for at kunne se forskellen p˚a tiderne det tager at opbygge in-
deksstrukturen, samt forskellen i mængden af data. Som man kan se i bilag B
tager det ca dobbelt s˚a lang tid at opbygge det inverterede indeks hvis stopord
frasorteres, hvorimod datamængden i b˚ade tabellerne og deres indeks falder med
ca 20%.
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I dag er lagringsplads og computerkraft blevet s˚a billigt at det ikke er et
problem at indeksere alle stopord. Dette giver dog igen et problem i forbindelse
med at vi tidligere har fundet ud af at stopord ikke er gode søgeord. En m˚ade
at løse dette problem p˚a er ved at markere stopord i det inverterede indeks,
og s˚a kun bruge disse ord i søgningen hvis brugerens søgeord st˚ar indenfor
anførselstegnene.
4.2.3 Udvælgelse af indeksord
Ud over frasortering af stopord, kan ogs˚a andre ord frasorteres i bestemte situ-
ationer. I et bibliotek kunne det fx være aktuelt at man kun indekserer nogle
bestemte nøgleord der karakteriserer en tekst eller bog. I mange tilfælde er det
manuelt arbejde at udvælge de ord der beskriver en tekst bedst. Der findes
dog ogs˚a automatiserede metoder til at udvælge bestemte ord fra en tekst. Men
hvilke ord er man interesseret i? En normal sætning i et natursprog best˚ar hoved-
sageligt af navneord, udsagnsord og tillægsord. Mens alle gramatiske bøjninger
har et bestemt form˚al i sætningens sammenhæng kan man argumentere for at
det meste af den semantiske betydning ligger i navneordene [BYRN99].
Hvis man vil frasortere bestemte klasser af ord fra en tekst, findes der fx
den s˚akaldte Brill-Tagger [Bri], der kan trænes i at genkende hvilke slags og
hvilke former af et ord, der st˚ar i en bestemt tekst. Den kan med andre ord
ordklassebestemme tekster. Ud fra det den s˚a har lært, kan den anvende reglerne
p˚a andre tekster og derved filtrere de ønskede ord ud af en tekst.
Selvom det i nogle sammenhænge kan være smart at bruge f˚a indeksord til
at beskrive en tekst, er det ikke brugbart i en internetsøgemaskine da det ville
begrænse mulighederne unødvendigt.
4.2.4 Lemmatisering og trunkering
N˚ar man sammenfører et ords bøjningsformer til dets grundform taler man om
lemmatisering. Fx s˚a sammenføres ordene hjerne, hjernen, hjernens, hjernerne
til lemmaet hjerne; og ordene muskel, musklen, muskler til lemmaet muskel
[AHH05].
Ved trunkering derimod fjerner man endelser opst˚aet ved flertalsbøjninger
og skiller sammensatte ord ad. Analyser, analyse, analytisk trunkeres til analy
og forskole trunkeres til skole [AHH05].
Hvis man ud over det inverterede indeks opbygger en struktur der gemmer
hvilket lemma et ord har hhv hvad et ord trunkeres til, kan dette optimere
søgealgoritmen. Hvis en bruger fx søger efter et ord som ikke direkte findes i
den angivne form, kan søgemaskinen stadigvæk finde resultater med det samme
ord, bare i en anden form hhv som del af et sammensat ord. Dette kan gøre
resultaterne fra søgemaskine meget bedre, da man her faktisk kan f˚a et resultat
der ligner det man ledte efter, selvom et eksakt match ikke kunne findes.
Desværre er der i praksis nogle problemer med disse teknikker. I bogen ’In-
formation Retrieval: Data Structures & Algorithms’ sammenlignes otte forskel-
lige undersøgelser om lemmatisering og trunkering, der alle konkluderer noget
forskelligt [BYF92]. Denne usikkerhed hvorvidt disse teknikker har en positiv
effekt p˚a en søgemaskine, har f˚aet mange søgemaskiner til ikke at anvende det
[BYRN99].
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4.2.5 Homografer og ordklassebestemmelse
Ved lemmatisering kan der opst˚a forvirring omkring ord der staves ens, men be-
tyder noget forskelligt. S˚adanne ord kaldes for homografer. Fx er ’hamre’ (flertal
af en hammer) og ’hamre’ (verbet at hamre) to vidt forskellige ord, der deler det
samme lemma. Dette problem kan løses ved ordklassebestemmelse. Ordklasse-
bestemmelse giver dog ingen mening hvis man ikke er klar over hvilke ordklasser
de indtastede søgeord tilhører. Jo færre ord der indtastes desto sværere er det
ogs˚a at automatisere denne process. Selvom der indtastes mange ord er det ikke
sikkert at det er sammenhængende sætninger der indtastes. S˚a hvis ikke man
i en dialog med brugeren ordklassebestemmer forespørgslen er det umuligt at
vide hvad brugeren mener.
Der findes ogs˚a eksempler hvor orklassebestemmelse ikke er nogen løsning.
Fx er ’tang’ (plante) og ’tang’ (redskab) to vidt forskellige ord, der ogs˚a deler det
samme lemma. Her kan problemet ikke løses ved at ordklassebestemme teksten,
da begge forekomster af ’tang’ er navneord. Her findes der umidelbart ingen
løsning, da man ikke kan vide hvilket ord der menes i den oprindelige tekst.
4.2.6 Synonymer
Modsat homografer staves synonymer ikke ens, men betyder det samme eller
næsten det samme, fx er ’slet’, ’d˚arlig’ og ’ringe’ synonymer, da de næsten bety-
der det samme alle tre [Pal02]. Ved at tilknytte s˚adanne begreber til hinanden
i et indeks som værende synonyme, kan man ikke kun søge efter de ord, som
brugeren indtaster, men ogs˚a lignende ord.
4.2.7 Stavem˚ader
Der opst˚ar ogs˚a problemer ved ord der af historiske eller andre a˚rsager staves
forskelligt. Et konkret eksempel fra de H. C. Andersen eventyr vi har brugt i
denne opgave, er ordet Kjøbenhavn hhv. København. P˚a det tidspunkt hvor
H. C. Andersen levede stavede man København som Kjøbenhavn. Dette giver
selvfølgelig problemer hvis søgemaskinen ikke er klar over at de to ord faktisk
er det samme. Modsat kan det for brugeren ogs˚a være en hjælp, da man kan
udnytte dette til fx kun at søge i ældre tekster. Det optimale var nok hvis
søgemaskinen kendte til disse forhold, og favoriserede den stavem˚ade der bruges
af brugeren til at rangere resultaterne.
4.3 Indeksering
S˚a snart teksten er preprocesseret og dermed forberedt til at blive indekseret skal
den gemmes i en datastruktur. Den mest udbredte og anvendte i sammenhæng
med søgemaskiner er det inverterede indeks.
Grundstrukturen i vores inverterede indeks best˚ar af to dele, vocabulary
(ordbogen) og occurences (forekomsterne). Et vocabulary indeholder alle de
ord der er i alle de indekserede tekster, og occurences indeholder informationer
om hvor og i hvilke tekster hvert ord forekommer. N˚ar man gemmer informa-
tioner om hvor i en tekst et ord st˚ar og ikke kun i hvilken, laver man faktisk et
’fuldt’ inverteret indeks. Denne m˚ade at gemme en tekst p˚a gør at man skiller
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den fuldstændig ad men kan genskabe den igen. Dvs intet i teksten er g˚aet tabt
med mindre man har fjernet noget i preprocesseringen.
Figur 4.1: ER-diagram af det inverterede indeks
Det inverterede indeks som vi bruger i vores implementering er blevet ud-
videt lidt. Vi har tilføjet en del der indeholder informationerne omkring alle
dokumenter documents, samt en del der indeholder alle de udregnede dokument-
vektorer documentvector. P˚a figur 4.1 kan man se de fire dele og de attributter
de indeholder.
Hovedforma˚let med at gemme teksten i s˚adan en datastruktur er at optimere
søgehastigheden. Det er dog ikke kun selve indekseringen der gør det hurtigere
at søge. Det er ogs˚a meget vigtigt at man i indekseringsprocessen udfører s˚a
mange udregninger som muligt. Som vi tidligere har set i beskrivelsen af vektor
modellen i afsnit 3.2, er der udregninger som idf, fij og wij der skal udføres,
før man kan sammenligne forespørgelsesvektoren med dokumentvektorerne. Jo
flere tal der er forberedt før søgningen, desto hurtigere vil en søgning kunne
gennemføres. For at kunne forberede disse tal har vi udvidet den struktur, som
vi gemmer vores data i, jvf figur 4.1.
Som man kan se udregnes og gemmes den inverse dokumentfrekvens som et
ekstra attribut i vocabulary. Ud over det udregnes den normaliserede term-
frekvens fij og vægtningen wij af hvert ord i hvert dokument, og gemmes i
documentvector. Fordelen herved er som allerede nævnt, at man kan udføre
meget hurtigere søgninger ved at have forberedt disse data inden søgningen.
Ulempen er at det tager lang tid at forberede et inverteret indeks til søgning og
at man skal gemme en masse ekstra data, se bilag B for kørselstider.
I virkeligheden er dette dog ikke reelle problemer, da man uden store om-
kostninger kan udvide sine systemer. Lagringsplads er i dag s˚a billigt at disse
datamængder ikke skaber problemer. Problemet med at det tager lang tid at
indeksere, kan løses ved at have flere parallelle systemer. Mens man med det ene
system indekserer og laver alle beregninger, kan det andet system bruges til at
søge i. N˚ar beregningssystemet s˚a er færdig skifter man mellem de to systemer.
Da det er en stor og langvarig proces at udregne alle disse tal, er det
selvfølgelig ikke hver ændring hhv opdatering i indekset, der udløser en komplet
genberegning. Man vil typisk vente indtil man har indekseret et bestemt antal
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ændringer, og herefter udføre en ny beregning. I og med at det typisk vil være
store dokumentsamlinger er det ikke noget problem, da sma˚ ændringer stort set
ikke p˚avirker vægtningerne.
4.3.1 Opbygning af indekset
Figur 4.1 viser strukturen af den database vi bruger til at gemme alt data i. For
dog at f˚a et bedre indblik i hvad de enkelte attributter st˚ar for, kommer der her
en mere udførlig beskrivelse af hvad tabellerne indholder.
Tabellen vocabulary indeholder følgende attributter:
• wordid er et automatisk tildelt id til hvert ord.
• word er selve ordet. Dette attribut er oprettet som en UNIQUE nøgle, da
ord ikke m˚a forekomme flere gange i denne tabel.
• idf er ordets inverterede dokument frekvens (se afsnit 3.2).
Tabellen occurences indeholder følgende attributter:
• wordid er en reference til ’wordid’ i vocabulary tabellen. Eller med andre
ord en reference til hvilket ord der er tale om p˚a den p˚agældende plads i
et bestemt dokument.
• docid er en reference til hvilket dokument ordet forekommer i.
• place er ordets placering i dokumentet.
Tabellen documents indeholder følgende attributter:
• docid er et af databasen automatisk genereret id til hvert dokument.
• descr er en tekststreng med et par af ordene fra dokumentets indhold.
descr hentes automatisk fra teksten som de første 40 ord i teksten. Bruges
i visningen af resultaterne.
• url er dokumentets URL p˚a internettet. Bruges til at formatere resultat-
siden, s˚a man kan linke direkte til resultatet.
• title er sidens titel, hentet fra title-tag’et i kildekoden. Bruges ogs˚a til
præsentation af resultaterne.
• docVectorL er længden p˚a et dokuments vektor (se afsnit 3.2).
Tabellen documentvector indeholder følgende attributter:
• wordid er en reference til et ord i vocabulary tabellen.
• docid er en reference til et dokument i documents tabellen.
• fij er et ords normaliserede termfrekvens i et bestemt dokument (se afsnit
3.2).
• wij er vægten for et bestemt ord i et bestemt dokument (se afsnit 3.2).
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4.4 Søgning og vægtning
Ved en almindelig søgning er der grundlæggende følgende tre skridt.
1. Der søges i ordlisten (vocabulary) efter de af brugeren angivne ord.
2. For hvert ord findes alle forekomsterne i alle dokumenter.
3. Alle forekomsterne bruges til at beregne rangeringen af resultaterne.
Fordi en søgning altid starter i ordlisten, er det fornuftigt at have denne i en
seperat tabel. Som allerede nævnt foroven gør denne inddeling at søgehastigheden
øges. Grunden til at søgehastigheden øges er at hele ordlisten for det meste kan
være i hukommelsen, der gør det meget hurtigere at tilg˚a dataen.
4.4.1 Hurtigt skiftende indhold
N˚ar man indekserer tekster p˚a internettet er der ingen garanti for at de indek-
serede sider ikke laves om minuttet efter at siden er blevet indekseret. Dette gør
at man ikke kan være sikker p˚a at de resultater som brugeren finder faktisk er
det der reelt ligger p˚a den p˚agældende hjemmeside. Problemet kunne løses ved
s˚a ofte som muligt at besøge en side for at indeksere den. Desværre er dette hel-
ler ikke helt uden problemer, da det tager lang tid at crawle alle internetsider.
En ma˚de at løse dette p˚a er ved i sin kode p˚a hjemmesiden at give crawleren
informationer om hvor ofte man regner med at siden ændres. Ud over det burde
en internetsøgemaskine crawle siderne med et fornuftigt interval som fx e´n gang
dagligt. Dette ville sikre at det indeks som brugeren søger i, og de sider som
ligger ude p˚a nettet har nogenlunde samme indhold.
4.4.2 Ords placering i forhold til hinanden
Hvis man bruger et fuldt inverteret indeks, der indeholder placering af et ord
i teksten, kan man bruge dette til at finde søgeords indbyrdes placering til
hinanden i et dokument. Det vil sige man kan favorisere et dokument, i hvilket
søgeord st˚ar tættere p˚a hinanden end i et andet dokument.
Man kan argumentere for at det i de fleste almindelige sprog giver mening,
at ord der st˚ar tæt p˚a hinanden ofte er relateret til hinanden i den p˚agældene
teksts kontekst. Dette skyldes at sætninger ikke giver mening hvis ordene st˚ar i
en vilk˚arlig rækkefølge. Ovenst˚aende argument holder dog ikke altid. Hvis man
fx søger efter ’bl˚a bil’, og der i en tekst st˚ar ’...sort bil, bl˚a hat...’ vil afstanden
mellem bil og bl˚a være 1. Det vil sige man har fundet den optimale afstand
mellem ’bil’ og ’bl˚a’, og dermed et perfekt match. Problemet her er dog at det
p˚agældende dokument ikke handler om en ’bl˚a bil’ men om en ’sort bil’. Hvis
man vælger at implementere ovenst˚aende, skal man være opmærksom p˚a dette
problem.
4.4.3 Ords placering i dokumentet
En anden m˚ade at ændre ords vigtighed p˚a, er ved at se p˚a hvor de er placeret
i dokumentet. Dvs man kan tildele ord der st˚ar tidligere i et dokument en
højere vigtighed end ord der st˚ar senere i en tekst. Dette argument holder hvis
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man fx tænker p˚a avisartikler. Her er det en udbredt teknik at man skriver de
vigtigste ting først, for at undg˚a at miste for meget hvis artiklen kortes ned
af en redaktør. Hvis man derimod tænker p˚a andre historier, hvor man gerne
gemmer højdepunktet til sidst i fortællingen har vi igen et problem. Der er
umiddelbart ingen m˚ade hvorp˚a man kan vide om ord tidligt i et dokument
er vigtigere, hvis man automatisk vægter ord i tekster. Dette medfører at det
virker ret usandsynligt for os at s˚adanne teknikker anvendes.
4.4.4 Symmetri i similariteten
Som vi tidligere har set i afsnit 3.4 findes der forskellige m˚ader at beregne
similariteten mellem to dokumenter hhv en forespørgsel q og et dokument d.
Alle de similaritetsm˚al vi har vist har den fælles egenskab at de er symmetiske
i den forstand, at similariteten altid vil være den samme lige meget hvilken vej
man vender sammenligningen. Dvs sim(q,d) vil være det samme som sim(d,q).
Ulempen ved at have et symmetrisk similaritetsm˚al er at man ikke kan f˚a et
specifikt svar p˚a et generelt spørsm˚al. Dette er man som regel interesseret i, da
en generel søgning efter ’dyr’ gerne m˚a indeholde ’giraf’ som specifikt svar, da
den er en del af mængden ’dyr’. Omvendt er man ikke interesseret i generelle
svar p˚a specifikke spørgsm˚al. Ved en specifik søgning efter ’giraf’ er man ikke
intereseret i generelle svar omkring ’dyr’.
Grunden til det er at vektor A er en del af vektor B hvis alle egenskaber der
er tildelt vektor A ogs˚a er indeholdt i vektor B. Salton og McGill kalder denne
egenskab ved vektorer ’the inclusion property’, og kan bruges til at arrangere
objekter hhv dokumenter hierarkisk [SM83].
Det vil være en oplagt forbedring at bruge et asymetrisk similaritetsm˚al, da
man s˚a kunne lade en af vektorerne være den øverste del i hierarkiet. Her er
det selvfølgelig forespørgelsesvektoren vi tænker p˚a, da det ville medføre at vi
s˚a kunne f˚a generelle svar p˚a specifikke spørgsma˚l.
Forudsætningen for at man kan anvende asymetriske similaritetsm˚al er at
indholdet er hierarkisk katalogiseret. Hvis søgemaskinen ikke ved, at ’giraf’
tilhører mængden af ’dyr’, vil specificering af søgeord ikke kunne lade sig gøre.
Kapitel 5
Program
Som allerede nævnt tidligere, s˚a er vores søgemaskine programmeret i PHP og
MySQL. For PHP delen gælder at den i PHP5 nye objektorienterede del er
brugt flittigt. De forskellige dele af programmet er delt op i forskellige filer, der
vises p˚a figur 5.1. ER-diagrammet for databasen ses p˚a figur 4.1 og oprettelsen
af tabellerne for databasen findes i bilag A.
I det første afsnit beskrives flowet i programmet i forbindelse med opbyg-
ningen af det inverterede indeks og søgningen. Herefter præsenteres nogle af de
programmeringstekniske overvejelser vi har gjort os før, under og efter imple-
menteringsfasen i programmeringsovervejelserne. De sidste to afsnit indeholder
en brugervejledning og en afprøvning af programmet.
Koden er dokumenteret ved hjælp af et system der hedder PHPdocumentor
[Eic]. Dette er grunden til at der nogle steder i koden fx st˚ar @author eller @ver-
sion. Disse tags skal der bare ses bort fra, da de kun bruges til dokumentation
af programmet.
5.1 Programbeskrivelse
Programbeskrivelsen er tænkt som en overordnet beskrivelse af programmet. Vi
g˚ar her ikke i dybden, men har i stedet skrevet uddybende kommentarer i koden
se bilag C.
Før selve søgningen kan udføres skal det inverterede indeks opbygges. Det-
te foreg˚ar ved at kalde filen /run/runAll.php. Denne kalder s˚a igen de fire
filer /run/1_run_crawler.php, /run/2_build_idf.php, /run/3_build_wij.
php og /run/4_build_docVectorL.php i nævnte rækkefølge. Disse fire filer gør
følgende n˚ar de bliver kaldt:
1. /run/1_run_crawler.php - Der oprettes forbindelse til alle de sider, der
ligger i den lokale URL server. Denne er defineret i /include/url.php
som et array indeholdende alle de sider der skal crawles. Sidernes kildeko-
de hentes og alle HTML-tags fjernes ved hjælp af getText() metoden i
Crawl klassen placeret i filen /classes/crawl.php. N˚ar alle sider er rip-
pet for HTML-tags og kun den rene tekst er tilbage, indsættes alle nye
dokumenter i tabellen documents og nye ord i tabellen vocabulary. For
hvert ord indsættes der en række i tabellen occurences der indeholder
information om dokumentet, ordet og ordets placering i dokumentet.
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Figur 5.1: Programmets filstruktur
2. /run/2_build_idf.php - For hvert ord beregnes den inverterede doku-
mentfrekvens idf , se afsnit 3.3, ved at kalde metoden idf() i Vsm klassen
placeret i filen /classes/vsm.php.
3. /run/3_build_wij.php - Den normaliserede frekvens Fij og vægten Wij ,
se afsnit 3.3, udregnes for hvert ord i hvert dokument. De udregnede vær-
dier gemmes i tabellen documentvector som fij og wij. Metoden der
kaldes hedder wij() og kommer ogs˚a fra Vsm klassen.
4. /run/4_build_docVectorL.php - Det sidste der sker ved opbygningen
af det inverterede indeks er at længden af samtlige dokumentvektorer, se
afsnit 3.3, udregnes og gemmes i tabellen documents.
Nu hvor det inverterede indeks er opbygget kan der søges i denne struk-
tur. Dette gør man ved at g˚a ind p˚a adressen http://search.webmindit.dk/
index.php med en browser. Her præsenteres man for et indtastningfelt og en
søgeknap se figur 5.2. Ved at indtaste et eller flere søgeord og herefter betjene
knappen ’søg’ sætter man søgningen i gang.
Det første der sker, er at programmet prøver at finde alle de angivne søgeord
i tabellen vocabulary ved hjælp af metoden wordId(). Findes ingen af ordene,
meddeles dette til brugeren. Hvis der findes et eller flere ord, udregnes der en fo-
respørgselsvektor ved hjælp af metoden queryVector(). Efterfølgende udregnes
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længden p˚a forespørgselsvektoren med metoden vectorLenght(). For metoder-
ne wordId(), queryVector() og vectorLenght() samt resten af metoderne i
dette afsnit gælder der, at de ligger i klassen Vsm.
Det næste der sker er at alle dokumentvektorer findes, der ligner forespørgsels-
vektoren. Med andre ord findes alle dokumenter, der indeholder et eller fle-
re af de ord der er blevet indtastet af brugeren. Dette gøres med metoden
getDocVectors().
Det sidste skridt i søgeprocessen er at sammenligne dokumentvektorerne
med forespørgselsvektorerne. Dette giver os en gradueret similaritet mellem
søgeordene og dokumenterne. Ved s˚a at sortere dokumenterne med den højeste
grad af similaritet øverst, kan resultatet til brugeren udskrives med det bedste
resultat øverst. Sammenligningsprocessen udføres af metoden simularDocs(),
og udskrivningen af de rangerede resultater st˚ar metoden showResult() for.
5.2 Programmeringsovervejelser
Som allerede nævnt i afnit 4.3 er det vigtigt at forberede s˚a mange tal som
muligt i sin indeksstruktur inden selve søgningen. Dette har vi til dels gjort i og
med at idf, fij og wij beregnes og gemmes i databasen. Der er forskellige andre
tal der ogs˚a kunne være forberedt for kun at udføre beregningen en gang i ste-
det for ved hver søgning. Her er der tale om det samlede antal dokumenter, der
findes af metoden docCount(); antallet af forekomster af hvert ord i hvert doku-
ment, der udregnes af metoden wordFrequency(); hvert ords antal forekomster
i det samlede dokumentsæt, der udregnes af metoden wordFrequencyAll();
antal gange det mest forekommende ord optræder, der beregnes af metoden
mostCommonCountAll() og antallet af dokumenter hvert ord forkommer i, der
udregnes af metoden numberInDoc(). Udregninger af disse tal ved indekserin-
gen ville øge søgehastigheden, men kun minimalt. Det, og fordi vi ikke har lagt
stor vægt p˚a optimering af hastigheden, er grundende til at vi ikke har imple-
menteret ovenst˚aende.
Vi har allerede tidligt i opgaven gjort rede for valget af udviklingsmiljøet,
og gjort opmærksom p˚a at det i performance øje med ikke er det optimale valg
at bruge PHP. Dette mener vi stadig, men det skal her dog siges at PHP er et
sprog, der i de seneste a˚r er blevet meget populært gennem sine gode egenska-
ber til webprogrammering. Dette har gjort at der er kommet mange forskellige
udvidelser som fx GTK, der er et plugin til udvikling af GUI programmer [PG].
Ud over det er der kommet en ny datastrukur BITSET, der især skal være nyttig
i algoritmer [Sto05]. Vi har valgt ikke at bruge denne udvidelse endnu, da den
stadigvæk er i udviklingsfasen.
Ovenst˚aende forbedringer ville til en vis grad have været med til at øge ska-
lerbarheden. Men der hvor det for alvor ville gøre en forkskel, var hvis crawleren
ville blive implementeret til ikke at lægge alle hentede sider i et array. Som
tidligere nævnt er det flaskehalsen i programmet.
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Figur 5.2: Indtastningsfelt til søgningen
5.3 Brugervejledning
5.3.1 Opbygning af det inverterede indeks
For at kunne opbygge det inverterede indeks skal man have adgang til en
(web)server, der har installeret PHP5 og MySQL 4.1. Tabellerne der skal ligge
i databasen oprettes som vist i bilag A. Adgangsinformationerne til databasen
opdateres i filen /classes/db.php jvf bilag C.3.
Før genereringen af det inverterede indeks over en eller flere internetsider,
skal disse siders URL st˚a i dns arrayet i filen /include/url.php. De indtastes
blot som vist i bilag C.5. S˚a snart alle de sider man vil indeksere st˚ar i filen
kaldes filen /run/runAll.php, der sørger for at opbygge det inverterede indeks.
S˚a snart kørslen af denne fil er færdig kan der søges. Kørslen af filen tager
temmelig lang tid alt efter hvor mange sider man ønsker at indeksere. Se bilag
B for eksempler p˚a kørsler.
5.3.2 Brug af søgningen
S˚a snart det inverterede indeks er færdigt, kan man søge i det. Dette gør man
ved at g˚a ind p˚a den server som man har lagt det - i vores tilfælde http:
//search.webmindit.dk/index.php.
Det første man ser er ikke andet end et indtastningsfelt og en søgeknap se
figur 5.2.
Indtastningsfeltet bruges til at indtaste de søgeord man gerne vil søge efter,
hvorefter man klikker p˚a ’SØG’. Dette sætter søgningen i gang, og man finder
resultatet af søgningen umiddelbart under søgefeltet se figur 5.3.
Det er kun simple søgninger der er mulige i dette interface. Det er ikke
muligt at bruge gængse teknikker som gentagelse af ord for at øge vigtigheden,
anførselstegn omkring ord og ændring af søgeordenes rækkefølge for at p˚avirke
søgeresultatet.
Som man kan se vises der for hvert resultat fire dele. Første del starter med
nummeret p˚a placeringen i rangeringen, hvorefter sidens titel vises. Den anden
del viser en kort tekst fra siden, der er defineret som de første 40 ord. Den
tredje del viser similariteten (RANK), og i den sidste del kan man se URLen
for resultatet.
Lige under søgeknappen vises der nogle statistiske data der fortæller hvor
mange resultater søgningen gav og hvor mange dokumenter der blev søgt i, samt
hvor lang tid søgningen tog.
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Figur 5.3: Resultatvisning af søgningen
5.4 Afprøvning
For at afprøve vores søgemaskine har vi genskabt et eksempel fra [Isl]. Her
udregnes der et eksempel, der er baseret p˚a at vægten udregnes som wi,j =
freqi,j × idf . Ved at genskabe dette eksempel kan vi kontrollere om udreg-
ningerne udføres korrekt. Det er kun i denne afprøvning at wi,j udregnes som
foroven, ellers udregnes vægtningen som angivet i afsnit 3.3.
Udgangspunktet er de tre dokumenter D1, D2 & D3 samt forespørgslen Q:
D1 ’Shipment of gold damaged in a fire’
D2 ’Delivery of silver arrived in a silver truck’
D3 ’Shipment of gold arrived in a truck’
Q ’gold silver truck’
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Først opbygges det inverterede indeks og termfrekvensen freqi,j for hvert
dokument beregnes. I vores program tilgodeses termfrekvensen i forespørgslen
ikke, men den er medtaget her for at gengive hele eksemplet. Herefter udregnes
alle inverterede dokumentfrekvenser som idf = log(N/ni). Til sidst udregnes
alle vægte som wi,j = freqi,j × idf . Alle beregninger kan ses i tabel 5.1.
For nu at kunne sammenligne forespørgslen med dokumenterne og finde ud
af hvor meget de ligner hinanden, ses vægtene som koordinaterne i et vektorrum.
Dvs forespørgslen og dokumenterne ses som værende vektorer i et rum.
Først udregnes længden p˚a alle vektorer:
|D1| =
√
0.47712 + 0.47712 + 0.17612 + 0.17612 =
√
0.5172 = 0.7192
|D2| =
√
0.17612 + 0.47712 + 0.95422 + 0.17612 =
√
1.2001 = 1.0955
|D3| =
√
0.17612 + 0.17612 + 0.17612 + 0.17612 =
√
0.1240 = 0.3522
|Q| =
√
0.17612 + 0.47712 + 0.17612 =
√
0.2896 = 0.5382
Herefter udregnes alle skalarprodukter der ikke giver nul:
Q •D1 = 0.1761× 0.1761 = 0.0310
Q •D2 = 0.4771× 0.9542× 0.1761× 0.1761 = 0.4862
Q •D3 = 0.1761× 0.1761× 0.1761× 0.1761 = 0.0620
Og til sidst udregnes cosinusværdierne:
cos θD1 =
Q •D1
|Q| × |D1| =
0.0310
0.5382× 0.7192 = 0.0801
cos θD2 =
Q •D2
|Q| × |D2| =
0.4862
0.5382× 1.0955 = 0.8246
cos θD3 =
Q •D3
|Q| × |D3| =
0.0620
0.5382× 0.3522 = 0.3271
Ved s˚a at rangere disse resultater efter størrelse finder vi ud af hvilke doku-
menter der ligner mest:
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• RANK 1: D2 0.8246
• RANK 2: D3 0.3271
• RANK 3: D1 0.0801
Ved nu at indeksere D1, D2 & D3 med vores søgemaskine kan vi søge med den
samme forespørgsel og finde ud af om søgealgoritmen regner rigtigt. De tre do-
kumenter ligger under /testdata/d1.htm, /testdata/d1.htm & /testdata/
d1.htm se figur 5.1.
Søgningen med resultatet ses p˚a figur 5.4, der viser at vores søgemaskine
udregner de samme tal som regneeksemplet foroven.
Figur 5.4: Resultatvisning af søgningen med testdata
Kapitel 6
Konklusion
Opgavens form˚al var at f˚a et indblik i IR og at implementere en søgemaskine,
som vi ved litteraturstudier skulle finde ud af hvordan virker. Dette har vi
forma˚et i og med at vi har implementeret en fuld funktionsdygtig søgemaskine
baseret p˚a vektor modellen.
Ved litteraturstudierne fandt vi ud af hvor stort og komplekst et omr˚ade
informationssøgning er. Dette gjorde at selve afgrænsningen af opgaven og ud-
vælgelsen af den teoretiske model var en større udfordring end vi havde regnet
med.
Hvis man ser p˚a mængden af tilgængelig information p˚a internettet kan det
umiddelbart virke, som om det er selve mængden, der gør det svært at finde
frem til de rigtige informationer. Dette er ogs˚a til dels rigtigt, men det der er
den største udfordring er at tyde alle informationerne og returnere ’fornuftige
svar’ p˚a en søgning. Dette indebærer at man bliver nødt til i sin søgemaskine
at definere hvordan man vil tyde informationen og hvad et ’fornuftigt svar’ er.
Definitionen af hvordan man vil tyde information afspejles i indekserings og
preprocesseringsprocessen, hvor man bestemmer sig for hvordan man vil beskri-
ve de dokumenter der indekseres. Det at returnere fornuftige svar afspejles i den
søgealgoritme man vælger at bruge. I begge tilfælde er der, som vi har beskre-
vet igennem hele rapporten, et hav af problemer og muligheder man skal tage
stilling til.
En af de mere specifikke ting vi har fundet ud af ved vektor modellen, er at
similaritetsm˚alet, eller m˚aden hvorp˚a man sammenligner vektorer p˚a, spiller en
afgørende rolle. Selvom man har beskrevet dokumenterne i sit indeks ’korrekt’,
kan man ikke være sikker p˚a at rangeringen gengiver relevansen af dokumen-
terne korrekt. Fx har cosinus-koefficienten den ulempe at kun vinklen afgører
similariteten mellem vektorerne, som kan betyde at mere relevante dokumenter
rangeres lavere, som vist i afsnit 3.4.
Generelt om IR kan der siges at der ikke findes e´n perfekt m˚ade at lave en
søgemaskine p˚a. Alt efter hvad behovene er, bliver man nødt til at tage stilling
til hvilke egenskaber søgemaskinen skal have.
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Bilag A
Oprettelsen af tabellerne i
databasen
Listing A.1: Oprettelse af tabellen vocabulary
1 CREATE TABLE ‘ vocabulary ‘ (
2 ‘ wordid ‘ int (255) unsigned NOT NULL auto increment ,
3 ‘word ‘ char (255) NOT NULL default ’ ’ ,
4 ‘ i d f ‘ double NOT NULL default ’ 0 ’ ,
5 PRIMARYKEY ( ‘ wordid ‘ ) ,
6 UNIQUE KEY ‘word ‘ ( ‘ word ‘ )
7 ) ENGINE=InnoDB
Listing A.2: Oprettelse af tabellen occurences
1 CREATE TABLE ‘ occurences ‘ (
2 ‘ wordid ‘ int (255) unsigned NOT NULL default ’ 0 ’ ,
3 ‘ docid ‘ int (255) unsigned NOT NULL default ’ 0 ’ ,
4 ‘ place ‘ int (255) unsigned NOT NULL default ’ 0 ’ ,
5 PRIMARYKEY ( ‘ wordid ‘ , ‘ docid ‘ , ‘ p lace ‘ ) ,
6 KEY ‘ FK occurences docid ‘ ( ‘ docid ‘ ) ,
7 CONSTRAINT ‘ FK occurences docid ‘
8 FOREIGN KEY ( ‘ docid ‘ )
9 REFERENCES ‘ documents ‘ ( ‘ docid ‘ )
10 ON DELETE CASCADE
11 ONUPDATE CASCADE,
12 CONSTRAINT ‘ FK occurences wordid ‘
13 FOREIGN KEY ( ‘ wordid ‘ )
14 REFERENCES ‘ vocabulary ‘ ( ‘ wordid ‘ )
15 ON DELETE CASCADE
16 ONUPDATE CASCADE
17 ) ENGINE=InnoDB
Listing A.3: Oprettelse af tabellen documents
1 CREATE TABLE ‘ documents ‘ (
2 ‘ docid ‘ int (255) unsigned NOT NULL auto increment ,
3 ‘ descr ‘ char (255) NOT NULL default ’ ’ ,
4 ‘ ur l ‘ char (255) NOT NULL default ’ ’ ,
5 ‘ t i t l e ‘ char (255) NOT NULL default ’ ’ ,
6 ‘ docVectorL ‘ double NOT NULL default ’ 0 ’ ,
7 PRIMARYKEY ( ‘ docid ‘ )
8 ) ENGINE=InnoDB
Listing A.4: Oprettelse af tabellen documentvector
1 CREATE TABLE ‘ documentvector ‘ (
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2 ‘ wordid ‘ int (255) unsigned NOT NULL default ’ 0 ’ ,
3 ‘ docid ‘ int (255) unsigned NOT NULL default ’ 0 ’ ,
4 ‘ f i j ‘ double NOT NULL default ’ 0 ’ ,
5 ‘ wij ‘ double NOT NULL default ’ 0 ’ ,
6 PRIMARYKEY ( ‘ wordid ‘ , ‘ docid ‘ ) ,
7 KEY ‘ FK documentvector docid ‘ ( ‘ docid ‘ ) ,
8 CONSTRAINT ‘ FK documentvector docid ‘
9 FOREIGN KEY ( ‘ docid ‘ )
10 REFERENCES ‘ documents ‘ ( ‘ docid ‘ )
11 ON DELETE CASCADE
12 ONUPDATE CASCADE,
13 CONSTRAINT ‘ FK documentvector wordid ‘
14 FOREIGN KEY ( ‘ wordid ‘ )
15 REFERENCES ‘ vocabulary ‘ ( ‘ wordid ‘ )
16 ON DELETE CASCADE
17 ONUPDATE CASCADE
18 ) ENGINE=InnoDB
Bilag B
Kørsler og datastørrelser p˚a
tabeller
Tabel B.1: Datastørrelse p˚a tabeller og kørselstider for indekseringen
MED fjerning af stopord UDEN fjerning af stopord
Tabel Antal Data Indeks Antal Data Indeks
vocabulary 24.333 7.880.704 12.337.152 24.288 7.880.704 12.337.152
occurences 222.871 19.447.808 9.977.856 384.305 26.820.608 15.253.504
documentvector 110.525 6.832.128 118.814 118.476 6.832.128 4.734.976
documents 172 196.608 0 172 196.608 0
Kørsel tid tid
1 run crawler 1.665 s 3.021 s
2 build idf 134 s 140 s
3 build wij 614 s 665 s
4 build docVectorL 3,68 s 3,86 s
Bilag C
Kildekode
Listing C.1: /classes/build inv.php
1 <?php
2 /∗∗
3 ∗ Opbygning a f det i nv e r t e r ed e indeks .
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗
9 ∗ Opbygning a f det i nv e r t e r ed e indeks .
10 ∗
11 ∗ @package SEARCH
12 ∗ @author Jesper Goos , Sam Azmayesh
13 ∗ @version 0 .1
14 ∗/
15 c l a s s Bui ldInv{
16 /∗∗
17 ∗ Var iabe l der sættes hv i s k l a s s en ska l debugges .
18 ∗/
19 var $debug = 0 ;
20 /∗∗
21 ∗ Var iabe l der sættes hv i s t a b e l l e r n e i databasen
22 ∗ ska l tømmes f ø r de f y l d e s op igen .
23 ∗/
24 var $ c l e a r Idx = 1 ;
25 /∗∗
26 ∗ Var iabe l der bestemmer længden pa˚ et
27 ∗ dokuments b e s k r i v e l s e .
28 ∗/
29 var $de s c r l eng th = 40 ;
30
31 /∗∗
32 ∗ Funktion der ka ldes med ar raye t indeholdende a l l e s i d e r . Denne
33 ∗ funkt ion ka lde r s a˚ i gen a l l e de nedenst a˚ende funkt i one r .
34 ∗
35 ∗ @author Jesper Goos , Sam Azmayesh
36 ∗ @version 0 .1
37 ∗ @param Array $ s i t e s
38 ∗/
39 func t i on invIndex ( $ s i t e s ) {
40 #######################################
41 i f ( $th i s−>c l e a r I dx==1){ $th i s−>c l ea r Index ( ) ; }
42 #######################################
43 foreach ( $ s i t e s as $ur l=>$ s i t e ){
44 $ t i t l e = array shift ( $ s i t e ) ;
45 /∗∗∗ $descr hentes ud som de f ø r s t e
46 ∗ $de s c r l eng th ord i a r raye t . ∗/
47 $descr = implode ( ” ” ,
48 array sl ice ( $ s i t e , 0 , $ th i s−>de s c r l e ng th ) ) ;
49 /∗∗∗ Dokumenttabellen opdateres og
50 ∗ dokumentid ’ et hentes . ∗/
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51 $docid = $th i s−>newDokument ( $ur l , $descr , $ t i t l e ) ;
52 foreach ( $ s i t e as $p lace=>$word ){
53 /∗∗∗ Ordtabe l l en opdateres og dokumentid ’ et hentes . ∗/
54 $wordid = $th i s−>newWord( strtolower ( trim ( $word ) ) ) ;
55 $th i s−>newOccurence ( $wordid , $docid , $p lace ) ;
56 echo $wordid . ” , ” . $docid . ” , ” . $p lace . ”\n” ;
57 }
58 }
59 }
60
61 /∗∗
62 ∗ Indsætter et ord og dets p l a c e r i n g i e t bestemt
63 ∗ dokument i t ab e l l e n ” occurences ” .
64 ∗
65 ∗ @author Jesper Goos , Sam Azmayesh
66 ∗ @version 0 .1
67 ∗ @param Int $wordid
68 ∗ @param Int $docid
69 ∗ @param Int $p lace
70 ∗/
71 func t i on newOccurence ( $wordid , $docid , $p lace ){
72 $pre query = ”SELECT ∗ FROM occurences
73 WHERE wordid=’$wordid ’
74 AND docid=’ $docid ’
75 AND place=’ $p lace ’ ” ;
76 $ r e s p r e que ry = mysql query ( $pre query ) or
77 die (mysql error ( ) . ” newOccurence 1 ” ) ;
78 i f ( !mysql affected rows ()>=1){
79 $query post = ”INSERT INTO occurences
80 ( wordid , docid , p lace )
81 VALUES ( ’ $wordid ’ , ’ $docid ’ , ’ $p lace ’ ) ” ;
82 $ r e s que ry po s t = mysql query ( $query post ) or
83 die (mysql error ( ) . ” newOccurence 2 ” ) ;
84 }
85 }
86
87 /∗∗
88 ∗ Indsætter ord i t ab e l l e n ” vocabulary ” hv i s de
89 ∗ i kke er i t a b e l l e n endnu .
90 ∗
91 ∗ @author Jesper Goos , Sam Azmayesh
92 ∗ @version 0 .1
93 ∗ @param Int $wordid
94 ∗/
95 func t i on newWord( $word ){
96 $pre query = ”SELECT ∗ FROM vocabulary
97 WHERE word=’$word ’ ” ;
98 $ r e s p r e que ry = mysql query ( $pre query ) or
99 die (mysql error ( ) . ” newWord 1” ) ;
100 i f (mysql affected rows ()>=1){
101 $query post = ”SELECT ∗ FROM vocabulary
102 WHERE word=’$word ’ ” ;
103 } else {
104 $query post = ”INSERT INTO vocabulary
105 (word )
106 VALUES ( ’ $word ’ ) ” ;
107 }
108 $ r e s que ry po s t = mysql query ( $query post ) or
109 die (mysql error ( ) . ” newWord 2” ) ;
110 /∗∗∗ v i ska l r e tu rne r e id ’ e t pa˚ ordet ,
111 ∗ s a˚ det hentes her . ∗/
112 $ r e s i d = mysql query ( $pre query ) or
113 die (mysql error ( ) . ” newWord 3” ) ;
114 while ( $row id = mysq l f e t ch ob j e c t ( $ r e s i d ) ){
115 return $row id−>wordid ;
116 }
117 }
118
119 /∗∗
120 ∗ Indsætter e l l e r opdaterer en række i t ab e l l e n ”documents”
121 ∗ med t i t e l , b e s k r i v e l s e og u r l .
122 ∗
123 ∗ @author Jesper Goos , Sam Azmayesh
124 ∗ @version 0 .1
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125 ∗ @return Int $docid
126 ∗ @param Str ing $ur l
127 ∗ @param Str ing $descr
128 ∗ @param Str ing $ t i t l e
129 ∗/
130 func t i on newDokument ( $ur l , $descr , $ t i t l e=fa l se ){
131 i f ( ! $ t i t l e ){ $ t i t l e = ” t i t l e ” ;}
132 $ t i t l e = addslashes ( $ t i t l e ) ;
133 $pre query = ”SELECT ∗ FROM
134 documents WHERE ur l =’ $ur l ’ ” ;
135 $ r e s p r e que ry = mysql query ( $pre query ) or
136 die (mysql error ( ) . ” newDokument 1” ) ;
137 i f (mysql affected rows ()>=1){
138 $query post = ”UPDATE documents
139 SET t i t l e =’ $ t i t l e ’ , de sc r=’ $descr ’
140 WHERE ur l =’ $ur l ’ ” ;
141 } else {
142 $query post = ”INSERT INTO documents
143 ( descr , ur l , t i t l e )
144 VALUES
145 ( ’ $descr ’ , ’ $u r l ’ , ’ $ t i t l e ’ ) ” ;
146 }
147 $ r e s que ry po s t = mysql query ( $query post ) or
148 die (mysql error ( ) . ” newDokument 2” ) ;
149 /∗∗∗ v i ska l r e tu rne r e id ’ e t pa˚
150 ∗ dokumentet , s a˚ det hentes her . ∗/
151 $ r e s i d = mysql query ( $pre query ) or
152 die (mysql error ( ) . ” newDokument 3” ) ;
153 while ( $row id = mysq l f e t ch ob j e c t ( $ r e s i d ) ){
154 return $row id−>docid ;
155 }
156 }
157
158 /∗∗
159 ∗ S l e t t e r a l l e rækker i de f i r e t a b e l l e r ” occurences ” ,
160 ∗ ” vocabulary ” , ”documents” & ”documentvector ” − samt
161 ∗ n u l s t i l l e r AUTO INCREMENT værdien f o r de f i r e t a b e l l e r
162 ∗ − n u l s t i l l i n g e n er ren kosmetisk og har
163 ∗ ingen prak t i sk betydning
164 ∗
165 ∗ @author Jesper Goos , Sam Azmayesh
166 ∗ @version 0 .2
167 ∗/
168 func t i on c l ea r Index ( ){
169 $de l que ry occu r ence s
170 = ”TRUNCATE occurences ” ;
171 $de l query vocabu la ry
172 = ”TRUNCATE vocabulary ” ;
173 $del query documents
174 = ”TRUNCATE documents” ;
175 $de l query documentvector
176 = ”TRUNCATE documentvector ” ;
177
178 $ s q l a l t e r o c c u r e n c e s
179 = ”ALTER TABLE occurences AUTO INCREMENT = 0” ;
180 $ s q l a l t e r v o c abu l a r y
181 = ”ALTER TABLE vocabulary AUTO INCREMENT = 0” ;
182 $ sq l a l t e r document s
183 = ”ALTER TABLE documents AUTO INCREMENT = 0” ;
184 $ sq l a l t e r documentvec to r
185 = ”ALTER TABLE documentvector AUTO INCREMENT = 0” ;
186
187 mysql query ( $de l que ry occu r ence s )
188 or die (mysql error ( ) . ” c l e a r I nd ex o c cu r en c e s ” ) ;
189 mysql query ( $de l que ry vocabu la ry )
190 or die (mysql error ( ) . ” c l e a r I ndex vo cabu l a r y ” ) ;
191 mysql query ( $del query documents )
192 or die (mysql error ( ) . ” c l ea r Index documents ” ) ;
193 mysql query ( $de l query documentvector )
194 or die (mysql error ( ) . ” c l ea r Index documentvec to r ” ) ;
195
196 mysql query ( $ s q l a l t e r o c c u r e n c e s )
197 or die (mysql error ( ) . ” a l t e r o c c u r e n c e s ” ) ;
198 mysql query ( $ s q l a l t e r v o c abu l a r y )
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199 or die (mysql error ( ) . ” a l t e r v o c abu l a r y ” ) ;
200 mysql query ( $ sq l a l t e r document s )
201 or die (mysql error ( ) . ” a l t e r document s ” ) ;
202 mysql query ( $ sq l a l t e r documentvec to r )
203 or die (mysql error ( ) . ” a l t e r documentvec to r ” ) ;
204 }
205 }
206 ?>
Listing C.2: /classes/crawl.php
1 <?php
2 /∗∗
3 ∗ Crawler
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗
9 ∗ Klasse t i l hentning a f on l i n e t e k s t e r
10 ∗
11 ∗ @package SEARCH
12 ∗ @author Jesper Goos , Sam Azmayesh
13 ∗ @version 0 .1
14 ∗/
15 c l a s s Crawl{
16
17 /∗
18 ∗ L i s t e a f de stopord v i gerne v i l have
19 ∗ f j e r n e t f r a den crawlede t ek s t tage t f r a
20 ∗ http :// snowbal l . t a r t a ru s . org / a lgor i thms /danish / stop . txt
21 ∗/
22 var $stopwords = array ( ” og ” , ” i ” , ” j eg ” , ” det ” ,
23 ” at ” , ” en ” , ” den ” , ” t i l ” , ” er ” ,
24 ” som ” , ” pa˚ ” , ” de ” , ” med ” , ” han ” ,
25 ” a f ” , ” f o r ” , ” ikke ” , ” der ” , ” var ” ,
26 ” mig ” , ” s i g ” , ” men ” , ” et ” , ” har ” ,
27 ” om ” , ” v i ” , ” min ” , ” havde ” , ” ham ” ,
28 ” hun ” , ” nu ” , ” over ” , ” da ” , ” f r a ” ,
29 ” Du ” , ” du ” , ” ud ” , ” s i n ” , ” dem ” , ” os ” ,
30 ” op ” , ” man ” , ” hans ” , ” hvor ” , ” e l l e r ” ,
31 ” hvad ” , ” ska l ” , ” s e l v ” , ” her ” , ” a l l e ” ,
32 ” v i l ” , ” b lev ” , ” kunne ” , ” ind ” , ” na˚r ” ,
33 ” være ” , ” dog ” , ” noget ” , ” v i l l e ” , ” jo ” ,
34 ” dere s ” , ” e f t e r ” , ” ned ” , ” s k u l l e ” ,
35 ” denne ” , ” end ” , ” det t e ” , ” mit ” , ” ogsa˚ ” ,
36 ” under ” , ” have ” , ” dig ” , ” anden ” , ” hende ” ,
37 ” mine ” , ” a l t ” , ” meget ” , ” s i t ” , ” s i n e ” ,
38 ” vor ” , ” mod ” , ” mod ” , ” d i s s e ” , ” hv i s ” ,
39 ” din ” , ” nog le ” , ” hos ” , ” b l i v e ” , ” mange ” ,
40 ” ad ” , ” b l i v e r ” , ” hendes ” , ” været ” , ” th i ” ,
41 ” j e r ” , ” sa˚dan ” ) ;
42 /∗
43 ∗ L i s t e a f symboler det er op lagt at
44 ∗ f j e r n e f r a en t ek s t
45 ∗/
46 var $symbols = array ( ’\ r\n ’ , ’\n ’ , ’\ t ’ , ’& ’ , ’ / ’ , ’ \\ ’ ,
47 ’ \ ’ ’ , ’ ” ’ , ’ , ’ , ’ . ’ , ’< ’ , ’> ’ , ’ ? ’ , ’ ; ’ , ’ : ’ ,
48 ’ [ ’ , ’ ] ’ , ’{ ’ , ’} ’ , ’ | ’ , ’= ’ , ’+ ’ , ’− ’ , ’ ’ , ’ ) ’ ,
49 ’ ( ’ , ’∗ ’ , ’& ’ , ’ ˆ ’ , ’%’ , ’ $ ’ , ’#’ , ’@ ’ , ’ ! ’ , ’ ˜ ’ ,
50 ’ ‘ ’ , ’ c©’ ) ;
51
52 /∗∗
53 ∗ Tager en s t r eng som input og ka lder funkt ione rne
54 ∗ removeSymbols og removeStopwords
55 ∗
56 ∗ @author Jesper Goos , Sam Azmayesh
57 ∗ @version 0 .1
58 ∗ @param Str ing $ s t r i n g
59 ∗ @return St r ing $ s t r i n g
60 ∗/
61 func t i on parseText ( $ s t r i n g ) {
62 $ s t r i n g = ’ ’ . $ s t r i n g . ’ ’ ;
57
63 $ s t r i n g = $th i s−>removeSymbols ( $ s t r i n g ) ;
64 /∗∗ Hvis stopord ønskes f j e r n e t , s ka l
65 ∗ udkommenteringen f j e r n e s . ∗/
66 // $ s t r i n g = $th i s−>removeStopwords ( $ s t r i n g ) ;
67 return $ s t r i n g ;
68 }
69
70 /∗∗
71 ∗ Tager en s t r eng og f j e r n e r de ord der er d e f i n e r e t
72 ∗ i a r raye t $stopwords f r a denne s t r eng .
73 ∗
74 ∗ @author Jesper Goos , Sam Azmayesh
75 ∗ @version 0 .1
76 ∗ @param Str ing $ s t r i n g
77 ∗ @return St r ing $ s t r i n g
78 ∗/
79 func t i on removeStopwords ( $ s t r i n g ) {
80 for ( $ i = 0 ; $ i < s izeof ( $th i s−>stopwords ) ; $ i++) {
81 $ s t r i n g =
82 s t r r e p l a c e ( $th i s−>stopwords [ $ i ] , ’ ’ , $ s t r ing , $count ) ;
83 }
84 return trim ( $ s t r i n g ) ;
85 }
86
87 /∗∗
88 ∗ Tager en s t r eng og f j e r n e r de symboler der er d e f i n e r e t
89 ∗ i a r raye t $symbols f r a denne s t r eng .
90 ∗
91 ∗ @author Jesper Goos , Sam Azmayesh
92 ∗ @version 0 .1
93 ∗ @param Str ing $ s t r i n g
94 ∗ @return St r ing $ s t r i n g
95 ∗/
96 func t i on removeSymbols ( $ s t r i n g ) {
97 for ( $ i = 0 ; $ i < s izeof ( $th i s−>symbols ) ; $ i++) {
98 $ s t r i n g =
99 s t r r e p l a c e ( $th i s−>symbols [ $ i ] , ’ ’ , $ s t r i n g ) ;
100 }
101 return trim ( $ s t r i n g ) ;
102 }
103
104 /∗∗
105 ∗ Opretter en f o r b i n d e l s e t i l de s i d e r der er
106 ∗ d e f i n e r e t i a r raye t $dns . Henter s i d e r n e s r a˚ HTML kode
107 ∗ og par s e r den ved hjælp a f k l a s s en s andre funkt i one r .
108 ∗
109 ∗ @author Jesper Goos , Sam Azmayesh
110 ∗ @version 0 .1
111 ∗ @param Str ing $ s t r i n g
112 ∗ @return St r ing $ s t r i n g
113 ∗/
114 func t i on getText ( $dns ){
115 foreach ( $dns as $ur l ){
116 /∗∗∗ Returnerer HTML source koden a f en u r l hvor hver l i n i e
117 ∗ er et nyt element i a r raye t . Hvis u r l ’ en ikke f i n d e s
118 ∗ r e t u rn e r e r f i l e ( ) FALSE ∗/
119 $ l i n e s = f i l e ( $ur l ) ;
120
121 i f ( $ l i n e s ){
122 /∗∗∗ Arrayet l av e s om t i l e´n lang s t r eng . ∗/
123 $ l i n e s = implode ( ’ ’ , $ l i n e s ) ;
124 /∗∗∗ Tit l en hentes ud a f html s iden . ∗/
125 ereg ( ”<t i t l e >(.∗)</ t i t l e >” , $ l i n e s , $ t i t l e ) ;
126 $ t i t l e = trim ( $ t i t l e [ 1 ] ) ;
127 /∗∗∗ Koverter a l l e HTML−e n t i t e t e r t i l de re s anvende l i ge tegn ∗/
128 $ t i t l e = html ent i ty decode ( $ t i t l e ) ;
129 /∗∗∗ Cariage re turn ( f i r k an t en /CR) f j e r n e s f r a t i t l e n ∗/
130 $ t i t l e = s t r r e p l a c e ( chr (13 ) , ’ ’ , $ t i t l e ) ;
131 /∗∗∗ New Line Line Feed (LF) f j e r n e s f r a t i t l e n ∗/
132 $ t i t l e = s t r r e p l a c e ( chr (10 ) , ’ ’ , $ t i t l e ) ;
133 /∗∗∗ Al l e HTML tags s t r i p p e s f r a s t rengen ∗/
134 $ l i n e s = strip tags ( $ l i n e s ) ;
135 /∗∗∗ Koverter a l l e HTML−e n t i t e t e r t i l de re s anvende l i ge tegn ∗/
136 $ l i n e s = html ent i ty decode ( $ l i n e s ) ;
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137 /∗∗∗ Cariage re turn ( f i r k an t en /CR) f j e r n e s f r a t eks t en ∗/
138 $ l i n e s = s t r r e p l a c e ( chr (13 ) , ’ ’ , $ l i n e s ) ;
139 /∗∗∗ New Line Line Feed (LF) f j e r n e s f r a t eks t en ∗/
140 $ l i n e s = s t r r e p l a c e ( chr (10 ) , ’ ’ , $ l i n e s ) ;
141 /∗∗∗ Non Breaking space f j e r n e s f r a t eks t en ∗/
142 $ l i n e s = s t r r e p l a c e ( chr (160) , ’ ’ , $ l i n e s ) ;
143 /∗∗∗ Stopord og symboler f r a s o r t e r e s ∗/
144 $ l i n e s = $th i s−>parseText ( $ l i n e s ) ;
145 /∗∗∗ Hver s t r eng lægges som et element i et array
146 ∗ t i t l e n l i g g e r som det f ø r s t e element i a r raye t ∗/
147 $arr = a r r a y d i f f ( explode ( ” ” , $ l i n e s ) ,
148 array ( ’ ’ , chr ( 0 ) , chr ( 9 ) , chr (10 ) , chr (11 ) , chr (26 ) , chr ( 3 2 ) ) ) ;
149 a r r a y un sh i f t ( $arr , $ t i t l e ) ;
150 $ s i t e s [ $u r l ] = array values ( $arr ) ;
151 }
152 }
153 /∗∗∗ r e t u rn e r e r a r raye t s i t e s ∗/
154 return $ s i t e s ;
155 /∗∗∗ Dette array kunne med f o r d e l l a v e s om
156 ∗ t i l en f i l s t r u k t u r − s a˚ længe ar raye t kan
157 ∗ være i memory er det ikke noget problem , men
158 ∗ s a˚ snar t det b l i v e r f o r s t o r t v i l der opst a˚
159 ∗ performanceproblemer . ∗/
160 }
161 }
162 ?>
Listing C.3: /classes/db.php
1 <?php
2 /∗∗
3 ∗ De f i n i t i o n a f da taba s eva r i ab l e r .
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗
9 ∗ Opre t t e l s e a f f o r b i n d e l s e t i l databasen .
10 ∗
11 ∗ @package SEARCH
12 ∗ @author Jesper Goos , Sam Azmayesh
13 ∗ @version 0 .1
14 ∗/
15 c l a s s Db{
16 /∗∗
17 ∗ Opre t t e l s e a f konstanter t i l databasen , samt
18 ∗ s e l v e f o r b i nd e l s e n .
19 ∗
20 ∗ @author Jesper Goos , Sam Azmayesh
21 ∗ @version 0 .1
22 ∗/
23 func t i on dbConnect ( ){
24 $dbhost = ” l o c a l h o s t ” ;
25 $dbname = ” search ” ;
26 $dbuser = ” search ” ;
27 $dbpass = ” search ” ;
28 mysql pconnect ( $dbhost , $dbuser , $dbpass ) ;
29 i f ( !mysql select db ( $dbname ) )
30 {
31 echo ”Den angivene database kunne ikke vae l g e s . . . ” ;
32 }
33 }
34 }
35 /∗∗∗ Der op r e t t e s et nyt ob jekt a f k l a s s e s Db og
36 ∗ f o r b i nd e l s e n t i l databasen op r e t t e s . ∗/
37 $dbConnection = new Db;
38 $dbConnection−>dbConnect ( ) ;
39 ?>
Listing C.4: /classes/vsm.php
1 <?php
59
2 /∗∗
3 ∗ Beregning a f Vektor Space Modellen
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗
9 ∗ Beregning a f Vektor Space Modellen
10 ∗
11 ∗ @package SEARCH
12 ∗ @author Jesper Goos , Sam Azmayesh
13 ∗ @version 0 .1
14 ∗/
15
16 c l a s s Vsm{
17 /∗∗
18 ∗ Konstant der sættes t i l 1 hv i s k l a s s en ska l debugges .
19 ∗/
20 var $debug = 0 ;
21 /∗∗
22 ∗ Konstant der sættes t i l 1 hv i s
23 ∗ man v i l have p r i n t e t me l l emre su l t a t e r .
24 ∗/
25 var $pr in t = 1 ;
26 /∗∗
27 ∗ Tager et array med ord som argument , og f i n d e r de
28 ∗ t i l h ø r ende id ’ er t i l ordenen i databasen .
29 ∗
30 ∗ @author Jesper Goos , Sam Azmayesh
31 ∗ @version 0 .1
32 ∗ @param Array $searchterms
33 ∗ @return Array $wId
34 ∗/
35 func t i on wordId ( $searchterms )
36 {
37 foreach ( $searchterms as $word ){
38 $query wordId = ”SELECT ∗ FROM vocabulary
39 WHERE word=’$word ’ ” ;
40 $res wordId = mysql query ( $query wordId )
41 or die (mysql error ( ) . ” wordId 1 ” ) ;
42 while ( $row wordId =
43 mysq l f e t ch ob j e c t ( $res wordId ) ){
44 $wId [ $row wordId−>wordid ] = $word ;
45 }
46 }
47 i f (count ( $wId)==0){
48 /∗∗∗ Udskrivning a f f e j lm edd e l e l s e og
49 ∗ a f s l u t t e r programmet hv i s
50 ∗ ingen a f ordene f i n d e s i vocabulary . ∗/
51 exit ( ”<b>Ingen a f de angivene ord
52 kunne f i n d e s .</b>” ) ;
53 }
54 return $wId ;
55 }
56
57 /∗∗
58 ∗ Tæller det samlede anta l a f dokumenter i databasen .
59 ∗
60 ∗ @author Jesper Goos , Sam Azmayesh
61 ∗ @version 0 .1
62 ∗ @return Int $sum
63 ∗/
64 func t i on docCount ( )
65 {
66 $query docCount = ”SELECT count ( docid ) as sum
67 FROM documents” ;
68 $res docCount = mysql query ( $query docCount )
69 or die (mysql error ( ) . ” wordFrequency 1 ” ) ;
70 while ( $row docCount =
71 mysq l f e t ch ob j e c t ( $res docCount ) ){
72 return $row docCount−>sum ;
73 }
74 }
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76 /∗∗
77 ∗ Tæller a n t a l l e t a f fo rekomster a f
78 ∗ hvert ord i søges t r engen i hvert dokument .
79 ∗
80 ∗ @author Jesper Goos , Sam Azmayesh
81 ∗ @version 0 .1
82 ∗ @param Array $wId
83 ∗ @return Array $wF
84 ∗/
85 func t i on wordFrequency ( $wId )
86 {
87 foreach ( $wId as $wordid ){
88 $query wordFrequency = ”SELECT docid , count (∗ )
89 as nrOcc
90 FROM occurences
91 WHERE wordid=’$wordid ’
92 GROUP BY docid ” ;
93 $res wordFrequency = mysql query ( $query wordFrequency )
94 or die (mysql error ( ) . ” wordFrequency 1 ” ) ;
95 while ( $row wordFrequency =
96 mysq l f e t ch ob j e c t ( $res wordFrequency )){
97 $wF [ $wordid ] [ $row wordFrequency−>docid ] =
98 $row wordFrequency−>nrOcc ;
99 }
100 }
101 return $wF ;
102 }
103
104 /∗∗
105 ∗ Tæller a n t a l l e t a f fo rekomster a f
106 ∗ et bestemt ord i a l l e dokumenter .
107 ∗
108 ∗ @author Jesper Goos , Sam Azmayesh
109 ∗ @version 0 .1
110 ∗ @param Int $wordid
111 ∗ @return Int $numWords
112 ∗/
113 func t i on wordFrequencyALL ( $wordid )
114 {
115 $query wordFrequency = ”SELECT count ( wordid ) as numWords
116 FROM occurences
117 WHERE wordid = $wordid
118 GROUP BY wordid
119 ORDER BY numWords DESC” ;
120 $res wordFrequency = mysql query ( $query wordFrequency )
121 or die (mysql error ( ) . ” wordFrequency 1 ” ) ;
122 while ( $row wordFrequency = mysq l f e t ch ob j e c t ( $res wordFrequency )){
123 return $row wordFrequency−>numWords ;
124 }
125 }
126
127 /∗∗
128 ∗ Tæller a n t a l l e t at forekomster a f det mest
129 ∗ forkommende ord i et bestemt dokument .
130 ∗
131 ∗ @author Jesper Goos , Sam Azmayesh
132 ∗ @version 0 .1
133 ∗ @param Int $docid
134 ∗ @return Int $numWords
135 ∗/
136 func t i on mostCommonCount( $docid )
137 {
138 $query mcc = ”SELECT count ( vocabulary . wordid ) as numWords
139 FROM occurences , vocabulary
140 WHERE vocabulary . wordid = occurences . wordid
141 AND docid = $docid
142 GROUP BY vocabulary . wordid
143 ORDER BY numWords DESC
144 LIMIT 1” ;
145 $res mcc = mysql query ( $query mcc )
146 or die (mysql error ( ) . ” mostCommonCount 1” ) ;
147 while ( $row mcc = mysq l f e t ch ob j e c t ( $res mcc ) ){
148 return $row mcc−>numWords ;
149 }
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150 }
151
152 /∗∗
153 ∗ Tæller a n t a l l e t fo rekomster a f det mest
154 ∗ forkommende ord i a l l e dokumenter
155 ∗
156 ∗ Denne funkt ion kunne med f o r d e l ud fø r e s i
157 ∗ f o r b i n d l e s e med indekser ingen , man kunne sa˚
158 ∗ gemme $numWords i databasen e l l e r i en f i l , s a˚
159 ∗ man ved en søgning kun ska l hente va r i ab l en e´n gang
160 ∗
161 ∗ @author Jesper Goos , Sam Azmayesh
162 ∗ @version 0 .1
163 ∗ @return Int $numWords
164 ∗/
165 func t i on mostCommonCountALL( )
166 {
167 $query mcc = ”SELECT count ( wordid ) as numWords
168 FROM occurences
169 GROUP BY wordid
170 ORDER BY numWords DESC LIMIT 1” ;
171 $res mcc = mysql query ( $query mcc )
172 or die (mysql error ( ) . ” mostCommonCount 1” ) ;
173 while ( $row mcc = mysq l f e t ch ob j e c t ( $res mcc ) ){
174 return $row mcc−>numWords ;
175 }
176 }
177
178 /∗∗
179 ∗ Tæller a n t a l l e t a f dokumenter et ord forekommer i .
180 ∗
181 ∗ @author Jesper Goos , Sam Azmayesh
182 ∗ @version 0 .1
183 ∗/
184 func t i on numberInDoc ( $wordid )
185 {
186 $query numberInDoc = ”SELECT DISTINCT occurences . docid as numDocs
187 FROM occurences
188 WHERE occurences . wordid = $wordid” ;
189 $res numberInDoc = mysql query ( $query numberInDoc )
190 or die (mysql error ( ) . ” i d f 1 ” ) ;
191 $num rows = mysql num rows( $res numberInDoc ) ;
192 return $num rows ;
193 }
194
195 /∗∗
196 ∗ Beregner queryvektoren , som ska l bruges t i l sammenligning
197 ∗ med a l l e dokumentvektorer .
198 ∗
199 ∗ @author Jesper Goos , Sam Azmayesh
200 ∗ @version 0 .1
201 ∗ @param Array $wordids
202 ∗ @return Array $queryVector
203 ∗/
204 func t i on queryVector ( $wordids )
205 {
206 foreach ( $wordids as $ id=>$word ){
207 /∗∗∗ Hvis man gerne v i l bruge den norma l i s e r ede f r ekvens
208 ∗ kan denne udregnes her , ved at f j e r n e udkomenteringen ,
209 ∗ i s t ede t f o r bare at bruge IDF . ∗/
210 $queryVector [ $ id ] =
211 ( $th i s−>wordFrequencyALL ( $id )/
212 $th i s−>mostCommonCountALL ( ) )
213 ∗ $th i s−>g e t I d f ( $ id ) ;
214 // $queryVector [ $ id ] = $th i s−>g e t I d f ( $ id ) ;
215 #######################################
216 i f ( $th i s−>debug==1){
217 echo ”word : ” . $word . ”\n” ;
218 echo ”wordFrequencyALL : ” . $th i s−>wordFrequencyALL ( $id ) . ”\n” ;
219 echo ”mostCommonCountALL : ” . $ th i s−>mostCommonCountALL ( ) . ”\n” ;
220 echo ” g e t I d f : ” . $ th i s−>g e t I d f ( $ id ) . ”\n” ;
221 echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n” ;
222 }
223 #######################################
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224 }
225 return $queryVector ;
226 }
227
228 /∗∗
229 ∗ Henter a l l e r e l e van t e dokument vekto re r udfra queryvektoren
230 ∗
231 ∗ @author Jesper Goos , Sam Azmayesh
232 ∗ @version 0 .1
233 ∗ @param Array $queryVector
234 ∗ @return Array $documentvektors
235 ∗/
236 func t i on getDocVectors ( $queryVector )
237 {
238 foreach ( $queryVector as $ id=>$word ){
239 $query sim = ”SELECT docid , wordid , wi j
240 FROM documentvector
241 WHERE wordid = ’ $ id ’ ORDER BY docid ” ;
242 $ r e s s im = mysql query ( $query sim )
243 or die (mysql error ( ) . ” s im 1 ” ) ;
244 while ( $row sim = mysq l f e t ch ob j e c t ( $ r e s s im )){
245 $documentvektors [ $row sim−>docid ]
246 [ $row sim−>wordid ]=$row sim−>wi j ;
247 }
248 }
249 return $documentvektors ;
250 }
251
252 /∗∗
253 ∗ Genererer a l l e dokumentvektorer
254 ∗
255 ∗ @author Jesper Goos , Sam Azmayesh
256 ∗ @version 0 .1
257 ∗ @return Array $documentvektors
258 ∗/
259 func t i on createDocVectorsALL ( )
260 {
261 $query getDocVectorsALL = ”SELECT docid , wordid , wi j
262 FROM documentvector
263 ORDER BY docid ” ;
264 $res getDocVectorsALL = mysql query ( $query getDocVectorsALL )
265 or die (mysql error ( ) . ” getDocVectorsALL 1” ) ;
266 while ( $row getDocVectorsALL =
267 mysq l f e t ch ob j e c t ( $res getDocVectorsALL )){
268 $documentvektors [ $row getDocVectorsALL−>docid ]
269 [ $row getDocVectorsALL−>wordid ]=$row getDocVectorsALL−>wi j ;
270 }
271 foreach ( $documentvektors as $docid => $vektor ){
272 $ length = $th i s−>vectorLenght ( $vektor ) ;
273 $query docVec = ”UPDATE documents
274 SET docVectorL = ’ $ length ’
275 WHERE docid=$docid ” ;
276 #######################################
277 i f ( $th i s−>print==1){ echo $query docVec . ”\n” ; }
278 #######################################
279 $res docVec = mysql query ( $query docVec )
280 or die (mysql error ( ) . ” docVec 1 ” ) ;
281 }
282 }
283
284 /∗∗
285 ∗ Returnerer den i nv e r s e dokument f r ekvens f o r et
286 ∗ bestemt ord .
287 ∗
288 ∗ @author Jesper Goos , Sam Azmayesh
289 ∗ @version 0 .1
290 ∗ @param Int $ id
291 ∗ @return Float $ i d f
292 ∗/
293 func t i on g e t I d f ( $ id )
294 {
295 $que ry ge t Id f = ”SELECT i d f FROM vocabulary
296 WHERE wordid=’ $ id ’ ” ;
297 $ r e s g e t I d f = mysql query ( $que ry ge t Id f )
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298 or die (mysql error ( ) . ” g e t I d f 1 ” ) ;
299 while ( $ row get Id f = mysq l f e t ch ob j e c t ( $ r e s g e t I d f ) ){
300 return $row get Id f−>i d f ;
301 }
302 }
303
304 /∗∗
305 ∗ Udregner IDF f o r hvert ord og lægger det
306 ∗ i t a b e l l e n vocabulary .
307 ∗
308 ∗ @author Jesper Goos , Sam Azmayesh
309 ∗ @version 0 .1
310 ∗/
311 func t i on i d f ( )
312 {
313 $doccount = $th i s−>docCount ( ) ;
314 $que ry id f = ”SELECT ∗ FROM vocabulary ” ;
315 $ r e s i d f = mysql query ( $que ry id f ) or die (mysql error ( ) . ” i d f 1 ” ) ;
316 while ( $ row id f = mysq l f e t ch ob j e c t ( $ r e s i d f ) ){
317 $numberInDoc = $th i s−>numberInDoc ( $row idf−>wordid ) ;
318 $ i d f = log10 ( $doccount /$numberInDoc ) ;
319 $query post = ”UPDATE vocabulary
320 SET i d f = ’ $ i d f ’
321 WHERE wordid=$row idf−>wordid” ;
322 ####################################################
323 i f ( $th i s−>print==1){
324 echo ” i d f : $ i d f − wordid : $row idf−>wordid
325 \n doccount : $doccount − numberInDoc : $numberInDoc\n” ;
326 }
327 ####################################################
328 $ r e s que ry po s t = mysql query ( $query post )
329 or die (mysql error ( ) . ” i d f 2 ” ) ;
330 }
331 }
332
333 /∗∗
334 ∗ Udregner en vektor s længde .
335 ∗
336 ∗ @author Jesper Goos , Sam Azmayesh
337 ∗ @version 0 .1
338 ∗ @return Float $weight
339 ∗/
340 func t i on vectorLenght ( $vektor )
341 {
342 $tmp weight = 0 ;
343 foreach ( $vektor as $weight ){
344 $tmp weight = $tmp weight + pow( $weight , 2 ) ;
345 }
346 return sqrt ( $tmp weight ) ;
347 }
348
349 /∗∗
350 ∗ Udregner den normal i s e r ede f r ekvens F i j f o r hvert ord
351 ∗ i hvert dokument og samtid ig vægten f o r
352 ∗ hvert ord Wij i hvert dokument og lægger
353 ∗ det i t a b e l l e n documentvector
354 ∗
355 ∗ @author Jesper Goos , Sam Azmayesh
356 ∗ @version 0 .2
357 ∗/
358 func t i on wi j ( )
359 {
360 /∗∗∗ S l e t t e r indho ldet a f t abe l l en , da v i ikke
361 ∗ v i l l ave updates − burde være s l e t t e t i
362 ∗ BuildInv−>c l ea r Index ( ) men v i tømmer den igen
363 ∗ f o r en s i kke rheds sky ld . Er med da man sa˚ kan køre
364 ∗ de f i r e ”run” f i l e r e n k e l t v i s . ∗/
365 $de l query normfrequency = ”TRUNCATE documentvector ” ;
366 mysql query ( $de l query normfrequency )
367 or die (mysql error ( ) . ” c l ea r Index normf requency ” ) ;
368
369 $ q u e r y f i j = ”SELECT ∗ FROM vocabulary ” ;
370 $ r e s f i j = mysql query ( $ q u e r y f i j )
371 or die (mysql error ( ) . ” f i j 1 ” ) ;
64 BILAG C. KILDEKODE
372 while ( $ r ow f i j = mysq l f e t ch ob j e c t ( $ r e s f i j ) ){
373 /∗∗∗ For hvert ord hentes documentidet , ord idet , og
374 ∗ a n t a l l e t a f gange det te ord optræder i hvert dokument .
375 ∗ Hvis ordet ikke er med i et dokument , s a˚ beregnes
376 ∗ der h e l l e r ikke nogen vægt . ∗/
377 $query count = ”SELECT docid , wordid , count ( wordid ) as wordCount
378 FROM occurences
379 WHERE wordid = ’ $ r ow f i j−>wordid ’
380 GROUP BY docid ” ;
381 $re s count = mysql query ( $query count )
382 or die (mysql error ( ) . ” f i j 1 ” ) ;
383 while ( $row count = mysq l f e t ch ob j e c t ( $ r e s count ) ){
384 $ f i j = $row count−>wordCount ;
385 /∗∗∗ her bruger v i f ø r s t e omgang bare termfrekvensen
386 ∗ som $ f i j − det kan ændres ved at f j e r n e
387 ∗ udkommenteringen . ∗/
388 $ f i j = $row count−>wordCount /
389 $th i s−>mostCommonCount( $row count−>docid ) ;
390 // $wi j = $ f i j ∗ $ r ow f i j−>i d f ;
391 $query post = ”INSERT INTO
392 documentvector ( wordid , docid , f i j , w i j )
393 VALUES
394 ( ’ $row count−>wordid ’ , ’ $row count−>docid ’ , ’ $ f i j ’ , ’ $wi j ’ ) ” ;
395 #################################################
396 i f ( $th i s−>print==1){
397 echo ” f i j : $ f i j − i d f : $ r ow f i j−>i d f −
398 wi j : $wi j − wordid : $row count−>wordid −
399 docid : $row count−>docid\n” ; }
400 #################################################
401 $ r e s que ry po s t = mysql query ( $query post )
402 or die (mysql error ( ) . ” i d f 2 ” ) ;
403 }
404 }
405 }
406
407
408 /∗∗
409 ∗ Det he l e samles og en ranking udregnes .
410 ∗
411 ∗ @author Jesper Goos , Sam Azmayesh
412 ∗ @version 0 .2
413 ∗ @param Int $queryVectorL
414 ∗ @param Array $queryVector
415 ∗ @param Array $documentvektors
416 ∗ @return Array $rank
417 ∗/
418 func t i on simularDocs ( $queryVectorL , $queryVector ,
419 $documentvektors , $wordids )
420 {
421 /∗∗∗ Al l e dokumentvektorer hentes og i ndek s e r e s i a r raye t $docVectorL
422 ∗ med dere s docid . ∗/
423 $query s imularDocs = ”SELECT docid , docVectorL FROM documents” ;
424 $re s s imularDocs = mysql query ( $query s imularDocs )
425 or die (mysql error ( ) . ” s imu la rDocs 1 ” ) ;
426 while ( $row simularDocs = mysq l f e t ch ob j e c t ( $ re s s imula rDocs ) ){
427 $docVectorL [ $row simularDocs−>docid ] =
428 $row simularDocs−>docVectorL ;
429 }
430 /∗∗∗ For hvert ord i f o r e s p ø r g s l e n matches det
431 ∗ t i l s v a r e nd e ord i dokumentvektoren . ∗/
432 foreach ( $queryVector as $wordid=>$qWeight ){
433 /∗∗∗ Vægten ganges pa˚ hvert element
434 ∗ f o r at f i nde ska la rprodukte t . ∗/
435 foreach ( $documentvektors as $document=>$weights ){
436 $dotProd [ $document ] = $dotProd [ $document ]
437 + ( $qWeight ∗ $weights [ $wordid ] ) ;
438 }
439 }
440 /∗∗∗ Ligheden a f dokumenterne udregnes som
441 ∗ cos inus−værdien mellem vektorerne . ∗/
442 foreach ( $dotProd as $docid=>$prod ){
443 $rank [ $docid ] = ( $prod )/( $queryVectorL∗$docVectorL [ $docid ] ) ;
444 }
445 arsort ( $rank ) ;
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446 return $rank ;
447 }
448
449
450 /∗∗
451 ∗ Udskrivning a f de rangerede dokumenter
452 ∗
453 ∗ @author Jesper Goos , Sam Azmayesh
454 ∗ @version 0 .1
455 ∗ @param Array $rank
456 ∗ @return Tnt $time
457 ∗/
458 func t i on showResult ( $rank , $time )
459 {
460 echo ” Søge r e su l t a t e rn e 1 − ” . count ( $rank ) . ”
461 ud a f ” . $ th i s−>docCount ( ) . ”
462 ( Søget id : ” . $time . ” sekunder)<br>” ;
463 echo ”<tab le>” ;
464 $nr = 1 ;
465 foreach ( $rank as $ id=>$value ){
466 $query showResult = ”SELECT ∗
467 FROM documents
468 WHERE docid=’ $ id ’ ” ;
469 $res showResu l t = mysql query ( $query showResult )
470 or die (mysql error ( ) . ” showResu l t 1 ” ) ;
471 while ( $row showResult =
472 mysq l f e t ch ob j e c t ( $res showResu l t ) ){
473 echo ”<tr><td>
474 <strong>#$nr</strong>
475 <a h r e f =’$row showResult−>u r l ’>” .
476 stripslashes ( $row showResult−>t i t l e ) . ”</a><br>
477 $row showResult−>descr<br>
478 <strong><i>RANK:</ i></strong> $value<br>
479 <span c l a s s =’ l i n k ’>$row showResult−>ur l</span>
480 </td></tr><tr><td>&nbsp;</td></tr>” ;
481 }
482 $nr++;
483 }
484 echo ”</table>” ;
485 }
486 }
487 ?>
Listing C.5: /include/url.php
1 <?php
2 /∗∗
3 ∗ Meget s impel URL se rv e r :−)
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗∗ Hver s i d e der ska l i ndek s e r e s ska l
9 ∗ medtages i a r raye t $dns ∗/
10 /∗
11 // Bruges t i l t e s t k ø r s e l
12 $dns = array (
13 1 => ”http :// search . webmindit . dk/ t e s tda ta /d1 . htm” ,
14 2 => ”http :// search . webmindit . dk/ t e s tda ta /d2 . htm” ,
15 3 => ”http :// search . webmindit . dk/ t e s tda ta /d3 . htm” ) ;
16 ∗/
17 $dns = array (
18 1 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev001 . htm” ,
19 2 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev002 . htm” ,
20 3 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev003 . htm” ,
21 4 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev004 . htm” ,
22 5 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev005 . htm” ,
23 6 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev006 . htm” ,
24 7 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev007 . htm” ,
25 8 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev008 . htm” ,
26 9 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev009 . htm” ,
27 10 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev010 . htm” ,
28 11 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev011 . htm” ,
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29 12 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev012 . htm” ,
30 13 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev013 . htm” ,
31 14 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev014 . htm” ,
32 15 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev015 . htm” ,
33 16 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev016 . htm” ,
34 17 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev017 . htm” ,
35 18 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev018 . htm” ,
36 19 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev019 . htm” ,
37 20 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev020 . htm” ,
38 21 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev021 . htm” ,
39 22 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev022 . htm” ,
40 23 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev023 . htm” ,
41 24 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev024 . htm” ,
42 25 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev025 . htm” ,
43 26 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev026 . htm” ,
44 27 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev027 . htm” ,
45 28 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev028 . htm” ,
46 29 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev029 . htm” ,
47 30 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev030 . htm” ,
48 31 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev031 . htm” ,
49 32 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev032 . htm” ,
50 33 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev033 . htm” ,
51 34 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev034 . htm” ,
52 35 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev035 . htm” ,
53 36 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev036 . htm” ,
54 37 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev037 . htm” ,
55 38 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev038 . htm” ,
56 39 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev039 . htm” ,
57 40 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev040 . htm” ,
58 41 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev041 . htm” ,
59 42 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev042 . htm” ,
60 43 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev043 . htm” ,
61 44 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev044 . htm” ,
62 45 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev045 . htm” ,
63 46 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev046 . htm” ,
64 47 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev047 . htm” ,
65 48 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev048 . htm” ,
66 49 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev049 . htm” ,
67 50 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev050 . htm” ,
68 51 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev051 . htm” ,
69 52 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev052 . htm” ,
70 53 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev053 . htm” ,
71 54 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev054 . htm” ,
72 55 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev055 . htm” ,
73 56 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev056 . htm” ,
74 57 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev057 . htm” ,
75 58 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev058 . htm” ,
76 59 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev059 . htm” ,
77 60 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev060 . htm” ,
78 61 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev061 . htm” ,
79 62 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev062 . htm” ,
80 63 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev063 . htm” ,
81 64 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev064 . htm” ,
82 65 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev065 . htm” ,
83 66 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev066 . htm” ,
84 67 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev067 . htm” ,
85 68 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev068 . htm” ,
86 69 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev069 . htm” ,
87 70 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev070 . htm” ,
88 71 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev071 . htm” ,
89 72 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev072 . htm” ,
90 73 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev073 . htm” ,
91 74 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev074 . htm” ,
92 75 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev075 . htm” ,
93 76 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev076 . htm” ,
94 77 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev077 . htm” ,
95 78 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev078 . htm” ,
96 79 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev079 . htm” ,
97 80 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev080 . htm” ,
98 81 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev081 . htm” ,
99 82 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev082 . htm” ,
100 83 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev083 . htm” ,
101 84 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev084 . htm” ,
102 85 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev085 . htm” ,
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103 86 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev086 . htm” ,
104 87 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev087 . htm” ,
105 88 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev088 . htm” ,
106 89 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev089 . htm” ,
107 90 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev090 . htm” ,
108 91 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev091 . htm” ,
109 92 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev092 . htm” ,
110 93 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev093 . htm” ,
111 94 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev094 . htm” ,
112 95 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev095 . htm” ,
113 96 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev096 . htm” ,
114 97 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev097 . htm” ,
115 98 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev098 . htm” ,
116 99 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev099 . htm” ,
117 100 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev100 . htm” ,
118 101 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev101 . htm” ,
119 102 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev102 . htm” ,
120 103 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev103 . htm” ,
121 104 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev104 . htm” ,
122 105 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev105 . htm” ,
123 106 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev106 . htm” ,
124 107 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev107 . htm” ,
125 108 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev108 . htm” ,
126 109 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev109 . htm” ,
127 110 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev110 . htm” ,
128 111 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev111 . htm” ,
129 112 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev112 . htm” ,
130 113 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev113 . htm” ,
131 114 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev114 . htm” ,
132 115 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev115 . htm” ,
133 116 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev116 . htm” ,
134 117 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev117 . htm” ,
135 118 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev118 . htm” ,
136 119 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev119 . htm” ,
137 120 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev120 . htm” ,
138 121 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev121 . htm” ,
139 122 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev122 . htm” ,
140 123 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev123 . htm” ,
141 124 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev124 . htm” ,
142 125 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev125 . htm” ,
143 126 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev126 . htm” ,
144 127 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev127 . htm” ,
145 128 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev128 . htm” ,
146 129 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev129 . htm” ,
147 130 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev130 . htm” ,
148 131 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev131 . htm” ,
149 132 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev132 . htm” ,
150 133 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev133 . htm” ,
151 134 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev134 . htm” ,
152 135 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev135 . htm” ,
153 136 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev136 . htm” ,
154 137 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev137 . htm” ,
155 138 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev138 . htm” ,
156 139 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev139 . htm” ,
157 140 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev140 . htm” ,
158 141 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev141 . htm” ,
159 142 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev142 . htm” ,
160 143 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev143 . htm” ,
161 144 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev144 . htm” ,
162 145 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev145 . htm” ,
163 146 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev146 . htm” ,
164 147 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev147 . htm” ,
165 148 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev148 . htm” ,
166 149 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev149 . htm” ,
167 150 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev150 . htm” ,
168 151 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev151 . htm” ,
169 152 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev152 . htm” ,
170 153 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev153 . htm” ,
171 154 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev154 . htm” ,
172 155 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev155 . htm” ,
173 156 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev156 . htm” ,
174 157 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev157 . htm” ,
175 158 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev158 . htm” ,
176 159 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev159 . htm” ,
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177 160 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev160 . htm” ,
178 161 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev161 . htm” ,
179 162 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev162 . htm” ,
180 163 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev163 . htm” ,
181 164 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev164 . htm” ,
182 165 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev165 . htm” ,
183 166 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev166 . htm” ,
184 167 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev167 . htm” ,
185 168 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev168 . htm” ,
186 169 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev169 . htm” ,
187 170 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev170 . htm” ,
188 171 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev171 . htm” ,
189 172 => ”http ://www. kb . dk/ e l i b / l i t /dan/ andersen / eventyr . d s l /hcaev172 . htm”
190 ) ;
191 ?>
Listing C.6: /include/util.php
1 <?php
2 /∗∗
3 ∗ Hjælpe funkt ioner t i l søgningen .
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗
9 ∗ Fo r s k e l l i g e h jæ lpe funkt i one r der ikke hører hjemme
10 ∗ andre s t ede r .
11 ∗
12 ∗ @package SEARCH
13 ∗ @author Jesper Goos , Sam Azmayesh
14 ∗ @version 0 .1
15 ∗/
16
17 c l a s s Ut i l {
18
19 /∗∗
20 ∗ Funktion der bruges t i l t i d s t agn ing a f
21 ∗ f o r s k e l l i g e p roc e s e r
22 ∗
23 ∗ @author Jesper Goos , Sam Azmayesh
24 ∗ @version 0 .1
25 ∗ @return Double $timeNow
26 ∗/
27 func t i on utime ( )
28 {
29 $time = explode ( ” ” , microtime ( ) ) ;
30 $usec = ( double ) $time [ 0 ] ;
31 $sec = ( double ) $time [ 1 ] ;
32 $timeNow = $sec + $usec ;
33 return $timeNow ;
34 }
35
36 /∗∗
37 ∗ Funktion der r e t u rn e r e r en ma i l adre s s e . Bruges s a˚
38 ∗ mai ladres sen kun ska l r e t t e s et s ted .
39 ∗
40 ∗ @author Jesper Goos , Sam Azmayesh
41 ∗ @version 0 .1
42 ∗ @return St r ing $mail
43 ∗/
44 func t i on returnTestMai l ( )
45 {
46 $mail = ” jesper@webmindit . dk” ;
47 return $mail ;
48 }
49 }
50 ?>
Listing C.7: /run/1 run crawler.php
1 <?php
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2 /∗∗
3 ∗ Crawler og indekse r ka ldes
4 ∗
5 ∗ F i l der bruges t i l at op r e t t e ob j ek t e r og
6 ∗ kalde de metoder der ska l t i l f o r at crawle
7 ∗ s i d e rn e f r a URL−s e rve r en hhv u r l . php og opbygge det
8 ∗ i n v e r t e r ed e indeks .
9 ∗
10 ∗ @package SEARCH
11 ∗/
12
13 /∗∗
14 ∗ @author Jesper Goos , Sam Azmayesh
15 ∗ @version 0 .1
16 ∗/
17
18 /∗∗
19 ∗ Adgang t i l h jæ lpe funkt i one r
20 ∗/
21 r equ i r e onc e ( ”/var /www/html/ search / inc lude / u t i l . php” ) ;
22 $ u t i l = new Ut i l ;
23 $ s t a r t = $ut i l−>utime ( ) ;
24 /∗∗
25 ∗ Ink lude r ing a f $dns − her bare et array a f de s i d e r der ska l c rawle s .
26 ∗/
27 r equ i r e onc e ( ”/var /www/html/ search / inc lude / u r l . php” ) ;
28 /∗∗
29 ∗ Der op r e t t e s f o r b i n d e l s e t i l databasen .
30 ∗/
31 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /db . php” ) ;
32 /∗∗
33 ∗ Ink lude r e r k l a s s en Crawl .
34 ∗/
35 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s / crawl . php” ) ;
36 /∗∗
37 ∗ Ink lude r e r k l a s s en BuildInv , t i l i nd sæt t e l s e
38 ∗ og opdater ing a f det i nv e r t e r ed e indeks .
39 ∗/
40 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s / bu i l d i nv . php” ) ;
41
42 /∗∗∗ En ny crawle r op r e t t e s − her kunne man opre t t e f l e r e crawlere ,
43 ∗ det te kræver dog en udv ide l s e a f crawleren , s a˚ de ikke henter
44 ∗ de samme data . ∗/
45 $crawl = new Crawl ;
46 $ inv index = new BuildInv ;
47
48 /∗∗∗ Crawleren ka ldes med de u r l ’ e r der ska l c rawle s . ∗/
49 $ s i t e s = $crawl−>getText ( $dns ) ;
50
51 /∗∗∗ Den re tu rne r ede t ek s t konve r t e r e s t i l e t i n v e r t e r e t indeks . ∗/
52 $invindex−>invIndex ( $ s i t e s ) ;
53
54 /∗∗
55 ∗ Fo r s k e l l i g e h jæ lpe funkt i one r t i l t i d s t agn ing
56 ∗ og udsende l se a f mail .
57 ∗/
58 $end = $ut i l−>utime ( ) ;
59 $run = $end − $ s t a r t ;
60 $time = substr ( $run , 0 , 5 ) ;
61 $min = ( $time /60 ) ;
62 $date = date ( ”d−m−Y H: i : s ” ) ;
63 $body = ”Det tog ” . $time . ” sekunder at køre
64 1 run c raw l e r . php ( $date ) (min : $min ) ” ;
65 $mail = $u t i l−>returnTestMai l ( ) ;
66 mail ( $mail , ”TID : 1 run c raw l e r . php” , $body ) ;
67 ?>
Listing C.8: /run/2 build idf.php
1 <?php
2 /∗∗
3 ∗ F i l der bruges t i l at beregne a l l e de
4 ∗ i n v e r t e r ed e dokument f r e kv en s e r .
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5 ∗
6 ∗ @package SEARCH
7 ∗/
8
9 /∗∗
10 ∗ @author Jesper Goos , Sam Azmayesh
11 ∗ @version 0 .1
12 ∗/
13
14 /∗∗
15 ∗ Adgang t i l h jæ lpe funkt i one r .
16 ∗/
17 r equ i r e onc e ( ”/var /www/html/ search / inc lude / u t i l . php” ) ;
18 $ u t i l = new Ut i l ;
19 $ s t a r t = $ut i l−>utime ( ) ;
20 /∗∗
21 ∗ Der op r e t t e s f o r b i n d e l s e t i l databasen .
22 ∗/
23 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /db . php” ) ;
24 /∗∗
25 ∗ Ink lude r e r vektor space model k l a s s en .
26 ∗/
27 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /vsm . php” ) ;
28 /∗∗
29 ∗ Funktionen der beregner a l l e de
30 ∗ i n v e r t e r ed e dokument f r e kven s e r ka ldes .
31 ∗/
32 $ i d f = new vsm ;
33 $ id f−>i d f ( ) ;
34
35 /∗∗
36 ∗ Fo r s k e l l i g e h jæ lpe funkt i one r t i l t i d s t agn ing
37 ∗ og udsende l se a f mail .
38 ∗/
39 $end = $ut i l−>utime ( ) ;
40 $run = $end − $ s t a r t ;
41 $time = substr ( $run , 0 , 5 ) ;
42 $min = ( $time /60 ) ;
43 $date = date ( ”d−m−Y H: i : s ” ) ;
44 $body = ”Det tog ” . $time . ” sekunder at køre
45 2 b u i l d i d f . php ( $date ) (min : $min ) ” ;
46 $mail = $u t i l−>returnTestMai l ( ) ;
47 mail ( $mail , ”TID : 2 b u i l d i d f . php” , $body ) ;
48 ?>
Listing C.9: /run/3 build wij.php
1 <?php
2 /∗∗
3 ∗ F i l der bruges t i l at beregne termvægte .
4 ∗
5 ∗ @package SEARCH
6 ∗/
7
8 /∗∗
9 ∗ @author Jesper Goos , Sam Azmayesh
10 ∗ @version 0 .1
11 ∗/
12
13 /∗∗
14 ∗ Adgang t i l h jæ lpe funkt i one r .
15 ∗/
16 r equ i r e onc e ( ”/var /www/html/ search / inc lude / u t i l . php” ) ;
17 $ u t i l = new Ut i l ;
18 $ s t a r t = $ut i l−>utime ( ) ;
19 /∗∗
20 ∗ Der op r e t t e s f o r b i n d e l s e t i l databasen .
21 ∗/
22 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /db . php” ) ;
23 /∗∗
24 ∗ Ink lude r e r vektor space model k l a s s en .
25 ∗/
26 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /vsm . php” ) ;
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27 /∗∗
28 ∗ Beregning a f termvægte .
29 ∗/
30 $wi j = new vsm ;
31 $wij−>wi j ( ) ;
32
33 /∗∗
34 ∗ Fo r s k e l l i g e h jæ lpe funkt i one r t i l t i d s t agn ing
35 ∗ og udsende l se a f mail .
36 ∗/
37 $end = $ut i l−>utime ( ) ;
38 $run = $end − $ s t a r t ;
39 $time = substr ( $run , 0 , 5 ) ;
40 $min = ( $time /60 ) ;
41 $date = date ( ”d−m−Y H: i : s ” ) ;
42 $body = ”Det tog ” . $time . ” sekunder at køre
43 3 bu i l d w i j . php ( $date ) (min : $min ) ” ;
44 $mail = $u t i l−>returnTestMai l ( ) ;
45 mail ( $mail , ”TID : 3 bu i l d w i j . php” , $body ) ;
46 ?>
Listing C.10: /run/4 build docVectorL.php
1 <?php
2 /∗∗
3 ∗ F i l der bruges t i l at beregne
4 ∗ a l l e dokumentvektorer .
5 ∗
6 ∗ @package SEARCH
7 ∗/
8
9 /∗∗
10 ∗ @author Jesper Goos , Sam Azmayesh
11 ∗ @version 0 .1
12 ∗/
13
14 /∗∗
15 ∗ Adgang t i l h jæ lpe funkt i one r .
16 ∗/
17 r equ i r e onc e ( ”/var /www/html/ search / inc lude / u t i l . php” ) ;
18 $ u t i l = new Ut i l ;
19 $ s t a r t = $ut i l−>utime ( ) ;
20
21 /∗∗
22 ∗ Der op r e t t e s f o r b i n d e l s e t i l databasen .
23 ∗/
24 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /db . php” ) ;
25 /∗∗
26 ∗ Ink lude r e r vektor space model k l a s s en .
27 ∗/
28 r equ i r e onc e ( ”/var /www/html/ search / c l a s s e s /vsm . php” ) ;
29 /∗∗
30 ∗ Al l e dokumentvektorer beregnes .
31 ∗/
32 $createDocVectorsALL = new vsm ;
33 $createDocVectorsALL−>createDocVectorsALL ( ) ;
34
35 /∗∗
36 ∗ Fo r s k e l l i g e h jæ lpe funkt i one r t i l t i d s t agn ing
37 ∗ og udsende l se a f mail .
38 ∗/
39 $end = $ut i l−>utime ( ) ;
40 $run = $end − $ s t a r t ;
41 $time = substr ( $run , 0 , 5 ) ;
42 $min = ( $time /60 ) ;
43 $date = date ( ”d−m−Y H: i : s ” ) ;
44 $body = ”Det tog ” . $time . ” sekunder at køre
45 4 bui ld docVectorL . php ( $date ) (min : $min ) ” ;
46 $mail = $u t i l−>returnTestMai l ( ) ;
47 mail ( $mail , ”TID : 4 bu i ld docVectorL . php” , $body ) ;
48 ?>
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Listing C.11: /run/runAll.php
1 <?php
2 /∗∗
3 ∗ F i l der bruges t i l at køre a l l e p roce s s e r ,
4 ∗ der ska l t i l f o r at opbygge det
5 ∗ i n v e r t e r ed e indeks samt beregning a f
6 ∗ IDF ’ er , vægte og dokumentvektorer
7 ∗
8 ∗ @package SEARCH
9 ∗ @author Jesper Goos , Sam Azmayesh
10 ∗ @version 0 .1
11 ∗/
12
13 /∗∗
14 ∗ Kald t i l c rawleren .
15 ∗/
16 include ( ”/var /www/html/ search /run/1 run c raw l e r . php” ) ;
17 /∗∗
18 ∗ Kald t i l f i l der beregner a l l e i nv e r s e dokument f r e kv en s e r .
19 ∗/
20 include ( ”/var /www/html/ search /run/2 b u i l d i d f . php” ) ;
21 /∗∗
22 ∗ Kald t i l f i l der beregner a l l e termvægte .
23 ∗/
24 include ( ”/var /www/html/ search /run/3 bu i l d w i j . php” ) ;
25 /∗∗
26 ∗ Kald t i l f i l der g ene r e r e r a l l e dokumentvektorer .
27 ∗/
28 include ( ”/var /www/html/ search /run/4 bui ld docVectorL . php” ) ;
29 ?>
Listing C.12: /testdata/d1.htm
1 <!−− t e s tda ta t i l a fprøvning −−>
2 Shipment o f gold damaged in a f i r e
Listing C.13: /testdata/d2.htm
1 <!−− t e s tda ta t i l a fprøvning −−>
2 De l ive ry o f s i l v e r a r r i v ed in a s i l v e r truck
Listing C.14: /testdata/d3.htm
1 <!−− t e s tda ta t i l a fprøvning −−>
2 Shipment o f gold a r r i v ed in a truck
Listing C.15: /index.php
1 <?php
2 /∗∗
3 ∗ Søges ide der bruges t i l at op r e t t e de ob j ek t e r der ska l
4 ∗ t i l f o r at søge i det i nv e r t e r ed e indeks , f o r e t a g e en
5 ∗ vægtning og udskr ive r e s u l t a t e t .
6 ∗
7 ∗ @package SEARCH
8 ∗/
9
10 /∗∗∗ Adgang t i l h jæ lpe funkt i one r . ∗/
11 r equ i r e onc e ($ SERVER[ ’DOCUMENTROOT’ ] . ”/ inc lude / u t i l . php” ) ;
12 $ u t i l = new Ut i l ;
13 $ s t a r t = $ut i l−>utime ( ) ;
14 ?>
15 <html>
16 <head>
17 <t i t l e >SØG</ t i t l e >
18 <!−− Def ine r ing a f s t y l e s t i l r e s u l t a t v i s n i n g e n −−>
19 <s ty l e>
20 <!−−
21 body {
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22 font−f ami ly : Verdana , he l v e t i c a , sans−s e r i f ;
23 font−s i z e : 11 px ;
24 c o l o r :#000000;
25 text−a l i g n : c ente r ;
26 }
27 a{
28 font−f ami ly : Verdana , he l v e t i c a , sans−s e r i f ;
29 font−s i z e : 11 px ;
30 c o l o r :#000000;
31 font−weight : bold ;
32 }
33 a : v i s i t e d {
34 font−f ami ly : Verdana , he l v e t i c a , sans−s e r i f ;
35 font−s i z e : 11 px ;
36 c o l o r :#551a8b ;
37 font−weight : bold ;
38 }
39 a : hover{
40 font−f ami ly : Verdana , he l v e t i c a , sans−s e r i f ;
41 font−s i z e : 11 px ;
42 c o l o r :#34397B;
43 font−weight : bold ;
44 }
45 td {
46 font−f ami ly : Verdana , he l v e t i c a , sans−s e r i f ;
47 c o l o r :#000000;
48 font−s i z e : 11 px ;
49 l i n e−he ight : 14 px ;
50 }
51 . l ink{
52 c o l o r :#008000;
53 }
54 input{
55 font−f ami ly : Verdana , he l v e t i c a , sans−s e r i f ;
56 c o l o r :#000000;
57 font−s i z e : 11 px ;
58 }
59 −−>
60 </s ty l e>
61 </head>
62 <body>
63 <center>
64 <!−− søgeform s t a r t −−>
65 <form name=” search ” method=”post ” ac t i on=”<?php echo $PHP SELF ?>”>
66 <input type=” text ” s i z e=”60” name=” s e a r ch s t r i n g ”
67 value=”<?php echo $ POST [ ’ s e a r c h s t r i n g ’ ] ?>”><br>
68 <input type=”submit” name=”submit” value=”SØG”>
69 </form>
70 <!−− søgeform s l u t −−>
71 </center>
72 <?php
73 /∗∗∗ Der op r e t t e s et array l i g e meget om der er b l eve t
74 ∗ i n d t a s t e t ord i s ø g e f e l t e t e l l e r ikke , e l l e r s opst a˚ r
75 ∗ der f e j l na˚r a n t a l l e t a f e lementer i a r raye t s ene r e
76 ∗ ska l bestemmes . ∗/
77 i f ($ POST [ ’ s e a r c h s t r i n g ’ ]==”” ){
78 $SearchTerms = array ( ) ;
79 } else {
80 $SearchTerms = explode ( ” ” , trim ($ POST [ ’ s e a r c h s t r i n g ’ ] ) ) ;
81 }
82
83 /∗∗∗ po s t va r i ab l en $submit op r e t t e s som en l o k a l v a r i ab e l . ∗/
84 $submit = $ POST [ ’ submit ’ ] ;
85
86 /∗∗∗ Anta l l e t a f e lementer i a r raye t bestemmes . ∗/
87 $numberOfTerms = count ( $SearchTerms ) ;
88
89 /∗∗∗ En f e j lm edd e l e l s e g ene r e r e s hv i s ikke der
90 ∗ er b l eve t i nd t a s t e t ord i s ø g e f e l t e t . ∗/
91 i f ( $numberOfTerms == 0){
92 $output = ”Du har ikke i nd t a s t e t nogen søgeord . . . Prøv igen . ” ;
93 }
94
95 /∗∗∗ Hvis søgeknappen er b l eve t be t j en t og
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96 ∗ der er b l eve t i nd t a s t e t noget i s ø g e f e l t e t
97 ∗ s t a r t e s søgningen . ∗/
98 i f ( $submit && $numberOfTerms > 0){
99
100 /∗∗∗ Der op r e t t e s f o r b i n d e l s e t i l databasen . ∗/
101 r equ i r e onc e ($ SERVER[ ’DOCUMENTROOT’ ] . ”/ c l a s s e s /db . php” ) ;
102
103 /∗∗∗ Ink lude r e r vektor space model k l a s s en . ∗/
104 r equ i r e onc e ($ SERVER[ ’DOCUMENTROOT’ ] . ”/ c l a s s e s /vsm . php” ) ;
105
106 /∗∗∗ Et nyt objekt a f k l a s s en Vsm opr e t t e s . ∗/
107 $vsm = new Vsm;
108
109 /∗∗∗ Et array med a l l e søgeords id ’ e r op r e t t e s . ∗/
110 $wordids = $vsm−>wordId ( $SearchTerms ) ;
111
112 /∗∗∗ Queryvektoren opbygges . ∗/
113 $queryVector = $vsm−>queryVector ( $wordids ) ;
114
115 /∗∗∗ Længden a f queryvektoren beregnes . ∗/
116 $queryVectorL = $vsm−>vectorLenght ( $queryVector ) ;
117
118 /∗∗∗ Al l e r e l e van t e dokumenvektorer hentes . ∗/
119 $documentvektors = $vsm−>getDocVectors ( $queryVector ) ;
120
121 /∗∗∗ Rangeringen udregnes . ∗/
122 $rank = $vsm−>s imularDocs ( $queryVectorL ,
123 $queryVector , $documentvektors , $wordids ) ;
124
125 $end = $ut i l−>utime ( ) ;
126 $run = $end − $ s t a r t ;
127 $time = substr ( $run , 0 , 5 ) ;
128
129 /∗∗∗ Den udregnede ranger ing udskr ive s . ∗/
130 $vsm−>showResult ( $rank , $time ) ;
131 }
132 /∗∗∗ Udskrivning a f f e j lmedd e l e l s e n . ∗/
133 i f ( $submit ){echo ”<strong>” . $output . ”</strong>” ;}
134 ?>
135 </body>
136 </html>
