A great deal of recent activity has centered on the question of whether, for a given Hilbert function, there can fail to be a unique minimum set of graded Betti numbers, and this is closely related to the question of whether the associated Hilbert scheme is irreducible or not. We give a broad class of Hilbert functions for which we show that there is no minimum, and hence that the associated Hilbert scheme is reducible. Furthermore, we show that the Weak Lefschetz Property holds for the general element of one component, while it fails for every element of another component.
Introduction
In a fixed projective space P n , let Z be a zero-dimensional scheme. We denote by h Z the Hilbert function of Z: h Z (t) = dim(R/I Z ) t for all t. We also use the analogous notation h R/I Z (t) or, if A is a graded ring (e.g. Artinian), h A (t).
Consider the possible zero-dimensional schemes in P n having a fixed Hilbert function, H. Recall [7] that the necessary and sufficient condition for the existence of H is that H be a differentiable O-sequence that stabilizes at some value d; i.e. not only H but also its first difference ∆H has to satisfy Macaulay's growth condition [13] (see the next section for a review), and ∆H(t) = 0 for all sufficiently large t. Conversely, for any such function there always exists a reduced zero-dimensional scheme with Hilbert function H.
We first review some notation (mostly from [17] ). We denote by Hilb H (P n ) the postulation Hilbert scheme associated to H, i.e. the Hilbert scheme parameterizing zerodimensional schemes with Hilbert function H. We define Hred H (P n ) to be the open subscheme of Hilb H (P n ) parameterizing the reduced zero-dimensional schemes with Hilbert function H. If I is the ideal of a zero-dimensional scheme such that R/I has Hilbert function H, suppose that R/I has minimal free resolution
with β i,j ∈ N. We denote by β I the set of graded Betti numbers of R/I (or equivalently, the set of graded Betti numbers of I). We then write The point of this theorem is that the graded Betti numbers obey semicontinuity for ideals in an irreducible family (cf. [17] , Lemma 1.2), and within such a family cancelation of Betti numbers can only come in consecutive terms in the resolution (cf. [16] ). So we can make the following rephrasing of Theorem 1.1: Let I and I ′ be ideals of zero-dimensional schemes with the same Hilbert function, H, and assume that β I and β I ′ are incomparable under the partial ordering. If no ideal J exists with β J obtainable both from β I and β I ′ by consecutive cancelation, then I and I ′ correspond to different components of Hilb H (P n ), which is thus reducible. If I and I ′ are both reduced then Hred H (P n ) is reducible. We will use this idea without comment in the following sections. Definition 1.2. We say that the Betti diagrams of I and I ′ are strongly incomparable if the conditions of the previous paragraph are satisfied.
It is known that Hilb
H (P 2 ) is smooth and irreducible [9] and that sometimes even Hilb H (P n ) is irreducible [10] . On the other hand, recently there has been a great deal of activity in this area, giving examples of many different kinds to show that sometimes Hilb H (P n ) and Hred H (P n ) (or related objects in the Artinian situation) are reducible, or that B H has no minimum element (cf. for instance [2] , [3] , [5] , [6] , [11] , [17] , [18] , [19] , [20] ). Some of these examples are isolated, and some (e.g. [2] , [18] , [19] ) are infinite families.
While we present a new large class of Hilbert functions for which Hred H (P 3 ) is reducible, the overlap with any of these previous results is minimal.
To describe the results in this paper, we first recall some notions. In the expository paper [14] , the author discussed the Weak Lefschetz Property (WLP) and the Uniform Position Property (UPP), describing both as open conditions. He showed in Example 3.4 that if H is the Hilbert function with first difference (1, 3, 6, 9, 11, 11, 11) (corresponding to a set of 52 points in P 3 ), then Hred H (P 3 ) is reducible. Furthermore, in one component no element has WLP, while in another component the general element has WLP (and in fact also UPP).
The purpose of this paper is to put this example into a much more general framework, in the process giving a much larger class of Hilbert functions for which Hred H (P 3 ) is reducible. In addition, one component has general element with WLP, and another has no element with WLP. We also recall (see above) that the Hilbert function, H, of a zerodimensional scheme is a differentiable O-sequence. To specify H, it is equivalent to specify its first difference, ∆H. This is also known as the associated h-vector.
Our main result is the following (cf. Corollary 4.4):
Theorem Let H be a Hilbert function in four variables, for which the first difference is of the form
Here t is simply the first degree for which the value is = d, and
d) is again a differentiable O-sequence, and that
Assume furthermore that there are "the right number" of d's in the middle. More precisely, we require that Notice that the conditions on ∆H in our result above are very similar to this necessary and sufficient condition for WLP. The only differences are the requirement that we have "the right number" of d's, and that b s+2 ≤ d−2 (instead of d−1) when d is even. However, the condition on the right number of d's can be restrictive -see Example 4.6, where we also discuss how one might extend this result. Nevertheless, we have the nice fact that the first difference of the Hilbert function can begin with any differentiable O-sequence, and end with any non-increasing sequence that goes to zero. This degree of freedom is surprising: it is not difficult to construct different-looking sets of points with the same Hilbert function, but to show that they have strongly incomparable Betti diagrams is difficult in general.
Then

Preliminaries
Let R = k[x 0 , . . . , x n ], where k is an algebraically closed field. We first recall some basic facts about Hilbert functions, especially those of arithmetically Cohen-Macaulay (ACM) curves in P 3 .
Definition 2.1. Let Z ⊂ P n−1 be any closed subscheme with defining (saturated) ideal I = I Z . We say that Z is arithmetically Cohen-Macaulay (ACM) if the coordinate ring R/I Z is a Cohen-Macaulay ring. Note that if Z is a zero-dimensional scheme then it is automatically ACM. 
Definition 2.3. If a ∈ Z (a > 0) has i-binomial expansion as in Definition 2.2, then we set
Note that this defines a collection of functions i : Z → Z. 
is the Hilbert function of a standard graded k-algebra. Definition 2.6. Given a sequence of non-negative integers a = {a i : i ≥ 0}, the first difference of this sequence is the sequence ∆a := {b i } defined by b i = a i − a i−1 for all i.
(We make the convention that a −1 = 0, so b 0 = a 0 = 1.) We say that a is a differentiable O-sequence if ∆a is again an O-sequence. By taking successive first differences, we inductively define the k-th difference ∆ k a.
Recall that if H = {h i : i ≥ 0} is the Hilbert function of an arithmetically CohenMacaulay subscheme of P n of dimension r (so the coordinate ring R/I has Krull dimension r + 1) then the sequences ∆ i H, 1 ≤ i ≤ r + 1, are all O-sequences. We say that H is (r + 1)-times differentiable.
In particular, let H be the Hilbert function of a non-degenerate ACM curve, C, of degree d in P 3 . Then ∆H is the Hilbert function of a proper hyperplane section of C, which is a zero-dimensional scheme of degree d in the hyperplane P 2 . Another result that we will need is the following. Let V be any reduced subscheme of P n (not necessarily ACM) with Hilbert function H = (1, n + 1, h 2 , h 3 , . . . ). Let e be any positive integer, and define a new sequence {e i : i ≥ 0} by e i = min{h i , e}. It is shown in [7] that {e i } is the Hilbert function of some reduced set of points on V . The sequence {e i } is called the truncation of H at e.
A useful way of presenting the graded Betti numbers occurring in the minimal free resolution of a graded module is by the so-called Betti diagram, introduced in the computer algebra program macaulay [1] , a program which was used to generate many examples that contributed to the theorems in this paper. Specifically, for a standard graded algebra R/I we have the diagram 0 : 1 β 1,1 β 2,2 β 3,
Note that the minimal free resolution has redundant, or "ghost" terms if and only if two non-zero entries are adjacent diagonal (with slope 1); for instance, if β 2,5 and β 3,5 are both non-zero, then there is a copy of R(−5) in both the second and third free modules in the resolution.
Basic Construction
For most of the remainder of this paper we will work in the ring R = k[x 0 , x 1 , x 2 , x 3 ] but we will also need the ring S = k[x 1 , x 2 , x 3 ]. The main results of this paper are all built on the construction that we will describe in this section. There are certain invariants that we will need. Notation 3.1. Consider a twice differentiable O-sequence, H = {h i : i ≥ 0} and assume that h 1 = 4 and that ∆H levels off at the value d. So H is the Hilbert function of an ACM curve, C, in P 3 and ∆H is the Hilbert function of its general hyperplane section.
Let ∆H = {b i : i ≥ 0} and let ∆ 2 H = {c i : i ≥ 0}. Then we define the integer t by and note that ∆ 2 CI ends in degree s. We make the following key assumptions:
We will assume that d is even. The case d odd is entirely analogous and will be left to the reader (but we make comments from time to time about this case). Note that if d is even then we have 2s = d − 2.
Suppose otherwise. Recall that H is twice differentiable, i.e. ∆ 2 H is an O-sequence. We have:
• b 2 ≥ 3 since ∆H is differentiable;
• if b 2 = 3 then d = 3 (again using differentiablility), contradicting our assumption;
and by Macaulay's growth condition each subsequent entry must be 1 until degree t, so d = t + 2, which clearly violates (3.1);
where each c i is ≤ 2 and c t+1 = 0. Hence d ≤ 2t + 1, so combining with (3.1), we get 
. ).)
Claim 2:
Note that e 1 ≤ 3. We want to show that for any i, the growth from e i to e i+1 does not violate Macaulay's theorem.
Then i + 2 ≥ t so b i+2 = d and it follows that e i ≥ e i+1 (and in fact e i > e i+1 for t − 2 ≤ i ≤ s − 3). Hence e i is an O-sequence in this range.
Note that under this assumption we have Now note that
What is the i-binomial expansion of e i ? We have
for a > b, and taking into account (3.4), we see that without loss of generality we may write
for some k, l. Then from (3.3) we get
Similarly we obtain
Now, we know that ∆H is an O-sequence, so the growth from b i+2 to b i+3 satisfies Macaulay's bound. That is,
= e i i proving that {e i : i ≥ 0} is an O-sequence as claimed. This complete the proof of Claim 2.
Now we have that all three sequences in (3.2) are infinite O-sequences. Let J be the lex-segment ideal in S with Hilbert function {e i : i ≥ 0}. Note that since J is lex-segment and e i = 2 for all i sufficiently large, we have that J i = x 1 , x 2 i for all i sufficiently large.
Let Y be the reduced subscheme of P 3 obtained by "lifting" the monomial ideal J (cf. for instance [15] ). Y is reduced, the reduction modulo x 0 of I Y is J, and the top dimensional part,Ȳ , of Y is a reduced curve of degree 2. Note that the Betti diagram for I Y is the same as the Betti diagram for J. The first difference of the Hilbert function of Y is precisely {e i : i ≥ 0}.
The next claim is not needed for the rest of the proof, but is an interesting observation.
Claim 3:Ȳ is ACM, and in fact it is a plane curve consisting of two lines meeting in a point.
(Note that when d is odd,Ȳ is just a line and there is nothing to prove here. But when d is even,Ȳ could in principle be two skew lines. We have to prove that regardless of the sequence {e i : i ≥ 0}, the curveȲ obtained in this way consists of two lines meeting in a point.)
The reduction of IȲ modulo x 0 is the ideal of a zero-dimensional scheme of degree 2 (not necessarily saturated, a priori, ifȲ is not ACM), and this reduction contains J. But in large degree J agrees with the ideal x 1 , x 2 i , which is the saturated ideal of a zero-dimensional scheme of degree 2. Therefore the reduction of IȲ modulo x 0 agrees with x 1 , x 2 in all sufficiently large degrees, and hence its saturation is x 1 , x 2 . But this ideal is supported at a point, so the curveȲ meets the hyperplane defined by x 0 in one point (up to multiplicity). HenceȲ is the union of two lines meeting at this point, and we have proved Claim 3.
We now choose polynomials F ∈ (I Y ) s and Q ∈ R such that Q is a quadric and (F, Q) is a regular sequence. Let V be the complete intersection defined by (F, Q). Note that h V = CI and that deg V = d − 2. We consider the ideal
The ideal I is formed by a special case of Generalized Liaison Addition [8] . The following can easily be deduced using [8] .
(1) I is a saturated ideal defining a curve, X, of degree d.
(2) The Hilbert function of X is H. (This comes directly from (3.2) , using the methods of [8] .) (3) X is reduced, and as sets, we have X = Y ∪ V . Since Q can be chosen freely, V avoids any 0-dimensional components of Y . (4) F can be chosen to be a union of planes, as can Q, in which case X is a union of lines and reduced points. (5) There is an exact sequence
Now we can say something about the Betti diagram of I. Suppose that I Y has minimal free resolution
Notice that because of the values of {e i : i ≥ 0} in degrees ≥ s−3 (recall the shift in (3.2)), we obtain from [4] that S/J (the reduction of R/I Y by x 0 ) has a non-zero socle element in degree s − 3 (where the "3" is), and in fact the socle in this degree is 1-dimensional. Hence since I Y and J have the same Betti diagram, we get
for some free module A. Because the Hilbert function of S/J, (. . . , 3, 2, 2 . . . ) (with the 3 in degree s − 3) has maximal growth from degree s − 2 to degree s − 1, the ideal J ≤s−2 generated by the components of degrees ≤ s − 2 has regularity s − 2. In fact, since the value of the Hilbert function of S/J is 2 from that point on, there are no further generators and without loss of generality we may substitute J for J ≤s−2 . Hence we also have that A has no summands R(−s − 1) or higher, and that F 2 has no summand R(−s) or higher. We get the commutative diagram
where α = (F, Q). From the associated mapping cone and the observations above, we get the following Betti diagram for R/I: However, if I Y had a minimal generator in degree s, and if we chose F such that it were such a generator, then α ′ would map R(−s − 2) isomorphically onto a summand of F 1 (−2) (corresponding to this generator). In this case, there would be a term R(−s − 2) in the first free module in the free resolution of I coming from the mapping cone, and it would split off with the copy of R(−s − 2) that we have described in the second free module. Of course I Y does not have a minimal generator of degree s, but in the next section we will modify things so that such a generator does exist. 
Main results
In this section we make minor modifications on the construction of the last section in order to get our results. Proof. We continue to assume that d is even, leaving the case d odd for the reader (but occasionally remarking on the case of d odd). Notice that the first difference ofH is ∆H = (1, 3, 6, b 3 , . . . , b t−1 , d, . . . , d, 0) where the last d occurs in degree s+1. Now we choose F ∈ (I Y ′ ) s and Q ∈ R 2 as above, but we choose F to be a minimal generator of I Y ′ . We form the ideal
. This is again a saturated ideal, defining a reduced subscheme, X ′ , of P 3 which consists of the disjoint union of the curve defined by (F, Q) (which has degree d − 2) and Y ′ . Let H ′ be the Hilbert function of X ′ . We make the following Hilbert function calculation using (3.2): 
Note that I ′ = I X ′ agrees with I X in degrees ≤ s + 1, and its Hilbert function is H up to and including degree s + 1. Note also that I X ′ has only one minimal generator in degree s + 2 (thanks to Remark 3.2), rather than the two that one might guess by looking at (4.1).
Thanks to [7] , there exists a set of points, Z ′ , on X ′ whose Hilbert function is the truncation of h X ′ at level h s+1 , i.e. whose Hilbert function isH. The table (4.1) shows that I Z ′ has d − 2 more generators in degree s + 2 than does I X ′ , so in fact I Z ′ has d − 1 minimal generators in degree s + 2.
Thanks to the Betti diagram (3.6) and Remark 3.2, we have the following Betti diagram for R/I Z ′ : . In fact it is clear that the diagrams are strongly incomparable (in the sense of Definition 1.2), since there can be no element smaller than both. The non-existence of a unique smallest element and the reducibility of the postulation scheme then follow immediately. Z corresponds to a point in H 1 and Z ′ corresponds to a point in H 2 . The assertion about WLP comes from the observation (from the Betti diagram) that the Artinian reduction of R/I Z ′ has a socle element in degree s − 1. But the value of the Hilbert function of this Artinian reduction in both degrees s − 1 and s is d, so the map induced by a general linear form can be neither injective nor surjective (since it has a one-dimensional kernel). Hence this Artinian reduction does not have WLP. On the other hand, the Artinian reduction of R/I Z does have WLP -it follows from the CohenMacaulay property of R/I C and the fact that R/I C agrees with R/I Z in all degrees ≤ s+1.
Again, the case d odd is almost identical and is left to the reader. Proof. It is clear from the proof of Theorem 4.1. We simply choose C to be an irreducible ACM curve and Z to be a general set of points on C of the right cardinality. We do not know if the general element of H 2 has UPP, although we believe that it does not. 1, 3, 6, 10, 14, 16, 17, 17, 17, 17, 0) .
That is,H = (1, 4, 10, 20, 34, 50, 67, 84, 101, 118, 118 , . . . ).
The corresponding postulation scheme HilbH(P n ), parameterizing sets of 118 points in P 3 with Hilbert functionH, is reducible. 
. LetH be the Hilbert function whose first difference is
Then all the conclusions of Theorem 4.1 continue to hold forH.
Proof. As before, we prove the case where d is even, leaving to the reader the case of d odd. Our approach here is similar to that taken in [12] , Proposition 3.5.
We return to the monomial ideal J ′ and the reduced subscheme X ′ obtained at the beginning of the proof of Theorem 4.1. By the mechanism of liftings of monomial ideals (cf. [15] ), we may assume that F ∈ (I Y ′ ) s is a union of planes. Clearly Q can also be chosen to be a (general) union of planes. Hence X ′ is the disjoint union of 2s = d − 2 lines (defined by the complete intersection of F and Q) and a finite set of points (Y ′ ) whose regularity is s. We saw that the Hilbert function of X ′ has first difference
with the last d occurring in degree s + 1. Note that the union, A, of 2s = d − 2 lines is a complete intersection of type (2, s); in particular it is ACM. Its Hilbert function has first difference
where the first d − 2 occurs in degree s. It is easy to check (e.g. by considering liftings) that we may order the lines λ 1 , λ 2 , . . . , λ d−2 such that for each i, A i := λ 1 ∪ · · · ∪ λ i is ACM. Notice that the Hilbert function of A i has first difference which reaches value i in degree < s, except for A d−2 , which reaches value d − 2 in degree exactly s.
For any i, the base locus of the linear system |(I X ′ ) i | includes all the lines λ j . Furthermore, in degrees ≥ s + 2, the reduction of R/I X ′ modulo x 0 agrees with the reduction of R/(F, Q) modulo x 0 .
We will prodeed inductively. Consider the Hilbert function
This can be obtained by the ideal
i.e. by taking the ideal of X s+2 := Z ′ ∪ A b s+2 , where Z ′ is the reduced zero-dimensional scheme obtained in Theorem 4.1. Indeed, since λ 1 , . . . , λ b s+2 are contained in the base locus of I Z ′ in degrees ≤ s + 1, they impose no additional conditions in those degrees. And in degrees ≥ s+2 the reduction modulo x 0 sees only the b s+2 lines. We choose a finite set of points Z s+2 whose Hilbert function is the truncation, i.e. whose Hilbert function has first difference
For the next step we proceed as we have done here, but substituting X s+2 for X ′ and Z s+2 for Z ′ , and we produce in the end a finite set of points with Hilbert function having first difference
After a finite number of steps, we are finished. Let us denote by W ′ this reduced zerodimensional scheme with the desired Hilbert function.
For the scheme W (analogous to Z in Theorem 4.1) having the same Hilbert function as W ′ but strongly incomparable Betti diagram, we first note that a curve C can be constructed with Hilbert function having first difference {1, 3, b 2 , . . . , b t−1 , d, d, . . . } and such that C is ACM, and as before, it is a union of lines λ 1 ∪ λ 2 ∪ · · · ∪ λ d such that λ 1 ∪ · · · ∪ λ i is ACM for all i. We then proceed exactly as we did above, considering truncations and slowly removing lines, to produce a reduced zero-dimensional scheme with the desired Hilbert function. Now we have to check that these zero-dimensional schemes W and W ′ have strongly incomparable Betti diagrams. Note that the Betti diagram for R/I C is the same as that in (4.3), by construction.
Recall that in Theorem 4.1, we produced zero-dimensional schemes Z and Z ′ with Hilbert function having first difference In particular, I Z ′ (resp. I Z ) agrees with I W ′ (resp. I W ) in all degrees ≤ s + 1. It follows that the Betti diagram for R/I Z ′ (resp. R/I Z ) agrees with the Betti diagraom for R/I W ′ (resp. R/I W ) in all rows above the one labelled s. The fact that the Hilbert function in degree s + 2 is now b s+2 rather than 0 means that instead of having d − 1 and d minimal generators in degree s + 2, respectively (in the above two diagrams), we instead have d − 1 − b s+2 and d − b s+2 , respectively. But the incomparability of the diagrams is preserved.
Example 4.5. In Example 3.4 of [14] it was shown that ifH is the Hilbert function with first difference (1, 3, 6, 9, 11, 11, 11, 0) (corresponding to a set of 52 points in P 3 ), then HredH(P 3 ) is reducible. Since here d = 11, t = 4 and s = 5, this is easily seen to follow immediately from Theorem 4.1. Furthermore, by Corollary 4.4, also the Hilbert function H ′ with first difference (1, 3, 6, 9, 11, 11, 11, 9, 6, 3, 1) or (1, 3, 6, 9, 11, 11, 11, 10, 8, 8, 5, 5, 5, 4, 3, 3, 1) has the property that Hred H ′ (P 3 ) is reducible. , then B H does not have a unique minimum element. Using our methods it is also possible to obtain the Hilbert function of a complete intersection, but the "flat part" of the Hilbert function becomes rather large. For example, taking a = b = 7 requires c = 26, and we obtain the Hilbert function (1, 3, 6, 10, 15, One might wonder if we could improve the method using a different kind of complete intersection CI in our construction (recall that we used one of type (2, ⌊ d−1 2 ⌋)). The idea would be to try to diminish the number of copies of d in the first difference of the Hilbert function. If our goal were some restricted class of Hilbert functions, such as those of complete intersections of type (a, b, c), experimental evidence suggests that it might be possible. But since this case is known [18] , we have to explore the general case.
Suppose, for instance, that we wanted to show that the Hilbert function with first difference ∆H = (1, 3, 6, 10, 15, 19, 23, 26 , 27, 28, 29, 29, . . . , 0) corresponds to a postulation scheme Hred H (P 3 ) which is reducible. Using the method of this paper, we use a complete intersection of type (2, 14) and study the table One might think that the method of this paper would allow us to start with the Osequence (1, 3, 4, 5, 5, 3, 2, 2, 0) and proceed as before to obtain a result about the Hilbert function with first difference (1, 3, 6, 10, 15, 19, 23, 26, 27, 28, 29, 0) . But recall that the complete intersection needs to include a minimal generator for I Y ′ , and the O-sequence (1, 3, 4, 5, 5, 3, 2, 2, 0) does not allow a minimal generator of degree 9. So in fact we have to start with the O-sequence (1, 3, 4, 5, 5, 3, 2, 2, 2, 0) and then we can indeed draw a conclusion about the Hilbert function with first difference (1, 3, 6, 10, 15, 19, 23, 26, 27, 28, 29, 29, 0) . This is not covered by Theorem 4.1. Another obstruction to extending this technique is that if CI is the Hilbert function of a complete intersection of type (a, b), then in order for the sequence {e i } to begin with a 1 we need a < b, and also we need that a be strictly smaller than the initial degree of H (or some small variant which we need not make explicit here). If we impose this condition, and also the condition that a + b ≥ t + 3 and that ab is smaller than d but "not too much smaller" (so that we have maximal growth of the first difference of the Hilbert function) then very likely the technique could be extended, as illustrated above. But the gain would only be to shorten the string of d's in the middle of the h-vector. Given the complicated nature of these numerical conditions (we have not even addressed what we would need to ensure that {e i : i ≥ 0} is an O-sequence), and the fact that already our result gives a very large new class of Hilbert functions for which the postulation scheme is reducible, it does not seem worthwhile to pursue this.
