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ABSTRACT
Photovoltaic (PV) solar power use is increasing globally. The Australian Capital Territory (ACT) has
legislated a renewable energy target of 90% by 2020; to reach this target, use of distributed PV solar arrays is
expected to increase. Cloud cover can cause the power output of PV installations to rapidly increase or
decrease, resulting in ACT-wide collective ramp events. Accurate forecasts of when the ramp events will
occur are needed for electricity providers to plan for these abrupt output changes and to ensure that electricity
supplies remain stable. This paper categorizes the weather events that cause changes in the output of rooftop
PV arrays in the ACT, providing a foundation for future PV output forecasting to be based on weather event
identification. This paper identifies citywide collective ramp events, which occur when a 60% change in
collective PV power output (with respect to the clear-sky potential) is experienced within 60min. Such events
are termed critical collective ramp events. Throughout the period between January 2012 and July 2014, 34
critical ramp events occurred. Eighteen of these events were positive collective ramp events, caused most
frequently by Australian northwest cloud bands and radiation fog dissipation. Sixteen negative collective
ramp events were recorded, and they were caused most frequently by the passage of cold fronts and thun-
derstorms. The categories developed herein will make it possible to improve short-term solar forecasting
methods and to enable meteorologists to contribute to forecasting critical events.
1. Introduction
Global use of renewable energies, such as solar power,
is increasing. In the decade ending in 2012, solar pho-
tovoltaic (PV) generation expanded by 50% worldwide.
By the end of 2012, solar PV produced almost 100 TWh
of energy globally (IEA 2013). This trend is similarly
observed in Australia. In 2013, household-scale solar
energy generation contributed 1.62%of total Australian
energy generation and produced 10.9% of the nation’s
renewable electricity. Nearly all of this growth has
come from the accelerated uptake of rooftop PV
arrays, which increased in number from 2629 to over
1.2 million between 2007 and 2013 (CEC 2013). This is a
long-term trend; solar energy is expected to compose
between 11% and 30% of Australia’s national genera-
tion capacity, and 3%–7% of electricity generation, by
2022 (SunWiz 2012).
Solar PV power generation is primarily dependent on
cloud cover. In the absence of clouds, power production
follows a smooth, predictable diurnal curve as the sun
moves across the sky. This is known as the PV system’s
clear-sky curve (Engerer and Mills 2014). The presence
of clouds, however, will disrupt this relationship, re-
sulting in reduced or, in some cases, increased power
output [see the discussion of ‘‘cloud enhancement’’ in
Zehner et al. (2010) and Engerer (2015)] relative to the
clear-sky case. The relationship between electricity
generation and cloud cover has consequences for both
the quantity and quality of the electricity generated by a
given PV system. This is best illustrated with the fol-
lowing examples. First, consider the impact of scattered
fair-weather cumulus clouds. These may temporarily
reduce power output on the scale of seconds to minutes
before skies clear again. From the perspective of the
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electricity sector, these clouds have a negative influence
on power quality (as the power generation is unreliable
and variable), but only minimally affect power quantity,
as overall conditions are clear and power output is at a
maximum during most time periods. Another well-
suited example is an opaque stratus cloud deck, which
reduces power output over the course of several hours
(Engerer 2011). In this situation, power quantity is
greatly reduced, but power quality only decreases min-
imally as power generation is fairly stable. From the
perspective of an atmospheric scientist, a clear re-
lationship should be readily apparent between the pre-
vailing meteorological conditions and the power output
of a given PV system; this is a preliminary example of
howmeteorologists’ understanding of such concepts will
prove invaluable in the development of weather-based
PV forecasts (as discussed in section 1b).
As solar PV generators are added to local electricity
networks, the need for grid operators to actively respond
to cloud-induced changes in PV output grows. Any sig-
nificant surplus or deficit of generation from embedded
PV generators must be balanced by a corresponding
decrease or increase in power—produced by other
generating units—or an increase or decrease in local
demand, in order to maintain the supply and demand
balance. Ideally, this supply and demand settlement will
happen well in advance of any significant changes in PV
output. An important first step in preparing for such
changes—for example, by developing relevant forecast
algorithms—is understanding which meteorological
phenomena cause disruptions in solar PV power supply.
Of particular interest are events that drive a step change
in the power quantity produced by a large number of PV
generators over a short period of time (additionally
negatively affecting power quality), as such events are
most likely to affect power output. However, full cli-
matologies of the events that cause changes in PV sys-
tems have not yet been developed. These are necessary
if forecasts of PV output are to make use of the
relationship between meteorological conditions and
power output (see section 1b for further discussion).
While PV output forecasts have traditionally been the
focus of the machine learning (ML) community, the
meteorological community can bring expertise and
knowledge of connections between changes in cloud
cover and solar irradiance, contributing both to the de-
velopment of climatologies of weather events involving
sudden changes in PV output, and future forecasts of
such weather events. The first step in developing such
climatologies is identifying which weather types are as-
sociated with ramp events, which provides clear moti-
vation for this paper. This study will identify and
categorize the meteorological events that contribute to
abrupt changes in PV output at the mesoscale and syn-
optic scale in the city of Canberra, Australian Capital
Territory (ACT), Australia (see Fig. 1), a city with
over 16 500 embedded small-scale PV systems (as of
December 2014).
a. Literature review
The relationship between changes in cloud cover and
solar PV power output is well established in both ob-
servation (Jewell and Unruh 1990) and simulation
studies (Engerer 2011). Solar PV arrays are sensitive to
immediate changes in irradiance. This instantaneous
reaction and the often abrupt nature of cloud bound-
aries causes the power output from solar PV to experi-
ence step change events where power production
suddenly increases or decreases. These are referred to as
ramp events; a sudden decrease in daytime cloud cover
is termed a positive ramp event, while its opposite is
termed a negative ramp event (Jewell and Unruh 1990).
The nature of ramp events changes significantly when
more than one solar PV site is considered, as the diverse
spatial distribution of these systems leads to com-
plex interactions with cloud boundaries. As such, ramp
events have been observed at widely varying geographic
and temporal scales (Lave et al. 2012; Florita et al. 2013).
This concept was first termed dispersion by Hoff and
Perez (2010b), who noted that the change in output
between PV sites decreases as a function of the sepa-
ration distance between sites. Dispersion has been
investigated by several complementary studies, each
examining different scales. Murata et al. (2009) first
examined dispersion at the spatial scale of hundreds
of kilometers using 52 PV generators in Japan. The
FIG. 1. Australia, with the ACT shown in boldface text. The city of
Canberra is located in the northern region of the ACT.
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magnitude of power output change is less for a group of
these dispersed or ‘‘distributed’’ systems than for an
individual system; the change in power output between
individual systems more than 50km apart was not cor-
related. With further investigation, it was discovered
that geographic dispersion of PV generators tends to
‘‘smooth’’ the effects of sudden changes at a specific
locality when considering generation from the entire
collective of PV generators. The concepts of dispersion
and smoothing were further developed at a much
smaller, suburb-scale sensor network by Lave et al.
(2012), who used eight radiation sites with 100-resolution
data and a maximum separation distance of 2.4 km. For
their relatively dense network, they found that changes
in radiation were independent at resolutions below 50,
observing clear smoothing effects. Another study
(Bing et al. 2012) investigated correlations at a regional
spatial scale (1775km2) using 71 radiation measure-
ment stations with 100, 50, and 10 data resolutions in
the Sacramento Municipal Utility District in central
California. Additionally, cloud speed affects site-to-site
correlations: faster cloud speeds lead to higher corre-
lations between sites separated by shorter distances
(Bing et al. 2012; Hoff and Perez 2010a; Lave and
Kleissl 2013).
Broad-scale ramp events, or ‘‘collective ramp events,’’
occur when all of the generators (or radiation sites) in a
given region experience a similar step change in avail-
able solar radiation (Jamaly et al. 2013; Kleissl 2013).
For time scales greater than 1min, the sites affected by a
collective ramp event can be as far apart as 1000km
(Murata et al. 2009). Collective ramp events are of
greatest interest, as step changes affecting all generators
on the scale of minutes and hours pose the greatest risk
to electricity utilities (Kleissl et al. 2012). If a collective
PV ramp event is experienced—that is, most PV arrays
in a city simultaneously ramp up or ramp down—then
the impact of distributed PV systems on grid stability is
at a maximum during that period. Although electrical
utilities havemanaged changes in load following to date,
their ability to do so is diminished as PV solar systems
increase their network penetration. As solar-based sta-
bility issues emerge, grid operators will then be left with
two choices: halt the installation of distributed solar PV
systems or forecast these changes with enough lead time
to actively balance the changes with other generation
systems available to the network (natural gas peakers,
pumped hydro, etc.) (Maisano et al. 2016). This manu-
script uses applied meteorological methods to support
the second option by categorizing the weather events
associated with ramp events; this will allow for the future
development of event climatologies and paves the way
for developing forecasts of weather types that cause
ramp events, possibly through automated weather pat-
tern detection (Wong et al. 2008) or statistical fore-
casting methods that operate with awareness of the
prevailing weather pattern (Boland 2015).
b. Motivation
Accurate forecasts of the timing and magnitude of
collective ramp events, provided well in advance of the
events themselves, could allow grid operators to ade-
quately prepare for their occurrence. However, to date,
very few solar forecasting methods have placed special
emphasis on collective ramp events, preferring instead
to focus on general time series forecasting (Reikard
2009; _Izgi et al. 2012; Marquez et al. 2013; Huang et al.
2013).While Jamaly et al. (2013) analyze the accuracy of
collective-ramp-event forecasts estimated from satellite
and weather station solar irradiance data, such in-
formation is not always readily available. Furthermore,
forecasts obtained from weather station solar irradiance
data—the more globally accessible of the two data
sources—were least accurate. Of particular interest are
the short-term forecast horizons of 0–4 h—research into
which is dominated by statistical forecasting ap-
proaches, such as ML (Shi et al. 2011). Yet the ap-
proaches discussed in the literature have thus far
reduced meteorological factors to simple input feature
vectors, which have yielded little to no improvement in
forecast accuracy (Engerer andWellby 2014). Recently,
it has been suggested that collective ramp events could
be clearly connected to repeatable meteorological phe-
nomena (Engerer and Wellby 2014), and that current
methods in ML forecasting could benefit by using cate-
gories representing these weather events as input fea-
ture vectors, rather than using raw data (Engerer 2013).
The regularly reported (and thus easily accessible)
meteorological parameters used for ordinary weather
forecasting could be used to form these categories,
offering an advantage over the method of Jamaly
et al. (2013).
While the literature on solar PV output forecasting
recognizes the importance of cloud cover (Lorenz et al.
2009), very few studies have examined the relationship
between PV output and weather events more deeply
(Engerer and Wellby 2014). Several studies have noted
the impact of meteorology on PV generation; for ex-
ample, Nonnenmacher et al. (2014) find that fog can
impact PV output readings, and Yang et al. (2014) note
that solar irradiance forecast accuracy is affected by the
meteorological conditions of different seasons. How-
ever, minimal research has been conducted that at-
tempts to categorize the meteorological phenomena
that cause changes in PV output. Almost all studies that
attempt this restrict themselves to categorizing the basic
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weather type; for example, several studies used sym-
bolic weather categories (such as ‘‘sunny,’’ ‘‘fair,’’ and
‘‘showers’’) from numerical weather prediction (NWP)
information to predict PV output (Chel and Tiwari 2011;
Shi et al. 2011; Detyniecki et al. 2012). Chen et al. (2011)
developed this work by predicting PV output from in-
dividual parameters that reflect changes in weather
(such as relative humidity and air pressure), although no
attempt was made to group the parameters according to
the weather type that caused them (e.g., a midlatitude
cyclone).
Almost all research involving weather categorization
has so far been limited to localized, symbolic categori-
zation (such as sunny or rainy). The exception to this is a
small number of studies that link synoptic-scale marine-
layer fog, stratus conditions, and frontal activity to PV
production (Kleissl et al. 2012; Mathiesen et al. 2013;
Jamaly et al. 2013). This paper fills this void by catego-
rizing the mesoscale and synoptic-scale meteorological
events leading to collective ramp events in Canberra.
Additionally, it is hypothesized that creating categories
of weather events that cause collective ramp events at a
given location will allow for great improvements in the
existing statistical solar forecasting routines. Fluctua-
tions in PV output of the horizon examined in this
paper are most easily forecast and, thus, are easily in-
corporated into forecasting algorithms (Kleissl et al.
2012). This could be accomplished, for example, by first
training an ML algorithm to recognize a meteorological
phenomenon (i.e., repeatable mesoscale and synoptic-
scale critical-ramp-event weather types) based on the
provided characteristics of the event, and then providing
that preprocessed information to an ML solar fore-
casting model via a feature vector. This process could be
applied to many regions of the globe where distributed
PV systems are affected by reoccurring weather types.
Once the weather events that affect a given location are
known, ML algorithms can then be developed to auto-
matically detect such events (Wong et al. 2008).
Forecasts of ramp events will require much involve-
ment from the meteorological community. Weather-
based ramp-event forecasts will rely on the development
of weather-related feature vectors, which in turn require
the weather events causing ramp events to be initially
categorized. This provides the basis of this study’s mo-
tivation to categorize themeteorological origins of ramp
events for a given location. Beyond the potential bene-
fits of improving short-term solar forecasts, the analysis
in itself is novel and opens several avenues of sub-
sequent research. Could PV systems be used to sample
atmospheric radiation at much higher spatial frequen-
cies than have previously been possible (Engerer andXu
2015)? Could PV system power output be used in the
detection and characterization of clouds? The union of
these meteorological and PV power output datasets has
interesting implications for the future of applied mete-
orology that are only now just beginning to emerge.
c. Structure
This paper will examine collective ramp events
(hereinafter referred to as ramp events) that impact
distributed PV arrays on a scale from minutes to hours.
We use the term distributed PV systems to refer to those
that produce electricity at or near the point of con-
sumption (e.g., rooftop solar) and are geographically
dispersed within a given region (Murata et al. 2009). The
study will use from tens to hundreds of data points at the
city scale (a region of approximately 25 km 3 35km) in
Canberra. We have selected Canberra as the location of
this study as it has legislated a renewable energy target
of 20% by the year 2020; meeting this target will depend
heavily on use of solar installations. Canberra has one of
the most ambitious renewable energy targets in the
world, and, as such, the ability of grid operators to ac-
tively manage collective ramp events in the region is a
high priority. The study will focus on identifying city-
scale ramp events that occur despite the mitigating effect
of geographic smoothing; as such, the analysis is re-
stricted to ramp events that are experienced collectively
across the city. By identifying these citywide ramp
events, it is possible to categorize the events according to
the mesoscale and synoptic-scale meteorological phe-
nomena that produced them. A discussion of the origin
and nature of the weather patterns that caused them will
be provided.
2. Data and methods
Two principal analyses were undertaken as part of this
study. The first analysis involved identifying which dates
in the study period were associated with ramp events.
The second portion of the study consisted of identifying
and analyzing the meteorological events responsible for
causing the ramp events in question.
The PV data were obtained from an open Internet site
(http://PVOutput.org) at which system owners volun-
tarily report their power output data and the charac-
teristics of their PV array. This dataset is publicly
available and as of July 2014 included over 240 sites in
the Canberra municipality. The data were collected
from 2 January 2012 to 17 July 2014 and aggregated to
10-min intervals using the sum of the total power output
normalized to the sum of the rated installed capacity.
We then identified positive and negative 60-min ramp
events by calculating the ramp rate according to the
method of Lave andKleissl (2010). Equation (1) presents
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the ramp-rate (RR) calculation (kW kW21p min
21), where
PVmeas is the measured PV output (kW) and PVclr is the
clear-sky potential (kWp). The required clear-sky esti-
mate was generated by the KPV methodology developed













Ramp events that exceeded a critical threshold of
60% of the clear-sky potential within 60min (equivalent
to an average ramp rate of 1%min21) were identified as
‘‘critical ramp events’’ and subjected to further meteo-









The second component of the analysis was un-
dertaken using meteorological data sourced from the
Australian Bureau ofMeteorology (BoM).Data sources
for the analysis included weather observations from the
weather station at the Canberra Airport (BoM station
070351; WMO identifier 94926), NWP output from the
BoMAustralian Community Climate and Earth-System
Simulator (ACCESS) model, archived mean sea level
pressure (MSLP) charts, and satellite imagery provided
by the Japanese Meteorological Agency’s Geosta-
tionary Meteorological Satellite system. These data
sources were used to manually identify which weather
events were associated with each ramp event.
Information regarding the PV dataset
Note that the number of PV sites used to obtain out-
put data increased over the course of the analysis (see
Fig. 2); the median number of sites used to analyze a
ramp event was approximately 92, theminimumnumber
was 21 sites, and the maximum number of sites was 240.
For each ramp event presented, the number of PV sites
reporting data at the given time is included (number of
stations n5 x). The increase in sites was due to growth in
the number of users actively reporting data to the
PVOutput server. We recognize that it is possible that
this could result in falsely identifying broad-scale ramp
events during periods when relatively few sites were
available; in such cases, the Canberra region could be
undersampled. To account for this, the analysis has been
reported for both 1) all sites (all n) and 2) sites where n.
30 as can be seen in Table 1, which shows the limited
difference between the two datasets. Where n, 30, this
study only retains the events that were produced by
mesoscale and synoptic-scale meteorological events
similar to those that caused ramp events later in the
dataset (where greater numbers of sites were present).
Figure 2 shows that, despite the increase in reported site
numbers with time, this has a limited effect on ramp-
event identification (even when n , 30), as sites are
geographically well dispersed for the entire period
of study.
3. Results and discussion
Thirty-four critical collective ramp events that sur-
passed the specified ramp-rate threshold and were
caused by repeatable, categorical weather phenomena
were identified throughout the period of study (with
approximately one event occurring each month), 18 of
which were positive and 16 of which were negative. The
weather categories associated with positive and negative
ramp events are presented below. Table 1 shows the
frequency and season of the weather types that caused
the positive and negative ramp events. Table 2 presents
the ramp rates associated with each individual ramp
event. Overall, the average ramp rates of positive
(70.3% of clear-sky potential) and negative (71.0% of
clear-sky potential) events are very similar; however, it
should be noted that when non-reoccurring weather
events (the ‘‘other’’ category in Table 2) are ignored for
both positive and negative ramp events, negative ramp
events exhibit a slightly stronger ramp rate (positive,
69.9%; negative, 74.3% of clear-sky potential). Distinct
differences between different types of weather events
causing ramp events are observed (see Table 1), and so
each reoccurring weather type is discussed next.
a. Positive ramp events
Eighteen positive ramp events occurred throughout
the study period, with the majority of positive ramp
events occurring prior to solar noon. The weather
events that caused positive ramp events are discussed
below, beginning with the most frequently occurring
weather types.
1) NORTHWEST CLOUD BANDS
The northwest Australian cloud band frequently oc-
curs in winter, when low-level stratiform cloud forms
over northwest Australia, stretches across central Aus-
tralia, and continues to the southeast, with cloud height
progressively increasing. Cloud bands often extend over
5000km, with a longitudinal length of up to 708 and a
latitudinal length of 58–108. Moisture for the cloud band
is usually provided by moist, deep convective cloud over
the East Indian Ocean (Tapp and Barrell 1984; Sturman
and Tapper 2005).
This paper draws a novel distinction between two
types of northwest cloud bands, each of which induced a
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different type of ramp event. We term the first type
synchronous northwest cloud bands. These events occur
when the cloud band’s component synoptic features
align: the southeastward-extending cloud band aligns
with clouds generated by isentropic lifting that are
associated with a low pressure system located off
southeastern Australia and its incipient cold front (see
Fig. 3). The merging of these two sources of cloud con-
densate produces a singular, clearly defined and well-
developed cloud band that extends from the low levels
to the midtroposphere (note the saturation at the
500-hPa level in Fig. 4). These well-developed cloud
FIG. 2. (top) The total number of PV sites in Canberra available and used for analysis over time, beginning with 2 Jan 2012 and ending
with 17 Jul 2014. (bottom) The geographic dispersion of sites across the ACT for 1 Jun (left) 2012 (n5 27), (center) 2013 (n5 115), and
(right) 2014 (n5 220). As n increases with time, the spread of sites remains relatively constant throughout the period of analysis; the area
of analysis increases from;700 km2 at the beginning of 2012 to;800 km2 inmid-2014. This shows that, even when n, 30, ramp events are
caused by citywide, mesoscale, or synoptic-scale events.
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decks are most frequently associated with an upper-level
trough, which supports surface regions of low pressure in
southeastern Australia and accelerates the northwest-to-
southeast moisture transport from the cloud band.
When the resulting opaque cloud deck moves out of
the ACT, a positive ramp event occurs. There were
three such events during the study period; the event
from 20 December 2012 is shown in Figs. 4 and 5. The
right-hand image in Fig. 4 shows the 500-hPa relative
humidity in the 0000 UTC analysis from the ACCESS
model, revealing a sudden drying at midlevels as the
cloud band moves out of southeastern Australia. The
cloud band it depicts is characteristically uniform, and
shows a clear connection between its two synoptic
components. This setup produced a sudden, strong ramp
event at 0030UTC 20December 2012; as the cloud band
moved out of the region, the aggregate power output
from 67 PV sites jumped from 7.5% to 95% of clear-sky
capacity in the hour preceding 0130 UTC (see Table 2).
In contrast, asynchronous northwest cloud bands (see
Figs. 6 and 7) occur when the band’s synoptic compo-
nents do not align, producing two distinct, thinner cloud
decks that are separated by a dry slotted region (Fig. 7).
Interestingly, this asynchronous cloud band setup can
lead to a series of positive and negative ramp events, as
the frontal cloud region passes first, followed later by the
cloud band after a period of clear sky. This occurred on
two occasions throughout the study period. The asyn-
chronous event of 15 November 2012 (Fig. 5) is pre-
sented with MSLP charts and satellite imagery in Fig. 6,
which provides a clear example of this event type. A
weak front is seen passing through southeastern Aus-
tralia with relatively thin and scattered cloud cover,
followed by a trailing cloud band. ACCESS model
analysis reveals a disconnect in midtropospheric mois-
ture, with an associated dry slot between the two fea-
tures. The overall reduction in saturation at 500 hPa,
compared to the more vigorous synchronous event, is
noteworthy.
The difference in the overall moisture content and
depth of the cloud formation is readily apparent in
Fig. 5, which shows the contrast between the passage
of the synchronous cloud band on 20 December 2012
and the asynchronous event on 15 November 2012.
The synchronous event shows a greater overall re-
duction in solar radiation receipt, with less than 10%
of clear-sky equivalent power production, and it
produces a much stronger positive ramp event when
conditions clear abruptly (see Table 2). The asyn-
chronous event on 15 November 2012 produces three
ramp events (two positive and one negative), with the
first positive event commencing at 2230 UTC and the
second at 0630 UTC 16 November 2012. Although
only the first positive event meets the threshold for a
critical event, it is nevertheless interesting to observe
this phenomenon.
2) FOG DISSIPATION
Canberra experiences an average of 46 fog days per
year, the majority of which are radiation fog events
(Fabbian et al. 2007). Radiation fog typically occurs in
the morning when light winds prevail, nights are clear,
TABLE 1. The different weather types that produced positive and negative ramp events in theACT between January 2012 and July 2014.
The frequency of ramp events induced by the givenweather type is provided for both all observed ramp events regardless of the number of
observation sites (n) and all ramp events when n . 30. This accounts for any potential bias due to the increase in the number of sites
throughout the study period. Theminimal difference between the columns shows that site number appears to have little impact on results,
although this can only be determined with certainty with a longer time series. The average ramp event is quantified for each event type,
both as a percentage of clear-sky potential exceeded within 60min and as the change in PV output (kW kW21p ) [see Eqs. (1) and (2)]. The
season in which each weather event occurred is also listed.
Weather event Frequency (all n) Frequency (n . 30) Season Clear sky (%) kW kW21p
Positive ramp events
Northwest cloud band 5 4 November–March 74.5 0.526
Fog dissipation 4 2 April–August 64.1 0.374
Easterly dips and east coast lows 3 3 Dips: February 62.6 0.417
Lows: May–June
Easterly trough 3 1 February 70.5 0.505
Cold front 1 0 September 77.8 0.423
Other 2 2 Various 72.1 0.388
Total 18 13 69.6 0.446
Negative ramp events
Cold front 5 4 February–October 70.5 0.436
Thunderstorm 4 3 February–March; September 81.1 0.532
Northwest cloud band 3 3 November–December 78.4 0.380
Other 4 3 Various 60.8 0.391
Total 16 13 71.7 0.438
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and anticyclonic conditions are present (Fitzjarrald and
Lala 1989; Meyer and Lala 1990). All four fog dissipa-
tion ramp events occurred between April and August,
when a high pressure system was centered over either
southeast or central Australia. The events are accom-
panied by a unique signal that is clearly detected by
surface-level meteorological instruments: a lagged fall in
relative humidity; a leading, sudden climb in tempera-
ture; and, throughout the event itself, an intensification
in wind speed associated with an increase in turbulent
mixing (and a sudden increase in PV power output).
This signal, and the temporal relationship between its
constituent elements, could be incorporated into future
forecasts of fog dissipation ramp events. It is the signal
as a whole that is of interest, rather than quantifying the
intricate relationships between the parameters (e.g., the
exact lag and lead times of each parameter and solar
irradiance). While changes in certain parameters can be
used to predict fog dissipation events, the lead time of
such forecasts is short. Consequently, we are most in-
terested in quantifying the feature vector ‘‘signature’’
of a fog dissipation event so that it can be incorporated
into longer-term ML forecasting algorithms.
We use the ramp event of 17 May 2012 as an example.
A favorable setup exists prior to the ramp: wind speeds
are minimal and an anticyclone is dominant. These
conditions promote overnight diabatic cooling. Conse-
quently, the temperature of the prevailing air mass
drops overnight and low temperatures (08–28C) are re-
corded until approximately 2100 UTC, when the air
mass reaches saturation and radiative fog forms. After
sunrise, the ground surface begins to warm, producing
weak convection that begins the process of low-level
mixing and fog dissipation. This process is a positive
feedback cycle: as more mixing occurs, conditions clear,
allowing more radiation to arrive at the surface, which
further intensifiesmixing. Figure 8 shows the response in
collective PV power output (n 5 27), which rises very
suddenly, with a corresponding sudden fall in relative
humidity. As the number of sites reporting this event
was low (n 5 27), additional analysis was completed to
determine if this event occurred at the local or meso-
scale. The wide distribution of sites (very similar to
Fig. 2, bottom left), coupled with the appearance of the
ramp-event signal in the geographically dispersed sta-
tions (see Fig.8) shows that the ramp event occurred
across the Canberra region and is a mesoscale event.
Because radiative fog formation is dependent on di-
urnal heating, it is very likely positive fog dissipation
ramp events will occur in the morning. Importantly,
these events will not take place overnight, and so PV
output will always be affected. Radiation fog dissipation
is ‘‘fixed’’ temporally, contributing to the high frequency
of radiative fog dissipation positive ramp-event
observations. We also note that the strength of this
ramp-event type can be diminished in the presence of
upper-level cloud, which reduces the intensity of in-
coming radiation. Both of these points should be in-
corporated into any future feature vectors developed
for radiation fog dissipation.
3) EASTERLY DIPS AND EAST COAST LOWS
As easterly dips and east coast lows originate under
similar conditions, they are discussed here in tandem.
Easterly dips may develop either onshore or offshore.
The former develop when the quasi-stationary easterly
trough (discussed in greater detail in the next sub-
section), located to the east of the Great Dividing
Range, moves eastward and is either accompanied by a
surface cutoff low or by upper-level northwesterlies
ahead of a short wave. Offshore easterly dips occur
when a quasi-stationary trough lies parallel with the east
Australian coast, and is accompanied either by an ad-
vancing short wave or a 500-hPa cutoff low (Speer and
Geerts 1994). Occasionally, an offshore easterly dip may
develop into an east coast low. An east coast low is a
particular category of extratropical cyclone that develops
offshore within 500km of the east Australian coast,
TABLE 2. The date of each positive ramp event identified in this
study. This includes the weather event type and the respective
ramp quantified by the percentage change in clear-sky potential
and the change in PV power output (kW kW21p ) as experienced
over 60min or less [see Eqs. (1) and (2)]. The number of sites used
in the analysis is n.
Date Event type Clear sky (%) kW kW21p n
7 Feb 2012 Easterly trough 60.7 0.388 22
10 Feb 2012 Easterly trough 86.7 0.704 22
17 Feb 2012 Northwest
cloud band
78.3 0.607 21
27 Apr 2012 Fog 66.5 0.364 25
17 May 2012 Fog 65.0 0.413 25
13 Sep 2012 Cold front 77.8 0.423 38
15 Nov 2012 Northwest
cloud band
81.0 0.520 48
20 Dec 2012 Northwest
cloud band
87.5 0.623 67
2 Feb 2013 Easterly dip 65.2 0.397 72
31 Mar 2013 Northwest
cloud band
61.3 0.363 92
26 Jul 2013 Fog 62.9 0.353 117
16 Aug 2013 Fog 62.0 0.369 126
31 Aug 2013 Other 81.8 0.490 136
28 Oct 2013 Other 74.2 0.320 158
28 Nov 2013 Northwest
cloud band
64.5 0.516 183
11 Feb 2014 Easterly trough 64.1 0.422 191
2 May 2014 East coast low 60.1 0.421 240
15 Jun 2014 East coast low 62.4 0.432 239
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between 208 and 408S latitude. They must display a de-
gree of meridional movement throughout their lifetime
and possess a pressure gradient of at least 4hPa (100km)21
(Holland et al. 1987; Hopkins and Holland 1997). Through-
out the period of study, one easterly dip and two east
coast lows produced morning positive ramp events;
these types of events produce low- to midlevel strength
ramp events (see Table 2).
We present the easterly dip positive ramp event on
2 February 2013 in Fig. 9, which shows conditions as the
ramp began at 0000UTC. The right-hand satellite image
shows that a rapid decrease in cloud cover, connected
with the easterly dip that is moving farther offshore as
cyclogenesis intensifies, will soon be experienced over
southeastern Australia. The left-hand thickness chart
shows a distinct short-wave feature over the Victorian
and New South Wales coasts, increasing cyclonic vor-
ticity and enabling the surface low to deepen. The ramp
event occurred as the offshore low pressure system and
its associated cloud moved eastward.
4) EASTERLY TROUGH
The easterly trough (or ‘‘Queensland trough’’) is a
semipermanent shallow region of low pressure that
stretches meridionally in parallel with, and approxi-
mately 700 km inland from, the east coast of Australia.
The easterly trough forms in response to (i) orography,
(ii) diurnal heating, and (iii) the baroclinic zone origi-
nating from the contrasting temperatures of the land
surface and the oceanic East Australian Current. It is
often observed in summer, when maximum daytime
heating occurs. The easterly trough divides moist, mar-
itime air from dry, continental air. As surface heating
increases throughout the day, mixing of the lower tro-
posphere also increases, and the surface air to the west
of the trough dries. As the trough deepens, it moves
FIG. 3. MSLP charts showing conditions on 20 Dec 2012 when a positive ramp event was
experienced over theACT at approximately 2310UTC. Shown are conditions at (left) 0000 and
(right) 0600 UTC. These charts show that the synoptic surface features composing the north-
west cloud band (the continental trough and cold front) are closely aligned. (Images are from
the BoM.)
FIG. 4. Conditions at approximately 0000 UTC 20 Dec 2012, the time at which a positive ramp event commenced over the ACT. (left)
Satellite image revealing the cloud band as it moves out of southeastern Australia (2310 UTC). (right) Image showing the 500-hPa
humidity (%) analysis time step from the BoM ACCESS model. (Images are from the BoM.)
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eastward; this often prompts afternoon showers and
thunderstorms (Adams 1986).
Throughout the period of study, three easterly trough
positive ramp events were observed, all of which oc-
curred in February (late summer). Two of these ramp
events occurred solely as a consequence of changes in
cloud produced by the easterly trough. One such trough
occurred on 10 February 2012, as convective cloud
generated by the easterly trough passed over the ACT,
producing both a negative (0400 UTC) and a positive
(0500 UTC) ramp event (see Fig. 10).
Weaker easterly troughs that do not stretch meridio-
nally from Queensland through to Victoria may still
produce ramp events when occurring in conjunction
with other meteorological phenomena. One example
occurred on 11 February 2014, when a decaying cold
front (located over the Tasman Sea) fed moisture into
the anticyclonic flow of a high pressure system, located
off the east Australian coast (see Fig. 11). The steep
850-hPa moisture gradient between the maritime air
and the dry continental air (associated with a weakly
developed easterly trough located in inland New South
Wales), produced shallow convection. The moisture
gradient is only visible at 850 hPa, as the weak easterly
trough and the decaying cold front are both shallow
features (see Fig. 11). A lack of upper-level support
produced localized, low-level cloud over the ACT. The
positive ramp event occurred as the moisture gradient
moved eastward, in response to both the cold front
decaying, and surface heating increasing. Because this
ramp event was not due solely to an easterly trough, but
by factors additional to diurnal heating, the event oc-
curred in the morning.
5) COLD FRONTS
Cold fronts affecting southern Australia differ from
those elsewhere in the world. First, they are often as-
sociated with prefrontal troughs that migrate ahead of
the front, which may be coupled with a cold change [see
section 3b(1) for a more detailed discussion] (Hanstrum
et al. 1990). Second, the cold fronts tend to lack upper-
level baroclinicity; third, the cold fronts interact with
other low-latitude phenomena in various ways (an ex-
ample of which is the northwest cloud band, in which the
cold front interacts with a continental low pressure
trough) (Sturman and Tapper 2005).
Although only one cold front (13 September 2012)
produced a positive critical ramp event during the pe-
riod of study, it is included here because of the high
frequency with which cold fronts occur in southeast
Australia, and the subsequent likelihood of repetition,
as well as the relative ramp-rate strength it exhibited
(77.8% of clear-sky capacity; see Table 2). The cold
front occurred on 13 September 2012 and produced a
strong positive ramp event when the cloud associated
with the front moved eastward. Figure 12 depicts con-
ditions prior to the ramp event, which commenced at
0200 UTC. The prefrontal trough typical of Australian
cold fronts is observed in the MSLP chart. Figure 13
provides further insight, with the collective power out-
put (n 5 38) showing a sudden increase in PV output
associated with the passage of the thick cloud deck. The
FIG. 5. The measured collective (n 5 48 and 67, respectively) and clear-sky power output (kW kW21p ) of the
available PV sites during positive ramp events associated with northwest cloud bands. (left) The synchronous event
at 2310 UTC 20 Dec 2012 (bounded by the red vertical lines). (right) The asynchronous event at 2210 UTC 15 Nov
2012 (bounded by the red vertical lines), caused by the passage of frontal cloud, can be seen. Additionally, both
a (critical) negative and a (noncritical) positive ramp event are observed in the afternoon of this day (at 0400 and
0600 UTC, respectively) as the northwest cloud band passes. The black dashed vertical line indicates midday.
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arrival of the front at 0000 UTC is clear, with a drop in
temperature and shift in wind direction. Temperatures
rebound when the cloud clears a few hours later, before
falling as a result of postfrontal cold-air advection.
It is possible that, despite their frequent passage
across southeast Australia, few midlatitude cyclones
result in positive ramp events because of the tendency of
the associated cold fronts to make landfall with the
southeast Australian coast in the afternoon and evening
(Physick 1988). This situation would ordinarily cause
cloud to clear overnight, as the resulting upshear cloud
usually trails behind the surface front (and PV output
remains unaffected). However, in this case, the blocking
high located over the Tasman Sea on 13 September 2012
slowed the eastward movement of the cold front, en-
abling the midday ramp event.
b. Negative ramp events
A total of 16 collective negative ramp events sur-
passing the specified ramp-rate threshold were iden-
tified throughout the period of study and are placed
into three categories: cold fronts, thunderstorms, and
northwest cloud bands. Eleven of these were experi-
enced in the afternoon. The bottom portion of Table 1
shows the frequency and season of the weather types
that produced the negative ramp events. Each weather
category is discussed below, beginning with the most
frequently occurring weather type.
1) COLD FRONTS
There were four instances in which cold fronts resulted
in negative ramp events throughout the period of study.
The predominantly observed weather pattern was a sur-
face anticyclone over the Tasman Sea, which produced
northerly flow ahead of the cold front, and which then
generated northwesterly flow as the front (and the co-
inciding ramp event) approached. This is exemplified by
the event presented in Fig. 14, which shows a negative
ramp event (n 5 148) on 13 October 2013.
The particular characteristics of southern Australian
cold fronts were discussed in section 3a(5). Fronts in
the Australian region are often associated with pre-
frontal troughs, which migrate at the surface ahead of a
midlatitude system. Prefrontal troughs embedded in
FIG. 6. Conditions on 15 Nov 2012 when theACT underwent two positive ramp events due to the passage of an asynchronous northwest
cloud band. Conditions are shown (left) at 0000 UTC when cloud associated with the leading cold front leaves the region and (right) at
0600 UTC when the arriving cloud band obscures the study area. (Images are from the BoM.)
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westward flow are known as ‘‘westerly troughs’’ and are
often associated with a cold front stretching northward
from the Southern Ocean. Westerly prefrontal troughs
can develop into deep baroclinic systems and often
produce a moderate cool change ahead of an ap-
proaching front (Hanstrum et al. 1990; Sturman and
Tapper 2005). Figure 15 shows a well-developed west-
erly trough with a weak prefrontal cloud band.
Negative ramp events induced by cold fronts were
typically associated with either a prefrontal westerly
trough or a secondary cold front (located to the west,
behind the first cold front). Consequently, such ramp
events were initiated by low- tomidlevel cloud produced
by surface convergence along the prefrontal trough and,
then, maintained by deeper, stratiform cloud layers de-
veloping upshear of the following cold front, producing
zonally broad cloud decks (see Fig. 15). Given the ob-
served climatological tendency for fronts with broad cloud
decks to arrive in the late afternoon, overall PVoutputwas
likely to remain low after a ramp event occurred, as cloud
would not pass until after nightfall. The predisposition of
cold fronts to arrive in the afternoon or evening was dis-
cussed in section 3a(5) (Physick 1988). All recorded neg-
ative cold front ramp events occurred after midday.
2) THUNDERSTORMS
Thunderstorms occur when the atmosphere un-
dergoes rapid destabilization via convection; the cause
of this destabilization varies geographically across
Australia. While storms in northern Australia often
develop as a result of intense surface heating, southeast
Australian summer storms may result from westerly
cool changes or from warm, moist flow into surface
troughs. In winter, storms are primarily associated with
FIG. 8. Fog dissipation positive critical ramp event (bounded by
the red vertical lines and occurring at 0000 UTC) of 17 May 2012
using data reported from a collective of 27 individual sites. Plotted
are the collective and clear-sky power output (kW kW21p ) and the
relative humidity (%) vs UTC time stamps. The black dashed
vertical line indicates midday. The gray lines show the PV output
from each of the geographically dispersed 27 sites. The majority of
sites exhibit the ramp-event signal, which indicates that the fog
event was a mesoscale event.
FIG. 7. Relative humidity (%) at 0000 UTC 15 Nov 2012 for the 500-hPa level, as determined by the ACCESS
model initialization (Image is from the BoM.)
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the passage of cold fronts (Sturman and Tapper 2005;
Australian Bureau of Meteorology 2014). Four
thunderstorm-induced ramp events were observed,
which produced distinct signals in the collective PV
power output and meteorological records. The most
notable event was the negative ramp event (n 5 234)
that occurred on 19February 2014,whichwas generated by
the arrival of thunderstorm anvil downshear at 0030 UTC.
This event was followed by a continued drop in PV
power production to levels less than 10% of the clear-
sky potential. Thereafter, an initial fall in surface pres-
sure and then a pronounced rebound (along with a drop
in temperature) occurred with the arrival of the cold
pool and mesohigh, as indicated clearly by the rising
pressure in the bottom panel of Fig. 16, as well as the
increasedwind speed, shifting wind direction, and falling
temperature, which coincide with the arriving gust front
and occur within the space of several hours. This cold
FIG. 9. Conditions at 0000 UTC 2 Feb 2013. (left) The 1000–500-hPa thickness shows 1000-hPa isohypes in black and 500-hPa isohypes in
dashed blue. (right) Satellite cloud image at 0030 UTC. (Images are from the BoM.)
FIG. 10. The negative (0400UTC) and positive (0450UTC, bounded by the red vertical lines)
ramp events of 10 Feb 2012 caused by the passage of convective cloud generated by an easterly
trough. The event was determined using data reported from a collective of 22 individual
sites. Shown is the collective and clear-sky potential power output (kW kW21p ) plotted
against UTC time stamps. The black dashed vertical line indicates midday.
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pool and mesohigh signal differentiates thunderstorm
events from other low pressure events (Engerer et al.
2008) and is clearly present in Fig. 16. This is followed by
an extended period of reduced power output.
Further investigation into the meteorological origins
of the thunderstorm responsible for this event revealed a
weak surface low moving into an embedded easterly
trough. This is apparent in Fig. 17, which shows condi-
tions at 0000 UTC, approximately 30min prior to the
negative ramp event. The ramp event coincides with
advection of the thunderstorm anvil from the northwest,
seen clearly in the right-hand image of Fig. 17.
3) NORTHWEST CLOUD BAND
Three synchronous northwest cloud bands contrib-
uted to negative ramp events throughout the period of
study. In each case, the northwest cloud band was con-
nected to a midlatitude cyclone in the southeast as a
single, broad cloud feature. A negative ramp event may
occur if the forward boundary of this cloud band is ho-
mogeneous and sufficiently opaque, or if thin, high-level
clouds precede a thicker, suddenly arriving stratus deck.
Figure 18 shows the changes in PV output accompany-
ing the latter event type; thin clouds are present before
FIG. 12. Synoptic conditions at (left) 0000 and (right) 0030 UTC 13 Sep 2012. (Images are from the BoM.)
FIG. 11. The 0000UTCACCESSmodel 850-hPa relative humidity (%) analysis of 11 Feb 2014. A sharpmoisture
gradient at low levels dividing the continental and maritime air masses, centered above the easterly surface trough,
is revealed. (Image is from the BoM.)
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incoming radiation is suddenly reduced with the arrival
of a thicker layer of cloud. An exemplary event occurred
on 9 December 2013, when a departure from clear-sky
potential was apparent prior to the ramp event, in-
dicating the presence of thin, upper-level clouds. These
features are apparent in the satellite image presented
in Fig. 19. A thicker layer of cloud arrives at approxi-
mately 0300UTC, accompanied by a sudden reduction in
collective PV power output (n 5 188). The 500-hPa
relative humidity analysis from the ACCESS model in
Fig. 19 shows an area of increased midlevel moisture
content. This is further supported by the apparent
thickening of cloud in the satellite image from 0000UTC.
c. Further discussion
When presenting and categorizing the meteorological
phenomena that cause critical ramp events, it is a natural
follow-on investigation to identify how often these
FIG. 13. The PV output and meteorological observations associated with the collective positive ramp event that
occurred on 13 Sep 2012 (beginning at 0150 UTC and bounded by the red vertical lines; the black dashed vertical line
indicates midday). (top) The PV output (black; n 5 38) and clear-sky potential (blue) (kW kW21p ), along with the
ambient temperature (8C; red). (bottom) The observedwind speed (black solid) and direction (gray dashed). The passage
of a cold front is apparent just after 2300UTCwhen a sudden drop in temperature and shift in wind speed is observed. This
is followed by a positive ramp event at 0150 UTC and a rebound in temperature associated with the clearing cloud.
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categorized events occurred but did not cause a critical
ramp event. It is beyond the scope of this research to
develop a climatology of these events to determine how
critical and noncritical events differ, but this would be a
useful counterpart to the current study. There should
be a future focus on the distinction between noncritical
and critical events in each category. Undertaking this
analysis requires a climatology of the location of interest
to have been developed previously; many of the weather
categories discussed in this paper have not yet been
formally studied in the ACT region, which makes con-
ducting such an analysis difficult. Despite this limitation,
some insights may be gathered from a basic analysis on
weather types that have been examined in the ACT.
Consider that there are, on average, 46 radiation fog
events in Canberra annually (Fabbian et al. 2007), with
only four of these events exceeding the critical threshold
in an 18-month period. Even if the study period had
uncharacteristically low numbers of fog events, this
would still represent only a small portion of the observed
fog events. This suggests that there are several factors
that drive the rate of fog dissipation locally that warrant
further investigation. For example, the geographic dis-
persion of sites likely plays an important role; in order
for a critical ramp event to occur, fog must be both
widespread and dissipating rapidly over the majority of
monitored sites. Another point is that fog may dissipate
more slowly in the presence of other layers of cloud,
meaning that not all fog events result in rapid, wide-
spread dissipation events.
This type of analysis carries over into the other cate-
gories. For example, thunderstorms are another
weather type for which information, although somewhat
coarse, is available in the ACT. On average, the ACT
experiences approximately 20 thunder days annually
(Kuleshov et al. 2002). Four thunderstorm-induced
FIG. 14. (top) The measured collective PV output (black; n 5 148) and clear-sky potential
(blue) from a negative ramp event associated with a cold front on 13 Oct 2013. The ramp event
began at 0440 UTC and is bounded by the red vertical lines, and the black dashed vertical line
indicates midday. (bottom) Selected observations that show wind speed (solid black; km h21)
and wind direction (dashed gray; 8).
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critical ramp events were recorded over this 30-month
study period, which suggests that approximately 10% of
thunderstorm events in the ACT result in critical ramp
events. As little detail exists on different thunderstorm
types affecting the ACT, it is difficult to posit why some
thunderstorm events results in critical ramp events while
others do not; a more extensive climatology of the ACT
region needs to be developed before this relationship
can be understood. Once this climatology is developed,
further questions can be asked about this, and other,
weather types. Perhaps only thunderstorm events with
very little preexisting cloud cover lead to critical ramp
events. Perhaps the presence of thin upper-level clouds
reduces the impact of an approaching cold front. There
are many avenues for future investigation, which would
be valuable to pursue. But the absence of these answers
in the present study does not detract from the value of
first identifying the weather events that cause the critical
ramp events, for without this initial analysis, the follow-
on questions could not be posed, and neither could ML
algorithms to forecast ramp events be developed that
rely on the precategorization of weather types (e.g.,
Wong et al. 2008).
Another important factor determining whether one of
the categorized weather events results in a ramp event is
the time of day at which it occurs. Several features, such
as easterly troughs and fog dissipation, are restricted to
daytime occurrence, as a result of their dependence on
diurnal heating. However, events such as east coast lows
and cold fronts may occur at any time. These weather
types only result in ramp events when they produce
sudden cloud cover changes during the day. For
example, the cold front that induced a positive ramp
event on 13 September 2012 occurred because a block-
ing high slowed its eastward progress, allowing a de-
parture from the climatological average of late
afternoon and evening arrivals. We also observe a bias
for positive critical ramp events to occur in the morning,
and negative ramp events to occur in the afternoon and
evening.
There is value in discussing the differences in ramp
rates—that is, howquickly a ramp event occurs—between
the different categories.While all ramp events surpassed
the required threshold of 60% change in PV power
output within 60min, with respect to the clear-sky po-
tential, the ramp rates varied according to weather type
(see Tables 1–3). For example, the ramp rates associated
with passing thunderstorms (77.0% of clear-sky poten-
tial within 60min) tended to be higher than those asso-
ciated with fog dissipation events (64.1% of clear-sky
potential within 60min), and synchronous northwest
cloud band ramp events exhibited higher ramp rates
than asynchronous events. This seems to suggest a di-
rect relationship between increased cloud opacity and
increased collective ramp rate. This reflects the time
taken for each ramp event to occur; for example, fog
dissipation events happen less quickly than thunder-
storm ramp events. Differences in ramp rates addition-
ally seem to suggest a direct relationship between
increased cloud opacity and increased collective ramp
rate. Differences between ramp rates measured as a
percentage of clear-sky potential and as a change in PV
output are occasionally visible [e.g., fog dissipation has a
slightly higher percentage of clear-sky ramp rate
FIG. 15. (left) TheMSLP chart showing conditions at 0600 UTC 13 Oct 2013, which is an hour after a cold-front-induced negative ramp
event commenced. (right) The corresponding satellite image showing conditions at 0630 UTC. These two panels show how the cold front
and prefrontal trough can produce a singular broad cloud deck that produces sudden, long-lasting reductions in PV power output. (Images
are from the BoM.)
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(64.1%) than do easterly dips and east coast lows
(62.6%), while its change in PV output (0.374 kW kW21p )
is less than that of easterly dips and east coast lows
(0.417 kW kW21p ); see Table 1]. This can be attributed
to the time of day at which the ramp events occur.
For example, the change in PV output is less for fog
dissipation ramp events as they typically occur in the
morning, when the potential for PV generational output
is minimal.
There were several events that produced critical ramp
events but that were not caused by phenomena deemed
to be repeatable or able to be categorized (see the
FIG. 16. The PV output and meteorological observations associated with the collective negative ramp event (n5
234) that occurred on 19 Feb 2014 (the ramp event begins at 0050 UTC and is bounded by the vertical red lines;
midday is shown by the black dashed vertical line). (top) The PV output (solid black) and clear-sky potential
(dashed blue) (kW kW21p ). (middle) The observed wind speed (solid black; kmh
21) and direction (dashed gray; 8).
(bottom) The station-level pressure (blue; hPa) and temperature (red; 8C). A distinct mesohigh signal is apparent
with the thunderstorm’s passage, providing strong indications that the negative ramp event was caused by cloud
from the thunderstorm anvil.
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‘‘other’’ category in Table 1). These were mostly caused
by upper-level cloud features whose origins are chal-
lenging to define and were attributed to unique events
such as the sudden dissipation of cloud under a low-level
inversion. These events were not assigned categories
because they occurred infrequently and were difficult to
categorize (see the ‘‘other’’ category in Tables 1–3). As
methods for automatically forecasting ramp events are
likely to originate from systems that require prior cate-
gorization of the weather events of interest (e.g., Wong
et al. 2008), the imperative to understand nonrepeating
events is not as strong. That said, future follow-on work
over longer time periods may conclude that these fea-
tures should be included in the local climatology’s ramp-
event categorizations, but it is believed that doing so at
this juncture would be premature.
4. Conclusions
This study has identified the meteorological origins
of critical PV ramp events in the ACT region in south-
eastern Australia. We have proposed categories for
these events based on an analysis of the phenomena that
caused them. The categorization was completed with the
premise in mind that the basic components of each of
these events are repeatable and that therefore the cat-
egories are useful in applied meteorological methods.
There are two primary areas in which these research
results are particularly useful.
First, it has been demonstrated that the critical ramp
events that occur in a region may be quite easily con-
nected to repeatable meteorological phenomena. This
suggests that future work should repeat this effort in
other regions where high penetrations of distributed PV
arrays are present, as these are the events most likely to
cause widespread supply–demand balancing problems
on the electrical grid. This could potentially increase the
role of the local or regional meteorological authorities,
who could serve as consultants to the energy industry,
informing them of the likelihood of these events.
Thereby, this paper provides a foundation on which PV
ramp-event forecasts can be issued based on more tra-
ditional meteorological avenues (e.g., from a forecaster
interpreting model output), rather than by (or in addi-
tion to) automated routines, which is the focus of mod-
ern research and current practice. The reader is invited
to consider that ‘‘ramp event warnings’’ issued by an
operationalmeteorologist to an energymarket with very
high penetrations of distributed PV could be very
FIG. 17. Conditions on 19 Feb 2014. (left) The MSLP chart showing a meridional easterly trough with an ap-
proaching surface low, clearly providing the forcing mechanism required for initiating convection. (right) Satellite
image showing the anvil cloud from an approaching convective storm being advected over theACT region from the
northwest. (Images are from the BoM.)
FIG. 18. Collective PV power output (n 5 188) from 9 Dec 2013
when a northwest cloud band event caused a negative ramp event
(indicated by the vertical red lines) in the ACT region. The ramp
begins at 0250 UTC; the collective power output (black solid)
and the clear-sky potential (blue dashed) (kW kW21p ) are shown.
The black dashed vertical line indicates midday.
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valuable to entities involved in spot-market trading.
That said, once these meteorological events are cate-
gorized, the possibility of automatic ramp-event de-
tection becomes feasible (e.g., Wong et al. 2008). While
such methods may initially be restricted to locations
with repeating synoptic features, the development of
such ML algorithms will likely allow for the future de-
velopment of forecasting algorithms that detect non-
repeating weather types.
Second, it was originally hypothesized that this ap-
proach would provide possible avenues to address key
weaknesses in current solar forecasting methodologies
through automated weather categorization. That the
ramp events identified were most often connected to re-
peatable synoptic and mesoscale meteorological events
makes future work in this area more promising. For ex-
ample, these findings could be used in short-term (,4h)
statistical methods, which have yet to properly leverage
meteorological data in their forecasting routines (e.g.,
preprocessed feature vectors). Having identified that
major, long-lived cloud features are often responsible for
critical collective ramp events (e.g., northwest cloud
bands, thunderstorm anvils), it is proposed that this may
also be true formedium-termmethods (4–8h), which rely
on satellite imagery, as well as long-term (.8h) meth-
odologies relying on numerical weather models.
A summary of the conclusions within the direct con-
text of this paper alone is also relevant. We have dis-
covered that the phenomena that produce critical
collective ramp events in the ACT occur at the synoptic
scale and the mesoscale. These events include cloud
bands associated with cold fronts; easterly dips, lows,
and easterly troughs; the rapid dissipation of radiation
fog; the Australian northwest cloud band; and thun-
derstorms. Radiation fog events provide additional in-
trigue, as Canberra is particularly susceptible to this type
of event. This suggests that local climatology is quite
important when categorizing these events [supporting
the conclusions of Boland (2015)] and that repeating this
analysis in other cities would be useful. Second, there
are some events, such as asynchronous northwest cloud
bands and thunderstorms events, that can produce
multiple negative and positive critical collective ramp
events on the same day. Next, it has been found that
critical ramp events occur when a rapid transition is
made from clear skies to opaque cloud, and vice versa, as
well as when thin cloud becomes opaque cloud, and
vice versa.
Future work in this area will focus on discerning the
characteristics that produce critical ramp events, and
those that do not, for each meteorological category
identified in this study. We also intend to repeat this
FIG. 19. (left) The 0000UTC analysis from theACCESSmodel showing relative humidity (%) at 500 hPa. (right)
The satellite image from 0030 UTC. The model analysis and satellite image reveal a thick layer of midlevel cloud,
following a thinner layer to the east. This thicker midlevel cloud was responsible for the negative ramp event.
TABLE 3. As in Table 2, but for negative ramp events.
Date Event type Clear sky (%) kW kW21p n
10 Feb 2012 Thunderstorm 86.7 0.704 22
1 Apr 2012 Other 60.2 0.527 25
5 Sep 2012 Cold front 88.2 0.491 38
18 Sep 2012 Thunderstorm 86.0 0.616 38
15 Nov 2012 Northwest
cloud band
74.7 0.430 48
24 Dec 2012 Thunderstorm 77.0 0.263 61
9 Feb 2013 Cold front 63.7 0.461 69
20 Feb 2013 Other 60.8 0.399 76
29 Apr 2013 Cold front 60.7 0.312 96
22 Jun 2013 Other 61.7 0.377 112
13 Oct 2013 Cold front 76.7 0.519 148
28 Nov 2013 Northwest
cloud band
82.0 0.400 183
9 Dec 2013 Northwest
cloud band
69.8 0.311 188
19 Feb 2014 Other 60.5 0.262 234
30 Mar 2014 Thunderstorm 74.8 0.546 227
28 Jun 2014 Cold front 63.0 0.396 238
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analysis in other capital cities in Australia, to discern the
importance of local climatology on the categories pre-
sented. The authors are hopeful that similar work will be
undertaken on this topic both in regional Australia and
internationally. Further research aims to develop auto-
mated detection routines for the critical events detailed
herein, so that they might be included as more useful
inputs to modern statistical forecasting methods (e.g., as
feature vectors to ML algorithms).
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