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Abstract
We consider problems of parameter estimation which can be described as follows:
The available information about the parameter 0x∈Rn to be estimated is
0x∈f−1(Y ) ∩ X0;
where f :D→ Rm; D ⊂ Rn, is a given two times continuously di2erentiable mapping, Y a given box in Rm,
and X0 a given box in D.
Then the best possible componentwise inclusion of 0x is the smallest box X ⊂ X0 containing f−1(Y ) ∩ X0.
Therefore we try to compute boxes X (i); X (o) su4ciently close to X and such that
X (i) ⊂ X ⊂ X (o):
It will be shown that this can be done under conditions usually ful6lled in practice. Then the problem can
be reduced to the solvable problem to compute inner and outer approximations of the interval hull of a given
tolerance polyhedron.
As a typical practical case, a problem of deriving best inclusions of coordinates of points from a priori
estimates, distance measurements, and bounds for the measurement errors is considered.
Computed solutions for some illustrating numerical examples are presented.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Notations and preliminaries
We denote by IR the set of all closed and bounded intervals w = [w; 0w]; w; 0w∈R; w6 0w.
A subset B of Rn is called a box or interval vector i2 there are w1; : : : ; wn ∈ IR such that B =
0377-0427/03/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
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(w1; : : : ; wn)T(:= {(x1; : : : ; xn)T ∈Rn: xj ∈wj; j = 1; : : : ; n}). The set of all boxes in Rn is denoted
by (IR)n. If L is a nonempty bounded subset of Rn then HL = (w1; : : : ; wn)T ∈ (IR)n de6ned by
wj := [inf{xj: (x1; : : : ; xn)T ∈L}; sup{xj: (x1; : : : ; xn)T ∈L}]; j = 1; : : : ; n, is called the interval hull
of L. HL is the intersection of all B∈ (IR)n containing L. A central tool for solving the problem to
be considered is a programming language supporting machine interval arithmetic with respect to a
given Boating point system S(⊂ R).
w = [w; 0w]∈ IR is called a machine interval i2 w; 0w are in S: B = (w1; : : : ; wn)T ∈ (IR)n is called
a machine box i2 w1; : : : ; wn are machine intervals. The set of all machine intervals is denoted by
IS, the set of all machine boxes in (IR)n by (IS)n.
If, for an ∈R; S ∩ ] −∞; ] is not empty then ‘ downwardly rounded with respect to S’ is
de6ned as max(S∩ ]−∞; ]) (∈ S) and denoted by ∇. If S∩ [;∞[ is not empty, then ‘ upwardly
rounded with respect to S’ is de6ned as min(S ∩ [;∞[) (∈ S) and denoted by E.
All considered computational steps can be implemented e.g., in PASCAL-XSC [8]. It is assumed that
they are applied only to data for which the occurring operands do not leave their admissible ranges.
2. The problem and a proposal for solving it
We assume that from a priori estimates, measurements, and bounds for the measurement errors
we obtained the following information about an unknown parameter vector 0x∈Rn:
• 0x∈X0, where X0 ∈ (IS)n is a given (usually small) machine box,
• fj( 0x)∈wj; j = 1; : : : ; m, where the fj are given real valued two times continuously di2erentiable
functions de6ned on an open subset D of Rn containing X0, and the wj are given (usually small)
machine intervals.
Introducing the mapping f: D  x → (f1(x); : : : ; fm(x))T ∈Rm and the machine box Y :=
(w1; : : : ; wm)T ∈ (IS)m, this information can be written as
0x∈f−1(Y ) ∩ X0 =:L:
Hence the best possible componentwise inclusion of 0x is the interval hull X of L. Therefore we are
interested in a method for computing machine boxes X (i); X (o) ⊂ Rn su4ciently close to X and such
that
X (i) ⊂ X ⊂ X (o):
Such a method can be based on the approach described in [5–7] and on preliminary results presented
in [3,4].
In a preliminary step of this method we have to choose an x0 ∈X0 and to compute for every
j∈{1; : : : ; m}
• an approximation w0j ∈ S of fj(x0),
• an approximation gj ∈ Sn of gradfj(x0), and
• a (possibly small) machine interval j containing
(fj(x0)− w0j) + (gradfj(x0)− gj)T(x − x0) + 12(x − x0)THfj(y)(x − x0)
for all x; y∈X0, where Hfj(y) denotes the Hessian of fj in y.
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(A convenient way for computing a suitable j is to use a module for veri6ed automatic di2eren-
tiation (like hess ari listed in [2])).
Then we can state the
Theorem 1. Let the polyhedra p(i); p(o) be de5ned by
p(i) := {x∈Rn: E(wj − w0j − j)6 gTj (x − x0)6∇( 0wj − w0j − 0j); j = 1; : : : ; m};
p(o) := {x∈Rn: ∇(wj − w0j − 0j)6 gTj (x − x0)6E( 0wj − w0j − j); j = 1; : : : ; m}:
Then (p(i) ⊂ p(o) and)
p(i) ∩ X0 ⊂ L ⊂ p(o) ∩ X0:
Proof. p(i) ⊂ p(o) holds trivially since ∇(wj − w0j − 0j)6E(wj − w0j − j) and ∇( 0wj − w0j −
0j)6E( 0wj − w0j − j) for all j∈{1; : : : ; m}.
If x∈X0 then for every j∈{1; : : : ; m} there is a y(j) ∈X0 such that
fj(x) =fj(x0) + gradfj(x0)T(x − x0) + 12(x − x0)THfj(y(j))(x − x0)
=w0j + gTj (x − x0) + j(x)
where
j(x) = (fj(x0)− w0j) + (gradfj(x0)− gj)T(x − x0) + 12(x − x0)THfj(y(j))(x − x0)∈ j:
Hence
L= {x∈X0: wj6w0j + gTj (x − x0) + j(x)6 0wj; j = 1; : : : ; m}
= {x∈X0: wj − w0j − j(x)6 gTj (x − x0)6 0wj − w0j − j(x); j = 1; : : : ; m}:
For all x∈X0 and j∈{1; : : : ; m} we have
wj − w0j − j(x)6wj − w0j − j6E(wj − w0j − j);
and
∇( 0wj − w0j − 0j)6 0wj − w0j − 0j6 0wj − w0j − j(x);
implying p(i) ∩ X0 ⊂ L, and
∇(wj − w0j − 0j)6wj − w0j − 0j6wj − w0j − j(x);
and
0wj − w0j − j(x)6 0wj − w0j − j6E( 0wj − w0j − j);
implying L ⊂ p(o) ∩ X0.
In a large class of geodetical applications it turned out that p(i) ∩X0 is a very good inner approx-
imation of L and p(o) ∩ X0 a very good outer approximation of L.
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Therefore the basic idea of the proposed method is to compute in case p(i) ∩X0 = ∅ a good inner
approximation X (i) ∈ (IS)n of the interval hull of p(i) ∩ X0 and use it as an inner approximation of
the interval hull X of L, and to compute a good outer approximation X (o) ∈ (IS)n of the interval
hull of p(o) ∩ X0 and use it as an outer approximation of X .
X (i) and X (o) can be computed by verifying methods for solving linear programming problems,
e.g. the verifying extension of the active set method presented in [4].
Since in case KX0 = ∅ the normals of the (n−1)-dimensional faces of X0 span Rn, the assumptions
for applying this method are ful6lled if an x∈Rn can be computed satisfying the inequalities de6ning
p(i) ∩ X0 strictly.
3. A typical practical case
Several special cases of the described problem appear in Geodesy. One of them is concerned with
a set of m+ 1 points {P1; : : : ; Pm+1} in a Euclidean space E of dimension k6m. We assume that
we have the following information about their coordinate vectors 0x1; : : : ; 0xm+1 ∈Rk with respect to a
Cartesian coordinate system of E:
For an s∈{0; : : : ; m}; 0xj is known exactly and in Sk if j6 s. For s¡ j6m+1; 0xj is known only
to lie in a given ‘tolerance box’ Xj ∈ (IS)k . In addition, machine intervals wj ⊂ ]0;∞[; j=1; : : : ; m,
are given such that
‖ 0xm+1 − 0xj‖22 ∈wj; j = 1; : : : ; m;
where ‖ · ‖2 denotes the Euclidean norm on Rk .
The wj; j = 1; : : : ; m, are obtained from new distance measurements between Pm+1 and the
Pj; j = 1; : : : ; m, and bounds for the measurement errors. The 0xj; j6 s, and Xj; s¡ j6m, ex-
press the a priori information about the 0xj; j = 1; : : : ; m: Xm+1 usually must be derived from the
0xj; j6 s; Xj; s¡ j6m; wj; j = 1; : : : ; m, and possibly from additional information.
The problem is to check whether it is possible to derive tighter bounds for the (not exactly known)
0xj from the information about the distances.
Introducing the machine box X0 := (X Ts+1; : : : ; X
T
m+1)
T ∈ (IS)k(m+1−s), the mappings
fj :Rk(m+1−s)  x = (xTs+1; : : : ; xTm+1)T →
{ ‖xm+1 − 0xj‖22; 16 j6 s;
‖xm+1 − xj‖22; s¡ j6m
and
f: Rk(m+1−s)  x → (f1(x); : : : ; fm(x))T ∈Rm;
and the machine box
Y := (w1; : : : ; wm)T ∈ (IS)m;
the available information about 0x := ( 0xTs+1; : : : ; 0x
T
m+1)
T can be written as
0x∈f−1(Y ) ∩ X0 =:L:
Therefore the desired check can be carried out if we can compute good inner and outer approxima-
tions of the interval hull of L.
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But before we can apply our method, we have to show up possibilities for computing a suitable
initial inclusion Xm+1 of 0xm+1.
Choosing for every j∈{s+ 1; : : : ; m} an xj ∈Xj and computing a j such that
‖xj − yj‖26 j for all yj ∈Xj;
then obviously
max{0;√wj − j}6 ‖ 0xm+1 − xj‖26
√
0wj + j; j = s+ 1; : : : ; m:
Using these inequalities together with the inequalities ‖ 0xm+1 − 0xj‖22 ∈wj; 16 j6 s, a suitable Xm+1
can be computed usually with a verifying algorithm based on one of the following lemmas:
Lemma 1. Given a7nely independent x1; : : : ; xk ∈Rk ; s1; : : : ; sk ∈ [0;∞[; k¿ 2, let n∈Rk \{0} such
that nT(xj − x1) = 0; j = 2; : : : ; k, (e.g. n := (−(x2 − x1)2; (x2 − x1)1)T if k = 2,
n := (x2 − x1)× (x3 − x1) if k = 3;
where × denotes the usual cross product), and let h :=∑kj=2 j(xj − x1), and xp := x1 + h, where
(2; : : : ; k)T ∈Rk−1 denotes the unique solution of the system
k∑
j=2
j(xi − x1)T(xj − x1) = 12(‖xi − x1‖22 + s21 − s2i ); i = 2; : : : ; k:
Then M := {x∈Rk : ‖x − xj‖2 = sj; j = 1; : : : ; k} can be described as follows:
• M = ∅ i9 ‖h‖2¿s1 (inconsistent case)
• M = {xp} i9 ‖h‖2 = s1 (exceptional case)
• M = {xp −
√
s21 − ||h||22
‖n‖2 n; xp +
√
s21 − ||h||22
‖n‖2 n} i9 ‖h‖2¡s1 (usual case)
Hence a unique x∈M can be singled out in this case i9 the sign of (x − x1)Tn is known.
Proof. For any x∈M we have the elementary identities
(xi − x1)T(x − x1) = 12(‖xi − x1‖22 + s21 − s2i ); i = 2; : : : ; k:
Expressing x − x1 as a linear combination of n and the k − 1 linearly independent vectors x2 −
x1; : : : ; xk − x1 orthogonal to n, we see that
x − x1 = n+ h; i:e:; x = xp + n:
Hence s21 = ‖x− x1‖22 = 2‖n‖22 + ‖h‖22, showing ‖h‖26 s1; = 0 in case ‖h‖2 = s1, and ||= ∗ :=√
s21 − ||h||22=‖n‖2 (¿ 0) in case ‖h‖2¡s1.
Consequently M ⊂ {xp} in case ‖h‖2 = s1; M ⊂ {xp − ∗n; xp + ∗n} in case ‖h‖2¡s1, and
M = ∅ in case ‖h‖2¿s1.
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It remains to verify that xp ∈M in case ‖h‖2=s1, and {xp−∗n; xp+∗n} ⊂ M in case ‖h‖2¡s1.
But this can be concluded easily using the identities
(xi − x1)Th= 12(‖xi − x1‖22 + s21 − s2i ); i = 2; : : : ; k:
Lemma 2. Assume that, for given a7nely independent x1; : : : ; xk+1 ∈Rk ; 0x∈Rk satis5es the
inequalities
sj6 ‖ 0x − xj‖26 0sj
with known sj; 0sj ∈ [0;∞[; j = 1; : : : ; k + 1, that xˆ denotes the unique solution of the linear system
(xj − x1)T(xˆ − x1) = 12("21 − "2j + ‖x1 − xj‖22); j = 2; : : : ; k + 1;
where "j := 12( 0sj + sj); j= 1; : : : ; k + 1, and that Hˆ is a box in R
k containing all h∈Rk such that
(xj − x1)Th∈ ("11 + "jj)[− 1; 1] + 12(21 − 2j ); j = 2; : : : ; k + 1;
where j := 12( 0sj − sj); j = 1; : : : ; k + 1.
Then 0x∈ xˆ + Hˆ .
Proof. From the de6nition of xˆ we derive for all j∈{2; : : : ; k + 1}:
"2j − "21 + ‖xˆ − x1‖22 = ‖x1 − xj‖22 + 2(x1 − xj)T(xˆ − x1) + ‖xˆ − x1‖22
= ‖(x1 − xj) + (xˆ − x1)‖22 = ‖xˆ − xj‖22;
hence
"2j − "21 = ‖xˆ − xj‖22 − ‖xˆ − x1‖22
= ‖(xˆ − 0x) + ( 0x − xj)‖22 − ‖(xˆ − 0x) + ( 0x − x1)‖22
= 2(xˆ − 0x)T(x1 − xj) + ‖ 0x − xj‖22 − ‖ 0x − x1‖22;
hence
(xj − x1)T( 0x − xˆ) = 12("2j − ‖ 0x − xj‖22 − ("21 − ‖ 0x − x1‖22))
= 12("
2
j − ("j + #j)2 − ("21 − ("1 + #1)2))
= "1#1 − "j#j + 12(#21 − #2j );
where |#1|6 1 and |#j|6 j.
Now 0x − xˆ∈ Hˆ is shown after verifying the identity
{"1#1 − "j#j + 12(#21 − #2j ): |#1|6 1; |#j|6 j}
=("11 + "jj)[− 1; 1] + 12(21 − 2j )
by a simple calculation, taking into account that 16 "1; j6 "j as a consequence of s1; sj¿ 0.
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4. Numerical examples
In order to demonstrate the quality of the proposed method, computed solutions for numerical
examples of some simple but typical geodetical problems are presented. The computations are carried
out with suitable PASCAL-XSC programs using for S the set of normalized decimal numbers with 13
mantissa digits and an exponent range from −99 to 99.
Examples 1 and 2 describe concrete instances of the problem considered in Section 3.
Example 1. We consider the problem described in Section 3 for the data
k = 2; m= 2; s= 2;
0x1 = (48:31; 34:06)T; 0x2 = (252:41; 120:25)T;
w1 = [12579:8656; 12588:8400]; w2 = [30105:7201; 30126:5449]:
Assuming that in addition the sign of ( 0x3 − 0x1)Tn is known, where n := (−( 0x2 − 0x1)2; ( 0x2 − 0x1)1)T,
then a verifying PASCAL-XSC program based on Lemma 1 delivered
X3 =
(
[80:138; 80:242]
[141:552; 141:678]
)
in case ( 0x3 − 0x1)Tn¿ 0 (case 1);
X3 =
(
[147:580; 147:684]
[− 18:152;−18:026]
)
in case ( 0x3 − 0x1)Tn¡ 0 (case 2):
Let us restrict ourselves to case 1 and apply our method for computing inner and outer approximations
of the interval hull X of
L := {x∈R2: ‖x − 0xi‖22 ∈wi; i = 1; 2} ∩ X3:
Choosing x0 as the midpoint (80:190; 141:615)T of X3, then a suitable PASCAL-XSC program delivered
p(i) =
{
x∈R2:
(−2:2734125
−5:2357625
)
6G(x − x0)6
(
2:210451
5:173301
)}
;
p(o) =
{
x∈R2:
(−2:266749
−5:239099
)
6G(x − x0)6
(
2:2137875
5:1766375
)}
;
where
G =
(
31:88 107:555
−172:22 21:365
)
:
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Since xo ∈p◦(i), the verifying extension of the active set method can be applied and results in the
very good approximations
X (i) = x0 +
(
[− 0:03150 : : : ; 0:03178 : : : ]
[− 0:02907 : : : ; 0:02841 : : : ]
]
∩
X
∩
X (o) = x0 +
(
[− 0:03152 : : : ; 0:03180 : : : ]
[− 0:02911 : : : ; 0:02844 : : : ]
)
:
Example 2. In this example we want to compute inner and outer approximations of the interval hull
X of the set
L := {x∈R2: ‖x − 0xj‖22 ∈wj; j = 1; 2; 3};
where 0x1; 0x2 and w1; w2 are as in Example 1, 0x3 := (136:33; 214:62)T; w3 := [8478:7264; 8486:0944].
In a 6rst step,
X0 :=
(
[80:133; 80:250]
[141:560; 141:663]
)
⊃ L
was computed, using a suitable PASCAL-XSC program based on Lemma 2. Choosing x0 as the midpoint
(80:1915; 141:6115)T of X0, then with the PASCAL-XSC program already used in Example 1 we get
p(i) =

x∈R
2:


−1:94479725
−4:90266225
−1:52292725

6G(x − x0)6


2:5393655
5:5067005
2:1580355




(satisfying x0 ∈p◦(i)) and
p(o) =

x∈R
2:


−1:9478345
−4:9056995
−1:5259645

6G(x − x0)6


2:54240275
5:50973775
2:16107275



 ;
where
G =


31:8815 107:5515
−172:2185 21:3615
−56:1385 −73:0085

 :
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Applying now the verifying extended active set method results in the approximations
X (i) = x0 +
(
[− 0:03253 : : : ;−0:02835 : : : ]
[− 0:02558 : : : ; 0:03191 : : : ]
)
∩
X
∩
X (o) = x0 +
(
[− 0:03255 : : : ; 0:02837 : : : ]
[− 0:02561 : : : ; 0:03194 : : : ]
)
;
which are much better than demanded in practice.
Example 3. We assume that direct measurements of the angles ; &; ' and of the sides a; b; c of
a triangle and corresponding error bounds resulted in
1:75756 6 1:7583; 233:986 a6 234:04;
0:96196 &6 0:9627; 195:396 b6 195:43;
0:42106 '6 0:4218; 97:406 c6 97:42;
where the unit for angles is radian and the unit for distances is meter.
Taking into account the relations
= +− & − ';
b= a
sin &
sin(& + ')
;
c = a
sin '
sin(& + ')
;
then our information about 0x = ( 0x1; 0x2; 0x3)T := (a; &; ')T is
0x∈f−1(Y ) ∩ X0= : L
where
X0 =


[233:98; 234:04]
[0:9619; 0:9627]
[0:4210; 0:4218]


f: D  (x1; x2; x3)T →


+− (x2 + x3)
x1 sin(x2)=sin(x2 + x3)
x1sin(x3)=sin(x2 + x3)

∈R3;
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with D = {(x1; x2; x3)T ∈R3: sin(x2 + x3) = 0}(⊃ X0) and
Y =


[1:7575; 1:7583]
[195:39; 195:43]
[97:40; 97:42]

 :
Let us ask how much the single piece of information 0:42106 x36 0:4218 about x3 can be improved
by taking into account the total given information. The answer computed by applying the proposed
method is given by the outer approximation
X o3 = [0:4212195; 0:4214947]
and the inner approximation
X i3 = [0:4212199; 0:4214944]
of the third component X3 of the interval hull X of L.
Example 4. In this example we assume that the following information about a vector 0x =
( 0x1; : : : ; 0x6)T ∈R6 is available:
0x∈X ′0 :=


[1:0711; 1:0719]
[1:0300; 1:0308]
[0:5411; 0:5419]
[0:5233; 0:5241]
[65:22; 65:25]
R


and 0x∈f−1(Y ), where
f: D  (x1; : : : ; x6)T →
(
x6 − x5 sin(x2)tan(x3)=sin(x1 + x2)
x6 − x5 sin(x1)tan(x4)=sin(x1 + x2)
)
∈R2;
D :=
{
(x1; : : : ; x6)T ∈R6: x3; x4 ∈
]
− +
2
;
+
2
[
and sin(x1 + x2) = 0
}
(⊃ X ′0); and
Y :=
(
[1:708; 1:712]
[2:372; 2:376]
)
:
Information of this kind results from a trigonometric method for determining the height of a tower
(see e.g., [1]).
We are interested in the interval hull of
M := {x6 ∈R: (x1; : : : ; x6)T ∈f−1(Y ) ∩ X ′0}:
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Preliminary bounds for this set can be obtained easily:
If ‘16 x5 sin(x2)tan(x3)=sin(x1 + x2)6 u1
and ‘26 x5 sin(x1)tan(x4)=sin(x1 + x2)6 u2
for all x = (x1; : : : ; x6)∈X ′0, then
max(Y 1 + ‘1; Y 2 + ‘2)6 inf M6 supM6min( 0Y 1 + u1; 0Y 2 + u2).
From a simple PASCAL-XSC program one obtains
M ⊂ [40:65835897694; 40:80364044433] (⊂ [40:658; 40:804]):
De6ning now X0 by replacing the last component of X ′0 by [40:658; 40:804] and applying the proposed
method for approximating the interval hull of f−1(Y ) ∩ X0 results in
inf M6 40:659
and
supM¿ 40:803:
Hence the computed preliminary bounds are already very close to the optimal bounds. In fact, one
can even show that
inf M6 40:65835897698
and
supM¿ 40:80364044428:
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