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1. Introduction
In recent papers [15,14] some new characterizations of the weighted holomorphic Bergman spaces are obtained in the
setting of the unit ball of a multi-dimensional complex space. Those characterizations are described in terms of weighted
double integrability of certain difference quotients naturally associated with holomorphic functions. The purpose of the
current paper is to study the harmonic analogues of those characterizations.
For a ﬁxed positive integer n  2, let B denote the open unit ball in Rn . For α real, we denote by Vα the weighted
measure on B given by
dVα(x) =
(
1− |x|2)α dx
where dx is the Lebesgue volume measure on Rn . We denote by h(B) the space of all complex-valued harmonic functions
on B. Also, given α > −1 and 0 < p < ∞, we denote by bpα(B) the α-weighted harmonic Bergman space consisting of all
f ∈ h(B) for which the “norm”
‖ f ‖bpα(B) :=
{∫
B
| f |p dVα
}1/p
is ﬁnite.
We now introduce a couple of difference quotients that are the harmonic analogues of those considered in [15,14] for
holomorphic functions. Given f ∈ h(B), we deﬁne
L f (x, y) := f (x) − f (y)|x− y| , x = y
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Λ f (x, y) := f (x) − f (y)[x, y]
for x, y ∈ B. Here and throughout the paper, we use the notation
[x, y] :=
√
1− 2x · y + |x|2|y|2, x, y ∈ B
where x · y stands for the dot product of x and y in Rn . Given 0 < r  1, we also introduce restricted versions of L and Λ.
Let
Ωr :=
{
(x, y) ∈ B× B: ρ(x, y) < r}
where ρ denotes the pseudohyperbolic distance (see Section 2 for deﬁnition) and deﬁne
Lr f := (L f )χΩr and Λr f := (Λ f )χΩr (1.1)
for f ∈ h(B). Here χE denotes the characteristic function of E . So, L = L1 and Λ = Λ1, because Ω1 = B× B.
The characterizations in [15,14] for the holomorphic case were divided into two parts caused by the critical case p =
n + α + 1 (here n is the complex dimension). Moreover, an example in [21] for the unweighted case over the disk shows
that neither of such characterizations extends to the critical case in general. One may naturally expect that there must be
a similar critical case for the harmonic setting, which turns out to be p = n + α. In this paper we ﬁrst obtain harmonic
analogues divided into two parts by such critical case.
For p < n + α, we have the characterization below, which is the complete analogue of that of [15]. As usual, Lp(μ)
denotes the usual Lebesgue space associated with the given measure μ.
Theorem 1.1. Given α > −1 and 0 < p < n + α, the following three statements are equivalent for f ∈ h(B):
(a) f ∈ bpα(B);
(b) L f ∈ Lp(Vα × Vα);
(c) Λ f ∈ Lp(Vα × Vα).
For p > n + α, we have the following characterization for all r ∈ (0,1], which is our new contribution. The holomorphic
version in [14] was proved only for r = 1.
Theorem 1.2. Given α > −1 and n + α < p < ∞, put β = (p + α − n)/2. Let 0 < r  1. Then the following three statements are
equivalent for f ∈ h(B):
(a) f ∈ bpα(B);
(b) Lr f ∈ Lp(Vβ × Vβ);
(c) Λr f ∈ Lp(Vβ × Vβ).
In conjunction with these two results it is interesting to see that Theorem 1.1 is false if operators L and Λ are replaced
by restricted ones Lr and Λr (0< r < 1), respectively; see Example 3.14. So, as naturally anticipated by the results in [15,14],
weighted harmonic Bergman functions behave quite differently in the sense of the results above, depending on which side
with respect to the critical case p = n + α the parameters α and p belong to.
An example in [21] for the unweighted case over the disk shows that neither of characterizations in [15,14] extends to
the critical case. It follows that neither of Theorem 1.1 and the case r = 1 of Theorem 1.2 extend to the critical case in
general, because a weighted holomorphic Bergman space over the disk is contained in the harmonic Bergman space with
the same weight. To complement such an example restricted to a very special case, we provide an explicit proof of the
failure for all possible combinations of parameters satisfying the critical case; see Example 3.9. Our approach here is quite
different from that in [21].
More importantly, another new contribution in this paper is a characterization for the critical case, which is missing in
[15,14]. In fact the characterization involving all parameters r ∈ (0,1] in Theorem 1.2 is not only for its own interest, but
also for a clue to the characterization for the critical case as follows.
Theorem 1.3. Given α > −1, p = n + α and 0 < r < 1, the following three statements are equivalent for f ∈ h(B):
(a) f ∈ bpα(B);
(b) Lr f ∈ Lp(Vα × Vα);
(c) Λr f ∈ Lp(Vα × Vα).
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the transit one from the case p > n + α to the case p < n + α. In this sense, the different behavior between the two cases
divided by the critical case, which was regarded as being “somewhat surprising” by the authors of [15], is now not quite so
surprising.
Also, motivated by our results which are originally motivated by the results of [15,14], one may now go backwards and
get holomorphic analogues, including the critical case, in terms of restricted operators.
In Section 2 we collect some well-known facts to be used later. In Section 3 we prove our main results Theorems 1.1,
1.2 and 1.3 with norm estimates. In addition we provide explicit examples showing that the parameter ranges are all sharp
in our results. In Section 4 we include an investigation of the possibility of extensions of our results over the ball to the
half-space setting. Our observations reveal an interesting half-space phenomenon that only Theorems 1.2 and 1.3 allow the
half-space analogues. Such a pathology is, of course, caused by the unboundedness of the half-space.
Words on constants. Throughout the paper we use the same letter C to denote various positive constants, depending
only on allowed parameters, which may change from one occurrence to another. These constants usually depend on the
dimension n and other parameters such as α, p, r, etc. We will often indicate in parentheses such dependency on parameters
other than n. Also, for nonnegative expressions X and Y , we often write X  Y or Y  X , if X is dominated by Y times
some inessential positive constant. We write X ≈ Y if X  Y and Y  X .
2. Prerequisites
In this section we introduce notation and collect several well-known facts that we need later.
2.1. Möbius transformations
We ﬁrst recall Möbius transformations on B. All relevant details can be found in [1, pp. 17–30]. We also refer to
[10, Chapter 1].
Let a ∈ B. The canonical Möbius transformation φa on B that exchanges a and 0 is given by
φa(x) = a +
(
1− |a|2)(a − x∗)∗, x ∈ B;
note φa = −Ta in the notation of [1]. Here, x∗ = x/|x|2 denotes the inversion of x with respect to the unit sphere. Avoiding
x∗ notation, we have
φa(x) = (1− |a|
2)(a − x) + |a − x|2a
[x,a]2 . (2.1)
The map φa is an involution of B, i.e., φ−1a = φa . We will tacitly use the following well-known identities:
• |φa(x)| = |x−a|[x,a] ;
• 1− |φa(x)|2 = (1−|x|2)(1−|a|2)[x,a]2 ;
• [φa(x),a] = 1−|a|2[x,a] ;
• Jφa(x) = ( 1−|a|2[x,a]2 )n
where Jφa denotes the Jacobian of φa .
2.2. Pseudohyperbolic distance
The pseudohyperbolic distance ρ on B is deﬁned by ρ(x, y) = |φx(y)|, i.e.,
ρ(x, y) = |x− y|[x, y]
for x, y ∈ B. As is well known, ρ is Möbius invariant, i.e.,
ρ
(
φa(x),φa(y)
)= ρ(x, y) (2.2)
for all a, x, y ∈ B. For a ∈ B and 0 < r < 1, let Er(a) denote the pseudohyperbolic ball with radius r and center a. Note that
φa[Er(b)] = Er(φa(b)) for all a,b ∈ B by the Möbius invariance (2.2).
A straightforward calculation shows that the pseudohyperbolic ball Er(a) is a Euclidean ball with
(center) = (1− r
2)
2 2
a and (radius) = (1− |a|
2)r
2 2
. (2.3)
1− |a| r 1− |a| r
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(1− r2)
1− |a|2r2 a +
(1− |a|2)r
1− |a|2r2
a
|a| .
So, a straightforward calculation yields
d
(
a, ∂Er(a)
)= r(1− |a|2)
1+ r|a| , (2.4)
which remains valid for a = 0. Here and in what follows, the notation d(a, E) stands for the Euclidean distance between a
point a and a set E in Rn .
Given 0 < r < 1, we will use the estimate
1− |a|2 ≈ [a, x] ≈ 1− |x|2, x ∈ Er(a), (2.5)
which is a consequence of the inequality
1− ρ(a, x)
1+ ρ(a, x) 
[a, y]
[x, y] 
1+ ρ(a, x)
1− ρ(a, x) (2.6)
valid for all a, x, y ∈ B; see [3]. In particular, given α > −1 and 0 < r < 1, we have by (2.3) and (2.5)
Vα
(
Er(a)
)≈ (1− |a|2)n+α (2.7)
for all a ∈ B.
2.3. An invariant Laplacian
Except for the case n = 2, the composition with Möbius transformations does not preserve harmonicity in general. How-
ever, it is known that certain weighted composition with Möbius transformations preserves harmonicity. We recall below a
class of auxiliary functions that play the role of such weights.
Given g ∈ C2(B), let

˜g(x) := (1− |x|2)2
g(x), x ∈ B
where 
 is the ordinary Laplacian. It then turns out that 
˜ is Möbius invariant in the sense that

˜
[
(g ◦ φa)( Jφa)(n−2)/2n
]= [(
˜g) ◦ φa]( Jφa)(n−2)/2n
for each a ∈ B. In fact 
˜ is a special case of more general invariant Laplacians; see, for example, [16]. Simplifying both sides
of the above, we obtain

˜
[
(g ◦ φa) ja
]= [(
˜g) ◦ φa] ja
where
ja(x) = [a, x]2−n, x ∈ B.
As an immediate consequence, we see that the weighted composition g 	→ (g ◦ φa) ja , which may be regarded as the Kelvin
transform on B with respect to a, preserves harmonicity.
2.4. Submean value type inequalities
If f is harmonic on a domain in Rn , then | f |p with 1 p < ∞ is certainly subharmonic on that domain and thus enjoys
the volume version of submean value inequality. Such submean value inequality is well known to extend even to 0 < p < 1,
if an extra constant factor is allowed. Namely, given 0 < p < ∞, there is a constant C = C(p) > 0 such that∣∣ f (a)∣∣p  C
rn
∫
Br(a)
∣∣ f (x)∣∣p dx (2.8)
whenever f is harmonic on Br(a); see [8, Lemma 3.5] or, for a more recent reference, [18, Theorem (KLFS)]. Here and
elsewhere, we denote by Br(a) the Euclidean ball with radius r > 0 and center a ∈ Rn .
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C(p,m) > 0 such that∣∣∂m f (a)∣∣p  C
d(a, ∂Ω)n+p|m|
∫
Ω
∣∣ f (x)∣∣p dx, a ∈ Ω (2.9)
whenever f is harmonic on a domain Ω in Rn . Here, |m| = m1 + · · · + mn and ∂m = ∂m11 · · · ∂mnn where ∂ j denotes the
differentiation with respect to the j-th component. We refer to [2, Corollary 8.2] for a proof of (2.9) in the case 1 p < ∞.
The case 0 < p < 1 can be treated in the same way with help of the submean value type inequality (2.8).
Given α real, 0 < p < ∞, 0 < r < 1 and a multi-index m, one may apply (2.9), (2.4) and (2.5) to see that there exists a
constant C = C(α, p, r,m) > 0 such that(
1− |a|2)p|m|∣∣∂m f (a)∣∣p  C
(1− |a|2)n+α
∫
Er(a)
| f |p dVα, a ∈ B (2.10)
for all f ∈ h(B).
2.5. Derivative norms of harmonic Bergman functions
We recall a characterization of the weighted harmonic Bergman spaces over the ball in terms of derivatives: Given
α > −1 and 0 < p < ∞, we have∫
B
| f |p dVα ≈
∣∣ f (0)∣∣p + ∫
B
∣∣∇ f (x)∣∣p(1− |x|2)p dVα(x) (2.11)
for all f ∈ h(B). This characterization for n = 2 is due to Hardy and Littlewood [9]. It was then extended to the case n  3
in [5] for p  1 in the unweighted case. For a proof of extension to n  3 for the full range of α and p, we refer to [19]
where a more general result is proved.
2.6. Reproducing kernels
Given α > −1, we denote by Rα(x, y) the reproducing kernel for b2α(B). Our examples for the sharpness of the parameter
ranges in our results will be based on these kernels.
Except for the case α = 0 or n = 2, the kernel Rα(x, y) does not allow a formula of closed form. For various representa-
tions of Rα(x, y) in terms of series expansion, or fractional derivatives, or integrals based on extended Poisson kernel, we
refer to [11,17,4]. In particular, for the unweighted case, we have (modulo a constant factor)
R0(x, y) = 1[x, y]n
{(
1− |x|2|y|2
[x, y]
)2
− 4|x|
2|y|2
n
}
; (2.12)
see [2, Theorem 8.13].
For the growth rate of the kernel Rα(x, y), it is well known that∣∣Rα(x, y)∣∣ 1[x, y]n+α and ∣∣∇xRα(x, y)∣∣ 1[x, y]n+α+1 (2.13)
for all x, y ∈ B; see [11,17,4]. Also, one can see from the various representations of Rα(x, y) mentioned above that one of
the variables x and y can be allowed to be a boundary point and that the resulting function is still harmonic in the other
variable. So, we have Rα(·, ζ ) ∈ h(B) for each ﬁxed ζ ∈ ∂B.
3. Proofs of main results
This section is devoted to the proofs of our main results Theorems 1.1, 1.2 and 1.3 with norm estimates. In addition we
provide examples showing that the parameter ranges in each of those results cannot be improved.
Given f ∈ h(B) and 0 < r  1, recall that Lr f and Λr f denote functions deﬁned by
Lr f (x, y) = f (x) − f (y)|x− y| χΩr (x, y), x = y
and
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where Ωr denotes the set of all (x, y) ∈ B× B such that ρ(x, y) < r.
Before proceeding to the proofs of our main results, we ﬁrst show that Lp-behavior of Lr f and Λr f for each 0 < r  1
is always the same with respect to any given weight. Note that |Λr f (x, y)| |Lr f (x, y)| for x = y, because |x− y| [x, y].
Thus we have
‖Λr f ‖Lp(Vα×Vα)  ‖Lr f ‖Lp(Vα×Vα) (3.1)
for all α real, 0 < p < ∞ and 0 < r  1. For the reverse estimate of (3.1) we need a couple of lemmas. The ﬁrst one is the
next identity which can be veriﬁed via routine calculations. A proof is included for completeness.
Lemma 3.1. The identity
∣∣x− φx(y)∣∣= |y|(1− |x|2)[x, y]
holds for all x, y ∈ B.
Proof. Let x, y ∈ B. First, note that∣∣x− φx(y)∣∣2 = |x|2 + ∣∣φx(y)∣∣2 − 2x · φx(y)
= 2(1− x · φx(y))− (1− |x|2)− (1− ∣∣φx(y)∣∣2)
= 2(1− x · φx(y))− (1− |x|2)− (1− |x|2)(1− |y|2)[x, y]2 . (3.2)
Meanwhile, for the ﬁrst term of the above, we have by (2.1)
1− x · φx(y) = [x, y]
2 − (1− |x|2)(x− y) · x− |x− y|2|x|2
[x, y]2
= 1− x · y − |x|
2 + x · y|x|2
[x, y]2
= (1− |x|
2)(1− x · y)
[x, y]2 .
Inserting this into (3.2), we have
∣∣x− φx(y)∣∣2 = (1− |x|2)(2− 2x · y − [x, y]2 − 1+ |y|2)[x, y]2
= (1− |x|
2)(|y|2 − |x|2|y|2)
[x, y]2
=
{ |y|(1− |x|2)
[x, y]
}2
and thus conclude the lemma. 
The second one concerns about certain type of integral-wise removability of singularities as in the next lemma.
Lemma 3.2. Given α real, 0 < p < ∞, 0 < r  1 and s real, there is a constant C = C(α, p, r, s) > 0 such that∫
rB
| f (a) − f ◦ φa(x)|p[a, x]s
|x|p dVα(x) C
∫
rB
∣∣ f (a) − f ◦ φa(x)∣∣p[a, x]s dVα(x)
for all a ∈ B and f ∈ h(B).
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asserted inequality as∫
rB
|ga(x)|p[a, x]s+p(n−2)
|x|p dVα(x) C
∫
rB
∣∣ga(x)∣∣p[a, x]s+p(n−2) dVα(x). (3.3)
In order to show this estimate we decompose the integral in the left-hand side of the above into two pieces:∫
rB
|ga(x)|p[a, x]s+p(n−2)
|x|p dVα(x) =
∫
r
2B
+
∫
rB\ r2B
.
First, the integral over rB \ r2B is easily treated by∫
rB\ r2B

(
2
r
)p ∫
rB
∣∣ga(x)∣∣p[a, x]s+p(n−2) dVα(x).
Next, we consider the integral over r2B. Note ga ∈ h(B). Thus, on one hand, we have by (2.9)
sup
|x|r/2
∣∣∇ga(x)∣∣p  C ∫
2r
3 B
|ga|p dVα (3.4)
for some constant C = C(α, p, r) > 0. On the other hand, since ga(0) = 0, we have
ga(x) =
1∫
0
∂
∂t
[
ga(tx)
]
dt =
1∫
0
(∇ga(tx) · x)dt
so that
∣∣ga(x)∣∣ |x| 1∫
0
∣∣∇ga(tx)∣∣dt
for all x ∈ B. This, together with (3.4), yields
sup
0<|x|r/2
|ga(x)|p
|x|p  C
∫
2r
3 B
|ga|p dVα.
Now, since 1− 2r/3 1− |a||x| [a, x] 2 for all x ∈ B with |x| 2r/3, it follows from the above estimate that∫
r
2B
≈
∫
r
2B
|ga(x)|p
|x|p dVα(x)

∫
2r
3 B
∣∣ga(x)∣∣p[a, x]s+p(n−2) dVα(x)

∫
rB
∣∣ga(x)∣∣p[a, x]s+p(n−2) dVα(x),
as required. This completes the proof of (3.3) and thus the proof of the lemma. 
We are now ready to prove that Lr f and Λr f (for each ﬁxed r) have comparable Lp-norms with respect to any given
measure Vα × Vα .
Proposition 3.3. Given α real, 0 < p < ∞ and 0 < r  1, there is a constant C = C(α, p, r) > 0 such that
‖Λr f ‖Lp(Vα×Vα)  ‖Lr f ‖Lp(Vα×Vα)  C‖Λr f ‖Lp(Vα×Vα)
for all f ∈ h(B).
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0< r  1. Let f ∈ h(B). Note
‖Lr f ‖pLp(Vα×Vα) =
∫
B
{ ∫
Er(x)
| f (x) − f (y)|p
|x− y|p
(
1− |y|2)α dy}dVα(x)
by Fubini’s theorem. Thus, making a change of variables y 	→ φx(z) with x ∈ B ﬁxed, we see that the inner integral of the
above is equal to∫
rB
| f (x) − f ◦ φx(z)|p(1− |φx(z)|2)α Jφx(z)
|x− φx(z)|p dz =
(
1− |x|2)n+α−p ∫
rB
| f (x) − f ◦ φx(z)|p(1− |z|2)α
|z|p[x, z]2(n+α)−p dz;
we used the identity in Lemma 3.1 for the last equality. So, we obtain
‖Lr f ‖pLp(Vα×Vα) =
∫
B
{∫
rB
| f (x) − f ◦ φx(z)|p
|z|p[x, z]2(n+α)−p dVα(z)
}
dVn+2α−p(x). (3.5)
Similarly, we have
‖Λr f ‖pLp(Vα×Vα) =
∫
B
{∫
rB
| f (x) − f ◦ φx(z)|p(1− |φx(z)|2)α Jφx(z)
[x, φx(z)]p dz
}
dVα(x)
=
∫
B
{∫
rB
| f (x) − f ◦ φx(z)|p
[x, z]2(n+α)−p dVα(z)
}
dVn+2α−p(x). (3.6)
Note that the inner integral of (3.5) is dominated by some constant, independent of f , times that of (3.6) by Lemma 3.2.
Consequently, we conclude
‖Lr f ‖Lp(Vα×Vα)  ‖Λr f ‖Lp(Vα×Vα)
with the suppressed constant independent of f , as required. The proof is complete. 
We now proceed to prove Theorem 1.1. Just for convenience, we restate below Theorem 1.1 with norm estimates.
Theorem 3.4. Given α > −1 and 0< p < n + α, the following three statements are equivalent for f ∈ h(B):
(a) f ∈ bpα(B);
(b) L f ∈ Lp(Vα × Vα);
(c) Λ f ∈ Lp(Vα × Vα).
Moreover, the norms∥∥ f − f (0)∥∥bpα(B), ‖L f ‖Lp(Vα×Vα), ‖Λ f ‖Lp(Vα×Vα)
are comparable to one another.
Having Proposition 3.3 (with r = 1), in order to prove Theorem 3.4, it is suﬃcient to establish the equivalence (a) ⇔ (b)
(or (c)) with norm estimates. Proofs of that equivalence will be completed through two propositions below, Propositions 3.5
and 3.7.
The next proposition establishes the implication (c) ⇒ (a) in Theorem 3.4 with norm estimate for the full range of
parameters. Thus it turns out that the restriction p < n + α is needed only for the implication (a) ⇒ (b) (or (c)).
Proposition 3.5. Given α > −1 and 0 < p < ∞, there is a constant C = C(α, p) > 0 such that∥∥ f − f (0)∥∥bpα(B)  C‖Λ f ‖Lp(Vα×Vα)
for all f ∈ h(B).
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ﬁxed 0 < r < 1, we have by (2.10) (with m = 0)∣∣ f (x) − f (0)∣∣p = jx(x)−p · ∣∣ f (x) − f ◦ φx(x)∣∣p jx(x)p
 1
(1− |x|2)n+α
∫
Er(x)
∣∣ f (x) − f ◦ φx(y)∣∣p{ jx(y)
jx(x)
}p
dVα(y).
Accordingly, using (2.5), we obtain∣∣ f (x) − f (0)∣∣p  ∫
Er(x)
| f (x) − f ◦ φx(y)|p
[x, y]n+α dVα(y).
Since this estimate is independent of x, integrating both sides of the above against the measure dVα(x), we obtain∥∥ f − f (0)∥∥p
bpα(B)

∫
B
∫
Er(x)
| f (x) − f ◦ φx(y)|p
[x, y]n+α dVα(y)dVα(x),
which is, in turn, dominated by C‖Λ f ‖pLp(Vα×Vα) by (2.5) and (3.6). One can check that the constants suppressed above are
all independent of f . This completes the proof. 
To complete the proof of Theorem 3.4, we will establish the implication (a) ⇒ (b). To this end we recall the following
integral estimate; see [3, Lemma 2.5].
Lemma 3.6. Given α > −1 and c real, the estimates∫
B
dVα(x)
[a, x]n+α+c ≈
⎧⎨⎩ (1− |a|
2)−c if c > 0,
1+ log(1− |a|2)−1 if c = 0,
1 if c < 0
hold for all a ∈ B. The constants suppressed above are independent of a.
The next proposition establishes the implication (a) ⇒ (b) in Theorem 3.4 with norm estimate under the given restriction
on parameters and thereby we complete the proof of Theorem 3.4.
Proposition 3.7. Given α > −1 and 0 < p < n + α, there is a constant C = C(α, p) > 0 such that
‖Λ f ‖Lp(Vα×Vα)  C
∥∥ f − f (0)∥∥bpα(B)
for all f ∈ h(B).
The proof below depends on the case c < 0 of Lemma 3.6; this is why we impose the restriction 0 < p < n + α on
parameters.
Proof of Proposition 3.7. Fix α > −1 and p with 0 < p < n + α. Let f ∈ bpα(B) and assume f (0) = 0 without loss of
generality.
Now, since |Λ f (x, y)|p  (| f (x)|p + | f (y)|p)[x, y]−p , we have by symmetry
‖Λ f ‖pLp(Vα×Vα) 
∫
B
∣∣ f (x)∣∣p{∫
B
dVα(y)
[x, y]p
}
dVα(x).
Note that the inner integral of the double integral in the right-hand side of the above is dominated by some constant
independent of x by Lemma 3.6, because p − n − α < 0. This completes the proof. 
As mentioned in the introduction, Theorem 3.4 cannot be extended to the end point case p = n + α in general by an
example given in [21] showing the failure in the case p = n = 2 and α = 0. Thus it seems worth showing explicitly the
failure for all possible parameters α and p with p = n + α.
Consider, more generally, the case p  n + α. Note that convergence in bpα(B) implies pointwise convergence (in fact
uniform convergence on compact sets); see (2.9) with |m| = 0. Thus if Λ were to map bpα(B) into Lp(Vα × Vα), then
Λ : bpα(B) → Lp(Vα × Vα) would be bounded by the closed graph theorem. That turns out to be never the case by the ex-
ample below. Said differently, for p  n+α, there is some f ∈ bpα(B) such that Λ f /∈ Lp(Vα × Vα). To prove the existence of
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kernel for b20(B) given by (2.12).
Lemma 3.8. There exist some r0 ∈ (0,1) and a constant C > 0 such that
C−1  R0(a, x)
(
1− |a|)n  C
for all a, x ∈ B with x ∈ Er0 (a).
Example 3.9. Put fa = R0(a, ·) for a ∈ B. Given α > −1 and n + α  p < ∞, the estimate
‖Λ fa‖pLp(Vα×Vα)
‖ fa‖pbpα(B)

{
log(1− |a|)−1 if p = n + α,
(1− |a|)n+α−p if p > n + α
holds as |a| → 1.
Proof. Fix α > −1 and let n + α  p < ∞. We provide a proof only for p = n + α that corresponds to the case c = 0 of
Lemma 3.6, the case p > n + α being treated similarly via the case c > 0 of Lemma 3.6. So, we assume p = n + α for the
rest of proof.
Let a ∈ B and put
ha(x) :=
(
1− |a|2|x|2
[a, x]
)2
− 4|a|
2|x|2
n
so that fa(x) = ha(x)[a, x]−n for x ∈ B. Since |ha(x)| 4(1+ 1/n) 6 for a, x ∈ B, we have by Lemma 3.6
‖ fa‖pbpα(B)  6
p
∫
B
dVα(x)
[a, x](n+α)n ≈
1
(1− |a|)(n+α)(n−1) (3.7)
for all a ∈ B. So, we need to prove
‖Λ fa‖pLp(Vα×Vα) 
1
(1− |a|)(n+α)(n−1) log
1
1− |a| (3.8)
as |a| → 1.
We now proceed to prove (3.8). Let K (a) be the set of all x ∈ B such that [a, x] < 3(1−|a|). Since [a, x] = ||a|x−a/|a||, we
see that K (a) is the intersection of B and the Euclidean ball with center a/|a|2 and radius 3(1/|a|−1). We note Er(a) ⊂ K (a)
for some r independent of a. To see this let x ∈ Er(a) for general 0 < r < 1. Then we have by (2.3)∣∣∣∣x− a|a|2
∣∣∣∣ ∣∣∣∣x− 1− r21− |a|2r2 a
∣∣∣∣+ ∣∣∣∣ 1− r21− |a|2r2 a − a|a|2
∣∣∣∣
<
(1− |a|2)r
1− |a|2r2 +
1
|a| −
(1− r2)|a|
1− |a|2r2
=
(
1
|a| − 1
)
1+ |a|
1− |a|r
<
(
1
|a| − 1
)
2
1− r .
Thus, choosing r = 1/3, we have E1/3(a) ⊂ K (a), as asserted. Now, choose r1 ∈ (0,1/3) and c1 > 0, depending only on n,
provided by Lemma 3.8 such that
ha(x) c1
( [a, x]
1− |a|
)n
 c1 (3.9)
for x ∈ Er1 (a) ⊂ K (a).
Pick a large M  3 such that
6
(
3
)n
 1c1 M 2
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y ∈ raB, we have
[a, x]
[a, y] 
3(1− |a|)
1− |a||y| 
3(1− |a|)
M(1− |a|) =
3
M
and hence
[x, y] [a, x] + [a, y]
(
1+ 3
M
)
[a, y] 2[a, y].
Accordingly, we have∣∣Λ fa(x, y)∣∣= | fa(x)|[x, y]
{
1−
( [a, x]
[a, y]
)n |ha(y)|
|ha(x)|
}
 1
2
(
1− 6 · 3
n
c1Mn
) | fa(x)|
[a, y]
 | fa(x)|
4[a, y]
for x ∈ Er1 (a) and y ∈ raB. This yields
‖Λ fa‖pLp(Vα×Vα) 
I1(a)I2(a)
4n+α
where
I1(a) =
∫
Er1 (a)
( |ha(x)|
[a, x]n
)n+α
dVα(x)
and
I2(a) =
∫
raB
dVα(y)
[a, y]n+α .
We now estimate I1(a) and I2(a) separately. First, note by (3.9)
|ha(x)|
[a, x]n 
c1
(1− |a|)n , x ∈ Er1(a).
So, we conclude by (2.7)
I1(a)
Vα(Er1(a))
(1− |a|)(n+α)n ≈
1
(1− |a|)(n+α)(n−1) . (3.10)
Next, denoting by σ the surface area measure on ∂B and integrating in polar coordinates, we have
I2(a) =
ra∫
0
{∫
∂B
dσ(ζ )
|ta− ζ |n+α
}
tn−1
(
1− t2)α dt
where we used the equalities [a, tζ ] = [ta, ζ ] = |ta − ζ |. As is well known, the inner integral of the right-hand side of the
above is comparable to (1−|a|t)−(α+1) for 0< t < 1; see, for example, [16, Lemma 2.1] or [3, Lemma 2.4]. In addition, since
|a| − ra =
(|a| − 1)+ (1− ra) = 1− |a||a| (M − 1− |a|)> 0,
we have ra < |a| so that 1− t  1− |a|t < 2(1− t) for 0 < t < ra . Hence we obtain
I2(a) ≈
ra∫
0
tn−1
1− t dt ≈ log
1
1− ra = log
|a|
(M − 1)(1− |a|) (3.11)
as |a| → 1. Now, using the estimates (3.10) and (3.11), we conclude (3.8), as required. This completes the proof. 
We now turn to the proof of Theorem 1.2 whose quantitative version is also restated below for convenience. In view of
Example 3.9 it is pleasantly surprising to see that the characterization is still available, even for each r ∈ (0,1], by enlarging
the target space for Λr (or Lr ).
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equivalent for f ∈ h(B):
(a) f ∈ bpα(B);
(b) Lr f ∈ Lp(Vβ × Vβ);
(c) Λr f ∈ Lp(Vβ × Vβ).
Moreover, the norms∥∥ f − f (0)∥∥bpα(B), ‖Lr f ‖Lp(Vβ×Vβ ), ‖Λr f ‖Lp(Vβ×Vβ )
are comparable to one another.
Recall that we already have by Proposition 3.3 the equivalence (b) ⇔ (c) in Theorem 3.10 with norm estimates. To com-
plete the proof of Theorem 3.10, we will establish the equivalence (a) ⇔ (c) with norm estimates through two propositions
below, Propositions 3.11 and 3.12, asserting a bit more than required. For example, the case β = γ (possibly −1) of the
next proposition yields the implication (c) ⇒ (a) in Theorem 3.10 with norm estimate. As in the case of Theorem 3.4, the
restriction p > n + α is not needed here.
Proposition 3.11. Let α > −1, 0 < p < ∞ and 0 < r  1. Given β,γ ∈ R with β + γ = α + p − n, there is a constant
C = C(α, p, r, β,γ ) > 0 such that∥∥ f − f (0)∥∥bpα(B)  C‖Λr f ‖Lp(Vβ×Vγ )
for all f ∈ h(B).
Proof. Let f ∈ h(B) and assume f (0) = 0 without loss of generality. Fix β and γ such that β + γ = α + p − n. Let x ∈ B. By
the application of (2.10) (with |m| = 1) to f (x) − f , we obtain(
1− |x|2)p∣∣∇ f (x)∣∣p  1
(1− |x|2)n+γ
∫
Er(x)
∣∣ f (x) − f (y)∣∣p dVγ (y)
 1
(1− |x|2)n−p+γ
∫
Er(x)
| f (x) − f (y)|p
[x, y]p dVγ (y)
where the last inequality comes from (2.5). Now, integrating both sides of the above against the measure dVα(x) =
dVβ+n−p+γ (x), we obtain∫
B
(
1− |x|2)p∣∣∇ f (x)∣∣p dVα(x) ∫
B
∫
Er(x)
| f (x) − f (y)|p
[x, y]p dVβ(x)dVγ (y)
and thus the lemma holds by (2.11). The proof is complete. 
We now prove the reverse norm estimate of Proposition 3.11 under certain additional restriction on parameters. Note
that we only need to establish the reverse estimate for r = 1.
Proposition 3.12. Let α > −1 and n − 1 < p < ∞. Given β,γ ∈ (−1, p − n) with β + γ = α + p − n, there is a constant C =
C(α, p, β,γ ) > 0 such that
‖Λ f ‖Lp(Vβ×Vγ )  C
∥∥ f − f (0)∥∥bpα(B)
for all f ∈ h(B).
The proof below depends on the case c > 0 of Lemma 3.6; this is why we impose the restriction β,γ ∈ (−1, p − n) on
parameters.
Proof of Proposition 3.12. Fix β,γ ∈ (−1, p − n) such that β + γ = α + p − n. Let f ∈ h(B) and assume f (0) = 0 without
loss of generality. Put
Is(a) = Is,p(a) =
∫
B
dVs(z)
[a, z]p , a ∈ B
for s > −1 for short.
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‖Λ f ‖pLp(Vβ×Vγ ) 
∫
B
∣∣ f (x)∣∣p Iγ (x)dVβ(x) + ∫
B
∣∣ f (y)∣∣p Iβ(y)dVγ (y).
In addition, since p − n − γ > 0 and α = β + γ + n − p, we deduce from Lemma 3.6 that
Iγ (x)dVβ(x) ≈ dVβ(x)
(1− |x|2)p−n−γ = dVα(x)
for all x ∈ B. Similarly, we have
Iβ(y)dVγ (y) ≈ dVα(y)
for all y ∈ B. Consequently, we conclude ‖Λ f ‖pLp(Vβ×Vγ )  ‖ f ‖bpα(B) . The constants suppressed above all depend only on
allowed parameters. This completes the proof. 
Now, for α > −1 and n + α < p < ∞, we may take β = γ = (p + α − n)/2 in the hypothesis of Proposition 3.12 and
conclude the implication (a) ⇒ (c) in Theorem 3.10 with norm estimate, completing the proof of Theorem 3.10.
Finally we prove the following characterization for the critical case, i.e., Theorem 1.3 whose quantitative version is re-
stated below again for convenience.
Theorem 3.13. Given α > −1, p = n + α and 0 < r < 1, the following three statements are equivalent for f ∈ h(B):
(a) f ∈ bpα(B);
(b) Lr f ∈ Lp(Vα × Vα);
(c) Λr f ∈ Lp(Vα × Vα).
Moreover, the norms∥∥ f − f (0)∥∥bpα(B), ‖Lr f ‖Lp(Vα×Vα), ‖Λr f ‖Lp(Vα×Vα)
are comparable to one another.
Proof. Fix α > −1, p = n+α and 0 < r < 1. Let f ∈ h(B) and assume f (0) = 0 without loss of generality. By Proposition 3.3
we only need to establish the estimate
C−1‖ f ‖bpα(B)  ‖Λr f ‖Lp(Vα×Vα)  C‖ f ‖bpα(B) (3.12)
for some constant C > 0 independent of f .
In fact we already have the lower estimate (even for r = 1) by taking β = γ = α (which is possible because p = n + α)
in Proposition 3.11. Also, for the upper estimate we may easily modify the proof of Proposition 3.12 (or Proposition 3.7) as
follows. Proceeding as in the proof of Proposition 3.12 (or Proposition 3.7), we have
‖Λr f ‖pLp(Vα×Vα) 
∫
B
∣∣ f (x)∣∣p{ ∫
Er(x)
dVα(y)
[x, y]p
}
dVα(x).
In addition, by (2.5) and (2.7), the inner integral of the double integral in the right-hand side of the above is comparable to
Vα(Er(x))
(1− |x|2)p ≈
(1− |x|2)n+α
(1− |x|2)p = 1.
The constants suppressed above are all independent of f . This completes the proof of the lower estimate in (3.12) and thus
the proof of the theorem. 
In view of Theorems 3.10 and 3.13 one may wonder whether Theorem 3.4 extends to Lr and Λr for 0 < r < 1. The
answer is no by the next example.
Example 3.14. Given α > −1 and 0 < p < n + α, there exists a function f ∈ h(B) such that Λr f ∈ Lp(Vα × Vα) for each
r ∈ (0,1) but f /∈ bpα(B).
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1∫
0
(1− t)α dt
[tx, y]s+1 
C
[x, y]s−α , x, y ∈ B (3.13)
for some constant C = C(α, s) > 0. See [4, Lemma 3.2].
Proof of Example 3.14. Fix α > −1 and p ∈ (0,n + α). Choose β > 0 such that n + α  pβ < 2(n + α) − p. Such β exists,
because 0 < p < n+α. Fix ζ ∈ ∂B. By [4, Lemma 4.2] there exist numbers  = (β) > 0, r0 = r0(β) ∈ (0,1) and C = C(β) > 0
such that
Rβ(x, ζ )
Cβ
[x, ζ ]n+β 
Cβ
(1+ 2)n+β(1− |x|)n+β (3.14)
whenever x ∈ Γ1+2(ζ ) and |x|  r0. Here, Γγ (ζ ) with γ > 1 denotes the non-tangential approach region consisting of all
points x ∈ B such that |x− ζ | γ (1− |x|).
Pick r1 ∈ (0,1) suﬃciently close to 1 such that
r2 := 1− 1− r1

 r0
r1
and deﬁne
f (x) :=
1∫
r1
(1− t)n−1Rβ(tx, ζ )dt, x ∈ B. (3.15)
Differentiating under the integral sign, we see f ∈ h(B). Similarly, (2.13) and (3.13) (after taking the limit y → ζ ) yield
∣∣∇ f (x)∣∣ 1[x, ζ ]β+1 , x ∈ B.
So, given 0 < r < 1, we have
sup
y∈Er(x)
∣∣L f (x, y)∣∣ sup
ξ∈Er(x)
∣∣∇ f (ξ)∣∣ sup
ξ∈Er(x)
1
[ξ, ζ ]β+1 
1
[x, ζ ]β+1
for all x ∈ B; the last inequality comes from (2.6). It follows from (2.7) and Lemma 3.6 that
‖Lr f ‖pLp(Vα×Vα) 
∫
B
Vα(Er(x))
[x, ζ ]p(β+1) dVα(x) ≈
∫
B
dVn+2α(x)
[x, ζ ]p(β+1) < ∞,
because p(β + 1) < 2(n + α).
We now show f /∈ bpα(B). Let x ∈ Γ1+(ζ ) and |x|  r2. Note 1 − (1 − |x|)  r1. Thus, for t  1 − (1 − |x|), we have
t|x| r1r2  r0 by choice of r1 and r2 and, moreover,
|tx− ζ | (1− t)|x| + |x− ζ | < (1+ 2)(1− |x|),
which implies tx ∈ Γ1+2(ζ ). It follows from (3.14) and (3.15) that
f (x)
1∫
1−(1−|x|)
(1− t)n−1
(1− t|x|)n+β dt
for x ∈ Γ1+(ζ ) with |x| r2. Note
1− t|x| (1− t) + (1− |x|)< (1+ )(1− |x|)
for 1− (1− |x|) t < 1. It follows that
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1−(1−|x|)
(1− t)n−1
(1− t|x|)n+β dt
 1
(1− |x|)n+β
1∫
1−(1−|x|)
(1− t)n−1 dt
≈ 1
(1− |x|)β
for x ∈ Γ1+(ζ ) with |x| r2. Now, since 1−|x| ≈ |x−ζ | for x ∈ Γ1+(ζ ), one can conclude by integration in polar coordinates
centered at ζ that
‖ f ‖p
bpα(B)

∫
Γ1+ (ζ )∩B1−r2 (ζ )
dx
|x− ζ |pβ−α 
1−r2∫
0
rn−1
rpβ−α
dr = ∞,
because n + α  pβ . This completes the proof. 
Remarks. (1) Example 3.9 can be much simpliﬁed in case n = 2. In fact one may use the class of holomorphic functions (in
complex notation) fa(x) := (1−ax)−1, a ∈ B, for which |L fa(x, y)| = |afa(x) fa(y)|. Also, for n 3, one may use much simpler
functions ja .
(2) Similarly, Example 3.14 can be much simpliﬁed for n = 2 by means of the holomorphic functions (in complex nota-
tion) f (x) := (1− x)−β .
(3) One may extend the idea of Example 3.9 to exhibit explicitly the failure for all possible combinations of parameters
satisfying the critical case in the holomorphic case [14,15]. Also, Example 3.14 can be modiﬁed to the holomorphic case to
exhibit a similar example.
4. The half-space case
In this section we remark on how one may or may not extend our results over the ball to the setting of the half-space.
Details, if not provided, are left to the readers.
Let H = Rn−1 × R+ be the upper half-space where R+ denotes the set of all positive real numbers. We write a typical
point z ∈ H as z = (z′, zn) where z′ ∈ Rn−1 and zn > 0. Also, given z ∈ H, we let z = (z′,−zn). We denote by h(H) the
space of all complex-valued harmonic functions on H. Given α real, we denote by vα the weighted measure on H given by
dvα(z) = zαn dz. Given α > −1 and 0 < p < ∞, we denote by bpα(H) the weighted harmonic Bergman space consisting of all
f ∈ h(H) for which the norm
‖ f ‖bpα(H) :=
{∫
H
| f |p dvα
}1/p
is ﬁnite.
The pseudohyperbolic distance δ on H given by
δ(z,w) = |z − w||z − w|
for z,w ∈ H. The corresponding δ-ball Qr(a) with center a ∈ H and radius r ∈ (0,1) is again a Euclidean ball with
(center) =
(
a′, 1+ r
2
1− r2 an
)
and (radius) = 2r
1− r2 an, (4.1)
which yields
d
(
a, ∂Qr(a)
)= 2r
1+ r an. (4.2)
We also have
an ≈ |a − z| ≈ zn, z ∈ Qr(a) (4.3)
which is a consequence of the inequality
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1+ δ(a, z) 
|a − w|
|z − w| 
1+ δ(a, z)
1− δ(a, z) (4.4)
valid for all a, z,w ∈ H; see [7, Lemma 3.3]. In particular, given α > −1 and 0 < r < 1, we have by (4.1) and (4.3)
vα
(
Qr(a)
)≈ an+αn (4.5)
for all a ∈ H.
Since δ is dilation invariant and horizontal-translation invariant, we have ϕa[Qr(b)] = Qr(ϕa(b)) for a,b ∈ H where
ϕa(z) := z − a
′
an
, z ∈ H
and a′ = (a′,0). Note that ϕa : H → H is bijective with ϕ−1a (z) = anz + a′ . One can easily check that f ◦ ϕa and f ◦ ϕ−1a are
both harmonic for each a ∈ H if f is.
Given 0 < r  1, let
Sr :=
{
(z,w) ∈ H×H: δ(z,w) < r}.
By means of these sets, as one may naturally expect, the restricted difference quotients of f ∈ h(H) for the half-space setting
are deﬁned as follows:
Tr f (z,w) := f (z) − f (w)|z − w| χSr (z,w), z = w
and
Φr f (z,w) := f (z) − f (w)|z − w| χSr (z,w)
for z,w ∈ H. Note S1 = H×H. So, we simply write T = T1 and Φ = Φ1.
Since |z − w| < |z − w| for z,w ∈ H, we again have
‖Φr f ‖Lp(vα×vα)  ‖Tr f ‖Lp(vα×vα)
for all α real 0 < r  1 and 0 < p < ∞. For the reverse estimate we need the next lemma, which is the substitute for
Lemma 3.2. In what follows we let e := (0′,1).
Lemma 4.1. Given α real, 0 < p < ∞ and 0< r  1, there is a constant C = C(α, p, r) > 0 such that∫
Qr(e)
|g(z)|p
|e− z|p z
α
n dz C
∫
Qr(e)
|g(z)|p
|e− z|p z
α
n dz
for all g ∈ h(H) with g(e) = 0.
Proof. Fix α real, 0 < p < ∞ and 0 < r  1. Let g ∈ h(H) with g(e) = 0. First, since Qr/5(e) ⊂ Br/2(e) by (4.1), we have
5|e− z| r|e− z| for z ∈ H \ Br/2(e) and thus∫
Qr(e)\Br/2(e)
|g(z)|p
|e− z|p z
α
n dz
(
5
r
)p ∫
Qr(e)\Br/2(e)
|g(z)|p
|e− z|p z
α
n dz.
Also, since g(e) = 0, proceeding as in the proof of Lemma 3.2, we have∫
Br/2(e)
|g(z)|p
|e− z|p z
α
n dz
∫
B2r/3(e)
∣∣g(z)∣∣pzαn dz ≈ ∫
B2r/3(e)
|g(z)|p
|e− z|p z
α
n dz
where the second estimate holds by (4.3). Note B2r/3(e) ⊂ Br(e) ⊂ Qr(e) by (4.1). This completes the proof. 
Now, using an appropriate change of variables as in the proof of Proposition 3.3 and then using Lemma 4.1, we have the
following half-space analogue of Proposition 3.3.
Proposition 4.2. Given α real, 0 < p < ∞ and 0 < r  1, there is a constant C = C(α, p, r) > 0 such that
‖Φr f ‖Lp(vα×vα)  ‖Tr f ‖Lp(vα×vα)  C‖Φr f ‖Lp(vα×vα)
for all f ∈ h(H).
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the same way, as in the case of the ball. However, when one tries to extend the characterizations of the harmonic Bergman
spaces over the ball to the half-space setting, one encounters with a half-space pathology, caused by the unboundedness
of the half-space, that Φ (and thus T also) never maps bpα(H) into Lp(vα × vα) for any α > −1 and 0 < p < ∞. We will
provide below concrete examples, based on the extended Poisson kernel over H, showing such a pathology.
Recall that the extended Poisson kernel Pa(z) over H is given by (modulo a constant factor)
Pa(z) = an + zn|z − a|n , a, z ∈ H;
see [2, p. 185]. Note that Pa may not belong to b
p
α(H) if p is small because of singularity at ∞. Also, note that Pa is related
with Pe in a very simple way that
Pa = a1−nn (Pe ◦ ϕa) (4.6)
for each a ∈ H.
We ﬁrst recall the following half-space version of Lemma 3.6, which is a special case of [6, Lemma 4.2]. Note that the
case c  0 of Lemmas 4.3 and 3.6 clearly shows the difference between the half-space and the ball.
Lemma 4.3. Given α > −1 and c real, the estimates∫
H
dvα(z)
|a − z|n+α+c ≈
{
a−cn if c > 0,∞ if c  0
hold for all a ∈ H. The constants suppressed above are independent of a.
We now construct examples showing a half-space pathology that Φ never maps bpα(H) into Lp(vα × vα) (by the closed
graph theorem) for all possible α and p. The key idea of the proof below comes from that of Example 3.9.
Example 4.4. Let α > −1 and 0 < p < ∞. If N is a positive integer such that p > (n + α)/(n + N − 1), then ∂Nn Pa ∈ bpα(H)
and
‖Φ∂Nn Pa‖pLp(Vα×Vα)
‖∂Nn Pa‖pbpα(H)

{
an+α−pn if p > n + α,
∞ if p  n + α
for all a ∈ H.
Proof. Pick a positive integer N such that p > (n + α)/(n + N − 1). Fix a ∈ H and put
fa := ∂Nn Pa = a1−n−Nn ( fe ◦ ϕa) (4.7)
for simplicity; the second equality comes from (4.6). It is known that fa(a) = 0; see [13, Lemma 2.1]. Also, one might check
via induction that fa(z) can be written in the form
fa(z) =
N+1∑
k=0
νk
(an + zn)k
|z − a|n+N−1+k , z ∈ H
for some coeﬃcients νk = νk(N). This yields∣∣ fa(z)∣∣ c1|z − a|n+N−1 (4.8)
for some constant c1 = c1(N) > 0 and therefore fa ∈ bpα(H) by Lemma 4.3, because N is chosen so that p(n+N −1) > n+α.
Let he(z) be the function determined by the relation he(z) = fe(z)|z + e|n+2N . Note
| fa(w)|
| fa(z)| =
| fe(ϕa(w))|
| fe(ϕa(z))| =
( |ϕa(z) + e|
|ϕa(w) + e|
)n+2N |he(ϕa(w))|
|he(ϕa(z))| (4.9)
for all a, z,w ∈ H. Also, note by (4.8)
he(z) c1|z + e|N+1 (4.10)
for all z ∈ H.
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small. We may assume that Qr0(e) is contained in B3(e) ∩H. Put c2 := minz∈Qr0 (e) |he(z)| > 0. Also, pick a suﬃciently large
positive integer M  3 such that
3N+1
(
3
M
)n+N−1 c1
c2
 1
2
. (4.11)
Now, for z ∈ Qr0(a) = ϕ−1a (Qr0 (e)) and w ∈ H with wn  (M − 1)an , we have ϕa(z) ∈ Qr0(e) ⊂ B3(e) and |ϕa(w) + e|
wn/an + 1 M . Thus
|z − a|
|w − a| =
|ϕa(z) + e|
|ϕa(w) + e| 
3
M
and hence we obtain by (4.9), (4.10) and (4.11)
| fa(w)|
| fa(z)| 
c1
c2
( |ϕa(z) + e|
|ϕa(w) + e|
)n+N−1∣∣ϕa(z) + e∣∣N+1
 3N+1
(
3
M
)n+N−1 c1
c2
 1
2
.
We also have
|z − w| |z − a| + |w − a|
(
1+ 3
M
)
|w − a| 2|w − a|
for z ∈ Qr0(a) and w ∈ H with wn  (M − 1)an . It follows that∣∣Φ fa(z,w)∣∣ | fa(z)||z − w|
{
1− | fa(w)|| fa(z)|
}
 | fa(z)|
4|w − a|
for z ∈ Qr0(a) and w ∈ H with wn  (M − 1)an . Consequently, we have
‖Φ fa‖pLp(vα×vα) 
1
4p
{ ∫
Qr0 (a)
∣∣ fa(z)∣∣p dvα(z)}{ ∫
wn(M−1)an
dvα(w)
|w − a|p
}
.
By (4.7) and a change of variables we see that the ﬁrst integral factor of the above is equal to
ap(1−n−N)+n+αn
∫
Qr0 (e)
∣∣ fe(z)∣∣p dvα(z) ≈ ap(1−n−N)+n+αn ∫
H
∣∣ fe(z)∣∣p dvα(z)
= ‖ fa‖pbpα(H)
and that the second one is equal to
an+α−pn
∫
wnM−1
dvα(w)
|w + e|p = a
n+α−p
n
{ ∫
Rn−1
dw ′
(|w ′|2 + 1)p/2
}{ ∞∫
M−1
wαn dwn
(1+ wn)p−n+1
}
.
In summary we have so far
‖Φ fa‖pLp(vα×vα)
‖ fa‖pbpα(H)
 an+α−pn
{ ∫
Rn−1
dw ′
(|w ′|2 + 1)p/2
}{ ∞∫
M−1
wαn dwn
(1+ wn)p−n+1
}
for all a ∈ H. Now one can check that both integral factors of the above are ﬁnite for p > n+α and that the second integral
factor diverges for p  n + α. This completes the proof. 
In view of Example 4.4 we see that the half-space analogue of Theorem 3.4 is not available for p < n+α. The key reason
for such failure was the different behavior of kernel-related integrals in the case c  0 of Lemmas 4.3 and 3.6. However, in
view of the same behavior of kernel-related integrals in the case c > 0 of Lemmas 4.3 and 3.6, one may still wonder what
B.R. Choe, K. Nam / J. Math. Anal. Appl. 379 (2011) 889–909 907would happen to the half-space analogue of Theorem 3.10 in the case p > n + α. In fact, in that case, it turns out that a
version of the result over the ball continues to hold over the half-space.
For a proof in the case p > n + α, we ﬁrst note the half-space version of (2.10): Given α real, 0 < p < ∞, 0 < r < 1 and
a multi-index m, there exists a constant C = C(α, p, r,m) > 0 such that
ap|m|n
∣∣∂m f (a)∣∣p  C
an+αn
∫
Qr(a)
| f |p dvα, a ∈ H (4.12)
for all f ∈ h(H). This is a consequence of (4.2) and (4.3). Also, we recall the half-space analogue of (2.11): Given α > −1
and 1 p < ∞, we have∫
H
∣∣ f (z)∣∣pzαn dz ≈ ∫
H
∣∣∣∣zn ∂ f∂zn (z)
∣∣∣∣pzαn dz (4.13)
for all f ∈ bpα(H); see in [12, Theorem 4.8]. Note the proviso “for all f ∈ bpα(H)”, because the norm equivalence stated above
would fail if f were allowed to vary over all functions in h(H); see the comment after [20, Theorem 4.4].
Now, having (4.3), (4.12) and (4.13) (for 1 p < ∞), one may imitate the proof of Proposition 3.11 and obtain the next
proposition.
Proposition 4.5. Let α > −1, 1  p < ∞ and 0 < r  1. Given β,γ ∈ R with β + γ = α + p − n, there is a constant
C = C(α, p, r, β,γ ) > 0 such that
‖ f ‖p
bpα(H)
 C‖Φr f ‖Lp(vβ×vγ )
for f ∈ bpα(H).
Also, using the case c > 0 of Lemma 4.3, one may modify the proof of Proposition 3.12 and obtain the next proposition.
Proposition 4.6. Let α > −1 and n − 1 < p < ∞. Given β,γ ∈ (−1, p − n) with β + γ = α + p − n, there is a constant C =
C(α, p, β,γ ) > 0 such that
‖Φ f ‖Lp(vβ×vγ )  C‖ f ‖bpα(H)
for all f ∈ h(H).
As a consequence of Propositions 4.2, 4.5 and 4.6, we have the next norm equivalence as in the case of the ball.
Theorem 4.7. Given α > −1 and n + α < p < ∞, put β = (p + α − n)/2. Let 0 < r  1. Then the norms
‖ f ‖bpα(H), ‖Tr f ‖Lp(vβ×vβ ), ‖Φr f ‖Lp(vβ×vβ )
are comparable to one another for all f ∈ bpα(H).
Similarly, one may imitate the proof of Theorem 3.13 and conclude the next norm equivalence for the critical case as in
the case of the ball.
Theorem 4.8. Given α > −1, p = n + α and 0 < r < 1, the norms
‖ f ‖bpα(H), ‖Tr f ‖Lp(vα×vα), ‖Φr f ‖Lp(vα×vα)
are comparable to one another for all f ∈ bpα(H).
In conjunction with Theorem 4.7 we provide an example showing that it is necessary to change the target spaces for Tr
and Φr in the conclusion of Theorem 4.7. To this end we recall the reproducing kernel, denoted by Kα(z,w), for b2α(H). The
kernel Kα(z,w) and its gradient satisfy the same growth rate as in the case of the ball:∣∣Kα(z,w)∣∣ 1|z − w|n+α and ∣∣∇zKα(z,w)∣∣ 1|z − w|n+α+1 (4.14)
for all z,w ∈ H; see [12]. We also need the following half-space analogue of (3.13) for s > α > −1:
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0
tα dt
|z + te− w|s+1 ≈
1
|z − w|s−α , z,w ∈ H; (4.15)
the proof is routine and thus omitted.
Example 4.9. Given α > −1 and n+α < p < ∞, there is a function f ∈ h(H) such that Φr f ∈ Lp(vα × vα) for each r ∈ (0,1)
but f /∈ bpα(H).
Proof. Fix α > −1 and p ∈ (n + α,∞). Choose β > 0 such that 2(n + α) < p(β + 1)  n + α + p. Such β exists, because
p > n + α. Now, deﬁne
f (z) =
∞∫
0
tn−1Kβ(z + te,e)dt, z ∈ H. (4.16)
Differentiating under the integral sign, we see f ∈ h(H). Similarly, (4.14) and (4.15) yield∣∣∇ f (z)∣∣ 1|z + e|β+1 , z ∈ H.
Thus, given 0 < r < 1, we obtain
sup
w∈Qr(z)
∣∣T f (z,w)∣∣ sup
ξ∈Qr(z)
∣∣∇ f (ξ)∣∣ sup
ξ∈Qr(z)
1
|ξ + e|β+1 
1
|z + e|β+1
for all z,w ∈ H; the last inequality comes from (4.4). It follows from (4.5) and Lemma 4.3 that
‖Tr f ‖pLp(vα×vα) 
∫
H
vα(Qr(z))
|z + e|p(β+1) dvα(z) ≈
∫
H
dvn+2α(z)
|z + e|p(β+1) < ∞,
because p(β + 1) > 2(n + α).
We now show f /∈ bpα(H). By [13, Lemma 2.1] we have constants C = C(β) > 0 and  = (β) > 0 such that
Kβ(z,e)
C
(zn + 1)n+β
whenever z ∈ G(e), the truncated cone consisting of all z ∈ H such that zn + 1 > |z′|. Thus, since z + te ∈ G(e) for all
t  0 and z ∈ G(e), we have
f (z)
∞∫
0
tn−1 dt
(zn + 1+ t)n+β =
1
(zn + 1)β
∞∫
0
tn−1 dt
(1+ t)n+β , z ∈ G(e).
Note that the last integral of the above is ﬁnite. So, we conclude
‖ f ‖p
bpα(H)

∫
G (e)
dvα(z)
(zn + 1)pβ
=
∞∫
0
{ ∫
|z′|<−1(zn+1)
1dz′
}
zαn dzn
(zn + 1)pβ
≈
∞∫
0
zαn dzn
(zn + 1)pβ−n+1
= ∞,
because pβ  n + α. This completes the proof. 
Remark. As in the case of the ball, Examples 4.4 and 4.9 can be much simpliﬁed in case n = 2. Namely, one may use the
class of holomorphic functions (in complex notation) fa(z) = (z − a)−(N+1) , a ∈ H for Example 4.4 and f (z) = (z + i)−β for
Example 4.9.
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