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Abstract 
The design of a local H∞-based power system stabilizer (PSS) controllers, 
which uses wide-area or global signals as additional measuring information 
from suitable remote network locations, where oscillations are well observ-
able, is developed in this dissertation. The controllers, placed at suitably se-
lected generators, provide control signals to the automatic voltage regulators 
(AVRs) to damp out inter-area oscillations through the machines’ excitation 
systems.  
A long time delay introduced by remote signal transmission and processing 
in wide area measurement system (WAMS), may be harmful to system stabil-
ity and may degrade system robustness. Three methods for dealing with the 
effects of time delay are presented in this dissertation. First, time delay com-
pensation method using lead/lag compensation along with gain scheduling for 
compensating effects of constant delay is presented. In the second method, 
Pade approximation approach is used to model time delay. The time delay 
model is then merged into delay-free power system model to obtain the de-
layed power system model. Delay compensation and Pade approximation 
methods deal with constant delays and are not robust regarding variable time 
delays. Time delay uncertainty is, therefore, taken into account using linear 
fractional transformation (LFT) method. 
The design of local decentralized PSS controllers, using selected suitable 
remote signals as supplementary inputs, for a separate better damping of spe-
cific inter-area modes is also presented in this dissertation. The suitable re-
mote signals used by local PSS controllers are selected from the whole sys-
tem. Each local PSS controller is designed separately for each of the inter-area 
modes of interest. The PSS controller uses only those local and remote input 
signals in which the assigned single inter-area mode is most observable and is 
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located at a generator which is most effective in controlling that mode. The 
local PSS controller, designed for a particular single inter-area mode, also 
works mainly in a frequency band given by the natural frequency of the as-
signed mode. The locations of the local PSS controllers are obtained based on 
the amplitude gains of the frequency responses of the best-suited measure-
ment to the inputs of all generators in the interconnected system. For the se-
lection of suitable local and supplementary remote input signals, the features 
or measurements from the whole system are pre-selected first by engineering 
judgment and then using a clustering feature selection technique. Final selec-
tion of local and remote input signals is based on the degree of observability 
of the considered single mode in them. 
Finally, this dissertation presents the extension of the scheme, described in 
the above paragraph, to realistic large-scale multi-owner power systems. The 
suitable remote signals used by local PSS controllers are selected from the 
whole system. The approach uses system identification technique for deriving 
an equivalent lower order state-space linear model suitable for control design. 
An equivalent lower order system of the actual system is determined from 
time-domain simulation data of the latter. The time-domain response is ob-
tained by applying a test probing signal (input signal), used to perturb the ac-
tual system, to the AVR of the excitation system of the actual system. The 
measured time-domain response is then transformed into frequency domain. 
An identification algorithm is then applied to the frequency response data to 
obtain a linear dynamic reduced order model which accurately represents the 
system. Lower-order equivalent models have been used for the final selection 
of suitable local and remote input signals for the PSS controllers, selection of 
suitable locations of the PSS controllers and design of the PSS controllers.  
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Chapter 1 
Introduction 
1.1 Motivation 
Recently, the number of bulk power exchanges over long distances has in-
creased as a consequence of deregulation of the electrical energy markets 
worldwide and the extensions of large interconnected power systems. More-
over, the power transfers have also become somewhat unpredictable as dic-
tated by market price fluctuations. The integration of offshore wind generation 
plants into the existing network is also expected to have a significant impact 
on the power flow of system as well as the dynamic behavior of the network. 
The expansion of the transmission grids, on the other hand, is very little due to 
environmental and cost restrictions. The result is that the available transmis-
sion and generation facilities are highly utilized with large amounts of power 
interchanges taking place through tie-lines and geographical regions. The tie 
lines operate near their maximum capacity, especially those connected to the 
heavy load areas. As a result, the system operation can find itself close to or 
outside the secure operating limits under severe contingencies. Stressed oper-
ating conditions can increase the possibility of inter-area oscillations between 
different control areas and even breakup of the whole system  [1].  
 
Reliability and good performance are necessary in power system operation 
to ensure a safe and continuous energy supply with quality. However, weakly 
damped low frequency electromechanical oscillations (also called inter-area 
oscillations), inherent to large interconnected power systems during transient 
conditions, are not only dangerous for the reliability and performance of such 
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systems but also for the quality of the supplied energy. The power flows over 
certain network branches resulting from generator oscillations can take peak 
values that are dangerous from the point of view of secure system operation 
and lead to limitations in network control.  
 
Inter-area oscillations may cause, in certain cases, operational limitations 
(due to the restrictions in the power transfers across the transmission lines) 
and/or interruption in the energy supply (due to loss of synchronism among 
the system generators). Also, the system operation may become difficult in the 
presence of these oscillations. 
 
Even today, when voltage problems are by far, more important for network 
operators than damping control, large disturbances tend to induce wide-area 
low frequency oscillations in major grids throughout the world: at 0.6 Hz in 
the Hydro-Quebec system  [2],  [3], 0.2 Hz in the western North-American in-
terconnection  [4],  [5], 0.15-0.25 Hz in Brazil  [6] and 0.19-0.36 Hz in the 
UCTE/CENTREL interconnection in Europe  [7]. The recent 2003 blackout in 
eastern Canada and US was equally accompanied by severe 0.4 Hz oscilla-
tions in several post-contingency stages  [8]. The two famous WECC cases in 
the summers of 1996 and 2000 were both associated with poorly damped in-
ter-area oscillations under conditions of high power transfer on long paths  [5].  
 
With the heavier power transfers ahead, the damping of inter-area oscilla-
tions will decrease unless new lines are built or other heavy and expensive 
high-voltage equipment such as series-compensation is added to the grid’s 
substations. The construction of new lines, however, is restricted by environ-
mental and cost factors. Therefore, achievement of maximum available trans-
fer capability as well as a high level of power quality and security has become 
a major concern. This concern requires the need for a better system control, 
leading to damping improvement. 
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Most of the existing approaches for damping measures are initiated merely 
from the point of view of single subsystems, which are independent in their 
operation. The damping measures are not coordinated with other regions. In 
contrast to these measures of a local nature, the system as a whole should be 
considered.  
 
It is found that if remote signals from one or more distant locations of the 
power system are applied to the controller design, the system dynamic per-
formance can be enhanced for the inter-area oscillations  [9]. The basic 
mechanism of damping remains as the production of damping torque in syn-
chronous generators through the use of appropriate field excitation.  
 
New distributed instrumentation technology using accurate phasor meas-
urement units (PMUs) has developed in recent years to become a powerful 
source of wide-area dynamic information. The recent advances in wide area 
measurement system (WAMS) technologies using PMUs can deliver syn-
chronous phasors and control signals at a high speed  [2],  [5]. PMUs are de-
ployed at strategic locations on the grid and obtain a coherent picture of the 
entire network in real time  [10]. PMUs measure positive sequence voltages 
and currents at different locations of the grid. Global Positioning System 
(GPS) technology ensures proper time synchronization among several global 
signals  [10]. The measured global signals are then transmitted via modern 
telecommunication equipment to the controllers. 
 
The signals from PMUs (PMUs located remote to the controllers) are re-
ferred to as remote stabilizing signals. The remote signals are often referred to 
as global signals to illustrate the fact that they contain information about over-
all network dynamics as opposed to local control signals which lack adequate 
observability of some of the significant inter-area modes  [2]. For local modes, 
the largest residue is associated with a local signal, e.g., generator rotor speed 
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signal for PSS. But for inter-area modes, the local signals may not be the ones 
with maximum observability. The signal with maximum observability for a 
particular mode can be from a remote location or combined information from 
several locations. 
 
Aboul-Ela and others  [11] have proposed a two-level design of PSS and 
SVC controller using global signals. In  [2], a decentralized/hierarchical struc-
ture is proposed. Wide-area signals based PSS is used to provide additional 
damping. 
 
Simulation studies have shown a high sensitivity of inter-area oscillations 
to generator voltage controller and hydro turbine governor settings  [12]. 
Therefore, and because of the relatively low cost, measures to alleviate inter-
area oscillations should be focused on power system controllers. The use of a 
supplementary control added to the Automatic Voltage Regulator (AVR) is a 
practical and economic way to supply additional damping to electromechani-
cal oscillations. The first supplementary control for such task was proposed at 
the end of 1960’s  [13], and is usually known as Power System Stabilizer 
(PSS). PSS units have long been regarded as an effective way to enhance the 
damping of electromechanical oscillations in power system  [13]. The PSS 
provides supplementary control action through the excitation system of gen-
erators and thus aids in damping the oscillations of synchronous machine ro-
tors via modulation of the generator excitation. The supplemental damping is 
provided by an electric torque, applied to the rotor, which is in phase with the 
speed variation. The action of PSS, in this way, extends the angular stability 
limits of a power system.         
 
For damping of local generator swings, PSSs have been established in the 
past  [14],  [1]. To enable damping of inter-area oscillations likewise with PSS, 
special control structures with additional signal inputs and well adapted pa-
1.1 Motivation 
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rameter tunings are necessary. Since the first proposal of PSS at the end of 
1960’s, various control methods have been proposed for PSS design to im-
prove overall system performance. Among the classical methods used are the 
phase-compensation method and the root-locus method. Among these, con-
ventional PSS of the lead-lag compensation type  [13],  [15],  [16] has been 
adopted by most utility companies because of its simple structure, flexibility 
and ease of implementation. Since power systems are highly nonlinear, con-
ventional fixed-parameter PSSs cannot cope with changes in the operating 
conditions during normal operation and the system often tends to be unstable. 
Proper design of any control system that takes into account the continual 
changes in the structure of the network is, therefore, necessary to guarantee 
robustness over wide operating conditions in the system. 
 
Robust control provides an effective approach to stabilize a power system 
over a wide range of operating conditions. Robust control approach deals with 
uncertainties introduced by variations of operating conditions and in this way, 
it guarantees system robustness to disturbances under various operating condi-
tions. If the damping controller design is based on the robustness principle, 
minor errors in modeling will be alleviated and the closed-loop system will 
maintain satisfactory performance level. 
 
Since last four decades, new PSS design methodologies based on robust 
control are proposed. Among many techniques available in the control litera-
ture, H∞ has received considerable attention in the design of PSSs. The H∞ 
controller is characterized by the feature that the order of the controller is al-
ways equal to the order of the generalized plant model, i.e., equal to the order 
of original plant plus the order of the weighting functions  [17]. Higher order 
controllers may be too complex regarding practical implementation. Imple-
mentation of higher order controllers will lead to high cost, difficulty in com-
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missioning, poor reliability and potential problems in maintenance. Higher or-
der controllers when implemented in real time configurations can create unde-
sirable effects such as time delays. Therefore, lower order controllers having 
simpler designs are sought. In this study, balanced residualization technique 
 [18] is used to reduce the order of controllers.  
 
This research mainly focuses on the problem of improving the performance 
of conventional PSS, for a better damping of inter-area oscillations, by using 
instantaneous measurements from remote locations of the grid as its supple-
mentary inputs. 
1.2 Objectives 
The concept presented in this study consists of the assumption that the PSS 
inputs are formed by measured variables coming from the whole system, i.e., 
particularly also from remote generators  [19]. In this way, each PSS receives 
more complete measuring information about the inter-area oscillations to be 
damped. It is possible to use any of the variables from the generators, e.g., 
generator rotor speeds or angles or variables not assigned to generators, e.g. 
selected tie-line power flows as remote input signals to the controller. In gen-
eral, the PSS controllers to be designed in this study are each of the multi-
input, single-output (MISO) type. From the view point of power system engi-
neering, the proposed PSS controller concept can be interpreted as a system of 
second level PSSs using additionally global measuring information. In this 
way design of PSS controllers is carried out for attaining a damping behavior 
which is in favor to the entire power system and not only to certain subsys-
tems.  
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Figure 1.1 describes the basic architecture used in this work. It consists of a 
set of n PSSs located at specially selected generators G1,...,Gn together with m 
PMUs which are remote to the PSSs. The PSSs are acting on the reference in-
puts of the voltage regulators. In the context of wide-area stabilizing control 
of bulk power systems, the architecture shown in Figure 1.1 has higher opera-
tional flexibility and reliability, especially when some remote signals are lost. 
Under such circumstances, the controlled power system is still viable (al-
though with a reduced performance level), owing to the fact that a fully 
autonomous and decentralized layer without any communication link is al-
ways present to maintain a standard performance level. As the global informa-
tion is required only for some oscillatory modes, only a few PSS sites with the 
highest controllability of these modes need be involved in the supplementary 
global-signal-based actions. 
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Figure 1.1 Multi-machine power system with PSS using WAMs 
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The main contribution of this thesis is to improve the performance of con-
ventional PSS by using instantaneous measurements from remote locations of 
the grid. The research described herein will address the following objectives: 
 
(i) The design of a local H∞-based PSS controller which uses wide-area 
or global signals as additional measuring information from suitable 
remote network locations where the oscillations are well observable.  
 
(ii) In the proposed approach, remote signals, which are used as supple-
mentary inputs to the PSS controller, may arrive after a certain com-
munication delay introduced by their transmission and processing in 
WAMS. Therefore, it is necessary to investigate the impact of time 
delay, in the remote input signal of the PSS controller, on the pro-
posed approach. Also, the methods for dealing with the effects of time 
delay need to be investigated.  
 
(iii) The design of local decentralized PSS controllers, using selected suit-
able remote signals as supplementary inputs, for a separate better 
damping of specific inter-area modes. Each local PSS controller is de-
signed separately for each of the inter-area modes of interest. The PSS 
controller uses only those local and remote input signals in which the 
assigned single inter-area mode is most observable and is located at a 
generator which is most effective in controlling that mode. The local 
PSS controller, designed for a particular single inter-area mode, also 
works mainly in a frequency band given by the natural frequency of 
the assigned mode. 
 
(iv) The design of controllers is usually carried out on small systems. The 
power system, in practical, is large in size. The large-scale power sys-
tems models, consisting of thousands of states, are impractical for 
1.3 Outline 
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control design without extensive order reduction. The mode selective 
damping approach, described in (iii), is extended to realistic large-
scale power systems by using system identification technique for de-
riving lower order state-space models suitable for control design. The 
complete, large-scale multi-input, multi-output (MIMO) power sys-
tem is used directly as the basis for building the required lower-order 
state-space or transfer function equivalent model. The lower-order 
model is identified by probing the network in open loop with low-
energy pulses or random signals. The identification technique is then 
applied to signal responses, generated by time-domain simulations of 
the large-scale model, to obtain reduced-order model. Lower-order 
equivalent models, thus obtained, are used for the final selection of 
suitable local and remote input signals for PSS controllers, for the se-
lection of suitable locations of PSS controllers and for the design of 
PSS controllers.  
1.3 Outline 
The subsequent chapters of this dissertation are organized as follows: 
 
Chapter 2 provides a general description of the power system stability phe-
nomena including fundamental concepts, classification, and definitions of as-
sociated terms. 
 
Chapter 3 presents the modeling and analysis of large power system dy-
namics. 
 
Chapter 4 describes the development of a robust H∞-based dynamic output 
feedback PSS controller using both local and remote signals. An ARE ap-
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proach used for the design of full order controller is also described in this 
chapter. The full order controller is then reduced to a first order one using 
model reduction techniques. The effectiveness of the designed PSS controller 
is demonstrated through digital simulation studies on a test power system. 
 
Chapter 5 presents the impact of time delay, introduced by remote signal 
transmission and processing in WAMS, on the performance of an H∞-based 
PSS controller, designed in chapter 4. Three methods for dealing with the ef-
fects of time delay are presented. This chapter then describes the design of 
PSS controllers, using wide area or global signals as additional measuring in-
formation, considering time delay in the remote signals. Digital simulation 
studies on a two-machine power system are conducted to investigate effec-
tiveness of the proposed controller during system disturbances. 
 
Chapter 6 deals with the design of local decentralized robust H∞-based PSS 
controllers using remote signals as supplementary inputs, for a better damping 
of inter-area oscillations, in a manner that each decentralized PSS controller is 
designed separately for each of the inter-area modes of interest. The effective-
ness of the resulting PSS controllers is demonstrated through digital simula-
tion studies conducted on a test three-machine, three-area power system. 
 
Chapter 7 presents the extension of the approach described in Chapter 6 to 
large-scale power systems. Application of system identification technique for 
deriving lower-order state-space models from large-scale models is also pre-
sented in this chapter. The proposed approach is applied to a test sixteen-
machine, three-area power system to show the effectiveness of the designed 
PSS controllers for a better damping of inter-area oscillations. 
 
Chapter 8 summarizes the work presented in this dissertation. The main 
contributions of this dissertation are highlighted. 
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Chapter 2 
Power System Stability 
2.1 Introduction 
Power system stability has been recognized as an important problem for se-
cure system operation since the 1920s  [20],  [21]. Many major blackouts 
caused by power system instability have illustrated the importance of this 
phenomenon  [22]. Historically, transient instability has been the dominant 
stability problem on most systems, and has been the focus of much of the in-
dustry’s attention concerning system stability. As power systems have 
evolved through continuing growth in interconnections, use of new technolo-
gies and controls, and the increased operation in highly stressed conditions, 
different forms of system instability have emerged. For the satisfactory design 
and operation of power systems, a clear understanding of different types of in-
stability and relationship between them is necessary. Therefore, there is a need 
for the proper definition and classification of power system stability.  
2.2 Definition and Classification of Power System 
Stability 
Power system stability is the ability of an electric power system, for a given 
initial operating condition, to either regain a new state of operating equilib-
rium or return to the original operating condition (if no topological changes 
occurred in the system) after being subjected to a physical disturbance, with 
Chapter 2  Power System Stability 
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most system variables bounded so that practically the entire system remains 
intact  [23]. 
 
The power system is a highly nonlinear system that operates in a constantly 
changing environment. The loads, generator outputs and main operating pa-
rameters change continually. Power systems are subjected to a wide range of 
small and large disturbances. Small disturbances in the form of incremental 
changes in the system load or generation occur continually. Large distur-
bances are the disturbances of a severe nature, such as a short circuit on a 
transmission line or loss of a large generator. A large disturbance may lead to 
structural changes due to the isolation of the faulted elements. When subjected 
to a disturbance, the stability of the system depends on the initial operating 
condition as well as the nature of the disturbance.  
 
Power system stability can be classified into different categories and sub-
categories as shown in Figure 2.1  [23],  [1]. The descriptions of the corre-
sponding forms of stability phenomena are given in the following sub-
sections. 
Non-Oscillatory 
Stability
Oscillatory 
Stability
Rotor Angle 
Stability
Frequency 
Stability
Voltage 
Stability
Small-Distrubance 
Angle Stability
Large-Distrubance 
Voltage Stability
Small-Distrubance 
Voltage Stability
Large-Distrubance 
Angle Stability or
Transient Stability
Power System
     Stability
Figure 2.1 Classification of power system stability 
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2.2.1 Rotor Angle Stability 
Rotor angle stability refers to the ability of synchronous machines of an inter-
connected power system to remain in synchronism after being subjected to a 
disturbance. It depends on the ability to maintain/restore equilibrium between 
electromagnetic torque (generator output) and mechanical torque (generator 
input) of each synchronous machine in the system. Instability that may result 
occurs in the form of increasing angular swings of some generators leading to 
their loss of synchronism with other generators. 
 
The change in electromagnetic torque (ΔTe) of a synchronous machine fol-
lowing a perturbation can be resolved into two components: (i) Synchronizing 
torque component, in phase with rotor angle deviation (Δδ), and (ii) Damping 
torque component, in phase with the speed deviation (Δω). Mathematically, 
this can be expressed as follows: 
 
 ωδ ΔΔΔ Dse TTT +=  (2.1) 
where 
TsΔδ   is the synchronizing torque component of torque change. Ts is the 
           synchronizing torque coefficient. 
  TDΔω is the damping torque component of torque change. TD is the damp-
ing torque coefficient.  
 
System stability depends on the existence of both components of torque for 
each of the synchronous machines. Lack of sufficient synchronizing torque 
causes an increase in rotor angle through a nonoscillatory or aperiodic mode. 
This form of instability is known as aperiodic or nonoscillatory instability. 
Lack of damping torque causes rotor oscillations of increasing amplitude. This 
form of instability is known as oscillatory instability. 
 
Rotor angle stability can be classified into the following two subcategories: 
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• Small-disturbance (or small-signal) rotor angle stability 
• Large-disturbance rotor angle stability or transient stability 
2.2.1.1 Small-Disturbance Rotor Angle Stability 
Small-disturbance (or small-signal) rotor angle stability is concerned with the 
ability of the power system to maintain synchronism under small disturbances. 
The disturbances are considered to be sufficiently small that linearization of 
system equations is permissible for purposes of analysis  [1],  [24],  [25] and the 
use of powerful analytical tools of linear systems is allowed to aid in the 
analysis of stability characteristics and in the design of corrective controls 
 [24]. The results of the system response to small disturbances are usually 
given in terms of eigenvalues and eigenvectors. 
 
In today’s power systems, small-disturbance rotor angle stability problem 
is usually associated with insufficient damping of oscillations  [23]. Small-
disturbance rotor angle stability problems may be either local or global in na-
ture. The descriptions of these problems are given below: 
 
• Local problems involve a small part of the power system, and are 
usually associated with rotor angle oscillations (swinging) of a single 
power plant (units at a generating station) against the rest of the 
power system. Such oscillations are called local plant mode oscilla-
tions. The term local is used because the oscillations are localized at 
one station or a small part of the power system. Stability (damping) 
of these oscillations depends on the strength of the transmission sys-
tem as seen by the power plant, generator excitation control systems 
and plant output  [1]. When a generator is tied to a power system via a 
long radial line, it is susceptible to local mode oscillations  [26].  
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• Global problems are caused by interactions among large groups of 
generators. They are associated with rotor angle oscillations (swing-
ing) of a group of generators in one area of an interconnected power 
system against a group of generators in another area. Such oscilla-
tions are called inter-area mode oscillations.  
 
The time frame of interest in small-disturbance stability studies is on the 
order of 10 to 20 seconds following a disturbance  [23]. 
2.2.1.2 Large-Disturbance Rotor Angle Stability or Transient Stability 
Large-disturbance rotor angle stability or transient stability is concerned with 
the ability of the power system to maintain synchronism when subjected to a 
severe disturbance, such as a short circuit on a transmission line. The resulting 
system response involves large excursions of generator rotor angles and is in-
fluenced by the nonlinear power-angle relationship. 
 
Transient stability depends on both the initial operating state of the system 
and the severity of the disturbance. Usually, the system is altered so that the 
post-disturbance steady-state operation differs from that prior to the distur-
bance. Instability is usually in the form of aperiodic angular separation due to 
insufficient synchronizing torque, manifesting as first swing instability  [23]. 
However, in large power systems, transient instability may not always occur 
as first swing instability associated with a single mode; it could be a result of 
superposition of a slow inter-area swing mode and a local-plant swing mode 
causing a large excursion of rotor angle beyond the first swing  [1].  
 
The time frame of interest in transient stability studies is usually 3 to 5 sec-
onds following the disturbance. It may extend to 10–20 seconds for very large 
systems with dominant inter-area swings  [23].  
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Small-disturbance rotor angle stability as well as transient stability is cate-
gorized as short term phenomena. 
2.2.2 Voltage Stability 
Voltage stability refers to the ability of a power system to maintain steady 
voltages at all buses in the system after being subjected to a disturbance from 
a given initial operating condition. It depends on the ability to main-
tain/restore equilibrium between load demand and load supply from the power 
system. Instability that may result occurs in the form of a progressive fall or 
rise of voltages of some buses. However, the most common form of voltage 
instability is the progressive drop in bus voltages. A possible outcome of volt-
age instability is loss of load in an area, or tripping of transmission lines and 
other elements by their protective systems leading to cascading outages. Loss 
of synchronism of some generators may result from these outages or from op-
erating conditions that violate field current limit  [27]. 
 
As in the case of rotor angle stability, voltage stability can also be classi-
fied into the following subcategories: 
 
• Small-disturbance voltage stability refers to the system’s ability to 
maintain steady voltages when subjected to small perturbations such 
as incremental changes in system load. 
 
• Large-disturbance voltage stability refers to the system’s ability to 
maintain steady voltages following large disturbances such as system 
faults, loss of generation, or circuit contingencies. The study period 
of interest may extend from a few seconds to tens of minutes.  
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As the time frame of interest for voltage stability problems may vary from 
a few seconds to tens of minutes, therefore, voltage stability may be either a 
short-term or a long-term phenomenon. 
2.2.3 Frequency Stability 
Frequency stability refers to the ability of a power system to maintain steady 
frequency within a nominal range following a severe system upset resulting in 
a significant imbalance between generation and load  [23]. It depends on the 
ability to maintain/restore equilibrium between system generation and load, 
with minimum unintentional loss of load. Instability that may result occurs in 
the form of sustained frequency swings leading to tripping of generating units 
and/or loads.  
 
Generally, frequency stability problems are associated with inadequacies in 
equipment responses, poor coordination of control and protection equipment, 
or insufficient generation reserve  [28]- [31].  
 
During frequency excursions, the characteristic times of the processes and 
devices that are activated will range from fraction of seconds, corresponding 
to the response of devices such as under-frequency load shedding and genera-
tor controls and protections, to several minutes, corresponding to the response 
of devices such as prime mover energy supply systems and load voltage regu-
lators. Therefore, frequency stability may be a short-term phenomenon or a 
long-term phenomenon.  
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2.3 Small Signal Stability Assessment of Power 
Systems using Modal Analysis  
A power system typically comprises a large number of components. Besides, 
the behavior of most of these components is described through differential-
algebraic equations. Hence, in general, the dynamic behavior of a power sys-
tem can be described by a set of n first order nonlinear ordinary differential 
equations, denominated as state equations, together with a set of algebraic 
equations, developed on the basis of the system model. Using vector-matrix 
notation, the set of differential-algebraic equations can be expressed as fol-
lows  [1]:  
 
 ),( uxfx =&   (2.2) 
 ),( uxgy =   (2.3) 
where  
  [ ]T21 nxxx L=x   is the vector of state variables, referred to as  
state vector, 
     
 [ ]T21 ruuu L=u    is the vector of input signals to the system, re-
ferred to as input vector, 
 
 [ ]T21 myyy L=y  is the vector of system output variables,  re-
ferred  to as output vector, 
 
 [ ]T21 nfff L=f   is the vector of nonlinear functions defining 
state variables in terms of state and input vari-
ables, 
 
 [ ]T21 mggg L=g  is the vector of nonlinear functions defining  
state variables in terms of state and input vari-
ables, 
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where n is the order of the system, r is the number of inputs and m is the num-
ber of outputs. The input signals to the system (ui) are the external signals that 
influence the performance of the system.  
 
From the classification of power system stability, described in Section 2.2, 
the small signal stability is focused on small disturbances. Thus, to analyze 
the small signal stability of the system mathematically, the disturbances can 
be considered to be small in magnitude in order to linearize the equations that 
describe the dynamics of the system.  
 
For small perturbation of the system from its initial operating point (the 
point around which small signal performance is to be investigated), (2.2) and 
(2.3) can be expressed in linearized form as follows  [1]:  
 )(Δ)(Δ)(Δ ttt uBxAx +=&   (2.4) 
 )(Δ)(Δ)(Δ ttt uDxCy +=   (2.5) 
where   
Δ   is the prefix which denotes a small deviation, 
A   is the state or plant matrix of size n×n, 
B   is the control or input matrix of size n×r, 
C   is the output matrix of size m×n, 
D  is the (feed-forward) matrix which defines the proportion of input which 
     appears directly in the output, size m×r 
 
The eigenvalues of the state matrix A determine the time domain response 
of the system to small perturbations and therefore provide valuable informa-
tion regarding the stability characteristics of the system. The stability of the 
system is determined by the eigenvalues as follows: 
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(i) A real eigenvalue corresponds to a non-oscillatory mode. A negative 
real eigenvalue represents a decaying mode. A positive real eigen-
value represents aperiodic instability.  
 
(ii) Complex eigenvalues occur in conjugate pairs, and each pair corre-
sponds to an oscillatory mode. If all eigenvalues have a negative real 
part then all oscillatory modes decay with time and the system is said 
to be stable  [24]. The critical eigenvalues are characterized by being 
complex (also denominated swing modes or oscillatory modes) and 
located near the imaginary axis of the complex plane  [32]. For a com-
plex pair of eigenvalues ωσλ j±= , the real component of the ei-
genvalues (σ) gives the damping, and the imaginary component (ω) 
gives the frequency of oscillation. A negative value of σ represents a 
damped oscillation whereas a positive value of σ represents oscillation 
of increasing amplitude. The frequency of oscillation in Hz is given 
by πω 2=f . The damping ratio (ζ) is given by: 
 
22 ωσ
σζ
+
−=   (2.6) 
 
For any eigenvalue λ, there are the corresponding vectors: right eigenvec-
tor, left eigenvector and the participation vector. The associated right eigen-
vector gives the mode shape, i.e., the relative activity of the state variables 
when a particular mode is excited  [1]. The magnitudes of the elements of right 
eigenvector give the extents of the activities of the n state variables in the ith-
mode, and the angles of the elements give phase displacements of the state 
variables with regard to the mode  [1]. The associated left eigenvector is refer-
ring to the initial conditions, since it has a direct effect on the amplitude of a 
mode excited by a specific input  [24].    
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The participation vector combines the right and left eigenvectors. The ele-
ment pki of the participation vector termed as the participation factor  [33], is a 
measure of the relative participation of the kth state variable in the ith-mode, 
and vice versa. The participation factor pki measure the sensitivity of the ith-
eigenvalue to a change in the kth diagonal element of the state matrix (akk), 
mathematically, 
 kkiki apf ∂∂= λ   (2.7) 
2.4 Summary 
This chapter is focused on the issue of stability definition and classification in 
power systems from a fundamental as well as practical point of view. A pre-
cise definition of power system stability that is taking into consideration all 
forms is provided. The main focus of the chapter is to provide a systematic 
classification of power system stability, and the identification of different 
categories of stability behaviors that are important in power system stability 
analysis. The chapter also provides description of small signal stability as-
sessment using modal analysis. 
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Chapter 3 
Power System Modelling 
3.1 Introduction 
This chapter briefly reviews the issue of power system modeling that is useful 
for analysis and control design in later chapters. Power System Dynamics 
(PSD) software  [34], used in this dissertation for simulation studies, is dis-
cussed in terms of sets of structural and functional subdivisions. These subdi-
visions precisely reveal the interrelations/interactions among the individual 
components as well as the computational structure for describing real large 
power systems. Further, the linearized dynamic model is decomposed as in-
terconnected subsystems that could be used to design decentralized controllers 
for power system. Moreover, the problem of model reduction for large power 
systems is discussed by deriving a relatively low-order model which is neces-
sary for applying controller design techniques. 
3.2 Nonlinear Modelling and Simulation of Power 
Systems 
Modern power systems are characterized by complex dynamic behaviors ow-
ing to their size and complexity. Power systems, even in their simplest form, 
exhibit nonlinear and time-varying behaviors. Moreover, there are numerous 
equipment found in today’s power systems, namely: (i) synchronous genera-
tors; (ii) loads; (iii) reactive-power control devices like capacitor banks and 
shunt reactors; (iv) power electronically switched devices such as static Var 
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Compensators (SVCs), and currently developed flexible AC transmission sys-
tems (FACTS) devices; (v) series capacitors and other equipments. Precise 
modeling of these equipments plays important role for analysis and simulation 
studies of the whole system. 
 
In order to obtain an appropriate model of power systems, each equipment 
or component of the power system should be described by appropriate alge-
braic and/or differential equations. Dynamic model of power systems is then 
obtained by combining the dynamic models of these individual components 
together with the associated algebraic constraints. In general, the dynamic 
model of power systems can be formulated by the nonlinear differential-
algebraic equations given as follows: 
 ),,,()( puyxfx =t&  (3.1) 
 ),,,(0 puyxg=  (3.2) 
 
where x(t), y(t) and u(t) are the state‚ output and input variables of the power 
system, respectively. p(t) represent parameters and/or effects of control at par-
ticular time in the system. 
 
Modeling of power system is further discussed based on the PSD software 
that is used in this dissertation for power flow analysis, linearization of 
nonlinear differential-algebraic equations, calculation of eigenvalues and ei-
genvectors and nonlinear time-domain simulation of power systems. Figure 
3.1 shows the main structural components and their interrelations that are 
functionally implemented in the PSD software environment. A brief explana-
tion of the PSD is given as follows: 
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Figure 3.1 Integration of synchronous machine model into complete power 
system model 
 
• The block in the middle of Figure 3.1 is used to describe the dynam-
ics of synchronous machines. Synchronous machines have major in-
fluence on the overall dynamic performance of power systems due to 
their characteristics. A reduced 5th-order model, where stator tran-
sients (i.e., stator flux linkage derivatives dtd dψ , dtd qψ ) are ne-
glected  [35], is used for all synchronous machines in this study. The 
model consists of a set of differential and a set of algebraic equations. 
Input variables to the models are the complex terminal voltage tiu , 
the field excitation voltage ufdi, and the mechanical turbine torque 
Tmi. Moreover, the injected currents into the network, which depend 
on the corresponding state variables of the synchronous machines, are 
used as input to the algebraic network equations. 
 
• The nodal voltages shown at the bottom of the right-side are com-
puted by solving the algebraic network equations of the nodal admit-
tance matrix. Nonlinear voltage dependent loads are incorporated in 
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the system where the solutions for updating injection currents are car-
ried out iteratively. 
 
• The blocks in the left of Figure 3.1 represent the voltage and gover-
nor controllers. The governor control block contains, in addition to 
the direct primary control of turbine torque (i.e., the governor mecha-
nism), the mechanical dynamics of the equipment, such as the turbine 
or boiler that tie to the system dynamically through the governor con-
trol valve. Similarly, the voltage control block typically includes 
voltage regulators and exciters. Moreover, user-defined controller 
structures can be easily incorporated either through voltage or gover-
nor controller sides and such options give greater flexibility in analy-
sis and simulation studies. 
3.3 Modelling of Power Systems for Small-Signal 
Analysis  
The starting model for small-signal analysis in power system is derived by 
linearizing the general nonlinear dynamic model of (3.1) and (3.2) around an 
operating (or equilibrium) point ( 0x , 0y , 0u , 0p ) and is given as follows: 
 )(Δ)(Δ)(Δ)(Δ 21 tttt pBuBxAx ++=&  (3.3) 
 
where ,)()(Δ 0xxx −= tt  ,)()(Δ 0uuu −= tt and 0)()(Δ ppp −= tt . x(t), y(t), 
u(t) and p(t) are the actual values of states, outputs, inputs and parameters re-
spectively. Note that in considering the linear systems of the form (3.3), the 
symbol “Δ” will be omitted in the remaining part of this thesis. 
 
Depending on how detailed the model in (3.1) and (3.2) is used, the result-
ing linearized model (3.3) may or may not be applicable to study particular 
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physical phenomena in power system. Any disturbance, acting on the system, 
affects all system states, and their exact changes are complex and can only be 
analyzed by using the full-order model. Despite this fact, in order to avoid un-
necessary complexity, much effort has been devoted to the reduction of power 
system dynamic models. Moreover, model-reduction techniques have also an-
other importance in power systems. In a large power system consisting of 
weakly connected subsystems, it is possible to derive a relatively low-order 
model relevant for understanding the interactions among the subsystems (in-
ter-area dynamics), as well as detailed models relevant for understanding the 
dynamics inside each subsystem (intra-area dynamics)  [34],  [36]- [38]. The 
small-signal stability analysis of these developed models is then carried out. 
Basic analysis uses the elementary result that, given u(t) = 0 and p(t) = 0, the 
system of time-invariant linear differential equations (3.3) will have a stable 
response to initial conditions x(0) = 0 when all eigenvalues of system matrix 
A are in the left-half plane. Moreover, the robustness of the system dynamics 
can be analyzed using the more involved sensitivity techniques with respect to 
parameter uncertainties  [34],  [36]. 
3.4 Summary 
In this chapter, modeling and analysis of large power system dynamics are 
discussed. The chapter briefly discussed real large power systems representa-
tion with respect to the PSD software where the latter is used for analysis and 
simulation studies in this dissertation. Moreover, the model for the small-
signal analysis in power system is also presented in this chapter.
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Chapter 4 
Robust PSS Controller Design using Supple-
mentary Remote Signals 
4.1 Introduction 
This chapter presents the design of a local H∞-based PSS controller which 
uses wide-area or global signals as additional measuring information from 
suitable remote network locations where the oscillations are well observable. 
The controller, placed at suitably selected generators, provide control signals 
to the AVRs to damp out inter-area oscillations through the machines’ excita-
tion systems. Electrical power outputs of generators have been used as input 
signals to the controller. To provide robust behavior, H∞ control theory to-
gether with an algebraic Riccati equation (ARE) approach has been applied to 
design the proposed controller. Digital simulation studies are conducted on a 
test power system to investigate the effectiveness of the proposed controllers 
during system disturbances.  
4.2 Robust H∞ Output Feedback Controller Design 
for Power Systems 
4.2.1 Problem Formulation 
The general structure of the ith-generator together with the PSS block in a 
multi-machine power system is shown in Figure 4.1. Local and remote input 
signals of washout filters are assumed to be electrical power outputs of gen-
erators. The outputs of washout filters are the inputs of the ith-controller. The 
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washout filter prevents the controller from acting on the system during steady 
state. 
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Figure 4.1 General structure of the ith-generator together with the PSS in a 
multi-machine power system 
After augmenting the washout stage in the system, the ith-subsystem of the 
linear, time-invariant, continuous-time composite system which is composed 
of N subsystems, within the framework of H∞ design, is described by the fol-
lowing state-space model  [39],  [40]: 
 )()()()()( 21
,1
ttttt iiii
N
ijj
jijiiii uBwBxAxAx +++= ∑ ≠=&  (4.1) 
 )()()()( 12111 tttt iiiiiii uDwDxCz ++=  (4.2) 
 )()()()( 22212 tttt iiiiiii uDwDxCy ++= , i =1,…, N  (4.3) 
where 
    ini Rt ∈)(x    is the state vector,  
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    imi Rt ∈)(u   is the vector of control input signals,  
 
                     ipi Rt ∈)(y   is the vector of measured output signals available to the 
controller,  
 
                        iqi Rt ∈)(z  is the vector of exogenous regulated output signals 
including all regulated or controlled signals and tracking   
errors,  
 
                        iri Rt ∈)(w   is the vector of exogenous input signals including noises,  
disturbances and reference or command signals for the 
ith-subsystem, and  
 
    Aii, Aij, B1i, B2i, C1i, C2i, D11i, D12i, D21i and D22i are all constant matri-
ces with appropriate 
dimensions.  
  
Moreover, it is assumed that there is no unstable fixed mode  [41] with respect 
to { }N222212 ,,,diag CCCC L= , [Aij]N×N and { }N222212 ,,,diag BBBB L= . 
 
The complete system can be equivalently described by the following compos-
ite equations: 
 )()()()( 21 tttt uBwBAxx ++=&  (4.4) 
 )()()()( 12111 tttt uDwDxCz ++=  (4.5) 
 )()()()( 22212 tttt uDwDxCy ++=  (4.6) 
where, 
 [ ]TTT2T1 )()()()( tttt Nxxxx L= ,  [ ]TTT2T1 )()()()( tttt Nuuuu L= , 
 [ ]TTrTT2T1 )()()()()( ttttt N yyyyy L= ,      
 [ ]TTrTT2T1 )()()()()( ttttt N zzzzz L= , 
 [ ]TTT2T1 )()()()( tttt Nwwww L= , 
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 [ ]
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
== ×
NNN
N
NNij
AA
AA
AA
L
MOM
L
1
111
,     { }N112111 ,,,diag BBBB L= , 
 { }N222212 ,,,diag BBBB L= ,        { }N112111 ,,,diag CCCC L= , 
 { }N222212 ,,,diag CCCC L= ,        { }N1111211111 ,,,diag DDDD L= , 
 { }N1212212112 ,,,diag DDDD L= ,  { }N2121221121 ,,,diag DDDD L=   
 
where     
                     )(r ty   is the vector of measured remote output signals available to the 
                                 controller,  
 
                        )(r tz   is the vector of exogenous regulated remote output signals  
 
The following assumptions are imposed on the plant parameters: 
(i) (A, B2) is stabilizable and (A, C2) is detectable; 
(ii) D12 and D21 have full rank; 
(iii) ⎥⎦
⎤⎢⎣
⎡ −
121
2
DC
BA Ijω
 has full column rank and ⎥⎦
⎤⎢⎣
⎡ −
212
1
DC
BA Ijω
 has full 
row rank for all ω 
(iv) D11 = 0q×r and D22 = 0p×m; 
 
The dynamic output feedback controller considered for the system of (4.1)-
(4.3) is given by: 
 )()()( rcccc ttt iiiii yBxAx +=&  (4.7) 
 )()()( rccc ttt iiiii yDxCu +=  (4.8) 
where 
    ini Rt c)(c ∈x is the state vector of the ith-local independent controller,  
 
 nci is a specified dimension, [ ]TTrTr )()()( ttt ii yyy = and  
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Aci, Bci, Cci, Dci, i =1, 2,…, N are constant matrices to be determined during                 
the design.  
 
In this study, the design procedure deals with nonzero Dci, however, it can be 
set equal to zero, i.e., Dci = 0, so that the ith-local independent controller is 
strictly proper controller. 
 
After augmenting the controller of (4.7) and (4.8) in the system of (4.1)-
(4.3), the state space equation of ith-extended subsystem will have the follow-
ing form: 
 ∑
≠=
++++= N
ijj
jijiiiiiiiiiiii tttt
,1
22122 )(
~~)()~~~()(~)~~~()(~ xAwCKBBxCKBAx
.
  (4.9) 
 )()~~~()(~)~~~()( 2112112121 ttt iiiiiiiiiii wDKDDxCKDCz +++=  (4.10) 
 
where [ ]TTcT )()()(~ ttt iii xxx = is the augmented state vector for the ith-subsystem 
and 
 ⎥⎥⎦
⎤
⎢⎢⎣
⎡=
××
×
ciciici
cii
nnnn
nnij
ij 00
0A
A~ ,     
⎥⎥⎦
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× ii rn
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B 11
~ ,     
⎥⎥⎦
⎤
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×
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i 0I
B0
B 22
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cii npii ×= 0CC 11
~ ,     
⎥⎥⎦
⎤
⎢⎢⎣
⎡=
×
××
cii
ciciici
nqi
nnnn
i 0C
I0
C
2
2
~ ,     ii 1111
~ DD = ,  
 [ ]inpi cii 1212~ D0D ×= ,    ⎥⎦⎤⎢⎣⎡= ×irni ici2121~ D0D ,    ⎥⎦⎤⎢⎣⎡= ii iii cc cc DC
BA
K  
Moreover, the overall extended system can be equivalently described by the 
following composite equations: 
 )()~~~()(~)~~~()(~ 2D212D2 ttt wCKBBxCKBAx
. +++=  (4.11) 
 )()~~~()(~)~~~()( 21D12112D121 ttt wDKDDxCKDCz +++=  (4.12) 
where  
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 [ ]
NNij ×= AA
~~ ,                            { }N112111 ~,,~,~diag~ BBBB L= , 
 { }N222212 ~,,~,~diag~ BBBB L= ,    { }N112111 ~,,~,~diag~ CCCC L= , 
 { }N222212 ~,,~,~diag~ CCCC L= ,      { }N1111211111 ~,,~,~diag~ DDDD L= , 
 { }N1212212112 ~,,~,~diag~ DDDD L= ,    { }N2121221121 ~,,~,~diag~ DDDD L= , 
 { }NKKKK ,,,diag 21D L=  
The overall extended system of (4.11) and (4.12) can be rewritten in a com-
pact form as follows: 
 )()(~)(~ clcl ttt wBxAx
. +=  (4.13) 
 )()(~)( clcl ttt wDxCz +=  (4.14) 
where     
                            2D2cl
~~~ CKBAA += ,    2D21cl ~~~ CKBBB += , 
    2D121cl
~~~ CKDCC += ,   21D1211cl ~~~ DKDDD +=  
4.2.2 H∞ Controller Design using Riccati-based Approach 
Any general system interconnection can be put in the general linear fractional 
transformation (LFT) framework shown in Figure 4.2, where P(s) is the gen-
eralized plant or interconnected system, C(s) is the controller. 
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Figure 4.2 General LFT frame work representing general interconnected  
system 
Designing an H∞ output feedback controller for the system is equivalent to 
that of finding the matrix KD, in (4.13) and (4.14), that satisfies an H∞ norm 
bound condition on the closed loop transfer function 
clcl
1
clcl )()( DBACTzw +−= −sIs  from disturbance w(t) to the controlled 
outputs z(t) in Figure 4.2, i.e., γ<∞)(szwT  (for a given scalar constant 
0>γ ). Moreover, transfer functions )(szwT must be stable  [42]. An ARE ap-
proach  [43] can be applied  to establish the existence of control strategy of 
(4.7) and (4.8) that internally stabilizes the closed loop transfer func-
tion )(szwT and satisfies a certain prescribed disturbance attenuation (or gain) 
level 0>γ  on )(szwT , i.e., γ<∞)(szwT . The matrices of dynamic output 
feedback control law of (4.7) and (4.8) are given by  [43]: 
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where feedthrough gain Dci is arbitrary provided that γσ ≤)( cmax iD . ∞X and 
∞Y are the stabilizing solutions of the following AREs: 
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with the coupling condition IMN −= − XY2T γ . 
 
The output feedback control law of (4.7) and (4.8) with (4.15)-(4.17) stabi-
lizes the system of (4.4)-(4.6) and the closed-loop transfer function matrix 
)(szwT satisfies γ<∞)(szwT . 
4.3 Application Results 
4.3.1 Power System Simulation Model 
Figure 4.3 shows a test two-machine power system example that has been se-
lected to apply the robust dynamic output feedback control design approach 
presented in the previous section and to illustrate the effectiveness of the pro-
posed robust H∞-based PSS controller for a better damping of system oscilla-
tions. The considered system has two identical synchronous generators, each 
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having a rating of 350 MVA and 15.75 kV. Both generators are equipped with 
identical IEEE standard exciters (IEEE type DC1A excitation system). Gen-
erator G2 is equipped with PSS. Load is represented as constant impedance 
and is connected to bus 5. The fault is located at bus 3. Detailed information 
about this test system including the controllers and their parameter values can 
be found in Appendix A. Moreover, for all simulation studies as well as for 
the PSS design, the structure of the ith-generator together with an thcin -order 
PSS controller in a multi-machine power system, presented in Section 4.2.1 
(Figure 4.1), is considered. 
3 5 4
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+
 [C11(s)   C12(s)]
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usG2
(PG1) 
Figure 4.3 One line diagram of two-machine test power system together with 
the structure of generators and PSS (PSS located at generator G2) 
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4.3.2 Design Results 
The base operating conditions for the two-machine power system example are 
listed in Appendix A. The linearized equations of the two-machine power sys-
tem for the given parameter values can be expressed in the general form of 
(4.4)-(4.6). Therefore, the two-machine power system can be written in the 
form of system of (4.4)-(4.6) as follows: 
 )()()()( 21 tttt uBwBAxx ++=&  (4.20) 
 )()()()( 12111 tttt uDwDxCz ++=  (4.21)  
 )()()( 212 ttt wDxCy +=  (4.22) 
where 
 [ ]TT2T1 )()()( ttt xxx = ,   [ ]TT2T1 )()()( ttt uuu = ,  
 [ ]TT2T1 )()()( ttt yyy = ,   [ ]TT2T1 )()()( ttt zzz = , 
 [ ]TT2T1 )()()( ttt www = , 
 ⎥⎦
⎤⎢⎣
⎡=
2221
1211
AA
AA
A ,   { }12111 ,diag BBB = , 
 { }22212 ,diag BBB = ,   { }12111 ,diag CCC = , 
 { }22212 ,diag CCC = ,   { }11211111 ,diag DDD = , 
 { }12212112 ,diag DDD = ,   { }21221121 ,diag DDD =  
 
u1(t) and u2(t) are control inputs to generators G1 and G2 respectively. As in 
the considered two-machine test power system, PSS is located at only genera-
tor G2, therefore, u1(t) = 0 and u2(t) = usG2(t). During the design of robust H∞-
based PSS controller, electrical power output signals from both generators are 
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used as its feedback input signals, i.e., [ ]T2G1G )()()( tPtPt =y . Electrical 
power output of generator G1 (PG1) is the remote measured feedback signal to 
the PSS which is located at the generator G2 while electrical power output of 
generator G2 (PG2) is the local measured feedback signal to the PSS. Electri-
cal power output signals from both generators, the output of the PSS together 
with the terminal voltage error signals, which are the inputs to the regulator of 
the exciter, are used as regulated signals within this design framework, i.e., 
[ ]T2sG2G1G )()()()( tutPtPt =z .  
 
It is easy to check that (A, B2) is stabilizable and (A, C2) is detectable. This 
system is an open loop oscillatory system. The design procedure described in 
Section 4.2.2 is used to design the dynamic controller of the form of (4.7) and 
(4.8) such that minimum disturbance attenuation (from w(t) to z(t)) is 
achieved. Riccati equations (4.18) and (4.19) are solved for positive, semi-
definitive stabilizing solutions X∞ and Y∞ and then H∞ controller is found by 
using (4.15)-(4.17) together with (4.7) and (4.8) by using Matlab Robust Con-
trol Tool box. Balanced residualization technique  [18] is used to reduce the 
order of controller. The H∞-based PSS controller, thus, obtained is: 
⎥⎦
⎤⎢⎣
⎡=∞ 0.0501  +1
 0.007  +114.999
0.0501  +1
 0.004  +111.714)(
s
s
s
ssHC  
 
The performance of the proposed H∞ based PSS controller will be com-
pared with that of a classical PSS controller  [1] for the considered two-
machine test power system. The classical PSS is also located at generator G2. 
The parameters for the classical controller are found for the additional phase 
lead necessary to satisfy the relative stability requirements. Controller is then 
added to uncompensated open-loop system to satisfy phase margin require-
ment. Controller is retuned to meet the required specifications for the system. 
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The classical PSS controller has been tuned to a large extent in order to obtain 
its optimal performance. The classical controller obtained is as follows:  
⎥⎦
⎤⎢⎣
⎡=
0.086  +1
 0.26  +110
0.069  +1
 0.32  +15.3)(classical s
s
s
ssC  
 
It should be noted that both the H∞-based and classical PSS controllers use the 
same electrical power output signals from both generators as their inputs.  
4.3.3 Time-Domain Simulation Results 
The proposed controller in this study is based on the linearized model of the 
system. However, in order to demonstrate the effectiveness of the proposed 
controller, extensive simulation studies are conducted. Thus, in the studies, 
system behavior under large disturbance and wide range of system operating 
conditions is investigated. 
 
In order to simulate the system behavior under large disturbance condi-
tions, a balanced three-phase fault is applied at bus 3 as shown in Figure 4.3. 
The fault sequence of the three-phase fault used in these simulations is as fol-
lows: 
Stage 1: The system is in pre-fault steady-state.  
Stage 2: A three-phase fault occurs at t = 1.0 s.  
Stage 3: The fault is cleared at t = 1.1 s. 
Stage 4: The system is in a post-fault state. 
  
Simulation results showing the behaviors of deviation of electrical power 
output of generator G1 (ΔPG1(t)) without PSS controller, with H∞-based and 
classical PSS controllers are shown in Figures 4.4 and 4.5. Figure 4.4 indi-
cates that the behavior of ΔPG1(t) is better damped with the proposed H∞-
based PSS controller as compared to that without PSS controller. The behav-
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ior of ΔPG1(t), shown in Figure 4.5, indicates that the proposed H∞-based PSS 
controller is effective even when its remote input signal is lost but with the re-
duced performance level.  
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Figure 4.4 Deviation of PG1 following a three-phase fault with controllers  
using both local and remote signals as inputs 
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Figure 4.5 Deviation of PG1 following a three-phase fault with controllers  
using only local signal as input (remote signal is lost) 
4.3.4 Robustness of Proposed Controller  
To further assess the effectiveness of the proposed approach regarding robust-
ness, the transient performance indices have been computed for different load-
ing conditions at bus 5 in the considered two-machine test power system. The 
transient performance index (I) for electrical power output of the generator, 
following a three-phase short-circuit of 100 ms duration at bus 3 in the test 
system, is computed using the following equation:  
 dttPtPI
t
∫ −=
0
0GG )()(  (4.23) 
 
For comparison purpose, this index is normalized to the index for the base 
system operating condition for which the controller is designed. The normal-
ized transient performance index (IN) is given by:  
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BLC
DLC
N I
II =  (4.24) 
 
where IDLC is the transient performance index for different loading conditions 
and  IBLC is the transient performance index for base loading condition. The 
normalized transient performance indices for the electrical power output of 
the generator for different loading conditions for the proposed H∞-based and 
classical PSS controllers are shown in Figure 4.6. It can be seen from the fig-
ure that the normalized transient performance indices, for a wide range of sys-
tem operating conditions, are more near to unity for the proposed H∞-based 
PSS controller as compared to those for the classical PSS controller. This 
clearly indicates that, the transient responses of the generator with the pro-
posed H∞-based PSS controller, for different system operating conditions, are 
well damped as compared to those with the classical PSS controller and the 
system behavior exhibits robustness with the proposed H∞-based PSS control-
ler for all loading conditions. 
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Figure 4.6 Normalized transient performance index for electrical power  
generated 
4.4 Summary 
An H∞-based dynamic output feedback PSS controller, using both local and 
remote signals, has been developed. An ARE approach has been used for the 
design of controller. The effectiveness of the designed controller is demon-
strated through digital simulation studies on a test power system. The nonlin-
ear simulation results have shown that the proposed controller is effective and 
robust in suppressing system oscillations for a wide range of system operating 
conditions under large disturbances in the system studied. The results also 
show that the proposed controller is effective when its remote input signal is 
lost.
  45
Chapter 5 
Delayed-Input PSS  
5.1 Introduction 
The design of a local PSS controller using remote signals as supplementary 
inputs without considering time delay was presented in Chapter 4. Due to the 
transmission and processing of remote signals in WAMS, these may arrive af-
ter a certain communication delay. The time delays can invalidate many con-
trollers that work well in no delayed-input systems and even cause disaster 
accidents  [45]. It is found that a controller designed for the delay-free system 
if applied to the delayed-input system, the closed-loop system may lose stabil-
ity. Time delay can make a control system to have less damping and there is a 
danger of losing synchronism. The design of a controller, therefore, must take 
into account this delay in order to provide a controller that is robust, not only 
for the range of operating conditions desired, but also for the uncertainty in 
delay  [9].  
 
This chapter considers a problem of improving the performance of local 
conventional PSS by using instantaneous measurements from remote loca-
tions of the grid considering time delay. A local H∞-based PSS controller, 
which uses wide area or global signals as additional measuring information, is 
designed considering time delay in the remote signals. Three methods for 
dealing with the effects of time delay are presented in this chapter. First, time 
delay compensation method using lead/lag compensation along with gain 
scheduling for compensating effects of constant delay is presented. In the sec-
ond method, Pade approximation approach is used to model time delay. The 
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time delay model is then merged into delay-free power system model to ob-
tain the delayed power system model. Delay compensation and Pade ap-
proximation methods deal with constant delays and are not robust regarding 
time delays. Time delay uncertainty is, therefore, taken into account using 
LFT method. 
 
To provide robust behavior, H∞ control theory together with an ARE ap-
proach has been applied to design the proposed controller. Digital simulation 
studies are conducted on a test power system to investigate the effectiveness 
of the proposed controllers during system disturbances.  
5.2 Time Delay in Power Systems 
5.2.1 Design of Delay Compensator 
Delay compensator consisting of lead/lag and gain modules is designed to di-
minish the effect of time delay. The effect of time delay on an oscillatory 
mode (σ+jω) is to introduce a phase lag with respect to angular frequency ω 
and gain amplification with respect to damping σ. The effect might derive ei-
genvalues of system matrix to undesirable places on complex plane and can 
make power system unstable. Phase lag φ due to delay τ is φ = ω τ while the 
gain amplification γc due to delay τ is στγ −= ec . 
 
Delay in time could be compensated in phase provided by lead/lag com-
pensation block along with gain scheduling as shown in Figure 5.1. In Figure 
5.1, output signals Y1df of the delay-free system plant P(s) are the remote in-
put signals of the PSS controller. The time delay, introduced by the remote in-
put signals’ transmission and processing in WAMS, therefore, occurs only in 
Y1df. In order to compensate the effect of this time delay on the system per-
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formance, Y1df are added to the delay compensator Hc(s). The output signals 
Y1d of delay compensator, therefore, represents the delayed remote input sig-
nals of the PSS controller C(s). The output signal Y2df of delay-free system 
plant is the local input signal to the PSS controller and is, therefore, without 
time delay.  
Uref
 Ut
 Y2df
 Y1d
 Y1df = Ud+ 
+
P(s)
C(s)
Hc(s)
- 
 us
Figure 5.1 Frame work of wide area damping control  
Transfer function of delay compensator is given as: 
 
2
2
1
c )   1(
)  1()(
⎭⎬
⎫
⎩⎨
⎧
+
+=
s T
TsKsH  (5.1) 
where   
αω
1
1 =T ,   12 TT α= ,   )2/sin(1
)2/sin(-1
φ
φα += ,   
στβeK = ,   10 pp β  
 
Phase lead (φ = ω τ) provided by delay compensator balances the phase lag 
due to delay τ. Gain K provided by delay compensator reduces the gain ampli-
fication γc due to delay τ. 
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5.2.2 Pade Approximation Method for Constant Delay 
In order to take into account the effect of time delay on the system perform-
ance, the remote input signals Y1df of the PSS controller are added to the time 
delay block as shown in Figure 5.2. The output signals Y1d of time delay 
block, therefore, represent the delayed remote input signals of the PSS con-
troller. 
U
Y2df
Y1d
System Plant Time Delay
  e-st
  P(s)
Y1df = Ud
Figure 5.2 Delayed-input system 
Time delay τ in a signal can be expressed as e-sτ. In order to design a con-
troller and analyze the system performance, it is convenient to replace the ex-
ponential function by a rational polynomial transfer function. One popular ra-
tional approximation to e-sτ is by Pade (reported in 1892). In control systems, 
time delay can be represented by the Pade approximation  [44]. By using Pade 
approximation, the time delay e-sτ in the remote input signals of the PSS con-
troller can be expressed in state space form as follows  [46]: 
 )()()( ddddd ttt uBxAx +=&  (5.2) 
 )()()( ddddd1 ttt uDxCy +=  (5.3) 
 
If same time delay is considered for each signal, then using 1st-order Pade ap-
proximation, constant matrices Ad, Bd, Cd and Dd can be written as follows: 
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Delay-free power system plant can be expressed as follows: 
 )()()( dfdfdfdf ttt uBxAx +=&  (5.4) 
 )()()( dfdfdfdf ttt uDxCy +=  (5.5) 
where 
[ ]T21dfdf )( dfyt yy = ,   [ ]T2df1dfdf CCC = ,   [ ]T2df1dfdf DDD =  
In the delayed-input system shown in Figure 5.2, since output signals Y1df of 
delay-free block are the inputs of time delay block, i-e., Y1df = Ud, therefore, 
replacement of ud(t) by y1df (t) in (5.2) and (5.3) and then substitution of the 
value of y1df (t) from (5.5) into (5.2) and (5.3) yields: 
 ))()(()()( 1dfdf1dfdddd tttt uDxCBxAx ++=&  (5.6) 
 ))()(()()( 1dfdf1dfddd1d tttt uDxCDxCy ++=  (5.7) 
 
Equations (5.4), (5.6) and (5.7), in matrix form, can be written as: 
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t
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CCDy +⎥⎦
⎤⎢⎣
⎡=  (5.9) 
Chapter 5  Delayed-Input PSS 
    
 50
Equation (5.8) is the state equation and (5.9) is the delayed output equation for 
the delayed-input system shown in Figure 5.2. As the system shown in Figure 
5.2 also has a delay free output y2df, therefore, output equation for the delayed-
input system becomes: 
 )(
)(
)(
0)(
)(
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1dfd
d
df
2df
d1dfd
2df
1d t
t
t
ty
t
u
D
DD
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x
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 (5.10) 
 
From (5.8) and (5.10), the constant matrices A, B, C and D for the delayed-
input system shown in Figure 5.2 are given as follows: 
⎥⎦
⎤⎢⎣
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d1dfd
df 0
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A ,        ⎥⎦
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D  
5.2.3 LFT Method for Time Delay Uncertainty 
In LFT method, a time delay uncertainty can be described by an LFT  [17]. 
Delay-free power system model is then cascaded with uncertain time delay 
model to obtain the uncertain delayed power system model as shown in Figure 
5.3. Controller design based on LFT can keep the system stable over the delay 
uncertainty range. 
 
5.2 Time Delay in Power Systems 
                   
 51
U
System Plant
  P(s)
Y1df = Ud
Y2df
Y1d
Time Delay
  e-st
uN δ yN
Figure 5.3 Delayed-input system with LFT included 
By using 1st-order Pade approximation, delay e-sτ in a signal can be repre-
sented by the following equations  [46]: 
 )()(2)( ddd tutxtx +−= τ&  (5.11) 
 )()(4)( ddd tutxty −= τ  (5.12) 
 
By using (5.11) and (5.12), the block diagram of time delay e-sτ can be drawn 
as shown in Figure 5.4. The block diagram shown in Figure 5.4 can be re-
drawn as shown in Figure 5.5. 
 
+ 
-
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-
 yd  ud  
 xd  
τ
2
τ
4dx& ∫dt
Figure 5.4 Block diagram of time delay e-sτ  
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Figure 5.5 Block diagram of time delay e-sτ  
The time delay parameter τ is not known exactly. However, it can be as-
sumed that its value is within certain known interval, i.e.,   
 )1( ττδττ p+=  (5.13) 
 
where, τ is the nominal value of τ. pτ and δτ represent the possible (relative) 
perturbations on τ. pτ represents the boundary values within which the value of 
τ lies. Perturbation δτ is assumed to be unknown but lie in the interval [-1, 1]. 
 
The term 1/τ in Figure 5.5 can be represented as an LFT in δτ, i.e., as a 
feedback interconnection of a constant matrix and an uncertainty matrix δτ, 
with dynamic parameters lying within interval [-1, 1], as follows: 
 ),()1(
1
)1(
11 1 ττττττ
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δδδττδττ MuFp
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−  (5.14) 
  
For a constant matrix, 
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−−+= δδδτM  (5.16) 
 
Substitution of values of M11, M12, M21, M22, obtained from comparison of 
(5.14) and (5.16), into (5.15), yields: 
 ⎥⎥⎦
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Equation (5.14) together with (5.17) represents LFT of the term 1/τ. The term 
1/τ in Figure 5.5 is, therefore, replaced by its LFT with an associated matrix 
Mτ, as shown in Figure 5.6.  
+ 
-
+ 
-
2 2 
yN uN 
ud   yd  d
x& xd 
τδ
τM ∫dt
Figure 5.6 Block diagram representation of time delay e-sτ  
The block diagram shown in Figure 5.6, representing time delay e-sτ in a signal 
can be described by the following equations:   
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 NN yu δ=  (5.19) 
 ddd uxy −=  (5.20) 
 
Equations (5.18) and (5.20) can be written in matrix form as follows: 
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By substituting values of M11, M12, M21, M22 from (5.17) into (5.21) gives: 
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5.3 Application Results 
5.3.1 Power System Simulation Model 
A test two-machine power system example, presented in Chapter 4, Section 
4.3.1 (Figure 4.3), is selected to apply the methods, for dealing with the ef-
fects of time delay, presented in Section 5.2 and to illustrate the effectiveness 
of the proposed robust H∞-based PSS controller, for a better damping of sys-
tem oscillations, in the presence of time delay in its remote input signal. Con-
trol design approach presented in the Chapter 4, Section 4.2 is used to design 
the controller. In order to take into account the effect of time delay on the per-
formance of the considered test system, the remote input signal of the PSS 
controller (PG1(t)) is added to the time delay block as shown in Figure 5.7. 
The output signal PG1d(t) of time delay block, therefore, represents the delayed 
remote input signal of the PSS controller. Detailed information about this test 
system including the controllers and their parameter values can be found in 
Appendix A. Moreover, for all simulation studies as well as for the PSS de-
sign, the structure of the ith-generator together with an thcin -order PSS control-
ler in a multi-machine power system, presented in Chapter 4, Section 4.2.1 
(Figure 4.1), is considered. In order to take into account the effect of time de-
lay on the performance of ith-generator, remote input signals of the PSS con-
troller are added to their corresponding time delay blocks. The output signals 
of time delay blocks, therefore, represent the delayed remote input signals of 
the PSS controller.  
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Figure 5.7 One line diagram of a test two-machine test power system together 
with the structure of generators and PSS  
5.3.2 Design Results 
The base operating conditions for the two-machine power system example, 
shown in Figure 5.7, are listed in Appendix A. The linearized equations for 
the considered test system, for the given parameter values, can be expressed in 
the general form of (4.4)-(4.6) as follows: 
 )()()()( 21 tttt uBwBAxx ++=&  (5.23) 
 )()()()( 12111 tttt uDwDxCz ++=  (5.24)  
 )()()( 212 ttt wDxCy +=  (5.25) 
where  
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[ ]TTdTdf )()()( ttt xxx = ,       [ ]TT2T1df )()()( ttt xxx = , 
[ ]TT2T1 )()()( ttt www = ,      [ ]TT2T1 )()()( ttt uuu = , 
[ ]TT2T1 )()()( ttt zzz = ,          [ ]TTdf2Td1 )()()( ttt yyy = , 
⎥⎦
⎤⎢⎣
⎡=
ddf21d
df
ACB
0A
A ,                  ⎥⎦
⎤⎢⎣
⎡=
2221
1211
df AA
AA
A , 
{ }df12df111 ,diag BBB = ,    [ ]{ }df22Tdf221ddf212 ,diag BDBBB = , 
[ ]{ }df12ddf11d1 ,diag CCCDC = ,   [ ]{ }df22ddf21d2 ,diag CCCDC = , 
{ }df112df11111 ,diag DDD = ,       { }df122df121d12 ,diag DDDD = , 
{ }df212df21121 ,diag DDD =  
 
u1(t) and u2(t)  are control inputs to generators G1 and G2 respectively. As in 
the considered two-machine power system of Figure 5.7, PSS is located at 
only generator G2, therefore, u1(t) = 0 and u2(t) = usG2(t). During the design of 
robust H∞-based PSS controller, electrical power output signals from both 
generators are used as its feedback input signals, i.e., y(t) = [PG1d(t)   PG2(t)]T. 
Electrical power output of generator G1 (PG1d) is the remote measured feed-
back signal to the PSS which is located at the generator G2 while electrical 
power output of generator G2 (PG2) is the local measured feedback signal to 
the PSS. Electrical power output signals from both generators, the output of 
the PSS together with the terminal voltage error signals, which are the inputs 
to the regulator of the exciter, are used as regulated signals within this design 
framework, i.e., z(t)= [PG1d(t)   PG2(t)   usG2(t)]T. Adf, B11df, B12df, B21df, B22df, 
C11df, C12df, C21df, C22df, D111df, D112df, D121df, D122df, D211df, D212df are the con-
stant matrices for the considered test system.  
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It is easy to check that (A, B2) is stabilizable and (A, C2) is detectable. This 
system is an open loop oscillatory system. The design procedure described in 
Chapter 4 (Section 4.2.2) is used to design the dynamic controller of the form 
of (4.7) and (4.8) such that minimum disturbance attenuation (from w(t) to 
z(t)) is achieved. Riccati equations (4.18) and (4.19) are solved for positive, 
semi-definitive stabilizing solutions X∞ and Y∞ and then H∞ controller is found 
by using (4.15)-(4.17) together with (4.7) and (4.8) by using Matlab Robust 
Control Tool box. Balanced residualization technique  [18] is used to reduce 
the order of controllers at each of the stages of design.  
5.3.2.1 Controller Design for Delay-Free System 
Reduced-order H∞-based PSS controller for delay-free (df) system, found in 
Chapter 4 (Section 4.3), is rewritten as follows: 
⎥⎦
⎤⎢⎣
⎡=
0.0501  +1
 0.007  +114.999
0.0501  +1
 0.004  +111.714)(df s
s
s
ssC  
5.3.2.2 Design of Delay Compensator for Constant Delay System 
By considering that the time delay in the remote input signal PG1d(t) of the 
PSS controller is 700 ms and following the procedure described in Section 
5.2.1, delay compensator designed is:  
)0.0749    1(
)0.8469  1(1.0)(c s
ssH +
+=  
5.3.2.3 Controller Design for Constant Delay System 
By considering that the time delay in the remote input signal PG1d(t) of the 
PSS controller is 700 ms and using 1st-order Pade approximation, the constant 
Chapter 5  Delayed-Input PSS 
    
 58
matrices Ad, Bd, Cd, Dd for the time delay model of (5.2) and (5.3) are obtained 
as follows:  
7.0
22
d −=−= τA ,    1d =B ,    7.0
44
d == τC ,    1d −=D  
 
The reduced-order H∞-based PSS controller, obtained is: 
⎥⎦
⎤⎢⎣
⎡=
28.59  +1
11.85 +15.2983
28.59  +1
 14.71  +14.613)(cd s
s 
s
ssC  
 
In the above equation cd stands for constant delay. 
5.3.2.4 Controller Design for Uncertain Delay System 
By considering that the uncertainty in the time delay in the remote input signal 
PG1d(t) of the PSS controller ranges from 0 ms to 700 ms, (5.13) can be writ-
ten as: 
ττδτττ p+=  = 0.35 + 0.35δτ 
 
where, 35.0=τ s, pτ=1 and δτ∈ [-1, 1] . By substituting the values of τ and pτ 
into (5.22), the constant matrices Ad, Bd, Cd, Dd for the uncertain time delay 
model of (5.11) and (5.12), are obtained as follows: 
Ad = -5.7142,    Bd = 11.4284,    Cd = 1,    Dd = -1 
 
Reduced-order H∞-based PSS controller obtained is: 
⎥⎦
⎤⎢⎣
⎡=
 3.264 +1
 0.47  +1 25.456
3.264  +1
 .031 0 +1 32.19)(ud s
s
s
ssC  
 
In the above equation ud stands for uncertain delay. 
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5.3.3 Time-Domain Simulation Results 
In order to simulate the system behavior under large disturbance conditions, a 
balanced three-phase fault is applied at bus 3 as shown in Figure 5.7. The fault 
sequence of the three-phase fault used in these simulations is as follows: 
Stage 1: The system is in pre-fault steady-state.  
Stage 2: A three-phase fault occurs at t = 1.0 s.  
Stage 3: The fault is cleared at t = 1.2 s. 
Stage 4: The system is in a post-fault state. 
5.3.3.1 Delay Compensator Case 
The behaviors of deviation of electrical power output of generator G1 
(ΔPG1(t)), with H∞-based PSS controller designed without considering delay 
in its remote input signal, are shown in Figure 5.8. Figure 5.8 indicates that 
the response of ΔPG1(t), with H∞-based PSS controller designed without con-
sidering time delay, is better damped when no delay is included in the remote 
input signal of the controller during the simulation but becomes oscillatory 
when a constant delay of 700 ms is included in the remote input signal during 
the simulation. Figure 5.8 also indicates that for a constant delay of 700 ms 
included in the remote input signal during the simulation, the response of 
ΔPG1(t) is better damped with the same PSS controller, designed without con-
sidering delay, when cascaded with the delay compensator designed for the 
delay of 700 ms. 
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Figure 5.8 Deviations of PG1 following a three-phase fault with PSS control-
ler, designed without considering time delay, with and without delay compen-
sator added   
5.3.3.2 Pade Approximation Method for Constant Delay Case 
The behaviors of ΔPG1(t), with H∞-based PSS controllers designed without 
considering time delay and with considering constant time delay of 700 ms in 
their remote input signals, are shown in Figure 5.9. The figure shows that the 
response of ΔPG1(t), with the H∞-based PSS controller designed without con-
sidering time delay, is better damped when no time delay is included in the 
remote input signal during the simulation but becomes oscillatory when a con-
stant delay of 700 ms is included in the remote input signal during the simula-
tion. Figure 5.9 also indicates that for a constant delay of 700 ms included in 
the remote input signal during the simulation, the response of ΔPG1(t), with 
PSS controller redesigned considering constant delay of 700 ms, is better 
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damped as compared to that with PSS controller designed without considering 
delay. 
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Figure 5.9 Deviations of PG1 following a three-phase fault with PSS control-
ler designed without considering time delay and with PSS controller redes-
igned considering constant time delay    
5.3.3.3 LFT Method for Time Delay Uncertainty Case 
The behaviors of ΔPG1(t), with H∞-based PSS controllers designed without 
considering time delay and with considering uncertainty in the time delay in 
its remote input signal, are shown in Figure 5.10. Figure 5.10 indicates that for 
a time delay of 700 ms included in the remote input signal during the simula-
tion, the response of ΔPG1(t), with the PSS controller redesigned considering 
uncertainty in time delay, is better damped as compared to that with the PSS 
controller designed without considering delay. 
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Figure 5.10 Deviations of PG1 following a three-phase fault with PSS control-
ler designed without considering time delay and with PSS controller redes-
igned considering delay uncertainty   
5.3.3.4 Robustness of Controller Regarding Time Delay 
To further assess effectiveness of the proposed approach regarding robustness, 
transient performance indices are computed for different time delays. Tran-
sient performance index for electrical power output of the generator, follow-
ing a three-phase short-circuit of 200 ms duration at bus 3 in Figure 5.7, is 
computed using the following equation:  
 dttPtPI
t
∫ −=
0
0GG )()(  (5.26) 
For comparison purpose, this index is normalized to the index for the mean 
value of delay range considered in the delay uncertainty case:  
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MD
DD
N I
II =  (5.27) 
where IN is the normalized transient performance index, IDD is transient per-
formance index for different time delays and IMD is transient performance in-
dex for the mean value of delay range considered in the delay uncertainty 
case. 
 
The normalized transient performance indices for the electrical power out-
put of the generator, for the time delays ranging from 0 to 700 ms, with the 
H∞-based PSS controller, designed without considering delay, with the H∞-
based PSS controller designed without considering delay and cascaded with 
delay compensator, with the H∞-based PSS controller designed considering 
constant delay, and with the H∞-based PSS controller, designed considering 
uncertainty in delay are shown in Figure 5.11. It can be seen from the figure 
that the normalized transient performance indices for the PSS controller, de-
signed considering uncertainty in delay, are more near to unity for the range 
of delays for which the controller is designed, as compared to those for the 
PSS controllers designed for the other three cases. This clearly indicates that, 
for different delays, the transient responses of the generator with the proposed 
PSS controller, designed considering delay uncertainty, are well damped as 
compared to those with the PSS controllers designed for the other three cases. 
This indicates that, the system behavior exhibits robustness with the proposed 
controller for the range of delays for which the controller is designed. This 
shows that the proposed PSS controller, designed considering delay uncer-
tainty, is more robust regarding time delay uncertainty as compared to the PSS 
controllers designed for the other three cases. 
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5.4 Summary 
An H∞-based dynamic output feedback PSS controller design, using both local 
and remote signals as the feedback input signals, considering time delay in the 
remote signals, is developed in this chapter. Three methods for dealing with 
the effects of time delay are presented. In the first method, a delay compensa-
tor is designed and included with the controller, designed for the delay-free 
system, in the closed loop system in order to compensate the effects of con-
sidered constant time delay in the system. In the second method, the controller 
is redesigned for the delayed-input system considering constant delay in the 
system. In the third method, the controller is redesigned for the delayed-input 
system considering delay uncertainty in the system. The effectiveness of the 
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resulting controllers is demonstrated through digital simulation studies con-
ducted on a test power system. The nonlinear simulations results have shown 
that the proposed controller is effective and robust in suppressing system os-
cillations despite the uncertainty in delay. 
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Chapter 6 
Mode Selective Damping of Power System 
Electromechanical Oscillations  
6.1 Introduction 
This chapter presents the design of local decentralized H∞-based PSS control-
lers, using selected suitable remote signals coming from the whole system, as 
supplementary inputs, for a separate better damping of specific inter-area 
modes. Each local PSS controller is designed separately for each of the inter-
area modes of interest. The PSS controller uses only those local and remote 
input signals in which the assigned single inter-area mode is most observable 
and is located at a generator which is most effective in controlling that mode. 
The local PSS controller, designed for a particular single inter-area mode, also 
works mainly in a frequency band given by the natural frequency of the as-
signed mode. The locations of the local PSS controllers are obtained based on 
the amplitude gains of the frequency responses of the best-suited measure-
ment to the inputs of all generators in the interconnected system. For the se-
lection of suitable local and supplementary remote input signals, the features 
or measurements from the whole system are pre-selected first by engineering 
judgment and then using a clustering feature selection technique. Final selec-
tion of local and remote input signals is based on the degree of observability 
of the considered single mode in them. Digital simulation studies are con-
ducted on a three-machine, three-area test power system to investigate the ef-
fectiveness of the proposed controllers during system disturbances.  
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6.2 Concept of Mode Selective Damping 
The concept of mode selective damping is based on the following two-step 
decomposition strategy: 
 
(i) The supplementary remote input signals to the PSS controllers, se-
lected from the whole system, and the local input signals to the PSS 
controllers should contain maximum information of the assigned in-
ter-area mode. Generators, chosen as PSS controllers’ actuators, 
should act in each case on the assigned mode effectively; 
 
(ii) Each of the local PSS controllers should work mainly in a frequency 
band given by the natural frequency of the assigned mode. 
 
The decomposition strategy described above leads to a decentralized PSS con-
troller structure in which each of the PSS controller systems, like the one in 
Figure 1.1, has to be established separately for each of the inter-area modes of 
interest. Each designed PSS controller uses local and supplementary remote 
input signals in which a particular single inter-area mode is most observable 
and the designed PSS controller is located at a generator which is most effec-
tive in controlling the same single inter-area mode. Therefore, the controller 
transfer function matrix C(s) attains a block diagonal structure: 
 { })(diag)( ss kkCC =  (6.1) 
 
Each of the PSS controllers belonging to a considered inter-area mode is to be 
interpreted as a central MIMO-type system, i.e., each controller sub-matrix 
Ckk is a full matrix. 
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6.3 Selection of Suitable Local and Remote Input 
Signals and Locations for PSS Controllers 
6.3.1 Selection of Suitable Local and Remote Input Signals 
The objective of mode selective damping, presented in Section 6.2, is to pro-
duce separate most effective damping of the inter-area modes of interest using 
local decentralized PSS controllers. The local and supplementary remote input 
signals to the local PSS controller should have maximum observability of the 
considered single inter-area mode in it. The entire data for the interconnected 
power system include features or measurements from power equipment such 
as the transmission lines, transformers, generators, and loads. Hence there is a 
large number of features in such an extensive power system. Therefore, before 
the selection of local and supplementary remote input signals based on the ob-
servability of considered single mode, the initial feature set is pre-selected 
first by engineering judgment and then using feature selection technique such 
as k-Means clustering algorithm. 
6.3.1.1 Engineering Pre-Selection 
First, a pre-selection is performed by engineering judgment, whereby only 
those features are used which are both available from the power utilities and 
measurable in the real power system. In this study, the selected features are: 
 
• Real power outputs of generators 
• Reactive power outputs of generators 
• Real power over all transmission lines 
• Reactive power over all transmission lines 
• Real power transmitted between neighboring net groups/utilities 
• Reactive power transmitted between neighboring net groups/utilities 
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• Bus voltages 
• Bus voltage angles 
 
The power flow between neighboring network groups is the sum of powers 
over all tie lines between them. The electrical power has been selected as a 
candidate for input to the controller. As electrical power includes the line cur-
rent also, therefore, line current separately has not been selected as a candi-
date for input to the controller. 
6.3.1.2 Feature Selection by k-Means Cluster Algorithm 
The dimension of a pre-selected feature set can be reduced by eliminating the 
redundant features. Redundancy can be identified by a cluster algorithm. Us-
ing k-Means algorithm  [47], the set of pre-selected features is divided into 
groups called clusters. A cluster consists of features that are similar statisti-
cally. Because of the similarity between the features within a cluster, one of 
them can be selected and the others can be treated as redundant information. 
 
In clustering technique, first the distances between the feature vectors are 
computed. The features are then clustered according to the largest distance be-
tween any two clusters. If the feature vector fg is the gth object in cluster i and 
fh is the hth object in cluster k, then the distance between clusters i and k needs 
to be maximized, i.e., distance(i, k) = max(distance(fg, fh)). After the comple-
tion of the process of clustering, one feature from each group is selected to 
form the new feature set. The k-Means cluster algorithm provides a feature 
ranking based on the distance between the cluster center and the features 
within the cluster. The feature that is closest to the center of its cluster is se-
lected as the best feature in that cluster. As one feature is selected from one 
cluster, therefore, the total number of features selected from the entire data 
will be equal to the number of clusters. 
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In clustering algorithm described above, the features are selected based on 
the mathematical relationship only and does not include any physical or engi-
neering intention. To include engineering knowledge in the selection process, 
the features inside the cluster are treated as physical measurements from the 
power system and judged by the criteria such as technical measurability, 
availability from the utilities, and expected usefulness for the oscillatory sta-
bility. 
6.3.1.3 Final Selection of Local and Remote Feedback Input Signals  
Final selection of local and remote signals can be carried out in a similar 
manner  [48] based on the amplitude gains of the frequency responses of the 
features or measurements obtained using clustering technique. The resulting 
frequency response curves will exhibit resonance effects in the frequency 
bands of the selected modes. The signal best-suited as a local feedback input 
signal for a PSS controller is the one whose corresponding frequency response 
curve shows the maximum value out of frequency response curves for all 
other local measurements in the frequency band of the considered mode. 
Similarly, the most suitable supplementary remote feedback input signal for a 
local decentralized PSS controller is the signal with frequency response curve 
showing the maximum value out of frequency response curves for all other 
remote measurements in the frequency band of the considered mode. 
6.3.2 Selection of Suitable Locations for PSS Controllers 
According to  [49], for a local mode, participation factor method gives correct 
results for predicting best PSS location. But for an inter-area mode this 
method may not give accurate prediction  [49]. Participation factor method 
gives inaccurate or wrong predictions because this method does not take into 
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consideration PSS control effect information. Participation index include part 
information of modal controllability and observability  [50]. The residue 
method is derived from the modal control theory of linear time-invariant sys-
tems.  
 
In this study, the locations of local decentralized PSS controllers have been 
obtained in a similar manner  [48] based on the amplitude gains of the fre-
quency responses of the best-suited measurement to the inputs of all genera-
tors in the interconnected system. The resulting frequency response curves 
will exhibit resonance effects in the frequency bands of the selected modes. 
The generator best-suited as the location of a local decentralized PSS control-
ler is the one for which the frequency response curve of the selected best-
suited measurement shows the maximum value out of frequency response 
curves for all other generators in the frequency band of the considered mode. 
Note that, the best-suited measurement can be considered as the measurement 
whose corresponding frequency response curve shows the maximum value out 
of frequency response curves for all other final pre-selected measurements 
(measurements obtained after the application of clustering technique) in the 
frequency bands of all selected modes. 
6.4 Design of Robust H∞-based PSS Controllers for 
Power Systems 
6.4.1 Problem Formulation 
The overall extended system equations for the closed-loop system, developed 
in Chapter 4 (Section 4.2.1), are rewritten here as follows: 
 )()(~)(~ clcl ttt wBxAx
. +=  (6.2) 
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 )()(~)( clcl ttt wDxCz +=  (6.3) 
 
where, [ ]TTcT )()()(~ ttt xxx = is the augmented state vector for the closed-loop 
system, x(t) is the state vector of the open-loop system augmented by weight-
ing functions, and xc(t) is the state vector of the controller. 
 
The second decomposition step described in Section 6.2 can be realized by 
selecting the performance weighting functions in such a way that the PSS con-
troller belonging to a particular assigned single mode works mainly in the fre-
quency band of that mode. In this way, separate damping of each mode be-
comes possible. The design procedure described in Chapter 4 (Section 4.2.2) 
is used to design the dynamic controller of the form of (4.6) and (4.7) such 
that minimum disturbance attenuation (from w(t) to z(t)) is achieved.  
6.4.2 Sequential Design of Controllers  
Decentralized control systems are systems with constraints on the structure of 
the control system. This chapter focuses on the decentralized control system 
with block diagonal structure. Standard optimal controller synthesis algo-
rithms (e.g. H∞ or H2 synthesis) lead to multivariable (centralized) controllers 
and can not handle requirements for controllers with a specific structure  [51]. 
It is logical and also practical, that not all PSSs are put into operation simulta-
neously, but one by one. Therefore, the design of PSS controllers should guar-
antee that the system is stable at least at each of the commissioning stages of 
PSSs  [52]. In this study, therefore, sequential design  [53], which is probably 
the most common and popular design method for decentralized control of real 
multivariable processes  [51], is used to design the proposed PSS controllers. 
 
In sequential design, one controller is designed at a time. The design of the 
first controller is carried out with all other control loops open. The first con-
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trol loop is then closed in the design of the second controller and so on. Each 
local controller is, therefore, designed with the information of previously de-
signed local controllers. Sequential design method, therefore, includes the dy-
namics of the interactions from the other controllers at each design stage. 
6.5 Application Results 
6.5.1 Power System Simulation Model 
Three-machine, three-area power system example, shown in Figure 6.1, is se-
lected to apply the robust dynamic output feedback control design approach 
presented in Section 6.4 and to illustrate the effectiveness of the proposed ro-
bust H∞ controller for a separate better damping of specific inter-area modes. 
The considered test system has three equivalent synchronous generators each 
representing one of the three areas. All generators are equipped with identical 
IEEE standard exciters (IEEE type DC1A excitation system). Loads are con-
nected to buses 4, 5, 6, and 7. Detailed information about this test system in-
cluding the controllers and their parameter values can be found in Appendix 
B. The base operating conditions for the test system are also listed in Appen-
dix B. Moreover, for all simulation studies as well as for the PSS design, the 
structure of the ith-generator together with an thcin -order PSS controller in a 
multi-machine power system, presented in Chapter 4, Section 4.2.1 (Figure 
4.1), is considered. For illustrative purposes and from a sensitivity study, the 
damping ratio limit criterion for the test system, considered in this study, is 
defined as greater than 10% for all oscillatory modes and for all operating 
conditions including element outage. This is reasonable, since this system has 
a similar structure compared to some existing power systems, such as the Ar-
gentinean network which has a similar damping limit criterion  [54]. 
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Figure 6.1 One line diagram of a test three-machine, three-area power system 
The profile of two most weakly damped rotor angle low-frequency elec-
tromechanical inter-area modes of oscillation, for the nominal power flow so-
lution of the test system, is provided in Table 6.1. As there are two weakly 
damped inter-area modes in the considered test system, therefore, the decom-
position strategy described in Section 6.2 suggests that there will be two PSS 
controllers for the considered test system.   
Table 6.1 Weakly damped inter-area modes of test system 
Mode 
No. 
Inter-area 
Modes 
Damping Ratio 
(%) 
Frequency 
(Hz) 
1 -0.4070+4.2293 9.58 0.67 
2 -0.3810+5.8765 6.47 0.92 
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6.5.2 Selection of Suitable Local and Remote Input Signals 
and Locations for PSS Controllers in the Test System 
Following the procedure described in Section 6.3, the results for the selection 
of suitable local and supplementary remote signals and locations for the PSS 
controllers are given in the following sub-sections. 
6.5.2.1 Engineering Pre-Selection of Features or Measurements 
Following the procedure described in Section 6.3.1.1, the features selected are 
listed in Table 6.2. 
Table 6.2 Features from the test system 
# Feature Description Symbol No. 
1 Real power output of generators P 03 
2 Reactive power output of generators Q 03 
3 Real power over transmission lines P 03 
4 Reactive power over transmission lines Q 03 
5 Bus voltages U 07 
6 Bus voltage angles θU 07 
Total number of features 26 
  
6.5.2.2 Feature Selection by k-Means Cluster Algorithm 
The features selected by engineering judgment are reduced to a small set of 
features using k-Means cluster algorithm. The data set used for clustering is in 
the form of a feature matrix of dimension p×n, where p represents the number 
of patterns and n represents the number of original feature vectors. In this 
study, the patterns represent the values of pre-selected features, at different 
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time instants in the time domain simulation. In practice, the fault can occur at 
any bus in the system. Therefore, it is necessary to carry out clustering of fea-
tures, for fault at all buses in the system. The data set, in this study, is clus-
tered into three clusters for a short-circuit fault of 100 ms duration on the 
transmission lines near buses 4, 5, 6, and 7, with the fault cleared by opening 
the circuit breakers of the faulty line, in the test system. Including engineering 
knowledge in the selection process, final pre-selected features obtained are as 
given in the Table 6.3. The amplitude gains of frequency responses of final 
pre-selected features or measurements, listed in Table 6.3, are shown in Fig-
ure 6.2. These frequency response curves exhibit resonance effects in the fre-
quency bands of two weakly damped inter-area modes in the test system. 
Table 6.3 Final pre-selected features  
# Final Pre-selected  Features 
1 Real power  through line between nodes 5 and 6 (P56) 
2 Voltage at node 2 (U2) 
3 Reactive power supplied by generator G3 (QG3) 
4 Voltage angle at node 1 (θU1) 
5 Voltage at node 5 (U5) 
6 Real power delivered by generator G2 (PG2) 
7 Reactive power delivered by generator G2 (QG2) 
8 Real power  through line between nodes 5 and 7 (P57) 
9 Real power delivered by generator G3 (PG3) 
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Figure 6.2 Frequency responses of pre-selected measurements  
6.5.2.3 Selection of Suitable Locations for PSS Controllers in the Test  
System 
The results shown in Figure 6.2 indicate that in the frequency bands of two 
most weakly damped inter-area modes in the test system, the frequency re-
sponse curve for the electrical power output of generator G3 (PG3) has maxi-
mum value out of frequency response curves for all other final pre-selected 
measurements (measurements obtained after the application of clustering 
technique). Therefore, according to the procedure described in Section 6.3.2, 
PG3 is considered as the best-suited measurement, whose frequency responses 
need to be obtained to the inputs at generators G1, G2, and G3 for finding the 
suitable locations of two local decentralized PSS controllers in the test system. 
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The frequency responses of PG3 to the inputs at generators G1, G2, and G3, 
with no PSS controller located in the test system, are shown in Figure 6.3. 
These frequency response curves exhibit resonance effects in the frequency 
bands of the two weakly damped inter-area modes in test system. It is clear 
from the Figure 6.3 that for the inter-area mode 1 having the frequency 0.67 
Hz, the frequency response curve of PG3 for an input to generator G2 has 
maximum value out of frequency response curves for inputs to generators G1 
and G3. This indicates that the generator G2 is highly effective and suitable as 
the location of PSS controller to be designed to damp the inter-area mode 1. 
Figure 6.3 also shows that for the inter-area mode 2 having the frequency 0.92 
Hz, the frequency response curve of PG3 for an input to generator G3 has 
maximum value out of frequency response curves for inputs to generators G1 
and G2. This indicates that the generator G3 is highly effective and suitable as 
the location of PSS controller to be designed to damp the inter-area mode 2. 
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Figure 6.3 Frequency responses of PG3 for inputs at generators G1, G2, and 
G3 with no PSS controller located in the test system  
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6.5.2.4 Final Selection of Suitable Local and Remote Input Signals  
Final selection of local and remote signals is carried out, as described in Sec-
tion 6.3.1.3, on basis of the amplitude gains of the frequency responses (Fig-
ure 6.2) of the final pre-selected features or measurements, i.e., the measure-
ments obtained after the application of clustering technique. Figure 6.2 
indicates that for the PSS controller, to be designed for inter-area mode 1, 
having suitable location G2, local signals are PG2, QG2, and UG2 whereas the 
others are remote signals. Similarly, for the PSS controller, to be designed for 
inter-area mode 2, having suitable location G3, local signals are PG3, QG3 
whereas the others are remote signals. 
 
The results shown in Figure 6.2 indicate that in the frequency band of the 
inter-area mode 1, the frequency response curve for the electrical power out-
put of generator G2 (PG2) has maximum value out of frequency response 
curves for all other local measurements and the frequency response curve for 
the real power through transmission line between buses 5 and 6 (P56) has 
maximum value out of frequency response curves for all other remote meas-
urements. This indicates that PG2 is suitable as a local feedback input signal 
and P56 is suitable as a supplementary remote feedback input signal for a local 
decentralized PSS controller to be designed to damp the inter-area mode 1. 
Figure 6.2 also shows that in the frequency band of the inter-area mode 2, the 
frequency response curve for PG3 has maximum value out of frequency re-
sponse curves for all other local measurements and the frequency response 
curve for the real power through transmission line between buses 5 and 7 (P57) 
has maximum value out of frequency response curves for all other remote 
measurements. This indicates that PG3 is suitable as a local feedback input 
signal and P57 is suitable as a supplementary remote feedback input signal for 
a local decentralized PSS controller to be designed to damp the inter-area 
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mode 2. Table 6.4 provides the results for the selection of suitable local and 
remote input signals and locations of local decentralized PSS controllers, to be 
designed to damp out the two most weakly damped inter-area modes in the 
considered test system.  
Table 6.4 Selected suitable local and remote signals and locations for the PSS 
controllers 
Mode 
No. 
Local Signals 
to Controllers 
Remote Signals 
to Controllers 
Locations of Controllers 
to be Designed 
1 PG2 P56 Generator G2 
2 PG3 P57 Generator G3 
6.5.3 Design Results 
During the design of robust H∞-based PSS controller for the inter-area mode 
1, PG2 and P56 are used as its feedback input signals, i.e., 
[ ]T562G )()()( tPtPt =y . The measured signals PG2 and P56, the output of the 
PSS (usG2) together with the terminal voltage error signals, which are the in-
puts to the regulator of the exciter, are used as regulated signals within this 
design framework, i.e., [ ]T2G562G )()()()( tutPtPt s=z . Similarly, during 
the design of robust H∞-based PSS controller for the inter-area mode 2, PG3 
and P57 are used as its feedback input signals, i.e., [ ]T573G )()()( tPtPt =y . 
The measured signals PG3 and P57, the output of the PSS (usG3) together with 
the terminal voltage error signals, which are the inputs to the regulator of the 
exciter, are used as regulated signals within this design framework, i.e., 
[ ]T3G573G )()()()( tutPtPt s=z . The design procedure described in Chapter 
4 (Section 4.2.2) is used to design the dynamic controllers of the form of (4.7) 
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and (4.8) such that minimum disturbance attenuation (from w(t) to z(t)) is 
achieved. Balanced residualization technique  [18] is used to reduce the order 
of controllers at each of the stages of design.  
6.5.3.1 Sequential Design of PSS Controllers 
As two PSS controllers need to be designed for the test system, the sequential 
design can, therefore, be performed in two different ways, depending on the 
sequence in which the controllers are designed. Table 6.5 provides description 
of the sequences for the design of controllers in the two possible sequential 
designs. Note that the first control loop consists of plant and the PSS control-
ler, designed for inter-area mode 1, located at G2 and the second control loop 
consists of plant and the PSS controller, designed for inter-area mode 2, lo-
cated at G3. 
Table 6.5 Sequences for design of controllers in two possible sequential  
designs 
Sequen-
tial De-
sign No. 
Sequences for the Design of Controllers 
1 
(i) PSS controller for the inter-area mode 1 is designed first 
with keeping the second control loop open. 
(ii) PSS controller for the inter-area mode 2 is then designed 
with keeping the first control loop closed, i.e., with the al-
ready designed PSS controller for the inter-area mode 1 lo-
cated at generator G2 in the test system. 
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2 
(i) PSS controller for the inter-area mode 2 is designed first 
with keeping the first control loop open. 
(ii) PSS controller for the inter-area mode 1 is then designed 
with keeping the second control loop closed, i.e., with the al-
ready designed PSS controller for the inter-area mode 2 lo-
cated at generator G3 in the test system. 
 
First Sequential Design 
In the first sequential design, the PSS controller for the inter-area mode 1 is 
designed first with keeping the second control loop open in the test system. 
The H∞-based PSS controller for the inter-area mode 1 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
1.7559)  +0.5984)(1  +(1
 7.000)  +.5459)(1 0 +(111.49 
1.7559)  +0.5984)(1  +(1
 .8918)1+0.5814)(1  +(12.878)(11 ss
ss
ss
 sssC
 
Table 6.6 provides the profile of two most weakly damped inter-area 
modes of the test system with controller designed for inter-area mode 1, with 
controller designed for inter-area mode 1 and controller designed for inter-
area mode 2, and with controller redesigned for inter-area mode 1 and control-
ler designed for inter-area mode 2. Figure 6.4 shows the frequency responses 
of PG3 to the inputs at generators G1, G2, and G3 with the controller designed 
for the inter-area mode 1 located at G2 in the test system. The results given in 
Table 6.6 and Figure 6.4 indicate that the damping of inter-area modes 1 and 2 
has increased slightly when the controller designed for mode 1 is incorporated 
in the test system. 
 
 
Chapter 6  Mode Selective Damping of Power System Electromechanical Oscillations 
    
 84
Table 6.6 Weakly damped inter-area modes in test system 
With Controller De-
signed for Mode 1 
With Controllers De-
signed for Modes 1 and 2
With Controller Redes-
igned for Mode 1 and 
Controller Designed for 
Mode 2 
Mode 
No. 
Inter-area 
Modes 
ξ 
(%) 
Freq. 
(Hz) 
Inter-area 
Modes 
ξ 
(%)
Freq. 
(Hz)
Inter-area 
Modes 
ξ 
(%) 
Freq. 
(Hz)
1 -0.5964+4.1297 14.29 0.66 -0.7245+4.3765 16.33 0.70 -1.3874+4.3612 30.32 0.69 
2 -0.5339+5.8101 9.15 0.92 -3.1923+6.7959 42.52 1.08 -3.2558+6.8934 42.71 1.10 
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Figure 6.4 Frequency responses of PG3 for inputs at generators G1, G2, and 
G3 with the controller designed for inter-area mode 1 located in test system   
The PSS controller for the inter-area mode 2 is now designed with keeping 
the first control loop closed, i.e., with the already designed controller for the 
inter-area mode 1 located at G2 in the test system. The H∞-based PSS control-
ler for the inter-area mode 2 obtained is: 
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⎥⎦
⎤⎢⎣
⎡=
0.0185) +0.5857)(1  +(1
 0.85)  +0.91)(1  +(12.1 
0.0185) +0.5857)(1  +(1
 0.3014)  +0.2014)(1  +(112.30)(22 s s
ss
s s
sssC  
 
The frequency responses of PG3 to the inputs at generators G1, G2, and G3, 
with the controllers designed for the inter-area modes 1 and 2 located at G2 
and G3 respectively in the test system, are shown in Figure 6.5. The results 
given in Table 6.6 and Figure 6.5 indicate that the damping of inter-area mode 
2 has increased significantly whereas the damping of inter-area mode 1 has 
increased slightly when the controller designed for inter-area mode 2 is incor-
porated at G3 in the test system which has already controller for inter-area 
mode 1 located in it at G2. This indicates that the controller designed for inter-
area mode 2 has contributed significantly to the damping of inter-area mode 2. 
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Figure 6.5 Frequency responses of PG3 for inputs at generators G1, G2, and 
G3 with the controllers designed for inter-area modes 1 and 2 located in the 
test system  
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The results given in Table 6.6 and Figure 6.5 indicate that the inter-area 
mode 1 still needs damping improvement. The controller for inter-area mode 
1 is, therefore, designed again with keeping the second control loop closed, 
i.e., with the already designed controller for inter-area mode 2 located at G3 in 
the test system. The redesigned H∞-based PSS controller for the inter-area 
mode 1 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
0.3559)  +0.5084)(1  +(1
 4.000)  +.5449)(1 0 +(110.19 
0.3559)  +0.5084)(1  +(1
 .7218)1+2.0814)(1  +(112.158)(new11 ss
ss
ss
 sssC
 
The frequency responses of PG3 to the inputs at generators G1, G2, and G3, 
with the controller redesigned for the inter-area mode 1 located at G2 and the 
controller designed for the inter-area mode 2 located at G3 in the test system, 
are shown in Figure 6.6. The results given in Table 6.6 and Figure 6.6 show 
that the damping of inter-area mode 1 has increased significantly whereas the 
damping of inter-area mode 2 has increased only slightly when the controller 
redesigned for inter-area mode 1 is incorporated at G2 in the test system 
which has already controller for inter-area mode 2 located in it at G3. This in-
dicates that the controller redesigned for inter-area mode 1 has contributed 
significantly to the damping of inter-area mode 1. Table 6.6 and Figure 6.6 
also indicate that the damping of inter-area modes 1 and 2 has increased sig-
nificantly when the two H∞-based PSS controllers, designed for the two most 
weakly damped inter-area modes of the test system, are incorporated in the 
test system. 
 
Note that in the first sequential design of PSS controllers, the controller for 
inter-area mode 1 is redesigned. This is the case only for the test system con-
sidered in this study. It is not necessary that the controller is redesigned in 
other test systems also. 
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Figure 6.6 Frequency responses of PG3 for inputs at generators G1, G2, and 
G3 with the controller redesigned for inter-area mode 1 and the controller  
designed for inter-area mode 2 located in the test system  
Second Sequential Design 
In the second sequential design, the PSS controller for the inter-area mode 2 is 
designed first with keeping the fist control loop open in the test system. The 
H∞-based PSS controller for the inter-area mode 2 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
0.0183)  +0.1857)(1  +(1
 0.7500)  +.5000)(1 0 +(12.100 
0.0183)  +0.1857)(1  +(1
 .6014)0+0.1591)(1  +(115.302)(22 ss
ss
ss
 sssC
 
Table 6.7 provides the profile of two most weakly damped inter-area 
modes of the test system with the controller designed for the inter-area mode 2 
and with the controller designed for inter-area mode 2 and the controller de-
signed for inter-area mode 1. Figure 6.7 shows the frequency responses of PG3 
to the inputs at generators G1, G2, and G3 with the controller designed for the 
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inter-area mode 2 located at G3 in the test system. The results given in Table 
6.7 and Figure 6.7 indicate that damping of inter-area mode 2 has increased 
significantly whereas the damping of mode 1 has increased slightly when the 
controller designed for mode 2 is incorporated at G3 in the test system. 
Table 6.7 Weakly damped inter-area modes in test system 
With Controller Designed for 
Mode 2 
With Controllers Designed for 
Modes 2 and 1 Mode 
No. 
Inter-area Modes ξ (%) Freq. (Hz) Inter-area Modes ξ (%) 
Freq. 
(Hz) 
1 -0.5152+4.3498 11.76 0.69 -1.4108+3.9906 33.33 0.64 
2 -2.0602+6.7564 29.17 1.08 -2.2634+6.8972 31.18 1.10 
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Figure 6.7 Frequency responses of PG3 for inputs at generators G1, G2, and 
G3 with the controller designed for inter-area mode 2 located in the test  
system 
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The PSS controller for the inter-area mode 1 is now designed with keeping 
the second control loop closed, i.e., with the already designed controller for 
the inter-area mode 2 located at G3 in the test system. The H∞-based PSS con-
troller for the inter-area mode 1 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
.7559)1 +0.5984)(1  +(1
 7.000)  +5.1459)(1  +(13.49 
.7559)1 +0.5984)(1  +(1
 2.1918)  +0.6819)(1  +(130.878)(11 s s
ss
s s
sssC
 
The frequency responses of PG3 to the inputs at generators G1, G2, and G3, 
with the controllers designed for the inter-area modes 2 and 1 located at G3 
and G2 respectively in the test system, are shown in Figure 6.8. The results 
given in Table 6.7 and Figure 6.8 show that the damping of inter-area mode 1 
has increased significantly whereas the damping of inter-area mode 2 has in-
creased slightly when the controller designed for mode 1 is incorporated at G2 
in the test system which has already controller for inter-area mode 2 located in 
it at G3. This indicates that the controller designed for mode 1 has contributed 
significantly to the damping of inter-area mode 1. The results also indicate 
that the damping of inter-area modes 1 and 2 has increased significantly when 
the two H∞-based PSS controllers, designed for the two most weakly damped 
inter-area modes of the test system, are incorporated in the test system.  
 
Comparison of results for the first and second sequential designs indicate 
that the damping of inter-area mode 1 has increased slightly more in the sec-
ond sequential design than that in the first sequential design whereas the 
damping of inter-area mode 2 has increased significantly more in the first se-
quential design than that in the second sequential design. Therefore, it is con-
cluded that first sequential design is better than the second one. 
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Figure 6.8 Frequency responses of PG3 for inputs at generators G1, G2, and 
G3 with the controllers designed for inter-area modes 1 and 2 in the test 
system  
6.5.4 Time-Domain Simulation Results 
In order to simulate the system behavior under large disturbance conditions, a 
balanced three-phase fault is applied at various transmission lines (T. Ls.) for 
the duration of 100 ms, with the fault cleared by opening the circuit breakers 
of the faulted circuit, in the test system. Different cases are given below:  
6.5.4.1 First Sequential Design of PSS Controllers 
Case 1: Three-phase fault at a point near bus 4, on one of T. Ls between    
buses 4 and 5, cleared by isolating the faulted line  
The behavior of deviation of electrical power output of generator G1 (ΔPG1(t)) 
without PSS controllers, with the PSS controller designed for the inter-area 
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mode 1, with the PSS controller designed for inter-area mode 1 and the PSS 
controller designed for inter-area mode 2, and with the PSS controller redes-
igned for the inter-area mode 1 and the PSS controller for the inter-area mode 
2 is shown in Figure 6.9. The simulation results shown in Figure 6.9 clearly 
indicate that the behavior of ΔPG1(t) is better damped with the controller, de-
signed for the inter-area mode 1, as compared to that without controllers. The 
results also indicate that the behavior of ΔPG1(t) is better damped with the 
controllers, designed for the inter-area modes 1 and 2, as compared to that 
with the controller, designed for the inter-area mode 1. The results show that 
the behavior of ΔPG1(t) becomes  better damped with the controller, redes-
igned for the inter-area mode 1 and the controller for the inter-area mode 2 as 
compared to that with the controller, designed for the inter-area mode 1 first 
time and the controller for the inter-area mode 2. 
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Figure 6.9 Deviation of PG1(t), following a three-phase fault near bus 4  
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Case 2: Three-phase fault at a point near bus 6, on one of T. Ls between 
buses 6 and 5, cleared by isolating the faulted line 
The behavior of deviation of electrical power output of generator G2 (ΔPG2(t)) 
without PSS controllers, with the PSS controller designed for the inter-area 
mode 1, with the PSS controller designed for inter-area mode 1 and the PSS 
controller designed for inter-area mode 2, and with the PSS controller redes-
igned for the inter-area mode 1 and the PSS controller designed for the inter-
area mode 2 is shown in Figure 6.10. The simulation results shown in Figure 
6.10 clearly indicate that the behavior of ΔPG2(t) is better damped with the 
controller, designed for the inter-area mode 1, as compared to that without 
controllers. The results also indicate that the behavior of ΔPG2(t) is better 
damped with the controllers, designed for the inter-area modes 1 and 2, as 
compared to that with the controller, designed for the inter-area mode 1. The 
results show that the behavior of ΔPG2(t) becomes better damped with the 
controller, redesigned for the inter-area mode 1 and the controller for the in-
ter-area mode 2 as compared to that with the controller, designed for the inter-
area mode 1 first time and the controller for the inter-area mode 2. 
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Figure 6.10 Deviation of PG2(t), following a three-phase fault near bus 6 
Case 3: Three-phase fault at a point near bus 7, on one of T. Ls between 
buses 7 and 5, cleared by isolating the faulted line 
The behavior of deviation of electrical power output of generator G3 (ΔPG3(t)) 
without PSS controllers, with the PSS controller designed for the inter-area 
mode 1, with the PSS controller designed for inter-area mode 1 and the PSS 
controller designed for inter-area mode 2, and with the PSS controller redes-
igned for the inter-area mode 1 and the PSS controller designed for the inter-
area mode 2 is shown in Figure 6.11. The simulation results shown in Figure 
6.11 clearly indicate that the behavior of ΔPG3(t) is better damped with the 
controller, designed for the inter-area mode 1, as compared to that without 
controllers. The results also indicate that the behavior of ΔPG3(t) is better 
damped with the controllers, designed for the inter-area modes 1 and 2, as 
compared to that with the controller, designed for the inter-area mode 1. The 
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results show that the behavior of ΔPG3(t) becomes  better damped with the 
controller, redesigned for the inter-area mode 1 and the controller for the in-
ter-area mode 2 as compared to that with the controller, designed for the inter-
area mode 1 first time and the controller for the inter-area mode 2. 
 
0 2 4 6 8 10 12 14 16 18 20
-0.2
0
0.2
0.4
0.6
0.8
Time (s)
D
ev
ia
tio
n 
of
  P
G
3 
(p
.u
.)
 
 
 Without PSS controllers
 With PSS controller for interarea mode 1
 With PSS controller for interarea mode 1 and PSS
 controller for interarea mode 2
 With Redesigned PSS controller for interarea mode 1
 and PSS controller for interarea mode 2
Figure 6.11 Deviation of PG3(t), following a three-phase fault near bus 7  
6.6 Summary 
The local decentralized control design approach, for the separate damping of 
inter-area modes of interest, proposed in this chapter, is applied on a three-
machine, three-area test power system. The local PSS controllers, in the pro-
posed approach, use selected suitable remote signals from the whole system, 
as supplementary feedback inputs, to damp their corresponding assigned inter-
area modes only. Two local decentralized robust H∞-based PSS controllers 
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have been designed for the two most weakly damped inter-area modes present 
in the test power system. Each of the two controllers, designed for the test 
power system, uses only those local and remote feedback input signals in 
which the assigned inter-area mode is highly observable and is located at a 
generator which is highly effective in controlling the same assigned inter-area 
mode. The two PSS controllers for the test power system are designed in such 
a way that each of them is effective only in a frequency band given by the 
natural frequency of the corresponding assigned mode. The two PSS control-
lers, therefore, damp only their corresponding assigned inter-area modes. The 
effectiveness of the resulting robust H∞-based PSS controllers is demonstrated 
through digital simulation studies conducted on a three-machine, three-area 
test power system. The nonlinear simulation results show that the designed 
controllers contribute significantly to the damping of inter-area oscillations 
and the enhancement of small-signal stability.
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Chapter 7 
Mode Selective Damping of Electromechani-
cal Oscillations for Very Large Power Sys-
tems  
7.1 Introduction 
Design of generator controls such as PSSs requires an external-system model. 
The large-scale power systems models, consisting of thousands of states, are 
impractical for control design without extensive order reduction. Lower-order 
state-space or transfer function model, sufficiently representative of the nomi-
nal system behavior, are prerequisite to the systematic design of control sys-
tems. Recent trends toward decentralized multivariable dynamic robust con-
trol through H∞ optimization  [55] further emphasize the critical need for 
accurate small-signal models with less than 20 states, irrespective of the size 
of the involved power system  [56]. This chapter presents the extension of the 
scheme, proposed in Chapter 6, to realistic large-scale power systems by using 
system identification technique for deriving lower order state-space models 
suitable for control design. The complete, large-scale MIMO power system is 
directly used as the basis for building the required lower-order state-space or 
transfer function equivalent model. The lower-order model is identified by 
probing the network in open loop with low-energy pulses or random signals. 
The identification technique is then applied to signal responses, generated by 
time-domain simulations of the large-scale model, to obtain reduced-order 
model. Lower-order equivalent models, thus obtained, are used for the final 
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selection of suitable local and remote input signals, selection of suitable loca-
tions and design of the PSS controllers.  
7.2 Lower-Order State-Space Model Identification 
State-space identification aims at determining an equivalent lower-order state-
space linear model of the system from time-domain simulation data. The form 
of the identified model is given as follows: 
 )()()( ttt BuAxx +=&  (7.1) 
 )()()( ttt DuCxy +=  (7.2) 
where 
1)( ×∈ nRtx   is the state vector,  
1)( ×∈ mRtu  is the vector of input signals,  
1)( ×∈ pRty  is the vector of measured output signals,  
nnR ×∈A , mnR ×∈B , npR ×∈C and mpR ×∈D  are constant matrices. 
 
The time-domain response is obtained by applying a test excitation signal 
to the summing junction of the AVR of an excitation system. The measured 
time-domain response is then transformed into frequency domain. An identifi-
cation algorithm is then applied to the frequency response data to obtain a lin-
ear dynamic model which accurately represents the system. 
 
The frequency range for the electromechanical dynamic studies of power 
systems usually lies between 0.1 Hz and 10 Hz. Therefore, in this study, the 
input signal used to perturb the system is made over 0.1 to 10 Hz frequency 
range.  
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7.3 Application Results 
7.3.1 Power System Simulation Model 
Sixteen-machine, test power system, shown in Figure 7.1, is selected to apply 
the state-space model identification procedure, presented in Section 7.2, for 
finding the lower-order state-space model suitable for applying the control de-
sign approach presented in Section 6.4 and to illustrate the effectiveness of 
designed controllers for a separate better damping of specific inter-area 
modes. The test system consists of three strongly meshed areas, which are 
connected by long distance transmission lines. Therefore, the system experi-
ences inter-area oscillations. The system has been developed based on charac-
teristic parameters of the European interconnected electric power system, also 
known as UCTE/CENTREL  [57],  [58]. Moreover, for all simulation studies as 
well as for the PSS design, the structure of the ith-generator together with an 
th
cin -order PSS controller in a multi-machine power system, presented in 
Chapter 4, Section 4.2.1 (Figure 4.1), is considered. 
 
For illustrative purposes and from a sensitivity study, the damping ratio 
limit criterion for the test system, considered in this study, is defined as 
greater than 10% for all oscillatory modes and for all operating conditions. 
The profile of two most weakly damped rotor angle low-frequency electrome-
chanical inter-area modes of oscillation, for the nominal power flow solution 
of the test system, is provided in Table 7.1. As there are two weakly damped 
inter-area modes in the considered test system, therefore, the decomposition 
strategy described in Chapter 6 (Section 6.2) suggests that there will be two 
PSS controllers for the considered test system.  
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Figure 7.1 One line diagram of a test sixteen-machine, three-area power  
system  
Table 7.1 Weakly damped inter-area modes of test system 
Mode
No. 
Inter-area 
Modes 
Damping Ratio 
(%) 
Frequency 
(Hz) 
1 -0.0793+3.8629 2.05 0.61 
2 -0.5982+5.7031 10.43 0.91 
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7.3.2 Selection of Suitable Local and Remote Input Signals 
and Locations for PSS Controllers in the Test System 
Following the procedure described in Chapter 6 (Section 6.3), the results for 
the selection of suitable local and supplementary remote signals and locations 
for the PSS controllers are given in the following sub-sections. 
7.3.2.1 Engineering Pre-Selection of Features or Measurements 
Following the procedure described in Chapter 6 (Section 6.3.1.1), the features 
selected are listed in Table 7.2. 
Table 7.2 Features from the test system 
# Feature Description Symbol No. 
1 Real power output of generators P 16 
2 Reactive power output of generators Q 16 
3 Real power over transmission lines P 51 
4 Reactive power over transmission lines Q 51 
5 Bus voltages U 66 
6 Bus voltage angles θU 66 
Total number of features 266 
 
7.3.2.2 Feature Selection by k-Means Cluster Algorithm 
Following the procedure described in Chapter 6 (Section 6.5.2.2), the data set, 
in this study, is clustered into three clusters for a short-circuit fault of 100 ms 
duration at all buses in the test system. Including engineering knowledge in 
the selection process, final pre-selected features obtained are as given in the 
Table 7.3.  
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Table 7.3 Final pre-selected features  
# Final Pre-selected  Features 
1 Real power  through line between nodes A6 and B1 (PA6B1) 
2 Voltage at node B2 (UB2) 
3 Voltage Angle at node C1 (θUC1) 
4 Real power  through line between nodes A5 and C1 (PA5C1) 
5 Real power  through line between nodes B5 and C17 (PB5C17) 
6 Terminal Voltage of generator G1 (UG1) 
7 Real power delivered by generator G4 (PG4) 
8 Real power delivered by generator G15(PG15)  
9 Reactive power supplied by generator G16 (QG16) 
 
7.3.2.3 Model Identification of the Test System  
The probing signal (input signal) used to perturb the test system is applied to 
the AVR of the excitation system of generator G1 in the test system. The out-
put signal (measured output) is taken as the real power through transmission 
line between nodes B5 and C17 (one of the final pre-selected features listed 
in Table 7.3). The system model is, therefore, single input and single output 
system. Following the procedure described in Section 7.2, 11th-order identi-
fied system has been obtained.  
For the identified model to be applicable for designing PSSs, its response 
in the frequency range associated with low frequency electromechanical oscil-
lations must approximate that of the actual system. In particular, the frequency 
response in the neighborhood of the local and inter-area modes must be accu-
rately represented. This is verified in Figure 7.2, which shows the frequency 
response of the identified system and the measured frequency response of the 
actual system in the 0.1 to 10 Hz frequency range. These plots show a good 
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match in the 0.3 to 10 Hz frequency range. In particular, both weakly damped 
inter-area modes of the test system have been clearly identified. Figure 7.3 
shows the time-domain response of the identified system and the measured 
time-domain response of the actual system. 
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Fig. 7.2 Frequency response of the identified system and the measured  
frequency response of the actual system 
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Fig. 7.3 Time-domain response of identified system and the measured time-
domain response of actual system 
For the probing signal applied to the AVR of generator G1 and the final 
pre-selected features listed in Table 7.3 taken as output signals (measured 
outputs), the system model is single input and nine outputs system. Following 
the procedure stated above, 11th-order identified system has been obtained. 
The amplitude gains of frequency responses of final pre-selected features or 
measurements, listed in Table 7.3, obtained from the identified system, are 
shown in Figure 7.4. These frequency response curves exhibit resonance ef-
fects in the frequency bands of two weakly damped inter-area modes in the 
test system. 
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Figure 7.4 Frequency responses of pre-selected measurements 
7.3.2.4 Selection of Suitable Locations for PSS Controllers in the Test 
System 
The results shown in Figure 7.4 indicate that in the frequency bands of two 
most weakly damped inter-area modes in the test system, the frequency re-
sponse curve for the electrical power output of generator G15 (PG15) has 
maximum value out of frequency response curves for all other final pre-
selected measurements (measurements obtained after the application of clus-
tering technique). Therefore, according to the procedure described in Chapter 
6 (Section 6.3.2), PG15 is considered as the best-suited measurement, whose 
frequency responses need to be obtained to the inputs at all generators in the 
test system for finding the suitable locations of two local decentralized PSS 
controllers in the test system. 
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For the probing signal applied to the AVR of all generators and PG15 taken 
as output signal (measured output), the system model is sixteen inputs and one 
output system. Following the procedure stated above, 11th-order identified 
system has been obtained. The frequency responses of PG15 to the inputs at all 
generators, with no PSS controller located in the test system, are shown in 
Figure 7.5. These frequency response curves exhibit resonance effects in the 
frequency bands of the two weakly damped inter-area modes in test system. It 
is clear from the Figure 7.5 that for the inter-area mode 1 having the fre-
quency 0.61 Hz, the frequency response curve of PG15 for an input to genera-
tor G15 has maximum value out of frequency response curves for inputs to all 
other generators. This indicates that the generator G15 is highly effective and 
suitable as the location of PSS controller to be designed to damp the inter-area 
mode 1. Figure 7.5 also shows that for the inter-area mode 2 having the fre-
quency 0.91 Hz, the frequency response curve of PG15 for an input to genera-
tor G4 has maximum value out of frequency response curves for inputs to all 
other generators. This indicates that the generator G4 is highly effective and 
suitable as the location of PSS controller to be designed to damp the inter-area 
mode 2. 
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Figure 7.5 Frequency responses of PG15 for inputs at all generators in the test 
system with no PSS controller located in the test system   
7.3.2.5 Final Selection of Suitable Local and Remote Input Signals  
Final selection of local and remote signals is carried out, as described in 
Chapter 6 (Section 6.3.1.3), on basis of the amplitude gains of the frequency 
responses of final pre-selected features or measurements (Figure 7.4), i.e., the 
measurements obtained after the application of clustering technique. Figure 
7.4 indicates that for the PSS controller, to be designed for inter-area mode 1, 
having suitable location G15, local signal is PG15 whereas the others are re-
mote signals. Similarly, for the PSS controller, to be designed for inter-area 
mode 2, having suitable location G4, local signal is taken as PG4 whereas the 
others are remote signals. 
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The results shown in Figure 7.4 indicate that in the frequency band of the 
inter-area mode 1, the frequency response curve for the real power through 
transmission line between nodes B5 and C17 (PB5C17) has maximum value out 
of frequency response curves for all other remote measurements. This indi-
cates that PB5C17 is suitable as a supplementary remote feedback input signal 
for a local decentralized PSS controller to be designed to damp the inter-area 
mode 1. Figure 7.4 also shows that in the frequency band of the inter-area 
mode 2, the frequency response curve for the real power through transmission 
line between nodes A6 and B1 (PA6B1) has maximum value out of frequency 
response curves for all other remote measurements. This indicates that PA6B1 
is suitable as a supplementary remote feedback input signal for a local decen-
tralized PSS controller to be designed to damp the inter-area mode 2. Table 
7.4 summarizes the results for the selection of suitable local and remote input 
signals and locations of local decentralized PSS controllers, to be designed to 
damp out the two most weakly damped inter-area modes in the considered test 
system.  
Table 7.4 Selected suitable local and remote input signals and locations for 
PSS controllers 
Mode
No. 
Local Signals 
to Controllers 
Remote Signals 
to Controllers 
Locations of Controllers 
to be Designed 
1 PG15 PB5C17 Generator G15 
2 PG4 PA6B1 Generator G4 
7.3.3 Design Results 
During the design of robust H∞-based PSS controller for the inter-area mode 
1, PG15 and PB5C17 are used as its feedback input signals, i.e., 
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[ ]TC175BG15 )()()( tPtPt =y . The measured signals PG15 and PB5C17, the output 
of the PSS (usG15) together with the terminal voltage error signals, which are 
the inputs to the regulator of the exciter, are used as regulated signals within 
this design framework, i.e., [ ]T15GC175BG15 )()()()( tutPtPt s=z . Similarly, 
during the design of robust H∞-based PSS controller for the inter-area mode 2, 
PG4 and PA6B1 are used as its feedback input signals, i.e., 
[ ]TA6B14G )()()( tPtPt =y . The measured signals P3 and P57, the output of the 
PSS (usG4) together with the terminal voltage error signals, which are the in-
puts to the regulator of the exciter, are used as regulated signals within this 
design framework, i.e., [ ]T4GA6B14 )()()()( tutPtPt sG=z . The design pro-
cedure described in Chapter 4 (Section 4.2.2) is used to design the dynamic 
controllers of the form of (4.7) and (4.8) such that minimum disturbance at-
tenuation (from w(t) to z(t)) is achieved. Balanced residualization technique 
 [18] is used to reduce the order of controllers at each of the stages of design. 
7.3.3.1 Sequential Design of PSS Controllers 
As two PSS controllers need to be designed for the test system, the sequential 
design can, therefore, be performed in two different ways, depending on the 
sequence in which the controllers are designed. Table 7.5 provides description 
of the sequences for the design of controllers in the two possible sequential 
designs. Note that the first control loop consists of plant and the PSS control-
ler, designed for inter-area mode 1, located at generator G15 and the second 
control loop consists of plant and the PSS controller, designed for inter-area 
mode 2, located at generator G4. 
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Table 7.5 Sequences for design of controllers in two possible sequential  
designs 
Sequential 
Design No. Sequences for the Design of Controllers 
1 
(i) PSS controller for the inter-area mode 1 is designed 
first with keeping the second control loop open; 
(ii) PSS controller for the inter-area mode 2 is then de-
signed with keeping the first control loop closed, i.e., with 
the already designed PSS controller for the inter-area 
mode 1 located at generator G15 in the test system. 
2 
(i) PSS controller for the inter-area mode 2 is designed 
first with keeping the first control loop open; 
(ii) PSS controller for the inter-area mode 1 is then de-
signed with keeping the second control loop closed, i.e., 
with the already designed PSS controller for the inter-area 
mode 2 located at generator G4 in the test system. 
First Sequential Design 
In the first sequential design, the PSS controller for the inter-area mode 1 is 
designed first with keeping the second control loop open in the test system. 
The H∞-based PSS controller for the inter-area mode 1 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
0.2559)  +0.1984)(1  +(1
 2.6202)  +.0159)(1 0 +(113.49 
0.2559)  +0.1984)(1  +(1
 .9918)3+0.0314)(1  +(124.878)(11 ss
ss
ss
 sssC
 
Table 7.6 provides the profile of two most weakly damped inter-area 
modes of the test system with controller designed for inter-area mode 1, with 
controller designed for inter-area mode 1 and controller designed for inter-
area mode 2. Figure 7.6 shows the frequency responses of PG15 and real power 
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flow through transmission line between nodes A6 and B1 (PA6B1) with the 
controller designed for the inter-area mode 1 located at generator G15 in the 
test system. The results given in Table 7.6 and Figure 7.6 indicate that the 
damping of inter-area mode 1 has increased significantly whereas the damp-
ing of inter-area mode 2 has increased only slightly when the controller de-
signed for mode 1 is incorporated in the test system. 
Table 7.6 Weakly damped inter-area modes in test system 
With Controller Designed for 
Mode 1 
With Controllers Designed for 
Modes 1 and 2 Mode 
No. 
Inter-area Modes ξ (%) Freq. (Hz) Inter-area Modes ξ (%) 
Freq. 
(Hz) 
1 -1.8334+3.7499 43.92 0.60 -1.4794+3.4207 43.70 0.54 
2 -0.6258+5.7006 10.91 0.91 -1.2015+5.0564 23.12 0.80 
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Figure 7.6 Frequency responses of PG15 and PA6B1 with the controller  
designed for inter-area mode 1 located in the test system   
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The PSS controller for the inter-area mode 2 is now designed with keeping 
the first control loop closed, i.e., with the already designed controller for the 
inter-area mode 1 located at G15 in the test system. The H∞-based PSS con-
troller for the inter-area mode 2 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
0.0185) +0.5857)(1  +(1
 1.055)  +0.011)(1  +(13.5 
0.0185) +0.5857)(1  +(1
 0.2701)  +0.2221)(1  +(12.30)(22 s s
ss
s s
sssC
 
The frequency responses of PG15 and PA6B1 with the controllers designed 
for the inter-area modes 1 and 2 located at G15 and G4 respectively in the test 
system, are shown in Figure 7.7. The results given in Table 7.6 and Figure 7.7 
indicate that the damping of inter-area mode 2 has increased significantly 
whereas the damping of inter-area mode 1 has changed slightly when the con-
troller designed for inter-area mode 2 is incorporated at G4 in the test system 
which has already controller for inter-area mode 1 located in it at G15. This 
indicates that the controller designed for inter-area mode 2 has contributed 
significantly to the damping of inter-area mode 2. 
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Figure 7.7 Frequency responses of PG15 and PA6B1 with the controllers  
designed for inter-area modes 1 and 2 located in the test system  
Second Sequential Design 
In the second sequential design, the PSS controller for the inter-area mode 2 is 
designed first with keeping the fist control loop open in the test system. The 
H∞-based PSS controller for the inter-area mode 2 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
0.1145)  +0.1877)(1  +(1
 0.0255)  +.0971)(1 0 +(111.49 
0.1145)  +0.1877)(1  +(1
 .1101)0+0.0121)(1  +(12.5)(22 ss
ss
ss
 sssC
 
Table 7.7 provides the profile of two most weakly damped inter-area modes of 
the test system with the controller designed for the inter-area mode 2 and with 
the controller designed for inter-area mode 1 and the controller designed for 
inter-area mode 2. Figure 7.8 shows the frequency responses of PG15 and PA6B1 
with the controller designed for the inter-area mode 2 located at G4 in the test 
system. The results given in Table 7.7 and Figure 7.8 indicate that the damp-
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ing of inter-area modes 2 and 1 have increased slightly when the controller 
designed for mode 2 is incorporated in the test system. 
Table 7.7 Weakly damped inter-area modes in test system 
With Controller Designed for 
Mode 2 
With Controllers Designed for 
Modes 2 and 1 Mode 
No. 
Inter-area Modes ξ (%) Freq. (Hz) Inter-area Modes ξ (%) 
Freq. 
(Hz) 
1 -0.0824+3.8912 2.12 0.62 -2.6790+3.9003 56.62 0.62 
2 -0.9577+ 5.6627 16.68 0.90 -1.0223+5.6975 17.66 0.91 
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Figure 7.8 Frequency responses of PG15 and PA6B1 with the controller  
designed for inter-area mode 2 located in the test system 
The PSS controller for the inter-area mode 1 is now designed with keeping 
the second control loop closed, i.e., with the already designed controller for 
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the inter-area mode 2 located at G4 in the test system. The H∞-based PSS con-
troller for the inter-area mode 1 obtained is: 
⎥⎦
⎤⎢⎣
⎡=
0.2559) +0.2984)(1  +(1
 3.6202)  +0.0159)(1  +(123.49 
.2559)0 +0.2984)(1  +(1
 1.9918)  +0.0314)(1  +(14.878)(11 s s
ss
s s
sssC
  
The frequency responses of PG15 and PA6B1 with the controller designed for 
the inter-area modes 1 and 2 located at G15 and G4 respectively in the test 
system, are shown in Figure 7.9. The results given in Table 7.7 and Figure 7.9 
show that the damping of inter-area mode 1 has increased significantly 
whereas the damping of inter-area mode 2 has increased slightly when the 
controller designed for mode 1 is incorporated in the test system which has al-
ready controller for inter-area mode 2 located in it. This indicates that the con-
troller designed for mode 1 has contributed significantly to the damping of in-
ter-area mode 1. 
 
The results given in Table 7.7 and Figure 7.9 indicate that the inter-area 
mode 2 still needs damping improvement. The controller for the inter-area 
mode 2 is, therefore, designed again with keeping the first control loop closed, 
i.e., with the already designed controller for inter-area mode 1 located at gen-
erator G15 in the test system. It was found that, with the redesigned PSS con-
troller for the inter-area mode 2 located at G4 and the controller designed for 
the inter-area mode 1 located at G15 in the test system, there was no damping 
improvement for the inter-area mode 2.  
 
Comparison of results for the first and second sequential designs indicate 
that the damping of inter-area mode 1 has increased more than 40% in both 
the first and the second sequential designs whereas the damping of inter-area 
mode 2 has increased more in the first sequential design than in the second 
one. Therefore, it is concluded that the first sequential design is better than the 
second one. 
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Figure 7.9 Frequency responses of PG15 and PA6B1 with the controllers  
designed for inter-area modes 1 and 2 in the test system  
7.3.4 Time-Domain Simulation Results 
In order to simulate the system behavior under large disturbance conditions, a 
balanced three-phase fault is applied at bus A2, for the duration of 100 ms, in 
the test system.  
7.3.4.1 First Sequential Design of PSS Controllers 
The behavior of deviation of real electrical power delivered by generator G3 
(ΔPG3(t)) without PSS controllers, with the PSS controller designed for the in-
ter-area mode 1, with the PSS controller designed for inter-area mode 1 and 
the PSS controller designed for inter-area mode 2 is shown in Figure 7.10. 
The simulation results shown in the figure clearly indicate that the behavior of 
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ΔPG3(t) is better damped with the controller, designed for the inter-area mode 
1, as compared to that without controllers. The results also indicate that the 
behavior of ΔPG3(t) is better damped with the controllers, designed for the in-
ter-area modes 1 and 2, as compared to that with the controller, designed for 
the inter-area mode 1.  
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Fig. 7.10 Deviation of PG3(t) (ΔPG3(t)), following a three-phase fault at bus 
A2 
7.4 Summary 
The local decentralized control design approach for the separate damping of 
inter-area modes of interest, for very large power systems, proposed in this 
chapter, is applied on a sixteen-machine, three-area test power system. An 
identification technique is used to determine an equivalent lower-order state-
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space linear model of the test system from time-domain simulation data. The 
time-domain response is obtained by applying a test probing signal (input sig-
nal), used to perturb the test system, to the AVR of the excitation system of 
the test system. The measured time-domain response is then transformed into 
frequency domain. An identification algorithm is then applied to the fre-
quency response data to obtain a linear dynamic reduced order model which 
accurately represents the system. The frequency response of the identified test 
system and the measured frequency response of the actual test system show a 
good match in the 0.3 to 10 Hz frequency range. In particular, both weakly 
damped inter-area modes of the test system have been clearly identified.  
 
Lower-order equivalent models have been used for the final selection of 
suitable local and remote input signals, selection of suitable locations and de-
sign of the PSS controllers. The nonlinear simulation results show that the de-
signed controllers contribute significantly to the damping of inter-area oscilla-
tions and the enhancement of small-signal stability. Therefore, it is concluded 
that using system identification technique, mode selective damping approach 
can be applied to very large power systems. 
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Chapter 8 
Conclusions and Future Work 
8.1 Conclusions 
The design of local H∞-based PSS controller, which uses wide-area or global 
signals as additional measuring information from suitable remote network lo-
cations, where oscillations are well observable, is developed in this disserta-
tion. The controllers, placed at suitably selected generators, provide control 
signals to the AVRs to damp out inter-area oscillations through the machines’ 
excitation systems. The main contributions of this dissertation are as follows: 
Robust H∞-based PSS Controller Design using 
Supplementary Remote Signals 
An H∞-based dynamic output feedback PSS controller, using both local and 
remote signals, has been developed. An ARE approach has been used for the 
design of controller. The effectiveness of the designed controller is demon-
strated through digital simulation studies on a test power system. The nonlin-
ear simulation results have shown that the proposed controller is effective and 
robust in suppressing system oscillations for a wide range of system operating 
conditions under large disturbances in the system studied. The results also 
show that the proposed controller is effective when its remote input signal is 
lost.  
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Delayed-Input PSS using Supplementary Remote Signals 
A local H∞-based PSS controller, which uses wide area or global signals as 
additional measuring information, is designed considering time delay in the 
remote signals. Three methods for dealing with the effects of time delay are 
presented. First, time delay compensation method using lead/lag compensa-
tion along with gain scheduling for compensating effects of constant delay is 
presented. A delay compensator is designed and included with the controller, 
designed for the delay-free system, in the closed loop system in order to com-
pensate the effects of considered constant time delay in the system. In the sec-
ond method, Pade approximation approach is used to model time delay. The 
time delay model is then merged into delay-free power system model to ob-
tain the delayed power system model. The controller is redesigned for the de-
layed-input system considering constant delay in the system. 
   
Delay compensation and Pade approximation methods deal with constant 
delays and are not robust regarding time delays. Time delay uncertainty is, 
therefore, taken into account using LFT method. The controller is redesigned 
for the delayed-input system considering delay uncertainty in the system. The 
effectiveness of the resulting robust H∞-based PSS controller is demonstrated 
through digital simulation studies conducted on a test power system. The 
nonlinear simulations results have shown that the proposed controller is effec-
tive and robust in suppressing system oscillations despite the uncertainty in 
delay. 
8.1 Conclusions 
                   
 121
Mode Selective Damping of Power System Electromechanical 
Oscillations using Supplementary Remote Signals 
The design of local decentralized H∞-based PSS controllers, using selected 
suitable remote signals coming from the whole system, as supplementary in-
puts, for a separate better damping of specific inter-area modes, has been de-
veloped. Each local PSS controller is designed separately for each of the inter-
area modes of interest. The PSS controller uses only those local and remote 
input signals in which the assigned single inter-area mode is most observable 
and is located at a generator which is most effective in controlling that mode. 
The local PSS controller, designed for a particular single inter-area mode, also 
works mainly in a frequency band given by the natural frequency of the as-
signed mode. The locations of the local PSS controllers are obtained based on 
the amplitude gains of the frequency responses of the best-suited measure-
ment to the inputs of all generators in the interconnected system. For the se-
lection of suitable local and supplementary remote input signals, the features 
or measurements from the whole system are pre-selected first by engineering 
judgment and then using a clustering feature selection technique. Final selec-
tion of local and remote input signals is based on the degree of observability 
of the considered single mode in them.  
   
The proposed approach is applied on a three-machine, three-area test 
power system. Two local decentralized robust H∞-based PSS controllers have 
been designed for the two most weakly damped inter-area modes present in 
the test power system. Each of the two controllers, designed for the test power 
system, thus, uses only those local and remote feedback input signals in which 
the assigned inter-area mode is highly observable and is located at a generator 
which is highly effective in controlling the same assigned inter-area mode. 
The two PSS controllers for the test power system are designed in such a way 
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that each of them is effective only in a frequency band given by the natural 
frequency of the corresponding assigned mode. The two PSS controllers, 
therefore, damp only their corresponding assigned inter-area modes. The ef-
fectiveness of the resulting PSS controllers is demonstrated through digital 
simulation studies conducted on a three-machine, three-area test power sys-
tem. The nonlinear simulation results show that the designed controllers con-
tribute significantly to the damping of inter-area oscillations and the en-
hancement of small-signal stability. 
Mode Selective Damping of Electromechanical Oscillations 
for Very Large Power Systems using Supplementary Remote 
Signals  
The design of local decentralized PSS controllers, using selected suitable re-
mote signals coming from the whole system, as supplementary inputs, for a 
separate better damping of specific inter-area modes in a large-scale power 
system, has been presented. The system identification technique is used for 
deriving lower order state-space models suitable for control design. The com-
plete, large-scale MIMO power system is used directly as the basis for build-
ing the required lower-order state-space or transfer function equivalent model. 
The lower-order model is identified by probing the network in open loop with 
low-energy pulses or random signals. The identification technique is then ap-
plied to signal responses, generated by time-domain simulations of the large-
scale model, to obtain reduced-order model. Lower-order equivalent models, 
thus obtained, are used for the final selection of suitable local and remote in-
put signals for the PSS controllers, selection of suitable locations of the PSS 
controllers and design of the PSS controllers. 
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The proposed approach is applied on a sixteen-machine, three-area test 
power system. An identification technique is used to determine an equivalent 
low order state-space linear model of the test system from time-domain simu-
lation data. The time-domain response is obtained by applying a test probing 
signal (input signal), used to perturb the test system, to the AVR of the excita-
tion system of the test system. The measured time-domain response is then 
transformed into frequency domain. An identification algorithm is then ap-
plied to the frequency response data to obtain a linear dynamic reduced order 
model which accurately represents the system. The frequency response of the 
identified test system and the measured frequency response of the actual test 
system show a good match in the 0.3 to 10 Hz frequency range. In particular, 
both weakly damped inter-area modes of the test system have been clearly 
identified. 
 
The local PSS controllers, in the proposed approach, use selected suitable 
remote signals from the whole system, as supplementary feedback inputs, to 
damp their corresponding assigned inter-area modes only. Lower-order 
equivalent models have been used for the final selection of suitable local and 
remote input signals for the PSS controllers, selection of suitable locations of 
the PSS controllers and design of the PSS controllers. The nonlinear simula-
tion results show that the designed controllers contribute significantly to the 
damping of inter-area oscillations and the enhancement of small-signal stabil-
ity. Therefore, using system identification technique, mode selective damping 
approach can be applied to very large power systems. 
 
From the above discussion, it is concluded that the use of remote signals, 
as supplementary feedback inputs to the local PSS controllers, is appropriate 
for damping enhancement of electromechanical oscillations.   
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8.2 Future Work 
The development of electric power industry follows closely the increase of the 
demand on electrical energy. Because of a lack on available investments, the 
development of transmission systems does not follow the increase in power 
demand. Hence, there is a gap between transmission capacity and actual 
power demand, which leads to technical problems in the overloaded transmis-
sion systems. Interconnection of separated grids in the developed countries 
can solve some of these problems, however, when the interconnections are 
heavily loaded due to an increasing power exchange, the reliability and avail-
ability of the transmission will be reduced. If systems have a large geographic 
extension and have to transmit large power over long distances, stability prob-
lems can arise. 
 
Therefore, as the power demand increases due to increase in general con-
sumption and new industry, the electrical power systems must be utilized 
more effectively, while considering geographical, economical and technical 
restrictions. Further, such increased utilization must not compromise the se-
cure operation of the power system. Therefore, a strategy to allow increased 
utilization, while maintaining security of power supply is required. Methods 
for improved control of transmission systems are becoming increasingly im-
portant in meeting these objectives.  
 
The authors have plans to design a robust coordinated Flexible AC Trans-
mission Systems (FACTS) and PSS controllers (using global signals), for a 
better damping of power system oscillations. The coordinated use of FACTS 
controllers with the PSS controllers for a better damping of power system os-
cillations can play an important role for the safe and reliable transmission of 
active power. It can increase transmission transfer capabilities, improve sys-
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tem stability and security of supply. Improvement in security of supply pre-
vents blackouts and thus causes less expense due to blackouts. In this way, an 
improved transmission system operation with minimal infrastructure invest-
ment, environmental impact, and implementation time compared to the con-
struction of new transmission lines can be achieved. 
 
Improper locations of controllers may not enhance the damping of power 
system oscillations and hence leads to the loss of investment. The authors 
have plans to apply the approach presented in the paper to find the suitable lo-
cations for the proposed PSSs and FACTS controllers. 
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Appendices 
Appendix A.   Two-Machine Test System Data 
Bus, line, generator and excitation data are given in this appendix. 
A.1 Synchronous Machine Parameters: 
Sr = 350.00 MVA; Ur = 15.75 kV; Tm = 7.00 s; ra = 0.002 p.u.;  
xs = 0.19 p.u.; xd = 2.49 p.u.; xq =  2.49 p.u.; 'dx = 0.36 p.u.; 
''
dx = 0.24 p.u.; 
'
qx =  - ; 
''
qx = 0.24 p.u.; 
'
dT = 0.93 s; 
''
dT  = 0.11 s;   
'
qT = - ; 
''
qT  = 0.2 s 
A.2 Transmission Line Parameters: 
380 kV Single Line:  
Z11= (0.0309 + j0.266) Ω/km; Cb = 0.0136 µF/km 
A.3 Two Winding Transformer Parameters: 
rps [%]  = 0.246 ;  zps [%]  = 14.203 
A.4 Exciter and classical AVR (Figure A.1) Parameters: 
KA = 264 ; TA = 0.33 s; TF1= 0.2 s; TF2 = 1.0 s; urmax = 7.0 p.u.;  
urmin = -7.0 p.u. 
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A.5 PSS Parameters: 
Tw1= 0.05 s; Tw2= 0.1 s; Tw3= 0.05 s; Tw4= 0.01 s 
A.6 Base Operating Conditions  
The system is operating with generating units loaded as follows: 
 
Generator 1 (G1):  
P = 250 MW; Q = 7.57 MVAr; Ut = 15.75 kV o23.06-∠  
 
Generator 2 (G2):  
P = 252.58 MW; Q = 2.83 MVAr; Ut = 15.75kV o23.12-∠  
 
Loads: 
Load at bus 5:  PL = 500 MW, QL = 120 MVAr 
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Appendix B.   Three-Machine, Three-Area Test 
System Data    
        
Bus, line, generator and excitation data are given in this appendix. 
B.1 Synchronous Machine Parameters: 
Generator 1 (G1): 
Sr = 6500.00 MVA; Ur = 15.75 kV; Tm = 11.00 s; ra = 0.00 p.u.;  
xs = 0.195 p.u.; xd = 1.880 p.u.; xq =  1.240 p.u.; 'dx = 0.430 p.u.;  
''
dx = 0.235 p.u.; 
'
qx =  - ; 
''
qx = 0.27 p.u.; 
'
dT = 0.465 s; 
''
dT  = 0.22 s; 
'
qT = - ; 
''
qT  = 0.288 s 
 
Generator 2 (G2): 
Sr = 6000.00 MVA; Ur = 15.75 kV; Tm = 12.50 s; ra = 0.00 p.u.;  
xs = 0.156 p.u.; xd = 1.97 p.u.; xq =  1.97 p.u.; 'dx = 0.29 p.u.;  
''
dx = 0.24 p.u.; 
'
qx =  - ; 
''
qx = 0.28 p.u.; 
'
dT = 0.93 s; 
''
dT  = 0.22 s;   
'
qT = - ; 
''
qT  = 0.289 s 
 
Generator 3 (G3): 
Sr = 5600.00 MVA; Ur = 15.75 kV; Tm = 10.00 s; ra = 0.002 p.u.; 
 xs = 0.19 p.u.; xd = 2.49 p.u.; xq =  2.49 p.u.; 'dx = 0.36 p.u.; 
''
dx = 0.24 p.u.; 
'
qx =  - ; 
''
qx = 0.28 p.u.; 
'
dT = 0.93 s; 
''
dT  = 0.21 s;  
'
qT = - ; 
''
qT  = 0.3 s 
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B.2 Transmission Line Parameters: 
380 kV Double Line:  
Z11= (0.0154 + j0.133) Ω/km; Cb = 0.0272 µF/km 
B.3 Two Winding Transformer Parameters: 
rps [%]  = 0.246 ;  zps [%]  = 14.203 
B.4 Exciter and Classical AVR (Figure A.1) Parameters: 
KA = 250; TA = 0.22 s; TF1= 0.38 s; TF2 = 1.84 s; urmax = 7.0 p.u.;  
urmin = -7.0 p.u. 
B.5 PSS Parameters: 
PSS Located at Generator 2 (G2): 
Tw1= 1.0 s; Tw2= 5.0 s; Tw3= 1.0 s; Tw4= 1.0 s 
 
PSS Located at Generator 3 (G3): 
Tw1= 1.0 s; Tw2= 1.0 s; Tw3= 1.0 s; Tw4= 10.0 s 
B.6 Base Operating Conditions  
The system is operating with generating units loaded as follows: 
 
Generator 1 (G1):  
P = 5080 MW; Q = 850.30 MVAr; Ut = 15.75 kV o6.679∠  
 
Generator 2 (G2):  
P = 4725 MW; Q = 622.21 MVAr; Ut = 15.75kV o0.0∠  
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Generator 3 (G3):  
P = 4570 MW; Q = 413.80 MVAr; Ut = 15.75kV o4.567∠  
 
Loads: 
Load at bus 4:  PL = 5000 MW, QL = 500 MVAr 
Load at bus 5:  PL = 1050 MW, QL = 300 MVAr 
Load at bus 6:  PL = 4500 MW, QL = 500 MVAr 
Load at bus 7:  PL = 3800 MW, QL = 600 MVAr 
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