Abstract. We consider a problem of controlling a heating appliance used for heating a heattransfer agent, which delivers heat into a closed system. To control the process, we use feedback, under which information on the process state is continuously or discretely received from individual points of the appliance with installed temperature sensors. The mathematical model of the controlled process is described in both cases by a pointwise loaded first-order hyperbolic equation. We have obtained formulas for the gradient of the functional of the problem. These formulas allow us to use numerical first-order optimization methods for solving the problems. Numerical experiments have been carried out by the example of solving several test problems.
Introduction and Related Work
In the work, we propose an approach to the construction of a feedback control system for objects with distributed parameters. A heat supply system is chosen as the ob ject, into which enters fluid heated in the heat exchanger placed inside the steam jacket [21] . At some points of the heat exchanger, temperature sensors are installed. Depending on the readout of these sensors appropriate amount of heat is supplied to the heat exchanger. The heat exchange process in the heat exchanger is described by a hyperbolic equation. In the boundary conditions, there is a delayed time argument due to the time necessary for the hot fluid to flow through the heat supply system.
We note that a lot of work has been devoted to optimal feedback control problems for objects described by ordinary differential equations, in particular, by linear equations (see [15, 13, 20, 22, 7] ). Feedback control problems for objects described by partial differential equations have been studied significantly less (see [21, 8, 9, 4] ). Firstly, this is due to the complexity of the practical implementation of telemechanical control systems for objects distributed in space and time (see [17] ). This is caused by the impossibility of continual or even discrete in time operative retrieval of information on the state of the entire object (at all its points). Secondly, there are problems with mathematical and computational nature that involve, in particular, initial-and boundary-value problems with respect to partial differential equations, requiring a long-term solution, which often does not allow constructing control systems for objects with distributed parameters in real-time mode. The approach to the synthesis of the optimal control of the heat supply process proposed in the work uses information on the process state at a finite number of measurement points and moreover, the locations of the measurement points themselves are optimized. We have obtained formulas for the gradient of the target functional with respect to the optimizable feedback control parameters. These formulas can be used to solve the problem numerically using first-order optimization methods, as well as to formulate the necessary optimality conditions in various forms -analogs of the Pontryagin maximum principle.
Problem Statement
The process of heating a heat-carrying agent in the furnace of the heated apparatus (heat exchanger) of the heating system can be described by the transport equation (see [21, 23] ):
where u = u(x, t) -is the temperature of the heat-carrying agent at the point x of the heat exchanger at the point of time t; l -the length of the heating tube, in which the heat-carrying agent is heated; a the velocity of the heat-carrying agent in the heat supply system, the value of which is constant for all points of the heat supply system, i.e. the motion is assumed to be steady (stationary); α the given value of the heat transfer coefficient between the furnace and the heat-carrying agent in the heating apparatus; ϑ(t) the temperature inside the furnace, by means of which the process of heating the heat-carrying agent is controlled, satisfying the technological limit:
Let L be the linear length of the whole heat supply system, and L far exceeds l, i.e.L >> l. Then the heat-carrying agent heated in the furnace needs time T d = L/a in order to return to the beginning of the furnace, i.e.
γ is the constant value that determines the heat waste during the motion in the heating system, which, in essence, depends considerably on the temperature of the external environment. On the basis of practical considerations, we have the obvious condition:
Denote by Γ the set of all possible values of γ, determining the amount of heat waste, satisfying (3), (4) . It is assumed that a density function ρ Γ (γ) on this set is given satisfying the condition:
Let the initial condition be given as:
The problem of controlling the process of heating the heat-carrying agent consists in maintaining the furnace temperature at such a level that provides a certain temperature z of the heat-carrying agent at the exit of the furnace under all possible admissible values of the heat waste by the heat-carrying agent when it moves in the heat supply system, determined by the values γ ∈ Γ . Let sensors be installed at M arbitrary points ξ i ∈ [0, l], i = 1, 2, ..., M , of the heating apparatus, at which temperature measurements are taken continuously:
or at discrete points of time
To construct a heating control system with a continuous feedback, consider the following variant of the temperature control system:
wherek i is the amplification coefficient; z i the effective temperature at the point ξ i , at which we need to control the amount of deviation from this value; λ i = const the weighting coefficient, determining the importance of taking a measurement at the point
We introduce complex parameters:
In this case the formula for the temperature in the furnace (8) takes the form:
Here y = (ξ, k, z) * ∈ R 3M is the vector of parameters of the feedback that determines the current control value (furnace temperature) depending on the measured temperature values at the heat exchanger measurement points; "*" is the transposition sign.
Substituting (8) into (1), we obtain:
The minimized criterion of the control quality is given by the following form:
where V -the given desired temperature in output.
and σ ≥ 0 are regularization parameters.
Thus, the feedback control problem is reduced to a parametric optimal control problem. The reduced problem is described by the loaded differential equation (10)(see [14, 18, 12, 1, 11] ) with boundary conditions involving a delayed argument (3).
On the optimizable feedback control parameters y we can impose, taking the designation (8) into account, some constraints on the basis of technical and technological considerations:
Here
.., M , are the given values.
Derivation of the Formulas for the Gradient of the Functional
For numerical solution to the obtained problem of parametric optimal control of a loaded system with distributed parameters, we propose to use first-order methods, for example, the gradient projection method (see [16, 24, 19] ). To construct a minimizing sequence y ν , ν = 0, 1, ...,, an iterative process is constructed:
Here P (13) (y) -is the projection operator of a three-dimensional point y = (ξ, k, z) * on the set defined by the constraints (13); µ ν > 0 the step in the direction of the projected anti-gradient. The initial approximation y 0 can be arbitrary, satisfying, in particular, the conditions (13) . Considering the simplicity of the structure of the admissible set of optimizable parameters defined by the constraints (13), the projection operator has a constructive character and is easy to implement.
To build the procedure (14), we obtain formulas for the components of the gradient of the functional (11) , (12) with respect to the optimizable parameters:
For this, we use the well-known technology of obtaining formulas for an increment of the functional obtained at the expense of the increment of the optimizable arguments of the functional (see [24] ). In this case, the linear part of the increment of the functional with respect to each of the arguments will be the desired component of the gradient of the functional with respect to the corresponding argument.
Before proceeding to obtain formulas for the gradient components of the functional, we note the following. Taking into account that the parameter γ ∈ Γ, determining the amount of heat waste, does not depend on the process of heating the heat-carrying agent in the heat exchanger, from (11), (12) it follows that:
Therefore we obtain the formula grad I(y; γ) for any one arbitrarily given heat waste γ ∈ Γ. Let u(x, t; y, γ) be the solution to the loaded initial-and boundary-value problem (10), (3), (5) for an arbitrary chosen vector of the optimizable parameters y = (ξ, k, z)
* and for a given value of the heat waste parameter γ ∈ Γ. For brevity, where this does not cause ambiguity, the parameters y, γ will be omitted from the solution u(x, t; y, γ).
Let the parameters y = (ξ, k, z) * have obtained some admissible increments ∆y = (∆ξ, ∆k, ∆z) * , andũ(x, t) =ũ(x, t;ỹ) = u(x, t) + ∆u(x, t) be the solution to the problem (10), (3), (5), that corresponds to the incremented vector of argumentsỹ = y + ∆y. Substituting the functionũ(x, t) into the conditions (10), (3), (5), we obtain the following initialand boundary-value problem accurate within the terms of the first order of smallness with respect to the increment ∆u(x, t) of the phase variable:
In obtaining formula (16) we used the relation:
For the increment of the functional (12), it is not difficult to obtain directly the representation:
∆I(y; γ) = I(ỹ; γ) − I(y; γ) = I(y + ∆y; γ) − I(y; γ) =
Let ψ(x, t) = ψ(x, t; y, γ) be yet an arbitrary function continuous everywhere on Ω, except points x = ξ i , i = 1, 2, ..., M , differentiable with respect to x for x ∈ (ξ i , ξ i+1 ), i = 0, 1, ..., M, ξ 0 = 0, ξ M +1 = l, differentiable with respect to t for t ∈ (0, T ). The presence of the arguments y and γ in the function ψ(x, t; y, γ) indicate that it can vary when the feedback parameter vector y and the heat waste parameter γ change. Where it is possible, we will omit the parameters y and γ in the function ψ(x, t; y, γ). We multiply equation (16) by ψ(x, t) and integrate it over a rectangle Ω. Taking into account the assumed assumptions and conditions (17) , (18), we have:
Using integration by parts for the first and second terms of (19) separately, and taking (17)- (18) into account, we obtain:
Here we have used the notation (21) into account, we obtain for the increment of the functional:
Since the function ψ(x, t) is arbitrary, we require that it be almost everywhere a solution of the following adjoint initial-and boundary-value problem:
and at the points ξ i , i = 1, 2, ..., M for t ∈ [0, T ], it satisfy the condition:
Taking into account that the components of the gradient of the functional are determined by the linear part of the increment of the functional under the increments of the corresponding arguments, we obtain:
The adjoint problem (23)- (27) can also be represented in another equivalent form, without the jump conditions (27). To do this, using the property of the δ function, we reduce the third term in (19) to the form:
Changing the order of integration with respect to ζ and x in the first triple integral and renaming again the integration variables with respect to ζ and x between each other, we obtain:
Taking (31) into account in (19) , in which, after making a rearrangement of the terms, instead of (23), (26) we obtain the following form of the adjoint problem:
while preserving the initial and boundary conditions (24)- (26), but without the jump conditions (27). Thus, we can consider the following theorem to be proved. Theorem 1. Theorem. The gradient of the functional in the problem (10), (3)- (5), (11)- (12) for the admissible control parameters y = (ξ, k, z)
* is determined by the formulas:
where u(x, t; y, γ), ψ(x, t; y, γ) are the solutions to the direct and adjoint boundary-value problems (10) , (3)- (5) and (23)- (27), respectively. For a numerical solution to the direct and adjoint boundary-value problems (8)- (13) and (23)-(27), taking into account their specific features, which is necessary for each iteration of the procedure (14) when solving the initial optimization problem, one can use the grid method or the method of straight lines, investigated in (see [5, 10, 2, 3, 6] ).
Results of the Numerical Experiments
We present the results of solving the following model problem. The process is described by the boundary value problem (1)- (5) . It is necessary to design an optimal heating control (regulation) system with feedback at two points of the heating apparatus, that is, to solve the considered problem (1)- (5), (10)- (22) and determine ξ 1 , ξ 2 the points of location of two temperature sensors, control parameters k i , z i , i = 1, 2 .
The problem was solved for the following data: l = 1; a = 1; α = 0, 1; T d = 1. The upper admissible values of the control coefficientθ = 100, the lower one, ϑ = 10. V = 85 and β 1 = 0, 1; the density function ρ Γ (γ) was taken in the calculations as uniformly distributed ρ Γ (γ) = 1/5; γ i = 0, 1i, i = 2, 3, 4, 5, 6.
The numerical experiments were carried out for computations initial values of the optimized parameters. Table 1 shows these values and the corresponding values of the functional.
For each collection of the initial values of the optimized parameters, Table 2 presents the values of the components of the normalized gradients calculated by the proposed formulas (33)- (35) with the use of the difference approximation of the functional derivatives
where y j is the j−th component of the optimized N -dimensional vector y representing the totality of the optimized parameters k i , z i , ξ i , i = 1, 2, ..., M , e j is the N -dimensional vector consisting of zeros save and except the j−th unit component. In the experiments, the value of ε was varied. Table 3 compiles the values of the parameters k i , z i , ξ i , i = 1, 2, ..., M obtained at the seventh iteration of the method of projection of the conjugate gradient from the initial points given in Table 1 .
Conclusion
Automatic feedback control systems for technical objects and technological processes with distributed parameters are widely used owing to the significantly increased capabilities of measuring and computing facilities. In the paper, we investigated the problem of controlling a heating apparatus for heating a heat-carrying agent, which ensures the supply of heat to a closed heat supply system. The specificity of the investigated problem, described by the first-order hyperbolic equation, lies in the fact that in its boundary conditions a delayed in time argument takes part. The mathematical model of the controlled process is reduced to a pointwise-loaded hyperbolic equation, and the problem under consideration is reduced to the parametric optimal control problem. In order to use first-order optimization methods for the numerical solution to the problem of optimizing the locations of sensors and the parameters of feedback control actions, we obtained formulas for the corresponding gradient components of the target functional of the problem. The formulation of the problem and the approach to obtaining computational formulas for its numerical solution proposed in this paper can be extended to cases of feedback control by many other processes described by other types of partial differential equations.
