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We derive global Hölder regularity for the W 1,20 (Ω)-weak solutions to the quasilinear,
uniformly elliptic equation
div
(
aij(x,u)D ju + ai(x,u)
)+ a(x,u, Du) = 0
over a C1-smooth domain Ω ⊂Rn , n 2. The nonlinear terms are all of Carathéodory type
with coeﬃcients aij(x,u) belonging to the class VMO of functions with vanishing mean
oscillation with respect to x, while ai(x,u) and a(x,u, Du) exhibit controlled growths with
respect to u and the gradient Du.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The article deals with the regularity problem for weak solutions to quasilinear discontinuous uniformly elliptic equations
of divergence form. More precisely, we consider the Dirichlet problem
{
Di
(
aij(x,u)D ju + ai(x,u)
)+ a(x,u, Du) = 0 in Ω,
u = 0 on ∂Ω (1.1)
over a bounded domain Ω ⊂ Rn , n  2, with C1-smooth boundary. The nonlinear data aij(x, z), ai(x, z) and a(x, z, ξ) are
of Carathéodory type, that is, measurable in x ∈ Ω for all (z, ξ) ∈ R × Rn and continuous in (z, ξ) for almost all x. The
principal coeﬃcients aij(x, z), even if x-discontinuous, are assumed to be functions of vanishing mean oscillation (VMO) with
respect to x, while the terms ai(x, z) and a(x, z, ξ) satisfy controlled growth conditions. Namely, ai(x, z) = O(ϕ1(x) + |z|t),
a(x, z, ξ) =O(ϕ2(x)+|z|s+|ξ |r) as |z|, |ξ | → +∞ with t < n/(n−2), s < (n+2)/(n−2) and r < (n+2)/n, where ϕ1 ∈ Lp(Ω),
p > n and ϕ2 ∈ Lq(Ω), q > n/2. These assumptions guarantee a relevant deﬁnition of weak solution to the problem (1.1).
The main result of the paper (Theorem 2.2) asserts that each W 1,20 (Ω)-weak solution to (1.1) is essentially bounded
function over Ω and belongs to the Sobolev space W 1,min{p,q∗}(Ω), where q∗ = nq/(n − q) if q < n and q∗ is arbitrary
positive number when q  n. In both cases min{p,q∗} > n and therefore each weak solution to (1.1) is globally Hölder
continuous function over Ω as it follows from the Sobolev imbedding theorem. Moreover, Morrey’s lemma implies that the
exponent of Hölder continuity is exactly min{1 − n/p,2 − n/q}. Indeed, the Hölder continuity of essentially bounded weak
solutions to problems like (1.1) is the essence of the celebrated De Giorgi–Nash (cf. [2,8]) breakthrough. What is the feature
of our result, apart from the higher integrability of the gradient, is the explicit expression of the Hölder exponent in terms
of p and q. The proof of the higher gradient integrability for each solution to (1.1) relies on the regularity theory of weak
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upon interpolation of bootstrapping techniques, and the controlled growth assumptions play a crucial rôle in that approach. In
this sense, the controlled growth of the terms ai(x, z) and a(x, z, ξ), and especially the r-gradient growth of a(x,u, Du), is
almost optimal in order to get higher integrability of the gradient. Actually, gradient growth greater than (n + 2)/n tolerates
unbounded W 1,2-weak solutions as shows the function u(x) := |x| r−2r−1 /∈ L∞ , n+2n < r < 2, which is a W 1,2-weak solution of
the equation u = C |Du|r in the unit ball of Rn . The case a(x, z, ξ) = O(ϕ2(x) + |z|s + |ξ | n+2n ) is more delicate and our
bootstrapping machinery does not apply. However, it was proved recently in [12] that each W 1,2loc (Ω)-weak solution to a
problem like (1.1) with r = (n + 2)/n is locally Hölder continuous function with exactly the same exponent as the one here
obtained, and this rises hope that our global regularity result will be valid also in the limit case r = (n + 2)/n.
Section 5 proposes some suﬃcient conditions ensuring W 1,20 (Ω)-weak solvability of (1.1). Some of these are weaker than
the controlled growth assumptions for what concerns the z-growth in ai(x, z) and a(x, z, ξ), another are more restrictive
because impose a kind of “z-sign condition” of a(x, z, ξ). The weak solvability is then achieved by deriving L∞(Ω)- and
W 1,2(Ω)-a priori estimates for all eventual solutions to (1.1) and employing the Galerkin method.
2. Assumptions and main result
In what follows, we suppose Ω is a bounded domain in Rn , n  2, with C1-smooth boundary ∂Ω . The Sobolev space
of once weakly differentiable functions u : Ω → R belonging to Lp(Ω) together with the gradient Du is denoted by
W 1,p(Ω) and the standard summation convention is adopted on the repeated indices which vary from 1 to n. Suppose
the Carathéodory functions aij(x, z), ai(x, z) : Ω ×R → R and a(x, z, ξ) : Ω ×R×Rn → R satisfy the following conditions:
• Uniform ellipticity: There exists a constant λ > 0 such that
λ|η|2  aij(x, z)ηiη j  λ−1|η|2, aij(x, z) = a ji(x, z) (2.1)
for almost all (a.a.) x ∈ Ω , ∀z ∈ R, ∀η ∈ Rn . In particular, aij(x, z) ∈ L∞(Ω ×R) with ‖aij‖L∞(Ω×R)  λ−1.
• Local uniform continuity of ai j with respect to z, uniformly in x: For each M > 0 there exists a positive and non-decreasing
function ωM such that limt↓0 ωM(t) = 0 and∣∣aij(x, z) − aij(x, z′)∣∣ωM(|z − z′|) (2.2)
for a.a. x ∈ Ω , ∀z ∈ [−M,M].
• VMO regularity of ai j(x, z) with respect to x, locally uniformly in z: For each M > 0
lim
r↓0
(
sup
|z|M
sup
0<ρr
sup
x∈Ω
1
|Ωρ,x|
∫
Ωρ,x
∣∣∣∣aij(y, z) − 1|Ωρ,x|
∫
Ωρ,x
ai j(y′, z)dy′
∣∣∣∣dy
)
= 0 (2.3)
where Ωρ,x = {y ∈ Ω: |y − x| < ρ} and |Ωρ,x| is the Lebesgue measure of Ωρ,x .
• Controlled growth conditions: For a.a. x ∈ Ω and all (z, ξ) ∈ R×Rn one has2
∣∣ai(x, z)∣∣Λ(ϕ1(x) + |z|t), t < n
n − 2 , (2.4)∣∣a(x, z, ξ)∣∣Λ(ϕ2(x) + |z|s + |ξ |r), s < n + 2
n − 2 , r <
n + 2
n
, (2.5)
with Λ = const > 0, ϕ1 ∈ Lp(Ω), p > n; ϕ2 ∈ Lq(Ω), q > n/2. If n = 2, t and s could be arbitrary positive numbers and
r any positive number less than 2.
Deﬁnition 2.1. Let m ∈ [2, p]. A function u ∈ W 1,m0 (Ω) is called a weak solution to the Dirichlet problem (1.1) if
L(u,ϕ) :=
∫
Ω
(
aij
(
x,u(x)
)
D ju(x) + ai
(
x,u(x)
))
Diϕ(x)dx−
∫
Ω
a
(
x,u(x), Du(x)
)
ϕ(x)dx = 0 (2.6)
for each ϕ ∈ W 1,m′0 (Ω) where m′ =m/(m−1). Indeed, assumptions (2.1), (2.4) and (2.5) ensure convergence of the integrals
appearing in (2.6) provided the exponent m is such that
m ∈
{ [2,min{p, nqn−q }] if q < n,
[2, p] if q n.
2 The growth r in the assumption (2.5) could be any non-negative number less than (n + 2)/n. In fact, applying the Young inequality we may suppose,
without loss of generality, that r 1, or even r r0 for some r0 < (n + 2)/n. The same holds for the exponents t and s as well. In the sequel we will use
that fact without explicit reference.
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q∗ =
{ nq
n−q if q < n,
arbitrary large number 1 if q n.
(2.7)
The main result of the paper is the following
Theorem 2.2. Assume (2.1)–(2.5) and let u ∈ W 1,20 (Ω) be a weak solution to the problem (1.1). Then
u ∈ W 1,m0 (Ω) with m = min
{
p,q∗
}
(2.8)
and there exists a constant C depending on n, λ, Λ, p, q, r, s, t, ‖ϕ1‖Lp(Ω) , ‖ϕ2‖Lq(Ω) , the regularity of ∂Ω , the Lebesgue measure |Ω|
and on ‖u‖W 1,2(Ω) , such that
‖u‖W 1,m(Ω)  C . (2.9)
Remark 2.3. Let us stress reader’s attention to the fact that Theorem 2.2 provides a regularity result, ensuring higher in-
tegrability of the gradient of any eventual W 1,2(Ω)-weak solution to (1.1) under the hypotheses (2.1)–(2.5). The reader is
forwarded to Section 5 for another set of conditions ensuring W 1,2(Ω)-weak solvability of (1.1).
As a consequence of the Sobolev imbedding theorem and the Morrey lemma, Theorem 2.2 implies Hölder regularity of
the weak solutions to (1.1).
Corollary 2.4. Each W 1,20 (Ω)-weak solution u of (1.1) is globally Hölder continuous function in Ω . Precisely, u ∈ C0,γ (Ω) with
γ = min{1− n/p,2− n/q}.
3. Auxiliary results
For the sake of completeness we collect here some useful assertions which reﬁne known results. The ﬁrst one regards
representation of any Lebesgue integrable function as divergence of a suitable vector ﬁeld.
Lemma 3.1. Let q > 1 be arbitrary. For each f ∈ Lq(Ω) there exists a vector ﬁeld F : Ω → Rn, F(x) = (F 1(x), . . . , Fn(x)),
F ∈ (Lq∗ (Ω))n with q∗ given by (2.7) such that
f (x) = div(F(x)) a.a. x ∈ Ω.
Moreover,
‖F‖(Lq∗ (Ω))n  C(n,q, ∂Ω)‖ f ‖Lq(Ω). (3.1)
Proof. Extend f (x) as zero outside Ω and let
N f (x) =
∫
Ω
Γ (x− y) f (y)dy
be the Newtonian potential of f with the fundamental solution Γ (x − y) of the Laplace operator. It is well known (cf.
[4, Theorem 9.9]) that N f ∈ W 2,q(Ω), (N f (x)) = f (x) a.e. Ω and the Calderón–Zygmund inequality holds
∥∥D2(N f )∥∥Lq(Ω)  C(n,q, ∂Ω)‖ f ‖Lq(Ω).
The claim of Lemma 3.1 then follows by the setting
F(x) := D(N f (x))= grad(N f (x))
and applying the Sobolev imbedding theorem. 
Consider the Dirichlet problem for linear divergence form elliptic equations
{
Di
(
Aij(x)D ju
)= f (x) + div(f(x)) in Ω, (3.2)
u = 0 on ∂Ω.
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and Ω is a bounded domain. If f , f i ∈ L2(Ω) then there exists a unique weak solution u ∈ W 1,20 (Ω) of (3.2) (see
[4, Theorem 8.3]) which satisﬁes
‖u‖W 1,2(Ω)  C
(‖ f ‖L2(Ω) + ‖f‖(L2(Ω))n).
Assuming the coeﬃcients of (3.2) only measurable and essentially bounded functions, the increasing of the degree of
Lebesgue integrability of f and f does not imply, in general, increasing of the integrability degree of Du as explicit ex-
amples show (cf. [7]). However, some minimal regularity of the coeﬃcients Aij ensures that regularizing effect. In fact, it
was proved by Di Fazio [3] in the case f ≡ 0, that Aij ∈ VMO∩ L∞ , Aij = A ji and ∂Ω ∈ C1,1 are suﬃcient conditions ensuring
well-posedness of (3.2) in W 1,p0 (Ω) for all f ∈ (Lp(Ω))n and all p ∈ (1,∞). In particular, u ∈ W 1,p0 (Ω) and f ∈ (Lq(Ω))n with
q > p imply u ∈ W 1,q0 (Ω). These results were later extended by Qafsaoui and Auscher [11] to the case of non-symmetric
divergence form operators over C1-smooth domains and, more recently, by Byun to the case of domains Ω with boundaries
given locally by Lipschitz continuous functions with small Lipschitz constant and for Aij belonging to the space of functions
with small BMO norms (which contains VMO as a proper subspace).
As essence of these results suﬃcient for our considerations is the following
Lemma 3.2. Assume Ω is a bounded domain in Rn, n  2, with C1-smooth boundary and let {Aij(x)}ni, j=1 be a real, symmetric and
uniformly elliptic matrix of measurable entries belonging to VMO(Ω) ∩ L∞(Ω).
Then the Dirichlet problem
{
Di
(
Aij(x)D ju + f i(x)
)= f (x) in Ω,
u = 0 on ∂Ω (3.3)
is uniquely solvable in W 1,m0 (Ω) for all f = ( f 1, . . . , f n) ∈ (Lp(Ω))n, f ∈ Lq(Ω) with arbitrary p,q ∈ (1,∞), and where m =
min{p,q∗}. Moreover,
‖Du‖Lm(Ω)  C
(‖f‖(Lp(Ω))n + ‖ f ‖Lq(Ω)) (3.4)
with a constant C depending on n, p, q, the ellipticity constant and the L∞-norms of Aij , their VMO-moduli, ∂Ω and |Ω|.
Proof. According to Lemma 3.1, there is a vector-valued function F ∈ (Lq∗ (Ω))n such that f (x) = div(F(x)) a.e. Ω . This
rewrites the equation in (3.3) as
Di
(
Aij(x)D ju
)= div(F− f) in Ω
with F − f ∈ Lmin{p,q∗}(Ω) and the claim follows directly from [11, Theorem 1], or from [1, Theorem 1.5] since VMO ⊂
smallBMO and because ∂Ω ∈ C1 implies that ∂Ω is locally Lipschitz continuous with small enough Lipschitz constant. 
4. Higher integrability of the gradient
To prove our main result, Theorem 2.2, we will derive ﬁrst of all global boundedness of the W 1,20 (Ω)-weak solution to
the problem (1.1).
Lemma 4.1 (Global boundedness). Under the hypotheses (2.1), (2.4) and (2.5), the W 1,20 (Ω)-weak solution of (1.1) is globally bounded.
Precisely, there is a constant M = M(n, λ,Λ, p,q, t, r, s, |Ω|,‖ϕ1‖Lp(Ω),‖ϕ2‖Lq(Ω),‖u‖W 1,2(Ω)) such that
‖u‖L∞(Ω) = sup
x∈Ω
∣∣u(x)∣∣ M. (4.1)
Proof. We will show that (2.1), (2.4) and (2.5) imply
(
aij(x, z)ξ j + ai(x, z)
)
ξi  ν|ξ |2 − μ1|z|α − |z|2ϕ3(x), (4.2)
a(x, z, ξ)z μ|ξ |2 + μ1|z|α + |z|2ϕ3(x) (4.3)
for a.a. x ∈ Ω , all z ∈ R with |z|  1 and all ξ ∈ Rn , where 0 < μ < ν , α ∈ (2,2n/(n − 2)) as n > 2 and α ∈ (2,∞) when
n = 2, and ϕ3 ∈ Lq1 (Ω) with q1 > n/2.
Let us concentrate on the case n > 2 and set α := max{2t, s + 1, 22−r }. It is clear from (2.4) and (2.5) that α < 2nn−2 .
Successive applications of the Young inequality (ab εap + ε−q/pbq , ∀ε > 0, 1/p + 1/q = 1) and (2.4) give
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∣∣ai(x, z)∣∣|ξ |Λ(|ξ ||z|t + |ξ |ϕ1(x))
Λ
(
ε|ξ |2 + C(ε)|z|2t + C(ε)ϕ21(x)
)
 εΛ|ξ |2 + C(ε,Λ)|z|α + C(ε,Λ)|z|2ϕ21(x)
for a.a. x ∈ Ω , all z ∈ R with |z| 1 and all ξ ∈ Rn . This way, choosing ε = 2−1λΛ−1 and employing (2.1) we arrive at
(
aij(x, z)ξ j + ai(x, z)
)
ξi 
λ
2
|ξ |2 − C1(λ,Λ)|z|α − |z|2C1(λ,Λ)ϕ21(x). (4.4)
Similarly, making use of (2.5), we have for |z| 1 that
a(x, z, ξ)z 
∣∣a(x, z, ξ)∣∣|z|Λ(|ξ |r |z| + |z|s+1 + |z|ϕ2(x))
Λ
(
ε|ξ |2 + ε− r2−r |z| 22−r + |z|s+1 + |z|2ϕ2(x)
)
 εΛ|ξ |2 + C(ε,Λ)|z|α + Λ|z|2ϕ2(x).
We choose now ε = 4−1λΛ−1 in order to get
a(x, z, ξ)z  λ
4
|ξ |2 + C2(λ,Λ)|z|α + Λϕ2(x)|z|2. (4.5)
The desired inequalities (4.2) and (4.3) follow from (4.4) and (4.5) with ν = λ/2, μ = λ/4, μ1 = max{C1(λ,Λ),C2(λ,Λ)}
and
ϕ3(x) = max
{
C1(λ,Λ)ϕ
2
1(x),Λϕ2(x)
} ∈ Lq1(Ω), q1 = min{p/2,q} > n/2.
With (4.2) and (4.3) at hand, we invoke [5, Chapter IV, Theorem 7.1] in order to obtain global essential boundedness of
u in terms of the data of the problem and of the norm ‖u‖Lq′ (Ω) with q′ ∈ ((α − 2) n2 , 2nn−2 ) which is anyway bounded by
‖u‖W 1,2(Ω) as it follows from the Sobolev imbedding theorem. This completes the proof of (4.1) in the case n > 2.
If n = 2 the same arguments apply, having in mind that r could be any positive exponent strictly less than 2 while t and
s are arbitrary positive numbers. The details are left to the reader. 
Remark 4.2. It is worth noting that the bound (4.1) is not an a priori estimate for the weak solutions of (1.1) because of
the dependence on ‖u‖W 1,2(Ω) . Anyway, it suﬃces to get higher integrability for the gradient of the ﬁxed W 1,20 (Ω)-weak
solution to (1.1) under hypotheses (2.1), (2.4) and (2.5). We forward the reader to Section 5 with regard to another, more
restrictive structure conditions on the data ensuring a priori estimate in W 1,2(Ω) ∩ L∞(Ω) for each weak solution (1.1).
Turning back to the proof of Theorem 2.2 and employing (4.1), (4.2), (2.4), (2.5) and r < 2, it is clear that
(
aij(x, z)ξ j + ai(x, z)
)
ξi  ν|ξ |2 − μ
(|z|)(1+ ϕ3(x)), (4.6)(∣∣aij(x, z)∣∣|ξ | + ∣∣ai(x, z)∣∣)(1+ |ξ |), ∣∣a(x, z, ξ)∣∣μ(|z|)(ϕ3(x) + |ξ |2) (4.7)
when |z| M with a non-decreasing and positive function μ(|z|).
It follows from [5, Chapter IV, Theorem 1.1] that the W 1,2(Ω)-weak solution to (1.1) is Hölder continuous function in Ω .
Precisely, there exist an exponent β = β(M, ∂Ω) ∈ (0,1) and a positive constant K = K (M, ∂Ω) such that
sup
x,y∈Ω
|u(x) − u(y)|
|x− y|β  K .
We employ now (2.2) and (2.3) and invoke our result from [9, Lemma 2.1] (see also [6, Lemma 2.6.2] or [10, Lemma 1]) in
order to conclude that
Aij(x) := aij(x,u(x)) ∈ VMO(Ω) ∩ L∞(Ω)
with VMO-modulus of the composition Aij bounded in terms of M , ωM(M) and λ.
With the ﬁxed solution u ∈ W 1,20 (Ω) of (1.1), we set
f i(x) := ai(x,u(x)), f (x) := a(x,u(x), Du(x)) a.a. x ∈ Ω
and let F(x) be the vector ﬁeld from Lemma 3.1 corresponding to f (x). Then the problem (1.1) can be rewritten as{
Di
(
Aij(x)D ju + f i(x)
)= f (x)(= div(F(x))) in Ω, (4.8)
u = 0 on ∂Ω
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Lemma 4.1 and the controlled growth conditions (2.4) and (2.5), we have
∣∣ f i(x)∣∣= ∣∣ai(x,u(x))∣∣ C(M)(1+ ϕ1(x)), (4.9)∣∣ f (x)∣∣= ∣∣a(x,u(x), Du(x))∣∣ C(M)(1+ ∣∣Du(x)∣∣r + ϕ2(x)), (4.10)
where r < n+2n , ϕ1 ∈ Lp(Ω), p > n, ϕ2 ∈ Lq(Ω), q > n/2 and the constant C depends on M from (4.1).
We are going to derive the higher integrability of the gradient Du as claimed in Theorem 2.2, combining the regularizing
result from Lemma 3.2 applied to (4.8) with a procedure based on bootstrap interpolation arguments.
To start with, note that u ∈ W 1,2(Ω) implies |Du|r ∈ L2/r(Ω) and therefore (4.10) yields
f ∈ Lq1(Ω), q1 = min
{
2
r
,q
}
.
We have f i ∈ Lp(Ω) from (4.9) and since u ∈ W 1,2(Ω), Lemma 3.2 applied to (4.8) gives u ∈ W 1,m1 (Ω), that is,
Du ∈ Lm1(Ω), m1 = min
{
p,q∗1
}
. (4.11)
It is not hard to see that (2.8) is immediate when either q  2/r or 2/r  n since in both cases we have q∗1 = q∗ and thus
m1 = min{p,q∗}. In fact, q  2/r yields q1 = q whence q∗1 = q∗ . If instead 2/r  n then either q1 = q and we are done, or
q1 = 2/r that implies q > 2/r  n and q∗1 = (2/r)∗ = q∗ once again. Therefore, the remaining case to be considered is 2/r < q
and 2/r < n, that is,
q1 = 2
r
< n.
Straightforward calculations imply q∗1 = (2/r)∗ = 2nnr−2 and m1 = min{p, 2nnr−2 }. If m1 = p we get immediately (2.8) because
q∗1 = (2/r)∗ < q∗ . Otherwise, (4.11) reads
Du ∈ L 2nnr−2 (Ω).
Arguing as above, we have |Du|r ∈ L 2nnr2−2r (Ω) and (4.10) yields
f ∈ Lq2(Ω), q2 = min
{
2n
nr2 − 2r ,q
}
,
whence
Du ∈ Lm2(Ω), m2 = min
{
p,q∗2
}
(4.12)
as a consequence of f i ∈ Lp(Ω) and Lemma 3.2 applied to (4.8).
The cases q 2n
nr2−2r or
2n
nr2−2r  n complete immediately the proof of Theorem 2.2 since q
∗
2 = q∗ as above, and therefore
the essential situation to study is
2n
nr2 − 2r < q and
2n
nr2 − 2r < n, that is, q2 =
2n
nr2 − 2r < n.
One has q∗2 = ( 2nnr2−2r )∗ = 2nnr2−2r−2 < q∗ , m2 = min{p, 2nnr2−2r−2 } and (2.8) follows if m2 = p in view of q∗2 < q∗ . Otherwise,
m2 = 2nnr2−2r−2 and (4.12) reads
Du ∈ L 2nnr2−2r−2 (Ω).
Iterate k times that procedure in order to get
f ∈ Lqk (Ω), qk = min
{
2n
nrk − 2rk−1 − 2rk−2 − · · · − 2r ,q
}
and
Du ∈ Lmk (Ω), mk = min
{
p,q∗k
}
(4.13)
through f i ∈ Lp(Ω), (4.8) and Lemma 3.2.
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2n
nrk − 2rk−1 − 2rk−2 − · · · − 2r  n. (4.14)
Proof. Note that (4.14) is equivalent to
nrk − 2rk−1 − 2rk−2 − · · · − 2r − 2 0 (4.15)
for the ﬁxed exponent r ∈ [1, n+2n ) from (2.5) (see (4.10) as well) and some k ∈ N to be appropriately chosen.
In case r = 1, (4.15) takes on the form n− 2k 0 and it is suﬃcient to choose k to be the smallest integer  n/2. When
r ∈ (1, n+2n ), (4.15) becomes
rk[nr − (n + 2)] + 2
r − 1  0. (4.16)
Now r ∈ (1, n+2n ) implies nr − (n + 2) < 0 while limk→+∞ rk = +∞ and therefore (4.16) holds for appropriate value of k. In
fact, taking k to be the smallest integer k log 2n+2−nr log
−1 r we get (4.16) whence (4.15). 
With Proposition 4.3 at hand, it is easy to complete the proof of Theorem 2.2. In fact, turning back to (4.13) and choosing
k as Proposition 4.3 suggests we note that qk = q would give q∗k = q∗ whence (2.8). Otherwise, qk = 2nnrk−2rk−1−···−2r  q and
(4.14) yields q n whence q∗k = q∗ once again.
The estimate (2.9) follows from the bounds (3.4), (3.1) and (4.1).
5. W 1,2(Ω)-weak solvability
Although the main goal of the article is Hölder regularity of the W 1,20 (Ω)-weak solutions to the problem (1.1), we will
present here some suﬃcient conditions ensuring existence of such solutions. These are more general than (2.4) and (2.5)
for what concerns the growth of the coeﬃcients with respect to z and, at the same time, more restrictive regarding the
structure of the nonlinear terms because ask for a sort of “sign condition” of a(x, z, ξ) in z. Precisely, suppose:
• There exist a constant λ′ < λ and non-negative functions a1,a2,b0 ∈ Lp′(Ω); b1,b2 ∈ Lp′/2(Ω) with p′ > n such that
{
ai(x, z)ξi −λ′|ξ |2 − a21(x)|z|2 − a22(x),
a(x, z, ξ).sign z b0(x)|ξ | + b1(x)|z| + b2(x)
(5.1)
for a.a. x ∈ Ω , ∀z ∈ R, ∀ξ ∈ Rn .
• For a.a. x ∈ Ω and all (z, ξ) ∈ R×Rn one has
⎧⎨
⎩
∣∣ai(x, z)∣∣ ν(|z|).ψ1(x), ψ1 ∈ L2(Ω),∣∣a(x, z, ξ)∣∣ ν(|z|)(ψ2(x) + |ξ |r), r < n + 2
n
, ψ2 ∈ L2(Ω),
(5.2)
with a non-decreasing and positive function ν .
We will show that the hypotheses (2.1), (5.2) and (5.1) ensure weak solvability of the Dirichlet problem (1.1) in W 1,20 (Ω)
through suitable a priori estimates for any eventual weak solution to (1.1) and the Galerkin method.
Proposition 5.1 (L∞(Ω)-a priori estimate). Assume (2.1) and (5.1) and let u ∈ W 1,20 (Ω) be a weak solution of (1.1). Suppose further
that either
(A) b1 = 0 and either b0 or a1 = 0; or
(B) ‖a21 + b20 + b1‖Ln/2(Ω) < (ωn)2/n with ωn = 2π
n/2
nΓ (n/2) being the volume of the unit ball in R
n.
Then
‖u‖L∞(Ω) = sup
x∈Ω
∣∣u(x)∣∣ M ′ (5.3)
where the constant M ′ depends on n, λ, λ′ , p′ , |Ω|, ‖a1‖ p′ , ‖a2‖ p′ , ‖b0‖ p′ , ‖b1‖ p′/2 and ‖b2‖ p′/2 .L (Ω) L (Ω) L (Ω) L (Ω) L (Ω)
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([4, Theorem 10.9] in case of (A) and [4, Theorem 10.10] if (B) holds) and the concluding remarks in [4, Chapter 10]
regarding the integrability requirements for the functions ai and bi . We should only point out that by means of the absolute
continuity of the Lebesgue integral, given the functions a1, b0 and b1 in Ω the hypothesis (B) will be veriﬁed if additionally
the Lebesgue measure of Ω is small enough. 
The L∞-a priori estimate (5.3) together with (2.1) and the growth assumptions (5.2) imply coercivity of the form deﬁned
by (2.6). Namely,
Proposition 5.2 (W 1,2(Ω)-a priori estimate). Under the hypotheses (2.1), (5.1) and (5.2) there exist positive constants C1 and C2
such that
L(w,w) C1‖Dw‖2L2(Ω) − C2 (5.4)
for each function w ∈ W 1,20 (Ω) ∩ L∞(Ω). In particular,
‖Du‖L2(Ω)  C (5.5)
for each weak solution u ∈ W 1,20 (Ω) to the Dirichlet problem (1.1) with C depending on the same quantities as M ′ in (5.3) and on‖ψ1‖L2(Ω) and ‖ψ2‖L2(Ω) in addition.
Proof. To prove (5.4) we take ϕ = w as a test function in (2.6). It follows from the uniform ellipticity condition (2.1) that∫
Ω
aij(x,w)D jwDiw dx λ‖Dw‖2L2(Ω).
Further, setting M0 := ‖w‖L∞(Ω) and applying (5.2), the Hölder and the Young inequalities, we get∫
Ω
∣∣ai(x,w)∣∣|Diw|dx ν(M0)(ε‖Dw‖2L2(Ω) + ε−1‖ψ1‖2L2(Ω)
)
and ∫
Ω
∣∣a(x,w, Dw)∣∣|w|dx M0ν(M0)(‖ψ2‖L2(Ω)|Ω|1/2 + ‖Dw‖rL2(Ω)|Ω| 2−r2
)
 M0ν(M0)
(‖ψ2‖L2(Ω)|Ω|1/2 + ε‖Dw‖2L2(Ω) + ε− r2−r |Ω|
)
with arbitrary ε > 0. This way,
L(w,w) (λ − εν(M0)(1+ M0))‖Dw‖2L2(Ω) − C
(
ε,M0, r, |Ω|,‖ψ1‖L2(Ω),‖ψ2‖L2(Ω)
)
and (5.4) follows by choosing ε = λ2ν(M0)(1+M0) . To get (5.5) we recall that L(u,u) = 0 for each weak solution u ∈ W
1,2
0 (Ω)
to (1.1). Proposition 5.1 ensures u ∈ L∞(Ω) and (5.4) yields ‖Du‖2
L2(Ω)
 C2/C1. 
Having in mind Propositions 5.1 and 5.2, it is a routine to get weak solvability in W 1,20 (Ω) of the Dirichlet problem (1.1).
In fact, it suﬃces to apply the Galerkin procedure as done in [5, Chapter IV, § 9]. Precisely, Theorem 9.2 of [5, Chapter IV]
yields
Proposition 5.3 (W 1,20 (Ω)-weak solvability of (1.1)). Assume (2.1), (5.1) and (5.2). Then the Dirichlet problem (1.1) possesses a weak
solution W 1,20 (Ω) ∩ L∞(Ω) which satisﬁes the estimate
‖u‖W 1,2(Ω) + ‖u‖L∞(Ω)  C
and the constant C depends on n, λ, λ′ , p′ , |Ω|, ‖a1‖Lp′ (Ω) , ‖a2‖Lp′ (Ω) , ‖b0‖Lp′ (Ω) , ‖b1‖Lp′/2(Ω) , ‖b2‖Lp′/2(Ω) , ‖ψ1‖L2(Ω) and‖ψ2‖L2(Ω) .
It is worth noting that the assumptions (2.1), (5.1) and (5.2) do not imply, in general, uniqueness for the Dirichlet prob-
lem (1.1). However, some additional conditions on the data of (1.1) ensure the unique solvability. For instance, the weak
solution of (1.1) will be unique one if the coeﬃcients aij(x, z), ai(x, z) and the term a(x, z, ξ) are Lipschitz continuous func-
tion with respect to (z, ξ) with a(x, z, ξ) non-increasing in z and either aij and ai are independent of z, or a is independent
of ξ (cf. [4, Theorem 10.7] and [9, Theorem 1.4]).
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The growths with respect to |z| as asked in (2.4) and (2.5) are suﬃcient, and in some content also necessary (see
[5, Chapter I]), to ensure convergence of the integrals involved in (2.6). A careful look at the proof of Theorem 2.2, however,
shows that once having a bound for ‖u‖L∞(Ω) , the asymptotic behaviours of the nonlinear terms with respect to |z| is of
no matter for what concerns the higher integrability of the gradient (cf. (4.9) and (4.10)). In other words, since (2.1) and
(5.1) lead to (5.3) through Proposition 5.1, while (5.3) and (2.4)–(2.5) ensure (5.2), we have the following outgrowth of
Proposition 5.3 and Theorem 2.2:
Corollary 6.1. Assume (2.1)–(2.5) and (5.1). Then the Dirichlet problem (1.1) possesses a weak solution u ∈ W 1,m0 (Ω) with m =
min{p,q∗}, which satisﬁes the estimate
‖u‖W 1,m(Ω) + ‖u‖L∞(Ω)  C
and C is independent of u.
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