Question: The community-weighted mean (CWM) approach is an easy way of analysing trait-environment association by regressing (or correlating) the mean trait per plot against an environmental variable and assessing the statistical significance of the slope or the associated correlation coefficient. However, the CWM approach does not yield valid tests, as random traits (or random indicator values) are far too often judged significantly related to the environmental variable, even when the trait and environmental variable are extrinsic to (not derived from) the community data.
| INTRODUC TI ON
The community-weighted mean (CWM) approach is perhaps the most popular way to assess how individual traits and individual environmental variables correlate and how this link is relevant to the process of community assembly (see Kleyer et al., 2012; McGill, Enquist, Weiher, & Westoby, 2006) . The CWM approach takes averages of traits of species that are present in each of n plots (communities), possibly weighted by species abundance (Figure 1) , and correlates the resulting trait means to one or more environmental variables that characterize the communities (Figure 2a) . However, the CWMbased correlation can be unduly variable (see Supporting information Appendix S1 for an extreme example) and presents major issues with statistical testing (Peres-Neto, . The problem occurs in both the parametric and permutation test versions of the CWM approach. Also, the statistic is too sensitive to only a few species contributing to the correlation between trait and environment.
For example, "yellow coloured flowers" may be more predominant in highly fertilized soils than in unfertilized soils just because a single species (e.g. dandelion) responds positively to fertilization of plots regardless of how plant species with flowers other than yellow respond to fertilization (Šmilauer & Lepš, 2014) . This artificial example suggests that a species-level approach is also required as follows: it should require more than just one species to influence trait-environment correlations.
A species-level approach has also been suggested using the average environment value across all plots in which the species is present, again possibly weighted by abundance (Figure 1 ; Kleyer et al., 2012 ). The resulting means are then correlated to species traits (Figure 2b ), which we refer to here as the species' niche centroids (SNC) approach (Peres-Neto, . Ackerly, Knight, Weiss, Barton, and Starmer (2002) applied both the plot-level and the species-level approach and found they may generate different results and corresponding interpretations. Figure 2 
F I G U R E 1
The data needed to assess the trait-environment association (abundance data table L on the abundances of species across plots, values for environmental variable e and functional trait t) and derived statistics (CWM c and species niche centroids u) where R = diag(r) and K = diag(k), i.e. diagonal matrices, with the plot weights and species weights on the main diagonal, respectively. The size of circles (black for species, white for plots and grey for species-plot combination) is proportional to the abundances F I G U R E 2 Regression analyses of the CWM of lateral spread on snowmelt day (a) and SNC of snowmelt day on lateral spread (b) in the aravo data set of the R package ade4 (black circles for species, white circles for plots), showing that the significance of the one regression does not imply significance of the other (p stands for p-value) and that even the signs of the Pearson correlations (r) may differ between analyses. The max test results in a p-value of 0.7152 (the maximum of the two p-values). The data thus provide no evidence for association between lateral spread and snowmelt day (R code of this example in Supporting information Appendix S7) 
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TER BRAAK ET Al. demonstrates this issue in the aravo data available in the R package ade4 (Choler, 2005; Dray & Dufour, 2007) : the mean lateral spread of plants is positively correlated with the snowmelt day along the snowmelt gradient ( Figure 2a) . However, at the species level, there is no such correlation: the mean melt day of plants is not related to their lateral spread; the correlation coefficient is even slightly negative ( Figure 2b ). This raises the question of how to combine the results of the plot-level approach and the species-level approach into one unique and logical answer. Zelený and Schaffers (2012) Wildi (2016) . Wildi (2016) pointed out that Zelený and Schaffers (2012) arguably considered an even more complex problem than we described in Figure 1 ; they related the mean indicator values to groups or gradients derived by cluster analysis and ordination, respectively. These groups or gradients were derived from the abundance data table (L in Figure 1 ), and therefore, it would have been surprising if they were not correlated to the mean indicator value that is also derived from L ( Figure 1 ). Hawkins et al. (2017) referred to this case as relating two intrinsic variables. However, whereas the mean indicator value is "intrinsic," the indicator value itself is not (Wildi, 2016) . The null hypothesis considered by Zelený and Schaffers (2012) was simpler, namely that the indicator value is unrelated to species abundances. To test this null hypothesis, they proposed a "modified permutation test" (Zelený & Schaffers, 2012; Hawkins et al., 2017 ; hereafter referred as to the ZS-modified test).
Inspired by a preprint (Zelený, 2016) , we investigated in this paper whether their modified permutation test works in the context of trait-environment relationships (two extrinsic variables). In the ZSmodified permutation test, significance is assessed by a permutation test in which the indicator values (i.e. trait values in our case) are permuted among species and the test statistic is the CWM-based correlation ( Figure 3 ). The test thus combines species-based permutation with a plot-level test statistic.
An alternative to these approaches is the fourth-corner correlation (Figure 3 ), which calculates a (weighted) Pearson's correlation between a standardized trait and environmental variable using the community table (abundance or presence-absence) as weight matrix (Dray et al., 2014; Legendre, Galzin, & Harmelin-Vivien, 1997 ).
The fourth-corner correlation uses all the plot-species combinations ( Figure 3 ) and so avoids the issue that the plot-and species-level correlations are unequal or even different in sign. In this study, we complement their study with a max test in which the CWM correlation is used for the plot-level test and the SNC correlation is used in the species-level test.
The results of the simulation study by Peres-Neto et al. (2017) suggest an unpleasant property of the modified test of Zelený and Schaffers (2012) . The ZS-modified test is identical to the specieslevel test using the CWM-based correlation and, from Figure 3a The fourth-corner and ZS-modified test are both permutation tests and these become slow if large numbers of permutations are required, particularly in cases with multiple traits and multiple environmental variables (Dray et al., 2014) . When many traits-environment correlations are tested in the same study, some form of correction for multiple testing is required to control the overall type I error rate, e.g. by Bonferroni correction or its improved form, Holm correction (Verhoeven, Simonsen, & McIntyre, 2005 on the environmental variable and the regression of species niche centroids (SNCs) on the trait (either using weighted or unweighted regression; Figure 3 ). We also show, through theory and simulation, how the ZS-modified test and the combination of CWM-and SNCbased tests (by permutation or parametric) relate to the fourthcorner approach and whether these tests control the type I error also when trait and environmental variables are not necessarily normal. The parametric max test based on two unweighted simple regressions is shown to be about equally or even slightly more powerful than the fourth-corner. This max test is immensely simpler than the GLM bootstrap approach of Warton, Shipley, and Hastie (2015) , equally powerful (ter Braak, 2017; ter Braak et al., 2017) and is also applicable when multiple trait measurements are taken per plot.
| THEORY AND ME THODS

| Combining CWM-and SNC-based regressions
For simplicity of notation, we consider one environmental variable e with values [e i ] (i = 1,…, n) for n plots and one trait t with values F I G U R E 3 Methods examined and, when in grey, presented in the main text. All methods (except the ZS-modified test) consist of two tests (plot-level and species-level) that are combined by taken their maximum p-value (max test). All methods are based on a test statistic that is either a (weighted or unweighted) correlation (cor) or the slope of a (weighted or unweighted) linear regression model (lm). The size of circles (black for species, white for plots and grey for plot-species combination) is proportional to the abundances (equal sizes for unweighted statistics) species causes the correlation to flip from +1 to −1. As such, the CWM-based correlation is not suited to measure the strength of the trait-environment association. Moreover, the CWM approach alone is not sufficient to generate valid tests on trait-environment associations. It must be extended with a species-level approach, for example, the SNC approach.
In the SNC-approach, the average environment in which species occur, weighted by their abundance values, is calculated first (Ackerly et al., 2002; ter Braak & Looman, 1986) :
where l +j is the sum of all abundances for species j and K is an S×S diagonal matrix with the species total abundances l +1 , l +2 ,…, l +S on the main diagonal ( Figure 1 ). Second, the averaged environment values are plotted against the trait, a regression line is fitted through the points (in formula notation, u ~ t) and the corresponding correlation coefficient is calculated (Figures 2b, 3 and Supporting information Appendix S1). A strong and significant correlation suggests that the environmental means are associated in a non-random way with the trait, but this does not yet demonstrate the trait-environment association (Šmilauer & Lepš, 2014 Figure 3 , where lm stands for linear model as in the R computing environment) is a max test in the sense of ter Braak et al. (2012) and controls the type I error rates, provided each individual test controls the type I error.
Note that "control" means here that the rejection rate of the null hypothesis of no association using this test is less than or equal to the nominal level of the test when there is in fact no association (ter Braak et al., 2012) .
| Relation to the fourth-corner correlation and the ZS-modified test
The CWM-and SNC-based correlations in the previous section are unweighted Pearson's correlations and do not always have the same sign as in the example shown in Figure 2 . In contrast, the weighted CWM-and SNC-Pearson's correlations, with the abundance totals for plots and for species, respectively, as weights, always have the same signs and can be directly linked to the fourth-corner correlation. These weighted correlations are indeed proportional to the fourth-corner correlation .
For the CWM-based weighted correlation, the proportionality described above with the fourth-corner correlation does not depend on the environmental variable e. In fact, a series of permutations of the environmental values generates a set of CWM-based weighted correlations and fourth-corner correlations that are proportional.
Consequently, the plot-based permutation tests based on either test statistic (CWM-based weighted correlation or fourth-corner correlation) yields the same p-value. The same principle applies to the SNCbased weighted correlation. Its proportionality does not depend on the trait t, so that the species-based permutation tests on the SNCbased weighted correlation generates the same p-value as the one based on the fourth-corner correlation. We verified these mathematical equivalences in the simulation study. Additional details are provided in Supporting information Appendix S2.
In this study, we investigate whether these permutation tests can be replaced by parametric tests based on weighted linear regression without loss of type I error control and power. In Figure 3 ,
l ij e i ∕l +j or, in matrix notation, 
| Set-up of the simulation study
We considered a variety of models that link species abundances to traits and environmental variables to assess and contrast the different permutation and parametric tests. Abundance data were generated by three simulation models: one-dimensional and two- In the Gaussian models, the strength of the trait-environment association is determined by the correlations of the observed trait and environmental variables with the true single gradient (ρ t and ρ e , respectively) or, in the two-dimensional case, the two gradients (with the first gradient: (ρ t1 , ρ e1 ) and with the second gradient: (ρ t2 , ρ e2 )). In addition, the tolerance (niche width) along each gradient and the response distribution for the data play a role, expressed as in the simulation model as the maximum of the true species tolerances . In Gaussian models, there is a true association between the observed trait and environmental variable only when both ρ t and ρ e are non-zero in the one-dimensional model and, in the two-dimensional model, when both ρ t1 and ρ e1 and/or both ρ t2
and ρ e2 are non-zero. All parameters (ρ t1 , ρ e1 ) and the tolerances are varied using a grid of values so as to obtain a wide range of scenarios and associated powers.
In the log-linear model, the strength of the trait-environment association is determined by the regression coefficient associated with the interaction between the trait and environmental variable Note that Gaussian models with equal niche breadths among species can be expressed as log-linear models, but the Gaussian models with unequal niche breadths, as in this simulation study, cannot. Also, not all log-linear models can be easily expressed as equitolerance Gaussian models and the parameters, such as tolerance in the Gaussian models and regression coefficients in the log-linear models, require different ranges to generate realistic abundance values. The models therefore complement each other and, without further information, none is necessarily more realistic.
| Statistical analysis
Each simulated data set was analysed using a number of methods to detect associations between t and e, without using any true gradi- • (fourth-corner). The fourth-corner correlation (Dray & Legendre, 2008 ).
• (ZS-modified test). The CWM-based correlation (Pearson's correlation between CWMs and e) with species-based permutation only (Hawkins et al., 2017; Zelený & Schaffers, 2012) .
The two parametric methods are:
• (lm CWM/SNC). The plot-level test used the significance level of the slope of the regression of c~e and the species-level test used the significance level of the slope of the regression of u~t.
• (wlm CWM/SNC). As in linear regression, but using weighted regression. The weights are the plot and species total abundance (l i+ and l +j ) in the plot-level and species-level test, respectively.
In the methods based on simple linear regression, the significance level of the slope was obtained by the usual Student's t-test, with n − 2 and S − 2 df in the plot-and species-level tests, respectively.
Equivalently, the significance levels of the (weighted) Pearson correlations between c and e and between u and t could have been used.
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These approaches are thus the parametric versions of the cor CWM/ SNC method and the wcor CWM/SNC method, respectively (Figure 3) . Figure 4 shows the type I error rates of methods for the twodimensional Gaussian model across four scenarios in which the trait and the environmental variable were not related to the same dimension (gradient), so that there is no true trait-environment association.
| RE SULTS
When neither trait nor environmental variable was related to the true gradients of the model, (ρ e1 , ρ t2 ) = (0,0), the plot-and specieslevel test methods all had about correct type I error rates (the nominal level), except that the rate in the wlm CWM/SNC method is slightly above (p ≈ 0.061). The max test using weighted regression had a slightly inflated p- 
| D ISCUSS I ON
This study highlights, once again, but with more elaborate models than previous studies (ter Braak, 2017 the test in such an extension can still be parametric or whether it needs some kind of permutation or resampling (Lapointe & Garland, 2001; Wagner & Dray, 2015) . The unexpected result of our simulations was that the weighted linear regression approach mimicking the fourth-corner generated inflated type I error rates. This result makes it more likely that any standard weighted least squares approach that attempts to correct for spatial correlation and/or phylogeny will require resampling rather than permutation. In Supporting information Appendix S6, we introduce a very simple model in which weighted linear regression gives inflated type I error rates, and also propose a heuristic modification, based on Hill's effective number of occurrences (Hill, 1973) , to account for this. A linear mixed model for the trait-environment association that accounts for phylogeny was examined by Li and Ives (2017) and a related Bayesian model by Ovaskainen et al. (2017) .
The max test and the ZS-modified test were shown to be conservative in different scenarios. The max test is conservative (by design) in the scenario where neither the trait nor the environmental variable was important, whereas the ZS-modified test is conservative when the environmental variable is random, and even more conservative when trait and environment variable were related to different gradients (Figures 4 and 5 and Supporting information Appendix S5).
As a consequence, the ZS-modified test (Zelený & Schaffers, 2012) did not show type I error inflation in the latter scenario, whereas the max test showed moderate type I error inflation. The ZS-modified test lacks theoretical underpinning, but this empirical finding is a strong point in its favour. It comes at the cost of moderate-to-high loss in power (Figures 6 and 7, respectively) , however.
ter detected moderate type I error rate inflation in the max test using GLM for testing the trait-environment association. In this study, we showed similar problems using the fourth-corner and CWM-and SNC-based methods in both the loglinear model and the two-dimensional Gaussian model. In the twodimensional Gaussian model, the problematic scenario is when the trait is strongly related to one gradient and the environmental variable to a second gradient that is orthogonal to the first. In such a case, both trait and the environmental variable influence abundance but not via a common gradient. ter argued that trait-environment interaction is scale-and thus model-dependent.
Arguably, there is a trait-environment interaction in this scenario when viewed on any other scale than the log-linear scale. Our simulation results showed that the ZS-modified test is not vulnerable to these problems and, of the other tests, that the unweighted tests were the least affected.
In this study, the trait and the environmental variable are extrin- variable that is statistically significant, even when starting from random Ellenberg values, as Zelený and Schaffers (2012) and Wildi (2016) confirmed by simulation. The patterns of derived variables can be very intriguing (Hawkins et al., 2017) but are non-random by construction, so that statistical testing of the null hypothesis is not of interest (Wildi, 2016) . When traits and environmental variables are measured, instead of being constructed from the abundance data, the null hypothesis of trait and environment being unrelated is of interest. This study showed once again that valid statistical testing of this null hypothesis is non-trivial but can be achieved using the max test based on both a plot-level and a species-level test. Two tests are needed because there are two sources of randomness as both plots and species are statistical units (ter .
The fact that plots and species are two sources of randomness led Pollock, Morris, and Vesk (2012) and Jamil, Ozinga, Kleyer, and ter Braak (2013) to cast the problem of trait-environment analysis in terms of GLMM, in which both plots and species are treated as random factors. These advanced approaches can be used for pair-wise testing of single traits with single environmental variables, as considered in this study, but also allow multiple traits and environmental variables and selection of relevant traits and environmental variables. One question is whether the simple approaches of this study can be extended similarly. Bernhardt-Römermann et al. (2008) do so in the context of RLQ (Dolédec, Chessel, ter Braak, & Champely, 1996) and Peres-Neto et al. (2017) hint at extending single fourthcorner correlations to a multivariate regression approach. The logical endpoint of the latter is double-constrained correspondence analysis (Kleyer et al., 2012) , which is the natural regression extension of the fourth-corner correlation (ter Braak, 2017; ter Braak, Šmilauer, & Dray, 2018) and which is implemented in Canoco 5.1 (ter .
So far in the literature, trait means per community or plot (i.e. CWMs) were considered as the sole summary of the trait variation across plot. In addition, the within-plot trait variance can be studied, e.g. by relating it to the environment. Similarly, the environmental means per species (i.e. SNCs) were considered as the only summary of the environmental variation across species, but in addition the within-species environmental variance (niche breadth) can be studied further, e.g. by relating it to traits (ter  Supporting information Appendix S6). Further work is required to evaluate the performance of the procedures to test the link between trait and environment when variances are considered instead of means.
When multiple trait measurements are made per plot (instead of taking trait data from an existing database), there is also intraspecific trait variation in the data, which deserves further examination beyond the scope of this study. But for the question of trait-environment association, the methods of this study are still applicable and efficient. The reason for this is that, also with multiple trait measurements, the trait mean and trait variance values per plot are still natural numerical summaries that can be regressed on to the environmental variable in the plot-based analysis. In the speciesbased analysis, the environmental mean and variance per species (i.e. the SNC and niche breadth) can then be regressed on the trait means of species. The mathematical underpinning of these claims is analogous to that in Supporting information Appendix S6 of ter . Note that, in the case of multiple measurement, variance can be split into intra-and inter-species trait variance, a situation not covered by ter and requiring further study.
The conclusion of this study is that the combination of two simple regressions is a good alternative for the fourth-corner and the ZS-modified test when numerous tests need to be performed; their combination into a max test is powerful and fast; the resulting pvalue is not bounded from below by the number of permutations, so that the p-value can be usefully adjusted for the number of tests when correcting for multiple testing.
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