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Abstract
We present algorithms for explicit computation of one- and multi-dimensional periodic splines of
arbitrary order at triadic rational points and of splines of even order at dyadic rational points. These
algorithms use the direct and the inverse Fast Fourier transform (FFT) and the implementation is as fast
as the FFT. The algorithms are based on dyadic and triadic subdivision of splines. Interpolating and
smoothing splines are used for sample rate conversion such as upsampling of discrete-time signals and
digital images, which may be contaminated by noise. The performance of the spline based rate conversion
is compared with the performance of the prolate spheroidal wave functions based rate conversion.
Key words: Periodic splines, subdivision, interpolating splines, smoothing splines,sample rate conversion,
prolate spheroidal wave functions
1 Introduction
Splines are an important tool in approximation theory, computer aided geometric design and signal/image
processing. Splines have been designed by their samples at grid points. An important problem is how to
design explicitly splines of any order and how to achieve fast calculation of their values at internal points
between grid points. In the paper, we propose a fast and ecient scheme for computation of one- and multi-
dimensional periodic splines of any order at triadic rational points and of splines of even order at dyadic
rational points starting from their samples at equidistant grid points. The idea behind the dyadic algorithm
is the following. The spline S(t), which interpolates available grid samples S(k), is designed and its midpoints
values between grid points are explicitly calculated. The newly derived samples are interpolated by the new
spline whose midpoint values are calculated, then, the process is iterated. We prove that if the spline order
is even then the scheme at each step generates values of the initial spline. Thus, after m iterations the
values S(k=2m) are derived. The calculations are reduced to those that come from the application of one
direct and one inverse FFT independently of the number of iterations. This is not true for the odd order
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1splines. However, if, instead of S(k=2) values, the triadic values S(k=3) and S(2k=3) are calculated, then the
scheme becomes applicable to splines of any order. Extension of the algorithms to multidimensional splines
is straightforward.
A natural application of these spline algorithms is restoration and rate conversion to many sample rates
such as upsampling of signals/images. A spline is designed, which interpolates the available samples or pixels
then the object is upsampled by introducing intermediate spline values. When the available data is contam-
inated by noise then the so-called smoothing splines are used for ecient processing. The performances of
upsampling by splines are compared to the performances of the prolate spheroidal wave functions.
The paper is organized as follows. Section 2 provides some preliminaries on the interpolatory subdivision
and periodic splines. In particular, interpolating and smoothing splines of any order are designed in one
and two dimensions and some of their properties are established. In Section 3, the dyadic subdivision
for periodic splines is presented, which leads to computation of periodic splines at dyadic rational points.
Section 4 does the same for the triadic subdivision schemes. In Section 5, a few examples of application of
the designed splines to upsampling of signals and images are given. Their performances are compared with
the performance of prolate spheroidal wave functions.
2 Preliminaries
Throughout the paper, we denote N = 2j, Nm = 2mN = 2j+m, N ~ m = 3mN ; m 2 N, ! = e2i=N. The space
of N-periodic discrete-time signals is denoted by [N]. The spaces of Nm-periodic and N ~ m-periodic signals
are denoted as [Nm] and [N ~ m], respectively. The direct and inverse discrete Fourier transform (DFT) of
a signal x = fx[k]g 2 [Nm] are
^ x[n]m =
Nm 1 X
k=0
! 2
 mkn x[k]; x[k] =
1
Nm
Nm 1 X
n=0
!2
 mkn ^ x[n]m:
If x 2 [N ~ m] then its DFT and IDFT are
^ x[n] ~ m =
N ~ m 1 X
k=0
! 3
 mkn x[k]; x[k] =
1
N ~ m
N ~ m 1 X
n=0
!3
 mkn ^ x[n] ~ m:
We retain for N-periodic signals (m = 0) the standard notation ^ x[n] = ^ x[n]0.
The inner product and the norm in the space [Nm] are dened as
hx;yi
 =
Nm 1 X
k=0
x[k]y[k] =
1
Nm
Nm 1 X
n=0
^ x[n]m ^ y[n]
m; kxk2  =
Nm 1 X
k=0
jx[k]j2 =
1
Nm
Nm 1 X
n=0
j^ x[n]mj2
and similarly in the space [N ~ m]. Here,  means complex conjugation.
2.1 Interpolatory subdivision
Interpolatory subdivision schemes (ISS) are renement rules, which iteratively rene the data by inserting
values that correspond to intermediate points, using linear combinations of values in initial points while the
2data in these initial points are retained. Non-interpolatory schemes also update the initial data in addition
to the insertion of values into intermediate points. Stationary schemes use the same insertion rule at each
renement step. A scheme is called uniform if its insertion rule does not depend on the location in the data.
To be more specic, a univariate stationary uniform subdivision scheme with binary renement ([9, 8, 23])
S2
a consists of the following: A function F(t), which is dened on the grid gm = fk=2mgk2Z: F(k=2m) =
fm[k], is extended onto the grid gm+1 by ltering the upsampled array
(" 2)fm = f  fm[k]g;  fm[k] =
8
<
:
fm[l]; if k = 2l;
0; otherwise,
by an interpolating lter a = fa[k]gk2Z such that a[2k] = [k]. Thus, one dyadic renement step is
F(k=2m+1) = fm+1[k] =
X
l2Z
a[k   2l]fm[l] (2.1)
()
8
<
:
fm+1[2k] = fm[k];
fm+1[2k + 1] =
P
l2Z a[2(k   l) + 1]fm[l]:
The next renement step employs fm+1 as an initial data. The lter a = fa[k]gk2Z is called the renement
mask of S2
a.
A subdivision scheme with ternary renement ([12, 11, 5]) S3
a consists of the following: A function F(t)
such that F(k=3m) = fm[k], which is dened on the grid gm = fk=3mgk2Z, is extended onto the grid gm+1
by ltering the upsampled array
(" 3)fm = f  fm[k]g;  fm[k] =
8
<
:
fm[l]; if k = 3l;
0; otherwise.
Thus, one triadic renement step is
F(k=3m+1) = fm+1[k] =
X
l2Z
a[k   3l]fm[l] (2.2)
()
8
<
:
fm+1[3k] = fm[k];
fm+1[3k  1] =
P
l2Z a[3(k   l)  1]fm[l]:
Next, the renement step employs fm+1 as an initial data.
In the paper we assume that the initial data array f0 is N-periodic (belongs to [N]). Consequently,
the rened data arrays fm 2 [Nm] for the scheme S2
a and fm 2 [N ~ m] for the scheme S3
a. In the periodic
setting, ltering a signal x 2 [N ~ m] is interpreted as a discrete circular convolution of the signal with a
signal a ~ m 2 [N ~ m]: y = a ~ m x () y[k] =
PN ~ m 1
l=0 a ~ m[k   l]x[l]. Similarly, it holds for the signals from
[Nm]. We call a ~ m and am the p-lters.
2.2 Space of periodic splines
Denition 2.1 An N-periodic function Sp(t) is called the periodic spline of order p 2 N on the grid fkg; k 2
Z; if it has p   2 continuous derivatives (belongs to Cp 2) and consists of pieces of polynomials of degree
3p 1 that are linked to each other at the nodes. Nodes of splines of even and of odd orders are located at the
points fkg and f(k + 1)=2g; k 2 Z, respectively.
The space of N-periodic splines of order p is denoted as pS. A widely used basis of the space pS consists
of the shifts of the so-called B-splines.
2.2.1 Periodic B-splines
Let N = 2j; j 2 N. The centered N-periodic B-spline B1(t) of rst order on the grid fkg; k 2 Z; is dened
via periodization of the characteristic function [ 1=2;1=2](t) of the interval ( 1=2;1=2) such that
[a;b](t)
 =
8
<
:
1; t 2 (a;b);
0; otherwise,
B1(t)
 =
X
l2Z
[ 1=2;1=2](t + Nl): (2.3)
The Fourier coecients of the B-spline
cn(B1) =
Z N=2
 N=2
B1(t)e 2int=N =
Z 1=2
 1=2
e 2int=N =
sinn=N
n=N
:
The B-splines of higher order are dened iteratively via the circular convolution Bp(t)
 = B1 ~ Bp 1(t).
Thus, the B-spline Bp(t) can be expanded into the Fourier series
Bp(t) =
1
N
X
n2Z
e2int=N

sinn=N
n=N
p
: (2.4)
The B-spline Bp(t) is supported on the interval ( p=2;p=2) (up to periodization), it is strictly positive
inside this interval and symmetric about zero, where it has its single maximum. The B-spline Bp consists
of pieces of polynomials of degree p 1 that are linked to each other at the nodes such that Bp 2 Cp 2. An
explicit expression for the B-spline at the interval ( N=2;N=2) is:
Bp(t) =
1
(p   1)!
p X
k=0
( 1)p

p
k
 
t +
p
2
  k
p 1
+
; t+
 =
8
<
:
t; if t  0;
0; otherwise.
(2.5)
Surely, the length p + 1 of the spline's Bp support should not exceed the period N, thus p + 1 < N.
The shifts of the periodic B-spline fBp (t   k)g; k = 0;:::;N   1; p 2 N; form a basis for the space pS.
Each spline Sp(t) 2 pS can be represented as
Sp(t) =
N 1 X
k=0
q[k]Bp (t   k); q = fq[k]g 2 [N]: (2.6)
The Fourier coecients of the spline Sp(t) are
cn(Sp) =
R N=2
 N=2 e 2int=N PN 1
k=0 q[k]Bp (t   k)dt
=
PN 1
k=0 e 2ink=N q[k]
R N=2
 N=2 e 2int=N Bp (t) dt = ^ q[n]

sinn=N
n=N
p
:
(2.7)
42.2.2 Exponential splines
The splines
p[n](t)
 =
N 1 X
k=0
!kn Bp (t   k); n = 0;:::;N   1; (2.8)
which belong to pS, are called the periodic exponential splines. They are the so-called Zak transforms of the
periodic B-splines [21, 7].
By the application of the inverse DFT (IDFT) to Eq. (2.8), B-splines is expressed by the exponential
splines Bp (t   k) = N 1 PN 1
n=0 p[n](t)! kn: Substitution of this relation into Eq. (2.6), provides the
following splines representation:
Sp(t) =
1
N
N 1 X
k=0
q[k]
N 1 X
n=0
p[n](t)! kn =
1
N
N 1 X
n=0
[n]p[n](t); [n]
 = ^ q[n]: (2.9)
Representation in Eq. (2.9) of periodic splines by exponential splines generates a kind of harmonic analysis
in the spline spaces that is called spline harmonic analysis (SHA) [22, 4, 6], where the splines p[n](t) are
the counterparts of the Fourier exponentials. We describe a few properties of the exponential splines, which
will be used later.
Proposition 2.1 The following properties of the exponential splines p[n](t) 2 pS hold:
1. Expansion into a Fourier series
p[n](t) =
X
l2Z
e2i(n=N+l)t

sin (n=N + l)
 (n=N + l)
p
= sin
p n
N
X
l2Z
e2i(n=N+l)t

( 1)l
 (n=N + l)
p
: (2.10)
2. The exponential splines p[n](t) are the eigenfunctions of the integer shift operator:
p[n](t + d) = !ndp[n](t) =) p[n](d) = !nd up[n]; d 2 Z: (2.11)
3. The exponential splines p[n](t); n = 0;:::N   1; form an orthogonal basis for the space pS.
Proof:
1. Equations (2.7) and (2.8) imply that the Fourier coecients of p[n]
c(p[n]) =
N 1 X
k=0
e2ik(n )=N c(Bp) = N [n   ](modN)

sinn=N
n=N
p
: (2.12)
Hence, Eq. (2.10) follows.
2. Equation (2.11) is derived from the denition of the exponential splines in Eq. (2.8).
53. From the Parseval identity of periodic functions we have
Z N
0
p[n](t) p[r](t)
 dt =
1
N
X
2Z
c(p[n])c
(p[r]) = N (n   r]
X
l2Z

sin (n=N + l)
 (n=N + l)
2p
: (2.13)
Thus, the splines p[n] and p[r] are orthogonal to each other and the set fp[n]g;n = 0;:::;N   1;
forms an orthogonal basis of the space pS.
The N-periodic sequence
up[n]
 = p[n](0) =
N 1 X
k=0
e 2ink=NBp (k) =
X
l2Z

sin (n=N + l)
 (n=N + l)
p
= sin
p n
N
X
l2Z

( 1)l
 (n=N + l)
p
(2.14)
is called the characteristic sequence of the space pS.
Remark 2.1 By comparing Eq. (2.13) with Eq. (2.14), we observe that the squared norms of the exponential
splines are kp[n]k2 = N u2p[n].
Equation (2.14) implies that the characteristic sequence up[n] is calculated by the DFT of the sampled B-
splines. Table 2.1 provides samples of B-splines Bp(t) of orders from 2 to 10 at grid points. The samples of
higher order B-splines can be calculated by Eq. (2.5).
k -4 -3 -2 -1 0 1 2 3 4
B2(k) 0 0 0 0 1 0 0 0 0
B3(k)  8 0 0 0 1 6 1 0 0 0
B4(k)  6 0 0 0 1 4 1 0 0 0
B5(k)  384 0 0 1 76 230 76 1 0 0
B6(k)  120 0 0 1 26 66 26 1 0 0
B7(k)  26 6! 0 1 722 10543 23548 10543 722 1 0
B8(k)  7! 0 1 120 1191 2416 1191 120 1 0
B9(k)  28 7! 1 6552 331610 2485288 4675014 2485288 331610 6552 1
B10(k)  9! 1 502 14608 88234 156190 88234 14608 502 1
Table 2.1: Values of the B-splines Bp at grid points.
The B-splines are compactly supported and symmetric about zero. Therefore, the sequences up[n] are
cosine polynomials up[n] = Pr(cosn=N) of degree r = [(p + 1)=2] with real coecients, which only have
even degree terms. They are strictly positive and symmetric about N=2.
6Examples of characteristic sequences: Denote y = cosn=N. Then
u
p
2 = 1; u3[n] =
1 + y2
2
; u4[n] =
1 + 2y2
3
: (2.15)
u5[n] =
5 + 18y2 + y4
24
; u6[n] =
2 + 11y2 + 2y4
15
; (2.16)
u7[n] =
y6 + 179y4 + 479y2 + 61
720
; u8[n] =
16y6 + 4740y4   4635y2 + 1139
1260
: (2.17)
Proposition 2.2 The s-th (s < p) derivatives of the exponential splines p[n](t) are orthogonal to each
other and their squared norms are

 (p[n])(s)

 
2
= N

2 sin
2 n
N
2s
u2(p s)[n]: (2.18)
Proof: The derivative of the exponential splines p[n](t) is
p[n](t)
(s) = (2i)s sin
p n
N
X
l2Z
e2i(n=N+l)t

( 1)l
 (n=N + l)
p s
:
The orthogonality of the derivatives of the dierent exponential splines p[n](t) is derived from the same
reason that the orthogonality of the exponential splines. The squared norms are
 
(p[n])(s)
 

2
= N

2 sin
2 n
N
2s
sin
2(p s) n
N
X
l2Z

1
 (n=N + l)
2(p s)
= N

2 sin
2 n
N
2s
u2(p s)[n]:
Proposition 2.2 implies a Parseval identity type.
Corollary 2.1 The squared norm of the s-th derivative of a spline S(t) = N 1 PN 1
n=0 [n]p[n](t) 2 pS is
 
(S(s)
 

2
=
1
N
N 1 X
n=0

2 sin
n
N
2s
u2(p s)[n]j[n]j2: (2.19)
2.3 Interpolation
A spline, which interpolates a periodic signal x, can be explicitly represented in the basis of exponential
splines.
Proposition 2.3 Any N-periodic signal x = fx[k]g; k 2 Z, can be uniquely interpolated by a spline S(k) =
x[k] from pS.
7Proof: Assume a spline Sp 2 pS is expanded over the basis of the exponential splines:
Sp(t) = N 1 PN 1
n=0 [n]p[n](t): Then, its grid samples are
Sp(k) =
1
N
N 1 X
n=0
[n]p[n](k) =
1
N
N 1 X
n=0
[n]!kn p[n](0) =
1
N
N 1 X
n=0
[n]!kn up[n]: (2.20)
By the application of the DFT to both sides of the equation Sp(k) = 1
N
PN 1
n=0 [n]!kn up[n] = x[k] we get
[n]up[n] = ^ x[n]. Since up[n] > 0, we derive an explicit expression for the interpolating spline
Sp(t) =
1
N
N 1 X
n=0
^ x[n]
up[n]
p[n](t): (2.21)
2.3.1 Minimal norm property of even order splines
Splines of even orders from the spaces 2rS possess a remarkable property. Assume x = fx[k]g is an N-
periodic signal and denote by Fr
x the space of N-periodic functions f(t) such that the functional I(f)
 =
R N
0 (f(r)(t))2 dt < 1 and f(k) = x[k]; k 2 Z.
Proposition 2.4 ([10, 2]) The spline S2r(t) 2 2rS of even order 2r, which interpolates the signal x, yields
the minimum to the functional I(f) on the space Fr
x:
S2r(t) = arg min
f2Fr
x
Z N
0
(f(r)(t))2 dt: (2.22)
In particular, the cubic interpolatory spline S4(t) minimizes the \energy" integral
S4(t) = arg min
f2F2
x
Z N
0
(f00(t))2 dt: (2.23)
The claim of the proposition remains true even when the signals samples are dened on a non-uniform grid.
The integral in Eq. (2.23) is related to the curvature, therefore the cubic spline's plot describes a minimum
curvature line, which passes through a given set of points on the plane. To draw such lines, draftsmen used
splines { exible wood or metal strips. Splines owe their names for that.
2.3.2 Fundamental splines
Equation (2.21) is, in a way, similar to the Fourier expansion of the interpolating spline Sp(t). There exists
an explicit time domain representation of a spline. It is readily derived from Eq. (2.21). Using the shift
property Eq. (2.11) of the exponential splines, we have
Sp(t) =
1
N
N 1 X
n=0
p[n](t)
up[n]
N 1 X
k=0
! nk x[k] =
1
N
N 1 X
k=0
x[k]
N 1 X
n=0
p[n](t   k)
up[n]
=) Sp(t) =
N 1 X
k=0
x[k] 'p(t   k); 'p(t)
 =
1
N
N 1 X
n=0
1
up[n]
p[n](t): (2.24)
8The function 'p(t) is represented via the exponential splines basis as in Eq. (2.9) with the coecients
[n] = 1=up[n]. Therefore, 'p(t) is a spline from pS. It is called the fundamental spline of the space pS.
The coecients [n] are the DFT of the B-spline coecients. Thus, the spline 'p(t) can be represented as
'p(t) =
PN 1
k=0 f[k]Bp(t   k) where the coecients f[k] = N 1 PN 1
n=0 !kn=up[n]. Equation (2.20) implies
that the grid values of the fundamental spline are
'p(k) =
1
N
N 1 X
n=0
!knup[n]
up[n]
=
1
N
N 1 X
n=0
!kn = [k](modN):
This property is similar to the property of the sinc function sinc(t)
 = sint=t: The sinc function represents
bandlimited functions via their samples ([16], for example): If the Fourier spectrum of a non-periodic signal
f(t) is located within the band [ ;], then it can be represented as f(t) =
P
k2Z f(Pk)sinc( (t   Pk),
where P = =.
The Fourier transform of the sinc function is C(v)
 =
R 1
 1 e ivt sinc(t)dt = [ ;](v), where the
function  is dened in Eq. (2.3). Denote by SincN (t)
 =
P
l2Z sinc(t + lN) the periodized sinc function.
The Fourier coecients of the periodic function SincN (t) are
cn (SincN) = C

2n
N

=
8
<
:
1; if jnj  N=2;
0; otherwise
=) SincN(t) =
1
N
N=2 X
n= N=2
e2int=N =
sint(1 + 1=N)
N sint=N
:
Apparently, SincN(t) ! sinc(t) as the period N ! 1.
The Fourier spectra of the fundamental splines 'p(t) approach the Fourier spectrum of the sinc function
when the splines orders increase. Such a convergence is established in [3] for the non-periodic fundamental
splines. The statement for the periodic case is the following.
Theorem 2.1 All the Fourier coecients cn('p), where jnj < N=2, of the N periodic fundamental splines
tend to 1 when the spline order p is growing. The coecients, whose indices n > N=2 or n <  N=2 tend to
zero as p is growing. The coecients cN=2('p) tend to 1/2 as p is growing.
Proof: We prove the statement for the even order splines '2r(t). Proof for the odd order splines diers in
a few non-essential details. Equations (2.7) and (2.14) imply that the Fourier coecients are
cn('2r) =
1
u2r[n]

sinn=N
n=N
2r
=
1
D2r[n]
;
D2r[n]
 =
n
N
2r X
l2Z
1
( (n=N + l))
2r =
X
l2Z
1
(1 + N l=n))
2r
= 1 + [n;2r]; [n;2r]
 = +[n;2r] +  [n;2r]; [n;2r]
 =
1 X
l=1
1
(1  N l=n))
2r:
Note that the coecients clN = 0 for all the integers l 6= 0, while c0 = 1 and all the coecients are
non-negative and do not exceed 1. The series [n;2r] converge with any integer n 6= kN. Assume that
90 < n < N=2. The terms in the series +[n;l;2r] decrease monotonically as l grows. Therefore, its sum
becomes
j+[n;2r]j <
1
(1 + N=n))
2r +
Z 1
1
1
(1 + Nt=n)2r dt < +[2r]; +[2r]
 =
1
32r +
2r + 1
22r+2 :
The sum of the series  [n;l;2r] is
 [n;2r]j <
1
(1   N=n))
2r +
1
(1   2N=n))
2r +
Z 1
2
1
(1   Nt=n)2r dt <  [n;2r];
 [n;2r]
 =

N   n
n
2r
+ +[2r]:
Consequently,
cn('2r) =
1
1 + [n;2r]
= 1   [n;2r] +
1 X
l=2
( [n;2r])l = 1   [n;2r];
0 < [n;2r] < [n;2r] <

N   n
n
2r
+ 2+[2r]:
Thus, each coecient cn('2r); 0  n < N=2; is approaching 1 as the spline order 2r increases. Recall that
the order 2r cannot exceed N  1. The convergence speed is dierent for dierent n. When n is approaching
N=2 then the convergence speed is decreasing. Obviously, the same claim is true for  N=2 < n < 0.
If n > N=2 then 1   N=n < 1. Thus, the rst term in the series  [n;2r]j, which is (1   N=n) 2r, grows
when 2r increases while the sum of the remainder of the series is reduced as well as the series +[n;2r]j.
As a result, the coecient cn('2r) = 1=D2r[n] = O
 
(1   N=n)2r
. When n > N=2 is growing then the
coecients are converging fast to 0.
Let n = N=2. Then,
+[n;2r] =
1 X
l=1
1
(1 + 2l))
2r <
1
22r C+; C+
 =
1 X
l=1
1
l2r;
 [n;2r] = 1 +  [2r];  [2r]
 =
1 X
l=2
1
(1   2l))
2r <
1
22r C ; C 
 =
1 X
l=2
1
l2r:
Thus, D2r[N=2] = 2 + O(2 2r).
Corollary 2.2 The fundamental splines 'p(t) are approaching the periodic sinc function Sinc(t) as the
spline orders p are increasing.
Figure 2.1 displays the fundamental splines 'p(t) of orders 2, 6, 10, 14 and their Fourier coecients. We
observe that the eective supports of the splines widen and their behavior becomes oscillating as the orders
increase, while the shapes of their spectra tend to the rectangle.
10Figure 2.1: Left: fundamental splines '2r(t) of orders (from top to bottom) 2, 6, 10, 14. Right: their Fourier
coecients
Figure 2.2 compares the fundamental spline '22(t) of order 22 with the periodic sinc function SincN(t),
N = 512. When t is not far from zero (up to 5), the two functions are almost undistinguishable. When t
grows, the spline practically vanishes while SincN(t) oscillates. The spectrum of the spline is near a perfect
rectangle.
Figure 2.2: Left: fundamental splines '22(t) of order 22 (solid line) and sinc function SincN(t), N = 512
(dashed line). Right: the Fourier coecients of this spline
2.4 Smoothing splines
When the samples of a signal f(t) are known up to some errors, it does not make sense to interpolate these
samples because it will result in an irregular function, which hardly ts the signal f(t), especially if f(t) is
smooth. A natural idea, which can be traced to Whittaker paper [19] from 1923, is to relax the interpolation
requirement while introducing a smoothness constraint. This approach was formalized by Schoenberg [14] in
1964. In the periodic case, usage of the SHA enables to explicitly construct the solution in one and several
-dimensions by smoothing splines. We briey outline the design scheme.
112.4.1 One-dimensional smoothing splines
Denote by Fr the subspace of the continuous-time N periodic signals '(t) such that the functional I(')
 =
R T
0 ('(r)(t))2 dt < 1. Assume that the signal to be approximated is f(t) 2 Fr, y = fy[k] = f(k) + ekg;
k = 0;:::;N 1; where e = fekg is the vector of random errors, which is a zero-mean white noise. In addition,
assume that the sum "2  =
PN 1
k=0 e2
k can be evaluated.
The signal f(t) is approximated by a function g(t) 2 Fr, which yields the minimum to the functional I
subject to the condition that the discrepancy functional Ey(g)
 =
PN 1
k=0 jg(k)   y[k]j
2  "2.
This constrained minimization problem is reduced to the solution of an unconstrained problem: g(t) =
argming2Fr (J(g)); J(g)
 = I(g) + E(g) followed by derivation of the numerical parameter  from the
equation e()
 = Ey(g) = "2.
Proposition 2.5 ([14]) A unique solution to the minimization problem ming2Fr J(g) is a spline S[y](t) 2
2rS of even order 2r.
The spline S(t) 2 2rS, which minimizes the functional J, is called the periodic smoothing spline. The
spline S(t) can be explicitly expressed via the exponential splines basis. Assume a spline is represented as
S(t) = N 1 PN 1
n=0 [n]2r[n](t). Equation (2.19) implies that the functional
I(S) =
1
N
N 1 X
n=0

2 sin
n
N
2r
u2r[n]j[n]j2: (2.25)
Due to Eq. (2.20), the grid samples of S(t) are S(k) = N 1 PN 1
n=0 [n]!kn u2r[n]: Thus, the functional
Ey(S) =
1
N
N 1 X
n=0

[n]u2r[n]   ^ y[n]

2r
; ^ y[n] =
N 1 X
k=0
! kn y[k]: (2.26)
An explicit solution to the unconstrained minimization problem is derived from using Eqs. (2.25) and (2.26).
It is the spline from 2rS
S2r
 (t) =
1
p
N
N 1 X
n=0
[n]()2r[n](t); [n]() =
^ y[n]
(2 sinn=N)
2r + u2r[n]
: (2.27)
The discrepancy functional for the parameterized spline S2r
 (t)
e()
 = Ey(S) =
1
N
N 1 X
n=0

[n]()u2r[n]   ^ y[n]

2r
=
1
N
N 1 X
n=0
j^ y[n]j
2
 
(2 sinn=N)
2r
(2 sinn=N)
2r + u2r[n]
!2
: (2.28)
In order to derive an optimal value for the parameter , we have to solve the equation e() = "2. The
function e() grows monotonically from e(0) = 0 to e(1) = N 1 PN 1
n=0 j^ y[n]j
2 = kyk2. Therefore, the
equation has a unique solution  =  . The spline S2r
  (t) solves the constrained minimization problem. Its
grid samples are
S2r
  (k) =
1
N
N 1 X
n=0
[n]( )!kn u2r[n] =
1
N
N 1 X
n=0
!kn ^ y[n]u2r[n]
 (2 sinn=N)
2r + u2r[n]
: (2.29)
The samples are readily calculated by the IDFT.
12Remark 2.2 The spline S2r
  (t) can be regarded as a spline that interpolates the signal s =

S2r
  (k)
	
. The
values between grid points are calculated by the subdivision methods that are described in Sections 3 and 4.
When the errors do not present, that is " = 0, then the parameter is   = 0 and the grid samples are
S2r
 0 (k) = y[k] = f(k). Thus, the smoothing spline reduces to an interpolating spline.
2.4.2 Two-dimensional splines
The two-dimensional N-periodic function S(x;y)
 =
PN 1
k;n=0 s[k;n]Bp(x   k)Bq(y   n) is a 1D spline of
order p with respect to x when the variable y is xed and a 1D spline of order q with respect to y when
the xed variable is x. It is called the 2D spline on the grid fk;ng; k;n 2 Z; and the space of such
splines is denoted as p;qS. An alternative representation of the splines is provided by the exponential splines
S(x;y) = N 2 PN 1
;=0 [;]p[](x)q[](y): The grid samples of the spline S are
S(k;n) =
1
N2
N 1 X
;=0
e2i(k+n)[;]up[]uq[]: (2.30)
Consequently, the spline S(x;y) 2 p;qS, which interpolates an N-periodic signal z
 = fz[k;n]g, that is
S(k;n) = z[k;n], is explicitly represented as
S(x;y) =
1
N2
N 1 X
;=0
e2i(k+n) ^ z[;]
up[]uq[]
; ^ z[;]
 =
N 1 X
k;n=0
e 2i(k+n)z[k;n]: (2.31)
The design of the two-dimensional smoothing splines is implemented by the same steps as in the 1D design.
For simplicity, assume that the splines have the same order in both x and y directions. Assume that an
N-periodicin both directions function '(x;y) is approximated such that the functional satises
I(')
 =
Z N
0

('(r)
x (x;y))2 + ('(r)
y (x;y))2

dxdy < 1:
Assume that z = fz[k;n] = f(k;n) + ek;ng; k;n = 0;:::;N   1; e = fek;ng; k;n = 0;:::;N   1; is the
array of random errors that is assumed to be a zero-mean white noise. The estimated squared norm of
errors is "2 =
PN 1
k;n=0 e2
k;n. Denote by S(x;y) 2 2r;2rS the spline, which minimizes the parameterized
functional J(S)
 = I(S) + Ez(S) on the space 2r;2rS. The discrepancy functional Ez(S) is dened as
Ez(S)
 =
PN 1
k;n=0(S(k;n)   z[k;n])2. Equation (2.30) implies that
Ez(S) =
1
N2
N 1 X
;=0
 [;]u2r[]u2r[]   ^ z[;]
 2
: (2.32)
The functional
I(S) =
1
N2
N 1 X
;=0
(Wr[;] + Wr[;]) j[;]j2; Wr[;]
 =

2 sin
n
N
2r
u2r[]u4r[]: (2.33)
13By using Eqs. (2.32) and (2.33), the spline is explicitly represented as
S(x;y) =
1
N2
N 1 X
;=0
[;]()2r[](x)2r[](y); [;]()
 =
^ z[;]u2r[]u2r[]
Ar[;]()
; (2.34)
Ar[;]()
 = (Wr[;] + Wr[;]) + (u2r[]u2r[])2:
Similar to the 1D case, an optimal regularization parameter  is derived from the equation e()
 = Ez(S) =
"2, which is expressed as
e() =
1
N2
N 1 X
;=0
j^ z[;]j
2

( (Wr[;] + Wr[;])
Ar[;]()
2
= "2; (2.35)
which has a unique solution  =  : The grid values of the spline S (x;y), which is called the 2D smoothing
spline, are
S (k;n) =
1
N2
N 1 X
;=0
e2i(k+n ^ z[;](u2r[]u2r[])2
 (Wr[;] + Wr[;]) + (u2r[]u2r[])2: (2.36)
The grid values are calculated by the 2D IDFT. Certainly, when "2 = 0, the parameter   = 0 and the spline
S (x;y) interpolates the initial function f(x;y) such that S0(k;n) = f(k;n).
3 Dyadic subdivision for periodic splines
In this section, we present explicit formulas for calculation of values of a spline S2r(t) 2 2rS of even order
2r at dyadic rational points fk=2mg; k 2 Z; m 2 N, under the assumption that its samples on the grid
g = fkg; k 2 Z; are available: S(k) = y[k]. In this case, utilization of the exponential splines makes the
splines computations of arbitrary even orders straightforward.
3.1 Spline spaces of dierent dyadic resolution scales
So far, we used splines from the spaces pS, whose nodes are located on the grid fkg. In this section, we
introduce an embedded set of periodic splines spaces that correspond to dierent dyadic resolution scales.
As in previous sections, N = 2j, Nm = 2mN = 2j+m; j;m 2 N and !
 = e2i=N. Denote by pSm
the space of N periodic splines of order p on the grid fk=2mg. We retain the notation pS for the space
pS0. Obviously, the space pSm is a subspace of pSm+1. Thus, we get a set of periodic splines spaces that
correspond to dierent resolution scales such that pS  pS1::::  pSm::: :
The function 1
m(t) is dened to be zero outside the interval ( 2 m 1;2 m 1) and it is equal to 2m
inside the interval. The N-periodic normalized B-spline of the rst order on the grid f2 m kg and its Fourier
coecients are
B1
m(t)
 =
X
k2Z
1
m (t + kN); cn(B1
m) =
sinn=Nm
n=Nm
:
14The N-periodic normalized B-spline of order p is dened via the iterated circular convolution
Bp
m(t)
 = B1
m ~ Bp 1
m (t) =
1
N
X
n2Z

sin(n=Nm)
n=Nm
p
e2int=N: (3.1)
Each spline Sm(t) 2 pSm is represented by
Sm(t) =
Nm 1 X
k=0
q[k]Bp
m
 
t   2 mk

=
1
Nm
Nm 1 X
n=0
[n] p
m[n](t); [n] = ^ q[n]m; (3.2)
where the exponential splines, which form orthogonal bases of pSm, are the Zak transforms of the B-splines:
p
m[n](t)
 =
Nm 1 X
k=0
!2
 mnkBp
m(t   2 mk) = 2m X
l2Z
e2i(n=N+2
ml)t

sin(n=Nm + l)
(n=Nm + l)
p
; (3.3)
where n = 0;:::;Nm   1: The Nm-periodic characteristic sequence of the space pSm is
up
m[n]
 = p
m[n](0) =
Nm 1 X
k=0
! 2
 mnkBp
m(2 mk) = 2m X
l2Z

sin(n=Nm + l)
(n=Nm + l)
p
: (3.4)
The spline Sm(t) 2 pSm, which interpolates an Nm-periodic signal x = fx[k]g by S(2 m k) = x[k]; k 2 Z; is
Sm(t) =
1
Nm
Nm 1 X
n=0
^ x[n]m
u
p
m[n]
p
m[n](t); ^ x[n]m =
Nm 1 X
k=0
! 2
 mnkx[k]: (3.5)
Proposition 3.1 The characteristic sequence up
m[n] of the space pSm can be calculated via the 2mN point
DFT of the sampled B-spline Bp(t) 2 pS.
Proof: Replace in Eq. (2.14) N to Nm = 2mN and compare the result with Eq. (3.4). Then, we get
Nm 1 X
k=0
e 2ink=NmBp (k) =
X
l2Z

sin (n=Nm + l)
 (n=Nm + l)
p
= 2 m up
m[n]:
Thus, the sequence up
m[n] is the 2mN point DFT of the sampled B-spline
n
bp[k]
 = Bp(k)
o
multiplied by
2m to become
up
m[n] = 2m^ bp[n]m = 2m
Nm 1 X
k=0
! 2
mkn Bp(k): (3.6)
Remark 3.1 We retain the previous notations p[n](t)  
p
0[n](t), up[n]  u
p
0[n] for splines on the initial
scale (m = 0).
3.2 Insertion rule
Calculation splines values of even order at dyadic rational points is implemented via the following renement
steps:
15Dyadic periodic spline insertion rule: Assume a spline S0(t) belongs to the space pS and the samples
f0  =

f0[k] = S0(k)
	
, k 2 Z are available. For m = 1;2;:::, we construct a spline Sm 1(t) 2 pSm 1 on the
grid gm 1  =

k=2m 1	
; ; k 2 Z, which interpolates the sequence fm 1  =

fm 1[k]
	
: Sm 1
 
k=2m 1
=
fm 1[k]; k 2 Z. Then, fm[k]
 = Sm 1 (k=2m); k 2 Z:
In other words, in order to rene the data fm 1 from the grid

k=2m 1	
to the grid fk=2mg, we construct
the spline Sm 1(t), which interpolates fm 1 on the grid

k2m 1	
and dene fm[2k]
 = fm 1[k]; fm[2k +
1]
 = Sm 1((k + 1=2)2m 1); that are the spline values at midpoints between the interpolation points.
If the order of the splines Sm(t) 2 2rSm is even, then this insertion rule reproduces the spline, which
means that Sm(t)  Sm 1(t)  :::  S0(t). Consequently, each renement step provides the spline S0(t)
values at the subsequent set of dyadic rational points.
Theorem 3.1 Let S(t) 2 2rS be an N-periodic spline of order 2r with nodes on the grid fkg; k 2 Z; and
its samples are

S(k) = f0[k]
	
, f0  =

f0[k]
	
; k 2 Z. Then, all the subsequent subdivision steps with the
dyadic spline insertion rule reproduce the values ffm[k] = S(k=2m)g; k 2 Z; m = 1;2;::: of this spline.
Proof: Due to the minimal norm property (Proposition 2.4), we get

 =
Z N
0
jS(r)(t)j2 dt 
Z N
0
jg(r)(t)j2 dt;
where g(t) is any function such that g(r)(t) is square integrable and

g(k) = f0[k]
	
; k 2 Z. Let S1(t) 2 2rS1
be a spline of order 2r, which interpolates the values ff1[k] = S1(k=2)gk2Z. Then,

 =
Z N
0
jS
(r)
1 (t)j2 dt 
Z N
0
jG(r)(t)j2 dt;
where G(t) is any function such that G(r)(t) is square integrable and G(k=2) = f1[k] = S(k=2): Hence,
  . On the other hand, S1(k) = f0[k], therefore,   . Thus
R N
0 jS(r)(t)j2 dt =
R N
0 jS
(r)
1 (t)j2 dt: Hence,
it follows that S1(t)  S(t). Repeating the above reasoning, we nd that the spline S2(t) 2 2rS2, which
interpolates the values ff2[k] = S1(k=4)gk2Z, coincides with S1(t). Consequently, it coincides with S(t).
The same is true for any spline Sm(t) 2 2rS2m, which interpolates the values ffm[k] = Sm 1(k=2m)gk2Z.
3.3 Periodic spline lters for dyadic subdivision
The spline S0(t) 2 pS, which interpolates an N-periodic sequence f0  =

f0[k]
	
such that S(k) = f0[k]; k 2
Z; is represented by
S0 (t) =
1
N
N 1 X
n=0
^ f0[n]
up[n]
p[n](t); ^ f0[n] =
X
k2Z
! knf0[k]; (3.7)
p[n](t) =
X
l2Z
e2i(n=N+l)t

sin (n=N + l)
 (n=N + l)
p
; up[n] = p[n](0) =
X
l2Z

sin (n=N + l)
 (n=N + l)
p
:(3.8)
16The DFT of the rened array can be split into the polyphase components
^ f1[n]1 =
2N 1 X
k=0
! 2kn f1[k] = ^ f1
0[n] + ! n=2 ^ f1
1[n]; (3.9)
^ f1
0[n]
 =
N 1 X
k=0
! kn f1[2k] = ^ f0[n]; ^ f1
1[n]
 =
N 1 X
k=0
! kn f1[2k + 1]:
According to the dyadic insertion rule and to the shift property Eq. (2.11) of the exponential splines, we
get
f1[2k + 1] = S0

k +
1
2

=
1
N
N 1 X
n=0
^ f0[n]
up[n]
p[n]

k +
1
2

; (3.10)
p[n]

k +
1
2

= !kn !n=2 p[n]; p[n]
 = ! n=2 p[n]

1
2

=
X
l2Z
eil

sin (n=N + l)
 (n=N + l)
p
:(3.11)
Consequently,
f1[2k + 1] =
1
N
N 1 X
n=0
^ f0[n]
up[n]
!kn !n=2 p[n] =) ^ f1
1[n] = !n=2p[n]
up[n]
^ f0[n]: (3.12)
By substituting Eq. (3.12) into Eq. (3.9), we get
^ f1[n]1 = ^ a
p
0[n] ^ f0[n]; where ^ a
p
0[n]
 =
up[n] + p[n]
up[n]
(3.13)
f1[k] =
1
2N
2N 1 X
k=0
!kn=2 ^ a
p
0[n] ^ f0[n]: (3.14)
Thus, the ne array f1 is derived by p-ltering the initial data array f0 by the p-lter a
p
0; whose frequency
response ^ a
p
0[n] is dened in Eq. (3.13).
Proposition 3.2 If the order p = 2r is even then the frequency response of the p-lter a
p
0 is
^ a2r
0 [n] = 2 cos2r n
2N
u2r
1 [n]
u2r[n]
; n = 0;:::;2N   1; (3.15)
where u2r
m[n] are dened in Eq. (3.4).
Proof: Denote A[n]
 = u2r[n] + 2r[n]. By combining Eqs (3.8) and (3.11), we get
^ a2r
0 [n] =
A[n]
u2r[n]
=
X
l2Z
 
1 + eil

sin (n=N + l)
 (n=N + l)
2r
=
X
l2Z
 
1 + ( 1l

sin (n=N + l)
 (n=N + l)
2r
:
Thus, only even terms in the series are retained:
A[n] = 2
X
l2Z

sin2 (n=2N + l)
2 (n=2N + l)
2r
= 2
X
l2Z

sin (n=2N + l) cos (n=2N + l)
 (n=2N + l)
2r
= 2cos2r n
2N
X
l2Z

sin (n=2N + l)
 (n=2N + l)
2r
= 2cos2r n
2N
u2r
1 [n]:
17Similarly to Eq. (3.13), we obtain a renement expression from the resolution scale m   1:
^ fm[n]m = ^ a2r
m 1[n] ^ fm 1[n]m 1; ^ a2r
m 1[n] = 2 cos2r n
Nm
u2r
m[n]
u2r
m 1[n]
; (3.16)
where u2r
m[n] are dened in Eq. (3.4) and n = 0;:::;Nm   1.
3.4 Computation of periodic splines at dyadic rational points
Once the samples

S(k) = f0[k]
	
; k = 0;:::;N   1 of a spline S(t) 2 2rS are available it follows from Eq.
(3.16) that its values fS(k2m)g; k 2 Z, are derived by m successive renement steps with the initial data f0
and lters a2r
0 , a2r
1 ,...,a2r
m 1, whose frequency responseare given in Eq. (3.16). This process can be described
explicitly. From Eq. (3.16) we get
^ f1[n]1 = ^ a2r
0 [n] ^ f0[n]; ^ a2r
0 [n] = 2cos2r n
2N
u2r
 1[n]
u2r[n]
^ f0[n];
^ f2[n]2 = 2 cos2r n
4N
u2r
2 [n]
u2r
1 [n]
^ f1[n]1 = 22 cos2r n
4N
cos2r n
2N
u2r
2 [n]u2r
1 [n]
u2r
1 [n]u2r[n]
^ f0[n];
^ fm[n]m = 2m u2r
m[n]
u2r[n]
^ f0[n]
m Y
l=1
cos2r n
2lN
: (3.17)
Computation of the values S(k=2m) = fm[k] of the spline S(t) 2 2rS from the samples S(k) = f0[k] is
straightforward according to the following steps:
1. Calculate the N point DFT ^ f0[n] =
PN 1
k=0 ! knf0[k] of the initial data f0 =

f0[k]
	
.
2. Multiply the array

f0[n]
	
^ fm[n]m = 2m u2r
m[n]
u2r[n]
^ f0[n]
 Y
l=1
cos2r n
2lN
bearing in mind that u2r[n] and ^ f0[n] are N periodic sequences, while u2r
m[n] is 2mN periodic.
3. Implement the 2mN point IDFT
S(k=2m) = fm[k] =
1
Nm
Nm 1 X
n=0
! 2
mkn ^ fm[n]m (3.18)
of the sequence ^ fm =
n
^ fm[n]m
o
.
4 Ternary periodic subdivision
It was established in Section 3.4 that the values of even order splines at the dyadic rational points can be
readily derived by Eq. (3.18) from the initial grid samples. This is not the case for splines of odd order. The
18above dyadic subdivision scheme being applied to an odd order spline does not restore this spline but rather
converges to a function that is smoother than the original spline ([23]). However, the ternary subdivision
scheme to be presented restores values of splines of any order at the triadic rational points f3 mkg; m 2 N.
4.1 Super-resolution spline spaces (triadic scale)
In this section N = 2j; j 2 N, ~ Nm = 3mN; m = 1;2;:::; and !
 = e2i=N. The \triadic" DFT of an
~ Nm periodic signal x = fx[k]g is denoted as
^ x[n] ~ m
 =
~ Nm 1 X
k=0
e 2ink= ~ Nm x[k] =
~ Nm 1 X
k=0
! 3
mnk x[k]; x[k] =
1
~ Nm
~ Nm 1 X
n=0
!3
mnk ^ x[n] ~ m:
We rene the spline space pS along the triadic scale pS = p ~ S0  p ~ S1  p ~ S2:::  p ~ Sm:::; where p ~ Sm denotes
the space of N periodic splines of order p dened on the grid f3 m kg; k 2 Z; m = 0;1;:::.
The function ~ 1
m(t) is dened to be zero outside the interval ( 3 m 1;3 m 1) and it is equal to 3m
inside the interval. The N-periodic normalized B-spline of rst order on the grid f3 m kg and its Fourier
coecients are
~ B1
m(t)
 =
X
k2Z
~ 1
m (t + kN); cn( ~ B1
m) =
sinn= ~ Nm
n= ~ Nm
:
The N-periodic triadic normalized B-spline of order p is dened via the iterated circular convolution
~ Bp
m(t)
 = ~ B1
m ~ ~ Bp 1
m (t) =
1
N
X
n2Z
 
sin(n= ~ Nm)
n= ~ Nm
!p
e2int=N: (4.1)
Each spline S(t) 2 p ~ Sm is represented as
S(t) =
~ Nm 1 X
k=0
q[k] ~ Bp
m
 
t   3 mk

=
1
~ Nm
~ Nm 1 X
n=0
[n] ~ p
m[n](t); [n] =
~ Nm 1 X
k=0
e 2ink= ~ Nmq[k]; (4.2)
where the exponential splines, which form orthogonal bases of p ~ Sm, are
~ p
m[n](t)
 =
~ Nm 1 X
k=0
e2ink= ~ Nm ~ Bp
m(t   3 mk) = 3m X
l2Z
e2i(n=N+3
ml)t
 
sin(n= ~ Nm + l)
(n= ~ Nm + l)
!p
; (4.3)
n = 0;:::; ~ Nm   1. The ~ Nm -periodic characteristic sequence of the space p ~ Sm is
~ up
m[n]
 = ~ p
m[n](0) =
~ Nm 1 X
k=0
e2ink= ~ Nm ~ Bp
m(3 mk) = 3m X
l2Z
 
sin(n= ~ Nm + l)
(n= ~ Nm + l)
!p
: (4.4)
Proof of the following fact is similar to the proof of Proposition 3.1.
Proposition 4.1 The characteristic sequence ~ up
m[n] of the space p ~ Sm can be calculated via the 3mN point
DFT of the sampled B-spline Bp(t) 2 pS is
~ up
m[n] = 3m^ bp[n] ~ m = 3m
~ Nm 1 X
k=0
! 3
mkn Bp(k): (4.5)
19The spline S(t) 2 p ~ Sm, which interpolates an ~ Nm -periodic signal x = fx[k]g: S(k=3m) = x[k]; k 2 Z; is
S(t) =
1
~ Nm
~ Nm 1 X
n=0
^ x[n] ~ m
~ u
p
m[n]
~ p
m[n](t); ^ x[n] ~ m
 =
~ Nm 1 X
k=0
! 3
mnkx[k]: (4.6)
4.2 Insertion rule
Calculation of the values at triadic rational points of N-periodic splines of order p is implemented via the
following renement steps.
Triadic periodic spline insertion rule: Assume we have a spline S0(t) 2 pS and f0  =

f0[k] = S0(k)
	
,
k 2 Z. For m = 1;2;:::, we construct on the grid ~ gm 1  =

k=3m 1	
; k 2 Z, a spline Sm 1(t) 2 p ~ Sm 1,
Sm 1
 
k=3m 1
= fm 1[k]; k 2 Z, which interpolates the sequence fm 1  =

fm 1[k]
	
. Then, fm[k]
 =
Sm 1 (k=3m); k 2 Z:
In other words, in order to rene the data fm 1 from the grid

k=3m 1	
to the grid fk=3mg, we construct
the spline Sm 1(t), which interpolates fm 1 on the grid

k=3m 1	
and dene fm[3k] = fm 1[k] and fm[3k
1] = Sm 1((k  1=3)=3m 1) that are the values of the spline at points around the interpolation points.
This insertion rule reproduces a spline of any order, which means that Sm(t)  Sm 1(t)  :::  S0(t).
Consequently, each renement step provides the values of the spline S0(t) at the subsequent set of triadic
rational points.
The proof of this fact for splines of even order is similar to the proof of Proposition 3.1.
4.3 Periodic spline lters for triadic subdivision
The spline S0(t) 2 p ~ S (S(k) = f0[k]; k 2 Z;) which interpolates the N-periodic sequence f0  =

f0[k]
	
is
represented by
S0 (t) =
1
N
N=2 1 X
n=0
^ f0[n]
up[n]
p[n](t); p[n](t) =
X
l2Z
e2i(n=N+l)t

sin (n=N + l)
 (n=N + l)
p
:
The DFT of the rened array
^ f1[n]~ 1 = ^ f1
0[n] + e 2in=3N ^ f1
1[n] + e2in=3N ^ f1
 1[n]; (4.7)
^ f1
0[n]
 =
N 1 X
k=0
! kn f1[3k] = ^ f0[n]; ^ f1
1[n]
 =
N 1 X
k=0
! kn f1[3k  1]:
According to the triadic insertion rule and to the shift property Eq. (2.11) of the exponential splines, we
20get
f1[3k  1] = S0

k 
1
3

=
1
N
N 1 X
n=0
^ f0[n]
up[n]
p[n]

k 
1
3

(4.8)
p[n]

k 
1
3

= !kn e2in=3N 
p
[n]; where

p
[n]
 = e2in=3N p[n]

1
3

=
X
l2Z
e2il=3

sin (n=N + l)
 (n=N + l)
p
: (4.9)
Consequently,
f1[3k  1] =
1
N
N 1 X
n=0
^ f0[n]
up[n]
!kn e2in=3N 
p
[n] =) ^ f1
1[n] = e2in=3N 
p
[n]
up[n]
^ f0[n]: (4.10)
Substituting Eq. (4.10) into Eq. (4.7), we get
^ f1[n]~ 1 = ^ a
p
0[n] ^ f0[n]; where ^ a
p
0[n]
 =
up[n] + 
p
1[n] + 
p
 1[n]
up[n]
f1[k] =
1
3N
3N 1 X
k=0
!kn=3 ^ a
p
0[n] ^ f0[n]: (4.11)
Equation (4.11) means that the rened array f1 is derived by p-ltering of the initial array f0 with the
p-lter a
p
0, whose frequency response is f^ a
p
0[n]g.
Proposition 4.2 The frequency response of the p-lter a
p
0 for splines of order p is
^ a
p
0[n] = 3 p

1 + 2cos
2n
3N
p ~ u
p
1[n]
up[n]
; n = 0;:::;3N   1; (4.12)
where the characteristic sequences ~ up
m[n] are dened in Eq. (4.4).
Proof: Denote A[n]
 = up[n] + 
p
1[n] + 
p
 1[n]. Combining Eqs. (2.14) and (4.9), we get
^ a
p
0[n] =
A[n]
up[n]
=
X
l2Z

1 + e2il=3 + e 2il=3

sin (n=N + l)
 (n=N + l)
p
=
X
l2Z

1 + 2cos
2l
3

sin (n=N + l)
 (n=N + l)
p
:
Thus, only the terms l = 3;  2 Z, in the series are retained:
A[n] = 3
X
l2Z

sin3 (n=3N + l)
3 (n=3N + l)
2r
:
Using the trigonometric identity sin3 = sin(1 + 2cos2), we get
A[n] = 31 p X
l2Z

sin (n=3N + l) (1 + 2cos (2n=3N + 2l)
 (n=2N + l)
p
= 31 p

1 + 2cos
2n
3N
p X
l2Z

sin (n=3N + l)
 (n=3N + l)
p
=
1
3p

1 + 2cos
2n
3N
p
~ u
p
1[n]:
21Corollary 4.1 The DFT of the m-th rened array of splines of order p is
^ fm[n] ~ m = ^ a
p
m 1[n] ^ fm 1[n]] m 1; ^ a
p
m 1[n] =
1
3p

1 + 2cos
2n
~ Nm
p ~ up
m[n]
~ u
p
m 1[n]
; (4.13)
where ~ up
m[n] are dened in Eq. (4.4), ~ Nm = N 3 m, n = 0;:::; ~ Nm   1.
4.4 Computation of periodic splines at triadic rational points
Now we are in a position to justify the claim about restoration of splines by the ternary subdivision.
Theorem 4.1 Let S0(t) 2 pS be an N-periodic spline of order p with nodes on the grid fkg; k 2 Z; and
its samples are

S(k) = f0[k]
	
; k 2 Z. The sequence f0  =

f0[k]
	
; k 2 Z is N-periodic. Then, all the
subsequent subdivision steps with the triadic periodic spline insertion rule reproduce the values of this spline
fm[k] = S(k=3m); k 2 Z; m = 1;2;:::;: (4.14)
Proof: From the denition of the triadic insertion rule we have S0(k=3) = f1[k]. The next subdivision
step consists of spline S1(t) 2 p ~ S1 construction on the grid g1 = fk=3g such that S1(k=3) = f1[k]. Then,
f2[k] = S1(k=9). We prove that f2[k] = S0(k=9). The subsequent relations in Eq. (4.14) are derived by a
simple induction.
The array f
2 is obtained by successive application of the lters a
p
1 after a
p
0 to the array f
0:
^ f2[n]~ 2 = ^ a
p
1[n] ^ f1[n]~ 1 = ^ a
p
1[n] ^ a
p
0[n] ^ f0[n] (4.15)
=
1
32p

1 + 2cos
2n
9N
p ~ u
p
2[n]
~ u
p
1[n]

1 + 2cos
2n
3N
p ~ u
p
1[n]
up[n]
^ f0[n] = ^ H[n]
^ f0[n]
up[n]
:
where
^ H[n]
 =
1
32p

1 + 2cos
2n
9N
p 
1 + 2cos
2n
3N
p
~ u
p
2[n]: (4.16)
Denote s
 = fs[k] = S0(k=9)g; k 2 Z. Similarly to Eq.(4.7), the 9N-point DFT of this array is represented
by
^ s[n]~ 2 =
9N 1 X
k=0
e 2ink=9Ns[k] = ^ s0(n) +
4 X
l=1

e 2iln=9N^ sl[n] + e2iln=9N^ s l[n]

; (4.17)
where ^ s0(n)
 =
PN
k=0 ! nkS0 (k) = ^ f0(n) and for l = 1;2;3;4 we get
^ sl[n]
 =
PN
k=0 ! nkS0
 
k + l
9

=
PN
k=0 ! nk 1
N
PN 1
=0
^ f
0[]
up[] p[]
 
k + l
9

=
PN
k=0 ! nk 1
N
PN 1
=0 !k ^ f
0[]
up[] p[]
  l
9

=
PN
k=0 ! nk 1
N
PN 1
=0 !k ^ f
0[]
up[] e2il=9Np[] ~ p[n] =
^ f
0[n]
up[n] e2iln=9N 
p
l [n]:
The sequence ~ 
p
l [n] is
~ 
p
l [n]
 = e 2iln=9Np[n]

l
9

=
X
2Z
e2li=9

sin (n=N + )
 (n=N + )
p
: (4.18)
22By substituting Eq. (4.18) into Eq. (4.17), we get
^ s[n] = ^ f0[n]
u
p[n]+
P4
l=1(~ 
p
l [n]+~ 
p
 l[n])
up[n]
=
^ f
0[n]
up[n]
P
2Z

1 +
P4
l=1
 
e2li=9 + e 2li=9
sin (n=N+)
 (n=N+)
p
=
^ f
0[n]
up[n]
P
2Z

1 + 2
P4
l=1 cos 2l
9

sin (n=N+)
 (n=N+)
p
:
(4.19)
It is readily veried that if  = 9n 1 + 2
P4
l=1 cos2l=9 = 9 and zero otherwise. Thus,
^ s[n] =
9 ^ f
0[n]
up[n]
P
2Z

sin9(n=9N+)
9(n=9N+)
p
= 91 p  
1 + 2cos 2n
9N
p ^ f
0[n]
up[n]
P
2Z

sin3(n=9N+)
9(n=9N+)
p
= 91 p  
1 + 2cos 2n
9N
p  
1 + 2cos 2n
3N
p ^ f
0[n]
up[n]
P
2Z

sin(n=9N+)
9(n=9N+)
p
= 9 p  
1 + 2cos 2n
9N
p  
1 + 2cos 2n
3N
p
~ u
p
2[n]
^ f
0[n]
up[n]:
(4.20)
By comparing Eq. (4.20) with Eqs. (4.15) and (4.16), we see that ^ f2[n] = ^ s[n]; n = 0;:::;9N   1 and,
consequently, f2[k] = S(k=9); k 2 Z. Repeating the above reasoning with the initial data set f
1 instead of
using f
0, we prove that f3[k] = S1(k3 3) and so on.
4.5 Practical implementation
It follows from Theorem 4.1 that, once we know the samples

S(k) = f0[k]
	
; k 2 Z of a spline S(t) 2 pS,
its values fS(k3m)g; k 2 Z; m = 1;2;:::; are derived by m successive renement steps with the initial data
f0 and the lters a
p
0, a
p
1,...,a
p
m 1, whose frequency responses are given in Eq. (4.13). This process can be
described explicitly. Due to Eq. (4.13), we get
^ fm[n] ~ m =
~ up
m[n]
3mp up[n]
^ f0[n]
m Y
l=1

1 + 2cos
2n
~ N l
p
: (4.21)
The values computation of S(k=3m) = fm[k] of the spline S(t) 2 pS from the samples S(k) = f0[k] is done
straightforward:
1. Calculate the N point DFT ^ f0[n] =
PN 1
k=0 ! kn f0[k] of the initial data f0 =

f0[k]
	
.
2. Derive ^ fm[n] ~ m from Eq. (4.21) bearing in mind that up[n] and ^ f0[n] are N periodic sequences, while
~ up
m[n], which are calculated according to Proposition 4.1, is 3mN periodic.
3. Implement the 3mN point IDFT S(k=3m) = fm[k] = 1
3mN
P3
m N 1
n=0 e 2ikn=3
mN ^ fm[n] ~ m of the se-
quence ^ fm =
n
^ fm[n] ~ m
o
.
4.6 Two-dimensional spline subdivision
The subdivision schemes, which provide internal values for 1D splines, are extended to 2D cases in a natural
way. A two-dimensional N-periodic spline S(x;y)
 =
PN 1
k;n=0 s[k;n]Bp(x   k)Bq(y   n) from the space p;qS
is a 1D spline of order p with respect to x when the variable y is xed and a 1D spline of order q with respect
23to y when the variable x is xed. Therefore, for the grid samples of the spline fS(k;n)g; k;n = 0;:::;N  1;
we can rst apply a dyadic (for this p = 2r) or a triadic 1D subdivision scheme to the columns of the array
fS(k;n)g thus producing one of the two arrays
sP
m = fS(k=Pm;n]g; k = 0;:::;P m N   1; n = 0;:::;N   1; P = 2 or 3:
The next step is an application of a subdivision algorithm to the rows of the array sP
m, P = 2 or P = 3, thus
producing one of the following four arrays:

S(k=Pm;n=Ql]
	
; k = 0;:::;P m N   1; n = 0;:::;Ql N   1; P = 2 or 3; Q = 2 or 3;
and m and l are natural numbers.
We emphasize that a spline S(x;y) can have dierent orders with respect to x and y. The subdivision
algorithms and their depth can be dierent for the columns and for the rows. In a MATLAB implementation,
calculations for periodic splines are accelerated because basic operations such as the fast Fourier transforms,
multiplications and divisions are applicable to the whole array rather than to separate columns and rows.
5 Upsampling signals and images
An obvious application for 1D and 2D spline subdivision is in upsampling discrete-time signals and digital
images.
5.1 Upsampling discrete-time signals
If a signal x = fx[k]g; k = 0;:::;N   1, consists of samples of a smooth periodic function x[k] = f(k=T),
the subdivision techniques presented in Sections 3 and 4 enable us to closely approximate the function on
the internal points even if the grid fk=Tg is sparse. When the available samples are aected by noise, then
smoothing splines do a good restoration job. If the function f(t) is bandlimited (a trigonometric polynomial)
then it is almost perfectly restored by the higher order interpolating splines.
Example 1: Restoration of a bandlimited signal. The 1-periodic function
f(t)
 = cos2Ft + 5sinFt   2  sin4Ft   cosFt=2; F = 32; is displayed in Fig. 5.1.
Figure 5.1: The function f(t)
24The function is sampled on the grid fk=256g. The signal f0  = ff(k=256)g; k = 0;:::;255; is used as the
initial data. We compared the performances of the subdivision schemes with splines of dierent orders for
restoration of the function f(t) at dyadic and triadic rational points. As expected, the high order splines
achieved the best result. The left panel in Fig. 5.2 illustrates the results from the application of the dyadic
subdivision of 6 steps of the splines S2r(t) of even orders ranging from 2 to 20, which interpolate the signal
f0. The subdivision produces the splines S2r(k=214) values. Thus, the signal f0 is upsampled at the ratio
1:64. The results are evaluated by the averaged deviations d2r  =
q
2 14 P214 1
k=0 jf(k=214)   S2r(k=214)j.
The bars in the left panel display the values D2r  = log10(d2r). The best restoration of the function f is
achieved by the 16-th order spline where D16 =  7:39.
The splines S2r+1(t) of odd orders ranging from 3 to 21 are restored by the ternary subdivision of
four steps. The subdivision produces the splines values S2r+1(k=K), K = 256  34 = 20736. Thus, the
signal f0 is upsampled at the ratio 1:81. The results are evaluated by the averaged deviations d2r+1  = q
K 1 PK 1
k=0 jf(k=K)   S2r(k=K)j. The bars in the right panel display the values D2r+1  = log10(d2r+1).
The best restoration result of the function f is achieved by the 17-th order spline where D17 =  7:5.
Figure 5.2: Left: X-axis { orders of the splines. Y-axis { logarithmic deviations D2r of the splines S2r from
the function f (dyadic subdivision). Right: X-axis { orders of the splines. Y-axis { logarithmic deviations
D2r+1 of the splines S2r+1 from the function f (ternary subdivision)
Example2: Restoration of a noised signal . In this example, the original signal is a fragment of the
chirp function f(t) = sin(1=t), where t 2 [0:071;0:971]. This fragment is displayed in Fig. 5.3. It oscillates
with a frequency variable.
Figure 5.3: The chirp function f(t) = sin(1=t)
25In the rst experiment, the data contains 128 equidistant samples of the function, which were aected by
white noise whose STD=0.35. These data were upsampled at ratio 1:8 by subdivision with the smoothing
spline of orders 4, 8 and 12, where the results are displayed in the top, middle and bottom of the left side of
Fig. 5.4, respectively. In the second experiment, the data was decimated by factor of 2, thus, the initial data
consisted of 64 noised samples. These data were upsampled at the ratio 1:16 by the application of subdivision
with the smoothing spline of orders 4, 8 and 12 described in the right side of Fig. 5.4, respectively.
Figure 5.4: Left: X-axis { orders of the splines. Y-axis { logarithmic deviations D2r of splines S2r from
the function f (dyadic subdivision). Right: X-axis { orders of the splines. Y-axis { logarithmic deviations
D2r+1 of splines S2r+1 from the function f (ternary subdivision).
We observe that, in spite of the presence of strong noise and low-rate sampling, the original signal was
satisfactorily restored. Note that order 4 (cubic) splines best restore the low-frequency part of the signalwhile
the splines of 12th order restore well the high-frequency region.
5.2 Upsampling digital images
Upsampling an image using 2D interpolating splines increases its resolution. For this, the image pixels are
treated as the grid samples of a 2D spline and the initial data array is upsampled by the spline's values in
internal points, which are derived by the application of dyadic or ternary subdivision as it is described in
Sections 3.4 and 4.5, respectively. The 2D subdivision is outlined in Section 4.6. When the pixels of the
image are aected by noise, the smoothing splines provide a good approximation.
We illustrate the performance of the spline subdivision schemes in a few experiments with the benchmark
images \Lena" and \Barbara", which are 512  512 pixels arrays denoted by L and B, respectively.
Example 1: Restoration of the \Lena" image from downsampled arrays. In this example, the
\Lena" image is restored after it was decimated by ratio 2:1 and 4:1 to generate the data arrays d2 of size
26256256 and d4 of size 128128. The low-pass anti-aliasing ltering was not applied to the decimated arrays.
The available data arrays ds; s = 2;4 were interpolated by the even order splines S2r
s (x;y); s = 2;4, that is
S2r
s (k;n) = ds[k;n]. Then, the original array was restored by the splines values L(k;n)  S2r
2 (k=2;n=2) and
L(k;n)  S2r
4 (k=4;n=4), k;n;= 0;;;;;511.
The proximity between the restored image ~ L and the original image L is evaluated visually and by the
Peak-Signal-to-Noise ratio (PSNR)
PSNR
 = 10log10
 
M 2552
PM
k=1(xk   ~ xk)2
!
dB
where M is the number of pixels in the image (in our experiments, M = 5122), fxkg
M
k=1 are the original
pixels of the image L and f~ xkg
M
k=1 are the pixels of the image ~ L.
It turns out that the best PSNR was achieved by using subdivision with the cubic splines. Figure 5.5
displays the results of this restoration. We observe that the restoration from the array d2 is quite satisfactory
(PSNR=33.28), while the restoration from the array d4 is somewhat blurred (PSNR=27.25).
Figure 5.5: Left: Decimated data arrays. Top: d2, bottom d4, \Lena" image restored by the interpolating
cubic splines subdivision from d2 (top) and d4 (bottom)
Example 2: Restoration of the \Lena" image from noised decimated arrays. In this example,
the \Lena" image was decimated by factors of 2:1 and 4:1 to generate the data arrays d2 of size 256  256
27and d4 of size 128  128, respectively. Then, they were corrupred by a strong Gaussian noise whose was
STD=20. The data arrays ds, s = 2;4 were approximated by the even order splines S2r
;s(x;y); s = 2;4,
that is S2r
;s(k;n) = ds[k;n], where the optimal values of the parameter  were derived from Eq. (2.35).
Then, the original array was restored by the splines L(k;n)  S2r
;2(k=2;n=2) and L(k;n)  S2r
;4(k=4;n=4),
k;n;= 0;:::;511. As before, the best PSNR was produced by the subdivision with cubic splines. Figure 5.6
displays the results of this restoration. We observe that the noise is suppressed in the restored images from
the array d2 (PSNR=26.75), while the restoration from the array d4 is blurred (PSNR=24.35).
Figure 5.6: Left: Decimated noised images. Top: d2, bottom d4. Right: \Lena" image restored by the
interpolating cubic splines subdivision from d2 (top) and from d4 (bottom)
Example 3: Upsampling the \Barbara" image. In this example, we upsample the \Barbara" image
of size 512  512. It is given in the array B of pixels. We used the 2D spline S7;8(x;y);, which interpolates
the initial data, that is S7;8(k;n) = B[k;n]. The spline S7;8(x;y) is of order 7 in the vertical direction
and order 8 in the horizontal direction. By the application of 3 steps of the ternary subdivision in the
vertical direction and 4 steps of the dyadic subdivision in the horizontal direction, we generate the array
S
 =

S7;8(k=27;n=16)
	
, where k = 0;:::;13823 and n = 0;:::;8191. The array S is used for the upsampled
image. The result is displayed in Fig. 5.7. We see that the upsampling signicantly increased the image
resolution.
28Figure 5.7: Left: Original \Barbara" image in two formats. Top: The whole image. Bottom: A fragment of
the image. Right: the upsampled image upsampled after the application of the interpolating splines S7;8(x;y)
using ternary subdivision in the vertical direction and dyadic subdivision in the horizontal direction
Example 4: Upsampling the \Barbara" image that was corrupted by noise. In this example,
the pixels array B is corrupted by a moderate Gaussian noise with STD=10. We upsample the image
by using the 2D bicubic smoothing spline S4;4
 (x;y), which approximates the original noised data, that is
S4;4
 (k;n)  B[k;n]. The optimal value of the parameter  was derived from Eq. (2.35). By the application
of 3 steps of the ternary subdivision in either direction, we generated the array S
 =

S4;4
 (k=9;n=9)
	
,
k;n = 0;:::;4607. The array S is used as the upsampled image. The upsampling result is displayed in Fig.
5.8. We observe that the upsampling suppressed the noise and increased the image resolution.
29Figure 5.8: Left: Noised \Barbara" image in two formats. Top: The original image. Bottom: Fragment from
the image. Right: The image upsampled by the smoothing splines S4;4
 (x;y) using the ternary subdivision
in each direction.
5.3 The Prolate Spheroidal Wave Functions
We now use the Prolate Spheroidal Wave Functions (PSWFs) for rate change and compare its performance
to splines. In this section, we review the needed concepts of the PSWFs that rst appeared in [18].
Given a positive number c, we dene the operator Fc : L2 [ 1;1] ! L2 [ 1;1] such that
Fc [ ](x) =
Z 1
 1
 (t)eicxtdt: (5.1)
Since Fc is compact, it has a discrete set of eigenvalues 0;1;:::;n;::: . Assume that they are ordered in
a non-increasing order. Let  n be the eigenfunction that corresponds to n. For all integer n  0 and for
all real  1  x  1, n n (x) =
R 1
 1  n(t)eicxtdt holds.
We assume that the eigenvectors are normalized to length 1, that is k nkL2[ 1;1] = 1 (as in [20, 1, 13]).
The following theorem describes the eigenvalues and the eigenfunctions of Fc.
Theorem 5.1 ([18]) Suppose that c > 0 is a real number, and that the operator Fc is dened by Eq. (5.1).
Then, the eigenfunctions  0; 1;::: of Fc are purely real, orthonormal and complete in L2 [ 1;1]. The even-
numbered functions are even, the odd-numbered ones are odd. Each function  n has exactly n simple roots
30in ( 1;1). All eigenvalues n of Fc are non-zero and simple; the even-numbered ones are purely real and
the odd-numbered ones are purely imaginary; in particular, n = in jnj.
The operator Qc = c
2F
c Fc has the same eigenfunctions as Fc and Qc [ ](x) = 1

R 1
 1
sin(c(x t))
x t  (t)dt where
Qc[ ] can be thought of as the output from a low pass ltering and its eigenvalues are n = jnj2. This
intuitively links between PSWFs and band limited functions (in addition to being the eigenfunctions of the
Fourier transform). The eigenvalues equation of Qc is given by:
Z 1
 1
 n(x)
sinc(t   x)
(t   x)
dx = n n(t): (5.2)
The solutions of Eq. (5.2) are denoted by  0(x); 1(x); 2(x);::: with the corresponding eigenvalues 0;1;2 :::.
The eigenvalues are ordered such that 0 > 1 > 2 :::. Note that the PSWFs are the eigenfunctions of an
ideal low pass lter operator and they form a basis for all bandlimited functions. We will use their basis
property in the interpolation procedure. The ability of the PSWFs to approximate accuratly bandlimited
functions has been recently investigated in [17].
Figure 5.9 shows the fast decay of the eigenvalues of Fc (in absolute value).
Figure 5.9: Eigenvalues of Fc in absolute value for c = 10
5.3.1 Problem Setup
Assume we are given a set of points fxigN
i=1 on the interval [ 1;1] taken from a bandlimited function f(x)
with bandwidth c and an additional point z. We want to compute the weights fhigN
i=1 that approximate f(z)
such that ~ f(z) =
PN
i=1 hif(xi). Moreover, we are looking for a solution that is independent of the actual
value of the function f(x) so it can be applied to any bandlimited function with bandwidth c. The weights
31computation can be done by approximating a basis for the bandlimited functions. If the basis functions are
approximated then we can nd weights applicable to all the bandlimited functions (bandwidth c). Given
bandwidth c, a set of points fxigN
i=1 and a point z, we can solve the following least-squares (LS) problem by
minimizing  = keic!z  
PN
i=1 hieic!xik2
2 to compute the weights fhigN
i=1.
Complex exponents are taken as basis functions since they are the eigenfunctions of Linear-Time-Invariant
(LTI) systems. By computing the gradient of (h) and setting it to zero we get the following set of linear
equations: @
@hm = heic!z  
PN
i=1 hieic!xi;hmeic!xmi = 0, heic!z;eic!xmi  
PN
i=1 hiheic!xi;eic!xmi = 0 to
obtain for m = 1;:::;N
sin c(z   xm)
c(z   xm)
 
N X
i=1
hi
sin c(xi   xm)
c(xi   xm)
= 0: (5.3)
Equation (5.3) represents an N  N system of equations Ah = b where amn =
sin c(xm xn)
c(xm xn) and bn =
sin c(z xn)
c(z xn) . This system consists of sinc functions, which are known to be optimal for the interpolation of
bandlimited functions. In practice, however, this method (Eq. 5.3) is far from being optimal due to the
rapid growth of the condition number of A. Hence, even for small number of samples and a low frequency
signal the condition number is huge.
5.3.2 Interpolation using PSWFs
Since f(x) is bandlimited, it can be represented as a linear combination of PSWFs f(x) = c1 1(x)+c2 2(x)+
:::+cn n(x)+:::. It takes a series of approximated length M = O(c+log(c)) to achieve a good approximation
of the order of M+1 [17]. The eigenvalues decay as a function of c such that the rst c + log(c) eigenvalues
are of order 1 and the others are very close to zero (Fig. 5.9). Since f can be approximated with PSWFs,
it is possible to use the same basis approach as in Section 5.3.1 and interpolate the values of the PSWFs
by nding the weights. It is known that sinc functions are optimal. Equation 5.3 can be reformulated
in terms of PSWFs, mainting the theoretical optimality. The matrices A = famng =
sin c(xm xn)
c(xm xn) and
b = fbng =
sin c(z xn)
c(z xn) can be factorized using a new matrix C, which is not necessarily square, such that
A = CTC and b = CT~ b. By using the identity
sin c(xm xn)
c(xm xn) =
P
j jjj2 c
j(xm) c
j(xn) we get that the matrix
C is cmn = jmj m(xn). Rewriting Eq. (5.3) in terms of the new matrix, we get
CTCh = CT~ b (5.4)
which is the weighted LS solution of
Ch = ~ b (5.5)
where ~ bn =  n(xn). Explicitly, Eq. 5.5 it can written as:
j1j 1(z) = c1j1j 1(x1) + ::: + cNj1j 1(xN)
j2j 2(z) = c1j2j 2(x1) + ::: + cNj2j 2(xN)
. . .
jMj M(z) = c1jMj M(x1) + ::: + cNjMj M(xN);
32Equation 5.5 has the same (least-squares) solution as Eq. (5.3), but its condition number is exactly the
square root of the matrix in Eq. (5.3). It is shown in [15] that the obtained solution of Eq. (5.5) is very
accurate despite the large condition number. In a nuteshell, given that the SVD of C by UVT, then, the
singular values of C are almost identical to the absolute value of the eigenvalues i such that i(C) = O(jij)
(see Figure 5.3.2) leading to a numerically stable equations as the left side is proportional with the right hand
side which is dominated by jij. This \balance" provides an accurate numerical solution. A more rigorous
analysis also requires to analyze the matrix U of the SVD as it can theoretically reorder the equations. A
complete analysis appears in [15].
Figure 5.10: The singular values of C vs jij
Figure 5.3.2 shows the singular values of the matrix C with respect to the PSWF's eigenvalues which
indicate that the equation can be solved accurately despite the large condition number.
33Figure 5.11: Error Comparison between Sinc and Prolate methods
Equation 5.5 was tested on a simple bandlimited function f(x) = cos(2fx) where the number of samples
is N = 2f. An even number of equispaced samples were taken on the interval [ 1;1] and the interpolation
goal was to reconstruct f at x = 0. Figure 5.11 compares between the numerical error obtained using sinc
functions with the error obtained using PSWFs under identical conditions. Clearly, the numerical error
obtained using PSWFs is smaller by a factor of 108.
The PSWF interpolation is done by the application of the interpolation scheme to each dimension sepa-
rately. By assuming that both dimensions have the same bandwidth (same c is used) then the weights can
be computed only once.
We now compare between the performances (three criteria) of splines of order 8 and PSWFs on digital
images: visual quality (see Fig. 5.12), achieved PSNR and computational time (see both in Table 5.1).
34Figure 5.12: Comparison between the performance of spline of order 8 (left column) and prolate with c = 280
(right column)
35We see that the splines produce better quality with less artifacts although the achieved PSNR (Table
5.1) are very similar.
Upsampling PSWF PSNR Spline PSNR PSWF Time [sec] Spline Time [sec]
2 28.7 29.2 24 0.05
4 24.7 24.4 41 0.2
8 22.1 21.8 80 0.8
16 20.5 20 150 3.4
Table 5.1: Performance comparison on the achieved PSNRs and on the processing time between splines of
order 8 and prolates on the usampling by factor of 2, 8 and 16 of the source image in Fig. 5.12.
Conclusions
Splines tools appear in many important applications. Splines have been designed by their samples at grid
points. We provide explicit designs of splines of any order to achieve fast calculation of their values at
internal points between grid points. They are based on a fast and ecient scheme for computation of one-
and multi-dimensional periodic splines of any order at triadic rational points and of splines of even order
at dyadic rational points starting from their samples at equidistant grid points. We prove that if the spline
order is even then the scheme at each step generates values of the initial spline. Thus, after m iterations
the values S(k=2m) are derived. The calculations are reduced to those that come from the application of
one direct and one inverse FFT independently of the number of iterations. We apply these constructions
to devise algorithms for image restoration and for rate conversion to dierent sample rates. It also works
well for noisy data. Upsampling of images by prolate spheroidal wave functions demonstrate one major
application. Their performances are compared with splines.
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