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Abstract
Traditional speech enhancement methods optimise signal-level
criteria such as signal-to-noise ratio, but these approaches are
sub-optimal for noise-robust speech recognition. Likelihood-
maximising (LIMA) frameworks are an alternative that opti-
mise parameters of enhancement algorithms based on state se-
quences generated for utterances with known transcriptions.
Previous reports of LIMA frameworks have shown significant
promise for improving speech recognition accuracies under ad-
ditive background noise for a range of speech enhancement
techniques. In this paper we discuss the drawbacks of the LIMA
approach when multiple layers of acoustic mismatch are present
– namely background noise and speaker accent. Experimen-
tation using LIMA-based Mel-filterbank noise subtraction on
American and Australian English in-car speech databases sup-
ports this discussion, demonstrating that inferior speech recog-
nition performance occurs when a second layer of mismatch is
seen during evaluation.
Index Terms: Speech recognition, speech enhancement, opti-
mization methods, accent mismatch
1. Introduction
A key challenge to the deployment of Automatic Speech Recog-
nition (ASR) technology in real-world environments is the re-
quirement to perform well in the presence of background noise.
Since most ASR systems are trained for use in controlled en-
vironments, they generally fail to produce satisfactory perfor-
mance under more adverse conditions.
Speech enhancement aims to completely remove or reduce
the level of additive background noise, and is a classical ap-
proach for improving ASR accuracy in difficult environments.
Popular algorithms (e.g. filter-and-sum beamforming or spec-
tral subtraction) were primarily designed to improve intelligi-
bility and/or perceived quality of the speech signal without con-
sideration of the effects such enhancement may have on other
speech processing systems such as ASR [1]. Recently, speech
recognition likelihoods have been used to optimise enhance-
ment algorithms specifically for ASR applications [1, 2, 3], and
have shown promising results. This approach is referred to as
likelihood-maximising (LIMA) speech enhancement.
Noise-based model adaptation – another common approach
to robust ASR – performs almost the opposite transformation
to speech enhancement. It uses either noise-only recordings or
speech data collected in the intended operating environment to
transform clean speech acoustic models to the noisy operating
environment. This approach is often limited by the amount of
available adaptation data, but is popular in applications where
large amounts of data already exist.
Enhancement and model adaptation can be combined in or-
der to further improve ASR systems [4, 5]. In [2], LIMA-based
spectral subtraction was applied to acoustic models trained with
synthesised noisy data from original clean speech recordings;
this process resulted in a similar effect to that using adaptation
on a clean speech model. These experiments demonstrated that
the LIMA framework is suitable for use with both clean speech
and noise-adapted acoustic models since the optimisation pro-
cess is tightly coupled with the model. Regardless of the acous-
tic model, this approach reduces background noise to match the
inherent level of noise within the acoustic model.
The tight coupling between the LIMA optimisation pro-
cess and the underlying acoustic model directly affects the ac-
curacy of the essential force-aligned state sequences. In in-
stances where state alignments are inaccurate (and therefore un-
reliable), the optimisation process cannot accurately maximise
the recognition likelihood. This type of effect commonly occurs
for transitions between Hidden Markov Model (HMM) states
where the misalignment of even one frame could result in the
wrong state model being used in the optimisation process.
Unreliable model alignments can also result when a second
level of acoustic mismatch due to differences in speech pro-
duction is present (a case not tested in any previous studies).
For example, an accented speaker may pronounce a particular
phone differently or even substitute phones which would fur-
ther reduce the reliability of the state alignment. This paper
discusses this particular effect more closely for the case of mis-
matched dialects, and demonstrates the sensitivity of the LIMA
framework to this type of acoustic mismatch.
The rest of this paper is organised as follows – Section 2
describes likelihood-maximising speech enhancement applied
to Mel-Filterbank Noise Subtraction (MFNS). Section 3 details
the issues surrounding the LIMA framework under multiple lev-
els of acoustic mismatch. Experimental evaluation to demon-
strate the effects of these pitfalls are presented in Section 4.
2. LIMA Mel-Filterbank Noise Subtraction
2.1. Likelihood-Maximisation
Likelihood-maximising speech enhancement determines the set
of enhancement parameters which maximises the likelihood of
the correct acoustic event sequence as opposed to traditional
signal-level criteria such as maximising signal-to-noise ratio or
minimising speech distortion. This section demonstrates how
this is achieved for any speech enhancement technique with a
set of P enhancement parameters defined by:
ξ = {ξ1, ξ2, . . . , ξP }. (1)
Feature vectors in an ASR system with speech enhancement
are a function of both the feature extraction and enhancement.
The recognition hypothesis produced by an optimal Bayes’ clas-
sifier commonly used in ASR is given by:
wˆ = argmax
wǫW
P (O(ξ)|w)P (w) (2)
where O is the sequence of observed features, P (O|w) and
P (w) are the acoustic and language scores respectively, and
the dependence on the enhancement parameters ξ is explicitly
shown. The language score P (w) is not directly dependent
upon the speech enhancement parameters, and are therefore ig-
nored in the LIMA framework [1].
The optimal set of enhancement parameters ξ is calculated
such that it maximises the acoustic likelihood given a transcrip-
tion wC which is assumed to be known a priori:
ξˆ = argmax
ξ
P (O(ξ)|wC). (3)
For HMM-based ASR systems there are many possible
state sequences which generate the correct word transcription
wC . To reduce computational complexity, it is assumed that
the most likely state sequence si contributes most to the to-
tal acoustic likelihood. The resulting maximum-likelihood es-
timate of the enhancement parameters ξ which optimises the
log-likelihood of the acoustic state sequence si (from [1]) is:
ξˆ = arg max
ξ,s∈SC
{∑
i
log(P (oi(ξ)|si))
+
∑
i
log(P (si|si−1, wC))
}
. (4)
The first term in Eq. (4) determines the optimal set of en-
hancement parameters given a correct and constant state se-
quence si. The second term determines the optimal state si
given the correct word transcription wC and the previous state
si−1 (N.B. the enhancement parameters are constant). There-
fore, the state sequence si and the set of enhancement parame-
ters ξ are jointly optimised in an iterative manner. Optimisation
of the state sequence is achieved using Viterbi alignment and
the known transcription wC to generate a new state alignment
after each update of the enhancement parameters.
Since the second part of Eq. (4) optimises only the state
alignment, the optimisation of the set of enhancement parame-
ters for a given state sequence is defined as:
ξˆ = argmax
ξ
log(P (oi(ξ)|si)). (5)
A closed form solution to this optimisation problem does not
exist due to the complex signal processing involved in the fea-
ture extraction and speech enhancement processes. Therefore,
non-linear optimisation approaches such as gradient-descent are
required to solve this problem. In order to use gradient-descent
optimisation, it is required to determine the gradient of the like-
lihood function:
L(ξ) =
∑
i
log(P (oi(ξ)|si)). (6)
Assuming the use of Gaussian Mixture Models (GMM),
calculation of the gradient and appropriate simplifications (see
[1] for full derivation) leads to the gradient function with respect
to each of the enhancement parameters:
∇ξL(ξ) = −
∑
i
M∑
m=1
χim(ξ)
∂oi(ξ)
∂ξ
Σ−1im(oi(ξ)− µim)
(7)
where χim(ξ) is the a posteriori probability of the mth mixture
component in state si given the observed feature vector oi(ξ).
The mean vector µ and covariance matrix Σ from the acoustic
model is required for each state i and mixture component m
in order to calculate the gradient; thus the LIMA framework is
tightly coupled with the acoustic model used for ASR. The re-
maining term in Eq. (7) is the Jacobian matrix, ∂oi(ξ)
∂ξ
, which
consists of the partial derivatives of each feature vector element
with respect to each of the parameters of the speech enhance-
ment technique. The Jacobian matrix is unique to the speech
enhancement technique used within the LIMA framework.
2.2. Mel-Filterbank Noise Subtraction
As per the work in [3], we apply the LIMA framework to Mel-
filterbank noise subtraction [6]. We have chosen this technique
over the multi-band spectral subtraction scheme based on the
Mel scale used in [2] as it is more computationally efficient on
an iteration-by-iteration basis [7].
In a noisy environment, speech S(f) is assumed to be cor-
rupted by uncorrelated additive background noise D(f) to pro-
duce corrupted speech Y (f):
Y
i(f) = Si(f) +Di(f) (8)
where frequency spectra for frame i are obtained using the
short-time Fourier transform. Using the Mel frequency
scale commonly used in Mel-Frequency Cepstral Coeffi-
cients (MFCC) for speech recognition, the frequency spectrum
is divided into a number of sub-bands with fkU and fkL being the
upper and lower cut-off frequencies for the kth Mel-filterbank.
Using this definition, MFNS is described by:
E
i
Y (k) =
∫ fk
U
fk
L
|Y i(f)|df
E
i
Dˆ
(k) =
∫ fk
U
fk
L
|Dˆi(f)|df
Eˆ
i
S(k) =
{
EiY (k)− αE
i
Dˆ
(k) EiY (k) >
αk
1−β
Ei
Dˆ
(k)
βEiY (k) otherwise
(9)
where EiY , EDˆ and E
i
Sˆ
are the energies of the kth Mel-
filterbank of the noisy speech, noise estimate and the clean
speech estimate respectively. Noise spectral magnitude esti-
mates |Dˆi(f)| are calculated using time-recursive averaging
with soft-decision speech activity detection as per [2]. The
scaling factor β enforces a maximum level of signal energy at-
tenuation and ensures output filterbank energies remain posi-
tive. Filterbank-dependent subtraction factors αk are included
to compensate for estimation inaccuracies.
In the experiments that follow, only the oversubtraction fac-
tors are optimised, that is:
ξ = [α1, α2, . . . , αK ]. (10)
The expression for the Jacobian elements ∂oi(ξ)
∂ξ
for each en-
hancement parameter are derived to give:
∂oic
∂αk
= −
1
2
K−1∑
k=0
ΦckE
i
Dˆ
(k)
EˆiS(k)
×
(
1 +
EiY (k)(1− β)− αkE
i
Dˆ
(k)
|EiY (k)(1− β)− αkE
i
Dˆ
(k)|
)
. (11)
The optimal set of enhancement parameters are obtained
using Eq. (11) and the method of conjugate gradients. In this
paper, optimisation continues until the enhancement parame-
ters converge; research in [3] showed no advantages in further
optimising the state sequence.
3. The Effect of Multiple Acoustic
Mismatch
Likelihood-maximisation aims to optimise speech enhancement
techniques to best fit the acoustic models used for ASR. Being
a noise-removal technique, it will provide optimal reduction of
the background noise, however the approach is not designed
to counteract differences in speech production which may oc-
cur. Scenarios which exhibit noticeable changes in speech
production from the training phase include operation of the
ASR system in stressful situations (e.g. when driving a car), or
when tested against unseen speaker characteristics like accents.
Since the LIMA framework is tightly coupled with the acoustic
model, a second layer of acoustic mismatch has the potential to
produce unpredictable and inferior system performance.
In this paper, we compare the case of background noise with
the specific case of both accent and background noise mismatch
between training and testing. In particular, we trained acoustic
models using noise-free General American English (GenAm)
data, and tested using data noisy car environments spoken by
speakers of Australian English (AusEng) and GenAm. It should
be noted that we assume the absence of Lombard effect and
driver stress due to the nature of the data collections used.
Diagrammatic examples of both single and multiple acous-
tic mismatch scenarios for the vowel /æ/ are shown in Fig. 1.
Vowels were chosen as the HMM model in order to best demon-
strate the differences in behaviour since they are very important
information for speech recognition applications and also exhibit
more noticeable variation between accents compared to conso-
nants; and are often used to compare and classify different ac-
cents of English [8, 9].
In the scenario depicted in Fig. 1(a), it can be observed
that the speech enhancement procedure completely removes the
noise component (assuming perfect noise signal estimation) and
returns the noise-added /æ/ to its clean speech representation,
thereby removing any acoustic mismatch. In Fig. 1(b) where
both noise and speech production mismatches exist, speech en-
hancement still removes the contribution of the noise signal,
however there remains a mismatch between the test observa-
tions and the model representation due solely to the nature of
the speech production.
The type of mismatch focussed on in this paper has two
main effects on ASR due to differences in phonetic acoustic
realisations and also lexical realisations [8]. The latter effect is
minimised by altering the pronunciation dictionary to the test
language (e.g. converting the GenAm pronunciation of Johnson
(/Ã2ns@n/) to the more common /ÃOns@n/ in AusEng).
Closer consideration of the differences of acoustic realisa-
tions of phones reveals the true nature of the problem surround-
ing the use of the LIMA framework on accent-mismatched data.
It has been shown that the formants and intonation of AusEng
and GenAm have different characteristics [8]; such charac-
teristics embed themselves in MFCCs and associated HMM.
All other factors being equal, observations of the same phone
(e.g. /æ/) will produce lower likelihoods for the unseen accent
than the accent seen in the training phase.
For the optimisation stage of the LIMA framework, this is
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Figure 1: The effect of speech enhancement on ASR systems
with (a) single and (b) multiple levels of acoustic mismatch.
a two-fold problem. The gradient function described by Eq. (7)
provides a measure of difference between the current observa-
tion and the inferred acoustic model. For observations that have
low likelihoods, the value of∇ξL(ξ) in that frame will be large.
As a result, the contribution of these frames to the overall gra-
dient will be greater than other frames, which in itself is not
remarkable since this is the overall aim of likelihood maximisa-
tion. The real problem here lies in the fact that – in the optimisa-
tion procedure – greater weight is placed on frames which, due
to the aforementioned differences in accents, are poor matches
for their corresponding model representations on which the op-
timisation is reliant. As a result, the acoustic likelihood is max-
imised towards a speech model which – once all noise has been
removed – is not a true reflection of the test speech in terms
of speech production characteristics. In short, the optimisa-
tion process is sub-optimal because the reference model is in-
appropriate from the perspective of speech production. Using
the LIMA framework on data with multiple acoustic mismatch
therefore has the potential to hinder ASR performance.
4. Experiments
Context-dependent 3-state triphone Hidden Markov Mod-
els (HMM) were trained using the American English Wall
Street Journal 1 corpus. The acoustic models were trained using
39-dimensional MFCC – 13 MFCC (including C0) plus delta
and acceleration coefficients. Each HMM state was represented
using a 16-component GMM.
In-car speech recordings were utilised as the test data. Digit
strings from 38 speakers in the AVICAR database [10] were
used as examples of GenAm speech. The navigation address
task of the AEICS corpus [11] was used as samples of AusEng.
All data was processed using MFNS with a static set of empiri-
cally determined enhancement parameters (α = 1) and also us-
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Figure 2: Relative improvements in ASR word accuracy (%)
for (a) American English and (b) Australian English test data.
Noise conditions in (a): IDL = idle, 35U/35D = 35 mph win-
dows up/down, 55U/55D = 55 mph windows up/down. Noise
conditions in (b): C0 = idle, C1 = 60 km/h, C2 = 60 km/h
air-conditioning (AC) on, C3 = 60 km/h window down, C4 =
100 km/h, C5 = 100 km/h AC on, C6 = idle with AC on.
ing the LIMA framework as described in this paper with optimi-
sation occurring for each speaker in each noise condition. The
relative improvements in ASR word accuracy over the baseline
case without any speech enhancement are presented in Fig. 2.
Examination of the two sets of results demonstrates a con-
sistent decrease in ASR performance for the LIMA-based sys-
tem in the case where there are multiple layers of acoustic
mismatch. For the GenAm case (Fig. 2(a)), the LIMA frame-
work improves on the baseline enhancement technique regard-
less of the noise condition, demonstrating the effectiveness of
the LIMA approach. For the AusEng data however (Fig. 2(b)),
6 of the 7 noise conditions reduce the performance of the base-
line enhancement. This result supports the hypothesis outlined
in Section 3.
5. Discussion & Conclusion
Likelihood-maximising speech enhancement has gained in-
creased interest in recent years as a method for tightly coupling
speech enhancement and speech recognition in noisy environ-
ments. Previous studies have looked solely at the effects of
additive noise – this study has extended this to look at the in-
troduction of a second level of acoustic mismatch in the form
of speaker accents. Analysis of the LIMA optimisation frame-
work and the differences between accents revealed a potential
for speech recognition accuracy to be compromised due to un-
reliable acoustic models. Experimentation on both American
and Australian English in-car speech data supported the effec-
tiveness of the LIMA approach on data with a single level of
mismatch. It also confirmed the presence of problems associ-
ated with acoustic mismatch related to speech production.
Having identified the problems surrounding multiple acous-
tic mismatches, there is still a need to find an effective so-
lution. An obvious approach is to accent-match the training
and test speech through generic methods such as model adapta-
tion, accent morphing or feature transformation. With all these
techniques however, there is no guarantee they will integrate
smoothly and effectively within the LIMA framework.
A better approach may be to strive for a better under-
standing of the behaviour of the LIMA framework from a less
global perspective as presented here and in other previous stud-
ies. Given that vowels convey information about accents, we
would expect them to behave differently to consonants within
this framework. Such research includes analysis of the matched
case and comparing with the behaviour under additional mis-
match. This level of analysis should provide indicators of the
types of approaches required in order to maximise the effective-
ness of the LIMA framework on any data. This is the approach
we are pursuing in our current research.
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