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DOUBLE AFFINE HECKE ALGEBRAS AT ROOTS OF UNITY
M. Varagnolo, E. Vasserot
Abstract. We study double affine Hecke algebras at roots of unity and their rela-
tions with deformed Hilbert schemes. In particular their categories of finitely gener-
ated modules are derived equivalent to some category of coherent sheaves.
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Introduction
The double affine Hecke algebra, DAHA for short, have been introduced by
Cherednik about 15 years ago for the proof of MacDonald conjectures. Their rep-
resentation theory has been much studied in recent years. In particular simple
representation of the category O have been classified in [V] when the parameters
are not not roots of one. It is expected that DAHA’s play some role in modular
representations of affine Lie algebras or p-adic groups. See [VV2], [VV3].
In this paper we study the DAHA when the parameters are roots of unity. We’ll
only consider the type An case and we’ll assume that the order of the modular
parameter is large enough. Note that the following is already known : the classi-
fication of simple modules in type A1 when parameters are roots of 1 in [C], the
classification of simple modules in type An with generic quantum parameter and
modular parameter equal to 1 in [O] and the classification of simple modules of
rational DAHA of type An in large characteristic in [BFG]. Here we adapt the
technics of the latter work to the DAHA case. The proof is much more complicated
in our case. There are several reason for this.
The first one is that, for DAHA, one must introduce a new ring of quantum
differential operators over GLn. The usual one, constructed via the Heisenberg
double, is not convenient because the adjoint action is not compatible with the
multiplication. So one must introduce a twisted version of the Heisenberg double
which is, technically, much more complicated.
The second reason is that some standard properties of the rational DAHA
(Noetherianity, finiteness of the global dimension, etc) do not generalize easily.
The rational DAHA, which contains large polynomial subalgebras, has a natural
finite filtration with a nice associated graded ring. The DAHA does not have such
a filtration, basically because the polynomial subalgebras are replaced there by
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algebras of Laurent polynomials. This problem has another consequence. As we
explain below, one of the main goals of our work is to compare the spherical DAHA
with the algebra of global section of a sheaf of quantum differential operators on a
smooth variety (the deformed Hilbert scheme). Traditionally such statements are
proved as follows :
• one embeds the spherical DAHA into a quantum torus via Dunkl operators,
• one embeds the algebra of quantum differential operators into a quantum
torus via a homomorphism ”a` la Harish-Chandra”,
• one compare the two subalgebras using some filtered/graded arguments.
In our case the first step makes sense, see section 3.3, the second one also, see
sections 1.11, 2.8, but the third step does not make sense (at least to our knowledge).
One of the basic tools that we use instead of filtred/graded arguments comes from
symplectic geometry. More precisely we assume that the parameters are roots of
unity. So the algebras we must compare have big centers. They are Poisson orders,
following the terminology in [BG2]. See section A.10 for details.
One could imagine that the DAHA’s representations can be recovered from the
representations of the rational DAHA. The geometric construction we give below
shows that this cannot be, because DAHA’s representations are classified by quasi-
coherent sheaves over a family of deformed Hilbert schemes which strictly contains
the Hilbert schemes entering in the rational case.
Now recall that the proof in [BFG] is based on the following proposition of
Bezrukavnikov-Kaledin.
Proposition. Let k be an algebraically closed field. Let X be a smooth connected
k-variety with trivial canonical class and Y be an affine variety. Let f : X → Y be
a proper morphism. Let E be an Azumaya algebra over X such that
H>0(X, E) = 0.
Assume that the algebra A = E(X) has a finite global dimension. Then the functor
Db(Coh(E))→ Db(Modfg(A)), F 7→ RHomCoh(E)(E ,F)
is an equivalence between the bounded derived category of sheaves of coherent E-
modules on X and the bounded derived category of finitely generated A-modules.
To apply this proposition one must prove the following four steps :
• the rational DAHA and its spherical subalgebra are Morita equivalent (under
some restrictions on parameters),
• the Chow morphism of the Hilbert scheme X = Hilb (A2) of finite length
subschemes of the affine plane is a resolution of singularities of the spectrum
of the center of the spherical rational DAHA,
• there is an Azumaya algebra E over X such that H>0(X, E) = 0 and E(X) is
isomorphic to the spherical rational DAHA,
• the rational DAHA has a finite global dimension.
In our case we follow these ideas : each of the four steps has an analogue, though
all statements need different proofs. Here are a few words concerning the layout of
the paper.
In section 1 we first introduce a quantum analogue of DO (=differential opera-
tors) on GLn × P
n−1. Then we construct a ‘deformed Harish-Chandra homomor-
phism’ from a ring of QDO(=quantum differential operators) to a quantum torus.
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More precisely sections 1.3 to 1.5 contain generalities on Heisenberg doubles, quan-
tum moment maps and quantum reduction. In sections 1.6 to 1.10 this is applied
to the quantum deformation of the enveloping algebra of gln. An essential ingre-
dient consists to twist the product of the Heisenberg double by an explicit cocycle
given in terms of the R-matrix. This yields a new ring, denoted by D′. There
are two reasons to do so. The first one is that the quantum adjoint action on the
quantized function ring of GLn is not an Hopf algebra action while the adjoint
action on D′ is an Hopf algebra action. The second one is that the Poisson bracket
on the center of the DAHA at roots of unity, given by Hayashi’s construction, is
the Ruijsenaars-Schneider system by [O] and the latter differs from the Poisson
bracket of the Heisenberg double. Proposition 1.8.3 and Lemma 4.1.2(b) relate the
twisted ring of QDO to the Ruijsenaars-Schneider system. In section 1.11 we give
an analogue of the deformed Harish-Chandra homomorphism used in [BFG]. Our
construction is based on Etingof-Kirillov’s work in [EK].
In section 2 we specialize the previous constructions to the case where the quan-
tum parameters are roots of unity. Sections 2.2 and 2.3 are technical. The reader
may skip them, and return for proofs of statements referred in the subsequent sec-
tions. More precisely, section 2.2 is a reminder of more or less standard facts on
quantum groups at roots of unity, while the section 2.3 deals with invariants and
good filtrations. Observe that the most general form of the DAHA is an algebra over
the 3-dimensional ring Z[q±1, t±1], while quantum groups are traditionally algebras
over a (6 2)-dimensional ring. This is a source of technical difficulties. Another
source of problems is that we do not know if the algebras of QDO we consider here
are all flat. To solve this we must impose that the order of the modular param-
eter of the DAHA is large enough. In sections 2.4 to 2.7 we specialize the QDO
defined in the first part to roots of unity. The deformed Hilbert scheme mentioned
above is introduced in section 2.7. Finally in section 2.8 we specialize the deformed
Harish-Chandra homomorphism to roots of unity.
Section 3 is a reminder on double affine Hecke algebras. A convenient reference
for this is Cherednik’s book [C]. Theorems 3.1.2 and 3.6.9 are new. The first one
proves that the DAHA has a finite global dimension. The second one proves that
the DAHA is Morita equivalent to its spherical subalgebra. Observe that 3.6.9
uses completely different technics than the rest of the paper. It is based on the
K-theoretic construction in [V], [VV3]. For q = 1 some of the results in this section
can be found in [O].
Section 4 contains two parts. Section 4.1 is the analogue of the second step
above. There we study the deformed Hilbert scheme T introduced in section 2.6.
Note that T is the geometric quotient of an open subset of
{(g, h, v, ϕ) ∈ GLn(C)×GLn(C)× T
∗Cn; gh− ζ2lhg + v ⊗ ϕ = 0},
where ζ is an invertible parameter. The basic properties of T are more or less
standard. Note however that, contrarily to the rational case, the scheme T may be
not affine for ζ 6= 1. Section 4.2 is the analogue of the third step above. Theorem
4.2.1 is the main result of the paper. In the first part of 4.2.1 we construct a sheaf
of Azumaya algebras T over T . Observe that, contrarily to crystalline differential
operators in positive caracteristic, our ring of QDO on GLn at roots of unity is
not an Azumaya algebra but only a maximal order in a central simple algebra. See
Corollary 2.2.4 where a precise information is given on the Azumaya locus. This
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information is deduced from the classification of symplectic leaves of the Heisenberg
dual in [AM]. To prove that T is an Azumaya algebra we use once again symplectic
geometry. Indeed the key point is that the Poisson structure on T is non-degenerate
and that T is a Poisson order over T . In the second part of 4.2.1, which is anal-
ogous to the third step above, we prove first that the deformed Harish-Chandra
homomorphism yields an isomorphism from H0(T,T) to the spherical DAHA and
that there is no higher cohomology. The injectivity uses the following basic facts :
• T is a symplectic variety and the function ring of a smooth, affine, connected,
symplectic variety is a simple Poisson ring,
• T is an Azumaya algebra over T and for any Azumaya algebra A extensions
and contractions yield a bijection from two-sided ideals in A to ideals in the
center Z(A) ⊂ A.
On the other hand, the surjectivity uses to the following basic fact :
• the spherical DAHA, at roots of unity, is a maximal order in a central simple
algebra. Further, for any maximal orderA, ifB ⊂ Frac(A) is a ring containing
A which is finite over Z(A) then B = A.
To prove the vanishing of higher cohomology we use a deformation to q = 1 such
that the parameter remains a root of unity at each step. The way to do this is
to make a deformation to positive characteristic as in [APW]. Then, to lift the
vanishing from positive characteristic to characteristic zero we use a Poisson order
argument and the following lemma :
• Let A ⊂ C be a DVR with residue field k. Let f : X → Y be a proper
morphism of flat Poisson A-schemes such that Y is affine, irreducible and
Y ⊗ C is symplectic. If E ∈ Coh(OX) is an OX -algebra which is a flat A-
module and E ⊗ C is a Poisson order over Y ⊗ C then
H>0(X ⊗ k, E ⊗ k) = 0⇒ H>0(X ⊗ C, E ⊗ C) = 0.
Applications to the representation theory of DAHA at roots of unity are given
in Theorem 4.2.7. We do not insist on this, and we’ll come back to this in a future
publication.
Finally, let us make a comment on the structure of the paper. It ends with a
large appendix. To facilitate the reading we have put there some standard results
for which we did not find an appropriate reference and technical lemmas whose
proof was not important for the reading of the main arguments.
We would like to thank H. H. Andersen, A. Braverman, and C. De Concini for
valuable discussions.
1. Quantum groups and QDO
1.1. Groups and root systems.
Let A be a commutative ring and n be an integer > 0. We denote by GLn,A,
SLn,A the general and the special linear groups over A. If no confusion is possible
we omit the ring A and we abbreviate
G = GA = GLn,A, SL = SLA = SLn,A.
Let G+ be the semi-group of all n× n-matrices. Let H ⊂ H be the subgroup of all
diagonal matrices, let U− ⊂ G be the subgroup of all lower unipotent matrices and
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let U+ ⊂ G be the subgroup of all upper unipotent matrices. Let e ∈ G(A) be the
unit and let g be the Lie algebra of G.
The elements of the weight lattice X of G will be identified with sequences
λ = (λ1, . . . λn) of integers. Let εi = (0, . . . 1, . . . 0) be the i-th standard basis
element of X. For each h = diag(h1, h2, . . . hn) ∈ H(A) we write
hλ = hλ11 h
λ2
2 · · · h
λn
n ∈ A.
Let X+ = {λ1 > · · · > λn} be the set of dominant weights in X. Let Π ⊂ X
be the root system of G, let Π+ = {εi − εj ; i < j} be the set of positive roots
and S = {αi} be the set of simple roots. As usual we write αi = εi − εi+1
for i ∈ I = {1, 2, . . . n − 1}. Let Y+, Y ⊂ X be the submonoid and the subgroup
generated by the set S. Set ρ =
∑
α∈Π+
α/2 and θ = ε1−εn. For each i = 1, 2, . . . n
we set ωi =
∑
j6i εj . Let
X ×X → Z, (λ, λ′) 7→ λ · λ′
be the canonical symmetric bilinear form. We write λ > λ′ provided that
λ− λ′ ∈ Y+.
We identify the Weyl group of G with the symmetric group on n-letters Σn in
the usual way. Let {sα}, {si} ⊂ Σn be the sets of reflections and simple reflections.
Let
Σ̂n = Σn ⋉ Y, Σ˜n = Σn ⋉X,
the affine Weyl group and the extended affine Weyl group. We’ll abbreviate
τλ = (1, λ), w = (w, 0).
The unique affine simple reflection in Σ̂n which does not belong to Σn is denoted
by s0 = sθτ−θ. Recall that the Abelian group
P = X/Y
acts on Σ̂n by automorphisms of the extended Dynkin diagram and that we have
Σ˜n = Σ̂n ⋊ P.
The reflection representation of Σn on X yields a representation of Σ˜n on the Z-
module X˜ = X ⊕ Zδ such that
τλ(λ
′) = λ′ − (λ · λ′)δ, τλ(δ) = δ, w(δ) = δ.
We’ll put α0 = δ − θ ∈ X˜.
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1.2. Schemes and algebras.
A filtration of an object V in an Abelian category will always be ascending
sequence of subobjects Fi(V ) with i ∈ Z such that V =
⋃
i Fi(V ). The filtration
is separated if
⋂
i Fi(V ) = 0 and it is positive if F−1(V ) = 0. Let gr(V ) be the
associated graded object. If V is a Z-graded object let V m be the homogeneous
component of degree m. We set also
V + =
⊕
m>0
V m, V >0 =
⊕
m>0
V m.
All rings or algebras are assumed to be unital. We’ll use the following abbrevi-
ations : ID for integral domain, CID for commutative integral domain, CNID for
commutative Noetherian integral domain, NID for Noetherian integral domain and
DVR for discrete valuation ring. Let A be a commutative ring. If it is clear from the
context we write V ⊗W , V ∗, Hom(V,W ) for V ⊗A W , HomA(V,A), HomA(V,W )
and ( : ) for the canonical pairing V ∗ ⊗ V → A.
Fix any group G. A G-ring A is a ring with a G-action by ring automorphisms.
If A is commutative, a G-equivariant A-algebra is a G-ring A with a morphism of
G-rings A → A. A G-equivariant A-module is an A-module with a compatible
G-action. LetMod(A, G) denote the category of G-equivariant A-modules.
If A is a ring and i 6= j ∈ {1, 2, 3} let A⊗2 ⊂ A⊗3, a 7→ aij be the inclusion
obtained by inserting 1 in the component not named. Let A◦ be the opposite ring
and Z(A) be the center. If the multiplicative system generated by an element
a ∈ A is a denominator set we write Aa for the corresponding quotient ring. Let
Frac(A) denote the quotient ring of A whenever it is defined. If A is a Z-graded
ring and a ∈ Z(A) is a homogeneous element let A(a) be the degree 0 homogeneous
component of the quotient ring Aa. We’ll use the same notation for a Z-graded
A-module. If A is an A-algebra let DerA(A) be the set of A-linear derivations of A.
If the ring A is clear from the context we abbreviate Der(A) = DerA(A). Given an
A-linear map χ : A→ A let Aχ be the kernel of χ. We’ll write lgd(A) for the left
global dimension of A and fd(V ), pd(V ) for the flat and projective dimension of a
left A-module V . If confusions may happen we write fdA(V ), pdA(V ). If ϕ ∈ V
∗
and v ∈ V let cϕ,v be the corresponding matrix coefficient, i.e., the linear form on
A such that a 7→ ϕ(av).
Let Mod(A) be the category of left A-modules and Modlf(A) be the full sub-
category consisting of locally finite modules. Let Modr(A), Mod
lf
r (A) be the
corresponding categories of right modules. Let
Mod(A)→Modlf(A), V 7→ V lf
be the right adjoint to the canonical embedding. Let Gr(A) be the category of
Z-graded left A-modules and Qgr(A) be the quotient by the full subcategory con-
sisting of torsion modules, see [AZ].
Unless specified otherwise a scheme is a Noetherian separated Z-scheme. We’ll
call variety a reduced separated scheme of finite type over an algebraically closed
field. For any commutative ring A and any scheme X let X(A) be the set of A-
points of X. We’ll write O = OX if the scheme X is clear from the context. Let
Coh(O), Qcoh(O) be the categories of coherent and quasi-coherent sheaves. Let
K(X) be the function field of X. An action of an algebraic group G on X will
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always mean a rational action, i.e., an action obtained from a coaction of the Hopf
algebra O(G).
Given an algebra E in Coh(O) let
Qcoh(E) ⊂Qcoh(O), Coh(E) ⊂ Coh(O)
be the subcategories of sheaves with a structure of left E-module. Morphisms are
E-linear homomorphisms. Recall that E is an Azumaya algebra over X if it is O-
coherent and if, for all closed points x of X, the stalk Ex is an Azumaya algebra
over the local ring Ox, see [M2, IV.2].
If X = Proj(A) and A is a Z+-graded commutative ring let
Qgr(A)→Qcoh(OX), M 7→ M˜
be Serre’s localization functor. We’ll use the same notation for the localization
functor on an affine scheme.
Assume that k is a field of characteristic p > 0. Set l = pe with e an integer > 0.
Given a k-scheme X, let X(e) be its e-th Frobenius twist. Recall thatX(e) coincides
with X as a scheme but that it is equipped with a different k-linear structure. The
e-th power of the Frobenius homomorphism is an affine morphism
Fre : X → X(e)
which yields a bijection on the sets of k-points. So we may identify the sheaf OX
over X with the sheaf (Fre)∗OX over X
(e). If X is a reduced scheme the l-th power
map OX(e) → (Fr
e)∗OX is injective. Under the identification above it yields an
isomorphism between the sheaf OX(e) and the subsheaf
(1.2.1) OlX = {f
l; f ∈ OX} ⊂ OX .
If Y ⊂ X is a closed subscheme then Y (e) is a closed subscheme of X(e). If Y is
closed, reduced and I ⊂ OX is its ideal sheaf then
(1.2.2) OY (e) ≃ O
l
Y ≃ O
l
X/I
[l],
where I [l] ⊂ OlX is the ideal generated by the l-th powers of elements of I.
1.3. Hopf algebras.
Let A be a commutative ring. Let H be a Hopf algebra. We’ll always assume
that H is a Hopf algebra over A which is free as a A-module and with a bijective
antipode. Let ε, m, ∆, ι be the counit, the multiplication, the coproduct and the
antipode of H. Let m¯, ∆¯, ι¯ be the opposite maps. For each h ∈ H we write
∆(h) = h1 ⊗ h2 and ∆
2(h) = (id⊗∆)∆(h) = h1 ⊗ h2 ⊗ h3.
The opposit Hopf algebra, the coopposite Hopf algebra, the tensor square Hopf
algebra and the enveloping Hopf algebra associated with H are
H◦ = (H, m¯,∆, ι¯), H
◦ = (H,m, ∆¯, ι¯), H⊗2 = H⊗H, He = H◦ ⊗H
respectively. The coproduct and the antipode of H⊗2 are
∆(h⊗ h′) = (h1 ⊗ h
′
1)⊗ (h2 ⊗ h
′
2), ι(h⊗ h
′) = ι(h)⊗ ι(h′).
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Fix a normal left 2-cocycle, i.e., an invertible element c ∈ H⊗2 such that
(ε⊗ id)(c) = (id⊗ ε)(c) = 1⊗ 1, (∆⊗ id)(c)(c⊗ 1) = (id⊗∆)(c)(1⊗ c).
A normal left 2-cocycle is called a twist. The twisted Hopf algebra associated with
c is
Hc = (H,m,∆c, ιc)
with ∆c(h) = c
−1∆(h) c. We’ll say that the Hopf algebras H, Hc are equivalent.
Left or right H-actions are denoted by the symbols ⊲ and ⊳. We identify (H,H)-
bimodules and left He-modules so that (h ⊗ h′) ⊲ v = h′ ⊲ v ⊳ ι(h). We’ll omit the
action symbol when it is clear from the context.
LetH∗ be the dual ofH, i.e., the set of all linear mapsH→ A. It is an A-algebra
and a He-module. The restricted dual of H relatively to the tensor category of H-
modules which are finite and projective over A, i.e., the sum of all He-submodules
of H∗ which are of finite rank as A-modules, is a Hopf algebra.
Let H′ ⊂ H be an A-subalgebra and χ : H′ → A be an A-algebra homomor-
phism. The set of (H′, χ)-invariants in a H′-module V is
(1.3.1) V H
′,χ = {v ∈ V ; hv = χ(h)v, ∀h ∈ H′}.
We’ll abbreviate V H
′
= V H
′,ε and call it the space of H′-invariants in V .
We’ll use the symbol U for a quasi-triangular Hopf algebra. The R-matrix is
denoted by R =
∑
s r
+
s ⊗ r
−
s . Recall that
R∆(u) = ∆¯(u)R, (∆⊗ id)(R) = R13R23, (id⊗∆)(R) = R13R12,
(ε⊗ id)(R) = (id⊗ ε)(R) = 1, (ι⊗ ι)(R) = R, (ι⊗ id)(R) = R−1.
Let F be the restricted dual of U relatively to the tensor category of U-modules
which are finite and projective over A. There are Hopf algebra homomorphisms
R+ : F◦ → U, f 7→ (f ⊗ id : R), R− : F◦ → U, f 7→ (f ⊗ id : R−121 ).
Before to go on let us give a few examples.
1.3.2. Examples.
(a) The element R23 ∈ U
⊗4 is a twist of the Hopf algebra U⊗2. Let U[2] be
the corresponding twisted Hopf algebra. It is quasi-triangular with ∆c(u) =
R−123 ∆(u)R23 and ιc(u) = R21 ι(u)R
−1
21 . A computation yields
∆c(u⊗ u
′) =
∑
s,t
u1 ⊗ ι(r
+
s )u
′
1r
+
t ⊗ r
−
s u2r
−
t ⊗ u
′
2.
Let ∆¯ denote the coproduct of F◦. By [M1, 7.28, 7.31] there is a Hopf algebra
homomorphism
Λ = (R+ ⊗ R−) ◦ ∆¯ : F◦ → U[2].
(b) The element R35R34 is a twist of the Hopf algebra U
[2] ⊗U. Let U[3] be the
corresponding twisted Hopf algebra. The maps ∆, ∆2 are Hopf algebra inclu-
sions of U ⊂ U[2], U[3]. A direct computation yields the following formula in
U[3]
∆(v ⊗ u′ ⊗ 1) =
∑
s,t,x,y,z
v1 ⊗ ι(r
+
s )u
′
1r
+
t ⊗
⊗ ι(r+z r
+
y r
+
x )⊗ r
−
x r
−
s v2r
−
t ι(r
−
z )⊗ (adr
−
y )(u
′
2)⊗ 1.
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(c) The Hopf algebra Ue is equivalent to U[2], the corresponding twist is R13R23.
The Hopf algebra (Ue)⊗2 is equivalent to U◦ ⊗U[3], the corresponding twist
is R37R36R47R46.
Given a representation V of He and an element h ∈ H we’ll set (adh) ⊲ v =
∆(h) ⊲ v. If H is quasi-triangular and V is a representation H[2] we’ll set also
(adh) ⊲ v = ∆(h) ⊲ v. In both cases this yields a representation of H on V . We call
it the adjoint H-action.
The adjoint H-action on H is given by (adh)(h′) = h1h
′ι(h2). We may also use
the right adjoint action, which is defined by (adrh)(h
′) = ι(h1)h
′h2. Let H
lf ⊂ H
denote the locally finite part of the adjoint action. A subalgebra H′ ⊂ H is said to
be normal if it is preserved by the adjoint H-action.
The following properties are standard. See section A.1 for details.
1.3.3. Examples.
(a) U⊗ 1, U[2] ⊗ 1 are normal left coideal subalgebras of U[2], U[3] respectively.
(b) The map κ : F → Ulf, f 7→ R−ι(f1)R
+(f2) is (adU)-linear. It is injective if
U is factorizable. Taking R−121 as the R-matrix instead of R, we get another
(adU)-linear map κ¯ such that κ¯(f) = R+ι(f1)R
−(f2). We have m(κ¯⊗κ)∆ =
m(κ⊗ κ¯)∆ = ε.
(c) There are linear isomorphisms ̟i : U
⊗i → U[i], i = 2, 3, which commute
with the adjoint actions and are such that ∆κ = ̟2(κ ⊗ κ)∆ and ∆
2κ =
̟3(κ⊗ κ⊗ κ)∆
2.
1.4. Smash products.
Let A be a commutative ring andH be a Hopf A-algebra. LetA be an A-algebra.
An H-action on A is a representation such that
h ⊲ 1 = ε(h)1, h ⊲ aa′ = (h1 ⊲ a)(h2 ⊲ a
′), ∀h, a, a′.
If the action is clear from the context we simply say that A is an H-algebra. The
following properties are immediate : the locally finite partAlf of theH-action onA
is an A-subalgebra and the coaction map is an algebra homomorphismA→ H∗⊗A.
For any left coideal subalgebra H′ ⊂ H let Mod(A,H′) be the category of the
H′-equivariant A-modules, i.e., the category of theA-modules V with anH′-action
such that
h ⊲ (av) = (h1 ⊲ a)(h2 ⊲ v), ∀h, a, v.
Let A be a H-algebra. Fix a twist c of H. We define an Hc-algebra Ac by
defining a new multiplication on A such that
mc(a⊗ a
′) = m(c ⊲ (a⊗ a′)), ∀a, a′.
The Hc-action on Ac is the same as theH-action on A. We say that the H-algebra
A is equivalent to the Hc-algebra Ac.
Given V ∈ Mod(A,H) we define a new object Vc ∈ Mod(Ac,Hc) as follows.
Let α : A ⊗ V → V denote the A-action on V . There is an Ac-action on V given
by a⊗ v 7→ α(c ⊲ (a⊗ v)). Together with the original H-action on V this yields Vc.
Before to go on let us give a few examples. See section A.2 for details.
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1.4.1. Examples.
(a) It is known that F is a Ue-algebra such that (u⊗u′) ⊲ f = u′ ⊲ f ⊳ ι(u), where
u ⊲ f = (f2 : u)f1 and f ⊳ u = (f1 : u)f2. The corresponding adjoint action
is given by (adu)f = u2 ⊲ f ⊳ ι(u1). We may also use the right adjoint action
which is given by (adru)f = ι(u2) ⊲ f ⊳ u1.
The adjoint U-action on U is an Hopf algebra action, the adjoint U-action
on F is not. More generally, the adjoint U-action on an U[2]-algebra is an
Hopf algebra action, while the adjoint U-action on an Ue-algebra is not.
The multiplication m in F satisfies the following relation
∑
s
m
(
(f ⊳ r+s )⊗ (f
′ ⊳ r−s )
)
=
∑
s
m
(
(r−s ⊲ f
′)⊗ (r+s ⊲ f)
)
.
(b) Let F′ be the U[2]-algebra equivalent to the Ue-algebra F. The U[2]-action
on F′ is given by (u⊗ u′) ⊲ f = u′ ⊲ f ⊳ ι(u). Let m, m′ be the multiplication
in F, F′ respectively. We have
m(f ⊗ f ′) =
∑
s
m′
(
(adr+s )(f)⊗ (f
′ ⊳ r−s )
)
,
m′(f ⊗ f ′) =
∑
s
m
(
(adr+s )(f)⊗ (f
′ ⊳ ι(r−s ))
)
.
In particular the following relation holds
∑
s,t
m′
(
(r+s ⊲ f ⊳ r
−
t )⊗ (f
′ ⊳ r+t r
−
s )
)
=
∑
s,t
m′
(
(r+t r
−
s ⊲ f
′)⊗ (r+s ⊲ f ⊳ r
−
t )
)
.
The maps κ, κ¯ are (adU)-algebra homomorphisms F′ → Ulf. Composing the
counit of U and the map κ we get an homomorphism F′ → A. This map is
equal to the counit of F.
(c) Fix an U-algebra A. Twisting the multiplication in A⊗2 by the twist R23
yields an U[2]-algebra A(2). Now set A = U or F′ with the adjoint U-
action. We get the (adU[2])-algebras U(2), (F′)(2) respectively. The map ̟2
in 1.3.3(c) is an (adU[2])-algebra homomorphism U(2) → U[2].
(d) Given an H-algebra A and a left or right coideal subalgebra H′ ⊂ H the set
of H′-invariants AH
′
is an A-subalgebra of A.
Recall that A is an H-algebra. The smash product of A and H is the A-algebra
A♯H generated by A, H with the additional relations h a = (h1 ⊲ a)h2 for all h, a.
It is an H-overalgebra of A and of H, for the H-action given by
h′ ⊲ (ah) = (h′1 ⊲ a)(adh
′
2)(h).
Let ℓ, ∂⊲ be the obvious inclusions A,H ⊂ A♯H. An A♯H-module is the same as
an H-equivariant A-module. We define the basic representation of A♯H to be A,
with the left multiplication by A and the natural action of H.
Given a left coideal subalgebra H′ ⊂ H let A♯H′ ⊂ A♯H be the subalgebra
generated by ℓ(A), ∂⊲(H
′). It is preserved by the H-action if H′ is a normal
subalgebra. The restriction of the basic representation of A♯H to A♯H′ is called
again the basic representation of A♯H′. The following is proved in section A.2.
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1.4.2. Proposition. For each twist c there is an isomorphism of A-algebras Ξ :
Ac♯Hc → A♯H which factors through the identity of the basic representations Ac →
A.
1.4.3. Examples.
(a) The obvious inclusions U◦,U ⊂ Ue yield normal left coideal subalgebras of
Ue. Thus F♯U◦, F♯U are Ue-subalgebras of the smash-product F♯Ue.
(b) The inclusion U ⊂ U[2] maps U onto a normal left coideal subalgebra of U[2],
see 1.3.3(a). Further F′ is a U[2]-algebra by 1.4.1(b). Thus F′♯U, F′♯U[2] are
both U[2]-algebras. The isomorphism Ξ : F′♯U[2] → F♯Ue in 1.4.2 factors to
an A-algebra isomorphism F′♯U→ F♯U◦.
(c) By definition of F we have F ⊂ U∗. We have also U ⊂ F∗ iff the natural
pairing ( : ) : F × U → A is non-degenerate. If U ⊂ F∗ then the basic
representation of F♯U on F is faithful. See section A.2 for details.
1.5. Quantum reduction.
Let A be a commutative ring. Let H be a Hopf algebra and let A be an H-
algebra. Let H′ ⊂ H be a left coideal subalgebra.
A quantum moment map forA (QMM for short) is an A-algebra homomorphism
∂⊲ : H
′ → A such that
(1.5.1) (h1 ⊲ a)∂⊲(h2) = ∂⊲(h)a, ∀a, h.
Fix the map ∂⊲. Then the H-action on A is given by
h′ ⊲ ℓ(a)∂⊲(h) = ℓ(h
′
1 ⊲ a)∂⊲(adh
′
2)(h).
Note that any V ∈Mod(A) has a natural structure of H′-equivariant A-module :
the H′-action is the composition of ∂⊲ and the A-action on V . So we have defined
a functorMod(A)→Mod(A,H′).
An A-algebra homomorphism χ : H′ → A yields an algebra homomorphism
H′ → H, h 7→ hχ = h1χ(h2).
We’ll say that H′ is χ-stable if it is preserved by this map. Note that we have
∆(hχ) = h1 ⊗ h
χ
2 , (adh
′)(hχ) = ((adh′)h)χ, ∀h ∈ H′, h′ ∈ H.
Thus if H′ ⊂ H is normal then
(H′)χ = {hχ;h ∈ H′}
is also normal in H. If H′ ⊂ H is χ-stable and normal the left ideal
A∂⊲(H
′)χ ⊂ A
is preserved by the H′-action. Thus we may set
A//χH
′ = (A/A∂⊲(H
′)χ)H
′
.
If χ = ε we’ll abbreviate A//H′ = A//εH
′. The following is proved in section A.3.
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1.5.2. Proposition. Let H′ ⊂ H be a normal χ-stable left coideal subalgebra and
∂⊲ : H
′ → A be a QMM. The following hold
(a) A//χH
′ is an A-algebra,
(b) if A is a field and A is a matrix algebra then A//χH
′ is again a matrix algebra,
(c) taking invariants yield a functor Mod(A)→Mod(A//χH
′), V 7→ V H
′,χ.
1.5.3. Remarks.
(a) Assume that V ∈Mod(H) is projective of finite rank over A. Then End(V )
is an H-algebra for the H-action such that End(V ) = V ⊗V ◦ as a H-module.
Here V ◦ is the contragredient dual left H-module, i.e., the dual A-module
with the action twisted by the antipode. If A ⊂ End(V ) is an H-subalgebra
then an algebra homomorphism ∂⊲ : H
′ → A is a QMM if ∂⊲(h)(v) = h ⊲ v
for all h ∈ H′, v ∈ V.
(b) The inclusion ∂⊲ : H→ A♯H is a QMM.
(c) Let H′ ⊂ H be a normal left coideal subalgebra. Let χ : H′ → A be an
A-algebra homomorphism. Assume that H′ is χ-stable. The assignment
ℓ(a)∂⊲(h) 7→ ℓ(a)∂⊲(h
χ) gives an H-algebra endomorphism of A♯H′.
(d) Let H′ ⊂ H be a normal left coideal subalgebra. Let χ : H′ → A be an
A-algebra homomorphism. Assume that H′ is χ-stable. Let A be an H-
algebra with a QMM ∂⊲ : H
′ → A. Assume that φ : A→ A is an H-algebra
homomorphism such that φ∂⊲(h) = ∂⊲(h
χ) for all h ∈ H′. Then φ factors to
an A-algebra isomorphism A//H′ = A//χH
′.
1.6. Quantized enveloping algebra.
Fix an indeterminate q and a field extension Q(q) ⊂ K. Let U be the K-algebra
generated by ei, fi, kλ, i ∈ I, λ ∈ X with the defining relations
kλei = q
λ·αieikλ, kλfi = q
−λ·αifikλ, kλkλ′ = kλ+λ′ ,
[ei, fj ] = δij(kαi − k−αi)/(q − q
−1)
and the quantum Serre relations. Here we set δij = 1 if i = j and zero else. The
K-algebra U is an ID, see [J2, sec. 7.3.4]. To simplify we may write ki = kαi . The
coproduct and antipode are
∆(ei) = k
−1
i ⊗ ei + ei ⊗ 1, ∆(fi) = 1⊗ fi + fi ⊗ ki, ∆(kλ) = kλ ⊗ kλ,
ι(ei) = −kiei, ι(fi) = −fik
−1
i , ι(kλ) = k
−1
λ .
Let U+,U−,U0 ⊂ U be the positive, negative and Cartan part. We fix once for
all a reduced expression of w0, the longest element in the Weyl group. Let eα, fα,
α ∈ Π+ be the corresponding root vectors in U. We may write eij = eα, fij = fα
if α = εi − εj . Put
e˙α = (q − q
−1)eα, f˙α = (q − q
−1)fα, e˙i = e˙αi , f˙i = f˙αi .
Consider the Hopf algebra isomorphism a′ : U→ U◦ given by
a′(ei) = fik
−1
i , a
′(fi) = kiei, a
′(kλ) = kλ.
The map a = ι¯ ◦ a′ = a′ ◦ ι is the Cartan involution of U.
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Let X ′ be the set of characters U0 → K. Given an U-module V and a character
ν ∈ X ′ let Vν ⊂ V be the corresponding weight subspace. We say that V is a
weight module if V =
⊕
ν Vν and dim(Vν) < ∞ for all ν. Let V
∗ =
⊕
ν V
∗
ν be
the dual right weight module. The contragredient dual left weight module V ◦ is
obtained by twisting the right action on V ∗ by the antipode. For each λ ∈ X, the
weight lattice of G, we have the character qλ : kλ′ 7→ q
λ·λ′ . This yields an inclusion
X ⊂ X ′. We say that the weight module V is of type 1 if all its weights belong to
X.
LetO(U) ⊂Mod(U) be the BGG subcategory. For each ν ∈ X ′ letM(ν) be the
Verma module with the highest weight ν and let V (ν) be its top. We abbreviate
M(λ) = M(qλ), V (λ) = V (qλ).
We’ll fix once for all a basis (vλi ) of V (λ) for each λ ∈ X which consists of weight
vectors such that vλ1 is a highest weight vector and v
λ
1 ⊗ v
λ′
1 = v
λ+λ′
1 . Let (ϕ
λ
i ) be
the dual basis. We’ll abbreviate vλ = v
λ
1 and ϕλ = ϕ
λ
1 .
1.7. Quantized function algebra.
Let F be the restricted dual of the Hopf algebra U with respect to the category
of finite dimensional modules of type 1. It is an Ue-algebra and an ID, see [J2,
sec. 9.1.9]. For each λ ∈ X+, i, j = 1, 2, . . . n we put cλ = cϕλ,vλ and cij = cϕω1i ,v
ω1
j
.
Let cf(V (λ)) ⊂ F be the vector subspace spanned by the matrix coefficients of
V (λ). Let F+ ⊂ F be the subalgebra generated by the set {cij}.
Let F0 be the K-span of {q
λ;λ ∈ X} and
̺0 : F→ F0
be the restriction of functions to U0. The map ̺0 is an Hopf algebra homomorphism.
Let F′ be as in 1.4.1. Let F′+ ⊂ F
′ be the subalgebra generated by the set {cij}.
The identity F→ F′ maps F+ onto F
′
+.
We’ll need the following quotient rings of F :
• Fi is the localization at the denominator set generated by c1i for i = 1, 2, . . . n.
It is an Ue-overalgebra of F. The right Uπ˜-action on Fi is locally finite.
• F∗ is the localization at the denominator set generated by {c1i}.
• FΣ is the localization at Σ = {cλ; λ ∈ X+}, see [J2, 9.1.10(iii)].
Let Ue, U[2], U[3] be as in section 1.3. Notice that the coproduct of U[2], U[3]
maps only to a completion of the tensor square. This will have no consequence in
the rest of the paper. So we’ll omit it and call U[2], U[3] a Hopf algebra again. Set
U′ =
⊕
λ∈2X+
(adU)(kλ), (U
′)[2] = ̟2(U
′ ⊗ U′), (U′)[3] = ̟3(U
′ ⊗ U′ ⊗ U′).
The maps ̟2, ̟3 are as in 1.3.3(c) and section A.1.
The universal R-matrix yields the following endomorphism of V (ω1)⊗ V (ω1)
Rq =
∑
i,j
qδijeii ⊗ ejj + (q − q
−1)
∑
i<j
eij ⊗ eji.
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1.7.1. Proposition.
(a) The maps κ, κ¯ yield (adU)-algebra isomorphisms F′ → U′ such that κ(cλ) =
κ¯ι(cλ) = k2λ. There are inclusions
∆(U′) ⊂ (U′)[2] ⊂ U⊗ U′, ∆2(U′) ⊂ (U′)[3] ⊂ U⊗ (U′)[2].
(b) The ring F′ is an U[2]-algebra. It is the localization of F′+ at the multiplicative
set generated by cωn , a central element. The assignment cij 7→ tij is an iso-
morphism from F′+ to the algebra generated by {tij} with the defining relations
Rq21 T13R
q
12 T23 = T23R
q
21 T13R
q
12 where T =
∑
i,j eij ⊗ tij.
Proof: The maps κ, κ¯ are (adU)-algebra homomorphisms F′ → U′ by 1.4.1(b). The
invertibility of κ is proved in [J2], [BS]. The inclusion ∆(U′) ⊂ (U′)[2] follows from
the equalities κ(F′) = U′ and ∆κ(f) = ̟2(κf1 ⊗ κf2), see above and 1.3.3(c). The
inclusion (U′)[2] ⊂ U⊗ U′ follows from the formula for ̟2 in section A.1. Part (b)
is proved in [DM, prop. 4.11].
⊓⊔
Let Uπ ⊂ U be the K-subalgebra generated by the elements ι(fi), kλ, ej with
λ1 = 0, j 6= 1. Let U
′
π = Uπ ∩ U
′. Finally let Uπ˜ ⊂ U be the Hopf subalgebra
generated by U0 and Uπ. Both Uπ, U
′
π are normal left coideal subalgebras of Uπ˜.
Set V = U′/IV where IV is the right ideal generated by (U
′
π)
ε = U′π ∩ U
ε. The
adjoint Uπ˜-action on U
′ factors to V. It is locally finite. Let V+ be the image of
κ(F′+) by the obvious map U
′ → V. It is an Uπ˜-submodule of V. We’ll consider the
restriction of this action to the K-subalgebra ι(Uπ) ⊂ Uπ˜.
For any right Uπ-module V we’ll abbreviate V
π = V Uπ . By 1.4.1(d) the subset
Fπ ⊂ F is an U-subalgebra for the standard left U-action. As a K-algebra it is
generated by the set {c1i}. Let also
πF ⊂ F be the U-subalgebra generated by the
set {ci1} with the contragredient left action, i.e., the right U-action twisted by the
antipode. The following is proved in section A.4.
1.7.2. Lemma.
(a) The K-algebras U′π, (U
′
π)
ε are generated by the subsets {κι(cij); j 6= 1}, {κι(cij)−
δij ; j 6= 1} respectively.
(b) There is a ι(Uπ)-module isomorphism V+ ≃
πF. The ι(Uπ)-module V is iso-
morphic to the localization ofπF with respect to the multiplicative set generated
by c11.
1.7.3. Remarks.
(a) The Hopf algebra U is not quasi-triangular, but F is coquasi-triangular. For
V,W ∈ O(U) the universal R-matrix maps the element v ⊗ w ∈ V ⊗W to a
well-defined element
∑
s
(r+s ⊲ v)⊗ (r
−
s k|v| ⊲ w) =
∑
s
(r+s k|w| ⊲ v)⊗ (r
−
s ⊲ w),
for some homogeneous element r±s ∈ U±. If f ∈ F is homogeneous of weight
λ relatively to ⊲ then R+(f) =
∑
s(f : r
+
s ) r
−
s kλ and R
−ι(f) =
∑
s(f :
r−s ) r
+
s kλ.
(b) The U-algebra Fπ is isomorphic to
⊕
m>0 V (mω1) with the Cartan multipli-
cation rule. We have also πF =
⊕
m>0 V (mω1)
◦ as a U-module.
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(c) Set Fπi = (Fi)
π and Fπ∗ = (F∗)
π. For any Fπ-module V we put
Vi = F
π
i ⊗Fπ V, V∗ = F
π
∗ ⊗Fπ V.
The K-algebra Fπ∗ is the quantum torus generated by the invertible elements
c±11i , i = 1, 2, . . . n, modulo the relations c1ic1j = qc1jc1i if i > j. For each
weight λ = (λ1, λ2, . . . λn) we put c1λ = (c1n)
λn · · · (c12)
λ2(c11)
λ1 . Let xλ, yλ ∈
End(Fπ∗ ) be given by yλ(c1µ) = q
λ·µc1µ and xλ(c1µ) = c1,λ+µ for each µ. We’ll
abbreviate yi = yεi and xi = xεi . Set λ˜ =
∑
j 6=1 λjωj−1. The elements ∂⊲(e˙j),
∂⊲(f˙j), ∂⊲(kλ) and ℓ(c1λ)∂⊲(kλ˜)
−1 of D⊲ act on F
π
∗ as the operators
xjx
−1
j+1(yj+1 − y
−1
j+1), x
−1
j xj+1(yj − y
−1
j ), yλ, xλ.
(d) We have U ⊂ F∗, i.e., the natural pairing F× U→ K is non-degenerate.
(e) The K-algebra F is a quantum analogue of the function algebra O(G). Let
c¯λ, c¯ij ∈ O(G) be the functions corresponding to the elements cλ, cij . We’ll
write again Σ = {c¯λ; λ ∈ X+}, a subset ofO(G). We have Σ
−1O(G) = O(GΣ)
with GΣ = U+HU− the open Bruhat cell of G.
(f) We’ll abbreviate Σ = κ(Σ), a multiplicative set in U′. Let U′Σ be the corre-
sponding quotient ring.
From now on we’ll use the following conventions :
• to simplify we’ll omit the terms “kλ” in the formulas for the R-matrix,
• given an element u of U or U◦ the expression u1 ⊗ u2 will always denote the
coproduct in U. So we’ll write u2 ⊗ u1 for the coproduct in U
◦.
1.8. QDO on G.
The Hopf algebras U, U◦ act on the K-algebra F via the natural left action and
the contragredient left action respectively. Let D⊲ = F♯U and D⊳ = F♯U
◦. Both
are Ue-algebras by 1.4.3(a). In section 1.4 we have defined inclusions
∂⊲ : U→ D⊲, ∂⊲ : U
◦ → D⊳.
To avoid confusion we’ll use the symbol ∂⊲ for the first map and we’ll use the
composed morphism
∂⊳ = ∂⊲ ◦ ι¯ : U◦ → D⊳
rather than the second map. To simplify the notation we may write U instead of
U◦. So we view ∂⊳ as a map U→ D⊳. Recall that
∂⊲(u) ℓ(f) = ℓ(u1 ⊲ f) ∂⊲(u2),
∂⊳(u) ℓ(f) = ℓ(f ⊳ u1) ∂⊳(u2).
Note that U′ ⊂ U is a normal left coideal subalgebra by 1.7.1(a). Let D ⊂ D⊲ be
the Ue-subalgebra generated by ℓ(F), ∂⊲(U
′). It is isomorphic to the subalgebra of
D⊳ generated by ℓ(F), ∂⊳(U
′). The Ue-action on D is given by
(1.8.1)
(u⊗ u′) ⊲ (ℓ(f) ∂⊲(v)) = ℓ(u
′
1 ⊲ f ⊳ ι(u)) ∂⊲(adu
′
2)(v),
(u⊗ u′) ⊲ (ℓ(f) ∂⊳(v)) = ℓ(u
′ ⊲ f ⊳ ι(u2)) ∂⊳(adu1)(v).
The adjoint U-action on D is given by
(adu)(ℓ(f) ∂⊲(v)) = ℓ(adu1)(f) ∂⊲(adu2)(v),
(adu)(ℓ(f) ∂⊳(v)) = ℓ(adu2)(f) ∂⊳(adu1)(v).
Let D+ ⊂ D be the subalgebra generated by ℓ(F+) and ∂⊲κ(F+). The following is
proved in section A.5.
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1.8.2. Proposition.
(a) The ring D⊲ is an ID.
(b) The basic D⊲-module is faithful and U
e-equivariant.
(c) There are QMM ∂⊳ : U
′ → D and ∂⊲ : U
′ → D.
(d) The K-linear map F⊗ U′ → D, f ⊗ u 7→ ℓ(f)∂⊳(u) is invertible.
The adjoint U-action on D is not an Hopf algebra action. Thus it is convenient
to introduce the following K-subalgebras
D′ = F′♯U′, D′⊲ = F
′♯U ⊂ F′♯U[2].
Here U′, U embed into U[2] as in 1.3.3(a). Both are U[2]-algebras. Note that
D′⊲ ≃ D⊳ by 1.4.3(b). The adjoint U-action is given by
(adu)(ℓ(f) ∂⊲(v)) = ℓ(adu1)(f) ∂⊲(adu2)(v).
To understand the semi-classical analogue of D′ it is useful to write a presentation
in matrix form. Given formal symbols ℓij , ℓ
′
ij set L =
∑
i,j eij ⊗ ℓij and L
′ =∑
i,j eij ⊗ ℓ
′
ij . Let ℓωn , ℓ
′
ωn be the quantum determinants of L, L
′. Let D′+ be the
K-algebra generated by {ℓij , ℓ
′
ij} with the relations
Rq21 L13R
q
12 L23 = L23R
q
21 L13R
q
12,
Rq21 L
′
13R
q
12 L
′
23 = L
′
23R
q
21 L
′
13R
q
12,
Rq21 L13R
q
12 L
′
23 = L
′
23R
q
21 L13 (R
q
21)
−1.
The following is proved in section A.5.
1.8.3. Proposition.
(a) There is a QMM ∂2 : (U
′)[2] → D′.
(b) The elements ℓωn , ℓ
′
ωn generate a denominator set of D
′
+ whose quotient ring
is isomorphic to D′.
1.8.4. Remark. The ring D⊳ satisfies properties similar to 1.8.2. For a future use,
observe that ∂⊲(U
′) ⊂ (D⊲)
⊳U, ∂⊳(U
′) ⊂ (D⊲)
U⊲ and that (D⊲)
⊳U, (D⊲)
U⊲ centralize
each other in D⊲. See section A.5 for details.
1.9. QDO on Pn−1.
In this section we study several versions of the ring of QDO on Pn−1. First, write
R = D/IR where IR is the left ideal generated by ∂⊳(U
′
π)
ε. It is a U◦π˜⊗U-equivariant
D-module. Let Dπ ⊂ D be the set of right Uπ-invariant elements. It is a U-algebra
by 1.4.1(d). By 1.5.2 the subset Rπ ⊂ R of right Uπ-invariant elements is also a
U-algebra. It is the first analogue of DO on Pn−1. For technical reasons we’ll need
two other different versions of the ring of QDO on Pn−1.
The K-linear isomorphism ℓ⊗ ∂⊳ : F⊗ U
′ → D factors to an isomorphism
ℓ⊗ ∂⊳ : F⊗ V→ R.
Let R+ be the image of F⊗ V+ by this isomorphism. It is a U
◦
π˜ ⊗ U-submodule of
R. Let Rπ+ ⊂ R+ be the set of Uπ-invariant elements, a U-submodule again. Here
we identify Uπ with the algebra Uπ ⊗ 1. It is the second analogue of DO on P
n−1.
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Let Dπ⊲ ⊂ D⊲ be the set of right Uπ-invariant elements. The basic representation
of D⊲ on F factors to a representation of D
π
⊲ on F
π. Let Rπ⊲ ⊂ End(F
π) be the
K-subalgebra generated by the action of Dπ⊲ on F
π. It is the third analogue of DO
on Pn−1.
We’ll also use some quotient ring. The elements ℓ(c1i), ∂⊲(kλ), i ∈ I, λ ∈ 2X+
belong to Dπ. Hence they map into Rπ. Let RπΣ be the quotient ring obtained by
inverting all these elements.
The following is proved in section A.6.
1.9.1. Proposition.
(a) The algebra Rπ⊲ is an ID and an U-algebra. The quotient ring R
π
⊲,∗ is a quan-
tum torus.
(b) The algebra Rπ is an ID and an U-subalgebra of End(Fπ). The quotient ring
RπΣ is a quantum torus.
(c) The K-subspace Rπ+ ⊂ R
π is an U-subalgebra. There is an isomorphism of
U-equivariant Fπ-modules Fπ ⊗πF→ Rπ+.
1.9.2. Remarks.
(a) In 1.9.1(c) we have equipped Fπ ⊗πF with the tensor product of the left U-
action on Fπ and the contragredient left U-action on πF. The isomorphism
Fπ ⊗πF→ Rπ+ is given by f ⊗ f
′ 7→ ℓ(fι(f ′1))∂⊳κ(f
′
2).
(b) The left action of kωn yields the Z-grading on R
π given by
deg(x) = d ⇐⇒ kωn ⊲ x = q
dx.
The subalgebra Rπ+ is also Z-graded. The elements c1i ⊗ 1, 1 ⊗ ci1 ∈ F
π ⊗πF
have degree 1, −1.
(c) The proof of 1.9.1(b) uses the surjection Dπi → R
π
i . The natural map D
π → Rπ
is not surjective. Indeed, the left action of kωn yields a Z+-grading on D
π as
in part (b) above. The canonical map Dπ → Rπ preserves the grading, so it
can’t be surjective.
(d) The map ∂⊲ : U
′ → D factors to U′ → Rπ.
1.10. QDO on G× Pn−1.
First, we introduce a ring of QDO on G×G. The Hopf algebra H = U◦⊗U[3] is
equivalent to (Ue)⊗2. The tensor square F⊗2 is an (Ue)⊗2-algebra such that
(u⊗ v ⊗ u′ ⊗ v′) ⊲ (f ⊗ f ′) = (v ⊲ f ⊳ ι(u))⊗ (v′ ⊲ f ′ ⊳ ι(u′)).
So we may twist the multiplication in F⊗2 to get an H-algebra G. Now we define
some subalgebra of the smash-product G♯H. Set H′ = ι(U′)⊗(U′)[3]. The inclusions
a : U[2] → H, u 7→ 1⊗ u⊗ 1,
b : U◦ → H, u 7→ u⊗ 13,
c : U→ H, u 7→ 1⊗∆2(u)
restrict to algebra embeddings of (U′)[2], ι(U′) and U′ into H′. Note that (U′)[2] ⊂ H
is a normal left coideal subalgebra by 1.3.3(a). Thus there is an H-algebra E =
G♯(U′)[2]. Consider the following linear maps
γ : D→ E, ℓ(f) ∂⊲(v) 7→ ℓ(f ⊗ 1) ∂⊲̟2(v ⊗ 1),
γ′ : D′ → E, ℓ(f ′) ∂⊲(u
′) 7→ ℓ(1⊗ f ′) ∂⊲̟2(1⊗ u
′),
ψ : D⊗ D′ → E, d⊗ d′ 7→ γ(d)γ′(d′).
The following is proved in section A.7.
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1.10.1. Proposition.
(a) The maps γ : D→ E and γ′ : D′ → E are algebra homomorphisms.
(b) The map ψ : D⊗ D′ → E is invertible.
(c) The U-actions on E associated with b, c are given respectively by
u ⊲ ψ(d⊗ d′) = ψ
(
(d ⊳ ι(u))⊗ d′
)
, u ⊲ ψ(d⊗ d′) = ψ
(
(u1 ⊲ d)⊗ (adu2)(d
′)
)
.
(d) The basic representation of E on G is faithful.
(e) There is a quantum moment map ∂3 : H
′ → E.
Let ∂a, ∂b, ∂c be the maps composed of ∂3 and a, b, c.
Let Gi, G∗ be the rings of quotients of G relative to the multiplicative sets
generated by c1i⊗ 1 and {c1i⊗ 1}. Let G
π ⊂ G be the set of Uπ-invariant elements
for the action associated with the map b. It is a subalgebra of G. We define Ei, E∗
and Eπ in the same way.
Now we can introduce the ring of QDO on G × Pn−1. It is one of the main
objects of this paper. Put S = E/IS where S is the left ideal generated by ∂bι(U
′
π)
ε.
The quantum reduction of E relative to ∂b yields the algebra
(1.10.2) Sπ = E//ι(U′π).
The U-action on E associated with the map c is called the adjoint action. It factors
to a U-action on Sπ. The following is proved in section A.7.
1.10.3. Proposition.
(a) The map ψ factors to linear isomorphisms R⊗ D′ → S, Rπ ⊗ D′ → Sπ.
(b) The ring Sπ is an ID. The maps ∂a, ∂c factor to ∂a : (U
′)[2] → Sπ, ∂c : U
′ →
Sπ. Both are QMM.
1.10.4. Remarks.
(a) The relations for D′+ in 1.8.3 are homogeneous. We equip D
′ with the Z-
grading such that deg(ℓij) = deg(ℓ
′
ij) = 1.
(b) We equip D with the Z-grading such that deg(ℓ(cij)) = 1 and deg(∂⊲κ(cij)) =
0, compare 1.9.2(c).
(c) We equip E with the Z-grading such that the linear map ψ : D ⊗ D′ → E is
homogeneous of degree 0. This grading is preserved by the U-action associated
with the maps b, c. Further ∂b, ∂c map into the homogeneous component of
degree 0 by A.7.4(b) and A.5.3.
(d) We equip Sπ with the Z-grading such that the linear map ψ : Rπ ⊗ D′ → Sπ
is homogeneous of degree 0. Here Rπ, D′ are given the gradings in 1.9.2(b),
1.10.4(a). In other words, the grading on Sπ is given by the action of kωn
associated with the map c, see 1.9.2(b).
1.11. The deformed Harish-Chandra homomorphism.
The purpose of this section is to define a particular homomorphism between two
different rings of QDO. Our construction uses intertwiners. First we recall what are
intertwiners. For V,W ∈Mod(U) there is a representation of U on Hom(V,W ⊗V )
given by
(u ⊲ f)(v) = u1 ⊲ f(ι(u2) ⊲ v).
The U-invariant elements are the U-linear maps V →W ⊗ V.
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We define the adjoint representation of U on Hom(U,W ) as follows. For any u ∈
U, g ∈ Hom(U,W ) the map (adu)g ∈ Hom(U,W ) is given by x 7→ u1 ⊲g(adr(u2)x).
This action preserves the subspace W ⊗U∗ ⊂ Hom(U,W ) of finite rank operators.
Further the adjoint action on W ⊗ U∗ is given by
(adu)(w ⊗ f) = (u1 ⊲ w) ⊗ (adu2)f.
Now, assume that V ∈ O(U). We have an embedding of U-modules
Hom(V,W ⊗ V ) ⊂ Hom(U,W )
taking g to the map
u 7→
∑
i
(
idW ⊗ ϕi : g(ι(u)k2ρvi)
)
.
Here (vi), (ϕi) are dual bases of V , V
∗. Let I(W,V ) be the image of this map. Put
W ⊗ˆF =
∑
V ∈O(U)
I(W,V ).
This is an U-module for the adjoint action. Taking invariants commutes with direct
limits. Thus the set of U-invariant elements in W ⊗ˆF is the sum of the spaces of
intertwiners operators V →W ⊗ V .
Now we can define the deformed Harish-Chandra homomorphism. Before to do
that we must define a new ring of QDO. We’ll see latter that this ring, denoted T0,
is indeed a quantum analogue of the ring of differential operators on the punctual
Hilbert scheme of A2. Fix an unit t ∈ K. Set χ¯ = χ ◦ ι, where χ is the unique
K-algebra homomorphism
(1.11.1) χ : U→ K, kλ 7→ q
λ·ωnt−λ·ωn .
Consider the quantum reduction relative to ∂c
T0 = Sπ//χ¯U
′.
It is a K-algebra. Note that T0 is also the quantum reduction relative to ∂b, ∂c
T0 = E//ε⊗χ¯(ι(U
′
π)⊗ U
′).
The K-algebra T0 is equipped with two natural algebra homomorphisms. Indeed,
recall that ∆(U′) ⊂ (U′)[2] by 1.7.1(a). Thus we have maps
z′ = γ′ ◦ ℓ : F′ → E,
z = ∂a ◦∆ : U
′ → E.
They yield algebra homomorphisms
(1.11.2)
z′ : Z(F′)→ T0,
z : Z(U′)→ T0.
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We’ll drop the symbols z, z′ when there is no danger of confusion. Indeed Z(F′) ⊂ F′
is the set of U-invariant elements for the adjoint action by 1.7.1(a). Thus z′ maps
into T0 by definition of γ′. Similarly z maps into T0 because ∂a(u1⊗u2) commutes
with ∂c(v) for each u ∈ Z(U
′), v ∈ U′. For a future use, recall that there is an
unique K-algebra isomorphism
Ω : UΣn0 → Z(U
′)
such that the element Ωi = Ω(
∑
w kw(ωi)) acts on the module V (λ) by multiplication
by the scalar
∑
w q
(2ρ+λ)·w(ωi) for each i, λ.
To formulate the main result of this section we need an auxiliary quantum torus.
Note that U0 is a Hopf algebra and that the pairing
F0 × U0 → K, (q
µ, kλ) 7→ q
µ·λ
yields an inclusion F0 ⊂ U
∗
0. Let D
′
0 = F0♯U0, the corresponding smash product. It
is a K-algebra which is generated by elements ∂⊲(kλ), ℓ(q
µ) with λ, µ ∈ X. We’ll
drop the symbols ∂⊲, ℓ when there is no danger of confusion. Let D0 ⊂ D
′
0 be the
subalgebra generated by the set {kλ, q
µ;λ ∈ 2X, µ ∈ X}. Let D′0,⋆, D0,⋆ be the
rings of quotients with respect to the multiplicative set generated by
{qα − t2jqm; α ∈ Π,m ∈ Z, j = 0,−1}.
There is a Σn-action on D0,⋆ given by w(q
λ) = qwλ and w(kλ) = kwλ for each w,
λ. Let DΣn0,⋆ be the set of Σn-invariant elements. Consider the K-algebra homomor-
phisms
(1.11.3)
L′ : Z(F′)→ DΣn0,⋆, f 7→ ̺0(f),
L : Z(U′)→ DΣn0,⋆, Ωi 7→
∑
w
∏
α
t2qw(α) − 1
qw(α) − 1
k2w(ωi).
The product runs over all positive root α such that α · ωi = 1.
1.11.4. Theorem. There is a K-algebra homomorphism Φ : T0 → DΣn0,⋆ such that
z′(f) 7→ L′(f) and z(u) 7→ L(u) for f ∈ Z(F′), u ∈ Z(U′).
Proof: The proof is quite technical. To facilitate the reading we first explain the
main arguments of the proof and we split it into five different steps. The homomor-
phism Φ comes from a quantum version of the radial part of invariant differential
operators. First we prove that T0 acts on the space intertwiners of a particular
U-module Wt. This module was already introduced in [EK]. A quantum torus D
Σn
0,⋆
acts also on the set of generalized traces of those intertwiners. The radial part is
a linear map φ : T0 → DΣn0,⋆ which intertwines both actions. Our map Φ is just a
renormalized version of φ.
Step 1 : First, we rewrite the K-algebra T0 in a slightly different way. The linear
map χ ⊗ ε : U⊗2 → K restricts to an algebra homomorphism (U′)[2] → K. By
1.5.3(c) there is a K-algebra automorphism
ν : E→ E, ℓ(f ⊗ f ′)∂⊲(v ⊗ u
′) 7→ ℓ(f ⊗ f ′)∂⊲(v
χ ⊗ u′).
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By A.7.4(e), for each u ∈ U′ we have
ν∂bι(u) = ∂bι(u
χ) = ∂b((ιu)
χ¯), ν∂c(u) = ∂c(u
χ).
Thus 1.5.3(d) yields a K-algebra isomorphism
(1.11.5) T0 ≃ E//χ¯⊗ε(ι(U
′
π)⊗ U
′).
Step 2 : Next, we introduce a particular U-module Wt which we’ll use to define
a space of intertwiners. We’ll define Wt as an object ofMod(F
π
∗ ,U). A K-basis of
Wt consists of the elements aµ, µ ∈ X. The D
π
⊲,∗-action is given by
∂⊲(kλ)(aµ) = q
λ·µ aµ,
∂⊲(f˙i)(aµ) = (q
µi+1t−1 − q−µi−1t) aµ−αi ,
∂⊲(e˙i)(aµ) = (q
µi+1+1t−1 − q−µi+1−1t) aµ+αi ,
ℓ(c1λ)(aµ) = q
λ˜·(µ+ωn)t−λ˜·ωn aλ+µ.
Compare 1.7.3(c). Note that the representation of U on Wt is precisely the weight
U-module denoted Wk in [EK]. Here k is a formal symbol such that t = q
k.
Step 3 : Now, we construct a T0-action on the space I0 of intertwiners
V →Wt ⊗ V, V ∈ O(U).
Since the algebra T0 is a quantum reduction of the algebra E we’ll indeed define a
ι(Uπ)⊗U-equivariant E-module W ⊗ˆF such that I
0 is the set of (ι(Uπ)⊗U, χ¯⊗ ε)-
invariant elements in W ⊗ˆF. Then we apply 1.5.2(c).
The induced F∗-module W = F∗ ⊗Fπ
∗
Wt belongs to Mod(F∗,U). So it is a
D⊲,∗-module. The U-action on W is given by
u ⊲ (f ⊗ w) = (u1 ⊲ f)⊗ (u2 ⊲ w).
Consider the U-moduleW ⊗ˆF. It is equipped with the action of the K-algebra D⊲⊗
D⊳ such that D⊲ acts on W as above and D⊳ acts on F via the basic representation.
In (A.7.3) we have defined a K-algebra homomorphism
Ξ : E→ D⊲ ⊗ D⊳, ∂3(u⊗ v ⊗ u
′ ⊗ v′) 7→ ∂⊳ι(u)∂⊲(v)⊗ ∂⊳ι(u
′)∂⊲(v
′).
Thus the K-algebra E acts on W ⊗ˆF via Ξ. The U-action on W ⊗ˆF is given by
(adu)(w ⊗ f) = (u1 ⊲ w) ⊗ (adu2)f.
If u ∈ U′ this action is the same as the action given by the QMM
∂c : U
′ → E.
Now let I = Wt⊗ˆF. The inclusion Wt → W , w 7→ 1 ⊗ w is obviously U-
equivariant. Thus I is indeed a U-submodule of W ⊗ˆF. The elements of ∂b(ιU
′
π)
χ¯
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act onW ⊗ˆF through the E-action. They annihilate the subspace I. More precisely,
we have
I = (W ⊗ˆF)π,χ
(left to the reader). Here we use the notation in (1.3.1). Let I0 ⊂ I be the set of
U-invariant elements. We have proved the following
• the E-action on W ⊗ˆF factors to a T0-action on I0 by 1.5.2(c), (1.11.5),
• the K-vector space I0 is spanned by the intertwining operators V → Wt ⊗ V
with V ∈ O(U).
Step 4 : Next, we use the generalized trace on intertwiners in I0 and we define
the corresponding radial part for elements of T0. This yields a K-algebra homo-
morphism φ from T0 to a quantum torus D′0,⋆. See (1.11.10) below.
Let Fˆ0 be the K-algebra of formal series of the form
∑
µ∈S
∑
ν∈Y+
aµν · µq
−ν
where aµν ∈ K and S ⊂ X
′ is a finite subset. The K-linear map
̺ = id⊗ ̺0 :W ⊗ˆF→W ⊗ Fˆ0
factors to a linear map
̺ : I0 →Wt,0 ⊗ Fˆ0.
This is the generalized trace map mentioned above. Note that the zero weight
subspace Wt,0 ⊂ Wt is one-dimensional. We may abbreviate K = Wt,0, hopping it
will not create any confusion. Thus we obtain a linear map
̺ : I0 → Fˆ0.
Taking expansions yields an inclusion F0,⋆ ⊂ Fˆ0. Thus the K-algebra D
′
0,⋆ acts
on Fˆ0 and the K-algebra U⊗D
′
0,⋆ acts on Wt⊗ Fˆ0. The following is proved in [EK].
1.11.6. Lemma.
(a) Fix a K-vector space V . If D ∈ Hom(Wt,0, V ) ⊗ D
′
0,⋆ vanishes on ̺(I
0) then
it is zero.
(b) There is a linear map ∇ : U → U ⊗ D′0,⋆ such that (∇u)̺(g) = ̺((zu)g) for
each g ∈ I0.
Using this lemma we can construct the radial part, which is a K-algebra homo-
morphism φ : T0 → D′0,⋆. Indeed, there is an unique left D⊲-module homomorphism
D⊲ ⊗ D⊳ → D⊲ ⊗ D
′
0,⋆, ∂⊲(u1)⊗ ℓ(f)∂⊳ι(u2) 7→ (1⊗ ℓ̺0(f))(∂⊲ ⊗ 1)(∇u),
for each u ∈ U, f ∈ F. Composing it with Ξ we get a K-linear map
(1.11.7) φ : E→ D⊲ ⊗ D
′
0,⋆.
By 1.11.6(b) we have
(1.11.8) φ(x) · ̺(g) = ̺(x · g), ∀g ∈ I0, x ∈ E.
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In other words the operator φ(x) is the radial part of the operator x.
The D⊲-action on W yields a linear map D⊲ → Hom(Wt,0,W ). Composing it
with the map φ in (1.11.7) we get a linear map
(1.11.9) φ : E→ Hom(Wt,0,W )⊗ D
′
0,⋆.
It vanishes on the left ideal generated by ∂bι(U
′
π)
χ¯ and ∂c(U
′)ε by 1.11.6(a) and
(1.11.8). Thus, by (1.11.5), it factors to a linear map
(1.11.10) T0 → End(Wt,0)⊗ D
′
0,⋆ = D
′
0,⋆.
Let φ denote also this map. The identity (1.11.8) holds again for this new map φ.
Thus φ is an algebra homomorphism by 1.11.6(a).
Step 5 : Finally we renormalize the map φ in a suitable way, and we check that
the new map satisfies the requirements in the theorem.
If f ∈ Z(F′) then we have Ξγ′ℓ(f) = 1⊗ℓ(f) by A.7.4(d). Thus φz′(f) = ℓ̺0(f).
We have also φz(u) = ∇(u) for each u ∈ Z(U′). Let π ∈ Fˆ0 be the expansion of the
infinite product
q−ρtρ
∏
i,α
(1− q2iq−α)/(1− q2i−2t2q−α).
Here i runs over all positive integers and α over all positive roots. Let Φ be
the composition of φ and the conjugation by ℓ(π)−1. The map Φ is an algebra
homomorphism such that Φ(f) = L′(f) for f ∈ Z(F′). By [EK, thm. 4] we have
also Φ(u) = L(u) for u ∈ Z(U′).
Now, we must check that Φ(T0) ⊂ DΣn0,⋆. The inclusion Φ(T
0) ⊂ D0,⋆ is a routine
computation using the inductive construction of ∇ in op. cit. Let us concentrate
on the Σn-invariance. Fix an element x ∈ T
0. We know that Φ(x) ∈ D0,⋆. We
must prove that it is Σn-invariant. To do that we’ll use the following refinement of
1.11.6. For λ ∈ X there is an unique nonzero intertwiner
gλ :M(q
λtρ)→Wt ⊗M(q
λtρ),
up to a multiplicative scalar, because M(qλtρ) is an irreducible Verma module.
1.11.11. Lemma.
(a) If λ+ ρ ∈ X+ then π
−1̺(gλ) ∈ F
Σn
0 .
(b) Fix D ∈ D′0,⋆. If D̺(gλ) = 0 for all weight λ which is far enough in the
dominant Weyl chamber then D = 0.
(c) For each x ∈ T0 there is a finite subset Λ′ ⊂ X+ such that x · gλ belongs to∑
λ′∈Λ′ I(Wt, V (λ
′)⊗M(qλtρ)) for all weight λ.
(d) For each λ′ ∈ X the module V (λ′) ⊗M(qλtρ) admits a flag whose quotients
are isomorphic to the Verma modules M(qµtρ) such that µ− λ belongs to the
multiset of weights of V (λ′), counted with their multiplicites.
By 1.11.11(c), (d) there is a finite subset Λ′ ⊂ X such that x · gλ is a linear
combination of the intertwiners gµ with µ ∈ λ + Λ
′ for each λ ∈ X. If λ is far
enough in the dominant Weyl chamber then we have λ + ρ + Λ′ ∈ X+. So 1.11.8,
1.11.11(a) imply that
(Φ(x)− wΦ(x)) · π−1̺(gλ) = 0, ∀w ∈ Σn.
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Therefore Φ(x) is Σn-invariant by 1.11.11(b).
⊓⊔
Proof of 1.11.11 : (a), (b) are proved in [EK], (c) is left to the reader and (d) is
well-known.
⊓⊔
2. Roots of unity
2.1. Reminder on Poisson geometry.
Let A be any CNID. By a Poisson A-algebra we mean a commutative affine
A-algebra with a Lie bracket satisfying the Leibniz rule. A Poisson A-scheme is a
A-scheme X such that O(U) is a Poisson A-algebra for each open set U ⊂ X. A
Poisson group is a Poisson group A-scheme whose structural morphisms are Poisson
homomorphisms. In the same way we define a Poisson action of a Poisson group
on a Poisson scheme. See [L3] for backround on Poisson geometry.
Let D = G2 and let G ⊂ D denote the diagonal subgroup. Consider the groups
G∨ = {g∨ = (u−1− h
−1, u+h) ∈ D;u± ∈ U±, h ∈ H}, D
∨ = G×G∨.
We’ll use the following notation in g
e¯i = ei,i+1, f¯i = ei+1,i, h¯λ =
∑
i
λieii, ∀i ∈ I, λ ∈ X.
We equip g with the nondegenerate invariant bilinear form 〈 : 〉 such that
〈h¯λ : h¯λ′〉 = λ · λ
′, λ, λ′ ∈ X.
Let d = g×g, the Lie algebra of D. It is equipped with the nondegenerate invariant
bilinear form given by
(2.1.1) 〈(x, x′) : (y, y′)〉 = −〈x : y〉+ 〈x′ : y′〉.
This yields a linear isomorphism
♯ : d∗ → d.
It factors to an isomorphism ♯ : (g∨)∗ → g. Let ♯ denote also the inverse map
g→ (g∨)∗. From now on it will be simpler to use the following notation
g∗ = g∨, G∗ = G∨, D∗ = D∨.
Equip G with the Drinfeld-Sklyanin bracket and G∗ with the dual bracket. Let
X be a Poisson scheme with a right Poisson G-action. The infinitesimal action
of x ∈ g on X is a derivation x⊲ of OX . For f ∈ O(G
∗) we abbreviate f ♯ =
♯(def), an element in g. A G-equivariant Poisson moment map is a Poisson algebra
homomorphism ∂ : O(G∗)→ O(X) such that
(2.1.2) {∂f, ϕ} = (f ♯1 ⊲ ϕ) ∂f2, ∀f, ϕ.
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Here the map f 7→ f1 ⊗ f2 is the comultiplication of O(G
∗). Let U ⊂ X be a G-
invariant open subset. It is well-known thatO(U)G ⊂ O(U) is a Poisson subalgebra.
Let I ⊂ O(U) be the ideal generated by ∂O(G∗)ε. The Poisson bracket on O(U)
yields a Poisson bracket on the algebra B = (O(U)/I)G such that the obvious map
O(U)G → B is a Poisson algebra homomorphism.
We define Poisson brackets on the groups D, D∗ as follows. Let d be the Lie
algebra of D. We define a bivector π0 ∈ ∧
2d by the formula
〈π0 : x ∧ y〉 = 〈x− x
∗ : y〉 − 〈x∗ : y〉.
Here x∗ ∈ g∗, the Lie algebra of G∗, and x−x∗ ∈ g, the diagonal of d. The bivector
field on D is given by πD(d) = d ⊲ π0 + π0 ⊳ d where ⊲, ⊳ are the left and right
translations. The multiplication in D gives the e´tale map
D∗ → D, (g, g∗) 7→ (g, g)g∗.
Thus the Poisson bracket onD lifts toD∗. Let πG, πG∗ , πD∗ be the Poisson bivector
fields of G, G∗, D∗. An explicit formula for πD∗ is given in A.8.6(a) below. Recall
that GΣ ⊂ G is the open Bruhat cell. We set
DΣ = {(g, h) ∈ D; h ∈ GΣ, ghg
−1 ∈ GΣ}.
2.2. QDO on G at roots of unity.
Now we collect several facts on quantum groups at roots of unity. The reader
may skip this section and return when needed.
Recall that K is an extension of Q(q). Let A ⊂ K be a subring such that
K = Frac(A). We’ll assume that Z[q, q−1] ⊂ A. Fix an unit t ∈ A. Let A → A
be a ring homomorphism. Let τ, ζ ∈ A be the images of q, t. Let l be the order of
τ in the multiplicative group of A. We’ll be mainly interested by the case where
l is finite. In this case we’ll always assume that l = pe, an odd prime power with
e > 0. Occasionally we may use an A-algebra k. We’ll always assume that A, A,
k are CNID with global dimension 6 2. We’ll set K = Frac(A). Unless specified
otherwise we’ll also assume that
A → A→ k
is a diagram of local rings and that the residual characteristic is zero or is large
enough. We’ll call (A,A, k) a modular triple and (A,A), (A, k) modular pairs.
Examples of modular triples are given in 2.2.5 below.
For any A-module VA we abbreviate VA = VA ⊗ A. If l is finite we’ll write
VA = VA. If the ring A is clear from the context we’ll drop it.
We use the following notation for q-numbers : [r] = (qr − q−r)/(q − q−1) and
[r]! =
∏r
s=1[s]!. For each x ∈ U we call x
(r) = xr/[r]! the quantum divided power.
Let U˙A ⊂ U be the Lusztig lattice, as defined in [DL, sec. 3.4]. See also [BG3,
sec. III.7] for a review. It is the A-subalgebra generated by e
(r)
α , f
(r)
α , kλ and
h
(r)
λ =
∏r
s=1(kλq
1−s − 1)(qs − 1)−1 where α ∈ S, r ∈ Z+ and λ ∈ X.
Let UA ⊂ U be the Deconcini-Kac-Procesi lattice used in [DP, sec. 12.1]. See
also [BG3, sec. III.6] for a review. It is the A-subalgebra generated by the elements
e˙α, f˙α and kλ. Here α is a simple root and λ ∈ X.
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Let U˙0,A, U0,A be the corresponding Cartan subalgebras. Recall that we have
fixed a reduced expression for w0. This yields an ordering β1 6 β2 6 · · · 6 βN of
the positive roots. For any sequence m = (mi) of integers > 0 we set
(2.2.1) |m| =
∑
i
miβi.
Given two sequences m = (mi), n = (ni) as above we define the monomial
e˙mkλι(f˙
n) = e˙m1β1 . . . e˙
mN
βN
kλf˙
nN
βN
. . . f˙n1β1 .
These monomials form an A-basis of UA.
Let FA ⊂ F be the Hopf A-algebra dual to U˙A, i.e., the sum of the coefficient
spaces cf(VA(λ)), λ ∈ X+, of the U˙A-modules of type 1 which are free of finite rank
as A-modules. It is known that FA is a free A-module.
Set F′A = FA as an A-module with the multiplication m
′ from section 1.7. Set
also H˙A = U˙
⊗4
A as and A-algebra with the coproduct from section 1.10.
The other lattices are defined in a similar way. For instance GA = FA ⊗ FA as
a A-module with the multiplication in section 1.10, U
[2]
A = U
⊗2
A as an A-algebra
with the coproduct in section 1.7 (up to some completion), U′A = κ(F
′
A), (U
′
A)
e =
ι(U′A) ⊗ U
′
A, (U
′
A)
[2] = ̟2(U
′
A ⊗ U
′
A), D
′
A = F
′
A♯U
′
A, D
′
⊲,A = F
′
A♯UA, D⊲,A =
FA♯UA, DA = FA♯U
′
A, EA = GA♯(U
′
A)
[2], etc.
Now let us assume that l is finite. Let U be the hyperalgebra of G, an A-
algebra. Let u ⊂ U˙ be the image of the canonical map U → U˙, a normal Hopf
subalgebra of U˙. See [L1, sec. 5.3] for a proof of the normality of u. Lusztig’s
Frobenius is a ring homomorphism φ : U˙ → U, see [L2, sec. 35], [DL, thm. 6.3].
The kernel of φ is generated by the augmentation ideal of u. Therefore, given a
module V ∈Modlf(U˙) such that u acts trivially on V , the representation of U˙ on
V factors through φ, yielding a representation of U. Since V is locally finite, this
is indeed a representation of G. We define U˙π, uπ in the same way. Note that
our definition of u differs slightly from Lusztig’s restricted quantized enveloping
algebra. Indeed Lusztig’s algebra has rank 2nln
2
while u has rank ln
2
.
Let U ⊂ Z(U) be the A-subalgebra generated by the elements
zλ = k
l
λ, yα = ι(f˙
l
α), xα = e˙
l
α, ∀α ∈ Π+,∀λ ∈ X.
We’ll abbreviate xi = xαi , yi = yαi and zi = zαi for all i ∈ I. Let F ⊂ Z(F) be
the A-subalgebra generated by the elements
(cij)
l, i, j = 1, 2, . . . n.
It is known that U , F are Hopf subalgebras ofU, F. They are also direct summands
as A-modules. We’ll set
U ′ = κ(F), D = ℓ(F) ∂⊲(U
′), D⊲ = ℓ(F) ∂⊲(U).
We define the following maps
(2.2.2)
s0 : G
∗ → G, g∗ 7→ u+h
2u−,
a : G→ G, g 7→ Tg−1.
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Here the upper-script T holds for the transpose matrix. Note that s0 is an e´tale cover
of s0(G) = GΣ and that a is an involution. Consider the composed homomorphism
s = a ◦ s0 : G
∗ → G.
Setting ~ = l(ql−q−l), l(ql−1) respectively in A.10.2 we define Poisson brackets
on U , F . An explicit computation shows that they are defined over A. The following
is proved in section A.8.
2.2.3. Proposition.
(a) The A-algebras UA, FA, U
′
A, F
′
A and D⊲,A are NID. The map κ : F
′
A →
U′A is an A-algebra isomorphism. We have U
′
A ⊂ UA. Further FA, DA
are U˙eA-algebras and U
′
A is an (adU˙A)-algebra. We have ∂⊲(U
′
A), ∂⊳(U
′
A),
∂2((U
′
A)
[2]) ⊂ DA and ψ(DA ⊗ D
′
A), ∂3(H
′
A) ⊂ EA.
(b) The map κ factors to an algebra isomorphism F → U ′. The maps ∂⊲, ∂⊳
factor to algebra homomorphisms U ′ → D. Further U ′, U are (adG)-algebras,
F , D are G2-algebras and κ : F → U ′ commutes with the adjoint G-action.
(c) There are Poisson-Hopf algebra isomorphisms
zU : O(G
∗)→ U , zF : O(G)→ F .
The map zF is G
2-equivariant. The algebra homomorphism
zU ′ = κ ◦ zF : O(G)→ U
′
is (adG)-equivariant and zU ′ = zU ◦ s
∗. There is a G2-algebra isomorphism
zD : O(D)→ D.
(d) We have that F is a free F-module of rank ln
2
, u is a free A-module of rank
ln
2
, U is a free U-module of rank ln
2
and U′ is a free U ′-module of rank ln
2
.
Further D ⊂ Z(D), Z(D′) and D, D′ are free D-modules of rank l2n
2
. Finally
F ⊂ Z(F′) and F′ is a free F-module of rank ln
2
.
(e) The U˙e-action on F, D preserves the subalgebras F , D. The adjoint U˙-action
on F′, D′ preserves the subalgebras F , D.
(f) Assume that A = C. We have D ≃ Z(D), Z(D′) and D⊲ ≃ Z(D⊲). There is
a Poisson algebra isomorphism O(D∗) → D⊲. The algebra D⊲ is a maximal
order of PI-degree ln
2
and a Poisson O(D∗)-order.
Note that D, D′ are not Azumaya algebras, but we have a precise information
on the Azumaya locus. Let DΣ be the localization of D at ∂⊲(Σ) ∪ ∂⊳(Σ) and D
′
Σ
be the localization of D′ at ∂2̟2(Σ⊗ Σ). The following is proved in section A.8.
2.2.4. Corollary. If A = C then DΣ, D
′
Σ are Azumaya algebras over DΣ of PI-
degree ln
2
.
We’ll make a special use of the modular triples (A♭,A♭, k♭), (Ac,Ac, kc) below.
We’ll indicate an A♭-module by a subscript ♭ and an Ac-module by a subscript c.
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2.2.5. Examples.
(a) Given τ, ζ ∈ C× we put k♭ = C[q
±1, t±1]/(q − τ, t − ζ). Let A♭, A♭ be the
local ring of C[q±1, t±1], C[q±1, t±1]/(q − τ) at k♭. So A♭ is a DVR. We’ll
write K♭ = Frac(A♭). We’ll abbreviate k♭ = C, hopping it will not create any
confusion.
(b) Fix c = k/m ∈ Q× with (m,k) = 1. Let Γc = Spec (Z[q
±1, t±1]/(qk − tm)).
Fix (τ, ζ) ∈ Γc(C) with τ a root of unity of order l = p
e. We define Ac ⊂ C
as the localization of the subring of C generated by τ , ζ at a finite field kc of
characteristic p such that τ maps to 1 in kc. So Ac is a DVR. Let Ac be the
local ring of Γc at kc and Kc = Frac(Ac). See section A.8 for details.
2.2.6. Remarks.
(a) If τ = 1 then we have U = O(G∗), F = O(G) and U′ = O(G). See [DP,
sec. 12.1] for the first isomorphism.
(b) The map ψ in 1.10.3(a) yields linear isomorphisms RA ⊗D
′
A → SA and R
π
A ⊗
D′A → S
π
A.
(c) The G2-action on D in 2.2.3(c), (1.8.1) is given by
(h, h′) ⊲ (g, g′) = (hg(h′)−1, hg′h−1).
(d) Let χ, χ¯ be as in (1.11.1). The A-algebra (U′A)
χ¯ is generated by {κ(cij) −
q−2t2δij}. Thus (U
′)χ¯ is generated by {zU ′(c¯ij)− ζ
2lδij}.
(e) The A-algebras RπA, S
π
A are ID. Compare 1.9.1(b), 1.10.3(b).
(f) The subscripts i, ∗ indicate quotient rings as before. The A-modules FA,i,
DA,i, EA,i are flat. Indeed it is enough to prove that FA,i is A-flat for A =
Z[q±1], and this follows from the fact that FA is A-flat and FA,i is FA-flat,
see [MR, prop. 2.1.16(ii)].
2.3. Lattices and invariants.
In this section we collect some fact on invariants. The reader may skip this
section and return when needed. Fix a modular triple (A,A, k). For each m ∈ Z
there is an unique K-algebra homomorphism
〈m〉 : U→ K, kλ 7→ q
−mωn·λ.
It maps U˙A to A. Thus it yields an A-algebra homomorphism
(2.3.1) 〈m〉 : U˙A → A.
Given V ∈Mod(U˙A) we define a new U˙A-module V 〈m〉 by tensoring V with 〈m〉.
Consider the following space of semi-invariant elements
(2.3.2) V + =
⊕
m>0
V m, V m = (V 〈m〉)U˙A .
If V is an U˙A-algebra then V
+ is a Z+-graded A-algebra.
Let (U′π,A)
ε ⊂ U′A be the A-subalgebra generated by {κι(cij) − δij; j 6= 1} and
IV,A ⊂ U
′
A be the right ideal generated by (U
′
π,A)
ε. Let IR,A ⊂ DA, IS,A ⊂ EA
be the left ideals generated by ∂⊳(U
′
π,A)
ε, ∂bι(U
′
π,A)
ε respectively. We have free
A-modules
VA = U
′
A/IV,A, RA = DA/IR,A, SA = EA/IS,A.
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Let πFA,F
π
A ⊂ FA be the A-subalgebras generated by the sets {ci1}, {c1i}. Note
that RA is the localization of R+,A = FA ⊗
πFA at 1⊗ c11, see 1.7.2(b).
For any U˙π,A-module V we abbreviate V
π = V U˙π,A . Let
DπA = (DA)
π, RπA = (RA)
π, SπA = (SA)
π.
By 1.5.2 there are A-algebra structures on DπA, R
π
A and S
π
A. Compare with the
K-algebra structures on Dπ, Rπ and Sπ in sections 1.9, 1.10.
Recall that an element a ∈ A acts regularly on a A-module V if its annihilator
in V is {0}. The following are proved in section A.11 using good filtrations.
2.3.3. Lemma. (a) Let V ∈ Modlf(U˙A). If V is a flat A-module then V
+ is
again a flat A-module. If k = A/aA and a acts regularly on V then we have
V + ⊗ k ⊂ (V ⊗ k)+.
The same properties hold with V π for each V ∈Modlf(U˙π˜,A).
(b) We have (D′A)
+⊗ k = (D′k)
+, DπA⊗ k = D
π
k and (FA⊗
πFA)
π⊗ k = Fπk ⊗
πFk.
2.3.4. Proposition.
(a) There are inclusions of flat A-modules SA ⊂ SA,i and S
π
A ⊂ S
π
A,i for each i.
(b) The natural map EπA,i → S
π
A,i is surjective for each i.
(c) We have SA ⊗ k = Sk and S
π
A ⊗ k = S
π
k .
(d) The A-modules RA, R
π
A share the same properties as SA, S
π
A.
Let JA ⊂ S
π
A be the left ideal generated by ∂c(U
′
A)
χ¯, where χ is as in 2.2.6(c).
Consider the U˙A-equivariant S
π
A-module
(2.3.5) TA = S
π
A/JA.
Taking semi-invariants we define
S
π,+
A = (S
π
A)
+, T+A = (TA)
+.
We do not know if these A-modules are flat, but the following is enough to our
purposes. It is proved in section A.11.
2.3.6. Proposition.
(a) We have TA ⊗ k = Tk.
(b) We have Sπ,+A ⊗ k = S
π,+
k .
(c) Assume that p is large enough. The Ac-modules Tc, T
+
c are flat. We have
isomorphisms of graded kc-vector spaces T
+
c ⊗ kc = T
+
kc
.
2.4. QDO on Pn−1 at roots of unity.
Let (A, k) be a modular pair. We’ll assume that l is finite and k is a field.
This section is a first step towards section 2.7. Here we introduce a coherent sheaf
of algebra R over a scheme closely related to T ∗Pn−1. This sheaf is a quantum
analogue of the ring of differential operator over Pn−1 in positive characteristic.
First, we need more notation. Set
An = SpecA[v1, . . . vn],
An,∗ = SpecA[ϕ1, . . . ϕn],
An⋄ = {v ∈ A
n; v1 + 1 6= 0}.
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Set T ∗An = An × An,∗. A point in T ∗An will be indicated by the symbol (v, ϕ).
Consider the following A-schemes
R¯π = {(v, ϕ) ∈ T
∗An; 1 +
∑
i viϕi 6= 0},
Rπ = {(v, ϕ) ∈ R¯π;ϕ 6= 0},
R = G× An⋄ .
Note that there is a map
mR : R¯π → G, (v, ϕ) 7→ (e+ v ⊗ ϕ)
−1.
Equip An with the obvious G-action and An,∗ with the dual one. Let Gπ ⊂ G
be the isotropy subgroup of v1. There is a G-action on R¯π and a Gπ ×G-action on
R given by
(2.4.1) h ⊲ (v, ϕ) = (hv, ϕh−1), (h′, h) ⊲ (g, v) = (h′gh−1, h′v).
Note that IR = D ∩ IR is an ideal of D. Set R = D/IR. The U˙
◦
π ⊗ U˙-action on
R yields a Gπ × G-action on R by 2.2.3(b). Set R
π = RGπ . The canonical map
D→ R yields inclusions
(2.4.2) R ⊂ R, Rπ ⊂ Rπ.
The following is proved in section A.12.
2.4.3. Proposition. (a) The map zD yields a Gπ × G-algebra isomorphism zR :
O(R)→R. Further R¯π ≃ Spec (R
π) and R is a Gπ-torsor over Rπ.
(b) We have ∂⊲zU ′(O(G)) ⊂ O(R¯π). This yields an algebra homomorphism
µR : O(G)→ O(R¯π). It is the comorphism of the map mR.
(c) The O(R)-module R is free of rank ln
2+n. The O(R¯π)-module R
π is a free
of rank l2n.
The map ∂⊳ ◦ ι is a QMM for the uπ-action on DR = D⊗O(D)O(R). The O(R)-
algebra DR//uπ is Gπ×U˙-equivariant. Faithfully flat descent yields an equivalence
Mod(O(R), Gπ × U˙)→Qcoh(ORπ , U˙).
Let R be the image of DR//uπ by this equivalence. It is a quasi-coherent sheaf of
ORπ -algebras over Rπ. We define the open subset
Rπ,Σ = {(v, ϕ) ∈ Rπ;mR(v, ϕ) ∈ GΣ, ϕi 6= 0}.
The following is proved in section A.12.
2.4.4. Proposition. The sheaf of ORπ -modules R is coherent. If A = C it gives
an Azumaya algebra of PI-degree ln over Rπ,Σ.
2.4.5. Remark. The Z-grading on Rπ in 1.9.2(b) yields the grading on O(R¯π)
associated with the Gm-action on R¯π given by z · (v, ϕ) = (z
−1v, zϕ). Note that we
have deg(ϕi) = 1.
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2.5. QDO on G× Pn−1 at roots of unity.
Let (A, k) be a modular pair. We’ll assume that l is finite and k is a field.
This section is a second step towards section 2.7. Using the results from section
2.4 we introduce a coherent sheaf of algebra Sπ over a scheme closely related to
T ∗(G×Pn−1). This sheaf is a quantum analogue of the ring of differential operator
over G× Pn−1 in positive characteristic.
Consider the A-schemes
S = D × R, S¯π = D × R¯π, Sπ = D × Rπ, Sπ,Σ = DΣ × Rπ,Σ.
By 2.2.3(c), 2.4.3(a) the maps zD, zR yield the following A-schemes isomorphisms
(2.5.1) Spec (S)→ S, Spec (Sπ)→ S¯π,
where S = R⊗D and Sπ = Rπ ⊗D.
By 2.2.6(b) we have an A-linear isomorphism R ⊗D′ → S. Composing it with
the injections O(R) ⊂ R and O(D) ⊂ D′ in 2.4.2, 2.2.3(d) we get an inclusion
(2.5.2) O(S) ⊂ S.
Recall that the general construction in 1.5.2 yields associative multiplications on
Suπ , Sπ. By A.7.4(c), (A.8.5) the map (2.5.2) gives U˙-algebra embeddings
(2.5.3) O(S) ⊂ Suπ , O(S¯π) ⊂ S
π.
Note that the U˙-action there is the adjoint one. Note also that
O(S) ⊂ Z(Suπ), O(S¯π) ⊂ Z(S
π).
Next, the U˙-action on Suπ factors to a G-action on O(S) by 2.2.3(b), and the
Gπ-action on S
uπ factors to a Gπ-action on O(S). So O(S) is a Gπ × G-algebra
and Suπ is a Gπ × U˙-equivariant O(S)-algebra.
Further, we have a Gπ-torsor S → Sπ by 2.4.3(a). Thus faithfully flat descent
yields an equivalence of categories
Mod(O(S), Gπ × U˙) ≃Qcoh(OSπ , U˙).
This equivalence takes Suπ to a quasi-coherent sheaf Sπ of U˙-algebras over Sπ.
For a future use, note that the G-action on S¯π is given by
(2.5.4) h ⊲ (g, g′, v, ϕ) = (hgh−1, hg′h−1, hv, ϕh−1).
For s ∈ O(S¯π) let Sπ,s = {s 6= 0}, an affine open subset of S¯π. Put
(2.5.5) Sπ,⋄ =
⋃
s
Sπ,s,
where s runs over the set of semi-invariant elements in O(S¯π)
+ which are homoge-
neous of positive degree. The following is proved in section A.13.
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2.5.6. Proposition. (a) The OSπ -module Sπ is coherent.
(b) The U˙-modules Sπ(Sπ) and Sπ(Sπ,⋄) are locally finite.
(c) Let A = C. Then Sπ,⋄(C) is the set of tuples (g, g
′, v, ϕ) ∈ Sπ(C) such
that there is no proper subspace of Cn,∗ containing ϕ and preserved by g, g′. The
G-action on Sπ,⋄ is free.
(d) Let A = C. The sheaf Sπ restricts to an Azumaya algebra over Sπ,Σ.
(e) Let A = C. The variety S¯π is a Poisson G-variety. The sheaf Sπ is a Poisson
order over Sπ. For each G-invariant open subset U ⊂ Sπ the algebra Sπ(U)
0 is a
Poisson order over O(U)0.
2.5.7. Remarks. (a) If τ = 1 then Sπ = O(S¯π).
(b) By 1.10.3(b), 2.2.3(a) the map ∂c factors to U
′ → Sπ. By (2.5.3) we have
an inclusion O(S¯π) = R
π ⊗D ⊂ Sπ. By A.7.4(b), 1.3.3(c) and (A.8.7) the map ∂c
factors to an algebra homomorphism
∂c : U
′ → O(S¯π), κ(f) 7→ ∂⊲κ(f1)⊗ †
(
∂⊳κι(f3) ∂⊲κ(f2)
)
, ∀f ∈ F .
2.6. Definition of the deformed Hilbert scheme.
In this section we introduce the deformed Hilbert scheme. Let denote it by the
symbol T . It is one of the main objects in the paper. We define also a Poisson
bracket on T . Most properties of T we’ll be proved latter, in section 4.1. In
particular we’ll prove there that T is smooth, connected and symplectic. We’ll use
some of these properties before section 4.1, hoping it will not create any confusion.
Let (A, k) be a modular pair. We’ll assume that l is finite and k is a field. Fix
c ∈ Q×. Recall that a A♭-scheme is indicated by the subscript ♭ and a Ac-scheme
by the subscript c. For instance T yields the schemes T♭, Tc.
Set [g, h] = g−1hgh−1 for each g, h ∈ G. We have the A-scheme homomorphism
mS : S¯π → G, x = (g, g
′, v, ϕ) 7→ [g, g′](e+ v ⊗ ϕ).
Let Tπ ⊂ S¯π be the Zariski closure of the ideal (mS − ζ
2le) ⊂ O(S¯π). Recall that
S¯π = D × R¯π ⊂ D × T
∗An.
The G-action on S¯π preserves the subscheme Tπ by (2.5.4). By (2.3.2) we have
subalgebras
O(Tπ)
+,O(Tπ)
0 ⊂ O(Tπ).
Both are affine Z+-graded A-algebras by [S, thm. II.4.2(i)]. For a future use, note
that we have
(2.6.1) O(Tπ)
+ =
⊕
m>0
{f ∈ O(Tπ); f(hx) = (deth)
mf(x), ∀h, x}.
Now we can define the projective morphism
q : T → N, T = Proj(O(Tπ)
+), N = Spec (O(Tπ)
0).
We’ll call T the deformed Hilbert scheme. See section 4.1 for more details on T .
Let T = Sπ/J , where J ⊂ Sπ is the ideal generated by ∂c(U
′)χ¯. It is an affine
G-algebra.
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2.6.2. Proposition.
(a) We have T ≃ O(Tπ).
(b) If A = C then T is a smooth symplectic variety.
(c) The A♭-schemes Tπ,♭, T♭ and N♭ are integral and flat. We have T♭ ⊗C = TC.
(d) Assume that p is large enough. The Ac-schemes Tπ,c, Tc and Nc are integral
and flat. We have Tc ⊗ kc = T
(e)
kc
.
Proof: (a) Composing zU ′ , ∂c and (2.5.1) yields an algebra homomorphism
µS : O(G)→ O(S¯π), f 7→ f5ι(f3)⊗ f2ι(f4)⊗ µR(f1), ∀f ∈ O(G),
see 2.5.7(b). It is the comorphism of the map
S¯π → G, x 7→ mS(x)
−1.
Thus 2.2.6(d) yields an isomorphism T ≃ O(Tπ).
(b) Assume that A = C. Let us construct a Poisson bracket on T . The smooth-
ness of T and non-degeneracy of the bracket we’ll be proved in 4.1.1. For each
homogeneous element t ∈ O(Tπ)
+ of degree > 0 we set
(2.6.3) Tπ,t = {x ∈ Tπ; t(x) 6= 0}, Tt = Tπ,t/G.
We have T =
⋃
t Tt, an affine open covering. The comorphism of the closed embed-
ding Tπ ⊂ S¯π is a surjective map
O(S¯π)→ O(Tπ).
Taking G-invariants is an exact functor over C. Thus the restriction to Tπ yields a
surjective map
(2.6.4) O(S¯π)
+ → O(Tπ)
+.
Fix a homogeneous element s ∈ O(S¯π)
+ which maps to t. Recall that O(Sπ,s) is a
Poisson G-algebra by 2.5.6(d). Thus O(Sπ,s)
0 is again a Poisson algebra. Now, the
map (2.6.4) yields a surjective algebra homomorphism
(2.6.5) O(Sπ,s)
0 → O(Tt)
whose kernel is generated by ∂c(U
′)χ¯. We claim that there is an unique Poisson
bracket on O(Tt) such that (2.6.5) is a Poisson algebra homomorphism.
We have C = A/(q − τ) where A = C[q±1]. Consider the C-linear map
(2.6.6) σU : U→ UA
taking e˙mkλι(f˙
n) to itself for each m,n, λ. There is an unique C-linear map
(2.6.7) ν : U → U˙, u 7→ ν(u)
such that ν(u) is the specialization of the element
(σU (u)− ε(u))/~ ∈ U˙A, ~ = l(q
l − q−l).
DAHA AT ROOTS OF UNITY 35
Next, recall that O(S¯π) ⊂ S
π by (2.5.3) and that Sπ = SπA⊗C by 2.3.4(c). Thus
any element of O(S¯π) lifts to S
π
A. Let { , } denote the Poisson bracket on O(S¯π)
constructed in 2.5.6(e). The map ∂c : U
′
A → S
π
A factors to U
′ → O(S¯π) by 2.5.7(b).
A routine computation using (1.5.1) yields
(2.6.8) {∂c(u), x} = (adν(u1))(x) ∂c(u2), ∀x ∈ O(S¯π), u ∈ U
′.
Compare (2.1.2). Consider the C-linear map
γ : U→ C, e˙mkλι(f˙
n) 7→ λ · ωn if m = n = 0, 0 else.
A short computation using (2.3.1) yields
〈m〉ν(u) = mγ(u)/2l, ∀u ∈ U ,m ∈ Z.
Hence (2.3.2) yields
(adν(u))(x) = mγ(u)x/2l, ∀u ∈ U , x ∈ Sπ,m,m ∈ Z.
Therefore, from (2.6.8) and the Leibniz rule we get
{∂c(u),O(Sπ,s)
0} = 0, ∀u ∈ U ′.
Hence the Poisson bracket on O(Sπ,s)
0 factors to O(Tt) by (2.6.5).
(c) Now we set A = A♭. Let us prove that Tπ,♭ is an integral scheme. First, we
prove that the A♭-module O(Tπ,♭) is flat. Recall that A♭ is a DVR with residue
field C. We must check that the A♭-module O(Tπ,♭) is torsion-free. If it was false
there should be an irreducible component of Tπ,♭ not dominating Spec (A♭). This
component would be a C-scheme of dimension > 2n+ n2 because Tπ,♭ is given by
n2 equations and dim(S¯π,♭) = 2n
2+2n+1. On the other hand, since taking tensor
products is right exact we have
(2.6.9) Tπ,♭ ⊗ C = Tπ,C.
Further all irreducible components of Tπ,C have dimension 2n+n
2 by 4.1.1(b) below.
This yields a contradiction.
Next, since O(Tπ,♭) is a flat A♭-module we have O(Tπ,♭) ⊂ O(Tπ,K♭). Thus
O(Tπ,♭) is a CID by 4.1.1(b).
As N♭ is the categorical quotient of Tπ,♭ it is also integral. For a similar reason T♭
is integral. Finally we must prove that T♭⊗C = TC. Recall that T = Proj(O(Tπ)
+).
Thus the claim follows from (2.6.9) because taking G-semi-invariants over C is an
exact functor.
(d) Now we set A = Ac. Assume that p is large enough. Let us prove that Tπ,c
is an integral scheme. Assume temporarily that A = Z[t] and ζ = t. By generic
flatness there is an element 0 6= f(t) ∈ A such that the Af -module O(Tπ)f is flat.
We may assume that f(ζ) 6= 0 in kc because p is large. Thus f(ζ) is invertible in
Ac. Hence the morphism Tπ,c → Spec (Ac) is flat. Since Kc ⊂ C this implies that
O(Tπ,c) ⊂ O(Tπ,C).
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Now O(Tπ,C) is a CID by part (c). Hence Tπ,c is an integral scheme.
Observe that Sπc ⊗ kc = S
π
kc
by 2.3.4(c). Recall that Sπc = R
π
c ⊗ Dc and recall
the notation from (1.2.1), (1.2.2). It is easy to see that the natural map Sπc ⊂ S
π
c
yields isomorphisms
Sπc ⊗ kc = (S
π
kc
)l, Jc ⊗ kc = (Jkc)
[l].
Therefore there is an isomorphism of kc-algebras
Tc ⊗ kc = (S
π
c ⊗ kc)/(Jc ⊗ kc) = (S
π
kc
)l/(Jkc)
[l].
Therefore, since Tπ,c is reduced, part (a) and (1.2.2) yield an isomorphism of kc-
algebras
O(Tπ,c)⊗ kc = O(Tπ,kc)
l.
So there is a kc-scheme isomorphism
(2.6.10) Tπ,c ⊗ kc → (Tπ,kc)
(e).
The rest follows as in part (c), taking G-semi-invariants, because p is large.
⊓⊔
2.6.11. Remarks. (a) If τ = 1 then T = O(Tπ).
(b) Note that O(Tπ)
0 is a Poisson algebra but O(Tπ)
+ is not. Indeed the ho-
mogeneous coordinate ring of a projective Poisson variety may not be a Poisson
algebra.
(c) The variety Tπ appears already in [O, sec. 1.2] where it is denoted CM
′
ζl .
2.7. QDO over the deformed Hilbert scheme.
Let (A, k) be a modular pair. Assume that l is finite. In this section we construct
a coherent sheaf of OT -algebras T over the deformed Hilbert scheme T . This is done
by quantum reduction from the sheaf of U˙-algebras Sπ over Sπ. We’ll prove latter,
in section 4.2, that T is an Azumaya algebra over T . Here we’ll check that it is a
Poisson order over T and that it behaves nicely under base change.
Recall the U˙-equivariant Sπ-module T = Sπ/J in (2.3.5). The general construc-
tion in (2.3.2) yields A-submodules
T0,T+ ⊂ T.
2.7.1. Lemma. The following hold
(a) T is an U˙-equivariant O(Tπ)-module of finite type,
(b) Tu is a G-equivariant O(Tπ)-algebra and a O(Tπ)-module of finite type,
(c) T+ is a Z+-graded O(Tπ)
+-module of finite type,
(d) T0 is a O(N)-algebra and a O(N)-module of finite type.
Proof: (a) By 2.6.2(a) we have O(Tπ) = O(S¯π)/J . Further (2.5.3) yields an U˙-
algebra homomorphism O(S¯π)→ S
π which maps J into J. Thus the Sπ-action on
T yields a U˙-equivariant O(Tπ)-action on T.
(b) Equip Tu with the multiplication in 1.5.2. Note that Tu ⊂ T is an U˙-
submodule because u ⊂ U˙ is a normal Hopf subalgebra. The U˙-action on Tu
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factors to a locally finite U-action. Thus Tu is a G-algebra. It is also a O(Tπ)-
module by part (a). So it is a G-equivariant O(Tπ)-algebra. Finally T
u is a finitely
generated O(Tπ)-module by part (a) again, because O(Tπ) is Noetherian.
(c), (d) Use [S, Thm. II.4.2(ii)].
⊓⊔
Next, there are localization functors
(2.7.2) Mod(O(Tπ), G)→Qcoh(OTπ , G), Gr(O(Tπ)
+)→Qcoh(OT ).
Let Tπ, T be the images of T
u, T+ respectively by (2.7.2). They are coherent
sheaves by 2.7.1(b), (c).
2.7.3. Proposition. Fix c ∈ Q×.
(a) The OTc-module Tc is Ac-flat.
(b) Assume that p is large enough and that (τ, ζ) ∈ Γc(C). The natural OTC-
module homomorphism T♭ ⊗ C→ TC is surjective.
Proof : Recall that the sets Tt in (2.6.3) form an affine open cover of T with
T(Tt) = T(t).
(a) The Ac-module Tc,(t) is flat by 2.3.4(c). Thus Tc is also Ac-flat.
(b) We must prove that the natural map below is surjective
T♭,(t) ⊗ C→ TC,(t).
Note that both sides are O(TC,t)-modules by 2.6.2(c). The restriction of functions
yields a surjective algebra homomorphism
(2.7.4) O(S¯π)→ O(Tπ).
Recall that Sπ is an O(S¯π)-algebra by (2.5.3) and that T is an O(Tπ)-module by
2.7.1(a). So T can be viewed as a O(S¯π)-module via (2.7.4) and the canonical map
Sπ → T is an O(S¯π)-module homomorphism.
If A is any C-algebra the map (2.7.4) gives a surjective algebra homomorphism
O(S¯π)
+ → O(Tπ)
+.
Compare (2.6.4). Given t ∈ O(Tπ)
+ we may fix a homogeneous element s ∈ O(S¯π)
+
which maps to t. The canonical map Sπ → T yields a map
f : Sπ(s) → T(t)
which is compatible, in the obvious way, with the surjective Poisson map (2.6.5)
O(Sπ,s)
0 → O(Tt).
Now, we take A = A♭ or C. To unburden the notation, when A = C we’ll omit
the subscript C. The maps f♭, f yield a commutative square
Sπ♭,(s) ⊗ C → T♭,(t) ⊗ C
↓ ↓
Sπ(s) → T(t).
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We must prove that the right vertical map is surjective. The left one is invertible
by 2.3.6(b). Thus it is enough to prove that the map f is surjective. We would like
to apply a quantum version of A.11.3. Since we do not know how to do this, we
use Poisson orders. More precisely, recall that
Sπ(s) = Sπ(Sπ,s)
0, T(t) = T(Tt).
See (A.13.2). Thus Sπ(s) is a Poisson order over O(Sπ,s)
0 by 2.5.6(e). Further T(t) is
a Poisson order over O(Tt) and f is a Poisson order homomorphism by 2.7.6 below.
See section A.10 for more details on Poisson orders.
LetM be the cokernel of f . It is a Poisson order over Tt by A.10.3(c). Next Tt is
a smooth symplectic variety by 2.6.2(b). Thus M is a projective O(Tt)-module by
A.10.3(a). Note that Tt is connected, see 4.1.1(c). Therefore it is enough to prove
that M vanishes at the generic point of Tt.
By base change it is enough to prove that Mc vanishes over the generic point of
Tc,t. We may assume that s ∈ O(S¯π,c)
+ and t ∈ O(Tπ,c)
+. Since τ = 1 in kc and p
is large we have
Sπkc = O(S¯π,kc), Tkc = O(Tπ,kc).
See 2.5.7(a) and 2.7.7 below. Hence fkc is surjective by A.11.3. By 2.3.6(b), (c) we
have
Sπc,(s) ⊗ kc = S
π
kc,(s)
, Tc,(t) ⊗ kc = Tkc,(t).
So Mc ⊗ kc = 0. Observe that Mc is a O(Tc,t)-module of finite type and that a
module of finite type over a CID which vanishes at some closed point is generically
trivial by Nakayama’s lemma. We are done.
⊓⊔
Recall the set Sπ,⋄ introduced in (2.5.5). There is a canonical map
(2.7.5) p : Tπ,⋄ → T, Tπ,⋄ = Tπ ∩ Sπ,⋄.
Now we assume that A = C. By 4.1.1(a) below, the map p is a G-torsor.
2.7.6. Proposition. Let A = C. We have T = p∗(Tπ|Tπ,⋄)
G. The sheaf T is a
Poisson order over T .
Proof: Let s ∈ O(S¯π)
+ be homogeneous of positive degree and let t ∈ O(Tπ)
+ be
its image by the map (2.6.4). The first claim is obvious, because we have
T(Tt) = T(t) = Tπ(Tπ,t)
G.
Let us concentrate on the second claim. We have C = A/(q−τ) where A = C[q±1].
By (2.5.3) we have an algebra embedding
O(S¯π) ⊂ Z(S
π).
By 2.3.6(b) we have also
Sπ,+ = Sπ,+A ⊗ C.
Fix a C-linear section σS : O(S¯π)
+ → Sπ,+A . By A.10.2(b) the commutator in S
π
A
yields a linear map
θ : O(S¯π)
+ → Der(Sπ).
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Let { , } denote the Poisson bracket on O(S¯π) constructed in 2.5.6(e). We have
θ(x)(x′) = {x, x′}, ∀x, x′ ∈ O(S¯π)
+.
By the Leibniz rule the map θ yields a C-linear map
θ : O(Sπ,s)
0 → Der(Sπs ).
By definition of the Poisson bracket on O(Tt) the map (2.6.5) is a surjective Poisson
algebra homomorphism
O(Sπ,s)
0 → O(Tt).
We must prove that θ factors also to a linear homomorphism
θ : O(Tt)→ Der(T(t)).
This is routine and is left to the reader. Compare the proof of 2.6.2(b).
⊓⊔
2.7.7. Remark. If τ = 1 then T = O(Tπ).
2.8. The deformed Harish-Chandra homomorphism at roots of unity.
Now, we specialize the deformed Harish-Chandra homomorphism Φ : T0 → DΣn0,⋆
in 1.11.4 to roots of unity. Set A = C and assume that l is finite. Consider the affine
open subset T⋆ = p(Tπ,⋆) defined in section 4.1. The main result of this section is
the following.
2.8.1. Theorem. Assume that p is large enough.
(a) The deformed Harish-Chandra homomorphism factors to an algebra homo-
morphism T(T⋆)→ D
Σn
0,⋆.
(b) The deformed Harish-Chandra homomorphism factors also to a Poisson al-
gebra homomorphism O(T⋆)→ D
Σn
0,⋆ .
Proof: (a) Recall that for each tuples m, n of integers > 0 we have a monomial
u = e˙mkλι(f˙
n) in U˙A. Set
|u| = |m| − |n|, deg(u) = ρ · |m|+ ρ · |n|.
By [EK] for each u there are monomials u1, u2, . . . ur ∈ U˙A and elements d1, d2, . . . dr ∈
UA ⊗ D
′
0,A,⋆ such that
deg(u1), . . . deg(ur) < deg(u),
(
1− q−|u|·|m| ⊗ q−|m|
)
∇(u) =
r∑
i=1
di∇(ui).
Recall that q−|m| is the element ℓ(q−|m|) ∈ D′0,A. So an induction on deg(u) implies
that
∇(UA) ⊂ UA ⊗ D
′
0,A,⋆.
Thus the map (1.11.7) factors through a map
φ : EA → D⊲,A ⊗ D
′
0,A,⋆.
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It vanishes on the left ideal generated by ∂bι(U
′
π,A)
χ¯ and ∂c(U
′
A)
ε.
Now, assume that (A,A) is any modular pair. By base change we have again an
A-linear map
φ : EA → D⊲,A ⊗ D
′
0,A,⋆
which vanishes on the left ideal generated by ∂bι(U
′
π,A)
χ¯ and ∂c(U
′
A)
ε. Observe
that (1.11.5) and section 2.3 yield an A-algebra isomorphism
T0A ≃ EA//χ¯⊗ε(ι(U
′
π,A)⊗ U
′
A).
Hence the map φ factors through an A-linear map T0A → D
′
0,A,⋆. Compare (1.11.10).
Composing it with the conjugation by ℓ(π) we get an A-linear map
ΦA : T
0
A → D
′
0,A,⋆.
Next, recall that we have proved in section 1.11 that ΦK factors to a K-algebra
homomorphism
ΦK : T
0 → DΣn0,⋆.
Observe also the following easy fact.
2.8.2. Lemma. Let A be a CID with fraction field K. Let A, B be A-algebras.
Assume that B is a free A-module and that B′ ⊂ B is a subalgebra which is a direct
summand as an A-module. Let f : A → B be an A-linear map such that f ⊗ idK
factors through a K-algebra homomorphism A⊗K→ B′ ⊗K. Then f factors also
through an A-algebra homomorphism A→ B′.
Thus we have an A-algebra homomorphism
ΦA : T
0
A → D
Σn
0,A,⋆.
Therefore we have the following commutative square
(2.8.3)
T0A → D
′
0,A,⋆
↑ ↑
T0A ⊗A → D
Σn
0,A,⋆.
The lower map is an algebra homomorphism. Now, the proof consists of two steps.
Step 1 : First, we set (A,A) = (A♭,A♭) and we prove that Φ♭ factors through
an A♭-algebra homomorphism
(2.8.4) Φ♭ : T(T♭,⋆)→ D
Σn
0,♭,⋆.
Note that T(T♭,⋆) is a localization of T
0
♭ , see section 2.7 and 3.4.1(b) below for
details. By 2.8.2, (2.8.3) it is enough to prove that the obvious map below map is
surjective
T0A♭ ⊗K♭ → T
0
K♭
.
The proof is the same as the proof of 2.7.3(b). We’ll only sketch it. By 2.3.6(b) it
is enough to prove that the natural map below is surjective
f : (SπK♭)
0 → T0K♭ .
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Note that the spectrum of O(Tπ,K♭)
0 is a smooth symplectic K♭-scheme by 4.1.1(c).
Thus the cokernel of f is a projective O(TK♭)-module by A.10.3(a). Now, let A be
the local ring of Z[τ, ζ] ⊂ K♭ at τ − 1. The residue field of A is k = Fp(ζ). Since p
is large enough the map
(2.8.5) O(S¯π,k)
0 → O(Tπ,k)
0
is surjective by A.11.3. Since τ = 1 in k, by 2.5.7(a), 2.6.11(a) we have
Sπk = O(S¯π,k), Tk = O(Tπ,k).
So 2.3.6(b) yields
(Sπ)0 ⊗ k = O(S¯π,k)
0.
By A.11.2 the A-module T is flat. Compare 2.3.6(c). Thus 2.3.3(a) yields an
inclusion
T0 ⊗ k ⊂ O(Tπ,k)
0.
Since the map (2.8.5) is surjective the map f specializes to a surjective map
(Sπ)0 ⊗ k→ T0 ⊗ k.
Hence Nakayama’s lemma implies that the cokernel of f is an O(TK♭)-module which
is generically trivial. Since it is also projective, the map f is surjective.
Step 2 : Next, we take A = C. To unburden the notation we’ll drop the subscript
C at each place. Now, we prove that the map Φ factors through a C-algebra
homomorphism
(2.8.6) Φ : T(T⋆)→ D
Σn
0,⋆.
By (2.8.4) we have the commutative square
T(T⋆) → D
′
0,⋆
↑ ↑
T(T♭,⋆)⊗ C → D
Σn
0,⋆,
where the lower horizontal map is a C-algebra homomorphism. By 2.7.3(b) the left
vertical map is surjective. This implies the claim.
(b) By 2.7.1(a) there is a natural algebra homomorphism
O(T⋆)→ T(T⋆).
There is also an obvious inclusion DΣn0,⋆ ⊂ D
Σn
0,⋆. We must prove that the map Φ in
(2.8.6) takes O(T⋆) into D
Σn
0,⋆ . For each monomial u a computation yields
(2.8.7) ∇(eiu) =
(
τ−αi·|u|−2 ⊗ q−αi
)
∇(uei) + (ei ⊗ 1)∇(u).
An easy induction using (2.8.7) yields elements am′,m ∈ U⊗D0,⋆ such that 1−am,m
is invertible and we have
∇(e˙mu) =
∑
|m′|6|m|
am,m′∇(ue˙
m′).
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Therefore if u ∈ Z(U) there are elements bm′,m ∈ U⊗D0,⋆ such that
∇(e˙mu) =
∑
|m′|<|m|
bm,m′∇(e˙
m′u).
A similar identity holds for ∇(ι(f˙n)u). So for each u ∈ Z(U), λ ∈ X and each
tuples m, n of integers > 0 we have
∇(e˙mu) = ∇(e˙m)∇(u), ∇(ι(f˙n)u) = ∇(ι(f˙n))∇(u), ∇(zλ) = ∂⊲(zλ)⊗ 1.
Thus the restriction of the map ∇ to U is an algebra homomorphism. For each
positive root α there are constants cm,m′ ∈ A such that
∆(e˙lα) = k−lα ⊗ e
l
α +
∑
m,m′
cm,m′k−l|m′|e˙
lm ⊗ e˙lm
′
modulo (q − τ)U⊗2A .
Here m,m′ are tuples of integers > 0 such that 0 6= |m| and |m| + |m′| = α. See
also (2.2.1). So we have
(
1− 1⊗ q−lα
)
∇(xα) =
∑
m,m′
cm,m′
(
e˙lm ⊗ q−l|m
′|
)
∇(e˙lm
′
).
Further (2.8.7) implies that
∇(xi) =
∑
j>0
xi ⊗ q
−jlαi ∈ U ⊗ D0,⋆.
So an induction on the positive integer ρ · α shows that ∇(xα) ∈ U ⊗D0,⋆ for each
α. The same argument works also for ∇(yα), yielding the inclusion
∇(U) ⊂ U ⊗D0,⋆.
Hence we have
Φ(O(T⋆)) ⊂ D
Σn
0,⋆ .
Finally we must prove that the algebra homomorphism
Φ : O(T⋆)→ D
Σn
0,⋆
is indeed a Poisson algebra homomorphism. Note that C = A/(q − τ) with A =
C[q±1]. The Poisson bracket on O(S¯π)
0 is computed by lifting elements into Sπ,0A
and computing their commutator there, see the proof of 2.5.6(e). Composing the
A-algebra homomorphism
ΦA : T
0
A → D
Σn
0,A,⋆
with the natural map Sπ,0A → T
0
A we get an algebra homomorphism S
π,0
A → D
Σn
0,A,⋆.
It factors to a Poisson algebra homomorphism
O(S¯π)
0 → DΣn0,⋆
by the discussion above. The theorem follows, because the map
O(S¯π)
0 → O(N)
is a surjective Poisson algebra homomorphism. See the proof of 2.6.2(b) for details.
⊓⊔
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3. The double affine Hecke algebra
3.1. Global dimension.
Let (A,A) be a modular pair with A = Z[q±1, t±1]. The DAHA is the A-algebra
H = HA generated by twˆ, xλ, tπ with wˆ ∈ Σ̂n, λ ∈ X˜, π ∈ P modulo the defining
relations
(tsi − t)(tsi + t
−1) = 0, tsixλ − xsiλtsi = (t− t
−1)(xλ − xsiλ)/(1− xαi),
twˆtwˆ′ = twˆwˆ′ if ℓ(wˆwˆ
′) = ℓ(wˆ) + ℓ(wˆ′), tπtsit
−1
π = tπ(si),
xλxµ = xλ+µ, tπxλt
−1
π = xπ(λ), xδ = q
−2, xα0 = q
−2x−θ.
The subalgebra Hy generated by {twˆ, tπ} is the Iwahori-Hecke algebra of the
extended affine Weyl group Σ˜n. It may also be viewed as the algebra generated by
elements tw˜ with w˜ ∈ Σ˜n modulo well-known relations.
Set yλ−λ′ = tτλ(tτλ′ )
−1 for each λ, λ′ ∈ X+. The multiplication in H yields a
linear isomorphism
(3.1.1) X⊗Hy ≃ X⊗H0 ⊗ Y ≃ Y⊗H0 ⊗ X ≃ H,
where X, Y and H0 are the subalgebras generated by {xλ;λ ∈ X}, {yλ;λ ∈ X}
and {tw;w ∈ Σn} respectively. We’ll set ti = tsi , xi = xεi and yi = yεi . The
Cherednik-Fourier transform is the automorphism FH : H→ H given by
xi, yi, ti, q, t 7→ yi, xi, t
−1
i , q
−1, t−1.
Write HA = H ⊗ A. Recall that τ, ζ are the images of q, t in A. We call τ
the modular parameter and ζ the quantum parameter. The SDAHA (= spherical
subalgebra) is
SHA = {x ∈ HA; tix = xti = tx,∀i}.
Set o =
∑
w t
ℓ(w)tw. Let ao ∈ A be such that o
2 = ao o. If ao is invertible then we
have SHA = oHAo. So SHA is a direct summand of HA as an A-module. Hence it
is a free A-module. Note that SHA is a X
Σn
A ⊗Y
Σn
A -module of finite type, with X
Σn
A
acting by left multiplication and YΣnA by right multiplication
3.1.2. Theorem. Assume that A is a field and that ao 6= 0. The ring HA has a
finite left and right global dimension.
Proof: Let X+A ⊂ XA be the subalgebra generated by {xi}. Let H
+
A ⊂ HA be
the subalgebra generated by H0,A, YA and X
+
A. The multiplication yields a linear
isomorphism from X+A ⊗H
y
A → H
+
A. Equip H
+
A with the Z+-grading such that
deg(xλ) = 1, deg(tw˜) = 0, ∀λ ∈ X, w˜ ∈ Σ˜n.
Let us prove that HA has a finite left global dimension. Consider the 2-sided
ideal I =
∑
i xiH
+
A of H
+
A. The following properties are immediate from (3.1.1)
• for all i, j we have xixj = xjxi,
• for all h ∈ H+A and all j such that xj+1h ∈
∑j
i=1 xiH
+
A we have h ∈
∑j
i=1 xiH
+
A,
• we have I =
∑
i xiH
+
A =
∑
iH
+
Axi, a proper ideal of H
+
A.
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Therefore [MR, thm. 7.3.16] yields
pd
H
+
A
(H+A/I) = n.
Recall that fd
H
+
A
(H+A/I) 6 pdH+A
(H+A/I), see [MR, sec. 7.1.5]. Thus for any finitely
generated graded left H+A-module M we have [MR, thm. 7.3.14]
pd
H
+
A
(M) 6 lgd(H+A/I) + n.
Note that I is not contained in the Jacobson radical of H+A. However, in the proof
of op. cit. this hypothesis is used only in deducing that M = 0 from the equation
MI = M . This implication holds in our case because M is graded and I has
positive degrees. Note also that to compute lgd(H+A) it is enough to consider only
finite graded left modules. See [MR, sec. 7.1.8] and [NV1, sec. I.7.8]. Thus we have
proved that
lgd(H+A) ≤ lgd(H
+
A/I) + n.
Next, since HA is the localization of H
+
A at xωn we have also
lgd(HA) 6 lgd(H
+
A/I) + n
by [MR, cor. 7.4.3]. Now H+A/I ≃ H
y
A as an A-algebra. Thus we have
lgd(HA) 6 lgd(H
y
A) + n.
Arguing as above with HA replaced by H
y
A and xi by yi we get also that
lgd(HA) 6 lgd(H0,A) + 2n.
Finally H0,A is the Hecke-Iwahori algebra of type GL. It is well-known that it has
a finite global dimension iff ao 6= 0.
⊓⊔
3.2. Roots of unity.
Unless specified otherwise we’ll alwas assume that ao is invertible. We’ll be
interested by the representations of HA for A = C and τ, ζ both roots of unity. Let
l be the order of τ . If it is finite we’ll always assume that l = pe, an odd prime
power. As before, if l is finite we write
SH = SHA, H = HA.
Let (A♭,A♭, k♭) be as in 2.2.5(a). We’ll abbreviate k♭ = C, hopping it will not
create any confusion.
Fix integers m < 0 < k such that (k,m) = 1 and (τ, ζ) ∈ Γc(C). Obviously,
the choice of (k,m) is not unique. We’ll adopt the following strategy : first we fix
c, then we choose (τ, ζ) ∈ Γc(C) such that τ, ζ are roots of unity and p is large
enough, finally we prove our main result for these parameters.
Let us briefly explain what are the restrictions on c. Its sign is indifferent,
because there is an involution
IM : H→ H, ti 7→ −t
2t−1i , xλ 7→ x−λ, q 7→ q
−1, t 7→ t.
For 3.6.9 to hold we’ll assume that c < −2 and for 3.5.1 to hold that k > 2n.
Finally in 4.2.1(b) we’ll choose m = −1, i.e., we’ll set ζ l = 1.
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3.3. The canonical embedding.
Assume that ao is invertible. The subscript ⋆ will denote a quotient ring as in
section 1.11. There is an unique algebra homomorphism
Ψ′ : HA → D0,A,⋆ ⋊ Σn
given by
ti 7→ ζsi + (ζ − ζ
−1)(1− qαi)−1(1− si), xλ 7→ q
λ, tπ 7→ π.
Here we have set qδ = τ−2. The inclusion of Σ˜n into the rhs is given by
w 7→ (0, w), τλ 7→ (k−2λ, 1).
Since D0,A,⋆ is an ID there is an unique algebra homomorphism
Ψ : SHA → D
Σn
0,A,⋆
such that Ψ′(xo) = Ψ(x)Ψ′(o). The following is standard, see [C, 3.2.1].
3.3.1. Proposition. The maps Ψ, Ψ′ are injective and yield algebra isomorphisms
Ψ : SHA,⋆ → D
Σn
0,A,⋆, Ψ
′ : HA,⋆ → D0,A,⋆ ⋊ Σn.
3.4. The center of SDAHA.
Assume that ao is invertible and that l is finite. In this section we recall a few
basic facts on the center of SH. Let X , Y ⊂ H be the subalgebras generated
respectively by {xλ;λ ∈ lX}, {yλ;λ ∈ lX}. We put
L = XΣn ⊗ YΣn .
Set σx =
∏
α,k(q
lα − ζ2lk) where α runs over Π and k = 0, 1. We view σx as an
element of L as in (3.4.2). Put σy = FH(σx).
3.4.1. Proposition. The following hold
(a) L ⊂ Z(H), oL ⊂ Z(SH) and H, SH are L-modules of finite type,
(b) DΣn0,⋆, T
0 are L-algebras and T(T⋆) is the localization of T
0 at σx,
(c) the maps Φ : T(T⋆)→ D
Σn
0,⋆ and Ψ : SH⋆ → D
Σn
0,⋆ are L-linear.
Proof : (a) This is well-known.
(b), (c) There are algebra isomorphisms
(3.4.2)
X→ F0, xλ 7→ q
λ,
Y → U0, yλ 7→ kλ.
Thus ̺0, Ω yield algebra isomorphisms
XΣn ≃ Z(F′) ≃ Z(F′A)⊗A,
YΣn ≃ Z(U′) ≃ Z(U′A)⊗ A.
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Therefore the maps (1.11.2)
z′ : Z(F′A)→ T
0
A,
z : Z(U′A)→ T
0
A
yield an algebra homomorphism L → T0. Now, the maps (1.11.3)
L′ : Z(F′A)→ D
Σn
0,A,⋆,
L : Z(U′A)→ D
Σn
0,A,⋆
yield an algebra homomorphism L → DΣn0,⋆. The map Φ is L-linear by 1.11.4.
The L-algebra structure on SH is given by
f 7→ of, u 7→ ou, ∀f ∈ XΣn , u ∈ YΣn .
It is well known that
Ψ(of) = L′(f), Ψ(ou) = L(u), ∀f, u,
see [C], [K2, Theorem 5.9]. So the map Ψ is L-linear.
⊓⊔
3.4.3. Proposition. Assume that A = C. We have that SH is a Z(SH)-module
of finite type. It is a NID and a maximal order. Further Z(SH) is a direct summand
of SH as a Z(SH)-module.
Proof: Recall that SHσx is the localization of SH at σx. By 3.3.1 we have SHσx ≃
DΣn0,⋆. Thus SHσx is an ID. Note that σx is a regular element in SH by (3.1.1).
Thus SH ⊂ SHσx . Thus SH is an ID. Since SH is a Z(SH)-module of finite type,
see 3.4.1(b), it is an order in its quotient ring by Posner’s theorem, see section A.10.
Let us prove that SH is maximal in its equivalence class. Fix a ring A and an
element 0 6= z ∈ Z(SH) such that
SH ⊂ A ⊂ z−1SH.
For a future use, note that A is a torsion-free L-module of finite type, see 3.4.6(b)
below. Observe that D0 is an Azumaya algebra. Hence so is also D0,⋆. Thus D
Σn
0,⋆
is again an Azumaya algebra by faithfully-flat descent, because the group Σn acts
freely. Therefore the quotient rings SHσx , SHσy are both maximal orders. Thus
we have Aσx = SHσx and Aσy = SHσy . The elements σx, σy are regular in H by
(3.1.1). Hence they are also regular in A. So we have
A ⊂ SHσx ∩ SHσy .
Thus the L-module A/SH is supported on a closed subset of Spec (L) of codimen-
sion > 2. Since the L-module SH is free we have A = SH by 3.4.4. The second
claim is a direct consequence of the first one. See section A.10.
⊓⊔
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3.4.4. Lemma. Let A be a commutative affine ring, M a torsion-free A-module
of finite type and P ⊂M a projective A-submodule such that M/P is supported on
a closed subset of Spec (A) of codimension > 2. Then P = M .
3.4.5. Proposition. Assume that A = C. The scheme CM = Spec (Z(SH)) is
integral, normal and Cohen-Macaulay.
Proof: The ring Z(SH) is a CID by 3.4.3. Thus CM is an integral scheme. The
L-module Z(SH) is projective and of finite type by 3.4.3. Thus it is a free L-
module by Pittie-Steinberg’s and Quillen-Suslin’s theorems. So the variety CM
is Cohen-Macaulay, because Spec (L) is smooth. An irreducible Cohen-Macaulay
variety which is smooth away of a codimension > 2 closed subset is normal. Further
Spec (Z(SH)σx) is smooth, because SHσx ≃ D
Σn
0,⋆. Hence Spec (Z(SH)σy ) is also
smooth. The complement of
Spec (Z(SH)σx) ∪ Spec (Z(SH)σy)
in CM is a closed subset of codimension > 2, because Z(SH) is a L-module of
finite type and the closed subset
{σx = σy = 0} ⊂ Spec (L)
has codimension > 2. Thus the variety CM is normal.
⊓⊔
3.4.6. Remarks.
(a) The rings Z(H), Z(SH) are isomorphic. See section A.14 for details.
(b) By (3.1.1) and the Pittie-Steinberg theorem the L-module H is free and of
finite type. Since SH is a direct summand of H, it is also a free L-module of
finite type by the Quillen-Suslin theorem.
3.5. From SDAHA to QDO.
Set A = C. Fix c ∈ Q×. Assume that ao is invertible. Recall the maps
Ψ : SH→ DΣn0,⋆, Φ : T
0 → DΣn0,⋆
given in 3.3.1 and section 2.8. In 4.2.1(b) we’ll compare the algebras SH and T(T ),
where T is the sheaf of algebras over the deformed Hilbert scheme T introduced
in section 2.7. A first step towards this is the following inclusion. The proof is
technical. It is given in section A.15.
3.5.1. Proposition. Let (τ, ζ) ∈ Γc(C). If k > 2n and l is finite and large enough
then we have Ψ(SH) ⊂ Φ(T0).
Note that the lower bound for l in 3.5.1 may depend on c.
3.6. From SDAHA to DAHA.
In this section we compare the categoriesMod(HA) andMod(SHA). First, let
us recall the following standard result. See section A.16 for details.
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3.6.1. Lemma. Let A be a ring and o ∈ A be an idempotent. The full subcategory
Mod(A, o) ⊂Mod(A) of the modules killed by o is a Serre category. Further, there
is an equivalence equivalence
Mod(A)/Mod(A, o)→Mod(oAo), M 7→ oM.
Now, fix c ∈ Q×. Assume that A = C and that ao is invertible. To simplify the
notation we’ll abbreviate H = HC, X = XC, etc. Consider the full subcategories
Mod(H)′ ⊂Mod(H), Mod(SH)′ ⊂Mod(SH)
consisting of the modules with a locally finite action of X, XΣn . By 3.6.1 we have
a quotient functor
F ∗ : Mod(H)′ →Mod(SH)′, M 7→ oM.
3.6.2. Proposition. Let (τ, ζ) ∈ Γc(C) and A = C. If τ, ζ are not roots of unity
and c < −2 then F ∗ is an equivalence of categories.
Proof: To unburden the notation we may use the same symbol for a C-scheme and
its set of closed C-points. Consider the Σ˜n-action on H = C
× ⊗Z X given by
τλw(z ⊗ µ) = (z ⊗ wµ)(τ ⊗ λ), ∀λ, µ ∈ X,w ∈ Σn, z ∈ C
×.
For each Σ˜n-orbit in ω ⊂ H, consider the subcategories
Mod(H)ω ⊂Mod(H), Mod(SH)ω ⊂Mod(SH)
consisting of the modules whose support, as XΣn-modules, is contained in ω/Σn.
Thus we have
Mod(H)′ =
⊕
ω
Mod(H)ω, Mod(SH)′ =
⊕
ω
Mod(SH)ω.
The functor F ∗ preserves this decomposition. Further Mod(H)ω contains finitely
many isomorphism classes of simple objects. Thus the categoryMod(SH)ω contains
also finitely many isomorphism classes of simple objects. Let dω(H), dω(SH) be the
those numbers. We have
dω(H) > dω(SH).
We must prove that it is an equality.
The simple H-modules are classified in [V] for each simple, connected and simply
connected linear group. The simple modules of the double affine Hecke algebras of
types SL, GL are essentially the same, see [V, sec. 8], [VV3, sec. 2.5]. Thus, to
simplify the exposition, in the rest of this proof we’ll assume that H is the DAHA
of type SL. In particular the symbols H, X will now denote the group of diagonal
matrices in SL and its group of cocharacters.
Now, we set
F = C((ε)), R = C[[ε]].
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Let S˜L(F) be the central extension of SL(F) by C× as in [V, sec. 2.2]. Let s˜lF be
the Lie algebra of S˜L(F) and H˜ ⊂ S˜L(F) be the pull-back of H by the obvious
projection S˜L(F)→ SL(F). So there is an obvious map
H˜ × C× → H × C×.
Fix s ∈ H. Fix a point of H˜ × C× over (s, ζ). We’ll denote this point by (s, ζ)
again, hopping it will not create any confusion. Consider the automorphisms
(3.6.3)
as,τ,ζ : S˜L(F)→ S˜L(F), g(ε) 7→ (ads)(g(τε)),
as,τ,ζ : slF → slF, x(ε) 7→ ζ
−1(ads)(x(τε)).
We’ll abbreviate a = as,τ,ζ .
Let N ⊂ slF be the nilpotent cone. Let S˜L(F)
a ⊂ S˜L(F) and N a ⊂ N be the
fixed points sets. It is known that S˜L(F)a is a connected linear algebraic group
and that N a is an affine S˜L(F)a-variety over C. See [V].
Let G be the set of Lie subalgebras of slF which are SL(F)-conjugate to slR. The
automorphism a yields an automorphism of G. Let Ga ⊂ G be the fixed points set.
We write
N˙ a = {(x, p) ∈ N a × Ga;x ∈ p+},
where p+ is the pro-nilpotent radical of p. We have G
a =
⋃
i∈Ξ G
a
i (a disjoint union),
where each Gai is a smooth and connected S˜L(F)
a-variety. The set Ξ is infinite. For
each i ∈ Ξ we put
N˙ ai = N˙
a ∩ (N a × Gai ).
It is a smooth and connected S˜L(F)a-variety. For each i, j ∈ Ξ we put also
N¨ aij = {(x, p, p
′) ∈ N a × Gai × G
a
j ;x ∈ p+ ∩ p
′
+}.
Let K(X) be the complexified Grothendieck group of coherent sheaves over a
scheme X. The C-vector space
(3.6.4) SK =
∏
j
⊕
i
K(N¨ aij)
is equipped with an associative multiplication called the convolution product. It is
given the finite topology, i.e., the linear topology such that a basis of neighborhoods
of 0 is formed by the subsets
∏
j>j0
⊕
iK(N¨
a
ij). Note that the multiplication is con-
tinuous for this topology. We say that a SK-module V is smooth if the annihilator
any element of V in SK is open. The proposition is a direct consequence of the
following lemma.
⊓⊔
3.6.5. Lemma. Let (τ, ζ) ∈ Γc(C) and A = C. Let s ∈ H and let ω = ωs,τ ⊂ H
be the Σ˜n-orbit of s.
(a) There is a ring homomorphism SH → SK inducing an inclusion {smooth
simple SK-modules} ⊂ {simple SH-modules}.
(b) Smooth simple SK-modules are labelled by S˜L(F)a-orbits in N a.
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(c) The integer dω(H) is the number of S˜L(F)
a-orbits in N a.
Proof : Part (a) is proved in section A.16. Part (c) is proved in [V, sec. 7.6]. Let
us concentrate on part (b).
Let Li be the direct image of the constant sheaf by the first projection
pi : N˙
a
i →N
a.
Since pi is a proper map, the complex Li is a direct sum of shifted irreducible
S˜L(F)a-equivariant perverse sheaves. The set of smooth simple SK-modules is
in bijection with the set of indecomposable direct summands of
⊕
i Li (counted
without multiplicities). See [V, sec. 6.1]. Let O ⊂ N a be a S˜L(F)a-orbit. The
intermediate extension of a non trivial local system on O cannot occur in
⊕
i Li.
See [V, sec. 8.1]. It is enough to check that the intermediate extension of the trivial
local system on O does occur.
To do so it is enough to prove that for some i we have
(3.6.6) pi(N˙
a
i ) = O¯
(the Zariski closure ofO). Indeed, in this case, for each e ∈ O the group of connected
components of the centralizer of e in S˜L(F)a acts on H∗(p
−1
i (e),C) and any irre-
ducible submodule yields a S˜L(F)a-equivariant irreducible local system onO, whose
intermediate extension to O¯ is a direct summand of Li. Since H∗(p
−1
i (e),C) 6= 0
and only the trivial local system can occur, we are done.
Our proof of (3.6.6) is similar to [V, sec. 6.3]. We’ll be brief. For each p ∈ Ga
let pa+ be the fixed points subset of the automorphism a acting on p+. Fix a group
homomorphism
v : C× → Q, v(τ) < 0 < v(ζ).
See [V, sec. 6.3, Claim 1]. Recall that e ∈ O. Up to conjugating e by an element
in S˜L(F)a there is a sl2-triple {e, f, h} ⊂ s˜lF which yields a group homomorphism
φ : SL2(C)→ S˜L(F)
such that we have
φ(z) := φ
( z 0
0 1/z
)
∈ H˜(C), ∀z.
See [V, sec. 6.3, Claim 2]. Put sφ = sφ(ζ
−1/2). For each u ∈ C×, j ∈ Z we set
sl(u, j) = {x(ε) ∈ slF; (adsφ)(x(τε)) = ux(ε), (adφ(z))(x(ε)) = z
jx(ε)}.
So we have a(x) = ζj/2−1ux for each x ∈ sl(u, j). Hence the parahoric Lie subal-
gebra
b′ =
⊕
v(u)60
⊕
j∈Z
sl(u, j) ⊂ slF
is a-fixed. So it is contained into a maximal parahoric Lie subalgebra p′ ∈ Ga. Now
we set
b = (adφ(ε))−1(b′), p = (adφ(ε))−1(p′).
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There are inclusions
εb ⊂ εp ⊂ p+.
Since e ∈ sl(1, 2) we have
(adφ(ε))(e) ∈ εsl(τ, 2).
Hence, since v(τ) < 0 we have
(3.6.7) e ∈ εb, e ∈ p+.
Next, since ζm = τk we have
(b′)a =
⊕
r>2
sl(ζ1−r/2, r).
Since (adφ(ε))(sl(u, j)) = sl(τ ju, j) we have also
ba =
⊕
r(k−2m)>2k
sl(ζ1−r/2, r).
For each integer r such that r(k− 2m) > 2k we have r > 2, because 0 < −2m < k.
Thus we have
ba ⊂ (b′)a.
The proof of [V, sec. 6.3, Claim 3] implies that
(b′)a ⊂ O¯
(the Lie algebra b′ coincides with the Lie algebra q in op. cit.). Since b ⊂ p we
have p+ ⊂ b+. Therefore we have
(3.6.8) pa+ ⊂ O¯.
By (3.6.7), (3.6.8) there is a maximal parabolic Lie algebra p ∈ G such that
(e, p) ∈ N˙ a, S˜L(F)a(pa+) ⊂ O¯.
Fix i ∈ Ξ such that (e, p) ∈ N˙ ai . Then we have e ∈ pi(N˙
a
i ). Thus we have also
O ⊂ pi(N˙
a
i ).
Since pi is a proper map this yields
O¯ ⊂ pi(N˙
a
i ).
Note that the inclusion S˜L(F)a(pa+) ⊂ O¯ implies that pi(N˙
a
i ) ⊂ O¯. Thus we have
proved (3.6.6).
⊓⊔
We can now prove the main result of this section.
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3.6.9. Theorem. Let A = C. Assume that ao 6= 0 and c < −2. The rings H, SH
are Morita equivalent for each (τ, ζ) ∈ Γc(C) except a finite number.
Proof: Recall that we omit the subscript C to simplify the notation. Set M =
H/HoH. By [MR, prop. 3.5.6] the C-algebrasH, SH are Morita equivalent ifM = 0.
Assume initially that τ , ζ are not roots of unity. Let I ⊂ X be an ideal such that
X/I is a X-module of finite length. By (3.1.1) the left H-module H/HI is filtered
by the finite dimensional X-modules
∑
w˜′6w˜ tw˜′X/I with w˜ ∈ Σ˜n. Thus we have
H/HI ∈Mod(H)′. Hence we have also
M/MI ∈Mod(H)′.
Next, we have F ∗(M/MI) = 0 because F ∗ is an exact functor and
F ∗(H) = oH = oHoH = F ∗(HoH).
Thus 3.6.2 implies that
M/MI = 0.
Now, observe that M is a X ⊗ Y-module of finite type, where X acts by right
multiplication and Y by left multiplication. Assume that M 6= 0. Then there is
a surjective X ⊗ Y-module homomorphism f : M → C by Zorn’s lemma. Further
there is an ideal I ⊂ X as above such that
MI ⊂ Ker (f).
This is absurd because M/MI = 0. Therefore we have
M = 0.
Now, set A = C[Γc]. Set also MA = HA/HAoHA as above. Since MA is a
XA ⊗ YA-module of finite type, by generic flatness there is an element 0 6= f ∈ A
such that the localization (MA)f ofMA at f is a free Af -module. See [E, thm. 14.4]
for instance. Fix a C-point (τ, ζ) ∈ Γc(C). Note that MA ⊗C = M because taking
tensor products with C is a right exact functor. Thus the previous discussion implies
that MA ⊗ C = 0 if f(τ, ζ) 6= 0 and τ , ζ are not roots of unity. Thus we have also
M = 0 for all (τ, ζ) such that f(τ, ζ) 6= 0.
⊓⊔
4. Azumaya algebras over the deformed Hilbert scheme
4.1. Study of the deformed Hilbert schemes.
In this section we study in details the deformed Hilbert scheme T introduced
ine section 2.6. Except specified otherwise, we’ll assume that A = C. To unburden
notation we’ll use the same symbol for a C-scheme and its set of C-points.
Set D+ = G+ ×G+ and Tπ,+ = m
−1
+ (0), the scheme-theoretic fiber of
m+ : D+ × T
∗An → G+, (g, g
′, v, ϕ) 7→ gg′ − ζ2lg′g + v ⊗ ϕ.
The schemes Tπ, Tπ,+ are closely related. There is an isomorphism
Tπ → Tπ,+ ∩ (D × T
∗An), (g, h, v, ϕ) 7→ (g, h−1, gh−1v, ϕ).
Finally, we set Tπ,Σ = Sπ,Σ ∩ Tπ,⋄.
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4.1.1. Proposition.
(a) The canonical map p : Tπ,⋄ → T is a G-torsor.
(b) The scheme Tπ,+ is a reduced complete intersection of pure dimension 2n+n
2.
If ζ2l 6= 1 it is irreducible.
(c) The scheme T is smooth, connected, of dimension 2n. The map q : T → N
is a symplectic resolution of singularities of N . If ζ2ln 6= 1 the map q is an
isomorphism. The scheme N is integral, normal, of dimension 2n.
(d) The set Tπ,Σ is non-empty.
Before the proof we fix some notation. Let G⋆ ⊂ G be the set of invertible
matrices which are conjugated to an element of
H⋆ = {h ∈ H;h
α 6= 1, ζ2l, ∀α ∈ Π}.
Let Tπ,⋆ ⊂ Tπ be the set of tuples x = (g, g
′, v, ϕ) with g ∈ G⋆.
Let T ′π denote the variety Tπ with the parameter ζ replaced by ζ
−1. We define
N ′ in the same way. Consider the isomorphism
FT : T
′
π → Tπ, x 7→ (g
′, g,−ζ−2lv, ϕ).
Set Tπ,♥ = Tπ,⋆ ∪ FT (T
′
π⋆). We define N♥, T♥, N⋆ and T⋆ in the obvious way.
Assume that ζ2l 6= 1. Given h ∈ H⋆, h
′ ∈ H we set xh,h′ = (h, g
′, h′, h) where
the (i, j)-th entry of the matrix g′ is h′ihj/(ζ
2lhj −hi). Note that xh,h′ ∈ Tπ,⋆. The
following is proved in section A.17.
4.1.2. Lemma.
(a) Assume that ζ2l 6= 1. We have Tπ,⋆ ⊂ Tπ,♥ ⊂ Tπ,⋄. The assignment (h, h
′) 7→
xh,h′ yields an isomorphism
(H⋆ ×H)/Σn → N⋆.
(b) The variety Tπ,⋄ is smooth and G-acts freely on it. The map q gives isomor-
phisms of smooth varieties T♥ → N♥, T⋆ → N⋆. The Poisson bracket on N⋆
is the same as in [FR], [O].
Proof of 4.1.1 : If ζ2l = 1 claims (a)-(c) are known : see [GG, thm. 1.1.2] for part
(b) and [N] for the other ones. If ζ2ln 6= 1 then the following is proved in [O] :
• Tπ is a smooth G-torsor,
• Tπ/G is a smooth symplectic irreducible variety of dimension 2n.
Thus Tπ,⋄ = Tπ and T = Tπ/G. So claims (a)-(c) are known again. Therefore, for
all parts except (d) we’ll assume that ζ2ln = 1 and ζ2l 6= 1.
(a) See 4.1.2(a).
(b) See section A.17.
(c) The smoothness of T follows from 4.1.2(a). By 4.1.2(b) the Poisson bracket
on T is non-degenerate over the open subset T♥. Thus T is a symplectic variety,
because codim(T \ T♥) > 2.
The variety Tπ is normal, because it is a complete intersection, the open subset
Tπ,♥ is smooth by 4.1.2(a), and codim(Tπ \ Tπ,♥) > 2. Thus N is irreducible and
normal.
(d) First, recall that Tπ,Σ is the set of tuples (g, g
′, v, ϕ) ∈ Sπ,⋄ such that
e+ v ⊗ ϕ = ζ2l[g, g′]−1, g′, gg′g−1, ζ−2l[g, g′] ∈ GΣ, ϕi 6= 0,
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where GΣ = U+HU−. Define the following open sets
U = {x ∈ Tπ; g
′, gg′g−1 ∈ GΣ, ϕi 6= 0},
V = {x ∈ Tπ; ζ
−2l[g, g′] ∈ GΣ}.
First, assume that ζ2l 6= 1. Fix a tuple xh,h′ = (h, g
′, h′, h) as above. The
principal minors of the matrix g′ are non-zero, see [O, sec. 2.2]. Hence g′ ∈ GΣ.
Thus xh,h′ ∈ U . Any element of G is conjugate to an element of GΣ. Thus
the G-orbit of xh,h′ contains a representative in V . Thus U, V 6= ∅. We have
Tπ,Σ = U ∩ V ∩ Tπ,⋄. We are done, because Tπ,⋄ is open and non-empty and Tπ is
irreducible.
Next, assume that ζ2l = 1. Set x = (h, h′, 0, ϕ) with h ∈ H⋆ and h
′, ϕ ∈ H. We
have x ∈ Tπ,Σ.
⊓⊔
The following is proved in section A.17.
4.1.3. Proposition. The L-module O(N) is of finite type.
4.1.4. Remark. We have seen that the quasi-projective variety T is affine if ζ2ln 6=
1, but not if ζ2l = 1. One can prove that if ζ2ln = 1 then T is not affine.
4.2. Azumaya algebras over the deformed Hilbert scheme.
In this section we set A = C and l = pe.
4.2.1. Theorem. Assume that (τ, ζ) ∈ Γc(C) and that p is large enough.
(a) The sheaf T over T is an Azumaya algebra of PI-degree ln.
(b) Assume that c < −2, 2n < k and ζ2l = 1. We have T(T ) ≃ SH as L-algebras
and Hi(T,T) = 0 for all i > 0.
Proof : (a) Note that T is a symplectic variety by 4.1.1(c) and that T(Tt) is a
Poisson O(Tt)-order for each t by 2.7.6. Thus T is a locally free OT -module with
isomorphic fibers (as algebras) by A.10.3(a). We must prove that T is an Azumaya
algebra over T . Recall that a coherent sheaf of OT -algebras over T is an Azumaya
algebra iff it is a locally-free OT -module with fibers isomorphic to matrix algebras,
see [M2, IV.2.1]. We set
TΣ = p(Tπ,Σ),
a non-empty open subset of T by 4.1.1(d). It is enough to prove that T is an
Azumaya algebra over TΣ. The fibers of Sπ over Sπ,Σ are matrix algebras by
2.5.6(d). By 1.5.2(b) the fibers of Tπ over Tπ,Σ are also matrix algebras. So T is an
Azumaya algebra over TΣ by faithfully flat descent and 2.7.6, 4.1.1(a).
Now, we compute the PI-degree of T. Let (τ, ζ) ∈ Γc(C). Recall that Tc is
the sheaf of OTc -algebras associated with the Z+-graded O(Tπ,c)
+-module T+c . By
2.3.6(c), 2.6.11(a) we have T+c ⊗ kc = O(Tπ,kc)
+. Recall the subring
O(Tπ,kc)
l = O(T
(e)
π,kc
) ⊂ O(Tπ,kc),
see (1.2.1), (1.2.2). By 2.6.2(d) we have also
Tc ⊗ kc = (Tkc)
(e) = Proj(O(Tπ,kc)
l,+).
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Thus Tc⊗kc is the sheaf ofOT (e)kc
-algebras associated with the Z+-gradedO(Tπ,kc)
l,+-
algebra O(Tπ,kc)
+. In other words, we have an isomorphism of sheaves of algebras
Tc ⊗ kc = (Fr
e)∗OTkc .
Next, recall that Ac ⊂ C. Thus, by base change, to compute the PI-degree of T
it is enough to prove that the OTc-module Tc is locally-free of rank l
2n.
Note that Tc, OTc are flat Ac-modules by 2.6.2(d), 2.7.3(a). Note also that Tc
is a finitely generated OTc-module. Further (Fr
e)∗OTkc is a locally free O(T
(e)
kc
)-
module of rank l2n, because Tkc is a smooth variety. Thus Tc ⊗ kc is a locally-free
OTc ⊗ kc-module of rank l
2n. Finally Tc ⊗Kc is a flat OTc ⊗ Kc-module, because
T is a flat OT -module. Thus Tc is a locally-free OTc -module of rank l
2n by the
following lemma, proved in section A.18.
4.2.2. Lemma. Let A be a DVR with residue field k and fraction field K. Let B
be an A-algebra which is a CNID and let M be a B-module. Assume that B, M
are flat A-modules and that M is a B-module of finite type. If M ⊗ k is a flat
B⊗ k-module and M ⊗K is a flat B⊗K-module, then M is a flat B-module.
(b) Now we concentrate on the second claim. The proof consists of 3 parts.
Step 1 : We’ll omit the subscript C for C-schemes. First, we prove that
(4.2.3) H>0(T,T) = 0.
By 2.3.6(c), 2.6.2(d), 2.6.11(a), 2.7.1(c) there is a graded kc-algebra homomorphism
O(T
(e)
π,kc
)+ = O(Tπ,kc)
l,+ → T+c ⊗ kc = O(Tπ,kc)
+.
Further O(Tπ,kc)
+ is generated by O(Tπ,kc)
1 as an O(Tπ,kc)
0-algebra by A.17.4.
Finally Tc ⊗ kc is the sheaf over Tc ⊗ kc associated with the graded O(T
(e)
π,kc
)+-
module T+c ⊗ kc. Therefore 4.2.4(a) below, proved in section A.18, yields a Z+-
graded kc-algebra isomorphism
H•
(
Tc ⊗ kc,Tc ⊗ kc
)
= H•
(
Proj(O(T
(e)
π,kc
)+),Tc ⊗ kc
)
= H•
(
Proj(T+c ⊗ kc),O
)
= H•(Tkc ,O).
Now, recall that Tkc is the punctual Hilbert scheme of the kc-scheme Gm,kc×Gm,kc .
So [BK2] and the equality above yield
H>0
(
Tc ⊗ kc,Tc ⊗ kc
)
= 0.
Next, assume temporarily that A = C. By 4.1.1(c) the C-algebra O(N) is
equipped with a Poisson bracket. Since ζ2l = 1, by 4.1.2(b) this Poisson bracket
is the same as the Poisson bracket considered in [BG2, sect. 7.4]. By loc. cit. the
following hold : there is a finite number of symplectic leaves N (1),N (2), . . . N (r),
for each i the leaf N (i) is a locally closed subset of N which is defined over Ac and
we have N¯ (i)(kc) 6= ∅. Therefore 2.6.2(d), 2.7.3(a), 2.7.6 and 4.2.4(b) imply (4.2.3).
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4.2.4. Lemma.
(a) Let k be a field and let f : A → B be a morphism of Z+-graded commutative
k-algebras. Assume that Am = 0 if m/l /∈ Z, that A is generated by Al as an
A0-algebra and that B is generated by B1 as a B0-algebra. Set X = Proj(A),
Y = Proj(B) and let E be the OX-algebra associated with the graded A-algebra
B. Then there is a Z+-graded k-algebra isomorphism H
•(X, E) ≃ H•(Y,OY ).
(b) Let A ⊂ C be a DVR with residue field k. Let f : X → Y be a proper morphism
of Poisson A-schemes of finite type. Let Y =
⋃r
i=1 Yi be a stratification of Y
into locally closed subsets such that Y¯i(k) 6= ∅ for each i. Let E ∈ Coh(OX)
be an OX-algebra. Assume that Y is affine and irreducible and that X, E are
flat over A. Assume also that {Yi⊗C} is the set of symplectic leaves of Y ⊗C
and that E ⊗ C is a Poisson order over f . Then we have
H>0(X ⊗ k, E ⊗ k) = 0⇒ H>0(X ⊗ C, E ⊗ C) = 0.
Step 2 : Now, we construct a surjective L-algebra homomorphism
(4.2.5) T(T )→ SH.
Recall that T is the coherent sheaf over T associated with the Z+-graded O(Tπ)
+-
module T+. So there is a L-algebra homomorphism T0 → T(T ). Recall the L-
algebra homomorphism Φ : T(T⋆)→ D
Σn
0,⋆ from 2.8.1(a). Apply it to the diagram
T0 → T(T )→ T(T⋆).
We get the chain of L-algebras
Φ(T0) ⊂ Φ(T(T )) ⊂ DΣn0,⋆.
Now, the L-algebra homomorphism Ψ : SH → DΣn0,⋆ is injective. Further 3.3.1,
3.5.1 yield the following L-algebra inclusions
Ψ(SH) ⊂ Φ(T0) ⊂ Ψ(SH⋆) = D
Σn
0,⋆.
Therefore we have constructed L-algebra embeddings
SH ⊂ Φ(T(T )) ⊂ SH⋆.
Finally T(T ) is a L-module of finite type by 4.1.3, because T is a coherent sheaf over
T . Since SH is a maximal order by 3.4.2, we have SH ≃ Φ(T(T )) by A.10.1(a).
Step 3 : Finally we prove that (4.2.5) is injective. It is enough to prove that
the map Φ : T(T⋆) → D
Σn
0,⋆ is injective. Recall that Ψ : SH → D
Σn
0,⋆ is a L-algebra
embedding. Under restriction and localization the map Φ yields a Poisson algebra
homomorphism
φ : O(T⋆)→ D
Σn
0,⋆
see 2.8.1(b). The kernel of φ is a Poisson ideal. It is well-known that if X is a
smooth, connected, affine and symplectic variety over C then the Poisson algebra
O(X) has no proper Poisson ideals. Thus φ is injective by 4.1.1(c).
Since T is an Azumaya algebra over T , we have that T(T⋆) is an Azumaya algebra
over O(T⋆). Hence, extensions and contractions give a one-one correspondence
between 2-sided ideals of T(T⋆) and ideals of O(T⋆), see [MR, prop. 13.7.9]. Thus
Φ is also injective.
⊓⊔
We’ll end this section with an application of 4.2.1 to the representation theory
of the DAHA. Before that, we need the following.
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4.2.6. Proposition. Under the assumptions of 4.2.1 the varieties CM , N are
isomorphic.
Proof: The map q yields an isomorphism O(N) ≃ O(T ) because N is a normal
variety, see 4.1.1(c). By 4.2.1(a) we have O(T ) ⊂ ZT(T ) ⊂ T(T ). By 4.2.1(b) we
have ZT(T ) ≃ Z(SH). By definition of CM we have Z(SH) = O(CM). Thus we
have
O(N) ⊂ O(CM) ⊂ T(T ).
Hence O(CM) is a O(N)-submodule of T(T ). Further T(T ) is a O(N)-module of
finite type, because T is a coherent sheaf over T and q is a proper map. So O(CM)
is also a O(N)-module of finite type.
Since T⋆ ⊂ T is an irreducible affine open subset, we have
O(N) ⊂ O(CM) ⊂ ZT(T⋆) = O(T⋆) = O(N⋆) ⊂ K(N).
Thus CM ≃ N , because N is a normal variety.
⊓⊔
Now, fix a C-point x ∈ N(C). Let Cohx(OT ) be the category consisting of
coherent sheaves of OT -modules on the formal neighborhood of q
−1(x) in T . We
can view x as a C-point of CM by 4.2.6. LetModfgx (H) be the category of finitely
generated complete topological modules over the adic completion of H with respect
to the maximal ideal of Z(SH) associated with x. Using 3.1.2, 3.6.9, 4.2.1 and 4.2.6,
the same technics as in [BFG], [BK1] give the following, see the introduction and
section A.18 for details.
4.2.7. Theorem. Under the assumptions of 4.2.1 there is an equivalence of tri-
angulated categories Db(Cohx(OT )) ≃ D
b(Modfgx (H)).
4.2.8. Remarks.
(a) For each n, if we set m = −n, k > 2n > 2, (p, n) = 1, τ = um and ζ = uk,
where u is a primitive ml-th root of unity, then we obtain ζ2ln = 1 6= ζ2l for
each l.
(b) The restriction to ζ2l = 1 in 4.2.1 can be removed by the same method.
(c) Note that [BFG] gives only a splitting of the Azumaya algebra T over q−1(x)
for Hilbert schemes, i.e., if we have ζ2l = 1. See section A.18. The splitting
of T for deformed Hilbert schemes deserves a special study.
(d) Two complex numbers ζ, ζ ′ 6= 0 such that ζ l = (ζ ′)l yield Morita equivalent
Azumaya algebras over the same scheme T .
A. Appendix
A.1. Proof of 1.3.
Proof of 1.3.3(c) : Write ad[i] for the adjoint action in U[i]. By 1.3.2(a) we have
the following relation in U[2]
(id⊗ ι)∆(u⊗ u′) =
∑
x,y,s,t
u1 ⊗ r
+
s u
′
1r
+
t ⊗ r
−
x ι(r
−
t )ι(u2)r
−
s r
−
y ⊗ r
+
x ι(u
′
2)ι(r
+
y ).
Using this formula, a direct computation yields
ad[2](u⊗ u′) = ̟2 ◦
(
ad(u)⊗ ad(u′)
)
◦̟−12 ,
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where ̟2 is the linear map
(A.1.1) ̟2 : U
⊗2 → U[2], v ⊗ v′ 7→ vr−s ⊗ (adr
+
s )(v
′).
In the same way, in U[3] we have
ad[3](u⊗ u′) = ¯̟ 3 ◦ ((ad
[2]u)⊗ (adu′)) ◦ ¯̟−13 ,
where ¯̟ 3 is the linear map U
[2] ⊗U→ U[3], v ⊗ v′ 7→ v∆(r−s )⊗ (adr
+
s )(v
′). Set
(A.1.2) ̟3 = ¯̟ 3 ◦ (̟2 ⊗ id) : U
⊗3 → U[3].
For a future use, notice that
(A.1.3)
̟3(u⊗ v ⊗ w) = ur
−
s ⊗ (ad
[2]∆r+s )̟2(v ⊗ w)
ad[2](u⊗ u′)(v ⊗ 1) = (adu)(v)⊗ ε(u′)
ad[3](u⊗ u′)(v ⊗ 1) = (ad[2]u)(v)⊗ ε(u′).
Now we concentrate on 1.3.3(c). We prove only the first part. We have
κ(f) = R−ι(f1)R
+(f2)⇒ ∆κ(f) = R
−ι(f1)R
+(f3)⊗ κ(f2).
Thus
̟2(κ⊗ κ)∆(f) = κ(f1)r
−
s ⊗ κ((adr
+
s )(f2))
= κ(f1)r
−
s r
−
t ⊗ (f2 : ιr
+
s )(f4 : r
+
t )κ(f3)
= κ(f1)R
+ι(f2)R
+(f4)⊗ κ(f3)
= ∆κ(f).
⊓⊔
A.2. Proof of 1.4.
Proof of 1.4.1(b), (c) : It is routine to check that ̟2 : U
(2) → U[2] is an algebra
isomorphism, because the multiplication of u ⊗ u′ and v ⊗ v′ in U(2) is equal to
u(adr−s )(v)⊗ (adr
+
s )(u
′)v′. The rest follows from [DM, 4.17], [BS].
⊓⊔
Proof of 1.4.2 : Put c =
∑
s as ⊗ bs, c
−1 =
∑
s a¯s ⊗ b¯s and ∆
c(h) = hc1 ⊗ h
c
2. The
assignment
(A.2.1) a⊗ h 7→
∑
s
(as ⊲ a)⊗ (bsh)
yields an algebra isomorphism Ξ : Ac♯Hc → A♯H, because
∑
s
(ash
c
1 ⊲ a)⊗ (bsh
c
2) =
∑
s
(h1as ⊲ a)⊗ (h2bs).
The inverse is given by
Ξ−1(ℓ(a)∂⊲(h)) =
∑
s
ℓ(a¯s ⊲ a) ∂⊲(b¯sh).
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Identify Ac, A with the quotients Ac♯Hc/Ac♯H
ε
c and A♯H/A♯H
ε respectively. By
definition of a twist we have
∑
s asε(bs) = 1. Thus the map Ξ factors to the identity
Ac → A.
⊓⊔
Proof of 1.4.3(c) : We have U ⊂ F∗. Thus an element d =
∑
i fi ⊗ ui may be
identified with the linear operator
d′ : F→ F, g 7→
∑
i
fiui(g).
Next, let d′′ : F→ F be the action of d in the basic representation. We must check
that d′ = 0 if d′′ = 0. This follows from the following formula
d′′(ιg1)g2 =
∑
i
(ιg1 : ui)fiι(g2)g3 = d
′(ιg), ∀g ∈ F.
⊓⊔
A.3. Proof of 1.5.
Proof of 1.5.2 : (a) The left ideal I = A∂⊲(H
′)χ of A is H′-stable. For each a ∈ A
we have
I a ⊂ I ⇐⇒ {(h1 ⊲ a) ∂⊲(h2);h ∈ (H
′)χ} ⊂ I.
As H′ is χ-stable the automorphism h 7→ hχ maps (H′)χ onto (H′)ε. Since ∂⊲(h) =
χ(h) modulo I we have
I a ⊂ I ⇐⇒ (H′)ε ⊲ a ⊂ I ⇐⇒ a+ I ∈ (A/I)H
′
.
So the evaluation at the element 1 + I yields an isomorphism EndA(A/I) →
(A/I)H
′
. In particular the right hand side is a ring such that (a+I) (a′+I) = aa′+I.
(b) Assume that A = End(V ), with V a finite dimensional vector space. View
V is a H′-module via ∂⊲. Set W = {v ∈ V ; I · v = 0}. Since I ⊂ End(V ) is a left
ideal, it is equal to {a ∈ A; a ·W = 0} ≃ Hom(V/W,V ). Hence
A//χH
′ = (A/I)H
′
= Hom(W,V )H
′
= End(W ).
Part (c) is obvious.
⊓⊔
A.4. Proof of 1.7.
Proof of 1.7.2 : (a) We’ll prove that κι(cij) ∈ U
′
π for all j 6= 1. The rest of the
claim is left to the reader. First we fix λ ∈ X+ and cϕ,v ∈ cf(V (λ)). Assume that
ϕ, v are homogeneous of weight λ− α, λ− γ respectively. By A.4.1 below we have
κ(cϕ,v) ∈
⊕
06β6α,γ
(U+)α−β k2λ−2β ι(U−)β−γ .
Assume that ϕ ∈ ϕλ ⊳ Uπ˜, a subspace of V (λ)
∗. Then we have α · ω1 = β · ω1 = 0.
Thus κ(cϕ,v) ∈ Uπ˜. Finally, assume also that λ · ω1 = 0. Then κ(cϕ,v) ∈ U
′
π.
Now we fix λ = ωn−1−ωn. We have ι(cij) = cvj,ϕi , an element of cf(V (λ)). Equip
V (ω1) with the contragredient right action obtained by twisting the left action by
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the antipode. There is an isomorphism of right U-modules V (λ)∗ → V (ω1) such
that ϕλ 7→ vn. If j 6= 1 the element vj ∈ V (ω1) belongs to ι(Uπ˜) ⊲ vn. Hence
κ(cvj,ϕi) ∈ U
′
π for all i by the remark above.
(b) Recall that (adru)f = ι(u2) ⊲ f ⊳ u1 for f ∈ F, u ∈ U. The natural pairing
F×U′ → K is non-degenerate and yields a duality between the right adjoint action
on F and the left adjoint action on U′, i.e., we have
((adru)f : u
′) = (f : (adu)u′), ∀f, u, u′.
The subspace Fπ ⊂ F is orthogonal to IV . The natural pairing F
π × V → K is
non-degenerate. Hence V embeds into (Fπ)∗. A direct computation shows that
the right adjoint action and the right contragredient action of ι(Uπ) on F
π are the
same. Thus we have
(ι(u) ⊲ f : v) = (f : (adu)v), ∀f ∈ Fπ, u ∈ ι(Uπ), v ∈ V.
Now, recall notation 1.7.3(c). For each µ = (µ1, µ2, . . . µn), a tuple of integers
> 0, we set also cµ1 = (c11)
µ1(c21)
µ2 · · · (cn1)
µn . Let [r]! ∈ K be the q-analogue of
r!. Put [µ]! =
∏n
i=1[µi]!. The pairing
Fπ × πF→ K, (c1λ, cµ1) 7→ 〈c1λ : cµ1〉 = δλµ[λ]!
is non-degenerate. Thus we may view the K-vector space (Fπ)∗ as a completion of
πF. Further we have
〈ι(u) ⊲ c1λ : cµ1〉 = 〈c1λ : cµ1 ⊳ ι(u)〉, ∀u ∈ ι(Uπ).
Thus the adjoint representation of ι(Uπ) on V embeds in a completion of the con-
tragredient left ι(Uπ)-module
πF.
By the PBW theorem the K-vector space V = U′/IV is spanned by the classes
of the elements of the form krε1u+ where r ∈ 2Z and u+ ∈ U+ is a product of
quantum root vectors associated with the roots ε1 − ε2, ε1 − ε3, . . . ε1 − εn. The
image of V in the completion of πF is computable. It is spanned by the formal
sums expq(q
rc11)cµ1 with r ∈ 2Z and µ1 = 0 (left to the reader). Here we have set
expq(a) =
∑
r>0 a
r/[r]!, as usual. Thus the K-linear map
πF→ V, cλ1 7→ expq(q
−λ1c11)cλ1
is an inclusion of ι(Uπ)-modules
πF ⊂ V which maps onto V+.
⊓⊔
A.4.1. Lemma. Let f ∈ cf(V (λ)) with λ ∈ X+. If we have kµ ⊲ f ⊳ kν =
qµ·(λ−γ)+ν·(λ−α)f for each λ, µ then
κ(f) ∈
⊕
β∈Y+
(U+)α−β k2λ−2β ι(U−)β−γ , β 6 α, γ.
Proof : There is a non-degenerate pairing 〈 : 〉 : U× U→ K such that
〈κ(f) : u〉 = (f : u), 〈(adu)(u′) : u′′〉 = 〈u′ : (adru)(u
′′)〉,
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see [T1, 2.2.1]. Now, we have
κcf(V (λ)) ⊂
⊕
β∈Y+
U+ k2λ−2β ι(U−).
Let f ∈ cf(V (λ)) be such that κ(f) = u+k2λ−2βι(u−) with u+ ∈ (U+)α−β and
u− ∈ (U−)β−γ . Since 〈κ(f) : u
′〉 = (f : u′) we have
〈κ(f ⊳ kν) : u
′〉 = 〈κ(f) : kνu
′〉, 〈κ(kµ ⊲ f) : u
′〉 = 〈κ(f) : u′kµ〉.
Further [T1, 2.2.2] yields
〈κ(f) : u′−kλ′ι(u
′
+)〉 = 〈u+ : u
′
−〉 〈u
′
+ : u−〉 q
(λ−β)·λ′ .
So a direct computation yields
〈κ(f ⊳ kν) : u
′〉 = qν·(λ−α)〈κ(f) : u′〉, 〈κ(kµ ⊲ f) : u
′〉 = qµ·(λ−γ)〈κ(f) : u′〉.
⊓⊔
A.5. Proof of 1.8.
Proof of 1.8.2 : (a) Use filtered/graded techniques as in the proof of 2.2.3(a), (f).
(b) Use 1.4.3(c) and 1.7.3(d).
(c) Let m denote the product in D. The adjoint coaction ad∗ : U′ → F ⊗ U′ is
an algebra homomorphism, because U′ is an (adU)-algebra. The QMM are given
by ∂⊳ = m ◦ (ℓι¯⊗ ∂⊲) ◦ ad
∗ and ∂⊲ = m ◦ (ℓ⊗ ∂⊳) ◦ ad
∗, i.e., we have
(A.5.1) ∂⊳κι(g) = ℓ(ι(g3)g1) ∂⊲κι(g2), ∂⊲κ(f) = ℓ(ι(f1)f3) ∂⊳κ(f2).
Let us check the second equality. The first one is proved in a similar way. We’ll
regard D as the subalgebra of D⊳ generated by ℓ(F) and ∂⊳(U
′). By part (b) the
basic representation of D⊳ in F is faithful. Thus, by definition of a QMM, it is
enough to check the relation
∂⊲(u) · f = u ⊲ f, u ∈ U
′, f ∈ F.
Note that this relations implies in particular that ∂⊲ is an algebra homomorphism.
Now, the relation above is obtained in the following way. Write
ad∗(u) =
∑
i
gi ⊗ ui, u, ui ∈ U
′, gi ∈ F.
Then we have ∑
i
(gi : v)ui = v1uι(v2), v ∈ U
′
∂⊲u =
∑
i
ℓ(gi)∂⊳(ui).
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Let the second expression act on F. We get
(∂⊲(u) · f : v) =
∑
i
(f1 : ui)(gif2 : v)
=
∑
i
(f1 : ui)(gi : v1)(f2 : v2)
= (f1 : v1uι(v2))(f2 : v3)
= (f : vu)
= (u ⊲ f : v).
(d) Set ψ = m ◦ (ℓ⊗ ∂⊳), a map F⊗ U
′ → D. We have∑
i
ℓ(fi) ∂⊳(ui) = 0 ⇒
∑
i
fi(f ⊳ ui) = 0, ∀f ∈ F.
If
∑
i fi ⊗ ui 6= 0 there is an element f ∈ F such that
∑
i fi(f ⊳ ui) 6= 0. Thus ψ is
injective. The computation above implies that ψ ◦ ad∗ = ∂⊲. Hence ψ is surjective.
⊓⊔
Proof of 1.8.3 : (a) Recall that D′⊲ = F
′♯U where U is identified with the normal left
coideal subalgebra U⊗ 1 ⊂ U[2]. Formula (A.2.1) yields an algebra isomorphism
(A.5.2) Ξ2 : D
′
⊲ → D⊳, ℓ(f) ∂⊲(u) 7→
∑
s
ℓ(adr+s )(f) ∂⊳ι(r
−
s u).
We have (U′)[2] ⊂ U ⊗ U′ by 1.7.1(a). Thus composing the map Ξ−12 with the
algebra homomorphism
U⊗ U′ → D⊳, u⊗ v 7→ ∂⊳ι(u) ∂⊲(v)
yields an algebra homomorphism
∂2 : (U
′)[2] → D′⊲.
Observe that Ξ2 factors to the identity F
′ = F of the basic representations. So
the D′⊲-action on F
′ is faithful. By definition of ∂2 we have (∂2u)(f) = u ⊲ f for
each u ∈ (U′)[2], f ∈ F′. Thus ∂2 is a QMM. Finally ∂2 maps into the subalgebra
D′ = F′♯U′ by formula A.5.3 below.
(b) We have ∆κ(f) = R−ι(f1)R
+(f3) ⊗ κ(f2) in U
⊗2. Thus the coproduct of
U[2] yields
∆(κ(f)⊗ 1) = R−ι(f1)R
+(f3)⊗ ι(r
+
s )⊗ κ((adr
−
s )(f2))⊗ 1,
= R−ι(f1)R
+(f5)⊗R
−ι(f2)R
−(f4)⊗ κ(f3)⊗ 1.
Therefore, in the ring D′ the following indentity holds
∂⊲κ(f) ℓ(f
′) = ℓ((R−ι(f1)R
+(f5)⊗R
−ι(f2)R
−(f4)) ⊲ f
′) ∂⊲κ(f3).
This identity can be written in the following form
∂⊲κ(f2) ℓ(f
′ ⊳ R−ι(f1)R
+(f3)) = ℓ(R
−ι(f1)R
−(f3) ⊲ f
′) ∂⊲κ(f2).
Thus we have
Rq21M13R
q
12M
′
23 =M
′
23R
q
21M13 (R
q
21)
−1
where M =
∑
i,j eij ⊗ ∂⊲κ(cij) and M
′ =
∑
i,j eij ⊗ ℓ(cij). Therefore, by 1.7.1(b)
the assignment ℓij 7→ ∂⊲κ(cij) and ℓ
′
ij 7→ ℓ(cij) yields an embedding D
′
+ ⊂ D
′.
The elements ℓωn , ℓ
′
ωn
may only quasi-commute with homogeneous elements of D′+.
Thus they generate a denominator set whose quotient ring is isomorphic to D′.
⊓⊔
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A.5.3. Lemma. For each f, f ′ ∈ F we have the following formula in D′
∂2̟2(κ(f)⊗ κ(f
′)) =
∑
s
∂⊲κ(f) ℓ
(
ι(r+s ) ⊲ ι(f
′
1)f
′
3
)
∂⊲κ¯(adr
−
s )ι¯
2(f ′2).
Proof : We’ll drop the summations symbol when there is no danger of confusion.
First, observe that ̟2(κ(f)⊗ κ(f
′)) = ̟2(κ(f)⊗ 1)̟2(1⊗ κ(f
′)). By definition of
∂2, ̟2 we have
∂2̟2(κ(f)⊗ κ(f
′)) = Ξ−12 ∂⊳ι(κ(f)r
−
s ) ∂⊲κ(adr
+
s )(f
′).
Thus ∂2̟2(κ(f)⊗ 1) = ∂⊲κ(f). Further (A.5.1) yields
∂2̟2(1⊗ κ(f
′)) = Ξ−12 ℓ(r
+
s ⊲ ι(f
′
1)f
′
3) ∂⊳κ(f
′
2)∂⊳ι(r
−
s )
= ℓ(adr+t )(r
+
s ⊲ ι(f
′
1)f
′
3) ∂⊲(ι¯(r
−
t )ι¯κ(f
′
2)r
−
s )
= ℓ(r+u r
+
s ⊲ ι(f
′
1)f
′
3 ⊳ ι(r
+
t )) ∂⊲(ι¯(r
−
t r
−
u )ι¯κ(f
′
2)r
−
s )
= ℓ(ι(r+s ) ⊲ ι(f
′
1)f
′
3 ⊳ ι(r
+
t )) ∂⊲(adr
−
s )ι¯(κ(f
′
2)r
−
t ).
Finally, a routine computation yields
ℓ(ι(f ′1)f
′
3 ⊳ ι(r
+
t )) ∂⊲ι¯(κ(f
′
2)r
−
t ) = ℓ(ι(f
′
1)f
′
3) ∂⊲ι¯
2κ¯(f ′2).
⊓⊔
Proof of 1.8.4 : The inclusion ∂⊲(U) ⊂ (D⊲)
⊳U is obvious. Conversely, if the element∑
i ℓ(fi)∂⊲(ui) lies in (D⊲)
⊳U and the ui’s are linearly independent then fi belongs
to the subset F⊳U for each i. As F⊳U = K, this implies that ∂⊲(U) = (D⊲)
⊳U. Finally,
the relation u ⊲ d = ∂⊲(u1) d ∂⊲ι(u2) implies that ∂⊲(U) and (D⊲)
U⊲ centralize each
other.
⊓⊔
A.6. Proof of 1.9.
Proof of 1.9.1 : (a) The ring Rπ⊲,∗ is generated by ℓ(F
π
∗ ) and ∂⊲(U). It acts faithfully
on Fπ∗ by [LR]. Therefore it is a quantum torus by 1.7.3(c). We have R
π
⊲ ⊂ R
π
⊲,∗ by
loc. cit. Thus Rπ⊲,∗ and R
π
⊲ are both ID.
(b) There is a nondegenerate pairing Fπ × V → K, see section A.4. Thus an
element d ∈ Rπ may be viewed as an element of Fπ ⊗ (Fπ)∗ or, equivalently, as a
linear operator Fπ → Fπ. Let d′′ be the natural action of Rπ on Fπ. We must check
that if d′′ = 0 then d′ = 0. This is proved as in 1.4.3(c).
Next we prove that Rπ is an ID. Since Rπ ⊂ End(Fπ) we have also Rπi ⊂ End(F
π
i )
because for each d ∈ Rπ we have
c−m1i d · F
π
i = 0⇒ d · F
π = 0⇒ d = 0⇒ c−m1i d = 0.
A general definition of QDO algebra is given in [LR]. The algebra Rπ⊲ embeds into
the QDO algebra of Fπ. Thus there are inclusions Rπ⊲ ⊂ R
π
⊲,i ⊂ End(F
π
i ) by [LR,
3.2.2, 3.3.5]. We have Rπi ⊂ R
π
⊲,i by A.6.3(c) below. Thus R
π
i is an ID by 1.9.1(a).
Since F ⊂ Fi we have R
π ⊂ (Fi ⊗ V)
π = Rπi . Thus R
π is also an ID.
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Finally we prove that RπΣ is a quantum torus. By A.6.3(c) below R
π
Σ is the K-
subalgebra of Rπ⊲,∗ generated by ℓ(F
π
∗ ) and ∂⊲(U
′
Σ). Recall that R
π
⊲,∗ is isomorphic
to the quantum torus generated by the elements x±1i , y
±1
j in 1.7.3(c) by part (a).
By [J2, sec. 7.1.13] we have
(A.6.1) U′Σ =
⊕
λ∈2X
U+kλι(U−).
Thus ∂⊲(e˙j), ∂⊲ι(f˙j) and ∂⊲(kλ), λ ∈ 2X, belong to R
π
Σ. Hence R
π
Σ contains the
elements x±1i , y
±2
i , yj − y
−1
j , y
−1
j (y
2
j+1 − 1) for all i, j with j 6= n. So y
±1
j ∈ R
π
Σ for
all n 6= j. Thus RπΣ is the quantum torus generated by x
±1
n , y
±2
n and x
±1
j , y
±1
j with
n 6= j.
(c) The map ℓ⊗ ∂⊳ identifies R+ with F⊗V+. The right Uπ-action and the left
U-action on F⊗ V+ are given by
(f ⊗ v) ⊳ u = (f ⊳ u1)⊗ (adι¯u2)(v), u ⊲ (f ⊗ v) = (u ⊲ f)⊗ v.
By 1.7.2(b) the K-space V+, with the adjoint ι(Uπ)-action, is isomorphic to
πF, with
the contragredient left ι(Uπ)-action. Thus R
π
+ ≃ (F⊗
πF)π with
(f ⊗ f ′) ⊳ u = (f ⊳ u1)⊗ (f
′ ⊳ u2), f ∈ F, f
′ ∈ Fπ, u ∈ Uπ.
Now, identify the (U,U)-bimodule F with
⊕
λ V (λ) ⊗ V (λ)
∗ and the right U-
module πF with
⊕
m V (mω1)
∗ in the obvious way. Frobenius reciprocity and the
tensor identity yield the following chain of isomorphisms of left U-modules
(F⊗πF)π =
⊕
λ,m
V (λ)⊗
(
V (λ)∗ ⊗ V (mω1)
∗
)π
=
⊕
λ,m,m′
V (λ)⊗
(
V (m′ω1)⊗ V (mω1)
◦ ⊗ V (λ)◦
)U
=
⊕
m,m′
V (m′ω1)⊗ V (mω1)
◦
= Fπ ⊗πF.
Under this sequence of isomorphisms the left U-action on (F ⊗πF)π given by the
left U-action on F is taken to the tensor product of the left U-action on Fπ and the
contragredient left U-action on πF.
⊓⊔
Given an algebra A and a Hopf algebra H which acts on A from the right let
Modr(A,H) be the category of right H-equivariant left A-modules. The Grothen-
dieck categoryModr(F,Uπ˜) is locally Noetherian because F is a Noetherian ring.
For each integer m, tensoring a module V ∈Modr(F,Uπ˜) with the character
(A.6.2) [m] : Uπ˜ → K, u 7→ (q
mω1 : u)
yields a new object V [m] ∈Modr(F,Uπ˜). Here F acts on V and Uπ˜ on the tensor
product.
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A.6.3. Lemma.
(a) Let V → W be a surjective map of Noetherian objects in Modr(F,Uπ˜). The
induced map V [m]Uπ˜ → W [m]Uπ˜ is surjective if m ≫ 0. The cokernel of the
map V π →Wπ is a torsion module.
(b) The functor Modlfr (Uπ)→Mod(F
π
i ), V 7→ (Fi ⊗ V )
π is exact.
(c) The map Dπi → R
π
i is surjective.
(d) The ring Rπi is isomorphic to the subring of R
π
⊲,i generated by D
π
i .
Proof : (a) Follows from Kempf’s vanishing theorem in [APW] as in [BK3, 3.4-3.5].
(b) The ring Fπ is Z+-graded, see 1.7.3(b). LetQgr(F
π) be the quotient of Gr(Fπ)
by the subcategory consisting of torsion modules. If V ∈ Gr(Fπ) is a torsion module
then Vi = 0. So we have a commutative diagram
Modlfr (Uπ˜)
a
→ Modr(F,Uπ˜)
b
→ Modr(Fi,Uπ˜)
d ↓ ↓ c
Qgr(Fπ)
e
→ Mod(Fπi ),
where a(V ) = F⊗ V , b(V ) = e(V ) = Vi and c(V ) = d(V ) = V
π =
⊕
m∈Z V 〈m〉
Uπ˜ .
Hence d is exact by part (a). Thus cba = eda is an exact functor
Modlfr (Uπ˜)→Mod
lf(Fπi ).
(c), (d) The projection Di → Ri factors to D
π
i → R
π
i . Observe that Di = Fi⊗U
′,
Ri = Fi ⊗ V and that the map Di → Ri is induced by the obvious projection
U′ → V. Thus (c) follows from (b). Part (d) is obvious.
⊓⊔
A.7. Proof of 1.10.
Proof of 1.10.1 : (a) By 1.3.2(b) we have
∆(v ⊗ 12) =
∑
s,t
v1 ⊗ ι(r
+
s )⊗ ι(r
+
t )⊗ (adr
−
t r
−
s )(v2)⊗ 1
2
in U[3]. Thus ∂⊲(v ⊗ 1) ℓ(f ⊗ 1) = ℓ
(
(v1 ⊲ f) ⊗ 1
)
∂⊲(v2 ⊗ 1) in E. Hence γ is an
algebra homomorphism, because ∂⊲(v)ℓ(f) = ℓ(v1 ⊲ f)∂⊲(v2) in D.
From 1.3.2(b) we have also the following formula in E
(A.7.1)
∂⊲(v ⊗ u
′) ℓ(f ⊗ f ′) = ℓ
(
(v1 ⊲ f)⊗ ι(r
+
z r
+
y r
+
x ) ⊲ f
′ ⊳ ι(ι(r+s )u
′
1r
+
t )
)
·
· ∂⊲
(
r−x r
−
s v2r
−
t ι(r
−
z )⊗ (adr
−
y )(u
′
2)
)
.
Here the summation symbol is omitted. Thus
∂⊲̟2(1⊗ u
′) ℓ(1⊗ f ′) =ℓ
(
1⊗ (ι(r+z r
+
y r
+
x ) ⊲ f
′ ⊳ ι(u′1))
)
·
· ∂⊲
(
r−x r
−
b ι(r
−
z )⊗ (adr
−
y r
+
b )(u
′
2)
)
=ℓ
(
1⊗ (ι(r+x ) ⊲ f
′ ⊳ ι(u′1))
)
∂⊲(ad
[2]∆r−x )̟2(1⊗ u
′
2)
=ℓ
(
1⊗ (ι(r+x ) ⊲ f
′ ⊳ ι(u′1))
)
∂⊲̟2(1⊗ (adr
−
x )(u
′
2)).
By 1.3.2(a) we have
∂⊲(u
′)ℓ(f ′) =
∑
s
ℓ
(
ι(r+s ) ⊲ f
′ ⊳ ι(u′1)
)
∂⊲(adr
−
s )(u
′
2)
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in D′. Thus γ′ is an algebra homomorphism.
(b) By (A.7.1) the following formula holds in E
∂⊲(v ⊗ 1) ℓ(1⊗ f
′) =
∑
s
ℓ(1⊗ (adιr+s )(f
′)) ∂⊲((adr
−
s )(v)⊗ 1).
Setting d = ℓ(f) ∂⊲(v) and d
′ = ℓ(f ′) ∂⊲(u
′) it yields
ψ(d⊗ d′) =
∑
s
ℓ(f ⊗ (adιr+s )(f
′)) ∂⊲̟2((adr
−
s )(v)⊗ u
′).
So ψ is invertible.
(c) A routine computation yields
(u⊗ 13) ⊲ ψ(d⊗ d′) =ψ
(
(d ⊳ ι(u))⊗ d′
)
,
(1⊗∆2(u)) ⊲ ψ(d⊗ d′) =ψ
(
ℓ(u1 ⊲ f)∂⊲(adu2)(v)⊗ (adu3)(d
′)
)
.
(d) The basic D⊲-module is faithful by 1.8.2(b). The basic representation of D
′
⊲ on
F′ is also faithful by 1.4.3(b). Let m, m′ be the multiplication in F, F′ respectively.
The multiplication of f ⊗ f ′, g ⊗ g′ ∈ G is given by∑
s
m(f, r−s ⊲ g)⊗m
′((adr+s )(f
′), g′).
So (A.2.1) yields an algebra isomorphism
(A.7.2)
Ξ3 : G♯U
[2] → D⊲ ⊗ D
′
⊲,
ℓ(f ⊗ f ′)∂⊲(v ⊗ u
′) 7→
∑
s
ℓ(f)∂⊲(r
−
s v)⊗ ℓ(adr
+
s )(f
′)∂⊲(u
′).
Thus the basic representation of G♯U[2] on G is faithful. Hence the basic represen-
tation of the subalgebra E ⊂ G♯U[2] on G is also faithful.
(e) By 1.8.2(c), 1.8.3(a) there is a QMM
ι(U′)⊗ U⊗ (U′)[2] → D⊲ ⊗ D
′, u⊗ v ⊗ u′ ⊗ v′ 7→ ∂⊳ι(u)∂⊲(v)⊗ ∂2(u
′ ⊗ v′).
Note that H′ is contained into the left hand side by 1.7.1(a). Thus, composing this
map with the isomorphism Ξ−13 above we get an homomorphism
∂3 : H
′ → G♯U[2].
It is a QMM by part (a) and 1.5.3(a). It maps into E by A.7.4(a) below.
⊓⊔
Proof of 1.10.3 : (a) Obvious.
(b) The algebra isomorphisms (A.5.2), (A.7.2)
Ξ2 : D
′
⊲ → D⊳, Ξ3 : G♯U
[2] → D⊲ ⊗ D
′
⊲
yield an algebra embedding
(A.7.3) Ξ = (1⊗ Ξ2) ◦ Ξ3 : E→ D⊲ ⊗ D⊳.
It factors to an algebra embedding Sπ → Rπ⊲ ⊗ D⊳. Recall that D⊳, R
π
⊲ are ID by
1.8.2(a), 1.9.1(a). Thus Sπ is also an ID.
⊓⊔
To conclude, let us quote here more formulas for a latter use. Let ∂d denote the
restriction of ∂3 and the obvious embedding (U
′)[3] ⊂ H′.
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A.7.4. Lemma.
(a) We have ∂d̟3(1⊗u
′⊗v′) = γ′∂2̟2(u
′⊗v′) and ∂3(u⊗v⊗1
2) = γ(∂⊳ι(u)∂⊲(v)).
(b) We have ∂b ι¯κ(f) = γ(∂⊳κ(f)) and ∂cκ(f) = ψ(∂⊲κ(f1)⊗ ∂2∆κ(f2)).
(c) For d = ℓ(f)∂⊲(v), d
′ = ℓ(f ′)∂⊲(u
′) we have the following formula in E
γ′(d′)γ(d) =
∑
x,y,z
γ
(
ℓ(r−x ⊲ f)∂⊲(adr
−
y r
−
z )(v)
)
γ′
(
ℓ(adr+y )(f
′)∂⊲(adr
+
z r
+
x )(u
′)
)
.
(d) We have Ξγ′ℓ(f) = 1⊗ ℓ(f) for each f ∈ Z(F′).
(e) Fix a character χ ∈ X ′. It extends uniquely to an algebra homomorphism
χ : U→ K. Let ν be the K-algebra automorphism
ν : E→ E, ℓ(f ⊗ f ′)∂⊲(v ⊗ u
′) 7→ ℓ(f ⊗ f ′)∂⊲(v
χ ⊗ u′).
For each u ∈ U′ we have ν∂b ι¯(u) = ∂b ι¯(u
χ) and ν∂c(u) = ∂c(u
χ).
Proof : (a) Before the proof let us quote the following formulas
Ξ2 ◦ ∂2 : (U
′)[2] → D⊳, u⊗ v 7→ ∂⊳ι(u)∂⊲(v),
Ξ ◦ ∂3 : H
′ → D⊲ ⊗ D⊳, u⊗ v ⊗ u
′ ⊗ v′ 7→ ∂⊳ι(u)∂⊲(v)⊗ ∂⊳ι(u
′)∂⊲(v
′).
Now we can prove the claim. We have
∂3(u⊗ v ⊗ 1
2) = Ξ−13 (∂⊳ι(u)∂⊲(v)⊗ 1) = γ(∂⊳ι(u)∂⊲(v)).
Further, if d′ = ℓ(f ′) ∂⊲(u
′) then
Ξ3γ
′(d′) =
∑
s,t
∂⊲(r
−
s r
−
t )⊗ ℓ(adr
+
s )(f
′)∂⊲(adr
+
t )(u
′)
=
∑
s
∂⊲(r
−
s )⊗ (adr
+
s )(d
′).
Recall that ∂2 is a QMM for the U
[2]-action on D′. Thus we have
(adu)∂2(u
′ ⊗ v′) = ∂2(ad
[2]∆u)(u′ ⊗ v′).
Therefore (A.1.3) yields
Ξ3γ
′∂2̟2(u
′ ⊗ v′) =
∑
s
∂⊲(r
−
s )⊗ ∂2(ad
[2]∆r+s )̟2(u
′ ⊗ v′)
= (∂⊲ ⊗ ∂2)̟3(1⊗ u
′ ⊗ v′)
= Ξ3∂d̟3(1⊗ u
′ ⊗ v′).
(b) Both claims follow from (a) and 1.3.3(c), because ∆κ(f) = ̟2(κf1 ⊗ κf2).
(c) It is enough to notice that
γ′(d′)γ(d) =
∑
s,t
ℓ((r−s ⊲ f)⊗ f
′) ∂⊲̟2((adr
−
t )(v)⊗ (adr
+
t r
+
s )(u
′)),
γ(d)γ′(d′) =
∑
s
ℓ(f ⊗ (adιr+s )(f
′)) ∂⊲̟2((adr
−
s )(v)⊗ u
′).
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(d) By definition of γ′ in section 1.10 we have Ξγ′ℓ(f) = Ξℓ(1 ⊗ f). Since
f ∈ Z(F′) formula (A.7.2) yields
Ξγ′ℓ(f) = (1⊗ Ξ2)Ξ3ℓ(1⊗ f)
=
∑
s
∂⊲(r
−
s )⊗ Ξ2ℓ(adr
+
s )(f)
= 1⊗ Ξ2ℓ(f)
= 1⊗ ℓ(f).
(e) By A.7.4(b) we have ∂b ι¯(u) = γ∂⊳(u). Formula (A.1.1) and section 1.10 yield
νγ(ℓ(f)∂⊲(v)) = ℓ(f ⊗ 1)∂⊲̟2(v ⊗ 1)
χ⊗ε
= ℓ(f ⊗ 1)∂⊲(v
χ ⊗ 1)
= γ(ℓ(f)∂⊲(v
χ)).
The algebra homomorphism D→ D, ℓ(f)∂⊲(v) 7→ ℓ(f)∂⊲(v
χ) takes ∂⊳(u) to ∂⊳(u
χ).
Thus we have
ν∂b ι¯(u) = γ∂⊳(u
χ) = ∂b ι¯(u
χ).
The second identity is left to the reader.
⊓⊔
A.8. Proof of 2.2.
Proof of 2.2.5(b) : Let c = k/m ∈ Q× with (m,k) = 1. Fix a, b ∈ Z such that
ak + bm = 1. We have
Z[q±1, t±1]/(qk − tm) ≃ Z[u±1], q = um, t = uk, u = qbta.
Let (τ, ζ) ∈ Γc(C) with τ a root of unity of order l = p
e. Set ε = τ bζa, a generator
of the subgroup of C× generated by τ , ζ. Set A = Z[ε] ⊂ C, a subring. There is
an unique surjective ring homomorphism Z[u±1] → A such that u 7→ ε. It takes
q, t to τ, ζ respectively. Let h be the order of ε and φh ∈ Z[u] be the corresponding
cyclotomic polynomial. We have l = h/(m,h) because τ = εm.
We claim that there is a surjective ring homomorphism A→ k such that τ 7→ 1
and k is a finite field of characteristic p. Let Ac be the local ring of A at k and let
kc = k. Note that A is a Dedekind domain. Thus Ac is a DVR.
Now we prove the claim. Set h = l′m′ with l′ a power of p and (m′, p) = 1. Since
l = h/(m,h) is also a power of p we have m′|m. Let π ∈ C be a primitive m′-th
root of unity. Identify Z[u]/(φm′) with Z[π] so that u 7→ π. Note that u
m 7→ 1
becausem′|m. Set kc = Fp[π]. Let Z[π]→ kc be the reduction modulo p. We claim
that φh 7→ 0, yielding a surjective morphism A→ k such that τ 7→ 1. To prove the
claim it is enough to check that p divides φh modulo φm′ . Observe that in C[u] we
have
φh(u) = φm′(u
l′)/φm′(u
l′/p) =
∏
i∈S
p−1∑
j=0
(πiul
′/p)j ,
S = {i = 1, . . . m′; (i,m′) = 1}.
The element ul
′/p maps to π−i0 for some i0 ∈ S, because (p,m
′) = 1. Thus φh(u)
maps to
∏
i
∑
j π
(i−i0)j . We are done, because the i0-th factor is equal to p.
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⊓⊔
Proof of 2.2.3 : (a) The map κ is an A-algebra isomorphism F′A → U
′
A by definition
of U′A. By [L2] we have
(A.8.1) R±(FA) ⊂ UA.
Thus U′A ⊂ UA. We have (FA : U˙A) ⊂ A by [DL]. Thus we have
(adU˙A)(U
′
A) ⊂ U
′
A, U˙
e
A ⊲ FA ⊂ FA.
Thus FA, DA are U˙
e
A-algebras.
The isomorphism ℓ ⊗ ∂⊲ : F ⊗ U → D⊲ identifies FA ⊗ U
′
A with DA. Thus
∂⊲(U
′
A) ⊂ DA. By (A.5.1) we have ∂⊳κι(g) = ℓ(ι(g3)g1) ∂⊲κι(g2) for each g ∈ FA.
Thus ∂⊳(U
′
A) ⊂ DA.
The inclusion ∂2(U
′
A)
[2] ⊂ DA follows from A.5.3, the inclusion ψ(DA⊗D
′
A) ⊂ EA
from the definition of ψ in section 1.10. The inclusion ∂3(H
′
A) ⊂ EA is left to the
reader.
Now we concentrate on the A-forms of the previous algebras. The A-algebras
UA, FA are NID by [BG1, prop. 2.2, 2.7]. The proof that F
′
A, U
′
A are NID is left
to the reader. The proof that D⊲,A is a NID is standard, using filtered/graded
technics. See part (f) below.
Next, we must check that κ yields an injection F′A → UA. Consider the quotient
ring U′A,Σ = (U
′
A)Σ. We have U
′
A ⊂ U
′
A,Σ, because U
′
A is an ID. Thus it is enough
to prove that the obvious map U′A,Σ → UA is injective. To do that it is enough to
prove that the A-submodule U′A,Σ ⊂ UA is a direct summand. This follows from
the following formula, compare (A.6.1),
U′A,Σ =
⊕
m,n
⊕
λ∈2X
A e˙mkλι(f˙
n).
(b) The map κ factors to an algebra isomorphism F→ U′ by part (a). It yields
an algebra isomorphism F → U ′ by definition of U ′. The subalgebra ue ⊂ Ue acts
trivially on F ⊂ F. Thus U˙e-action on F factors to a locally finite Ue-action on F .
Hence F is a G2-algebra. Therefore U ′ is a G-algebra for the adjoint action and
the map κ : U ′ → F commutes with the adjoint G-action.
The inclusion ∂⊲(U
′) ⊂ D is obvious. Given u ∈ U′A we set M = (adU˙A)(u), a
free A-module of finite rank. The matrix coefficients of the adjoint representation
of U˙A on M belong to FA. Thus we have ad
∗(U′A) ⊂ FA ⊗ U
′
A. This yields a map
ad∗ : U′ → F⊗U′.
This map factors to an algebra homomorphism U ′ → F ⊗ U ′, because U ′ is a
G-algebra for the adjoint action. Thus ∂⊳(U
′) ⊂ D by (A.5.1).
The adjoint u-action on U is trivial. Thus, to prove that U is an G-algebra for
the adjoint action it is enough to prove that the adjoint U˙-action preserves U . This
is standard and is left to the reader. However let us observe that if A is a field then
UA is an (adU˙A)-algebra, but if A is any ring this may be false.
The algebras D, D⊲ are U˙
e-algebras, see section 1.8. The subalgebra ue acts
trivially. So D, D⊲ are U
e-algebra. Therefore D is a G2-algebra.
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(c) Assume initially that A = C and A = C[q±1]. Let zU : O(G
∗) → U be the
isomorphism in [DKP, thm. 7.6], [DP, sec. 19.1]. Fix x¯i, y¯i, z¯λ ∈ O(G
∗) such that
zU(x¯i) = xi, zU (y¯i) = yi, zU (z¯λ) = zλ.
By (2.6.7) there is an A-linear map ν : U → U˙ such that
(adν(u))(v) = {u1, v}ι(u2), v ∈ U .
Here { , } is the Hayashi Poisson bracket on U . Recall that
ι(xi) = −zixi, ι(yi) = −ziyi, ι(zλ) = z
−1
λ ,
∆(xi) = z
−1
i ⊗ xi + xi ⊗ 1, ∆(yi) = z
−1
i ⊗ yi + yi ⊗ 1, ∆(zλ) = zλ ⊗ zλ.
A routine computation yields
(A.8.2) ν(xizi) = e
(l)
i , ν(yizi) = −f
(l)
i , ν(zλ) = h
(l)
λ /2.
So we have
(A.8.3)
(ade
(l)
i )(v) = {xizi, v}z
−1
i ,
(adf
(l)
i )(v) = −{yizi, v}z
−1
i ,
(adh
(l)
λ )(v) = 2{zλ, v}z
−1
λ ,
∀v ∈ U .
Now, consider the map θ in A.8.6(b) below. It is known that zU is a Poisson-Hopf
algebra homomorphism. From (A.8.3) and A.8.6(b) we get
(ade
(l)
i ) ◦ zU = zU ◦ θ((x¯iz¯i)
♯),
(adf
(l)
i ) ◦ zU = −zU ◦ θ((y¯iz¯i)
♯),
(adh
(l)
λ ) ◦ zU = 2zU ◦ θ((z¯λ)
♯).
Next, let x˜i, y˜i, z˜λ ∈ O(G
∗) be as in [DKP, sec. 7.5]. The computations in [DKP,
thm. 7.6], [DP, sec. 14.6] yield
x˜♯i = −f¯i, y˜
♯
i = e¯i, z˜
♯
λ = −h¯λ/2.
We have also
x¯i = −x˜iz˜i, y¯i = −y˜iz˜i, z¯λ = z˜
−1
λ
by [DKP, thm. 7.6], [DP, sec. 19.1]. Notice that our normalization for xi, yi, zi
differs from that in op. cit. Therefore A.8.6(b) yields
(ade
(l)
i ) ◦ zU ◦ s
∗
0 = zU ◦ θ(f¯i) ◦ s
∗
0 = −zU ◦ s
∗
0 ◦ (adf¯i),
(adf
(l)
i ) ◦ zU ◦ s
∗
0 = zU ◦ θ(e¯i) ◦ s
∗
0 = −zU ◦ s
∗
0 ◦ (ade¯i),
(adh
(l)
λ ) ◦ zU ◦ s
∗
0 = zU ◦ θ(h¯λ) ◦ s
∗
0 = −zU ◦ s
∗
0 ◦ (adh¯λ).
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Here e¯i, f¯i and h¯λ are as in section 2.1. Thus we have
(adu) ◦ zU ◦ s
∗ = zU ◦ s
∗ ◦ (adφ(u)), ∀u ∈ U˙.
So the map zU ◦ s
∗ commutes with the adjoint U-action.
The adjoint of the Frobenius homomorphism is a linear map U∗ → U˙∗. It factors
to a map
zF : O(G)→ F
which is a G2-equivariant Hopf algebra isomorphism such that c¯ij 7→ (cij)
l. See
[DL, prop. 6.4] for details. Set
zU ′ = κ ◦ zF : O(G)→ U
′.
The map zU ′ is a (adG)-equivariant algebra isomorphism. We have s
∗(c¯λ) = z¯2λ for
each λ ∈ X+. Here c¯λ is as in 1.7.3(e). Therefore we have also zUs
∗(c¯λ) = zU ′(c¯λ).
Since O(G) =
⊕
λ∈X+
(adU)(c¯λ) we get zU ′ = zU ◦ s
∗, because both maps commute
with the adjoint U-action.
We define zD to be the G
2-algebra isomorphism
(A.8.4) zD : O(D) = O(G)⊗O(G)→ D, f ⊗ f
′ 7→ ℓzF (f)∂⊳zU ′ι(f
′).
Now, we consider more general rings A. In [DL] the map zF is defined over the
field Q(τ) ⊂ C. Since it is the unique algebra homomorphism such that c¯ij 7→ (cij)
l,
it is indeed defined over the subring Z[τ ]. Here c¯ij is as in 1.7.3(e). So there is an
isomorphismO(G)→ F for any A. Indeed the surjectivity is obvious and injectivity
follows from injectivity over Q(τ) because O(G) is a torsion-free Z-module. Thus
zF , zU ′ , zD yield isomorphisms
O(G) ≃ F , O(G) ≃ U ′, O(D) ≃ D
for any A. A similar argument shows that zU yields an isomorphism for all A
O(G∗) ≃ U .
(d), (e), (f) It is well-known that U is a free U-module of rank ln
2
. For A = C it
is proved in [BGS] that F is a free F -module of rank ln
2
. Recall that we have set
G = GLn. So F is a free F -module of rank l
n2 for any A, because F is the quotient
ring of F+. Finally U
′ is a free U ′-module, because κ gives an isomorphism of
U ′-modules U ′ ⊗F F→ U
′.
Now, let F ′ ⊂ F′ be the image of F by the identity map F → F′. We have
D = ℓ(F) ∂⊲(U
′), a central subalgebra of D. Set D′ = ℓ(F ′) ∂⊲(U
′), a subalgebra of
D′. Recall that R± maps F to U, see (A.8.1). By [DL] we have also
(A.8.5) R±(F) ⊂ U .
Thus the twisting terms in the multiplication of F′, D′ vanish when restricted to F ′,
D′. So F ′, D′ are central subalgebras of F′, D′. They are canonically isomorphic
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to F , D respectively as (adU˙)-algebras. More precisely, we’ll identify the rings D,
D′ via the isomorphism
† : D → D′, ℓ(f) ∂⊲(u) 7→ ℓι(f) ∂⊲(u).
Next, equip the algebra D⊲ with the filtration such that the element ℓ(g) ∂⊲(u)
with u = e˙mkλι(f˙
n) has the degree
(n1, n2, . . . nN ,mN , . . . m1, ρ · |m|+ ρ · |n|) = (. . . ,deg2, deg1).
The successive graded algebras associated to the partial degrees deg1,deg2, . . . form
a finite sequence such that the first algebra is D⊲ and each term of the sequence is
the associated graded ring of the previous one with respect to a positive filtration.
We have
∂⊲(u) ℓ(f) = ℓ(kλ−|m|−|n| ⊲ f) ∂⊲(u) + lower terms for deg1 .
Thus the last algebra in the sequence is an iterated twisted polynomial algebra over
F. More precisely it admits a positive filtration F0 ⊂ F1 ⊂ · · · such that F0 = F
and Fi+1 = Fi[xi;φi] for some algebra automorphism φi of Fi of order l. See [DP,
sec. 10] for details.
Now, assume that A = C. Then F is a maximal order by [DL, sec. 7.4]. Thus
D⊲ is also a maximal order by standard filtered/graded techniques, see A.10.1(b),
[VV1]. It is also a free D⊲-module of rank l
2n2 . Hence the PI-degree of D⊲ is 6 l
n2 .
It is equal to ln
2
by A.8.6(d).
Let us prove that Z(D) = D and Z(D′) = D′. The center Z(D⊲) is a direct
summand in D⊲, because D⊲ is a maximal order. See section A.10 for details.
Further D⊲ is a free D⊲-module of rank l
2n2 and its PI-degree is ln
2
. Thus Z(D⊲)
is a projective D⊲-module of rank one. So we have D⊲ = Z(D⊲). So we have also
Z(D) = Z(D⊲) ∩D = D.
The rest is proved in A.8.6(c).
⊓⊔
A.8.6. Lemma.
(a) The obvious projections D∗ → G, G∗ are Poisson homomorphisms. For x, y ∈
T ∗g∗G
∗ and ξ, χ ∈ T ∗gG we have
((x+ ξ)⊗ (y + χ) : πD∗) =(x⊗ y : πG∗) + (ξ ⊗ χ : πG) + 〈g
−1 ⊲ χ : x ⊳ (g∗)−1〉
− 〈g−1 ⊲ ξ : y ⊳ (g∗)−1〉.
(b) The right dressing action yields a Lie algebra homomorphism θ as follows
θ : g→ Der(O(G∗)), θ(f ♯)(f ′) = {f1, f
′}ι(f2), ∀f, f
′ ∈ O(G∗).
The map s0 : G
∗ → G intertwines the right dressing action of g on G∗ and
the conjugation by g−1 on G.
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(c) Set A = C. There is a Poisson algebra isomorphism
m : O(D∗)→ D⊲, f ⊗ f
′ 7→ ℓzF (f) ∂⊲a
′zU(f
′).
(d) Set A = C. The basic representation of D⊲ factors to a simple representation
in F/FεF. The algebra D⊲ is a Poisson order over D
∗.
Proof of 2.2.4 : By A.8.6(c) the map
m : O(D∗)→ D⊳, f ⊗ f
′ 7→ ℓzF (f) ∂⊳a
′zU(f
′)
is a Poisson algebra isomorphism. Further D⊳ is a Poisson order over D
∗ by
A.8.6(d). Finally the bivector field πD∗ is non-degenerate over the open subset
D∗Σ = {(g, g
∗) ∈ D∗; gg∗ ∈ G∗G} = {(g, g∗); g s0(g
∗)g−1 ∈ GΣ},
see [AM]. So the fibers of D⊳ over D
∗
Σ are isomorphic as algebras by A.10.3(a).
By 2.2.3(f) the algebra D⊳ is a prime PI-ring and Z(D⊳) ≃ O(D
∗). Thus there
is a dense open subset in D∗ over which D⊳ is an Azumaya algebra. See section
A.10 for details. This open subset has a nonempty intersection with D∗Σ. Therefore
D⊳ restricts to an Azumaya algebra over D
∗
Σ.
Set Σl = {k2lλ;λ ∈ X+}. Recall that zD : O(D) → D is an isomorphism. By
(A.5.1) we have
zD({1⊗ ι(f), ι(f1)f3 ⊗ ι(f2); f ∈ Σ}) = ∂⊲(Σ
l) ∪ ∂⊳(Σ
l).
So the corresponding quotient ring of D is isomorphic to O(DΣ).
The multiplication in U gives an U-algebra isomorphism U⊗U ′U
′ → U, because
it is surjective and both sides are U-free of rank ln
2
. So the obvious inclusionD ⊂ D⊳
yields a D⊳-algebra isomorphism
D⊳ ⊗D D→ D⊳.
Now, this inclusion fits into the commutative square
D → D⊳
↑ ↑
O(D) → O(D∗).
Here the lower map is the comorphism of id × s0 : D
∗ → D and the vertical maps
are zD, m. The commutativity of this square is a consequence of the equality
zU ′ = a
′ ◦ zU ′ ◦ (a
′)∗
where a′ is the anti-involution
a′ : G→ G, g 7→ Tg.
Now the map id × s0 yields an e´tale cover D
∗
Σ → DΣ. Thus DΣ is an Azumaya
algebra over O(DΣ) by [M2, IV.2.1].
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The case of D′Σ is similar. First, the map Ξ2 yields an algebra isomorphism
D′⊲ → D⊳ which takes D
′
⊲ onto D⊳. Thus D
′
⊲ is an Azumaya algebra over D
′
⊲.
Further (A.5.1), A.5.3 yield
(A.8.7) ∂2̟2(κf ⊗ κg) = ℓ(ι(g1)g3) ∂⊲κ(ι(g2)f) = †
(
∂⊳κι(g)∂⊲κ(f)
)
.
Hence the isomorphism † ◦ zD : O(D) → D
′ identifies the localization of D′ at
∂2̟2(Σ
l ⊗ Σl) and the ring of functions O(DΣ). The rest is as above.
⊓⊔
Proof of A.8.6 : (a) See [L3, sec. 5.2-5.3]. Note that ( : ) is the canonical duality
pairing while 〈 : 〉 is the bilinear form (2.1.1).
(b) Let us recall the contruction of θ. For x ∈ g let xr be the right invariant
1-form on G∗ whose value at e is ♯(x). There is a vector field θ′(x) on G∗ such that
(ω : θ′(x)) = (xr ∧ ω : πG∗), ∀ω ∈ Ω
1
G∗ .
Compare [LW, def. 2.2]. Then θ(x) is the Lie derivative with respect to the vector
field θ′(x), acting from the left.
Now, we set x = f ♯. We have xr = ι(f2)df1 by [DP, sec. 14.6]. Hence
θ(f ♯)(f ′) = θ′(f ♯) ⊲ f ′
= (df ′ : θ′(x))
= ι(f2)(df1 ∧ df
′ : πG∗)
= {f1, f
′}ι(f2).
Next, observe that the right dressing action of g ∈ G takes g∗ ∈ G∗ to an element
of G∗ whose image by the natural map
G∗ ⊂ D → D/G
is g−1g∗G/G, see [LW, thm. 3.14]. Here G embeds diagonally in D, see section 2.1
for details. The map s0 : G
∗ → G in (2.2.2) is the restriction of the map
D → G, (g, g′) 7→ g′g−1
to G∗ ⊂ D. The latter factors through a map D/G→ G such that
g−1g∗G/G 7→ g−1s0(g
∗) g.
Thus s0 intertwines the right dressing action of g on G
∗ and the conjugation by
g−1 on G.
(c) Set A = C. The map a′ : U→ U◦ in section 1.6 factors to a Poisson algebra
anti-automorphism
a′ : U → U .
By 2.2.3(c) there is an algebra isomorphism
m : O(D∗)→ D⊲, f ⊗ f
′ 7→ ℓzF (f) ∂⊲a
′zU (f
′).
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Setting ~ = l(ql − q−l) in A.10.2 we get a Poisson bracket on D⊲. We must prove
that m is a Poisson algebra homomorphism. The maps
ℓ ◦ zF : O(G)→ D⊲, ∂⊲ ◦ a
′ ◦ zU : O(G
∗)→ D⊲
are Poisson algebra homomorphisms by 2.2.3(c). In other words, we have
m({f ′, f}) = {m(f ′),m(f)}, ∀f, f ′ ∈ O(G) or O(G∗).
Therefore we must prove that this equality holds again if f ∈ O(G), f ′ ∈ O(G∗).
To simplify, from now on we’ll omit the maps ∂⊲, ℓ. We have C = A/(q − τ)
where A = C[q±1]. By (2.6.7) there is a C-linear map ν : U → U˙ such that that
the following holds in D⊲
{u, f} = u2(ν(u1) ⊲ f), ∀f ∈ F .
From (A.8.2) we get
φν(xizi) = e¯i, φν(yizi) = −f¯i, φν(zλ) = h¯λ/2.
Therefore if f ∈ O(G) and f ′ ∈ O(G∗) then we have
{xizi, zF (f)}z
−1
i = ν(xizi) ⊲ zF (f) = zF (e¯i ⊲ f),
{yizi, zF (f)}z
−1
i = ν(yizi) ⊲ zF (f) = −zF (f¯i ⊲ f),
2{zλ, zF (f)}z
−1
λ = 2ν(zλ) ⊲ zF (f) = zF (h¯λ ⊲ f).
We have also
a′(xi) = −yi, a
′(yi) = −xi, a
′(zλ) = zλ.
Thus we obtain the following formulas
(A.8.8)
{a′(xizi), zF (f)} = a
′(zi)zF (f¯i ⊲ f),
{a′(yizi), zF (f)} = −a
′(zi)zF (e¯i ⊲ f),
2{a′(zλ), zF (f)} = a
′(zλ)zF (h¯λ ⊲ f).
For each x ∈ g we consider the 1-form xr on G∗ introduced in the proof of
A.8.6(b). Recall that xr = ι(f2)df1 if x = f
♯. See section 2.1 for the notation. Let
x¯i, y¯i, h¯λ ∈ O(G
∗) be as in the proof of 2.2.3(c). We have
de(x¯iz¯i) = (f¯i)
♯, de(y¯iz¯i) = −(e¯i)
♯, de(z¯λ) = (h¯λ)
♯/2.
Thus we have also
(A.8.9) d(x¯iz¯i) = z¯i(f¯i)
r, d(y¯iz¯i) = −z¯i(e¯i)
r, 2dz¯λ = z¯λ(h¯λ)
r.
Given g∗ ∈ G∗, let y ∈ g be such that dg∗f
′ = yr(g∗). By A.8.6(b) the Poisson
bracket on O(D∗) is such that
{f ′, f}(g, g∗) = (y ⊲ f)(g).
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Thus (A.8.9) yields
{x¯iz¯i, f} = z¯i(f¯i ⊲ f),
{y¯iz¯i, f} = −z¯i(e¯i ⊲ f),
2{z¯λ, f} = z¯λ(h¯λ ⊲ f).
Using this and (A.8.8) we get
m({f ′, f}) = {m(f ′),m(f)}, ∀f ∈ O(G), f ′ = x¯iz¯i, y¯iz¯i, z¯λ.
By the Leibniz rule this identity holds again for each f ∈ O(D∗) and each f ′ =
x¯iz¯i, y¯iz¯i, z¯λ.
Now, the set of functions f ′ ∈ O(G∗) such that m({f ′, f}) = {m(f ′),m(f)} for
each f ∈ O(D∗) is a Poisson subalgebra. Thus we are done, because {x¯iz¯i, y¯iz¯i, z¯λ}
is a set of generators of the Poisson algebra O(G∗).
(d) Set A = C. The fact that D⊲ is a Poisson order is routine using A.10.2(b).
Let us concentrate on the other claim. Set f = F/FεF. It is an ue-algebra, because
u ⊲ f = f ⊳ u = ε(u)f, ∀u ∈ u, f ∈ F .
We must prove that the basic representation of d⊲ = f♯u on f is a simple module.
Since we have
dim(d⊲) = dim(End(f)) = l
2n2
it is enough to check that this representation is faithful. By 1.4.3(c) we are reduced
to prove that the natural pairing f ×u→ A is non-degenerate. This is well-known.
⊓⊔
A.9. Good filtrations.
Let (A,A, k) be a modular triple. In this section we’ll assume that A, A are
local rings with residue field k. More precisely A will be the localization of Z[q±1]
at the field k. For λ ∈ X let H0A(λ) be the U˙A-module induced from the character
τλ of the subalgebra generated by U˙0,A, U˙−,A. A module V ∈ Mod
lf(U˙A) has a
good filtration if there is a positive filtration of V by U˙A-submodules whose layers
belong to {H0A(λ);λ ∈ X+}.
Let π ⊂ X be a saturated Σn-invariant subset, i.e., we have
λ ∈ π ∩X+, λ
′ < λ, λ′ ∈ X+ ⇒ λ
′ ∈ π.
Consider the left exact functor
Oπ :Mod
lf(U˙A)→Mod
lf(U˙A)
such that Oπ(V ) ⊂ V is the largest U˙A-submodule whose weights belong to π. For
each integer a > 0 we put
πa = {λ ∈ X;
∑
i
λi = a, λi > 0}.
For each integer r > 0 we put also
Xr =
⋃
r>a>b>0
(πa − bωn) ⊂ X, Xr,+ = Xr ∩X+.
We’ll abbreviate Or(V ) = OXr(V ). If V = FA the A-module Or(FA) refers to the
natural left U˙A-action on FA. The right action would give the same filtration.
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A.9.1. Proposition.
(a) Let V ∈Modlf(U˙A). Assume that V has a good filtration. Then (V ⊗A)
+ ⊗
k = (V ⊗ k)+ and (V ⊗A)π ⊗ k = (V ⊗ k)π.
(b) The adjoint representations on FA, U
′
A, DA, D
′
A and EA have good filtrations.
So does also the natural left action on FπA, E
π
A.
Proof: (a) Fix a good filtration (FrV ) of V . Set grr(V ) = FrV/Fr−1V , a free
A-module of finite rank. Hence is FrV is also a free A-module of finite rank and
(FrV )⊗A has a good filtration. By [APW, sec. 3.4] there is a spectral sequence
Ei,−j2 = Tor
A
j (H
i(U˙A, (FrV )⊗A), k)⇒ H
i−j(U˙k, (FrV )⊗ k).
Further we have
H>0(U˙A, (FrV )⊗A) = 0.
Therefore, the spectral sequence above implies that the canonical map
H0(U˙A, (FrV )⊗ A)⊗ k→ H
0(U˙k, (FrV )⊗ k)
is invertible. This implies the first assertion.
Now we concentrate on the second one. For each integer m the character [m] in
(A.6.2) restricts to a character
[m] : Uπ˜,A → A.
Tensoring V with [m] yields a new object V [m] ∈ Mod(U˙π˜,A). Compare A.6.3.
Since the U˙A-action on V is locally finite we have an isomorphism
(V ⊗A)π →
⊕
m>0
H0(U˙π˜,A, V [m] ⊗A).
By Frobenius reciprocity and the tensor identity we have
H0(U˙π˜,A, V [m]⊗ A) = H
0(U˙A, V ⊗H
0
A(mω1)⊗A).
See [APW, sec. 2.12, 2.16]. Tensor products of finite dimensional modules with
good filtrations have again a good filtration by [P, thm. 3.3]. Thus V ⊗H0A(mω1)
has again a good filtration. Thus the second claim follows from the first one.
(b) By A.9.3 below the U˙eA-module FA has a good filtration. So the adjoint
U˙A-modules FA, U
′
A, DA, D
′
A and EA have also good filtrations by [P, thm. 3.3].
Now we prove that the left U˙A-action on F
π
A has a good filtration. The U˙
e
A-
module FA⊗H
0
A(mω1) such that U˙A acts on FA and U˙
◦
A on the tensor product has
a good filtration by [P, thm. 3.3]. Thus, so does also the U˙A-module H
0(U˙◦A,FA ⊗
H0A(mω1)) by A.9.2 below. Finally we have
FπA =
⊕
m>0
H0(U˙◦A,FA ⊗H
0
A(mω1)).
The proof for EπA is the same.
⊓⊔
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A.9.2. Lemma. For any locally finite U˙eA-module V with a good filtration the
U˙A-module H
0(U˙◦A, V ) has again a good filtration.
Proof : Fix a positive filtration (FrV ) of V by U˙
e
A-submodules whose layers are of
the form H0A(λ)⊗H
0
A(µ) with λ, µ ∈ X+. The U˙
◦
A-module FrV has a good filtration
for each r. Thus H>0(U˙◦A, FrV ) = 0. Hence there is a short exact sequence
0→ H0(U˙◦A, FrV )→ H
0(U˙◦A, Fr+1V )→ H
0
A(λ)⊗H(U˙
◦
A,H
0
A(µ))→ 0.
So the A-modules H0(U˙◦A, FrV ), r > 0, yield a good filtration of H
0(U˙◦A, V ).
⊓⊔
The following is standard, compare [J1, sec. A.15].
A.9.3. Lemma. For each integer r the U˙eA-module Or(FA) is a free A-module of
finite rank. It has a good filtration.
A.10. Maximal orders, Poisson orders and Azumaya algebras.
All rings or algebras are assumed to be unital.
A central simple algebra (over K) is a simple algebra A over a field K which is
finite dimensional over K and such that K = Z(A), the center of A.
An element of a ring is regular if it is not a zero divisor. A ring B is a quotient
ring if every regular element is a unit, see [MR, sec. 3.1.1]. See also [MR, sec. 2.1.14]
for the definition of the quotient ring of a ring A. Let Frac(A) denote the quotient
ring of A whenever it is defined.
A subring A of a quotient ring B is an order (in B) if every element of B has
the form a1b
−1
1 = b
−1
2 a2 for some a1, a2, b1, b2 ∈ A, see [MR, sec. 3.1.2]. Then
B = Frac(A). Further, a ring is an order in its quotient ring whenever the latter is
defined, see [MR, sec. 3.1.4]. An order A in a quotient ring B is maximal if for any
order A′ ⊂ B and any a1, a2 ∈ A such that A ⊂ a1A
′a2 we have A = A
′, see [MR,
sec. 5.1.1, 3.1.9]. By a maximal order we’ll always mean a ring with a quotient ring
which is a maximal order in its quotient ring.
For the definition of a PI-ring see [BG3, sec. I.13.1]. A ring which is a module
of finite type over a commutative subring is a PI-ring, see [MR, cor. 13.1.13(iii)].
An order in a central simple algebra is a prime ring. Conversely, let A be a
prime PI-ring. Then Z(A) is a CID and A is an order in its quotient ring. The
latter is equal to Frac(Z(A)) ⊗Z(A) A, a central simple algebra over Frac(Z(A)).
This is Posner’s theorem, see [MR, thm. 13.6.5] for details.
For a future use, let us quote the following.
A.10.1. Proposition. (a) Let A be a prime ring which is a module of finite type
over Z(A). Assume that A is a maximal order and that B ⊂ Frac(A) is a subring
containing A. If B is a Z(A)-module of finite type then we have A = B.
(b) Let A be a NID and let φ ∈ Aut(A). The twisted polynomial ring A[x;φ] is
a NID. If φl = 1 and A is a maximal order then A[x;φ] is a maximal order.
Proof : (a) The ring B is an order in Frac(A) by [MR, cor. 3.1.6(i)] and Frac(A) =
Frac(Z(A)) ⊗Z(A) A. Then, since B is Z(A)-module of finite type there is an
element 0 6= z ∈ Z(A) such that B ⊂ z−1A. Thus B = A, because A is maximal
in its equivalence class.
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(b) The first assertion is proved in [MR, thm. 1.2.9]. Let us concentrate on the
second one. Recall that A[x;φ] is the algebra generated by A and x with the
additional relations
(a⊗ xi)(b⊗ xj) = aφi(b)⊗ xi+j .
By [DP, sec. 6.3] it is an order in its quotient ring. We must check that it is
integrally closed. Fix an element 0 6= z in Z(A[x;φ]) and A′ be an algebra such
that
A[x;φ] ⊂ A′ ⊂ z−1A[x;φ].
We must check that A[x;φ] = A′. Let l be the order of φ. We’ll write y ≡ y′
if y, y′ ∈ A[x;φ] coincide up to terms of lower degree in x. Fix b 6= 0 such that
z ≡ bxr. Since z is a central element, we get a b xr = b xr a for all a ∈ A. Thus
a b = b φr(a) for all a. So bl ∈ Z(A). On the other hand, for each k > 1 an obvious
induction yields
zk ≡ zk−1bxr ≡ bzk−1xr ≡ b(bk−1x(k−1)r)xr ≡ bkxkr.
In particular zl ≡ blxlr. So, up to changing z with zl, we can assume that z ≡ bxr
and that b belongs to Z(A).
Fix y in A′ and 0 6= a in A such that zy ≡ axs. For m > s we have zyxm−s ≡
axm. Put m = l(s + 1). Then zyxm−s ≡ axl(s+1). So for each k > 1 we get
(zyxm−s)k ≡ akxkm. Further (zyxm−s)k = zk−1z(yxm−s)k, with z(yxm−s)k ∈
A[x;φ] and zk−1 ≡ bk−1x(k−1)r. Thus ak ∈ bk−1A. Recall that Z(A) is a CID and
that 0 6= b belongs to Z(A). Thus (a/b)k ∈ b−1A for each k, where both terms
are viewed inside Frac(Z(A))⊗Z(A)A. Thus c = a/b ∈ A, because A is integrally
closed.
Recall that zy ≡ axs and z ≡ bxr. We claim that s > r. Indeed, for each k > 1
there is an element a′ ∈ A such that
a′xks ≡ (zy)k ≡ bk−1x(k−1)rzyk
(note that yk ∈ A′). Hence ks > (k − 1)r for each k > 1.
We can now prove that y ∈ A[x;φ]. Assume that y /∈ A[x;φ]. Choose y such
that s is minimal. Put y′ = y − cxs−r. Note that cxs−r ∈ A[x;φ], because
s > r and c ∈ A. The element czxs−r has the same leading term as zy. Since
czxs−r = zcxs−r, we get that y′ ∈ A′, zy′ ∈ A[x;φ] and zy′ has a degree < s. By
minimality of s we have that y′ ∈ A[x;φ]. Hence y = y′ + cxs−r ∈ A[x;φ], which
gives a contradiction.
⊓⊔
Let A be an algebra over a commutative ring A. A trace is an A-linear endo-
morphism tr : A→ A such that
tr(ab) = tr(ba), tr(a)b = btr(a), tr(tr(a)b) = tr(a)tr(b), ∀a, b.
Let B = tr(A). Note that B ⊂ Z(A), a subalgebra, that tr is B-linear and that
A = B⊕Ker (tr) as B-modules.
Let A be a prime ring which is a module of finite type over a subring of Z(A).
The simple algebra Frac(A) is equipped with the reduced trace. Let B = tr(A).
If C ⊂ Z(A) and Z(A) is an integrally closed domain then B ⊂ Z(A). If A is
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a maximal order then Z(A) is an integrally closed domain and B = Z(A). Thus
Z(A) is a direct summand of A as a Z(A)-module.
For the definition of an Azumaya algebra (over its center) see [BG3, sec. III.1.3]
for instance. More generally, letX be a Noetherian A-scheme. An Azumaya algebra
over X is a sheaf of OX -algebras E ∈ Coh(OX) such that E(U) is an Azumaya
algebra over O(U) for each open subset U ⊂ X.
Let A be an affine algebra over an algebraically closed field K. Assume that A
is prime and is a module of finite type over a subalgebra of Z(A). Then Z(A) is a
CID and there is a multiplicative subset S ⊂ Z(A) such that S−1A is an Azumaya
algebra over S−1Z(A). See [BG3, sec. III.1.7].
Let A be an affine algebra over a Noetherian commutative ring A. Assume that
A is a module of finite type over an A-subalgebra B ⊂ Z(A). Note that the A-
algebra B is finitely generated by the Artin-Tate lemma, see [BG3, sec. I.13.4] and
the reference there. Following [BG2] we say that A is a Poisson order over B, or
over Spec (B), if there is an A-linear map
θ : B→ DerA(A), b 7→ θb
and an A-linear Poisson bracket on B such that θb(b
′) = {b, b′} for all b, b′ ∈ B.
Now, let X be an A-scheme of finite type. A Poisson order over X is a coherent
sheaf of OX -algebras E such that E(U) is a Poisson order over U for each open
subset U ⊂ X.
Next, let f : X → Y be a Poisson A-scheme homomorphism, i.e., a A-scheme
homomorphism such that the canonical map
f∗ : f−1OY → OX
is compatible with the Poisson brackets. For any Poisson order F over Y the sheaf
f∗F has a natural structure of a Poisson order over X. Given a Poisson order
E over X, a morphism of Poisson orders F → E is a morphism of OX -algebras
f∗F → E which is compatible with the A-linear maps
O(U)→ DerA(E(U)), O(U)→ DerA((f
∗F)(U)).
Wemay also use a relative version of Poisson orders. Let f : X → Y be morphism
of A-schemes of finite type. To simplify we’ll assume that Y is an affine Poisson
scheme. Let E be a coherent sheaf of OX -algebras. The composition by f yields an
algebra homomorphism φf : O(Y )→ E . We’ll say that E is a Poisson order over f
if there is an A-linear map θ : O(Y )→ DerA(E) such that
θb(φf (b
′)) = φf ({b, b
′}), ∀b, b′ ∈ O(Y ).
Note that a Poisson order over X is also a Poisson order over f .
Recall the Hayashi lemma.
A.10.2. Proposition. Fix an A-algebra A and an element ~ ∈ A which is regular
in A. Let A→ A¯ = A/~A, a 7→ a¯ be the canonical map.
(a) Fix an element a ∈ A such that a¯ ∈ Z(A¯). For each b ∈ A there is an
unique element 〈a, b〉 ∈ A such that ~〈a, b〉 = [a, b]. The assignment θa : b¯ 7→ 〈a, b〉
defines a derivation of A¯.
(b) The assignment (a¯, b¯) 7→ θa(b¯) gives a Poisson bracket on Z(A¯). If A¯ is a
Z(A¯)-module of finite type then it is a Poisson order over Z(A¯).
Note that the derivation θa ∈ Der(A¯) depends on a but that its restriction to
Z(A¯) depends only on a¯. We’ll also need the following standard result.
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A.10.3. Proposition.
(a) Let A be a Poisson order over B. If A = C and the points x, y : B → C
belong to the same symplectic leaf then the fibers of A at x, y are isomorphic
as C-algebras.
(b) Let E be a Poisson order over a proper map f : X → Y with Y affine. Then
H•(X, E) is a Poisson order over Y .
(c) Let f : X → Y be a Poisson scheme homomorphism. Given a morphism
of Poisson orders F → E, the image and the cokernel of the natural map
f∗F → E are Poisson orders over X.
Proof: (a) See [DP, sec. 11.8] and [BG2, thm. 4.2].
(b) First note that H•(X, E) is a O(Y )-module of finite type. Further, as X is
a Noetherian separated scheme H•(X, E) is the cohomology of the Cech complex
of an affine open cover X =
⋃
i∈I Ui. The map θ factors to O(Y ) → DerA(E(UJ))
for each intersection UJ = ∩i∈JUi. As it commutes with coboundary maps of the
Cech complex, the cohomology ring H•(X, E) is a Poisson order over Y .
(c) Obvious.
⊓⊔
A.11. Proof of 2.3.
Proof of 2.3.3 : (a) Fix V ∈Modlf(U˙A). We must prove that V
+ is A-flat. This is
done as in [APW, 3.5-3.6], using the standard resolution of V constructed there.
The second assertion follows from the universal coefficient theorem. Since a
acts regularly on V the module V embeds into the module of quotients Va. So
V + = V ∩ (Va)
+. Hence a acts also regularly on the quotient V/V +. Since A is an
ID this yields TorA1 (V/V
+, k) = 0. Thus V + ⊗ k ⊂ (V ⊗ k)+.
The last claim in (a) is identical.
(b) Follows from A.9.1 and [P, thm. 3.3].
⊓⊔
Proof of 2.3.4 : (a) The maps ℓ⊗∂⊳ and ℓ⊗ (∂⊲ ◦κ) yields A-module isomorphisms
DA ≃ FA ⊗ U
′
A and D
′
A ≃ FA ⊗ FA. The map ψ gives an A-module isomorphism
SA → FA ⊗ VA ⊗ FA ⊗ FA.
It factors to an A-module isomorphism SA,i → FA,i⊗VA⊗FA⊗FA for all i. Thus
SA is A-free, SA,i is A-flat and SA ⊂ SA,i because FA is a domain.
We have RA ≃ FA ⊗ VA and RA,i ≃ FA,i ⊗ VA. So RA is A-free, RA,i is A-
flat, RA ⊂ RA,i and R
π
A ⊂ R
π
A,i. The action of u ∈ U˙π˜,A on RA takes f ⊗ v to
(f ⊳ ι(u2))⊗ (adu1)(v). Thus it is locally finite. So R
π
A, R
π
A,i are A-flat by 2.3.3(a).
Now we’ll consider only the A-module RA. The proofs for SA is identical.
(b) On localizing and taking U˙π,A-invariants the natural map DA → RA factors
to DπA,i → R
π
A,i. Assume initially that A is a field. The argument in A.6.3(a) yields
an exact functor
Modlf(Uπ,A)→Mod(F
π
A,i), V 7→ (FA,i ⊗ V )
π.
Thus the map DπA,i → R
π
A,i is surjective. If A is no longer a field it is enough to
check that the q-analogue of Kempf’s vanishing theorem holds again. In [R] it is
proved for fields. This is a consequence of [APW]. Indeed let λ ∈ X+. For any ring
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homomorphism A→ k with k a field we have H•A(λ)⊗ k = H
•
k(λ) by base change,
see [APW, sec. 3.3]. Here H•A(λ) is as in section A.9. Thus H
>0
A (λ)⊗ k = 0 for all
k. Thus H>0A (λ) = 0. So it vanishes again for any A by base change again.
(c) The equality RA⊗k = Rk is obvious. Let us prove the corresponding assertion
for RπA. The ι(Uπ) ⊗ U-module isomorphism R+ ≃ F ⊗
πF given by 1.7.2(b) yields
the ι(U˙π,A) ⊗ U˙A-submodule R+,A ≃ FA ⊗
πFA of RA. Here U˙A acts on FA from
the left and ι(U˙π,A) on both FA,
πFA from the right. Further RA is the localization
of R+,A at c = 1 ⊗ c11. Since c is U˙π,A-invariant and direct limits commute with
tensor products and taking invariants, 2.3.3(b) yields
RπA ⊗ k = (lim
−→n
c−nR+,A)
π ⊗ k = lim
−→n
c−n(Rπ+,A ⊗ k) = lim
−→n
c−nRπ+,k = R
π
k .
⊓⊔
Proof of 2.3.6 : (a) Taking tensor products is right exact.
(b) Identify SA with RA ⊗ D
′
A via the map ψ. Let S
π
+,A = R
π
+,A ⊗ D
′
A. Let
c ∈ Rπ+,A be as above. We abbreviatte c = ψ(c⊗ 1), an element in S
π
+,A. Note that
SπA is the localization of the subalgebra S
π
+,A at c.
We claim that the adjoint U˙A-action on S
π
+,A has a good filtration. It is enough
to check that so does the left action on Rπ+,A by [P, thm. 3.3] and A.9.1(b). The
U˙A-module R
π
+,A is the tensor product of the left U˙A-action on F
π
A and the contra-
gredient left U˙A-action on
πFA. Thus the claim follows from [P, thm. 3.3] again.
Now part (b) follows from A.9.1(a) as in the proof of 2.3.4(c).
(c) Recall that Tπ is a closed subset of S¯π = D× R¯π. Since τ = 1 in kc we have
Sπkc = O(S¯π,kc), Tkc = O(Tπ,kc).
See 2.5.7(a) and 2.6.11(a) for details. Further, part (a) and 2.3.4(c) yield
Sπc ⊗ kc = S
π
kc
, Tc ⊗ kc = Tkc .
Next, we have Tc = S
π
c /Jc and the left ideal Jc ⊂ S
π
c is generated by the set
(A.11.1) {∂cκ(cij)− τ
−2ζ2δij}.
Under specialization to kc this set yields a regular sequence in O(S¯π,kc), because
Tπ,kc ⊂ S¯π,kc is a complete intersection of codimension n
2 by 4.1.1(b). Recall that
Ac is a DVR with residue field kc. To prove that the Ac-modules Tc, T
+
c are flat
it is enough to prove that Tc is torsion-free. By 2.3.4(a) the Ac-module S
π
c is flat.
Therefore we are reduced to check that the elements in (A.11.1) satisfy the relations
in A.11.2 below. Recall that the symbol cij in (A.11.1) denotes an element in F
′
+,
see the definitions of ∂c and κ in Section 1.10 and 1.7.1(a). The defining relations
of F′+ in 1.7.1(b) can be re-writen in the following way (left to the reader)
qδmi+δmj clmcij − q
δil+δjlcijclm = (q − q
−1)qδij (δi>l − δj>m)cljcim+
+ (q − q−1)qδij
(∑
j>p
δjlcipcpm −
∑
m>p
δimclpcpj
)
+
+ (q − q−1)2δij(δi>l − δj>m)
∑
j>p
clpcpm, ∀i, j, l,m.
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So the flatness of the Ac-modules Tc, T
+
c is reduced to a routine computation.
Now, consider the commutative square
Sπ,+c ⊗ kc → T
+
c ⊗ kc
↓ ↓
S
π,+
kc
→ T+kc .
The lower map in the diagram is the restriction
O(S¯π,kc)
+ → O(Tπ,kc)
+.
It is surjective by A.11.3, because p is large. The right map is injective because Tc
is Ac-flat, see 2.3.3(a). The left map is invertible by part (b). Therefore the right
map is invertible, i.e., we have T+c ⊗ kc = T
+
kc
.
⊓⊔
A.11.2. Lemma. Fix an A-algebra A and an element ~ ∈ A which is regular in A.
Let A→ A¯ = A/~A, a 7→ a¯ be the canonical map. Assume that A¯ is a commutative
ring. Fix a1, a2, . . . , ar ∈ A such that (a¯1, a¯2, . . . a¯r) is a regular sequence in A¯.
Let I ⊂ A be a left ideal generated by a1, a2, . . . , ar. If τijajai − aiaj ∈ ~I with
τij ∈ 1 + ~A then ~ acts regularly on A/I.
Proof : Given an element a ∈ A such that ~a ∈ I we set ~a =
∑r
i=1 biai with
b1, . . . br ∈ A. We have 0 =
∑r
i=1 b¯ia¯i. Since (a¯1, a¯2, . . . a¯r) is a regular sequence,
we have b¯1 =
∑r
i=2 b¯1ia¯i with b12, . . . b1r ∈ A. So (b¯2 + a¯1b¯12)a¯2 ∈
∑r
i=3 A¯a¯i.
Since (a¯2, a¯3, . . . a¯r) is regular sequence, we have b¯2 + a¯1b¯12 =
∑r
i=3 b¯2ia¯i with
b23, . . . b2r ∈ A. In this way we construct inductively an element bij ∈ A for each
i < j such that
b¯i =
∑
j>i
b¯ij a¯j −
∑
j<i
b¯jia¯j .
Now fix c1, . . . cr ∈ A such that
bi =
∑
j>i
τijbijaj −
∑
j<i
bjiaj + ~ci.
We have
~
(
a−
∑
i
ciai
)
=
∑
j>i
bij(τijajai − aiaj) ∈ ~I.
Thus ~a ∈ ~I. Since ~ is regular in A, we have a ∈ I. Thus for each a′ ∈ A/I we
have a′ = 0 whenever ~a′ = 0, i.e., ~ acts regularly on A/I.
⊓⊔
A.11.3. Lemma. Let H be a split reductive group over Z. Let A, B be commutative
finitely generated H-rings. Let ϕ : A → B be a surjective H-equivariant ring
homomorphism. There is a Zariski open subset U ⊂ Spec (Z) such that for every
closed point U → k the induced morphism (A⊗k)H → (B⊗k)H is again surjective.
Proof : The torsion subgroup of B is a B-module of finite type. Thus there is an
integer r 6= 0 such that for each Zr → k, k a field, we have Tor
Z
1(B, k) = 0. Set
M = Ker (ϕ). There is an exact sequence
0→M ⊗ k→ A⊗ k→ B⊗ k→ 0.
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Since M is a A-module of finite type there is an integer s 6= 0 such that if Zs → k
then H1(H,M ⊗k) = 0. See [CV, Theorem B.3] for instance. Thus if Zrs → k then
we have an exact sequence
0→ (M ⊗ k)H → (A⊗ k)H → (B⊗ k)H → 0.
⊓⊔
A.12. Proof of 2.4.
Proof of 2.4.3 : (a) Recall that V = U′/IV . Let V ⊂ V be the image of U
′. The
map zU ′ ◦ ι : O(G)→ U
′ yields a Gπ-algebra isomorphism
O(G)/(c¯ij − δij ; j 6= 1)→ V .
The lhs is isomorphic localization of the subalgebra of O(G) generated by {c¯i1} at
c¯11. So there is a Gπ-algebra isomorphism
O(An⋄)→ O(G)/(c¯ij − δij ; j 6= 1), vi + δi1 7→ c¯i1.
Thus the map (A.8.4)
zD : O(D) = O(G)⊗O(G)→ D
factors to a Gπ ×G-algebra isomorphism
zR : O(R) = O(G)⊗O(A
n
⋄ )→ R.
Now, we must prove that there is an algebra isomorphism
O(R¯π)→ O(R)
Gπ .
It is enough to prove that the algebra homomorphism
τ : O(T ∗An)→ O(G× An)Gπ , vi 7→
∑
j
ι(cvi,ϕj )⊗ vj , ϕi 7→ cv1,ϕi ⊗ 1
is invertible, because τ(
∑
i viϕi) = 1 ⊗ v1. To prove this, observe first that τ is
invertible over k. Next, note that τ is a graded homomorphism and each graded
part is a A-module of finite type. Therefore, to prove that τ is invertible it is enough
to check that
O(G× An)Gπ ⊗ k = O(Gk × A
n
k )
Gπ,k .
This follows by a standard argument with good filtrations.
Finally we must check that the map
G× An → {(v, ϕ) ∈ T ∗An;ϕ 6= 0}, (g, v) 7→ (g−1v, ϕ1g).
is a Gπ-torsor, where Gπ acts on the lhs as in (2.4.1). This is left to the reader.
(b) The first claim is obvious, because ∂⊲(U
′) ⊂ Rπ. The algebra homomor-
phisms
∂⊲zU ′ : O(G)→ D, µR : O(G)→ R
π
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and the canonical maps D → R, Rπ → R give the commutative square
O(G) → D
↓ ↓
Rπ → R.
Since zF is a Hopf algebra homomorphism (A.5.1) and (A.8.4) yield
∂⊲zU ′(f) = zD(ι(f1)f3 ⊗ ι(f2)), ∀f.
Thus the upper arrow is the comorphism of the map D → G, (g, h) 7→ g−1h−1g.
Further, the right one and the lower one are the comorphisms of the maps
R→ D, (g, v) 7→ (g, e+ v ⊗ ϕ1),
R→ R¯π, (g, v) 7→ (g
−1v, ϕ1g).
(c) Let Fπ,πF ⊂ F be the subalgebras generated by {(c1i)
l}, {(ci1)
l}. Note that
V, πF are free of rank ln over V , πF and that V is the localization of πF at (c11)
l.
Identify R with F⊗V and R with F ⊗ V . Then R is a free R-module. Similarly
Rπ is a localization of Rπ+, we have R
π
+ ≃ F
π ⊗πF and Fπ, πF are free of rank ln
over Fπ, πF . This yields the second assertion.
⊓⊔
Proof of 2.4.4 : The open sets
Rπ,i = {(v, ϕ) ∈ R¯π;ϕi 6= 0}
form an affine open cover of Rπ. We claim that R(Rπ,i) is an O(Rπ,i)-module of
finite type for all i. Note that
O(Rπ,i) = R
π
i , R(Rπ,i) = R
π
i ,
the local rings of Rπ, Rπ at (c1i)
l, c1i. Further D
π
i is a D
π
i -module of finite type
and the natural map Dπi → R
π
i is surjective by 2.3.4(b), (d). Hence the claim is
obvious.
Now we set A = C. We have ∂⊲(U
′) ⊂ Rπ by 2.2.3(a) and
zU ′(Σ) = {kλ;λ ∈ 2lX+}.
Thus R(Rπ,Σ) = R
π
Σ. It is a quantum torus by 1.9.1(b). So it is an Azumaya
algebra.
⊓⊔
A.13. Proof of 2.5.
Proof of 2.5.6 : (a) See the proof of 2.4.4.
(b) For each i let
(A.13.1) Sπ,i = D × Rπ,i, Rπ,i = {(v, ϕ) ∈ R¯π;ϕi 6= 0}.
The sets Sπ,i form an affine open cover of Sπ. Thus we have
Sπ(Sπ) =
⋂
i
Sπi .
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Hence there is a canonical inclusion Sπ → Sπ(Sπ). To prove the first claim it is
enough to check that this map is invertible. We have F =
⋂
i Fi. Thus we have
S =
⋂
i Si. The claim follows. Next, the U˙-module
(A.13.2) Sπ(Sπ,s) = S
π
s
is locally finite for each s. Thus the U˙-module Sπ(Sπ,⋄) is also locally finite.
(c) Set A = C. By 2.4.5(b), A.17.4 the set Sπ,⋄(C) consists of the tuples
(g, g′, v, ϕ) such that
det(ϕm1, ϕm2, . . . , ϕmn) 6= 0
where m1,m2, . . . mn are non-commutative monomials in g, g
′. This yields the
second claim. The first one is obvious. The last claim follows from the second one.
(d) Set A = C. We have Sπ(Sπ,Σ) = S
π
Σ. By 2.2.6(b) the map ψ yields an
A-linear isomorphism
RπΣ ⊗D
′
Σ → S
π
Σ.
By A.7.4(c) there is a positive filtration of SπΣ such that this isomorphism is multi-
plicative up to lower terms where, in the left hand side, homogeneous elements in
RπΣ, D
′
Σ may only quasi-commute with each other. Thus S
π
Σ is an Azumaya algebra
over Sπ,Σ by 2.2.4, 2.4.4 and standard filtered/graded techniques, see [VV1].
(e) Set A = C. First, we prove that OSπ = Z(Sπ). Recall the affine open cover
Sπ =
⋃
i
Sπ,i
introduced in (A.13.1). By (2.5.3) we have an algebra embedding
O(Sπ,i) ⊂ S
π
i .
Note that Sπ is an ID by 2.2.6(e). Therefore Z(Sπi ) is a CID and a O(Sπ,i)-module
of finite type. Further we have
Frac(O(Sπ,i)) = Frac(Z(S
π
i )),
because SπΣ is an Azumaya algebra over Sπ,Σ by part (d). Finally O(Sπ,i) is an
ICD. So we have
(A.13.3) O(Sπ,i) = Z(S
π
i ).
Hence we have
OSπ = Z(Sπ).
We have C = A/(q − τ) with A = C[q±1]. Further Sπi = S
π
A,i ⊗ C by 2.3.4(c).
Setting ~ = l(ql − q−l) in A.10.2 we get a Poisson bracket on O(Sπ,i) for each i by
(A.13.3). These Poisson brackets glue together, yielding a Poisson bracket on
O(S¯π) =
⋂
i
O(Sπ,i).
Next, the coaction of G on S¯π is a Poisson algebra homomorphism
O(S¯π)→ O(G)⊗O(S¯π),
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because it is the specialization of the coaction map
SπA → FA ⊗ S
π
A
and the latter is an A-algebra homomorphism since SπA is an U˙A-algebra. So the
G-action on S¯π is a Poisson action, i.e., S¯π is a Poisson G-variety.
Now we prove the second claim. The sets Sπ,i form an affine open cover of Sπ.
Further Sπi is a Poisson order over Sπ,i for each i by A.10.2(b), (A.13.3). Thus Sπ
is a Poisson order over Sπ.
Finally we prove the last claim. We must check that for each s ∈ O(S¯π)
+ which
is homogeneous of positive degree the algebra Sπ(s) = (S
π
s )
0 is a Poisson order over
O(Sπ,s)
0. Recall that the superscript 0 means U˙-invariants, see (2.3.2). Since Sπ
is a Poisson order over Sπ we have that S
π
s is a Poisson order over Sπ,s by (A.13.2).
Thus the claim is proved by taking invariants.
⊓⊔
A.14. Proof of 3.4.
Proof of 3.4.6(a) : Left H-action on Ho yields a ring homomorphism
η : H→ EndSH(Ho).
We have EndSH(Ho)⋆ = EndSH⋆(H⋆o). Thus, under localization the map η yields
a ring homomorphism
η⋆ : H⋆ = D0,⋆ ⋊ Σn → EndDΣn0,⋆
(D0,⋆).
This map is invertible (left to the reader). Thus, since H ⊂ H⋆ the map η is
injective. The cokernel of η is a torsion L-module. Using FH one shows easily that
it is supported on a closed subset of Spec (L) of codimension > 2. Recall that the
L-module H is free, and that EndSH(Ho) is a torsion-free L-module of finite type,
because it embeds in the free L-module of finite type EndL(Ho). Thus the map η
is invertible by 3.4.4.
Next, we must prove that the inclusion Z(H)o ⊂ Z(SH) is an equality. The
right action of an element z ∈ Z(SH) on Ho lies in EndSH(Ho). Hence it is equal
to η(x) for some x ∈ H. In particular we have
x′xo = x′oz = xx′o, ∀x′ ∈ H.
Hence we have also
x′xx′′o = x′x′′xo = xx′x′′o, ∀x, x′ ∈ H.
This implies that
η([x,H]) = 0.
Thus we have x ∈ Z(H), because η is invertible. So we have z = a−1o xo ∈ Z(H)o.
⊓⊔
A.15. Proof of 3.5.
Assume that ao is invertible. For each integer r > 0 recall the finite subset
Xr ⊂ X from section A.9. Let Fr(HA) ⊂ HA be the A-submodule spanned by the
elements xλtwyλ′ with (λ,w, λ
′) ∈ Xr × Σn ×Xr. Put
Fr(SHA) = SHA ∩ Fr(HA).
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A.15.1. Lemma.
(a) The A-module Fr(HA) is a direct summand of HA of finite type.
(b) We have Fr(HA) · Fs(HA) ⊂ Fr+s(HA).
(c) The A-module Fr(SHA) is a direct summand of SHA of finite type.
Proof: (a) Obvious by (3.1.1).
(b) Let F xr (HA), F
y
r (HA) ⊂ HA be the A-submodules spanned by the elements
xλtwyλ′ with (λ,w, λ
′) ∈ Xr × Σn ×X, X × Σn ×Xr respectively. We have
Fr(HA) = F
x
r (HA) ∩ F
y
r (HA).
Thus it is enough to prove that
F xr (HA) · F
x
s (HA) ⊂ F
x
r+s(HA), F
y
r (HA) · F
y
s (HA) ⊂ F
y
r+s(HA).
We have Xr +Xs ⊂ Xr+s. Thus to prove the first inclusion it is enough to check
that twxλ ∈ F
x
r (HA) for each (λ,w) ∈ Xr × Σ˜n. The second inclusion is identical.
We may assume that w = si, a simple affine reflection. Recall that
tixλ = xsiλti + (ζ − ζ
−1)(xλ − xsiλ)/(1− xαi).
Thus we have
tixλ ∈
⊕
j∈J
xλ+jαiH
y
A,
where J = {0, 1, · · · − αi · λ} if αi · λ 6 0 and J = {−αi · λ, · · · − 2,−1} else. We
have also λ+ jαi ∈ Xr for each (λ, j) ∈ Xr × J . So tixλ ∈ F
x
r (HA).
(c) Since o ∈ F0(HA) we have oFr(HA)o ⊂ Fr(SHA) by part (b). Inversely
there are inclusions Fr(SHA) ⊂ oFr(SHA)o ⊂ oFr(HA)o because oxo = a
2
ox for all
x ∈ SHA. Thus we have
Fr(SHA) = oFr(HA)o.
So Fr(SHA) is a direct summand in Fr(HA), hence in HA, hence in SHA.
⊓⊔
Let SH′A ⊂ SHA be the A-subalgebra generated by oX
Σn
A and oY
Σn
A . For each
integers a, b we set pa,b =
∑
i x
a
i y
b
i . Let Fr(SH
′
A) ⊂ SH
′
A be the A-submodule
spanned by the elements of the form
o x−aωn y
−b
ωn pa1,0 p0,b1 pa2,0 · · · ,
where a, ai, b, bi > 0 are integers such that r >
∑
i ai > a and r >
∑
i bi > b.
A.15.2. Lemma. Let A be the localization of C[q±1, t±1] at the multiplicative set
generated by q2 − 1, . . . , q2n − 1 and ao. We have
(a) SHA = SH
′
A + (t
2 − 1)SHA,
(b) Fr(SHA) = Fr(SH
′
A) + (t
2 − 1)Fr(SHA).
Proof: (a) Let A be the A-algebra consisting of the Σn-invariant elements in the
quantum torus generated by xi, x
−1
i , yi, y
−1
i modulo the relations
xix
−1
i = x
−1
i xi = 1, yiy
−1
i = y
−1
i yi = 1,
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xiyj = q
2δijyjxi, xixj = xjyi, yiyj = yjyi.
There is an obvious A-algebra isomorphism
SHA/(t
2 − 1)→ A.
It takes SH′A/(t
2 − 1) onto the subalgebra A′ ⊂ A generated by the symmetric
monomials in the xi’s and the symmetric monomials in the yi’s. We must prove
that A′ = A.
For each integers a, b we set
pa,b =
∑
i
xai y
b
i .
A classical argument due to H. Weyl implies that the A-algebra A is generated by
the set {pa,b; a, b ∈ Z}. We have
(1− q−2a)pa,b = [pa,b−1,p0,1].
Thus an induction on b shows that pa,b ∈ A
′ for each a = 1, 2, . . . n and b > 0. The
case b 6 0 is identical. Now we have
pa,b =
n∑
i=1
(−1)i−1xωipa−i,b,
where xωi is the i-th elementary symmetric function. So pa,b ∈ A
′ for each a, b ∈ Z.
(b) We have Fr(SH
′
A) ⊂ Fr(SHA). Further, the proof in (a) implies that
Fr(SHA) ⊂ Fr(SH
′
A) + (t
2 − 1)SHA.
Finally A.15.1(c) yields
(t2 − 1)SHA ∩ Fr(SHA) = (t
2 − 1)Fr(SHA).
Thus we have Fr(SHA) ⊂ Fr(SH
′
A) + (t
2 − 1)SHA. The other inclusion is obvious.
⊓⊔
Proof 3.5.1 : Let us assume temporarily that A is as in A.15.2. Note that
MA = SHA/SH
′
A
is a XΣnA ⊗ Y
Σn
A -module of finite type by (3.1.1), with X
Σn
A acting by left multipli-
cation and YΣnA by right multiplication. Thus the support of the A-module MA is
a closed subset S ⊂ Spec (A). By A.15.2(b) we have
Fr(MA) = (t
2 − 1)Fr(MA), ∀r.
Since localization commutes with direct limits, this yields
S ⊂ {t2 6= 1}.
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Now consider the open set
U = {(τ, ζ) ∈ Γc(C); τ
2, τ4, . . . , τ2n 6= 1, ao 6= 0}.
Since k > 2n there is a point (ε, 1) ∈ U . So U 6⊂ S(C). Since the curve Γc is
irreducible the set S(C)∩U is finite. Hence (τ, ζ) /∈ S(C) if l is large enough. Thus
MA♭ = 0. Therefore we have
SHA♭ = SH
′
A♭
.
In particular, under the assumptions in 3.5.1 we get an algebra isomorphism
SH = SH′.
The proposition is now obvious. Set A = C. By (1.11.3) we have algebra
homomorphisms
L′ : Z(F′)→ DΣn0,⋆, L : Z(U
′)→ DΣn0,⋆.
By definition of Φ we have inclusions
L′(Z(F′)), L(Z(U′)) ⊂ Φ(T0).
Further it is well-known that
Ψ(of) = L′(f), Ψ(ou) = L(u), ∀f ∈ XΣn , u ∈ YΣn ,
see [C], [K2, Theorem 5.9]. Therefore we have
Ψ(SH) = Ψ(SH′) ⊂ Φ(T0).
⊓⊔
A.16. Proof of 3.6.
Proof of 3.6.1 : The functor
F ∗ :Mod(A)→Mod(oAo), M 7→ oM
is exact. Its right adjoint is given by
F∗(N) = HomoAo(oA,N).
There is an isomorphism F ∗ ◦ F∗ ≃ idMod(oAo). So Mod(A, o) = Ker (F
∗) is a
localizing subcategory and F ∗ factors to an equivalence
Mod(A)/Ker (F ∗)→Mod(oAo)
by [G, prop. III.2.5].
⊓⊔
Proof of 3.6.5(a) : First, let us give more notation. Let b ⊂ slR be the Iwahori Lie
subalgebra associated with the set of positive roots Π+, see section 1.1. Let B be
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the set of Lie subalgebras in slF which are SL(F)-conjugated to b. Let π be the
unique morphism
π : B → G, (adg)(b) 7→ (adg)(slR).
The automorphism a = as,τ,ζ in (3.6.3) yields an automorphism of B. The fixed
points subset, Ba, is a disjoint union of smooth connected S˜L(F)a-varieties. We
write
Ba =
⋃
i∈Ξ
Bai .
Next, we set
1N˙ a = {(x, p) ∈ N a × Ba;x ∈ p+},
1N˙ ai =
1N˙ a ∩ (N a × Bai ).
Let also 12N¨ aij ,
1N¨ aij ,
2N¨ aij denote the set of triples (x, p, p
′) with, respectively,
x ∈ p+ ∩ p
′
+ ∩N
a, (p, p′) ∈ Bai × B
a
j , B
a
i × G
a
j , G
a
i × B
a
j .
Consider the vector spaces
K =
∏
j
⊕
i
K(12N¨ aij),
1P =
∏
j
⊕
i
K(1N¨ aij),
2P =
∏
j
⊕
i
K(2N¨ aij).
Recall that the convolution product in K-theory, denoted ∗, yields C-algebra struc-
tures on K, SK, see (3.6.4). It yields also linear maps
∗ : 2P⊗K⊗ 1P→ SK, ∗ : 1P⊗ SK⊗ 2P→ K.
See [V] for details. Put o =
∏
i,j oij ,
12o =
∏
i,j
12oij , etc., where
oij ∈ SK,
12oij ∈ K,
1oij ∈
1P 2oij ∈
2P
are the fundamental classes of
{(x, p, p′); p = p′}, {(x, p, p′);π(p) = π(p′)},
{(x, p, p′);π(p) = p′}, {(x, p, p′);π(p′) = p}.
We define linear maps
α : K→ SK, x 7→ 2o ∗ x ∗ 1o,
β : SK→ K, x 7→ 1o ∗ x ∗ 2o.
The unit of SK for ∗ is 1SK = o. The unit of K for ∗ is the product of the
fundamental classes of the varieties {(x, p, p′); p = p′}. We’ll denote it by 1K .
Further, it is proved in [V, thm. 4.9(i), sec. 6.1.1] that there is a C-algebra
homomorphism
Ψ : HC → K
which is continuous with a dense image. Here K is given the finite topology as in
section 3.6. A routine computation yields the following lemma (left to the reader).
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A.16.1. Lemma. The following relations hold
(a) we have α(1K) = γ1SK for some γ ∈ C
×, and β(1SK) =
12o,
(b) we have Ψ(SHC) =
12o ∗Ψ(HC) ∗
12o.
From A.16.1(a) we obtain
αβ(x) = α(1K) ∗ x ∗ α(1K) = γ
2x, ∀x ∈ SK,
βα(x) = β(1SK) ∗ x ∗ β(1SK) =
12o ∗ x ∗12 o, ∀x ∈ K.
So β factors to an isomorphism
β : SK→ 12o ∗K ∗ 12o.
Thus, by A.16.1(b) the map Ψ factors to a continuous algebra homomorphism
SΨ : SHC → SK
with a dense image. So the pull back of a smooth simple SK-module by SΨ is a
simple SHC-module. It yields a map
{smooth simple SK−modules} → {simple SHC−modules}.
The injectivity is obvious, see the proof of [V, thm. 4.9(iv)].
⊓⊔
A.17. Proof of 4.1.
Proof of 4.1.1(b) : Let us prove that Tπ,+ is an integral complete intersection
of dimension 2n + n2. Let G+,⋆ ⊂ G+ be the set of diagonalizable matrices with
eigenvalues h1, h2, . . . hn such that ζ
2lhj 6= hi for each i, j and hj 6= hi for i 6= j.
Let Tπ,+,⋆ ⊂ Tπ,+ be the set of tuples (h, g
′, v, ϕ) such that h ∈ G+,⋆. Set H+,⋆ =
G+,⋆ ∩ H. Each G-orbit in Tπ,+,⋆ contains a tuple of the form (h, g
′, v, ϕ) with
h ∈ H+,⋆ and g
′ a matrix with (i, j)-th entry viϕj/(ζ
2lhj − hi). So we have
Tπ,+,⋆ ≃ (H+,⋆ × T
∗An)×H G.
It is smooth, connected and of dimension 2n+ n2.
Since Tπ,+ is given by n
2 equations, each irreducible component has dimension
> 2n+ n2. We claim that the closed subset
F = Tπ,+ \ Tπ,+,⋆
has dimension < 2n+ n2. Thus Tπ,+ is irreducible of dimension 2n+ n
2. Further
it is generically reduced and a complete intersection. So it is reduced.
Now, we concentrate on the claim. Let Jk(a) be the Jordan block of size k and
eigenvalue a. Let m be the order of ζ2l. Note that m 6= 1. Fix g ∈ G+ of the form
g =
⊕r
a=1 ga, ga =
⊕
s∈Z/m
⊕ia,s
i=1 Jka,s,i(λa ζ
2sl).
Here we have λa /∈ λbζ
2lZ if a 6= b, ia,s is an integer > 0 and ka,s = {ka,s,i; i =
1, 2, . . . , ia,s} is a decreasing sequence of integers > 0. Set na,s =
∑
i ka,s,i and
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na =
∑
a,s na,s for all a. We’ll assume that na 6= 0 and that na,s = 0 if λa = 0 and
s 6= 0. Note that g /∈ G+,⋆ iff at least one of the following conditions holds
• λa = 0 for some a,
• na,s, na,s−1 6= 0 for some a, s,
• na,s > 1 for some a, s.
The decomposition g =
⊕r
a=1 ga yields a partition of C
n, Cn,∗ into r subspaces.
For each v ∈ Cn, ϕ ∈ Cn,∗ let v =
∑
a v(a), ϕ =
∑
a ϕ(a) be the corresponding
decomposition. We have also a decomposition of each matrix A ∈ G+ as a sum of
blocs A(a, b). In the same way the define the bloc A(a, s, i, b, t, j). Let aνx,y be the
(x, y)-th entry of the bloc A(ν). We may abbreviate ax,y = a
ν
x,y when the bloc is
clear from the context. As usual we’ll set aa,s,i,b,t,jx,y = 0 if y < 1, x < 1, x > ka,s,i
or y > kb,t,j.
For g ∈ G+, z ∈ C we put Kg,z = Ker (Zg,z), Ig,z = Im(Zg,z) where
Zg,z : G+ → G+, g
′ 7→ gg′ − z2lg′g.
Set also
Vg,ζ = {(v, ϕ); v ⊗ ϕ ∈ Ig,ζ}.
Consider the map
q : Tπ,+ → G+, (g, g
′, v, ϕ) 7→ g.
We have Zg,ζ(g
′)+ v⊗ϕ = 0 for each (g, g′, v, ϕ) ∈ Tπ,+. Thus for g ∈ G+ we have
dim q−1(g) 6 dim(Vg,ζ) + dim(Kg,ζ).
Therefore we have also dim q−1(Gg) 6 n2 + d(g) where
d(g) = dim(Vg,ζ) + dim(Kg,ζ)− dim(Kg,1).
Recall that we must prove that dim(F ) < 2n+ n2.
For each r = 1, 2, . . . n let G(r) ⊂ G+ be the set of matrices which are conjugated
to a matrix
⊕r
a=1 ga as above. Given g ∈ G(r) we’ll compute d(g) as in [O, sec. 2.3].
First we assume that r = 1, i.e., we have g = ga, n = na. Note that for each
w ∈ Σn the set of tuples (v, ϕ) such that the matrix B = v⊗ϕ satisfies bx,w(x) = 0
for all x has dimension n. The following holds.
• Assume that λa = 0. We have d(g) = dim(Vg,ζ) by A.17.1(b). If (v, ϕ) ∈ Vg,ζ
the diagonal entries of v ⊗ ϕ vanish by A.17.1(c). So d(g) 6 n 6 2n− 1.
• Assume that λa 6= 0 and either na,s = 0 or na,s−1 = 0 for each s. We have
d(g) < dim(Vg,ζ) by (A.17.2). Hence d(g) 6 2n − 1. Further if na,s > 1
for some s then either ka,s,1 > 2 or ia,s > 2, and in both cases we have
d(g) < dim(Vg,ζ)− 1 by (A.17.2), so d(g) < 2n− 1.
• Assume that λa 6= 0 and na,s, na,s−1 6= 0 for some s. The equations in
A.17.1(c) are non-trivial. So we have dim(Vg,ζ) < 2n. Thus d(g) 6 2n − 1.
Further d(g) < 2n− 1 if ka,s 6= ka,t for some t by A.17.1(b).
• Assume that λa 6= 0 and ka,s = ka,t for each s, t. Since m > 1 we have
also n > 1. Choose s = t + 1. We have d(g) = dim(Vg,ζ) by A.17.1(b).
Given (v, ϕ) ∈ Vg,ζ we put B = v ⊗ ϕ. By A.17.1(c) the diagonal entries of
B(a, s, a, t) vanish. Thus we have dim(g) 6 n < 2n− 1.
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Now let r be arbitrary. By A.17.1(a) we have d(g) 6
∑
a d(ga). The discussion
above implies that d(ga) 6 2na− 1 for all a. Further the equality may only occur if
• λa = 0 and na = 1,
• λa 6= 0, either na,s = 0 or na,s−1 = 0 for each s, and na,s 6 1 for each s.
In the second case we have necessarily g ∈ G+,⋆. So if g ∈ G(r) ∩ (G+ \ G+,⋆)
then d(g) 6 2n− r and the equality occurs only if g /∈ G. For each a the matrix ga
has only one continuous paramater if λa 6= 0, and 0 else. So we have
dim(q−1G(r) ∩ F ) < 2n+ n2, ∀r.
We are done.
⊓⊔
A.17.1. Lemma.
(a) We have d(g) 6
∑
a d(ga).
(b) If r = 1 then dim(Kg,ζ) 6 dim(Kg,1) with the equality iff either λa = 0 or
ka,s = ka,t for each s, t.
(c) If r = 1 and A ∈ Ig,ζ has rank one then a
a,s,i,a,t,j
x,y = 0 if y−x 6 min{0, ka,t,j−
ka,s,i} and either λa = 0 or s = t+ 1.
Proof : (a) First we claim that
Kg,ζ =
⊕
aKga,ζ , Kg,1 =
⊕
aKga,1.
We have A ∈ Kg,ζ iff
Jka,s,i(λaζ
2sl)A(a, s, i, b, t, j) = ζ2lA(a, s, i, b, t, j)Jkb,t,j (λbζ
2tl), ∀a, s, i, b, t, j.
These equations are equivalent to the following ones
ax,y(λaζ
2sl − λbζ
2(t+1)l) = ζ2lax,y−1 − ax+1,y , ∀x, y, a, s, i, b, t, j
where the upperscript a, s, i, b, t, j is omitted. These equations are also equivalent
to the following
• if a 6= b or (a = b, λa 6= 0, s 6= t+ 1) then A(a, s, i, b, t, j) = 0,
• else ax+1,y = ζ
2lax,y−1 for each x = 1, 2, . . . , ka,s,i, y = 1, 2, . . . , kb,t,j (in
particular we have ax,y = 0 if x− y > min{0, ka,s,i − kb,t,j}).
This implies the first claim. The second one is identical.
Now, the assignment (v, ϕ) 7→ (v(a), ϕ(a)) maps Vg,ζ into Vga,ζ because
A = Zg,ζ(g
′)⇒ A(a, a) = Zga,ζ(g
′(a, a)).
Thus we have dim(Vg,ζ) 6
∑
a dim(Vga,ζ). We are done.
(b) Set r = 1. For each u we put ha,s,u = ♯{i; ka,s,i > u}. If λa 6= 0 the equations
above imply that dim(Kg,ζ) =
∑
s,i,j min{ka,s,i, ka,s−1,j}. Hence we have
(A.17.2)
dim(Kg,ζ)− dim(Kg,1) =
∑
s,i,j
(
min{ka,s,i, ka,s−1,j} −min{ka,s,i, ka,s,j}
)
=
∑
s
∑
u>1
ha,s,u
(
ha,s−1,u − ha,s,u
)
= −
∑
s
∑
u>1
(ha,s,u − ha,s−1,u)
2/2.
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If λa = 0 they yield dim(Kg,ζ) = dim(Kg,1) =
∑
i,j min{ka,0,i, ka,0,j}.
(c) Set r = 1. Note that A ∈ Ig,ζ iff tr(AB) = 0 for all B ∈ Kg,ζ−1 .
Assume first that λa 6= 0. For each triple (a, s, i) we have
∑
b,t,j
tr(A(a, s, i, b, t, j)B(b, t, j, a, s, i)) = 0, ∀B ∈ Kg,ζ−1
iff we have
ka,s,i∑
e=1
ζ−2leaa,s,i,b,t,je,y+e = 0
if y 6 min{0, kb,t,j − ka,s,i}, a = b and either s = t + 1 or λa = λb = 0. The claim
follows, because the lowest non-zero diagonal of a rank one matrix contains only
one nonzero entry.
If λa = 0 we get the equations
ka,0,i∑
e=1
ζ−2leaa,0,i,a,0,je,y+e = 0
for all i, j and all y 6 min{0, ka,0,j − ka,0,i}. We are done.
⊓⊔
Proof of 4.1.2 : (a) Fix a tuple x = (h, g′, v, ϕ) ∈ Tπ,⋆. We may assume that
h ∈ H⋆. The equation m+(x) = 0 implies that the (i, j)-th entry of g
′ is
viϕj/(ζ
2lhj − hi).
Since the matrix g′ is invertible this yields v, ϕ ∈ H. Set h′ = vϕ/h and g = ϕ/h.
We have gx = xh,h′ . So Tπ,⋆ consists of all tuples in Tπ whose G-orbit contains
a representative in {xh,h′ ;h ∈ H⋆, h
′ ∈ H}. Thus the assignment (h, h′) 7→ xh,h′
yields an isomorphism
(H⋆ ×H)/Σn → Tπ,⋆/G = N⋆.
We have Tπ,⋆ ⊂ Tπ,♥ and FT (T
′
π,⋄) = Tπ,⋄. Let us check that Tπ,⋆ ⊂ Tπ,⋄.
Fix h, h′ as above. Any subspace of Cn,∗ containing h and stable by the h-action
contains hm for all m ∈ Z. Thus Cn,∗ is the only subspace with these properties,
because hi 6= hj if i 6= j. Hence xh,h′ ∈ Tπ,⋄ by 2.5.6(c).
(b) It is easy to see that m+ is a submersion at each point of Tπ,⋄. So Tπ,⋄ is
smooth. The freeness of the G-action follows from 2.5.6(c).
The proof that q yields an isomorphism T⋆ → N⋆ is easy. It suffices to note that
if x ∈ Tπ,⋆ then we may assume that x = xh,h′ for some h, h
′ by part (a). Then the
claim is routine.
Now, let us concentrate on the second claim. We have O(N) = O(Tπ)
0. By
A.17.4 the algebra O(N) is generated by the set
{(detm)±1, tr(m), ϕ(mv);m}.
Here m runs over all monomials in g, g′. Since mS = ζ
2le over Tπ, it is indeed
generated by the subset
{(detm)±1, tr(m);m}.
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So the pull-back by the map Tπ ⊂ S¯π → D, (g, g
′, v, ϕ) 7→ (g, g′) yields a surjective
algebra homomorphism
(A.17.3) O(D)0 → O(N).
The Poisson bracket on O(N) is the restriction of the Poisson bracket on O(Tπ).
By 2.2.3(e) we have O(D) = Z(D′). Thus A.10.2 yields a Poisson bracket on D.
The inclusion O(D) ⊂ O(S¯π) is a Poisson homomorphism. See the proof of 2.5.6(d).
So the map (A.17.3) is a Poisson algebra homomorphism. Thus, to compute the
Poisson bracket on N it is enough to compute the bracket on D. To do so we may
assume that l = 1. By 1.8.3 we have
{L1, L2} = R
c
21L1L2 − L1L2R
c
12 + L1R
c
12L2 − L2R
c
21L1
{L′1, L
′
2} = R
c
21L
′
1L
′
2 − L
′
1L
′
2R
c
12 + L
′
1R
c
12L
′
2 − L
′
2R
c
21L
′
1
{L1, L
′
2} = −R
c
21L1L
′
2 − L1L
′
2R
c
21 + L
′
2R
c
21L1 − L1R
c
12L
′
2,
where Rc is the classical R-matrix corresponding to Rq. This is exactly the formulas
in [FR, A2-A.4] (up to a sign).
⊓⊔
A.17.4. Lemma. Let A be a field of characteristic 0 or large enough. The A-
algebra O(D × T ∗An)+ is generated by
{det(ϕm1, ϕm2, . . . ϕmn),det(m)
±1, tr(m), ϕ(mv)}
where m, mi are monomials in g, g
′. Further the natural map O(D×An,∗×G)+ →
O(Tπ)
+ is surjective.
Proof : Since a field extension is faithfully flat, it is enough to assume that A is an
algebraically closed field. Then the first claim is well-known. Let us concentrate
on the second one. Recall the homomorphism
O(D × An,∗ ×G)→ O(D × T ∗An),
f ⊗ w ⊗ 1 7→ f ⊗ 1⊗ w,
f ⊗ 1⊗ cψ,w 7→ ψ(w)f ⊗ 1⊗ 1 + f ⊗ ψ ⊗ w.
The induced map O(D × An,∗ × G)+ → O(D × T ∗An)+ is surjective by the first
part of the lemma. The restriction O(D×T ∗An)→ O(Tπ) is also surjective. Thus,
if the characteristic of A is large enough, we have a surjection by A.11.3
O(D × An,∗ ×G)+ → O(Tπ)
+.
⊓⊔
Proof of 4.1.3 : Recall that O(N) = T 0 by 2.6.2(a). Thus the maps z, z′ in (1.11.2)
yield an algebra homomorphism L → O(N). See the proof of 3.4.1. A routine
computation shows that this map equip O(N) with the structure of a L-module of
finite type.
⊓⊔
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A.18. Proof of 4.2.
Proof of 4.2.2 : First, note thatM is a torsion-free B-module, becauseM ⊂M ⊗K
and B ⊂ B⊗K. Further M ⊗ k and M ⊗K are locally free over B⊗ k and B⊗K
respectivelly, because they are flat and the B-module M is finitely presented. So
it is enough to check that both ranks coincide. Let B′ be the localization of B at
the generic point of Spec (B⊗ k). It is a DVR. Further the B′-module M ⊗B B
′ is
finitely generated and torsion-free. Thus M ⊗BB
′ is a free B′-module. This implies
our claim.
⊓⊔
Proof of 4.2.4 : (a) Serre’s functor Qgr(A)→Qcoh(OX) is an equivalence of cate-
gories which takes B to the sheaf of OX -algebras E . Thus it yields an equivalence
of categories Qgr(B) → Qcoh(E) such that B 7→ E . There is also an equivalence
of categories Qgr(B) →Qcoh(OY ) such that B 7→ OY . Therefore we have graded
ring isomorphisms
H•(Y,OY ) = Ext
•
OY
(OY ,OY ) = Ext
•
E(E , E).
So the claim follows from the adjunction formula (i.e., Frobenius reciprocity), which
gives
Ext•E(E , E) = Ext
•
OX (OX , E) = H
•(X, E).
(b) By A.18.2 we have H>0(X, E) ⊗ k = 0. Since E is a coherent sheaf and f is
a proper morphism, for each i we have the O(Y¯i)-module of finite type
Hi = H
>0(X, E)⊗O(Y ) O(Y¯i).
Note that
Hi ⊗A k = (H
>0(X, E)⊗ k)⊗O(Y⊗k) O(Y¯i ⊗ k) = 0.
Note also that O(Y¯i) is a domain and that there is a morphism O(Y¯i)→ k. Further
a module of finite type over a CID which vanishes at some closed point is generically
trivial by Nakayama’s lemma. Thus we have
(A.18.1) Hi ⊗O(Y¯i) K(Y¯i) = 0.
On the other hand H•(X ⊗ C, E ⊗ C) is a Poisson order over Y ⊗ C by A.10.3(b).
Hence its restriction to Yi ⊗C is locally free for each i by A.10.3(a), thus it is zero
by (A.18.1). Since {Yi ⊗C} is a partition of Y ⊗C into locally closed subsets, this
implies that H>0(X ⊗ C, E ⊗ C) = 0.
⊓⊔
A.18.2. Lemma. Let A be a DVR with residue field k. Let X be a separated
A-scheme of finite type and E ∈ Qcoh(OX). If E is a flat A-module there is an
exact sequence
0→ H•(X, E)⊗ k→ H•(X ⊗ k, E ⊗ k)→ TorA1 (H
•+1(X, E), k)→ 0.
Proof : Since X is a Noetherian separated scheme H•(X, E) is the cohomology
of the Cech complex of an affine open cover X =
⋃
i Ui. Each term of the Cech
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complex is a flat A-module, because E is flat. Thus, the claim follows from the
universal coefficient theorem, see [B2, X.4 cor. 1].
⊓⊔
Proof of 4.2.7 : Let us give a few details on the splitting of T on the completion T̂x
of T along the subscheme q−1(x). The rest of the proof is as in [BFG], [BK1]. We
must check that there is a vector bundle Vx on T̂x such that
T|T̂x ≃ EndOT̂x
Vx.
Morita equivalence classes of sheaves of Azumaya algebras on a scheme X are
classified by the Brauer group Br(X). We must check that the class [T] of T in
Br(T ) belongs to q∗(Br(N)), because the Brauer group of a local complete C-
algebra is trivial.
Recall that D0 is a Σn-equivariant Azumaya algebra over D0 (it is a quantum
torus). Hence its class belongs to Br(Spec (D0))
Σn . A theorem of Gabber implies
that Br(X) is the torsion part of the e´tale cohomology group of the sheaf Gm,X if
X is affine. Since ζ2l = 1 we have N ≃ Spec (DΣn0 ). So the norm-map associated
to the projection r : Spec (D0)→ N gives a map
r∗ : Br(Spec (D0))
Σn → Br(N).
Fix an element 0 6= f ∈ L such that Tf ≃ Nf and T(Tf ) = T
0
f . We have proved
that Φ yields algebra isomorphisms
T(Tf ) ≃ D
Σn
0,f , O(Tf ) ≃ D
Σn
0,f .
See the proof of 4.2.1(b). Therefore we have
T|Tf ≃ q
∗(r∗(D0)|Nf ).
The restriction to a Zariski open dense subset induces an injective morphism of the
corresponding Brauer groups. Thus we have
[T] = q∗r∗[D˜0].
⊓⊔
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List of notations
1.1: X, X+, Y , Y+, Π, Π+, G, H, U+, U−, Σn, Σ̂n, Σ˜n, P , I, δ,
1.2: A◦, Z(A), Mod
lf(A), Aχ, Gr(A), Qgr(A), M˜ , lgd(A), fd(M), pd(M), CID,
ID, NID, CNID, DVR, v¯i, ϕ¯i, eij ,
1.3: H◦, Hε, He, Hlf, F, U[2], U[3], Λ, r±s , R
±, ̟2, ̟3, κ, κ¯,
1.4: Mod(A,H), F′, A♯H, U(2), ℓ, ∂⊲,
1.5: A//χH
′, A//H′,
1.6: X ′, K, U, U±, U0, a, a
′, V (λ), M(λ), ei, fi, kλ, ki, vλ, ϕλ, q
λ,
1.7: F, F′, F+, F
′
+, F0, FΣ, F
π, U′, (U′)[i], U′Σ, Uπ, U
′
π, Uπ˜, V, R
q, Σ, ̺0, cλ, cij , c¯λ,
c¯ij, GΣ,
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1.8: D⊳, D⊲, D, D
′, D+, D
′
+, (U
′)e, ∂2,
1.9: Rπ⊲ , R
π, RπΣ,
1.10: H, H′, G, Gπ, E, E+, E⊲, E
π, S, Sπ, ∂3, ∂a, ∂b, ∂c, ∂d, γ, γ
′, ψ,
1.11: V ⊗ˆF, I(V,W ), D0, D0,⋆, F0,⋆, Gχ, T
0, W , Φ, L, Ω, ∇, ̺, π, gλ, χ, aµ,
2.1: G∗, D, D∗, DΣ, e¯i, f¯i, h¯λ,
2.2: A, A, K, k, Γc, Ac, Ac, Kc, Kc, kc, A♭, A♭, K♭, k♭, D, F, F
′, U˙, U, U′, D, F ,
U , U ′, zD, zU ′ , zF , a, s0, s, xα, yα, zλ, c, k, m, l = p
e,
2.3: H•A(λ), R
π
+,A, TA,
2.4: R, R, Rπ, R¯π, Rπ,Σ, R, V, V , A
n
⋄ , mR, Gπ,
2.5: S, Sπ, S, S¯π, Sπ, Sπ,⋄, Sπ,
2.6: Sπ(s), T , T , Tt, Tπ, N , mS , q, [g, g
′],
2.7: T, Tu, Tπ,⋄, T, Tπ, p,
3.1: H, SH, o, FH , xλ, yλ,
3.3: Ψ, Ψ′,
3.4: L, CM , σx, σy,
3.6: SKA, S˜L(F),
4.1: H⋆, G⋆, Tπ,Σ, Tπ,⋆, Tπ,♥, N♥, FT , xh,h′ , D+, m+, Tπ,+,
A.8: D∗Σ, Σ
l, a′, †.
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