In this paper, downscaling models are developed using a Linear Multiple Regression (LMR) and Artificial Neural Networks (ANNs) for obtaining projections of mean monthly precipitation to lake-basin scale in an arid region in India. The effectiveness of these techniques is demonstrated through application to downscale the predictand (precipitation) for the Pichola lake region in Rajasthan state in India, which is considered to be a climatically sensitive region. The predictor variables are extracted from (1) the National Centers for Environmental Prediction (NCEP) reanalysis dataset for the period 1948-2000, and (2) the simulations from the third-generation Canadian Coupled Global Climate Model (CGCM3) for emission scenarios A1B, A2, B1 and COMMIT for the period 2001-2100. The scatter plots and crosscorrelations are used for verifying the reliability of the simulation of the predictor variables by the CGCM3. The performance of the linear multiple regression and ANN models was evaluated based on several statistical performance indicators. The ANN based models is found to be superior to LMR based models and subsequently, the ANN based model is applied to obtain future climate projections of the predictand (i.e precipitation). The precipitation is projected to increase in future for A2 and A1B scenarios, whereas it is least for B1 and COMMIT scenarios using predictors. In the COMMIT scenario, where the emissions are held the same as in the year 2000.
INTRODUCTION
General Circulation Models (GCMs) are the most powerful tools available to simulate evolving and future changes in the climate system. GCMs are able to simulate reliably the most important mean features of the global climate at planetary scales. Global circulation models (GCMs) are numerical models that represent the large-scale physical processes of the earth-atmosphere-ocean system and have been designed to simulate the past, present, and future climate [1] [2] [3] .
Precipitation is an important parameter for climate change impact studies. A proper assessment of probable future precipitation and its variability is to be made for various water resources planning and hydro-climatology scenarios. Recently, downscaling of precipitation has found wide application in hydro-climatology on various time scale for scenario construction and simulation of (i) low-frequency rainfall events [4] (ii) daily precipitation [5] (iii) seasonal precipitation [6] (iv) daily and monthly precipitation [7] (v) monthly precipitation [8] (vi) monthly precipitation [9] (vii) seasonal precipitation [10] , daily precipitation [11] and monthly precipitation [12] (viii) monthly precipitation [13] and annual precipitation [14] .
The GCMs are usually run at coarse-grid resolution and as a result, fields from GCMs are mostly inappropriate for *Address correspondence to this author at the Dept. of Civil Engineering, Indian Institute of Technology, Roorkee, India; Tel: +91-1332-285494; Fax: +91-1332-273560; E-mail: goyaldce@iitr.ernet.in direct application because of the limited and poor representation of sub-grid-scale features like orography, land use, and dynamics of mesoscale processes. While these models are most accurate at large (continental, hemispheric, and global) spatial scales, smaller-scale (at or near the spatial resolution of the GCMs) climatic details are less well portrayed [1, [15] [16] . This makes them unsuitable to many impact modelers, particularly hydrologists and water resources planner interested in local/regional-scale hydrological variability. Hence, a variety of approaches to the 'downscaling' of grid-scale (hundreds of km) GCM information to local-scale surface climate have been devised in last few decade [17] [18] [19] .
Artificial Neural Networks (ANNs) are used in this application to derive relationships between the grid circulation variables and the local climatic variables. This provides a powerful base learner, with advantages such as nonlinear mapping and noise tolerance, increasingly used in the Data Mining (DM) and Machine Learning (ML) fields [20] . An ANN is characterized by an architecture that represents the pattern of connection between nodes, a method for determining the connection weights, and an activation function [21] . ANNs are analogous in application to multiple regression, with the added advantage that they are inherently non-linear, and particularly robust in finding and representing relationships in the presence of noisy data. The application of ANNs and utility for downscaling applications may be found in Sailor et al. [3] ; Hewitson and Crane [22] ; and Schoof and Pryor [23] . ANNs have proved particularly effective in downscaling precipitation and temperature, where there is a significant non-linear relationship that more traditional techniques such as regression do not capture well [23] .
The objective of this study is to assess the effectiveness of neural networks to downscale mean monthly precipitation by comparing with linear multiple regression (LMR) on a lake catchment in an arid region from simulations of CGCM3 for latest IPCC scenarios. The scenarios which are studied in this paper are relevant to Intergovernmental Panel on Climate Change's (IPCC's) fourth assessment report (AR4) which was released in 2007.
The remainder of this paper is structured as follows: Section 2 provides a description of the study region and reasons for its selection. Section 3 provides details of various data used in the study. Section 4 describes how the various predictor variables behave for the different scenarios and the reasons for selection of the probable predictor variables for downscaling. Section 5 explains the proposed methodology for development of the regression based and ANN based model for downscaling precipitation to the lake basin. Section 6 presents the results and discussion. Finally, Section 7 provides the conclusions drawn from the study.
STUDY REGION
The study area of the research is the Pichola lake catchment in Rajasthan state in India that is situated from 72.5°E to 77.5°E and 22.5°N to 27.5°N. It receives an average annual precipitation of 597 mm. It has a tropical monsoon climate where most of the precipitation is confined to a few months of the monsoon season. The south-west (summer) monsoon has warm winds blowing from the Indian Ocean causing copious amount of precipitation during JuneSeptember months. The location map of the study region is shown in Fig. (1) . The observed monthly precipitation has been shown in Fig. (2) . for various months of year 2000.
Pichola lake is about 3.62 km in length from north to south and 2.41 km in width from east to west with a mean depth of 5.6 m. It is estimated that the lake contains 418 million cubic feet of water and covers an area of 9.71 sq km. It is fed mainly from rainwater and also from the Sisarma tributary [24] .
The Pichola lake basin is one of the major sources for water supply for this arid region. During the past several decades, the streamflow regime in this catchment has changed considerably, which resulted in water scarcity, low agriculture yield and degradation of the ecosystem in the study area [25] . Regions with arid and semi-arid climates could be sensitive even to insignificant changes in climatic characteristics [26] . Investigations of IPCC (2001) indicate that the mean monsoon precipitation in the region will intensify in future [27] . Understanding the relationships among the hydrologic regime, climate and environmental factors, and anthropogenic effects is important for the sustainable management of water resources in the entire catchment. The motivation of the present study is the need to assess plausible impact of climate change on precipitation in the study region, which has implications on inflows into the Pichola lake which is frequently prone to water shortage and is considered to be a climatically sensitive region and hence, this study area was chosen because of aforementioned reasons.
DATA EXTRACTION

Reanalysis Data
The monthly mean atmospheric climatic variables were derived from the National Center for Environmental Prediction (NCEP/NCAR) (hereafter called NCEP) reanalysis data set for a period of January 1948 to December 2000 [28] . The data have a horizontal resolution of 2.5° latitude x longitude and seventeen constant pressure levels in vertical. The atmospheric variables are extracted for nine grid points whose latitude ranges from 22.5 to 27.5 °N, and longitude ranges from 72.5 to 77.5 °E at a spatial resolution of 2.5°.
Meteorological Data
The precipitation data is used at monthly and annual time scale for Pichola lake which is located in Udaipur district at 24° 34'N latitude and 73°40'E longitude [25] . Data were available for the period 1974 to 2000 at annual time scale and were available for the period January 1990 to December 2000 at monthly time scale.
GCM Data
The Canadian Center for Climate Modeling and Analysis (CCCma) (http://www.cccma.bc.ec.gc.ca/) provides GCM data for a number of surface and atmospheric variables for the CGCM3 T47 version which has a horizontal resolution of roughly 3.75° latitude by 3.75° longitude and a vertical resolution of 31 levels. CGCM3 is the third version of the CCCma Coupled Global Climate Model which makes use of a significantly updated atmospheric component AGCM3 and uses the same ocean component as in CGCM2. The data comprise of present-day (20C3M) and future simulations forced by four emission scenarios, namely A1B, A2, B1 and COMMIT. Data was obtained for CGCM3 climate of the 20th Century (20CM3) experiments used in this study. Herein, it is to be mentioned that the spatial domain of climate variables is chosen following the suggestions in Wilby and Wigley [19] .
The nine grid points surrounding the study region are selected as the spatial domain of the predictors to adequately cover the various circulation domains of the predictors considered in this study. The GCM data is re-gridded to a common 2.5° using inverse square interpolation technique [29] . The utility of this interpolation algorithm was examined in previous downscaling studies [8, [30] [31] [32] [33] [34] .
The development of downscaling models for the predictand variable precipitation begins with selection of potential predictors, followed by training and validation of the LMR and ANN downscaling model. The developed model is then used to obtain projections of precipitation from simulations of CGCM3.
SELECTION OF PREDICTORS
For downscaling predictand, the selection of appropriate predictors is one of the most important steps in a downscaling exercise. The predictors are chosen by the following criteria: (1) they should be skillful in representing large-scale variability that is simulated by the GCMs and are readily available from archives of GCM output and reanalysis data sets; (2) they should strongly correlated with the with the surface variables of interest/predictands i.e. they should be statistically significant contributors to the variability in precipitation; (3) they should represent important physical processes in the context of the enhanced greenhouse effect [33] [34] [35] . Various authors have used large-scale atmospheric variables, namely air temperature (at 925, 500 and 200 mb pressure levels), geopotential height (at 500 and 200 mb pressure levels), zonal (u) and meridional (v) wind velocities (at 925 and 200 mb pressure levels), as the predictors for downscaling GCM output to mean monthly precipitation over a catchment [8, 17, 36, 37] .
As suggested by Wilby et al. [38] , predictors have to be selected based both on their relevance to the downscaled predictands and their ability to be accurately represented by the GCMs. Scatter plots and cross-correlations are in use to select predictors to understand the presence of nonlinearity/ linearity trend in dependence structure [39] . Scatter plots and cross-correlations between each of the predictor variables in NCEP and GCM datasets are useful to verify if the predictor variables are realistically simulated by the GCM. Scatter plots are prepared and cross-correlations are computed between the predictor variables in NCEP and GCM datasets (Figs. 3 and 4) . The cross correlations are estimated using three measures of dependence namely, product moment correlation [40] , Spearman's rank correlation [41, 42] and Kendall's tau [43] . Scatter plots and cross-correlations between each of the predictor variables in NCEP and GCM datasets are useful to verify if the predictor variables are realistically simulated by the GCM.
DEVELOPMENT OF DOWNSCALING MODEL
For downscaling precipitation, the probable predictor variables that have been selected to develop the models are considered at each of the nine grid points surrounding and within the study region (shown in Fig. 2) . Cross-correlations are computed between the probable predictor variables in NCEP and GCM data sets. Subsequently, a pool of potential predictors is identified by specifying threshold values for the computed cross-correlations. In order to relate the large-scale weather patterns to the local scale, downscaling is necessary. The relationships between these scales can be determined by a number of methods including regression, canonical correlation analysis [44, 45] , artificial neural networks [23, 46, 47] .
In this study, linear multiple regression and artificial neural networks (ANNs) are used to downscale mean monthly precipitation. The data of potential predictors is first stan -Fig. (3) . Scatter plots prepared to investigate dependence structure between probable predictor variables in NCEP and GCM datasets. Fig. (4) . Bar plots for cross-correlation computed between probable predictors in NCEP and GCM datasets. P, S and K represent product moment correlation, Spearman's rank correlation and Kendall's tau respectively. dardized. Standardization is widely used prior to statistical downscaling to reduce bias (if any) in the mean and the variance of GCM predictors with respect to that of NCEPreanalysis data [38] . Fig. (2) shows the grid points superposed on the map of Rajasthan state of India. In this study, standardization is done for a baseline period of 1948 to 2000 because it is of sufficient duration to establish a reliable climatology, yet not too long, nor too contemporary to include a strong global change signal [38] . The dimension of the GCM output dataset extracted is 9X9=81 (air temperature (at 925, 500 and 200 mb pressure levels), geopotential height (at 500 and 200 mb pressure levels), zonal and meridional wind velocities (at 925 and 200 mb pressure levels) at each of the nine grid points).
Linear multiple regression are performed on dimensionality set of selected predictors. Multi-dimensionality of the predictors may lead to a computationally complicated and large sized model with high muti-collinearity (high correlation between the explanatory variables/regressors). To reduce the dimensionality of the explanatory dataset, Principal Component Analysis (PCA) is performed. The use principal component (PCs) as input to a downscaling model helps in making the model more stable and at the same time reduces it computationally burden. The data of standardized NCEP predictor variables is then processed using principal component analysis to extract principal components (PCs) which are orthogonal and which preserve more than 98% of the variance originally present in it. A feature vector is formed for each month/year of the record using the PCs. The feature vector is the input to the linear multiple regression and ANN model, and the contemporaneous value of predictand is the output.
To develop the linear multiple regression and ANN downscaling model, the feature vectors which are prepared from NCEP record are partitioned into a training set and a test set. Feature vectors in the training set are used for calibrating the model, and those in the test set are used for validation. The 27-year annual observed temperature-data series was broken up into a calibration period and a validation period. The models were calibrated on the calibration period 1974 to 1994 and validation involved period and 1995 to 2000. The monthly data series was broken from January 1990 to December 1995 as calibration period and from January 1996 to December 2000 as validation period. The various error criteria are used as an index to assess the performance of the model. Based on the latest IPCC scenario, total 10 models were constructed for predictand of both approaches (LMR and ANN). These models for mean monthly and annual precipitation were evaluated based on the accuracy of the predictions for training and testing data set. Table I and III shows the values of regression coefficients of regression models at annual and monthly scale respectively while Table  II and IV shows certain details of different ANN downscaling models at annual and monthly scale respectively. For linear multiple regression, there will be two models (viz LMRM1 and LMRM2). LMRM1 and LMRM2 refer to linear multiple regression models using principal component analysis at annual and monthly time scale respectively. For NN, there will be eight models (viz. ANNM1 to ANNM8), one for each IPCC scenario at annual and monthly time scale. ANNM1 to ANNM4 denotes to artificial neural network model at annual time scale and ANNM5 to ANNM8 denotes to artificial neural network model at monthly time scale.
RESULTS AND DISCUSSIONS
Downscaling models are developed following the methodology described in Sections 5 and 6. The results and discussion are presented in this section.
Potential Predictor Selection
The most relevant probable predictor variables necessary for developing the downscaling models are identified by using scatter plots and the three measures of dependence following the procedure described in Section 5. The scatter plots and cross-correlations enable verifying the reliability of the simulations of the predictor variables by the GCM. The scatter plots between the probable predictor variables in NCEP and GCM datasets are shown in Fig. (3) , while the cross correlations computed between the same are shown in Fig. (4) . In general, the most of predictor variables are realistically simulated by the GCM where CC was greater than 0.65. It is noted that air temperature at 925 mb (Ta 925) is the most realistically simulated variable with a CC greater than 0. It is to be noted that these figures represent how well the predictors simulated by NCEP and GCM are correlated. Generally, the correlations are not very high due to the differences in the simulations of GCM (e.g. for different runs) and possible errors in NCEP-reanalysis. In addition, the inherent errors such as to re-gridding from GCM scale to NCEP scale also contribute to low correlation.
Downscaling and Performance of GCM Models
Six predictor variables namely air temperature (925 mb), zonal wind (925 mb) , meridoinal wind (925 mb), air temperature (200 mb), air temperature (500 mb) and zeopotential height(200mb) at 9 NCEP grid points with a dimensionality of 54, are used which are highly correlated with each other. Multiple linear regressions were performed on these data sets. Principal Component Analysis (PCA) [32, 48] is performed to transform the set of correlated Ndimensional predictors (N = 54) into another set of Ndimensional uncorrelated vectors (called principal components) by linear combination, such that most of the information content of the original data set is stored in the first few dimensions of the new set. It is observed that the four leading principal components (PCs) of the PCA method explained about 98% of the information content (or variability) of the original predictors. Hence, PCs are extracted to form feature vectors from the standardized data of potential predictors. These feature vectors are provided as input to the linear multiple regression and ANN downscaling model. The architecture of ANN is decided by trial and error procedure. A comprehensive search of ANN architecture is done by varying the number of nodes in hidden layer. The network is trained using back-propagation algorithm. Tan sigmoid activation function has been used in hidden layer(s), whereas linear activation function has been used in the output layer. The network error is computed by comparing the network output with the target or the desired output. Mean square error is used as an error function. Results of the different models (ANNM1 to ANNM8) as discussed in Table II  and Table IV are tabulated (see Table VII and Table VIII) 
:
It can be observed from Table V to Table VIII that the performance of ANNs for mean monthly and annually precipitation is clearly superior to that of LMR based models. All statistical performance indicators have performed better between predicted and observed value for ANN models.
Once the downscaling models have been calibrated and validated, the next step is to use these models to downscale the control scenario simulated by the GCM. The GCM simu- From the box plots of downscaled predictand (Fig. 5) , it can be observed that precipitation are projected to increase in future for A1B, A2 and B1 scenarios. The projected increase of precipitation is high for A1B and A2 scenarios whereas it is least for B1 scenario. This is because among the scenarios considered, the scenario A1B and A2 have the highest concentration of atmospheric carbon dioxide (CO2) equal to 720 ppm and 850 ppm, while the same for B1 and COMMIT scenarios are 550 ppm and 370 ppm respectively. Rise in concentration of CO2 in the atmosphere causes the earth's average temperature to increase, which in turn causes increase in evaporation especially at lower latitudes. The evaporated water would eventually precipitate [17] . In the COMMIT scenario, where the emissions are held the same as in the year 2000, no significant trend in the pattern of projected future precipitation could be discerned. The overall results show that the projections obtained for precipitation are indeed robust. A comparison of mean annual observed precipitation with precipitation simulated using several ANN downscaling models(viz. ANNM1 to ANNM4) have been shown in Fig. (6 to 9) for calibration and validation period. Calibration period is from 1974 to 1995, and the rest is validation period. Similarly, a comparison of mean monthly observed precipitation with precipitation simulated using several ANN downscaling models (viz. ANNM5 to ANNM8) have been shown in Figs. (10 to 13) for calibration Fig. (5) . Box plots results from the ANN-based downscaling model for the predictand precipitaion. Fig. (6) . Typical results for comparison of the mean annual observed precipitation with precipitation simulated using ANN downscaling model ANNM1 for NCEP data. In the figure, calibration period is from 1974 to 1994, and the rest is validation period. Fig. (7) . Typical results for comparison of the mean annual observed precipitation with precipitation simulated using ANN downscaling model ANNM2 for NCEP data. In the figure, calibration period is from 1974 to 1994, and the rest is validation period .   Fig. (8) . Typical results for comparison of the mean annual observed precipitation with precipitation simulated using ANN downscaling model ANNM3 for NCEP data. In the figure, calibration period is from 1974 to 1994, and the rest is validation period. Fig. (9) . Typical results for comparison of the mean annual observed precipitation with precipitation simulated using ANN downscaling model ANNM4 for NCEP data. In the figure, calibration period is from 1974 to 1994, and the rest is validation period. Fig. (10) . Typical results for comparison of the amean monthly observed precipitation with precipitation simulated using ANN downscaling model ANNM5 for NCEP data. In the figure, calibration period is from January 1990 to Decmber 1995, and the rest is validation period. Fig. (11) . Typical results for comparison of the amean monthly observed precipitation with precipitation simulated using ANN downscaling model ANNM6 for NCEP data. In the figure, calibration period is from January 1990 to Decmber 1995, and the rest is validation period.
Fig. (12).
Typical results for comparison of the amean monthly observed precipitation with precipitation simulated using ANN downscaling model ANNM7 for NCEP data. In the figure, calibration period is from January 1990 to Decmber 1995, and the rest is validation period. Fig. (13) . Typical results for comparison of the amean monthly observed precipitation with precipitation simulated using ANN downscaling model ANNM8 for NCEP data. In the figure, calibration period is from January 1990 to Decmber 1995, and the rest is validation period. and validation period. Calibration period is from Jaunary 1990 to Decmeber 1995, and the rest is validation period.
CONCLUSION
This paper investigates the applicability of the linear multiple regression and neural network for downscaling precipitation from GCM output to local scale. The proposed neural network model is shown to be statistically superior compared to linear multiple regression based downscaling model. The effectiveness of this model is demonstrated through the application of lake catchment in arid region in India. The predictand are downscaled from simulations of CGCM3 for four IPCC scenarios namely SRES A1B, A2, B1 and COMMIT. Scatter plots and cross-correlations are used for studying the reliability of the predictor variables GCM.
The results of downscaling models show that precipitation is projected to increase in future for A2 and A1B scenarios, whereas it is least for B1 and COMMIT scenarios using predictors. These results are in agreement with those obtained for precipitation projections for another river basin in India [12] . 
