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Abstract
We present a homogenization result for L∞ variational problems in general stationary ergodic random
environments. By introducing a generalized notion of distance function (a special solution of an associ-
ated eikonal equation) and demonstrating a connection to absolute minimizers of the variational problem,
we obtain the homogenization result as a consequence of the fact that the latter homogenizes in random
environments.
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1. Introduction
We study absolute minimizers uε of the L∞ variational problem
minimize ess sup
x∈U
H
(
Dv(x),
x
ε
,ω
)
subject to v = g on ∂U. (1.1)
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space. Roughly speaking, H is assumed to be convex and coercive in p, stationary and ergodic
in (y,ω) and sufficiently regular in (p, y). The precise assumptions are stated in Section 2. The
domain U ⊆Rn is taken to be bounded and smooth and g ∈ C(∂U) is given.
Our main result is that, under certain natural conditions, an absolute minimizer uε of (1.1)
converges, almost surely in ω and uniformly in U , as ε → 0, to an absolute minimizer of a de-
terministic limiting L∞ variational problem. The effective Hamiltonian H is the same as the
one which arises in the random homogenization (see Souganidis [29] and Rezakhanlou and
Tarver [28]) of the first-order Hamilton–Jacobi equation
wεt +H
(
Dwε,
x
ε
,ω
)
= 0 in Rn × (0,∞). (1.2)
Our analysis brings to light the connection between these problems and strongly utilizes the fact
that (1.2) homogenizes.
Due to the fact that the L∞ norm is not strictly convex, minimization problems such as (1.1),
interpreted naively, are “not properly localized” and in particular possess very severe nonunique-
ness phenomena. The notion of absolute minimizer, which is defined in Section 2, was introduced
long ago by Aronsson [6,7] to rectify this situation.
The theory of absolutely minimizing functions did not fully blossom until the work of
Jensen [21], who proved that absolute minimizers of H(p) = |p|2 are characterized as the vis-
cosity solutions of the degenerate elliptic equation
n∑
i,j=1
uxixj uxi uxj = 0,
called infinity Laplace equation. Since then, viscosity solution theoretic methods have been ap-
plied to the study of absolute minimizers to great effect. For general Hamiltonians which are C2
and convex, absolute minimizers are characterized by the Aronsson equation
n∑
i,j=1
Hpi (Du,x)Hpj (Du,x)uxixj +
n∑
i=1
Hxi (Du,x)Hpi (Du,x) = 0. (1.3)
See Barron, Jensen, Wang [11], Gariepy, Wang, Yu [19] and Yu [30] for more on the Aronsson
equation. We refer to Aronsson, Crandall and Juutinen [8] for an introduction to L∞ variational
problems.
Using this connection our main results then imply, for a smooth, convex and coercive Hamil-
tonian H , the homogenization of the boundary value problem⎧⎨
⎩Hpi
(
Duε,
x
ε
)
Hpj
(
Duε,
x
ε
)
uεxixj +
1
ε
Hxi
(
Duε,
x
ε
)
Hpi
(
Duε,
x
ε
)
= 0 in U,
uε = g on ∂U,
(1.4)
to the deterministic problem{
Hpi (Du)Hpj (Du)uxixj = 0 in U,
u = g on ∂U,
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difficult in most situations to determine whether H is even C1, and for irregular H the Aron-
sson equation is necessary but not known to be sufficient for the absolute minimizing property
(see [2]). Therefore, in our main results, which assert the homogenization of absolute minimizers,
we prove even more.
In recent years, certain aspects of the theory of L∞ variational problems have been greatly
simplified, and in particular, their study is no longer tethered to that of (1.3). This modern point
of view was initiated by Peres, Schramm, Sheffield and Wilson [27] and more fully developed in
the work of Armstrong and Smart [3,4] and Armstrong, Crandall, Julin and Smart [2]. We adopt
this perspective in this paper, and so we refer no further to the Aronsson equation.
With the precise definitions as well as hypotheses on H postponed to the next section, and
the identification of the effective Hamiltonian H to Section 3, and denoting Hε(p,x,ω) :=
H(p, x
ε
,ω), the main result is stated as follows.
Theorem 1. Assume that H : Rn × Rn × Ω → R satisfies (2.1), (2.2), (2.3), (2.4) and (2.5),
where Ω is a probability space as described in Section 2. There exists a convex, continu-
ous and coercive effective Hamiltonian H : Rn → R such that, if uε = uε(x,ω) is an abso-
lute subminimizer (resp., superminimizer) for Hε in U , then, almost surely in ω, the function
u∗(x,ω) := lim supε→0 uε(x,ω) (resp., u∗(x,ω) := lim supε→0 uε(x,ω)) is an absolute submin-
imizer (resp., superminimizer) for H in U .
Theorem 2. In addition to the hypotheses of Theorem 1, assume that the set argminH has empty
interior and U is bounded and smooth. Fix g ∈ C(∂U) and suppose that uε(·,ω) ∈ C(U) is an
absolute minimizer for Hε in U such that uε = g on ∂U . Then uε converges, almost surely in ω
and uniformly on U , to the unique absolute minimizer u for H in U subject to u = g on ∂U .
A necessary and sufficient condition for a convex, continuous and coercive Hamiltonian
H = H(p) to have a comparison principle for its absolute (sub/super)minimizers is that the
set argminH := {p ∈ Rn: H(p) = minH } has empty interior. The necessity of this condition
is obvious and the sufficiency is the main result of [2], which also appeared in [22] under more
regularity assumptions on H . This explains the appearance of this extra hypothesis in Theorem 2,
since the comparison principle allows us to obtain the uniqueness of the limit and hence the con-
vergence of the full sequence. See Section 5 for further discussion on this topic as well as some
examples for which argminH has empty interior.
Our approach to Theorems 1 and 2 is outlined in Section 4. The idea is to exhibit a connection
between the absolute minimizers of (1.1) and special solutions (the “cone functions” for the
Hamiltonian H ) of the eikonal equation
H(p +Du,y,ω) = μ. (1.5)
We identify H as the infimum over all μ for which (1.5) possesses a global subsolution which is
strictly sublinear at infinity. We then demonstrate a comparison principle for (1.5) in exterior do-
mains, provided μ>H , and with weak hypotheses on the growth of the solutions at infinity. This
allows us to construct distance functions for H , and we obtain the main results by homogenizing
these distance functions.
We remark that distance functions for spacially-dependent Hamiltonians were previously in-
troduced, using control theory formulas, by Champion and De Pascale [13] who also obtained
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of H , and applies to a much more general class of convex Hamiltonians (e.g., we do not assume
H(0, y) ≡ 0H(p,y), as in [13]). Just before this paper was accepted, we learned of many sim-
ilarities between some of our results in Section 3 and the work of Davini and Siconolfi [18], who
also study distance functions for stationary ergodic Hamiltonians. Their approach is different
from ours and more similar to that of [13].
The homogenization of L∞ variational problems in random environments has not been con-
sidered before. In the context of periodic media, Briani, Prinari and Garroni [12] constructed a
candidate for the effective nonlinearity through a Γ -limit, although to our knowledge the peri-
odic homogenization of absolute minimizers was left open (see also Champion, De Pascale and
Prinari [14]).
This paper is organized as follows. The notation, terminology, assumptions, the definition
of absolute minimizers and some auxiliary results are described in the next section. In Sec-
tion 3 we introduce the distance functions, explain their connection with absolute minimizers
and present the effective Hamiltonian and some of its properties. The homogenization of the dis-
tance functions as well as the proofs of the main results, subject to the postponement of some key
ingredients, are presented in Section 4. An example for which Theorem 2 is in force is presented
in Section 5. In Section 6 we study an eikonal equation and introduce a notion of generalized
distance functions for Hamiltonians with spacial dependence, which we then homogenize in
Sections 7 and 8.
2. Preliminaries
We review the notation, discuss the random environment and state the assumptions on the
Hamiltonian H , the definition of absolute minimizers as well as some auxiliary results.
2.1. Notations and conventions
The symbols C and c denote positive constants, which may vary from line to line and, un-
less otherwise indicated, do not depend on ω. We work in the n-dimensional Euclidean space
Rn with n  1. The sets of rational numbers and positive integers are denoted respectively
by Q and N. For y ∈ Rn, we denote the Euclidean norm of y by |y|. Open balls are written
B(y, r) := {x ∈ Rn: |x − y| < r}, and we set Br := B(0, r). If E ⊆ Rn, then the closure of
E is denoted E. We write V  U if V ⊆ Rn is open and V ⊆ U . If U ⊆ Rn is open, then
USC(U), LSC(U), BUC(U), C0,1(U) and C0,1loc (U) are respectively the sets of upper semicon-
tinuous, lower semicontinuous, bounded and uniformly continuous, Lipschitz continuous and
locally Lipschitz continuous functions U →R.
We emphasize that, throughout this paper and unless explicitly stated to the contrary, all dif-
ferential inequalities involving functions not known to be smooth are assumed to be satisfied in
the viscosity sense. Wherever we refer to “standard viscosity solution theory” in support of a
claim, the details can always be traced in standard references like the book of Barles [9] and
the User’s Guide of Crandall, Ishii and Lions [17]. Finally we note that we often abbreviate the
phrase almost surely in ω by “a.s. in ω.”
We also stress that, while we often state or prove results only for absolutely subminimizing
functions, obvious analogues for absolutely superminimizers immediately follow. This is be-
cause the definitions easily imply that u is absolutely superminimizing for H if and only if −u is
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minimizers can be easily obtained, provided we are careful to keep track of minus signs. This also
accounts for the appearance of some sign changes in, for example, Definitions 3.1 and 3.5 below.
2.2. The random environment
We consider a probability space (Ω,F ,P), and identify an instance of the “medium” with
an element ω ∈ Ω . The expectation of a random variable f with respect to P is written Ef .
The probability space is endowed with a group (τy)y∈Rn of F -measurable, measure-preserving
transformations τy : Ω → Ω . We say that (τy)y∈Rn is ergodic if, for every D ⊆ Ω for which
τz(D) = D for every z ∈ Rn, either P[D] = 0 or P[D] = 1. An F -measurable process f on
Rn ×Ω is said to be stationary if
f (y, τzω) = f (y + z,ω) for every y, z ∈Rn.
If φ : Ω → S is a random process, then φ˜(y,ω) := φ(τyω) is stationary. Likewise, if f is a
stationary function on Rn × Ω , then f (y,ω) = f (0, τyω). We note that the expectation of any
measurable function of a stationary function is independent of the location in space, and if we
are in the ergodic setting, then all supremal-type norms of a stationary function are a.s. constant.
We require a version of the subadditive ergodic theorem. To this end let I and {σt }t0 be
respectively the class of subsets of [0,∞) which consist of finite unions of intervals of the form
[a, b) and a semigroup of measure-preserving transformations on Ω . A continuous subadditive
process on (Ω,F ,P) with respect to {σt } is a map
Q : I → L1(Ω,P)
which is
(i) stationary, i.e., Q(I)(σtω) = Q(t + I )(ω) for each t > 0, I ∈ I and a.s. in ω,
(ii) continuous, i.e., there exists C > 0 such that, for each I ∈ I , E|Q(I)| C|I |, and
(iii) subadditive, i.e., if I1, . . . Ik ∈ I are disjoint and I =⋃j Ij , then Q(I)∑kj=1 Q(Ij ).
We refer to Akcoglu and Krengel [1] for a proof of the following proposition.
Proposition 2.1. Suppose that Q is a continuous subadditive process. Then there is a random
variable a(ω) such that, as t → ∞,
1
t
Q
([0, t))(ω) → a(ω) a.s. in ω.
If, in addition, {σt }t>0 is ergodic, then a is constant.
2.3. The precise hypotheses
We now state the hypotheses and assumptions in our main results. We are given a probability
space (Ω,F ,P) and suppose that
τy : Ω → Ω is an ergodic group of measure-preserving transformations. (2.1)
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to be stationary in (y,ω) for each p ∈ Rn, convex with respect to p for each (y,ω), and for
each ω, coercive in p uniformly in y and uniformly bounded and equicontinuous locally in p
and uniformly in y. To be more explicit, we assume that:
for each p ∈Rn, (y,ω) 	→ H(p,y,ω) is stationary, (2.2)
for every y ∈Rn and ω ∈ Ω, p 	→ H(p,y,ω) is convex, (2.3)
lim|p|→∞ infy∈Rn H(p,y,ω) = +∞ for every ω ∈ Ω , (2.4)
and for every R > 0,
{
H(· , ·,ω): ω ∈ Ω} is uniformly bounded and equicontinuous on BR ×Rn. (2.5)
Notice that the conditions imposed on the Hamiltonian H are taken to hold for every ω ∈ Ω ,
rather than merely almost surely in ω. This is because we lose no generality by initially removing
an event of probability zero.
2.4. Absolute minimizers
We recall now the notion of absolute minimizers. The motivation was explained in the intro-
duction. Following [2], we split the definition into two halves and state it for the Hamiltonian
H = H(p,x).
Definition 2.2. A function u ∈ C0,1loc (U) is called absolutely subminimizing in U for H if, for
every V  U and every v ∈ C0,1(V ) such that v  u in V and v = u on ∂V ,
ess sup
x∈V
H
(
Du(x), x
)
 ess sup
x∈V
H
(
Dv(x), x
)
. (2.6)
Likewise, u is called absolutely superminimizing for H in U if (2.6) holds provided that V  U
and v ∈ C0,1(V ) is such that v  u in V and v = u on ∂V . Finally, u is called absolutely mini-
mizing if it is both absolutely subminimizing and absolutely superminimizing.
2.5. Some useful results
We state some preliminary lemmas needed in some arguments in the sequel. Several times we
will use the following well-known consequence of convexity for first-order equations (see [9]).
Lemma 2.3. (i) Suppose that u ∈ USC(U) is a viscosity subsolution of H(Du,x) 0 in U with
H coercive in p, i.e., satisfying (3.7). Then u ∈ C0,1(U) with a Lipschitz constant depending on
the rate of coercivity of H .
(ii) Suppose that u ∈ C0,1loc (U) with H convex in p. Then u satisfies the inequality
H(Du,x) 0 in U in the viscosity sense if and only if it satisfies the inequality a.e. in U .
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sublinear at infinity. This is summarized in the following lemma, which is due to Kozlov [24]
(a proof can also be found in the appendix of [5]).
Lemma 2.4. Suppose that w :Rn ×Ω →R and Φ = Dw in the sense of distributions, a.s. in ω.
Assume Φ is stationary, EΦ(0, ·) = 0, and Φ(0, ·) ∈ Lα(Ω) for some α > n. Then
lim|y|→∞ |y|
−1w(y,ω) = 0 a.s. in ω. (2.7)
The following very simple measure theoretic lemma is cited in the proof of Proposition 7.4.
A proof can be found in [26, Lemma 1] or the appendix of [5].
Lemma 2.5. Suppose that (X,G,μ) is a finite measure space, and {fε}ε>0 ⊆ L1(X,μ) is a
family of L1(X,μ) functions such that lim infε→0 fε ∈ L1(X,μ), and
fε ⇀ lim inf
ε→0 fε weakly in L
1(X,μ). (2.8)
Then
fε → lim inf
ε→0 fε in L
1(X,μ).
In particular, fε → lim infε→0 fε in measure.
3. The distance functions
We study the eikonal equation and describe the relationship of its solutions to absolute min-
imizers, introduce the effective Hamiltonian and discuss some of its properties, and present the
result about the homogenization of the distance functions. Some key intermediate results are
postponed to later in the paper.
3.1. Distance functions for H = H(p)
We begin our presentation with a review of the connection between distance functions and
absolute minimizers in the case that H is independent of (y,ω). Most of what we say here can
be found in more detail in [2] or [19]. We assume only that
H :Rn →R is convex, continuous and coercive. (3.1)
This hypothesis ensures that the sublevel set H−1(μ) := {q: H(q) μ} is bounded for every
μ ∈ R. The distance functions for H (called the cone functions in [2]) are defined, for every
μminRn H , by
dμ(y) := max
{
p · y: p ∈ H−1(μ)}= max{p · y: H(p) μ}. (3.2)
Select any p∗ ∈Rn so that H(p∗) = minRn H . It is clear that dμ(y) p∗ ·y with equality holding
only if μ = H(p∗) or y = 0.
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H(Ddμ) = μ in Rn\{0}. (3.3)
Indeed, that dμ is a subsolution of (3.3) is obvious, even in the whole space Rn, since it is the
maximum of a family of global subsolutions. To see that dμ is a supersolution, assume that a
smooth function ϕ touches dμ from below at a point x0 
= 0.
It then follows from the convexity of dμ, that the plane y 	→ Dϕ(x0) ·y touches dμ from below
at x0 as well. If we have H(Dϕ(x0)) < μ, then the continuity of H yields H(Dϕ(x0)+εx0) μ
for some small enough ε > 0, and we derive the contradiction
dμ(x0)
(
Dϕ(x0)+ εx0
) · x0 >Dϕ(x0) · x0 = dμ(x0).
Thus (3.3) holds in the viscosity sense for all μH(p∗).
As we prove in more generality in Section 6, for every p ∈ Rn and μ > H(p), the eikonal
equation
H(p +Du) = μ (3.4)
possesses a unique solution u in Rn\{0} subject to
lim inf|y|→∞ |y|
−1u(y) > 0 and u(0) = 0.
It follows immediately from the discussion above that this solution is given by the formula u(y) =
dμ(y) − p · y. In other words, the distance functions dμ give all such solutions of (3.4) for
μ>H(p).
What is more interesting (and useful) is that distance functions actually characterize abso-
lute (sub/super)minimizers of H = H(p). To see this, it is necessary to introduce the notion of
comparison with distance functions.
Definition 3.1. A bounded u : U →R satisfies comparisons with distance functions from above
(with respect to H in U ), if
max
x∈V
(
u(x) − dμ(x − x0)
)= max
x∈∂V
(
u(x) − dμ(x − x0)
)
provided that
μ> minH, V  U and x0 ∈Rn\V. (3.5)
Likewise, u satisfies comparisons with distance functions from below if (3.5) implies that
min
x∈V
(
u(x)+ dμ(x0 − x)
)= min
x∈∂V
(
u(x)+ dμ(x0 − x)
)
.
The connection between absolute minimizers and distance functions is summarized in the
following result.
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absolute subminizer (superminimizer) for H in U if and only if u satisfies comparisons with
distance functions from above (below) with respect to H in U .
The hypotheses of [2] include that the level sets of H have empty interior. However, as pointed
out in the introduction of [2], this assumption is needed only in the proof of [2, Lemma 5.1],
which is independent of [2, Theorem 4.8].
The observation behind Proposition 3.2 goes back to Evans, Crandall and Gariepy [16] who
discovered it in the case H(p) = |p|2, i.e., in the context of infinity subharmonic functions. It
was subsequently generalized to H = H(p) ∈ C2 in [19], the regularity assumption being finally
removed in [2]. Since we need to apply it to H , the regularity of which is we know nothing about,
this generality is essential to our approach.
3.2. Distance functions for H = H(p,y)
Building on a connection to global subsolutions of the eikonal equation discovered in [5], we
define distance functions as the unique solutions of the eikonal equation with specified growth at
infinity. We consider H ∈ C(Rn ×Rn) that is convex in p, that is, for each x ∈Rn,
p 	→ H(p,x) is convex, (3.6)
and coercive, i.e.,
lim|p|→∞ infx∈Rn H(p,x) = +∞, (3.7)
and regular in the sense that, for each R > 0,
H is uniformly continuous and bounded on BR ×Rn. (3.8)
Notice that a constant function is a global subsolution of the eikonal equation
H(p +Du,y) = μ (3.9)
for μ = supy∈Rn H(p,y), and this quantity is finite by (3.8). Therefore, we may define
H(p) := inf
{
μ ∈R: there exists a global subsolution w ∈ C0,1(Rn) of (3.9)
satisfying lim|y|→∞ |y|
−1w(y) = 0
}
. (3.10)
It is clear from Lemma 2.3 that
H(p) = inf
φ∈S
ess sup
n
H
(
p +Dφ(y), y), (3.11)y∈R
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S :=
{
w ∈ C0,1(Rn): lim|y|→∞ |y|−1w(y) = 0
}
.
In some of the arguments below it is helpful to keep in mind that, in view of Lemma 2.3, the
notion of subsolution in (3.10) may be interpreted either in the viscosity or the almost everywhere
senses as the two are equivalent.
The effective nonlinearity H inherits the properties of convexity, coercivity and continuity
from H , as we show in the next lemma. In particular, H possesses its own set of distance func-
tions, as defined in the previous subsection, which we denote by dμ.
Lemma 3.3. H is convex, continuous and coercive.
Proof. Any function which is strictly sublinear at infinity is touched from above at some
point of Rn by the function ε(1 + |y|2)1/2, for any ε > 0. From this and (3.8) it follows that
H(p)  infy∈Rn H(p,y). Therefore H(p) is finite and, by (3.7), H(p) → +∞ as |p| → ∞.
The continuity of H is easy to obtain from (3.8), and the convexity of H from (3.6). 
Using ideas from [5] we show that, for every p ∈ Rn, μ > H(p) and x0 ∈ Rn, the eikonal
equation (3.9) possesses a unique solution in the punctured space Rn\{x0} up to the addition of
constants and subject to a one-sided growth condition at infinity.
Proposition 3.4. Assume that H = H(p,y) satisfies (3.6), (3.7) and (3.8). Then for each p ∈Rn,
μ>H(p) and x0 ∈Rn, there exists a unique solution dx0,μ,p of (3.9) in Rn\{x0} satisfying
lim inf|y|→∞ |y|
−1dx0,μ,p(y) > 0 and dx0,μ,p(x0) = 0. (3.12)
It follows (see Remark 6.2) that the distance functions dμ,x0,p and dμ,x0,q are redundant for
μ> max{H(p),H(q)} in the sense that
dμ,x0,p(y) = dμ,x0,q (y)+ (q − p) · (y − x0).
Owing to Lemma 3.3, we can select any p∗ ∈ Rn for which H(p∗) = minRn H . It follows that
all the functions {dμ,x0,p: p ∈Rn} can be described in terms of dμ,x0,p∗ . Set
dμ,x0(y) := dμ,x0,p∗(y) + p∗ · (y − x0), (3.13)
and notice that dμ,x0 is unambiguously defined even if p∗ is not the unique point at which the
minimum of H is attained. It is clear that
lim inf|y|→∞ |y|
−1(dμ,x0(y) − p∗ · (y − x0))> 0 (3.14)
and
H(Ddμ,x , y) = μ in Rn\{x0}. (3.15)0
3518 S.N. Armstrong, P.E. Souganidis / Advances in Mathematics 229 (2012) 3508–3535In particular, (3.15) implies, with the help of (3.8) and Lemma 2.3, that dμ,x0 is globally Lipschitz
and
‖Ddμ,x0‖L∞(Rn)  Cμ. (3.16)
We call {dμ,x0 : μ> minH, x0 ∈Rn} the set of distance functions for H . We may now generalize
the concept of comparisons with distance functions in the obvious way.
Definition 3.5. Suppose that u : U →R is bounded. Then u satisfies comparisons with distance
functions from above (with respect to H in U ) if
max
x∈V
(
u(x) − dμ,x0(x)
)= max
x∈∂V
(
u(x) − dμ,x0(x)
)
provided that
μ> minH, V  U and x0 ∈Rn\V. (3.17)
Likewise, u satisfies comparisons with distance functions from below if (3.17) implies
min
x∈V
(
u(x) + dμ,−x0(−x)
)= min
x∈∂V
(
u(x) + dμ,−x0(−x)
)
.
Our definitions here agree with the ones in previous subsection. Indeed, if H does not depend
on y, then H = H and dμ,x0(y) = dμ(y−x0), the latter functions being the ones appearing above
and defined by (3.2). This is clear from the uniqueness assertion in Proposition 3.4.
In Section 6 we prove Proposition 3.4 as well as the following generalization of half of Propo-
sition 3.2 (since we do not need the other half, we omit it).
Proposition 3.6. Assume (3.6), (3.7) and (3.8). If u ∈ USC(U) is an absolute subminimizer in U ,
then u satisfies comparisons with distance functions from above in U .
4. The proof of homogenization
In this section we prove that the distance functions homogenize and we give the proof of
Theorem 1 subject to the verification of some key intermediate results which are postponed.
4.1. The homogenization of the distance functions
Much of the heavy lifting in the proof of Theorem 1 lies in the homogenization of the distance
functions, which we now describe. In this subsection, the Hamiltonian H = H(p,y,ω) satisfies
the hypotheses described in Section 2 and, in particular, (2.1), (2.2), (2.3), (2.4) and (2.5) are in
force.
For each fixed ω ∈ Ω , we denote by dμ,x0 = dμ,x0(·,ω) the distance functions for the Hamil-
tonian H(· , ·,ω), which are well defined for each p ∈ Rn, μ > H(p,ω) and x0 ∈ Rn. Here the
quantity H(p,ω) is defined as in (3.10), with respect to the Hamiltonian H(· , ·,ω).
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arity hypothesis (2.2) yields that H(p,ω) = H(p, τyω) for every y ∈ Rn, and hence the er-
godic hypothesis (2.1) implies that H is constant in ω; that is, there exists H(p) such that
H(p,ω) = H(p) a.s. in ω. Moreover, since H = H(·,ω) ∈ C(Rn) for each ω ∈ Ω , there ex-
ists a subset Ω1 ⊆ Ω of full probability such that
H(p,ω) = H(p) for every p ∈Rn, ω ∈ Ω1. (4.1)
Indeed, for each rational p we can find a subset of full probability on which H(p,ω) is con-
stant, and we construct Ω1 by taking the intersection of these. Since H(·,ω) is continuous by
Lemma 3.3, we obtain (4.1).
The distance functions dμ,x0 are thus well-defined for each p ∈ Rn, μ > H(p) and x0 ∈ Rn.
We consider them to be functions of (y,ω) ∈ Rn × Ω . While we do not give the argument
here in order to avoid an overly pedantic presentation, we remark that dμ,x0 is measurable in
(y,ω), a fact which follows more or less from the uniqueness of the distance functions asserted
in Proposition 3.4. The distance functions are stationary in the sense that
dμ,x0(y, τzω) = dμ,x0+z(y + z,ω), (4.2)
a fact which is immediate from (2.2) and uniqueness.
It follows from (4.1) that the effective Hamiltonian H satisfies the conclusion of Lemma 3.3.
In particular, H possesses distance functions dμ as described in Section 3.1.
The distance functions for Hε(p,y,ω) := H(p,y/ε,ω), which we denote by dεμ,x0 , are ex-
pressed in terms of dμ,x0 by
dεμ,x0(y,ω) := εdμ,x0/ε(y/ε,ω). (4.3)
We then have the following homogenization result for the distance functions, which asserts that,
as ε → 0, the distance function dεμ,x0(y,ω) converges to dμ(y − x0) on a set of full probability.
Proposition 4.1. There exists a subset Ω0 ⊆ Ω of full probability such that, for every μ> minH ,
x0 ∈Rn and ω ∈ Ω0,
dεμ,x0(·,ω) → dμ(· − x0) locally uniformly in Rn as ε → 0. (4.4)
The proof of Proposition 4.1 is taken up in Sections 7 and 8, and is based on ideas recently
developed by the authors in [5] as well as the earlier work of Lions and Souganidis [26].
4.2. The proof of the homogenization results
We now present the proofs of our main results, subject to the completion of the proofs of
Propositions 3.4, 3.6, and 4.1. The main idea is to exploit the connection between absolute min-
imizers and distance functions, thereby essentially reducing the work to that of homogenizing a
first-order eikonal equation.
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the first and the insertion of negative signs in appropriate places (see the comments in Sec-
tion 2.1). According to Proposition 3.2, it is equivalent to argue that, a.s. in ω, u∗(·,ω) satisfies
comparisons with distance functions from above with respect to H in U . We denote the distance
functions for H by dμ, and we may assume with no loss of generality that H(0) = minH . Ar-
guing by contradiction, we suppose on the contrary that there exists μ> minp∈Rn H(p), V  U
and x0 ∈Rn\V such that
max
x∈V
(
u∗(x,ω)− dμ(x − x0)
)
> max
x∈∂V
(
u∗(x,ω)− dμ(x − x0)
)
. (4.5)
According to Proposition 4.1, it follows that for each ω in a subset of Ω of full probability,
max
x∈V
(
uε(x,ω)− dεμ,x0(x,ω)
)
> max
x∈∂V
(
uε(x,ω)− dεμ,x0(x,ω)
) (4.6)
for small enough ε > 0. From this we derive a contradiction, thanks to Proposition 3.6 and the
assumption that uε is an absolute subminimizer for Hε(·, ·,ω) in U . 
Proof of Theorem 2. If argminH has empty interior, then there is a comparison principle for
absolute minimizers of H in bounded domains. This is the main result of [2]. Therefore, us-
ing Theorem 1, we have u∗(x,ω)  u∗(x, ω˜) for any ω, ω˜ ∈ Ω . We deduce that u∗(x,ω) =
u∗(x,ω) =: u(x), and so u is the (necessarily unique) absolute minimizer for H in U . 
4.3. An idea for an alternative proof of the homogenization results
Given a nice (bounded) function u : Rn → R, define the flow T tu(x) := v(x, t), where v is
the viscosity solution of the initial value problem
{
vt −H(Dv) = 0 in Rn × (0,∞),
v = u on Rn × {0}. (4.7)
Barron, Evans and Jensen [10] conjectured (and provided a formal argument suggesting) that
subsolutions u of the Aronsson equation (in our language, absolute subminimizers) for a Hamil-
tonian H = H(p) should be characterized by the property that, for every x,
t 	→ T tu(x) is convex.
This convexity criterion was proved for smooth H by Juutinen and Saksman [23] and for general
convex H = H(p) in [2]. For bounded domains, it is a little awkward to state the convexity
criterion in terms of the Hamilton–Jacobi flow, and for this reason (4.7) was abandoned in [2]
and replaced by the Hopf–Lax formula
T tu(x) := sup
y∈U
(
u(y) − tL
(
y − x
t
))
. (4.8)
At first glance, it may seem that the convexity criterion provides a more natural connection
between absolute minimizers and the corresponding Hamilton–Jacobi equation. Indeed, if the
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dependence, then our Theorems 1 and 2 would follow immediately from the homogenization of
Hamilton–Jacobi equations [29].
Unfortunately, it is an open problem whether the convexity criterion can be generalized to
absolute minimizers of Hamiltonians with spacial dependence. The obstacle in the argument lies
in showing that the absolutely subminimizing property is preserved under the flow T t . This is
obvious from the Hopf–Lax formula (4.8) in the case H = H(p), and can be shown to hold if
everything is smooth, but sticky regularity issues have thus far thwarted efforts at making this
rigorous.
5. A sufficient condition for Theorem 2
The effective Hamiltonian H is difficult to study, even in periodic environments, and so it
is not easy to determine in which situations we can expect H to have a “flat spot” at its mini-
mum, i.e., whether argminH has nonempty interior. In the periodic case and in dimension n = 1,
a Hamiltonian of the form H(p,y) = |p|2 + V (y) give rise to effective Hamiltonian H which
can be computed explicitly (see [25]). In this case, H indeed possesses a flat spot. In dimensions
n 2 the analogous situation is much more complicated, but some sufficient conditions ensuring
flat spots can be found in Concordel [15].
There is probably a connection between the appearance of flat spots for H and the failure of
the comparison principle to hold for absolute minimizers of the corresponding Hamiltonian H =
H(p,y,ω). We hope that future research will shed some light on this question. Examples found
in Yu [30] and [22] demonstrate that, even in dimension n = 1, the Hamiltonians H(p,x) =
p2 + sinx and H(p,x) = (2 − sin2 x)−1(p2 − 1) exhibit multiple smooth absolute minimizers
with the same boundary values. For both of these, the corresponding H has a flat spot. What is
more, the sufficient condition we outline below for argminH to have empty interior is the same
condition conjectured in [22] to be sufficient for the comparison principle to hold for absolute
minimizers of H .
The crude two-sided bound
ess inf
ω∈Ω H(p,0,ω)H(p) ess supω∈Ω
H(p,0,ω), (5.1)
which follows from stationarity and the bound infy∈Rn H(p,y)  H(p,y)  supy∈Rn H(p,y)
proved in Section 3.2, provides the following simple sufficient condition for H to have no flat
spot:{
there exists some closed Γ ⊆Rn with empty interior such that
H ≡ h0 on Γ ×Rn ×Ω and h0 < ess infy∈Rn H(p,y,ω) for all p ∈Rn\Γ. (5.2)
Indeed, it is clear from (5.1) that (5.2) implies argminH = Γ .
An example of an explicit Hamiltonian satisfying (5.2), in this case with Γ = {0}, is
H(p,y,ω) = p · a(y,ω)p
2|p| , (5.3)
where a is a stationary process with values in the positive matrices and λ a(y,ω)Λ for all
(y,ω) ∈Rn ×Ω .
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H(p,y,ω) := 1
2
|p|2 + b(y,ω) · p, (5.4)
where, in addition to being stationary ergodic, Lipschitz and bounded, the vector field b satisfies
the mean-zero and divergence-free condition
divb ≡ 0 and E[b(0, ·)]= 0. (5.5)
It is obvious that H(0) = 0. We will demonstrate the lack of a flat spot by showing that
H(p) 1
2
|p|2. (5.6)
To prove (5.6), select a nonnegative smooth cutoff function ϕδ which has support in BR/δ for
large R > 0 and such that
∫
Rn
ϕδ(y) dy = 1 and
∫
Rn
|Dϕδ|dy  δ/R. It is possible to choose,
for example, a suitable multiple of (a regularization of) the function ϕδ(y) := (R2δ−2 − |y|2)+.
Multiplying (7.1) by ϕδ and integrating over Rn × , we have, after an integration by parts and
in view of (5.5):
0 = E[δvδ]+ 1
2
E
[∣∣p +Dvδ∣∣2]−E∫
Rn
vδb ·Dϕδ dy.
Using Jensen’s inequality and passing to the limit δ → 0 we obtain, using the results in Section 7,
0−H(p)+ 1
2
|p|2 −C∣∣H(p)∣∣ lim sup
δ→0
1
δ
∫
Rn
Dϕδ dy −H(p)+ 12 |p|
2 − C
R
∣∣H(p)∣∣.
A rearrangement of this expression yields (5.6) after sending R → ∞.
6. The proofs of the results about the distance functions
We begin with a comparison principle for (3.9) in exterior domains for μ > H(p), following
an argument introduced very recently by the authors in [5]. Its main feature, which makes it quite
unusual when compared to comparison results found in the literature, is that it is not assumed
that the subsolution and supersolution separate at most strictly sublinearly from each other at
infinity. Indeed, we merely require the negative part of the supersolution to be strictly sublinear
at infinity and the subsolution to grow no fast than ∼ |x|.
In the proof, we lower the subsolution until it has strictly sublinear separation from v, and
apply the usual comparison principle for Hamilton–Jacobi equations. It is then shown that, if we
had lowered u at all, then we could have lowered it a bit less, and therefore we need not have
lowered it at all. To prove the latter, a term ϕR , which is small in balls of radius ∼ R but grows
linearly at infinity for each fixed R, is subtracted from the subsolution. We then compare the
result with v, and then conclude sending R → ∞. The fact that the parameter μ is strictly larger
than H(p) permits us to compensate for this perturbation with the use of a global subsolution
of (3.9).
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μ > H(p) and a compact subset D ⊆ Rn. Suppose that u ∈ USC(Rn\D) is a subsolution of
(3.9), v ∈ LSC(Rn\D) is a supersolution of (3.9), and
lim inf|x|→∞
v(x)
|x| > 0 and lim sup|x|→∞
u(x)
|x| < ∞. (6.1)
Then
sup
Rn\D
(u− v) = sup
∂D
(u− v). (6.2)
Proof. Since p plays no role, we may suppose for simplicity that p = 0. We may also assume
lim sup|x|→∞ u(x)/|x| 0, since otherwise the result is immediate from the classical comparison
principle. Define
Λ :=
{
0 λ 1: lim inf|x|→∞
v(x)− λu(x)
|x|  0
}
and λ := supΛ.
The assumption (6.1) implies that [0, β) ∈ Λ for some β > 0, and hence λ > 0. We next show
that Λ = [0, λ]. To see that λ ∈ Λ, select ε > 0 and λ ∈ Λ with λ  λ + ε and observe that by
(6.1),
lim inf|x|→∞
v(x) − λu(x)
|x| 
λ
λ+ ε lim inf|x|→∞
v(x)− (λ+ ε)u(x)
|x|
 λ
λ+ ε
(
−ε lim sup
|x|→∞
u(x)
|x|
)
−Cλε(λ+ ε)−1.
Sending ε → 0 yields λ ∈ Λ. If λ ∈ (0, λ), then using again (6.1), we have
lim inf|x|→∞
v(x)− λu(x)
|x| 
λ
λ
lim inf|x|→∞
v(x)− λu(x)
|x|  0.
The claim is proved.
We claim that λ = 1. Select λ ∈ Λ with 0 < λ < 1. For each R > 1, define the auxiliary
function
ϕR(x) := R −
(
R2 + |x|2)1/2, (6.3)
and observe that, for a constant C > 0 independent of R > 1,
sup
n
∣∣DϕR(x)∣∣ C. (6.4)
x∈R
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of R, while ϕR → 0 as R → ∞. Indeed, it is easy to check that
∣∣ϕR(x)∣∣ |x|2(R2 + |x|2)−1/2. (6.5)
Fix constants 0 < η < 1 and θ > 1 to be selected below. By (3.8) and (6.4), we have
H(−θDϕR,x) Cθ in Rn. (6.6)
Define the function
û := (λ+ η)u+ (1 − λ− η)w
as well as
ûR := (1 − η)̂u+ ηθϕR = (1 − η)(λ+ η)u+ (1 − η)(1 − λ− η)w + ηθϕR,
where w is the function in assumption (3.10). By subtracting a constant from w, we may assume
that supD w = 0. Since 0 < λ < 1, we may select η > 0 small enough, depending only on a
positive lower bound for 1 − λ, that
λ+ η < 1 and (1 − η)(λ+ η) > λ. (6.7)
Select θ := 1 + lim sup|x|→∞ u(x)/|x|, and observe that, by the previous inequality, the sublin-
earity of w at infinity, λ ∈ Λ and the definition of ϕR , we have, for every R > 1,
lim inf|y|→∞
v(y)− ûR(y)
|y|  lim inf|y|→∞
v(y) − λu(y)
|y| + lim inf|y|→∞
λu− ûR(y)
|y|
 0 + η lim inf|y|→∞
(η − (1 − λ))u(y) − θϕR(y)
|y|
−η(1 − λ− η)θ + ηθ
> 0.
To get a differential inequality for ûR , we apply Lemma 2.3 twice. The first application, us-
ing (3.10) and that u is a subsolution of (3.4), yields that û satisfies
H(Dû, x) (λ+ η)μ+ (1 − λ− η)μ0 in Rn\D.
Combining this with (6.6), we obtain
H(DûR, y) μ˜(η) in Rn\D,
where the constant μ˜(η) is given by
μ˜(η) := (1 − η)(λ+ η)μ+ (1 − η)(1 − λ− η)μ0 +Cη.
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lower bound for λ, so that μ˜(η) < μ. The classical comparison principle then applies, yielding
ûR − v max
∂D
( ûR − v) in Rn\D.
Sending R → ∞ and using the fact that ϕR → 0 locally uniformly, we obtain
(1 − η)̂u− v max
∂D
(
(1 − η)̂u− v) in Rn\D. (6.8)
Since w is strictly sublinear at infinity, the latter implies
lim inf|y|→∞
v(y) − (1 − η)(λ+ η)u(y)
|y|  0.
Hence
λ (1 − η)(λ+ η).
If λ < 1, then we may send λ → λ while keeping η > 0 fixed to find that to obtain that λ 
(1 − η)(λ+ η), which is a contradiction for small enough η > 0. It follows that λ = 1.
We therefore have (6.8) for every 0 < λ< λ = 1 and sufficiently small η > 0, depending on λ.
Sending η → 0 and then λ → 1 in (6.8) yields (6.2). 
Using Perron’s method we show that solutions of (3.9) satisfying appropriate growth condi-
tions exist, completing the proof of Proposition 3.4.
Proof of Proposition 3.4. Fix p ∈ Rn, μ > H(p) and x0 ∈ Rn. According to (3.7), for large
enough α > 0, the function v(x) := α|x − x0| is a strict supersolution of (3.9) in Rn\{x0}.
There exists a global subsolution w of H(p + Dw,y)  H(p) which is strictly sublinear
at infinity and globally Lipschitz. Since μ > H(p), it follows from (3.8) that for small enough
ε > 0 the function
ŵ(y) = w(y)+ ε(1 + |y|2)1/2
satisfies H(p +Dŵ,y) μ. By subtracting a constant we may assume ŵ(x0) = 0. Define
dx0,μ,p(x) := sup
{
u(x): u ∈ USC(Rn) satisfies H(p +Du,x) μ in Rn\{x0}, u v in Rn}.
By (3.10), the classical Perron method adapted to viscosity solutions and Proposition 6.1, we
have that dx0,μ is a solution of (3.9). From dx0,μ,p  ŵ, (3.12) follows. Uniqueness is immediate
from Proposition 6.1. 
Remark 6.2. For every p,q ∈Rn, μ> max{H(p),H(q)} and x0 ∈Rn,
dμ,x ,p(y) = (q − p) · (y − x0)+ dμ,x ,q(y). (6.9)0 0
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of (3.9) in Rn\{x0}. Therefore (q − p) · (y − x0) + dμ,x0,q (y) dμ,x0,p(y) by Proposition 6.1.
The reverse inequality is obtained by interchanging p and q and repeating the argument.
In light of (6.9), the family {dμ,x0,p: p ∈ Rn, μ > H(p)} is completely described by the
single function dμ,x0,p∗ for any fixed p∗ ∈ argminH . This motivates the definition (3.13) of the
distance functions dμ,x0 given in Section 3.2, which we remark does not depend on the choice
of p∗.
We conclude with a simple proof the necessity of comparisons with distance functions for
absolute minimizers. The argument is based on Proposition 6.1.
Proof of Proposition 3.6. Suppose that u ∈ C0,1loc (U) is absolutely subminimizing but there ex-
ists V  U , x0 ∈Rn\V , and μ>μ0 such that
sup
V
(u − dx0,μ) > sup
∂V
(u− dx0,μ). (6.10)
By subtracting a constant from u, if necessary, we may assume that u < dx0,μ on ∂V but
u > dx0,μ at some point of V . Define W := {x ∈ V : u(x) > dx0,μ(x)}. Since u is absolutely
subminimizing, it follows that
ess sup
x∈W
H
(
Du(x), x
)
 ess sup
x∈W
H
(
Ddx0,μ(x), x
)= μ.
Thus u is a subsolution of (3.4) in W . Let ε > 0. The function
v(x) :=
{
max{u(x)− ε, dx0,μ(x)} x ∈ V,
dx0,μ(x) x ∈Rn\D
is a subsolution of (3.4) in Rn\{x0}. It follows from Proposition 6.1 that v  dx0,μ in Rn\{x0},
a contradiction to (6.10) for ε > 0 small enough. 
Remark 6.3. In the case that H is independent of y, the condition μ  H(p) is sharp for the
existence of distance functions. That is, there are no nonnegative solutions of (3.4) in Rn\{0},
provided μ < H(p). Indeed, suppose on the contrary that such a function u exists. Then u is
Lipschitz by Lemma 2.3, and by considering any point of differentiability, we deduce that μ
minH . Choosing μ< ν <H(p), we may apply Proposition 6.1 to deduce that
u(y) dν(y)− p · y = max
{
q · y: H(q + p) ν}.
The convexity of the sublevel sets of H and 0 /∈ {q: H(q +p) μ} yield, via convex separation,
a contradiction to u 0.
7. The macroscopic problem
The classical method for identifying the effective equation in the homogenization of
Hamilton–Jacobi equations begins with the consideration of the macroscopic problem
δvδ +H (p +Dvδ, y,ω)= 0 in Rn. (7.1)
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vδ = vδ(y,ω;p) which is globally Lipschitz continuous. The functions vδ are sometimes called
approximate correctors, and, in the context of periodic homogenization, (7.1) approximates the
cell problem. The effective Hamiltonian is typically constructed as a limit (in an appropriate
sense), as δ → 0, of −δvδ(0,ω;p), which is shown to have a limit with the help of the ergodic
theorem.
The next proposition establishes the well-posedness of (7.1). Since it is well known, we merely
sketch the proof. Further details may be found for example in [17].
Proposition 7.1. For each δ > 0, p ∈ Rn and ω ∈ Ω , there exists a unique bounded solution
vδ = vδ(·,ω;p) of (7.1). Moreover, the map (y,ω) 	→ vδ(y,ω;p) is stationary, and there exists
a constant C = C(|p|) > 0 such that
sup
(y,ω)∈Rn×Ω
(∣∣δvδ(y,ω;p)∣∣+ ∣∣Dvδ(y,ω;p)∣∣) C. (7.2)
Proof. For δ > 0, the classical comparison principle applies to (7.1), allowing us to compare
subsolutions and supersolutions which separate at most strictly sublinearly at infinity. According
to (2.5), the constant (in y) functions −C1(p,ω)/δ and −C2(p,ω)/δ are a supersolution and
subsolution of (7.1), respectively, where
C1(p,ω) := inf
y∈Rn H(p,y,ω) supy∈Rn
H(p,y,ω) =: C2(p,ω). (7.3)
Notice that, by (2.5), we have |C1(p,ω)| + |C2(p,ω)| C(|p|), and, in view of (2.4) and (2.5),
for each ω ∈ Ω , we find
C  C1(p,ω) → +∞ as |p| → ∞. (7.4)
The Perron method now provides the existence of a solution vδ of (7.1), satisfying
C1(p,ω)−δvδ(y,ω;p) C2(p,ω), (7.5)
which implies |δvδ|  C(|p|). By comparison, vδ is the unique solution which grows at most
sublinearly at infinity. By uniqueness and (2.2), vδ is stationary. Using the equation, the bound
for |δvδ|, (2.4) and Lemma 2.3 yield that |Dvδ| is uniformly bounded. 
Our goal is to characterize, in the limit δ → 0, the behavior of the functions δvδ(· , ·;p) on
a set of full probability and simultaneously for all p ∈ Rn. To accomplish this, we typically
characterize the limit for each fixed p ∈ Qn and then take the (countable) intersection of the
resulting subsets of Ω . To conclude, we need a continuous dependence estimate. This is the
purpose of the next lemma.
Lemma 7.2. For each R > 0, there exists a constant CR such that, for every δ > 0, y ∈ Rn,
p,q ∈ BR , and ω ∈ Ω , ∣∣δvδ(y,ω;p)− δvδ(y,ω;q)∣∣ CR|p − q|. (7.6)
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u(x) := (1 − |p − q|)vδ(y,ω;q)− δ−1k.
Using the convexity of H , we find that, formally,
δu+H(p +Du,y,ω)−k + |p − q|H
(
p − q + |p − q|q
|p − q| , y,ω
)
−k + |p − q| sup
BR+1×Rn
H(· , ·,ω).
Choosing k := |p − q| supBR+1×Rn H(· , ·,ω), find that u is formally a subsolution of (7.1).
This calculation is made rigorous with the help of Lemma 2.3, and so we deduce that u(y) 
vδ(y,ω;p). This yields, with the help of (7.2),
δvδ(y,ω;q)− δvδ(y,ω;p) k +C(|q|)|p − q| C(|q|)|p − q|.
Repeating the argument with the roles of p and q reversed yields (7.6). 
Lemma 7.3. For every δ > 0, y ∈Rn, p,q ∈ BR , and ω ∈ Ω ,
1
2
vδ(y,ω;p)+ 1
2
vδ(y,ω;p) vδ
(
y,ω; 1
2
p + 1
2
q
)
. (7.7)
Proof. Fix ω. The convexity of H implies that the left side of (7.7) is a subsolution of
δu+H
(
1
2
p + 1
2
q +Du,y,ω
)
 0 in Rn.
Therefore by the comparison principle, u(·) vδ(·,ω; 12p + 12q). 
The next proposition, which plays an important role in the proof of Theorem 1, characterizes
the limit of −δvδ . The argument first appeared in [26] in the context of the homogenization of
Hamilton–Jacobi equations, and we give a full proof here for completeness. The idea is to exploit
the convexity of H to find a subcorrector w which has a stationary gradient and a minimal
constant H˜ (p) such that
H(p +Dw,y,ω) H˜ (p) in Rn.
This permits us to apply one-sided comparison arguments which are enough to conclude that
−δvδ(0,ω;p) converges to the constant H˜ (p) in probability. In the next section we prove that
H˜ (p) = H(p), a fact not immediately obvious since H is defined “ω-by-ω” while H˜ is defined
in terms of stationary functions.
We remark that obtaining the almost sure convergence of −δvδ(0,ω;p) to H˜ (p) is consider-
ably more involved; see [5] for a more detailed overview and further discussion.
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for every R > 0 and p ∈Rn,
lim
δ→0E
[
sup
y∈BR/δ
∣∣δvδ(y,ω;p)+ H˜ (p)∣∣]= 0. (7.8)
Moreover, there exists a subset Ω2 ⊆ Ω of full probability such that, for every ω ∈ Ω2,
lim inf
δ→0 δv
δ(0,ω) = −H˜ (p). (7.9)
Proof. The local Lipschitz continuity of H˜ follows from Lemma 7.2, once we have shown (7.8).
Likewise, the coercivity and convexity follow from (7.4), (7.5) and (7.7). We fix p ∈ Rn, and
omit all dependence of p. The proof is divided into three steps.
Step 1: Construction of the subcorrector. For each δ > 0, define
wδ(y,ω) := vδ(y,ω)− vδ(0,ω).
According to (7.2), there exists a subsequence δj → 0, a random variable H˜ = H˜ (p,ω) ∈ R,
a function w ∈ L∞(Rn × Ω) and a field Φ ∈ L∞(Rn × Ω;Rn) such that, for every R > 0, we
have the following limits as j → ∞:⎧⎪⎨
⎪⎩
−δj vδj (0, ·)⇀ H˜(p, ·) weakly-∗ in L∞(Ω),
wδj ⇀w weakly-∗ in L∞(BR ×Ω),
Dvδj ⇀Φ weakly-∗ in L∞(BR ×Ω;Rn).
(7.10)
The stationarity of the functions vδj , the ergodicity hypothesis and the Lipschitz estimate (7.2)
imply that H˜ is independent of ω, i.e., H˜ (p,ω) = H˜ (p) a.s. in ω. Indeed, it suffices to check
that, for each μ ∈ R, the event {ω ∈ Ω : H˜ (p,ω)  μ} is invariant under τy , which follows
immediately from (7.2).
The vector field Φ inherits stationarity from the sequence Dvδj and is gradient-like in the
sense that, for every compactly-supported smooth test function ψ = ψ(y),∫
Rn
(
Φi(y,ω)ψyj (y) −Φj(y,ω)ψyi (y)
)
dy = 0 a.s. in ω.
It follows from Lemma 2.4 that Φ = Dw, a.s. in ω, in the sense of distributions and, moreover,
that w(·,ω) is globally Lipschitz a.s. in ω.
The convexity hypothesis (2.3) and the equivalence of distributional and viscosity solutions
for linear inequalities (cf. Ishii [20]) allow us to pass to weak limits in (7.1) obtaining that w(·,ω)
is a viscosity solution, a.s. in ω, of
H(p +Dw,y,ω) H˜ (p) in Rn. (7.11)
By Lemma 2.4 and
EΦ(0, ·) = lim EDvδj (0, ·) = 0,
j→∞
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lim|y|→∞ |y|
−1w(y,ω) = 0 a.s. in ω. (7.12)
Step 2: Show that H˜ characterizes the full limit of δvδ(0,ω) in L1(Ω,P). We first prove
−H˜ (p) lim inf
δ→0 δv
δ(0,ω) a.s. in ω. (7.13)
This is done via a one-sided comparison argument, using the subcorrector w to bound vδ from
below. Let Ω1 be a subset of Ω with P[Ω1] = 1 such that for every ω ∈ Ω1, we have H˜ (p,ω) =
H˜ (p) as well as (7.11) and (7.12).
Fix ω ∈ Ω1 and a small constant η > 0. We allow the constants introduced immediately below
to depend on ω. Define ϕ(y) := −(1 + |y|2)1/2, and notice that (2.5) implies
H(p +Dϕ,y,ω) C. (7.14)
For each δ > 0, define the function
wδ(y) := (1 − ε)(w(y,ω)− (H˜ + η)δ−1)+ εϕ(y),
where ε > 0 will be chosen below in terms of η. We proceed by comparing wδ and vδ in the limit
as δ → 0. Assuming that w is smooth, we have, in view of (7.11), (7.14) and the convexity of H ,
δwδ +H (p +Dwδ,y) δwδ + (1 − ε)H˜ +Cε. (7.15)
In the case that w is not smooth, we verify (7.15) in the viscosity sense either by using that ϕ is
smooth, or by appealing to Lemma 2.3. According to (7.12),
sup
BR
w  Cη + η3R,
and so, by choosing ε = min{1/4, η/4C} with C is as in (7.15), we may estimate the right side
of (7.15) by
δwδ + (1 − ε)H˜ +Cε = (1 − ε)(δw − η)+Cε  δCη + δη3R − 12η in BR.
Next we observe that the bound on |δvδ| in (7.2) and the definition of wδ imply
wδ − vδ  (1 − ε)w +Cδ−1 − cηR on ∂BR.
Therefore by taking R := C(δη)−1 for a large constant C > 0, we have for all sufficiently small
δ > 0, depending on both ω and η,
{
δwδ +H (p +Dwδ,x, y,ω) 0 in BR,
δ δ
(7.16)w  v on ∂BR.
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wδ(0) vδ(0,ω). Multiplying this inequality by δ and sending δ → 0 yields
−H˜ − η (1 −Cη)−1 lim inf
δ→0 δv
δ(0,ω).
Disposing of η > 0, we have (7.13) for all ω ∈ Ω1.
Since −H˜ is the weak limit of the subsequence δj vδj (0, ·), the reverse of (7.13) is immediate
and we obtain (7.9) for an event Ω2 ⊆ Ω of full probability. Furthermore, it follows from this
that the full sequence δvδ(0, ·) converges weakly-∗ to −H˜ , that is, as δ → 0,
δvδ(0, ·)⇀ −H˜ weakly-∗ in L∞(Ω).
An application of Lemma 2.5 yields
lim
δ→0E
∣∣δvδ(0, ·) + H˜ ∣∣= 0. (7.17)
Step 3: Improve (7.17) to balls of radius ∼ 1/δ. We show that, for each R > 0,
lim
δ→0E
[
sup
y∈BR/δ
∣∣δvδ(0, ·) + H˜ ∣∣]= 0. (7.18)
Fix R > 0. Let ρ > 0 and select points y1, . . . , yk ∈ BR such that
BR ⊆
k⋃
i=1
B(yi, ρ) and k  C
(
R
ρ
)n
.
Using (7.2), we find
lim sup
δ→0
E
[
sup
y∈BR/δ
∣∣δvδ(0, ·)+ H˜ ∣∣]

k∑
i=1
lim sup
δ→0
E
∣∣δvδ(yi/δ, ·)+ H˜ ∣∣+ lim sup
δ→0
E
[
max
1ik
oscz∈B(yi/δ,ρ/δ) δvδ(z, ·)
]
 k lim sup
δ→0
E
∣∣δvδ(0, ·)+ H˜ ∣∣+Cρ
= Cρ.
Disposing of ρ > 0 yields (7.18). 
Remark 7.5. By (7.8), we can find a subsequence δj → 0 so that, a.s. in ω,
lim
j→∞ supy∈BR/δj
∣∣δj vδj (y,ω;p)+ H˜ (p)∣∣= 0. (7.19)
Using (7.19) and a diagonalization procedure, and by intersecting the relevant subsets of Ω , we
deduce that the existence of a subsequence δj → 0 along which
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j→∞ supy∈BR/δj
∣∣δj vδj (y,ω;p)+ H˜ (p)∣∣= 0 (7.20)
holds, for every R > 0 and rational p ∈ Qn, on a single event Ω0 of full probability. Using
Lemma 7.2, we deduce that (7.20) holds for all p ∈Rn and ω ∈ Ω0.
8. The proof of the homogenization of the distance functions
To homogenize the distance functions, we proceed in two steps: first, we use the subadditive
ergodic theorem to show that the distance functions have an almost sure limit. Then we identify
this limit with the help of (7.20).
Proof of Proposition 4.1. In light of (4.3), we can write the limit (4.4) as
t−1dμ,tx0(ty,ω) → dμ(y − x0) as t → ∞.
In order to apply the subadditive ergodic theorem, we must verify that the distance functions are
subadditive in the sense that for every x, y, z ∈Rn and a.s. in ω,
dμ,x(y,ω) dμ,z(y,ω)+ dμ,x(z,ω). (8.1)
With w denoting the subcorrector constructed in the first step of the proof of Proposition 7.4 for
p = p∗ and using Proposition 6.1, we deduce that, for all x, y ∈Rn and a.s. in ω,
w(y,ω)−w(x,ω) p∗ · (y − x)+ dμ,x(y,ω).
Interchanging x and y and then adding the resulting inequalities together, we obtain
0 dμ,x(y,ω)+ dμ,y(x,ω). (8.2)
Thinking of both sides of (8.1) as a function of y with x and z fixed, noting that the inequal-
ity holds at both y = x and y = z (the former is (8.2) and the latter is obvious), and applying
Proposition 6.1 with D = {x, z}, we obtain (8.1).
We now apply the subadditive ergodic theorem, as stated in Proposition 2.1, for fixed μ and
y ∈ Rn, with Q([s, t))(ω) = dμ,sy(ty,ω) and σt = τty . We extend Q(·)(ω) to J in the obvious
way. Using (4.2), the uniform Lipschitz continuity of the family {dμ,x0 : x0 ∈ Rn} and (8.1), we
easily check that Q is a continuous subadditive process. Proposition 2.1 now provides, for each
y ∈Rn and μ> minH , a random variable aμ(y,ω) such that
t−1dμ,0(ty,ω) = aμ(y,ω) a.s. in ω. (8.3)
From (3.16) and (4.2) we have that
lim sup
t→∞
t−1dμ,0(ty,0, τzω) = lim sup
t→∞
t−1dμ,z(ty + z,ω) = lim sup
t→∞
t−1dμ,0(ty,0,ω).
Thus the set {ω ∈ Ω1: lim supt→∞ t−1mμ(ty,0,ω)  k} is invariant under τz, for each k ∈ R.
The ergodic hypothesis implies that aμ can be taken independent of ω, i.e., aμ(y,ω) = aμ(y). It
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and hence
inf
y 
=0 |y|
−1aμ(y) > 0. (8.4)
Finally, aμ is Lipschitz by (3.16).
To complete the proof that aμ = dμ, we first show that aμ is a solution of
H˜ (Daμ) = μ in Rn\{0}, (8.5)
and then show that H˜ = H . Suppose that ϕ is a smooth function and x0 
= 0 are such that
x 	→ aμ(x)− ϕ(x) has a strict local maximum at x = x0. (8.6)
We show, using the classical perturbed test function method, that
H˜
(
p +Dϕ(x0)
)
 μ. (8.7)
Arguing by contradiction, we assume that θ := H˜ (p + Dϕ(x0)) − μ > 0. Take {δj } to be the
subsequence described in Remark 7.5, along which we have (7.20). Set p1 := p + Dϕ(x0), and
define the perturbed test function
ϕj (x) := ϕ(x)+ δj vδj
(
x
δj
,ω;p1
)
+ H˜ (p1).
We claim that, for all sufficiently large j and sufficiently small r > 0, ϕj satisfies
H(p +Dϕj , x/δj ,ω) μ+ 12θ in B(x0, r). (8.8)
Since ϕj is not smooth in general, we verify the inequality in the viscosity sense. To this end,
select a smooth function ψ and a point x1 ∈ B(x0, r) at which ϕj − ψ has a local minimum. It
follows that
y 	→ vδj (y,ω;p1)− δ−1j
(
ψ(δjy)− ϕ(δj y)
)
has a local minimum at y = x1/δj .
Using the equation for vδj , we obtain
δj v
δj (x1/δj ,ω;p1)+H
(
p +Dψ(x1), x1/δj ,ω
)
 0. (8.9)
The observations above yield, for small r > 0 and large j ,
H(p +Dψ,x1/δj ,ω)H(p1)− 12θ = μ+
1
2
θ.
This confirms the claim (8.8) in the viscosity sense.
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Sending j → ∞ and using (8.3), we obtain a contradiction to (8.6). This completes the proof that
aμ is a subsolution of (8.5). The argument that aμ is a supersolution of (8.5) is nearly identical,
and so is omitted. We conclude that aμ is a solution of (8.5).
We now show that H˜ = H . Using Remark 6.3 and the fact that, for every μ > H(p), the
function aμ is a solution of (8.5), we conclude that H˜ (p)  H(p). The inequality H(p) 
H˜ (p) is clear from the definition of H and the existence of the subcorrector in the proof of
Proposition 7.4. Hence H˜ = H .
Therefore, aμ satisfies H(p +Daμ) = μ in Rn\{0}. We have aμ = dμ by uniqueness. 
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