The flow of the Euler top is a geodesic flow on SO(3) with a left invariant metric. We determine the conjugate locus for this geodesic flow in the case that the metric has an S 1 invariance, which is the case when two of the three moments of inertia are equal. Depending on the ratios of these moments, the conjugate locus is either a segment or circle (if the body is oblate) or a non-injective mapping of an astroid of revolution (if the body is prolate).
Introduction

A. Motivations.
If q is a point of a Riemannian manifold Q and γ an oriented geodesic through q, then the cut point q of q along γ, if it exists, is that point of γ at which γ ceases to minimize the distance from q. The (first) conjugate point of q along γ (if it exists) is the point of γ at which the minimization property is lost among 'infinitesimally close' geodesics. Precisely, if t → q t (q,q) is a parameterization of the geodesic through q with initial velocityq ∈ T q Q and t c (q,q) is the infimum of the positive t such that the Jacobian matrix ∂q t ∂q (q,q)
is singular, then the (first) conjugate point of q along the geodesic is q tc(q,q) (q,q). The cut (conjugate) locus of q is the union of its cut (conjugate) points along all the geodesics through it.
For a general introduction to these notions see e.g. [17, 16, 5] . There is a connection between conjugate and cut points: if q c is the (first) conjugate point of q along γ, then either q c is the cut point or there is a cut point q on γ between q and q c which is joined to q by at least two minimizing geodesics. Hence, the study of the conjugate locus gives information on the cut locus, too. While the cut locus has probably a more clear geometric significance, the conjugate locus may be expected to have a richer structure and to help to understand the structure of the cut locus as well.
The study of conjugate loci in a Riemannian manifold has a long and renowned history, which goes back at least to Jacobi's study of the geodesic flow on ellipsoids: Jacobi's 'last geometric theorem' states that the conjugate locus of a non-umbilical point of a triaxial ellipsoid has exactly four cusps (see [14] for references and recent advances, including the proof of this fact). Nothwithstanding a great number of studies (see e.g. [17, 8, 20, 13, 19, 15, 5, 21] and references therein), there are not yet many known examples of cut and conjugate loci, especially in dimension higher than two.
Thus, our aim in this article and in a forthcoming Part II [4] is that of determining the conjugate locus in a specific, though somehow special because of its symmetry, three-dimensional case-the geodesic flow on SO(3) endowed with a left invariant metric. SO(3) and the Euler top. This problem has both geometric and mechanical relevance. A left invariant metric on SO(3) is determined by the eigenvalues I 1 , I 2 , I 3 of its restriction to the group algebra. In Mechanics, this geodesic flow can be interpreted as the flow of an Euler top, namely a rigid body with a fixed point and no torques acting on it, and the eigenvalues I 1 , I 2 , I 3 play the role of moments of inertia.
B. Left invariant metrics on
1 This classical system is one of the prototypes of (super)integrable Hamiltonian systems and still plays an important role in Mechanics, see e.g. [1, 9, 12] . Even though our study will focus on the geometric problem, it will benefit of the corpus of techniques and ideas specific to the mechanical problem.
The Euler top is a system with a large symmetry group, SO(3) × S 1 , and quasi-periodic dynamics on invariant tori of (generically) dimension two [3, 11] . In the general case of three distinct moments of inertia, the flow can be expressed in terms of Jacobi elliptic functions and theta functions [2, 22, 18] . In the axisymmetric case in which two of the three eigenvalues are equal, say I 1 = I 2 = I 3 , the flow can be expressed in terms of elementary functions of t and of the initial data. In the present paper we shall therefore consider the axisymmetric case and derive a detailed and essentially complete analytic description of the conjugate locus.
In Mechanics, left-invariant metrics with two equal eigenvalues on SO(3) correspond to axisymmetric Euler tops. In Geometry, they are covered by the so-called Berger metrics on S 3 , which have already been studied by Chavel [8] and Sakai [20] in the case I 1 > I 3 . Chavel determined, among other things, the tangential conjugate locus and Sakai determined the cut locus (see below). We shall use their results on the tangential conjugate locus at an early stage of our construction.
The analytical determination of the conjugate locus in the general case of distinct eigenvalues appears to be significantly more complex. We shall discuss this problem at greater length in a companion article [4] , using also numerical computations of the conjugate locus. The description of the axisymmetric case given here will be the starting point for the comprehension of the patterns emerging in the general case.
Remark: It should be stressed that the axisymmetric case does not have a larger symmetry group than the general case: the group is in both case SO(3) × S 1 , but the factor S 1 acts in a particularly simple and recognizable way in the axisymmetric case. (A full account of this fact, which is implicit in Poinsot's classical 'geometric description' of the Euler top motions [3, 9] , can be found in [6] , chapter 12). Of course, the large symmetry group of the problem is at the same time its strength and its weakness: it allows (at least in the axisymmetric case) the determination of the conjugate locus but, at the same time, it certainly makes the structure of the conjugate locus non-generic.
C. The conjugate locus in the axisymmetric case. We describe now very informally our results for the axisymmetric case. Since the geodesic flow is just a shift in the group, the conjugate loci of different points are conjugate to each other. Thus, we study only the conjugate locus of the group identity and call it, accordingly, 'the' conjugate locus for the given metric. In order to visualize the conjugate locus we make use of the solid ball model of SO (3) , that is, the unit ball of R 3 with antipodal boundary points identified. Elementary considerations based on the symmetry of the problem show that the conjugate locus, in the solid ball model, is symmetric with respect to the three coordinate planes and that, if I 1 = I 2 , then it is also invariant
The conjugate locus in various prolate cases, cut so as to reveal the internal structure. All images have the same scale. The upper and lower circular edges lie on the boundary of the unit ball and must therefore be antipodally identified.
under rotations around the axis (0, 0, 1). This implies that, if the three eigenvalues I 1 , I 2 , I 3 are all equal, then the conjugate locus reduces to a point. If I 1 = I 2 = I 3 , instead, the conjugate loci are of two types: i. If I 1 = I 2 < I 3 (the body is 'oblate') then the conjugate locus is onedimensional. Specifically, in the solid ball model, it is a segment of length proportional to I 3 /I 1 which, for I 3 /I 1 ≥ 2 touches the boundary of the unit ball and therefore closes to a circle. ii. If I 1 = I 2 > I 3 (the body is 'prolate') then the conjugate locus is a surface of revolution with two conical cusp points on its symmetry axis, a cuspidal edge in the equatorial plane and a number of circles of transversal selfintersections on the equatorial plane and on the boundary of the unit ball, which grows without bound with I 1 /I 3 . Some examples of conjugate loci in the prolate case are shown in Figure 1 . Their structure can be understood in simple terms:
the conjugate locus resembles an astroid of revolution, with height and equatorial radius both smaller than one and increasing with I 1 /I 3 .
the two cusps touch the boundary of the unit ball and must therefore be identified, while the equatorial radius remains smaller than one. Topologically, the conjugate locus is a pinched torus.
• As we further increase I 1 /I 3 : the height of the astroid of revolution increases and its tips exit the unit ball-thus reentering it from the opposite side and creating two self-intersection circles. As I 1 /I 3 keeps growing, each of the conical surfaces so created continues to grow in height and the process repeates indefinitely. In other words, the increasingly complex structure of the conjugate locus for large values of I 1 /I 3 is the result of a non-injective immersion with singularities into SO(3) of a surface resembling an (increasingly elongated) astroid of revolution.
A precise description of this surface of revolution-specifically, of its generatrix-will be given in Section 3, and proved in Section 4. Section 2, which is not limited to the axisymmetric case, is devoted to some preliminary known facts about the geodesic flow on SO(3) and the symmetries of its conjugate locus.
Remarks: (i) The cut locus for the prolate case has been determined in [20] and consists of the disk in the equatorial plane of the conjugate locus bounded by the cuspidal edge. The cut locus for the oblate case is instead, to our knowlege, still unknown. See also [5] .
(ii) One may compute the conjugate locus on the universal covering S 3 once one knows it in SO(3) (or conversely). We prefer the latter case because there is a cleaner picture of the geodesic flow on SO(3).
The geodesic flow on SO(3)
A. Left-trivialized equations of the geodesic flow. It is well known that the geodesic flow on a Riemannian manifold Q coincides (up to a time reparameterization, of course) with the flow of a Lagrangian system on T Q with Lagrangian
G q (q,q), where G is the metric tensor. Equivalently, the system can be regarded as a Hamiltonian system on T * Q with Hamiltonian
In the case of a left-invariant metric on SO(3) the resulting equations of motions are the equations of motion of an Euler top with moments of inertia given by the eigenvalues I 1 , I 2 , I 3 of G 1 , where 1 is the identity matrix. These equations can be written in a variety of ways. We choose here the lefttrivialized Hamiltonian formulation, which leads to the system of first order equations on SO(3) × R 3 (R, m) given bẏ
Here I = diag (I 1 , I 2 , I 3 ) and we have used the isomorphism :
, where × denotes the cross product in R 3 . These equations are sometimes called Euler-Arnold equations, see e.g. [9] for details.
In this description, the left-invariant metric on SO(3) induces the scalar product
on the factor R 3 . (Here and in the following, the dot denotes the Euclidean scalar product and | | the Euclidean norm in R n ). Note that, for the moment, we do not assume that two of the three eigenvalues are equal.
Remark:
We recall very briefly, for the unfamiliar reader, some of the details about the rigid body interpretation of equations (2.1).
(i) First, the identification of the configuration space of a rigid body with the matrix group SO(3) is as follows. Consider two orthonormal bases {e (3) is based on the fact that, for any m ∈ R 3 , expm is the rotation matrix of angle π|m| around m.
is surjective but not injective, and a diffeomorphism
is obtained by regarding this association as (the inverse of) a map from SO (3) to B P . For details, see e.g. [9] . Throughout the article we use the following terminology and notation. First of all, it will be understood that the coordinates in B, hereafter denoted x 1 , x 2 , x 3 , are the coordinates in which the scalar product induced by G on R 3 is diagonal, see (2.2). The p-image in B P of the coordinate line x j in B will be called the x j -axis of B P or, when we want to stress the fact that it is topologically a circle, the x j -coordinate circle or simply the x j -circle of B P . Similarly, the image of the disk x j = const of B will be called the coordinate plane x j of B P . The point p(0) will be called the origin of B P and p(0, 0, ±1) its North-South pole.
If S is an orthogonal transformation of R 3 and K is a subset of B P , we define the image of K under S as p(S(p −1 (K))). We then say that K is invariant
Finally note that, through pullback to B, we can define the distance from the origin of any point of B P and the length of any arc of a coordinate circle.
Remark: In the rigid body analogy, the points of B on the x j -axis correspond to rotations around the axis of inertia e b j of the body.
C. The conjugate locus and its symmetries.
Denote by t → R t (R, m), m t (R, m) the solution with initial datum (R, m) of the equations (2.1). For given m, let
is called the (first) conjugate point to R in the 'direction' m. The conjugate locus L R of R ∈ SO(3) is the union of all its conjugate points L(R, m), m ∈ R 3 . As for any geodesic flow, the norm of the (co)tangent vector m is of course irrelevant to the definition of conjugate points.
2 Thus, the construction of the conjugate locus can be restricted to m ∈ S 2 (the unit sphere in R 3 ; note that the norm we are using in R 3 corresponds to the Killing metric on so(3), not to the considered left-invariant metric on SO(3)).
We now examine the consequences of the SO (3) (3) are isometric and we need to study only one of them, say that of the identity matrix. We shall therefore consider from now on only solutions with initial datum R = 1 and we shall correspondingly drop everywhere the indication of the initial configuration R. In particular, we call
the conjugate locus for the given metric. However, we shall mainly work with the image of the conjugate locus in the solid ball model. Specifically, we define
and call L(S 2 ) the conjugate locus in B P . In the sequel, we shall commonly write L and L instead of L(S 2 ) and L(S 2 ), respectively. We now note some (rather obvious, but important for the sequel) symmetry property of the conjugate locus L, which are due to [8] in the prolate case.
Proposition 1 i. L is invariant under reflections through the three coordinate planes. ii. If
Proof. We first show that any orthogonal symmetry of the metric tensor
is a solution of the equations of motion and S is an orthogonal matrix such that SI = IS, then also (
is a solution. It follows that, for any m, the solutions with initial data (1, m) and
for all m and hence
This proves statement i and the rotational invariance of L in the axisymmetric case. But moreover, as discussed above, if I 1 = I 2 then the two conjugates points in the directions m and Sm are reached at the same time. Therefore, this time and the conjugate point L(m) are functions of m 3 alone.
Remark:
The homogeneity of the equations of motion implies also that a rescaling of the eigenvalues I 1 , I 2 , I 3 can be compensated by a corresponding rescaling of time. Hence, the conjugate locus depends in fact only on the ratios between the eigenvalues and one of them may be normalized to a fixed value.
The conjugate locus for the axisymmetric case
We consider now the case I 1 = I 2 . Define the parameter η by
Adopting a rigid body terminology, we say that the metric is prolate if η > 0 and oblate if −1 < η < 0. 3 The case η = 0 ('spherical' bodies) is included in the subsequent treatment as a limit of both the oblate and the prolate cases.
If I 1 = I 2 then, as is easily checked, the solution t → (R t , m t ) of the lefttrivialized equations (2.1) with initial data R = 1 and m = (m 1 , m 2 , m 3 ) is
(see e.g. [10] ). These formulas are the starting point for the study of the conjugate locus, which is performed in the next Section. The conclusions of this analysis are collected in the next three Propositions. First, we consider the oblate case: Note that, when η ≤ − 1 2 , the conjugate locus is a circle. We now consider the case η > 0. Since, by Proposition 1, the conjugate locus is invariant under rotation around the axis x 3 , we can limit ourselves to describe its generatrix, that is, the curve in the plane x 2 = const of B P which produces the conjugate locus by rotation around the axis x 3 . We denote this plane by D P and note that D P = p(D), where D is the section x 2 = 0 of B.
We need to introduce some miscellaneous notations and terminology. For real numbers, besides the integer part [x] and the ceiling x , we also use the function
Moreover, we denote by d(x) twice the distance of x ∈ R from its closest integer, which satisfies
Thus d(x) lies between 0 and 1, equals 0 if x is an integer and 1 if x is a half-integer.
Recall now that a curve u → (x(u), y(u)) ∈ R 2 has an (ordinary) cusp tangent to the x-axis at a point u 0 if
see e.g. [7] . The point (x(u 0 ), y(u 0 )) in the trace of the curve is also called an (ordinary) cusp point, but the distinction is important in the sequel because it might happen that the images of two different cusp points u 0 and u 1 coincide. A cusp defines an obvious orientation on the tangent line through it, induced by the parameter u.
These notions extend in an obvious way, using local coordinates, to curves in D P . The case we need to consider is that in which the curve has two cusps, in two points P 1 , P 2 ∈ D P and tangent to the circle through P 1 and P 2 . If P 1 , P 2 are distinct and do not belong to p(∂D), we say that the two cusps either point towards the origin or point away from the origin if so do their preimages in B. If P 1 = P 2 is either the origin or the North-South pole, then we use either expression to mean that the two cusps have opposite orientations.
Finally, given a point P ∈ D P , we denote by −P the point obtained by reflection through the origin, and by +P the point P itself.
We can now describe the generatrix of the conjugate locus. First, we determine its singular and multiple points and its local structure at them:
Proposition 3 If η > 0, the generatrix of the conjugate locus in D P is a differentiable curveΓ
:
which is invariant under reflections through the coordinate circles x 1 and x 3 . All its points are regular, except:
The generatrix of the conjugate locus, for various values of I 1 /I 3 .
• 1 2 and note that, by Proposition 3, they are all distinct. Note also that the number of P -points equals that of A-points if η + ). Consider now the sequence
where the point between brackets is of course present only if η + , S 3 are both strictly decreasing.
Proposition 4 For η > 0, the pull-back to D of the trace of the generatrix is obtained by reflecting through the axes x 1 and x 3 a connected curve which is union of differentiable arcs which connect each point of the sequence (3.7) to the next one.
Propositions 3 and 4, together, give an essentially complete account of the structure of the generatrix of the conjugate locus. The resulting structure is clearly visible in Figure 2 , which shows the trace of the generatrix in a number of cases.
Remarks: (i) The images of Figure 2 have been constructed by numerical evaluation of the conditions (4.12) and (4.16) which define the generatix. Note that there is perhaps only one feature of the generatrix that is implied by Figures 2 and is not accounted for by Propositions 3 and 4, namely, that each of the arcs of the generatrix between any pair of consecutive points of the sequence (3.7) has no inflection points. This fact is numerically evident, but the proof might be a little bit involved.
(ii) There is a simple heuristic way of describing the structure of the trace of the generatrix. Consider an astroid in R 2 with cusps on the coordinate axes x 1 , x 3 , (horizontal) width smaller than one and (vertical) height 2d(η). Cut it by pairs of horizontal lines symmetric to x 3 = 0 in such a way that each section, except possibly the two extreme ones, fits exactly into a circle of radius 1. Then, shifting each section back to the unit circle produces a curve which resembles the pull-back to D of the trace of the generatrix. There is
one aspect of this construction which requires some care: a look at Figure 2 shows indeed that the angles at which different arcs of the generatrix meet on ∂D is not compatible with shifting sections of an astroid: one should rather distort it to a Christmas tree-like continuos curve.
Proof of Propositions 2, 3 and 4
A. Quaternions.
We work with (unit) quaternions instead of rotation matrices, that is, we work on the 2:1 covering S 3 of SO (3) (see e.g. [9] ). The advantage is of course that quaternions easily allow the determination of the product of two rotations, which is necessary in view of (3.5).
We denote by Q = (q 0 , q 1 , q 2 , q 3 ) = (q 0 , q), with q = (q 1 , q 2 , q 3 ), the points of the unit sphere S 3 ⊂ R 4 endowed with the quaternion group structure given by the product
is a 2:1 covering map, with E(−Q) = E(Q), as well as a group homomorphism, with E(Q)E(P ) = E(Q ⊗ P ). If φ ∈ R and e ∈ R 3 has unit norm, then
is the solution of the geodesic equations (2.1) with initial conditions (1, m) , then the two covering motions t → (Q t , m t ) ∈ S 3 × R 3 , which satisfy R t = E(Q t ), have initial data Q = (1, 0, 0, 0) and Q = (−1, 0, 0, 0). We need of course to consider only one of them, say the first. Note that the condition rank ∂R t ∂m (m) < 3, which defines the time at which the solution reaches the conjugate point, see (2.3) , is equivalent to
Even though we work in S 3 , we describe the results in the solid ball model. Therefore, we use the 2 : 1 covering map
which, as one can check, can be written as the composition of the map B. The tangential conjugate locus. We begin the proof of Propositions 2, 3 and 4 by reviewing, here and in Subsection D, some known properties of the time at which the first conjugate point in a given direction is reached (that is, the 'conjugate locus in the tangent space'). In the prolate case, this function has been determined in [8] and its properties studied in [20] . The extension to the oblate case does not present any difficulty. From (4.8) and (3.5) it follows that Q-component of the covering motion
where μ = m/|m| and we have written
In order to simplify the notation we parameterize the curve (4.10) with the rescaled time τ = t 2I 1 , thus denoting it Q τ (m). (Equivalently, choose I 1 = 2). Its four components are
Let τ η (m) be the value of τ at which this solution reaches its first conjugate point. In the prolate case, τ η (m) has been determined in [8] : Proof. An elementary though somewhat lengthy computation shows that, evaluated at a point m of unit norm, the four 3 × 3 minors of the matrix
are the four components of the vector 
C. Proof of Proposition 2.
Lemma 1 shows that in the oblate case, −1 < η < 0, all conjugate points are reached after the time t = 2πI 1 . Hence, according to (3.5) ,
In the solid model ball this corresponds to the point (0, 0, 2ηm 3 ). For η = 0, this is the origin.
D. Properties of τ η for η > 0. We consider now the case η > 0 and review some elementary properties of the function τ η : S 2 → R already remarked in [20] . Equation (4.12) implies that τ η (m) depends on m only through the component m 3 . It is therefore sufficient to study the restriction of τ η to a meridian of the unit sphere, say the circle m 2 = 0, m and, with a small abuse, we regard τ η as a function on C. We anticipate that we shall often use the parameterization
of C. We also need to consider the dependency of τ η on m 3 alone. To this end, we consider the functionτ η : (−1, 1) → R defined bŷ
which, by (4.12), is an even function. ii. The function m 3 →τ η (m 3 ) is strictly increasing in the interval (0, 1).
The graph ofτ η , for η > 0, is shown in Figure 3 .b.
Proof. We know from the proof of Lemma 1 that, for any u ∈ S 1 and η > 0, τ η (C(u)) is the unique solution in ( Since g is smooth in (
) × R + × S 1 and ∂g ∂τ is there everywhere nonzero, the implicit function theorem ensures that (η, u) → τ η (C(u)) is smooth. A routine computation of the derivative of u → τ η (C(u)) gives
where it is understood that, on the right hand side, m 1 and m 3 stand for sin u and cos u, respectively, and that τ η stands for τ η • C. Thus, the only critical points of τ η on C are those where either m 1 = 0 or m 3 = 0. The statements about the values of τ η at these points follow immediately from is a decreasing function of m 3 ∈ (0, 1), Figure 3 .a also shows that m 3 →τ η (m 3 ) is increasing in that interval.
Remark:
The differentiability of m → τ η (m) implies that, in the case at hand, the conjugate locus is the image of a differentiable function S 2 → SO(3).
E. The generatrix: singular and double points.
Since the conjugate locus L ⊂ B P is invariant under rotations around the axis x 3 , we can limit ourselves to determining its generatrix. First note that the equations (4.11) show that the considered E-preimage in S 3 of the conjugate locus can be constructed by rotating about the axis (0, 0, 1) the (q 1 , q 2 , q 3 )-component of the curve
This curve has components
and belongs to the section q 2 = 0 of S 3 . Here, and everywhere in the following, τ stands for τ η and ρ for ρ η := ητ η m 3 . Correspondingly, s τ and c τ stand for sin τ η and cos τ η , respectively, and s ρ and c ρ for sin ρ η and cos ρ η . We also note, once for all, that On the other hand, formulas (4.9) show that the restriction of F • E to this section of S 3 is onto the section D P of B P given by x 2 = 0, and that this restriction is in fact a 2 : 1 covering map. Therefore, the conjugate locus in the solid ball model is obtained by rotating about the x 3 -axis the trace of the curveΓ :
Note that the trace of this curve, that we will call the generatrix of the conjugate locus, is symmetric with respect to the axes x 1 and x 3 (as also ensured by Proposition 1). We begin the study of the generatrix by determining and locating its singular and multiple points. 
, that is, the points whose image belongs to p(∂D).
• Of all the pairs of points (m 1 , ±m 3 ) with m 3 = 0 and γ 3 (m 1 , m 3 ) = 0, that is, the regular points whose image belongs to the x 1 -axis.
Proof. (i) Since F • E is a covering map it suffices to
show that the statement is true for Γ : C → S 3 . Let C be the parameterization of C given by (4.13) and denote differentiation with respect to u. Using (4.12) and cos τ η = 0, a computation gives
Using Remark: Statements (i) of Lemmas 2 and 3 show that the singular points of the generatrix coincide with the critical points of the time τ η at which the conjugate point is reached. In two-dimensional Riemannian manifolds, this property is always true for the conjugate locus and follows in that case by Gauss Lemma, as claimed by [14] . This is in general not true for the conjugate locus in the three-dimensional case.
We now show that the singular and double points of the generatrix are the only points at which it intersects the coordinate axes and the unit circle, and we count and locate them. (1, 0) . As we know from Lemma 2, these two intersection points are singular points ofΓ.
• Assume now m 3 = 0. We have already seen that the two pointsΓ(0, ±1) belong to the x 3 -axis. Therefore, they belong to the x 1 -axis only if they coincide with the origin, which happens for integral η. Let us thus assume = 0. Therefore, the condition γ 3 = 0 can be written as m 3 tan τ η = − tan ρ, or equivalently, and using a more precise notation, as m 3 ) is a solution to this equation, then also (±m 1 , ±m 3 ) are solutions and τ η (±m 1 , ±m 3 ) =τ η (m 3 ), see (4.14) . It follows that it suffices to find the solutions m 3 ∈ (0, 1) of
where of courseρ(m 3 ) = ηm 3τη (m 3 ) and
1 + ηm 2 3 .
Note that, since m 3 →τ η (m 3 ) is increasing, for all m 3 ∈ (0, 1). By Lemma 1, we see that m 3 →ρ(m 3 ) maps the interval (0, 1) diffeomorphically onto the interval (0, ηπ). Thus, instead of (4.21) we can equivalently solve the equation
where k =k •ρ. Note thatk(0) = 1,k(ηπ) = 0 and 0 <k(y) < 1 for all y ∈ (0, ηπ). Thus ρk(ρ) vanishes at ρ = 0 and at ρ = ηπ and its graph lies between the ρ-axis and the diagonal. Therefore, its graph intersects all branches of tan ρ in 0 < ρ < ηπ in at least one point, except the first one, see Figure 4 . In fact, there is exactly one intersection with each such branch, because the derivative of tan ρ is larger than 1 while, as we now show,
Indeed, denoting by a prime the derivative with respect to m 3 , we have We thus conclude that equation (4.22) has η distinct solutions m
(η) in the interval (0, 1). (If η is an integer then there is an intersection also at ρ = ηπ, see Figure 4 ; since ρ = ηπ corresponds to m 3 = 1, the intersection point is the origin). Correspondingly, there are are 4 η points (±m
3 ) in C whose images underΓ belong to the x 1 -axis, and none of them coincides with the origin. By Lemma 3, all these images are double points ofΓ, so that only 2 η of them are distinct. Note now that the distance from the origin ofΓ(±m (iii) We already know from (i) that if η is half-integral then the images of (0, ±1) coincide with the North-South pole of D P . We also know from (ii) that the images of points of C with m 3 = 0 lie on the x 1 -axis at a distance < 1 from the origin. We thus restrict our considerations to 0 < m 3 < 1. The condition for |Γ(m 1 , m 3 )| = 1 is γ 0 (m 1 , m 3 . Hence, using also (4.12), this condition can be written as
An argument analogous to that of the proof of (ii) shows now that this equation has η + F. Local structure near the singular and double points. We study now the local structure of the generatrix near its singular and double points. We shall show that the singular points are ordinary cusps and that all selfintersections are transversal, thus completing the proof of Proposition 3.
We say that an ordinary cusp tangent to the x-axis of a curve u → (x(u), y(u)) ∈ R 2 , see Proof. We begin by linking the cusp conditions for the generatrixΓ in D P to conditions on its pull-back Γ to S 3 , which will be easier to verify. This is the content of the next Lemma:
Lemma 10 Assume η > 0. Consider the parameterization C : u → (cos u, sin u) of C and regard the components of Γ andΓ as functions of u instead of (cos u, sin u). Let u 0 ∈ S 1 be a singular point of Γ. Assume that
(that is,Γ(u 0 ) = p(0) and / ∈ p(∂D)) and that
where either h = 1, k = 3 or h = 3, k = 1. Then,Γ has a an ordinary cusp in u 0 which is tangent to the axis x k . Moreover, at u 0 :
Proof. Since Γ andΓ have the same singular points,γ 1 (u 0 ) =γ 3 (u 0 ) = 0. In order to show thatΓ has a cusp at u 0 tangent to the axis x k we show that alsõ γ h andγ k satisfy conditions (4.23). According to (4.9),
Henceγ j = f γ j + 2f γ j + f γ j etc. and so, in u 0 :
where we have also used that f (u 0 ) = 0. So, we need only to show that f γ k + f γ k does not vanish at u 0 . Write
where g is the derivative of x → g(x), that is,
Hence, at u 0 , where
and so, finally,γ
From this it also follows that, at u 0 :
which shows that, at u 0 ,γ kγ k has the same sign of γ k γ k .
We now go back to the proof of Lemma 5:
(i) Because of the symmetry ofΓ with respect to the two axes x 1 and x 3 , we need only consider the point (m 1 , m 3 ) = (1, 0). We know from Lemma 4 that for no value of η does the pointΓ(1, 0) belong to either the origin or p(∂D), and so we can apply Lemma 6. First compute, thinking of τ η as a function of u and using (4.15),
It is then not difficult to verify using (4.16) that, at (1, 0), where s ρ = 0 and c ρ = 1,
Since c τ < 0, this proves that γ 3 = 0. Moreover, since s τ > 0, using (4.12) we also see that
(ii) Here too, we can consider only one of the two points, say (m 1 , m 3 ) = (0, 1). Note that then
Assume first that η is neither integral nor half-integral, so thatΓ(0, 1) is not the origin and is not in p(∂D) and therefore c ρ s ρ = 0. We now find
From this it also follows that sign (γ 3 γ 3 ) = −sign (sin(2πη)), which equals +1 if η + = η . Consider now an integral or half-integral value η of the parameter η, so that Γ(0, 1) is either the origin or the North-South pole and we cannot use Lemma 6. By Lemma 2, however, the time at which the conjugate point is reached is a smooth function of η and m. Therefore, the values of the generatrix and of its derivatives at (0, 1) are continuous functions of η and we can compute their value at η by taking the limit as η → η of the values found above, that is,
for η = η .
On the other hand, since γ 0 = −c ρ and
and therefore,γ
In order to prove that the singular point is an ordinary cusp it only remains to show thatγ 1 → 0. Since
this amounts to the fact that f (0, 1) → 0 as η → η. This is obvious if η is half-integral because
sign (c ρ ) = 0. It only remains to prove the statements about the cusp orientation. If η is integral then the cusp is at the origin and, sinceγ 3 = −6η < 0, it is positively oriented. If instead η is half-integral then sign (γ 3γ 3 ) = −sign sin(2πη) for any η → η, which in the limit equals −sign sin(2πη).
Next, we consider the structure of the generatrix at its double points: Proof. We consider the usual parameterization (4.13) of the circle C, regard all functions as functions of u and denote by a prime the derivative with respect to u. Let u and u * = u be such thatΓ(u) =Γ(u * ). We must prove that Γ (u) andΓ (u * ) are not parallel. Since F • E is a local diffeomorphism, this is equivalent to the fact that Γ (u) and Γ (u * ) are not parallel, that is, that at least one of the following three inequalities is satisfied:
As we know from Lemmas 3 and 4 the double points of the generatrix are of two types.
(i) The double point is in p(∂D). In this case m(u * ) = −m(u) with 0 < |m 3 (u)| < 1 and γ 0 (u) = 0. Note now that, since γ 0 is an even function of m while γ 1 and γ 3 are odd, we have γ 0 (u
. Therefore, inequalities (4.25) are equivalent to the fact that one at least of the two inequalities 
which shows that γ 0 (u) < 0.
(ii) The case of a double point on the x 1 -axis may be treated in a very similar way. Now m 1 (u * ) = m 1 (u) and m 3 (u * ) = −m 3 (u) with 0 < |m 3 (u)| < 1 and γ 3 (u) = 0. At variance from the previous case we have γ 0 (u Note that at this point we have proved all statements of Proposition 3. We now describe the global structure of the generatrix, thus proving Proposition 4.
G. Proof of Proposition 4.
We study now the pull-back of the trace ofΓ to D. Because of the symmetry ofΓ with respect to the two axes x 1 and x 3 , we can restrict ourselves to values of (m 1 , m 3 ) with m 1 ≥ 0 and m 3 ≥ 0: the images of points with m 1 < 0 (respectively m 3 < 0) will then be obtained by reflecting through the x 1 -axis (respectively, the x 3 -axis).
Let C + be the subset of C where m 1 ≥ 0, m 3 ≥ 0, ordered from s 1 := (1, 0) to s 3 := (0, 1). According to Lemma 4 and the symmetry properties of the components of Γ (see (4.16)), C + contains:
• the two singular points s 1 and s 3 .
• η + Figure 4 shows that these points are reached in the following order:
where the point between brackets is present only if η + We now locate the p-preimages of theΓ-images of the points (4.26) in the four quadrants of D ⊂ R 2 , by determining the signs of the coordinates of these points, that we denote x 1 (s 1 ), x 3 (s 1 ) etc. To this end, in view of (4.9) we need only study the signs of the components of Γ, using (4. Figure 4 shows that γ 0 and γ 3 are both negative).
• When (m 1 , m 3 ) passes through a point b j , both coordinates x 1 and x 3 change sign. This means that, in D, the curve reaches ∂D and jumps to the antipodal point.
• When (m 1 , m 3 ) passes through a point a j , the x 3 -coordinate changes sign while the sign of x 1 remains unchanged.
• When (m 1 , m 3 ) passes through s 1 , x 1 changes sign while x 3 does not (γ 1 changes sign, while γ 0 and γ 3 do not). Taking into account that, by Lemma 4,Γ intersects the coordinate axes or p(∂D) only at the points of the sequence (4.26), the previous information allows us to describe the pullback to D of the trace ofΓ| C + .
Let us use the following notation: the two p-preimages ofΓ(±s 1 ) and of Γ(±a j ), which belong to the x 1 -axis, will be denoted S where the last point is S + if η + Note that the generatrix closes itself after passing exactly twice through each of these points.
With some bookkeeping one sees that the curve is built out of a number of simple blocks, which are shown in Figure 5 .
The statement of Proposition 4 now follows by taking into account the reflectional symmetry of the generatrix and the fact that it does not have any other self-intersection points.
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