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LIE STRUCTURE ON THE HOCHSCHILD COHOMOLOGY
OF A FAMILY OF SUBALGEBRAS OF THE WEYL
ALGEBRA
SAMUEL A. LOPES∗ AND ANDREA SOLOTAR
Abstract. For each nonzero h ∈ F[x], where F is a field, let Ah be
the unital associative algebra generated by elements x, y, satisfying the
relation yx − xy = h. This gives a parametric family of subalgebras of
the Weyl algebra A1, containing many well-known algebras which have
previously been studied independently. In this paper, we give a full
description the Hochschild cohomology HH•(Ah) over a field of arbitrary
characteristic. In case F has positive characteristic, the center Z(Ah) of
Ah is nontrivial and we describe HH
•(Ah) as a module over Z(Ah). The
most interesting results occur when F has characteristic 0. In this case,
we describe HH•(Ah) as a module over the Lie algebra HH
1(Ah) and find
that this action is closely related to the intermediate series modules over
the Virasoro algebra. We also determine when HH•(Ah) is a semisimple
HH
1(A)-module.
1. Introduction
Given a field F and a nonzero polynomial h(x) ∈ F[x], let Ah be the unital
associative F-algebra with two generators x and yˆ, subject to the relation
yˆx− xyˆ = h. The aim of this article is to describe the structure—given by
the Gerstenhaber bracket—of the Hochschild cohomology spaces HH•(Ah)
as Lie modules over HH1(Ah).
The family Ah parametrizes many well-known algebras, which we study
simultaneously. For h = 1, we retrieve the first Weyl algebra A1. Other
particular cases have attracted attention, such as Ax, which is the universal
enveloping algebra of the two-dimensional non-abelian Lie algebra and Ax2 ,
known as the Jordan plane, which is a Nichols algebra of non diagonal type.
More generally, taking h = xn with n ≥ 3 and setting x in degree 1 and yˆ
in degree n− 1 then, as observed by Stephenson [11], Axn is Artin-Schelter
regular of global dimension two, although it does not admit any regrading
so that it becomes generated in degree one.
∗ The author was partially supported by CMUP (UID/MAT/00144/2019), which is
funded by FCT with national (MCTES) and European structural funds through the
programs FEDER, under the partnership agreement PT2020.
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It is well known that the Weyl algebra is the algebra of differential oper-
ators over the one dimensional affine space, where x acts by multiplication
and y corresponds to the usual derivative ∂∂x . Of course, replacing this last
action by h · ∂∂x for any fixed polynomial h(x) ∈ F[x] also corresponds to a
derivation. If h = 0, the derivation would annihilate everywhere, so we will
not consider this case.
There is an embedding of Ah in A1 given by x 7→ x, yˆ 7→ yh, as in [2,
Lem. 3.1]. We will thus henceforth take yˆ = yh and consider Ah as the
unital subalgebra of the Weyl algebra A1 generated by x and yˆ = yh, where
[y, x] = 1 and [yˆ, x] = h.
The paper is organized as follows. In Section 2 we prove a few technical
lemmas about commutators, while in Section 3 we construct the minimal
resolution of Ah as an Ah-bimodule. In particular, this allows us to give an
explicit description of HH2(Ah) in positive characteristic. The aim of Section
4 is to complete the construction of a contracting homotopy for the minimal
resolution, and in Section 5 we recall the method developed by Sua´rez-
A´lvarez [12] to compute the brackets [HH1(A),HHn(A)] for any associative
unital algebra A. This allows us to obtain in Section 6 the main results of
this article: the description, in characteristic zero, of the Lie structure of
HH•(Ah) as an HH
1(Ah)-Lie module.
Below we summarize, in simplified from, the main results of the paper.
Theorem A (Theorem 3.22). Assume char(F) = p > 0 and let Z(Ah)
denote the center of Ah. Then HH
2(Ah) is a free Z(Ah)-module if and only
if gcd(h, h′) = 1. In this case, HH2(Ah) has rank one over Z(Ah) and,
moreover, HH•(Ah) is a free Z(Ah)-module.
In positive characteristic, an explicit description of HH2(Ah) is given in
Theorem 3.19, although this is a bit involved. On the other hand, in char-
acteristic zero, HH2(Ah) can be presented as a space of polynomials.
Theorem B (Corollary 3.11). Assume char(F) = 0. There are isomor-
phisms
HH2(Ah) ∼= Ah/gcd(h, h
′)Ah ∼= D[yˆ],
where D = (F[x]/gcd(h, h′)F[x]). In particular, HH2(Ah) = 0 if and only if
h is a separable polynomial; otherwise, HH2(Ah) is infinite dimensional.
The Hochschild cohomology HH•(Ah) =
⊕
n≥0HH
n(Ah) can be made into
a Lie module for the Lie algebra HH1(Ah) of outer derivations of Ah, under
the Gerstenhaber bracket. By the Hochschild-Kostant-Rosenberg Theorem,
under suitable assumptions, this bracket is the generalization to higher de-
grees of the Schouten-Nijenhuis bracket. In our setting this is especially
interesting in case char(F) = 0 and gcd(h, h′) 6= 1 as then the description of
HH1(Ah) is related to the Witt algebra and, as we shall see, the HH
1(Ah)-Lie
module structure of HH2(Ah) can be described in terms of the representation
theory of the Witt algebra.
LIE STRUCTURE ON THE HOCHSCHILD COHOMOLOGY OF Ah 3
Theorem C (cf. Theorem 6.19). Assume that char(F) = 0 and gcd(h, h′) 6=
1. Let mh + 1 be the largest exponent occurring in the decomposition of h
in F[x] into irreducible factors. The structure of HH2(Ah) as a Lie module,
under the Gerstenhaber bracket, for the Lie algebra HH1(Ah) is as follows:
(a) There is a filtration of length mh by HH
1(Ah)-submodules
HH2(Ah) = P0 ) P1 ) · · · ) Pmh−1 ) Pmh = 0.
such that each factor Pi/Pi+1 is semisimple.
(b) The irreducible summands of each Pi/Pi+1 can be naturally seen as
obtained from intermediate series modules for the Witt algebra, un-
der a suitable finite field extension of F.
(c) HH2(Ah) has finite composition length, equal to the number of irre-
ducible factors of gcd(h, h′), counted with multiplicity.
(d) HH2(Ah) is a semisimple HH
1(Ah)-module if and only if h is not
divisible by the cube of any non-constant polynomial.
It is noteworthy that, in case F is of characteristic 0 and algebraically
closed (so that each irreducible factor of h is linear and the corresponding
factor algebra of F[x] is isomorphic to F), then from this theorem and previ-
ous results obtained in [1] we can recover the number of irreducible factors
appearing in h and the corresponding multiplicities. More specifically, let
λ(h) denote the partition encoding the multiplicities of the irreducible fac-
tors of h. We can conclude that if λ(h) and λ(g) are different partitions,
then Ah is not derived equivalent to Ag.
We now fix some definitions and notation. Given an associative algebra
A and elements a, b ∈ A, we use the commutator notation [a, b] = ab − ba.
The center of A and the centralizer of an element a ∈ A will be denoted
by Z(A) and CA(a), respectively. An element c ∈ A is normal if cA = Ac
(an ideal of A). We remark that the set of normal elements of A forms a
multiplicative monoid.
Given a two-sided ideal I of A, we will write a ≡ b (mod I) to mean that
a− b ∈ I. This yields an equivalence relation on A with the usual stability
properties under addition and multiplication. If J is another ideal such that
J ⊆ I, then obviously a ≡ b (mod J) implies a ≡ b (mod I). In case I = cA
for some normal element c ∈ A, we also use the notation a ≡ b (mod c).
Unadorned ⊗ will always mean ⊗F. For any set E, 1E will denote the
identity map on E. Given f ∈ F[x], f (k) stands for the k-th derivative of
f with respect to x, which we also denote by f ′ and f ′′ in case k = 1, 2,
respectively. If f, g ∈ F[x] are not both zero, then we tacitly assume that
gcd(f, g) is monic.
An infinite-dimensional Lie algebra which plays an important role in the
description of HH1(A) is the Witt algebra. A confusion with terminology
may arise here, since the term Witt algebra has been used in the literature
to mean two different things: the complex Witt algebra is the Lie algebra of
derivations of the ring C[z±1], with basis elements wn = z
n+1 d
dx , for n ∈ Z;
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while over a field K of characteristic p > 0, the Witt algebra is defined to
be the Lie algebra of derivations of the ring K[z]/(zp), spanned by wn for
−1 ≤ n ≤ p − 2. Here we are considering a subalgebra of the first one
(defined over the field F):
(1.1) W = spanF{wi | i ≥ −1},
equipped with the Lie bracket [wm, wn] = (n −m)wm+n, for m,n ≥ −1. It
is easy to check that if char(F) = 0, then W is a simple Lie algebra (cf. [1,
Lem. 5.19]). For the sake of simplicity and in accordance with the usage in
[1], we will abuse terminology and refer to the algebra W defined above as
the Witt algebra. To make the distinction clear, we’ll call the Lie algebra of
derivations of F[z±1], with basis {wi}i∈Z, the full Witt algebra.
A related Lie algebra of utmost importance in theoretical physics is the
Virasoro algebra, denoted by Vir. It has basis {wi | i ∈ Z}∪{c} over F, with
bracket
[c,Vir] = 0 and [wm, wn] = (n−m)wm+n + δm+n,0
m3 −m
12
c,
for all m,n ∈ Z. We will see in (6.21) that the composition factors of
HH2(Ah) can be naturally embedded into irreducible modules for the Vi-
rasoro algebra. These are the so-called intermediate series modules and it
is a result of Mathieu [8] that a Harish-Chandra module for Vir is either
a highest weight module, a lowest weight module or an intermediate series
module.
Acknowledgments: We thank Ken Brown for asking us questions moti-
vating the topic of this paper. We would also like to express our gratitude to
Quanshui Wu for kindly providing an argument confirming our conjecture
on the description of the Nakayama automorphism of Ah.
2. Some technical results on commutators
In this short section, we gather some technical lemmas about commu-
tators in Ah. We will need several additional results on centralizers and
commutators in Ah from [2], which for convenience we combine below.
Proposition 2.1 (cf. [2, Lem. 3.4, 5.2, 6.1, 6.3; Prop. 5.5, 6.2; Thm. 5.3]).
Let δ : F[x]→ F[x] be the derivation defined by δ(f) = f ′h for all f ∈ F[x].
(a) We have the following formula for computing in Ah:
(2.2) yˆnf =
n∑
j=0
(
n
j
)
δj(f)yˆn−j.
(b) Ah is a free left F[x]-module with basis
{
hiyi
}
i≥0
.
(c) If char(F) = 0, then Z(Ah) = F; if char(F) = p > 0, then Z(Ah) is
the polynomial algebra in the variables xp and hpyp.
(d) The centralizer CAh(x) is generated by F[x] and Z(Ah).
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(e) Ah is free over Z(Ah) and over CAh(x). If char(F) = p > 0, then
Ah =
p−1⊕
i,j=0
Z(Ah)x
ihjyj =
p−1⊕
j=0
CAh(x)h
jyj.
(f) [Ah,Ah] ⊆ hAh. If char(F) = 0, then [x,Ah] = [yˆ,Ah] = [Ah,Ah] =
hAh.
Lemma 2.3. For any 0 6= h ∈ F[x], [F[x],Ah] = [x,Ah].
Proof. If char(F) = 0, then the claim follows from [x,Ah] = [Ah,Ah], by
Proposition 2.1.
So assume char(F) = p > 0. By [2, Lem. 6.3] and Proposition 2.1, we
know that
[x,Ah] =
p−2⊕
j=0
hCAh(x)h
jyj and Ah =
p−1⊕
j=0
CAh(x)h
jyj.
Given f ∈ F[x], c ∈ CAh(x) and 0 ≤ j ≤ p− 1 we have, using (2.2):
[chjyj, f ] = chj [yj, f ] = chj
j∑
k=1
(
j
k
)
f (k)yj−k = h
j∑
k=1
(
j
k
)
chk−1f (k)hj−kyj−k.
So, [chjyj, f ] ∈
⊕p−2
j=0 hCAh(x)h
jyj = [x,Ah]. 
Now we can characterize the subspace [x,Ah] + [yˆ,Ah] in case char(F) =
p > 0.
Lemma 2.4. Assume char(F) = p > 0. The following hold:
(a) for all z ∈ Z(Ah), f ∈ F[x] and 0 ≤ j ≤ p− 2, we have
[yˆ, zfhjyj] ∈ [x,Ah] and [yˆ, zfh
p−1yp−1] = zhf ′hp−1yp−1;
(b) [x,Ah] + [yˆ,Ah] =
p−1⊕
i,j=0
(i,j)6=(p−1,p−1)
Z(Ah)hx
ihjyj;
(c) hAh = ([x,Ah] + [yˆ,Ah])⊕ hZ(Ah)x
p−1hp−1yp−1.
Proof. For the first part of (a), if suffices to show that [yˆ, fhjyj] ∈ [x,Ah]
for all 0 ≤ j ≤ p− 2, as the latter is clearly a Z(Ah)-module. Since yˆ−hy =
h′ ∈ F[x] and [F[x],Ah] = [x,Ah], we need to prove that [hy, fh
jyj] ∈ [x,Ah].
Moreover,
[hy, fhjyj] = [hy, f ]hjyj + f [hy, hjyj ] = hf ′hjyj + f [hy, hjyj]
and hf ′hjyj ∈ [x,Ah], so we are left with showing that [hy, h
jyj ] ∈ [x,Ah].
This is clear for j = 0, 1, and for 2 ≤ j ≤ p− 2 we have, using (2.2):
[hy, hjyj ] = [hy, hj ]yj + hj[hy, yj ] = jh′hjyj + hj [h, yj ]y
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= jh′hjyj − hj
j∑
k=1
(
j
k
)
h(k)yj−k+1 = −hj
j∑
k=2
(
j
k
)
h(k)yj−k+1
= −
j−1∑
ℓ=1
(
j
ℓ− 1
)
hj−ℓ−1h(j−ℓ+1)hℓ+1yℓ.
This proves that [yˆ, zfhjyj ] ∈ [x,Ah] for all z ∈ Z(Ah), f ∈ F[x] and 0 ≤
j ≤ p− 2.
Now notice that, since hp, yp ∈ Z(A1), then
(2.5) hp−1yp−1yˆ = hp−1yph = hpyp = yhpyp−1 = yˆhp−1yp−1,
so [yˆ, hp−1yp−1] = 0. Thus, for z ∈ Z(Ah) and f ∈ F[x] we have
[yˆ, zfhp−1yp−1] = z[yˆ, f ]hp−1yp−1 = zhf ′hp−1yp−1,
which finishes the proof of (a).
Since Z(Ah)h · im
(
d
dx
)
hp−1yp−1 =
p−2⊕
i=0
Z(Ah)hx
ihp−1yp−1, (b) is also
established and (c) follows from (b), by Proposition 2.1. 
3. Minimal free bimodule resolution of Ah
For simplicity, throughout the remainder of this paper, we denote Ah
simply by A, reserving the notation Ah for situations in which we want to
emphasize h or make particular choices for h, e.g. when referring to the Weyl
algebra A1.
In this section, we construct a free resolution of A as an A-bimodule or,
equivalently, as a left Ae-module, where Ae = A ⊗ Aop is the enveloping
algebra of A and Aop is the opposite algebra of A.
We will follow the approach in [4]. Let V = Fx⊕Fyˆ be the vector subspace
of A spanned by x and yˆ and let R = Fr be a vector space of dimension 1.
Consider the following sequence of right A-module maps:
(3.1) 0 A⊗ R⊗ A A⊗ V ⊗ A A⊗ A A 0.
d1 d0
s1
µ
s0 s−1
The maps µ, d0 and d1 are in fact A-bimodule maps, whereas the maps s−1, s0
and s1 are just right A-module maps. We describe them all below, except
for s1, which we discuss only in Section 4:
• µ is the multiplication map;
• d0(1⊗ v ⊗ 1) = v ⊗ 1− 1⊗ v for all v ∈ V;
• s−1(1) = 1⊗ 1;
• s0(x
kyˆℓ⊗1) =
∑k−1
i=0 x
i⊗x⊗xk−1−iyˆℓ+
∑ℓ−1
j=0 x
kyˆj⊗ yˆ⊗ yˆℓ−1−j, with
the usual convention that an empty summation is null; in particular,
s0(1⊗ 1) = 0;
• d1(1⊗ r⊗1) = 1⊗ yˆ⊗x+ yˆ⊗x⊗1−1⊗x⊗ yˆ−x⊗ yˆ⊗1− s0(h⊗1).
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It is easy to check that
(3.2) µ ◦ d0 = 0 = d0 ◦ d1,
so (3.1) is a complex of A-bimodules. In fact, we already know that (3.1) is
exact, and hence a free resolution of A, since its associated graded complex
is exact (see [4]), but it will be useful for further computations to have an
explicit contracting homotopy.
We claim that the right A-module maps s−1, s0 and s1 form the desired
contracting homotopy for (3.1), i.e., that the following hold:
µ ◦ s−1 = 1A,
s−1 ◦ µ+ d0 ◦ s0 = 1A⊗A,
s0 ◦ d0 + d1 ◦ s1 = 1A⊗V⊗A,
s1 ◦ d1 = 1A⊗R⊗A.
(3.3)
The first two equalities are easy to prove and are left as an exercise. So as not
to stray from the main ideas of this section, we will defer the construction
of the map s1 and the proof of the last two relations in (3.3) until Section 4
(see Theorem 4.8).
Applying the functor HomAe(−,A) to the resolution associated with (3.1),
we get the commutative diagram
0 HomAe(A⊗ A,A) HomAe(A⊗ V ⊗ A,A) HomAe(A⊗ R⊗ A,A) 0
0 A A⊕ A A 0.
d∗
0
ρ0
d∗
1
ρ1 ρ2
φ1 φ2
where d∗i is right composition with di, for i = 0, 1, and the vector space
isomorphisms ρj are defined as usual by:
ρ0(f) = f(1⊗1), ρ1(f) = (f(1⊗x⊗1), f(1⊗ yˆ⊗1)), ρ2(f) = f(1⊗r⊗1).
The maps φ1 and φ2 are given by:
φ1(α) = ([x, α], [yˆ, α]) and(3.4)
φ2(α, β) = [β, x] + [yˆ, α] − Fα(h),(3.5)
for all α, β ∈ A, where Fα : F[x] −→ A is the linear map defined by
(3.6) Fα(x
s) =
s−1∑
ℓ=0
xℓαxs−ℓ−1, for s ≥ 0,
with the convention that Fα(1) = 0.
Since Fzα = zFα, for z ∈ Z(A), the maps ρi and φj are actually Z(A)-
module maps. It follows that, as a Z(A)-module, the Hochschild cohomology
of A can be determined from the maps φi:
• HH0(A) = Z(A) = kerφ1;
• HH1(A) = DerF(A)/InderF(A) ∼= kerφ2/imφ1;
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• HH2(A) ∼= A/imφ2 is the space of equivalence classes of infinitesimal
deformations of A (see [6]);
• HHi(A) = 0 for all i ≥ 3.
The degree zero cohomology HH0(A) has been computed in [2, Section 5],
while the derivations and the Lie algebra structure of HH1(A) were deter-
mined in [1], both over arbitrary fields.
Examples 3.7. Assume char(F) = 0.
• If h = 1, then A1 is the Weyl algebra and it is well known (see [10])
that HH0(A1) = F and HH
i(A1) = 0 for all i > 0. In this case, A1 is
graded, setting deg(x) = 1 and deg(y) = −1.
• If h = x, then Ax is the universal enveloping algebra of the two-
dimensional non-abelian Lie algebra. In this case, HH0(Ax) = F =
HH1(Ax), by [1, Thm. 5.29]. We will see shortly that HH
2(Ax) = 0.
• If h = x2, then Ax2 is the Jordan plane. In this case, Ax2 is graded,
setting deg(x) = deg(yˆ) = 1. Note that HH0(Ax2) = F and by [1,
Thm. 5.29], as a Lie algebra, HH1(Ax2) = Fc ⊕W, where c is cen-
tral and W is the Witt algebra given in (1.1). We will see that
HH2(Ax2) ∼= F[yˆ] is naturally a simple module for W and that this
module can be embedded into a simple module for the Virasoro alge-
bra.
Our main goal in this section will be to determine the image of φ2 and
the quotient Z(A)-module A/imφ2. Later we will determine the Lie action of
HH1(A) on HH2(A) given by the Gerstenhaber bracket. Towards that goal,
we start out by studying the map Fα given in (3.6). It will be convenient to
introduce a mild generalization, so that Fα can be defined for all α in the
Weyl algebra A1 ⊇ A. With this extension, the range of Fα becomes A1, but
we will still use Fα to denote this map.
Lemma 3.8. For α ∈ A1, let Fα : F[x] −→ A1 be the linear map defined by
(3.6). The following hold for all f, g ∈ F[x]:
(a) Fα(fg) = fFα(g) + Fα(f)g, i.e., Fα is a derivation.
(b) If α ∈ CA1(x) then Fα(f) = αf
′.
(c) Moreover, if α ∈ A, then Fα(f) ∈ f
′α+ [x,A].
Proof. To show (a), it suffices to consider f = xk and g = xs, with k, s ≥ 0.
Then:
Fα(fg) = Fα(x
k+s) =
k+s−1∑
ℓ=0
xk+s−ℓ−1αxℓ
= xk
s−1∑
ℓ=0
xs−ℓ−1αxℓ +
(
k−1∑
ℓ=0
xk−ℓ−1αxℓ
)
xs
= fFα(g) + Fα(f)g.
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This proves (a); (b) is clear and we proceed to prove (c). Again, we need
only consider α ∈ A and f = xk, as above. We have:
Fα(x
k) =
k−1∑
ℓ=0
xk−ℓ−1αxℓ =
k−1∑
ℓ=0
xk−1α+
k−1∑
ℓ=0
xk−ℓ−1[α, xℓ]
= kxk−1α+
k−1∑
ℓ=0
[xk−ℓ−1α, xℓ]
∈ kxk−1α+ [F[x],A] = f ′α+ [x,A].

In case char(F) = 0, the following result completely describes the image
of the map φ2.
Proposition 3.9. The following hold:
(a) imφ2 ⊆ gcd(h, h
′)A.
(b) If char(F) = 0 then imφ2 = gcd(h, h
′)A.
Proof. It is convenient to write φ2 = φ
1
2 ⊕ φ
2
2, where
(3.10)
φ12 : A −→ A
α 7→ [yˆ, α]− Fα(h)
and
φ22 : A −→ A
β 7→ [β, x]
.
Since, by Lemma 3.8 (c),
φ12(−α) ∈ h
′α+ [x,A] + [yˆ,A] ⊆ h′A+ hA = gcd(h, h′)A,
for all α ∈ A, it follows that
imφ2 = imφ
1
2 + imφ
2
2 ⊆ gcd(h, h
′)A+ [x,A]
⊆ gcd(h, h′)A+ hA = gcd(h, h′)A.
Now assume char(F) = 0. By Proposition 2.1, we know that [x,A] =
[yˆ,A] = hA and thus imφ22 = [x,A] = hA, which implies that hA ⊆ imφ2.
Hence, we proceed to show that also h′A ⊆ imφ2. For α ∈ A, we have seen
that
φ12(−α)− h
′α ∈ [α, yˆ] + [x,A] ⊆ hA ⊆ imφ2.
Also, φ12(−α) ∈ imφ2, so it follows that h
′α ∈ imφ2. Hence, gcd(h, h
′)A =
h′A+ hA ⊆ imφ2 and the equality holds, by (a). 
Corollary 3.11. Assume char(F) = 0. There are isomorphisms
HH2(A) ∼= A/gcd(h, h′)A ∼= D[yˆ],
where D = (F[x]/gcd(h, h′)F[x]). In particular, HH2(A) = 0 if and only if
gcd(h, h′) = 1, i.e., if and only if h is a separable polynomial; otherwise,
HH2(A) is infinite dimensional.
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Let us now consider the case char(F) = p > 0. Suppose first that h ∈
F[xp], a central polynomial. This is a particularly interesting case, not only
because it includes the Weyl algebra A1, but also since Ah is Calabi-Yau if
and only if h is central. Indeed, more generally, Ah is twisted Calabi-Yau
with Nakayama automorphism satisfying x 7→ x, yˆ 7→ yˆ + h′, a fact which
can be derived from [7, Rmk. 3.4, (2.10)].
Although we can retrieve the following result from Theorem 3.19 below,
we think this particular case helps set the stage for our general result and
offers a more concrete example.
Proposition 3.12. Assume char(F) = p > 0 and 0 6= h ∈ F[xp]. Then
imφ2 = [x,A] + [yˆ,A]. Thus:
HH2(A) ∼=
p−1⊕
i,j=0
(i,j)6=(p−1,p−1)
(Z(Ah)/hZ(Ah)) x
ihjyj ⊕ Z(A)xp−1hp−1yp−1,
as Z(A)-modules.
In particular, in case h = 1 we obtain HH2(A1) ∼= Z(A1)x
p−1yp−1, a rank-
one module over Z(A1) = F[x
p, yp].
Proof. We continue to use the maps φ12 and φ
2
2 defined in (3.10). For α ∈ A
we have
(3.13) φ12(α) = [yˆ, α]− Fα(h) = [yˆ, α]− h
′α−Θα = [yˆ, α] −Θα,
for some Θα ∈ [x,A] = imφ
2
2. Thus, imφ
1
2 ⊆ [x,A] + [yˆ,A] and there are
inclusions [x,A] ⊆ imφ2 = imφ
1
2 + imφ
2
2 ⊆ [x,A] + [yˆ,A]. Conversely, by
(3.13) we also have that [yˆ, α] = φ12(α) + Θα ∈ imφ
1
2 + imφ
2
2 = imφ2, so
[yˆ,A] ⊆ imφ2, yielding the equality imφ2 = [x,A] + [yˆ,A].
The expression for A/imφ2 then comes from Lemma 2.4 (b) and Proposi-
tion 2.1. 
We now tackle the general case for 0 6= h ∈ F[x], which is a bit more
intricate than the particular case studied above. Consider the decomposition
A = I⊕ J, where
(3.14) I = CA(x)h
p−1yp−1 and J =
p−2⊕
j=0
CA(x)h
jyj.
Thus, imφ12 = imφ
1
2|I+ imφ
1
2|J. Also, by [2, Lem. 6.3 (b)], imφ
2
2 = [x,A] = hJ.
We wish to show that
(3.15) imφ12|J + imφ
2
2 = hJ+ h
′
J = gcd(h, h′)J.
Let α ∈ J. Then [yˆ, α] ∈ [x,A] = hJ, by Lemma 2.4 (a). As in (3.13),
φ12(α) = [yˆ, α] − h
′α − Θα for some Θα ∈ [x,A] = hJ. Thus, imφ
1
2|J ⊆
hJ+ h′J; moreover, h′α = −φ12(α) + [yˆ, α]−Θα ∈ imφ
1
2|J + imφ
2
2, and (3.15)
is established.
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So it remains to determine the image of φ12|I. Let α ∈ I. Without loss of
generality, we can assume that α = zfhp−1yp−1 with z ∈ Z(A) and f ∈ F[x].
Then, using Lemma 2.4 (a), we have
φ12(α) = [yˆ, zfh
p−1yp−1]− Fα(h)
= zf ′hhp−1yp−1 − zh′fhp−1yp−1 −Θα
= z(f ′h− h′f)hp−1yp−1 −Θα,
(3.16)
with Θα ∈ [x,A] = hJ.
Define the map
(3.17) κ = κh : F[x] −→ F[x], κ(g) = g
′h− h′g.
By [1, Lem. 4.28 (d)], we know that kerκ = F[xp] (h/̺h), where ̺h is the
unique monic polynomial in F[xp] of maximal degree dividing h (see [1,
Definition 2.14] for a detailed description of ̺h). Since κ is clearly F[x
p]-
linear and F[x] is free of rank p over the hereditary algebra F[xp], we conclude
that K := imκ is a free F[xp]-submodule of F[x] of rank p− 1.
From the above and (3.16) we can conclude that imφ12|I + imφ
2
2 = hJ ⊕
Z(A)Khp−1yp−1 and finally that
(3.18) imφ2 = gcd(h, h
′)J⊕ Z(A)Khp−1yp−1.
Thence, we obtain a description of HH2(A) in positive characteristic.
Theorem 3.19. Assume char(F) = p > 0. Then the image of the map φ2
defined in (3.5) is imφ2 = gcd(h, h
′)J⊕ Z(A)Khp−1yp−1, where J and κ are
given in (3.14) and (3.17), respectively, and K is the image of κ. Thus:
HH2(A) ∼= J/gcd(h, h′)J⊕ (CA(x)/Z(A)K) h
p−1yp−1,
as Z(A)-modules. In particular, HH2(A) is nonzero for all 0 6= h ∈ F[x].
Remark 3.20. Suppose that in Theorem 3.19 we take 0 6= h ∈ F[xp]. Then
gcd(h, h′) = h and K = h im ddx =
⊕p−2
i=0 F[x
p]hxi, so that
imφ2 = hJ⊕
p−2⊕
i=0
Z(A)hxihp−1yp−1 = [x,A] + [yˆ,A],
by Lemma 2.4 (b), in agreement with the statements in Proposition 3.12.
Examples 3.21. Let char(F) = p > 0.
(a) In case h = 1, then A1 is the Weyl algebra and, as observed in Propo-
sition 3.12, HH2(A1) ∼= Z(A1)x
p−1yp−1 is a rank-one free module
over Z(A1) = F[x
p, yp]. It was shown in [1, Thm. 3.8] that HH1(A1)
is a rank-two free module over Z(A1).
(b) In case h = x, then Ax is the universal enveloping algebra of the
two-dimensional non-abelian Lie algebra. We have gcd(h, h′) = 1
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so that J/gcd(h, h′)J = 0. By computing the image under κ of the
F[xp]-basis {xi | 0 ≤ i ≤ p− 1} of F[x] we easily see that
Z(Ax)K = Z(Ax)⊕
p−1⊕
i=2
Z(Ax)x
i.
Hence, Theorem 3.19 yields
HH2(Ax) ∼= Z(Ax)x
pyp−1,
again a free rank-one module over Z(Ax) = F[x
p, xpyp].
(c) Assume h = x2. Then Ax2 is the Jordan plane. We distinguish
between two cases:
• Case 1: p = 2.
In this case x2 is central and we use Proposition 3.12 to obtain
the isomorphism
HH2(Ax2) ∼= D⊕ Dx⊕Dx
2y ⊕ Z(Ax2)x
3y,
where Z(Ax2) = F[x
2, x4y2] and D = Z(Ax2)/x
2Z(Ax2).
• Case 2: p > 2.
In this case x2 is not central and we use Theorem 3.19. Since
gcd(h, h′) = x and CA
x2
(x)/xCA
x2
(x) ∼= Z(Ax2)/x
pZ(Ax2), we
can conclude that J/gcd(h, h′)J ∼=
⊕p−2
j=0 (Z(Ax2)/x
pZ(Ax2)) h
jyj .
Finally, as in the case h = x, it is easy to see that
Z(Ax2)K =
2⊕
i=1
Z(Ax2)x
i ⊕
p⊕
i=4
Z(Ax2)x
i,
where the last summand is zero in case p = 3. Hence Theo-
rem 3.19 gives
HH2(Ax2) ∼= D⊕ Dx
2y ⊕ Z(Ax2)x
4y2, in case p = 3, and
HH2(Ax2) ∼=
p−2⊕
j=0
Dx2jyj ⊕ Dx2(p−1)yp−1 ⊕ Z(Ax2)x
2p+1yp−1
=
p−1⊕
j=0
Dx2jyj ⊕ Z(Ax2)x
2p+1yp−1,
for all primes p > 3, where Z(Ax2) = F[x
p, x2pyp] and D =
Z(Ax2)/x
pZ(Ax2).
Notice that in all cases, HH2(Ax2) is not a free module over Z(Ax2),
although it is composed of a torsion summand and a free summand
of rank one.
We have seen in the examples that, in general, HH2(A) is not a free module
over Z(A). The next theorem provides a necessary and sufficient condition
for HH2(A) to be free.
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Theorem 3.22. Assume char(F) = p > 0. Then HH2(A) is a free Z(A)-
module if and only if gcd(h, h′) = 1. In this case, HH2(A) has rank one over
Z(A) and, moreover, HH•(A) is a free Z(A)-module.
Proof. The last statement follows from the first by [1, Thm. 6.29], so we
need only focus on HH2(A).
The condition gcd(h, h′) = 1 is necessary, as otherwise J/gcd(h, h′)J would
be nonzero and annihilated by the central element (gcd(h, h′))p. Next we
prove that it is sufficient.
Suppose gcd(h, h′) = 1. Then HH2(A) ∼= (CA(x)/Z(A)K) h
p−1yp−1 and,
since CA(x) = Z(A)F[x], it suffices to prove that K is a direct summand of
F[x], as F[xp]-modules. The latter is equivalent to showing that F[x]/K is
torsion free, for then the canonical epimorphism F[x]→ F[x]/K will yield the
decomposition F[x] = K ⊕ F[xp]ξ, for some rank-one free F[xp]-submodule
F[xp]ξ. It will follow that HH2(A) ∼= Z(A)ξhp−1yp−1, a free Z(A)-module of
rank one.
Claim: The F[xp]-module F[x]/K is torsion free.
Proof of the claim: Let 0 6= ω ∈ F[xp] and f ∈ F[x] be such that ωf ∈ K,
say ωf = κ(g). It needs to be shown that f ∈ K. For such, it is enough to
show that there exist q ∈ F[x] and r ∈ F[xp] so that g = ωq + rh. Indeed,
if this is the case then ωf = ωκ(q) + rκ(h) = ωκ(q) and it follows that
f = κ(q) ∈ K.
Subclaim 1: g ∈ ωF[x] + hF[x].
Proof of subclaim 1: Let t = gcd(ω, h). Then ωF[x] + hF[x] = tF[x] and
the equality ωf = g′h− h′g implies that h′g ∈ tF[x]. But t is a divisor of h
and gcd(h, h′) = 1 so it follows that g ∈ tF[x], as required. 
Take q, r ∈ F[x] with g = ωq+ rh. Applying κ to this equality we obtain
κ(g) = ωκ(q)+κ(rh) and thus ω divides κ(rh). So if suffices to prove that
if ω divides κ(rh) then rh ∈ ωF[x]+hF[xp]. In other words, we may assume
without loss of generality that g = rh.
Write r = r0 + r1, with r0 ∈ F[x
p] and r1 ∈
⊕p−1
i=1 F[x
p]xi. As κ(rh) =
κ(r1h), we may assume that r0 = 0. So, without loss of generality, we
assume that r ∈
⊕p−1
i=1 F[x
p]xi.
Subclaim 2: ω divides rh.
Proof of subclaim 2: Note that κ(rh) = r′h2, so we need to show that
if ω divides r′h2, then ω divides rh. From this point on, our proof follows
that of [1, Lem. 6.28 (iv)], although the details are a bit more intricate and
some modifications are needed. Thus, we suspend the proof of the subclaim
here and refer the interested reader to the proof of [1, Lem. 6.28 (iv)]. 
By the above arguments, the claim is also established, thus proving the
Theorem.

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4. The contracting homotopies s−1, s0 and s1
Recall the definition of the right A-module maps s−1 and s0, given at the
beginning of Section 3. In this section we prove the two final relations in
(3.3), together with a few other useful identities.
Lemma 4.1. Let f ∈ F[x], a, b ∈ A and α ∈ A⊗V⊗A. The following hold:
(a) s0(fa⊗ b) = f s0(a⊗ b) + s0(f ⊗ ab).
(b) s0(fd0(α)) = f s0(d0(α)).
Proof. To prove (a), notice that, by the definition of s0, we have s0(x
k ⊗
1) =
∑k−1
i=0 x
i ⊗ x ⊗ xk−1−i, and similarly for s0(yˆ
ℓ ⊗ 1). Thus, we have
s0(x
kyˆℓ⊗1) = xks0(yˆ
ℓ⊗1)+ s0(x
k⊗ yˆℓ). It also follows easily that s0(x
j+k⊗
1) = xjs0(x
k ⊗ 1) + s0(x
j ⊗ xk).
Since s0 is a right A-module map, we can take b = 1 and by linearity we
can further assume that f = xj and a = xkyˆℓ. Then:
f s0(a⊗ b) + s0(f ⊗ ab) = x
js0(x
kyˆℓ ⊗ 1) + s0(x
j ⊗ xkyˆℓ)
= xj
(
xks0(yˆ
ℓ ⊗ 1) + s0(x
k ⊗ yˆℓ)
)
+ s0(x
j ⊗ xk)yˆℓ
= xj+ks0(yˆ
ℓ ⊗ 1) +
(
xjs0(x
k ⊗ 1) + s0(x
j ⊗ xk)
)
yˆℓ
= xj+ks0(yˆ
ℓ ⊗ 1) + s0(x
j+k ⊗ 1)yˆℓ
= s0(x
j+kyˆℓ ⊗ 1) = s0(fa⊗ b).
As above, it suffices to prove (b) for α = a⊗ v ⊗ 1. Using (a), we have:
s0(fd0(a⊗ v ⊗ 1)) = s0(fa(v ⊗ 1− 1⊗ v)) = s0(fav ⊗ 1− fa⊗ v))
= f s0(av ⊗ 1) + s0(f ⊗ av)− f s0(a⊗ v)− s0(f ⊗ av)
= f s0(av ⊗ 1− a⊗ v) = f s0(d0(a⊗ v ⊗ 1)).

Recall that we have fixed r as the basis element of the one-dimensional
vector space R. Consider the linear map G : F[x] −→ A⊗ R⊗ A defined by
(4.2) G(xk) =
k−1∑
i=0
xi ⊗ r ⊗ xk−1−i, for all k ≥ 0,
with G(1) = 0. Also, recall that δ denotes the derivation of F[x] defined by
δ(f) = f ′h, so that [yˆ, f ] = δ(f), for all f ∈ F[x].
Lemma 4.3. The map G is a derivation and, for any f ∈ F[x],
d1 ◦G(f) = 1⊗ yˆ ⊗ f − f ⊗ yˆ ⊗ 1− s0(f ⊗ yˆ)− s0(δ(f)⊗ 1) + yˆs0(f ⊗ 1).
Proof. Notice that G(f) = τ ◦ s0(f ⊗ 1), where τ : A⊗ V⊗ A −→ A⊗ R⊗ A
is the A-bimodule map which sends both 1⊗x⊗ 1 and 1⊗ yˆ⊗ 1 to 1⊗ r⊗ 1.
Thus, by Lemma 4.1 (a), G is a derivation.
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We deduce that d1 ◦G is also a derivation. Define D : F[x] −→ A⊗V⊗A
by D(f) = 1⊗ yˆ ⊗ f − f ⊗ yˆ ⊗ 1− s0(f ⊗ yˆ)− s0(δ(f)⊗ 1) + yˆs0(f ⊗ 1). To
prove the claimed identiy, it suffices to show that D is also a derivation and
that d1 ◦ G(x) = D(x). The latter is easy to verify, so we turn to proving
that D is a derivation, which is also straightforward, using the properties of
s0:
D(fg) = 1⊗ yˆ ⊗ fg − fg ⊗ yˆ ⊗ 1− s0(fg ⊗ yˆ)− s0(δ(fg) ⊗ 1) + yˆs0(fg ⊗ 1)
= 1⊗ yˆ ⊗ fg − fg ⊗ yˆ ⊗ 1− f s0(g ⊗ yˆ)− s0(f ⊗ gyˆ)− s0(δ(f)g ⊗ 1)
− s0(fδ(g) ⊗ 1) + yˆf s0(g ⊗ 1) + yˆs0(f ⊗ g)
= 1⊗ yˆ ⊗ fg − fg ⊗ yˆ ⊗ 1− f s0(g ⊗ yˆ)− s0(f ⊗ yˆg) +✭✭✭✭
✭
✭
s0(f ⊗ δ(g))
−
✭
✭
✭
✭
✭
✭✭
δ(f)s0(g ⊗ 1)− s0(δ(f) ⊗ g)− f s0(δ(g) ⊗ 1)−✭✭✭✭
✭
✭
s0(f ⊗ δ(g))
+ f yˆs0(g ⊗ 1) +✭✭✭✭
✭
✭✭
δ(f)s0(g ⊗ 1) + yˆs0(f ⊗ g)
= fD(g) +D(f)g.

We are finally ready to define the homotopy s1 : A⊗V⊗A −→ A⊗R⊗A.
This is the right A-module map defined inductively as follows, for f ∈ F[x],
a, b ∈ A and ℓ ≥ 0:
• s1(a⊗ yˆ ⊗ b) = 0;
• s1(f yˆ
ℓ ⊗ x⊗ a) = f s1(yˆ
ℓ ⊗ x⊗ 1)a;
• s1(1⊗ x⊗ 1) = 0;
• s1(yˆ
ℓ+1⊗x⊗ 1) = yˆs1(yˆ
ℓ⊗x⊗ 1)+
∑ℓ
j=0
(ℓ
j
) (
G ◦ δj(x)
)
yˆℓ−j , where
δ(f) = f ′h and G is the linear map given by (4.2).
Lemma 4.4. The map s1 satisfies s0 ◦ d0 + d1 ◦ s1 = 1A⊗V⊗A.
Proof. We start by showing that the claimed equality holds for elements of
the form yˆℓ ⊗ x⊗ 1, by induction on ℓ ≥ 0. In case ℓ = 0 we have
(s0 ◦ d0 + d1 ◦ s1)(1 ⊗ x⊗ 1) = s0(x⊗ 1− 1⊗ x) = 1⊗ x⊗ 1.
Next, assume that the result holds for elements of the form yˆk ⊗ x ⊗ 1,
with k ≤ ℓ. Using (2.2) we have
s0(d0(yˆ
ℓ+1 ⊗ x⊗ 1)) = s0(yˆ
ℓ+1x⊗ 1− yˆℓ+1 ⊗ x)
=
ℓ+1∑
j=0
(
ℓ+ 1
j
)
s0(δ
j(x)yˆℓ+1−j ⊗ 1)−
ℓ∑
k=0
yˆk ⊗ yˆ ⊗ yˆℓ−kx
=
ℓ+1∑
j=0
(
ℓ+ 1
j
)
δj(x)s0(yˆ
ℓ+1−j ⊗ 1) +
ℓ+1∑
j=0
(
ℓ+ 1
j
)
s0(δ
j(x)⊗ 1)yˆℓ+1−j
−
ℓ∑
k=0
yˆk ⊗ yˆ ⊗ yˆℓ−kx
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=
ℓ+1∑
j=0
(
ℓ+ 1
j
)
δj(x)s0(yˆ
ℓ+1−j ⊗ 1) +
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j(x)⊗ 1)yˆℓ+1−j
+
ℓ+1∑
j=1
(
ℓ
j − 1
)
s0(δ
j(x)⊗ 1)yˆℓ+1−j −
ℓ∑
k=0
yˆk ⊗ yˆ ⊗ yˆℓ−kx
=
ℓ+1∑
j=0
(
ℓ+ 1
j
)
δj(x)s0(yˆ
ℓ+1−j ⊗ 1) +
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j(x)⊗ 1)yˆℓ+1−j
+
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j+1(x)⊗ 1)yˆℓ−j −
ℓ∑
k=0
yˆk ⊗ yˆ ⊗ yˆℓ−kx.
Also, by the inductive definition of s1 and the fact that d1 is a bimodule map,
d1(s1(yˆ
ℓ+1⊗x⊗ 1)) = yˆd1(s1(yˆ
ℓ⊗x⊗ 1))+
∑ℓ
j=0
(
ℓ
j
)
(d1 ◦G)(δ
j(x))yˆℓ−j . By
the induction hypothesis we have
yˆd1(s1(yˆ
ℓ ⊗ x⊗ 1)) = yˆℓ+1 ⊗ x⊗ 1− yˆs0(d0(yˆ
ℓ ⊗ x⊗ 1))
= yˆℓ+1 ⊗ x⊗ 1− yˆs0(yˆ
ℓx⊗ 1) + yˆs0(yˆ
ℓ ⊗ x)
= yˆℓ+1 ⊗ x⊗ 1− yˆ
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j(x)yˆℓ−j ⊗ 1) + yˆs0(yˆ
ℓ ⊗ x)
= yˆℓ+1 ⊗ x⊗ 1− yˆ
ℓ∑
j=0
(
ℓ
j
)
δj(x)s0(yˆ
ℓ−j ⊗ 1)
− yˆ
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j(x)⊗ yˆℓ−j) +
ℓ−1∑
k=0
yˆk+1 ⊗ yˆ ⊗ yˆℓ−1−kx
= yˆℓ+1 ⊗ x⊗ 1−
ℓ∑
j=0
(
ℓ
j
)
δj(x)yˆs0(yˆ
ℓ−j ⊗ 1)
−
ℓ∑
j=0
(
ℓ
j
)
δj+1(x)s0(yˆ
ℓ−j ⊗ 1)−
ℓ∑
j=0
(
ℓ
j
)
yˆs0(δ
j(x)⊗ yˆℓ−j)
+
ℓ−1∑
k=0
yˆk+1 ⊗ yˆ ⊗ yˆℓ−1−kx.
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Finally, using Lemma 4.3, it follows that
ℓ∑
j=0
(
ℓ
j
)
(d1 ◦G)(δ
j(x))yˆℓ−j = 1⊗ yˆ ⊗
ℓ∑
j=0
(
ℓ
j
)
δj(x)yˆℓ−j
−
ℓ∑
j=0
(
ℓ
j
)
δj(x)⊗ yˆ ⊗ yˆℓ−j −
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j(x)⊗ yˆ)yˆℓ−j
−
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j+1(x)⊗ 1)yˆℓ−j +
ℓ∑
j=0
(
ℓ
j
)
yˆs0(δ
j(x)⊗ 1)yˆℓ−j
= 1⊗ yˆ ⊗ yˆℓx−
ℓ∑
j=0
(
ℓ
j
)
δj(x)⊗ yˆ ⊗ yˆℓ−j
−
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j(x)⊗ 1)yˆℓ+1−j −
ℓ∑
j=0
(
ℓ
j
)
s0(δ
j+1(x)⊗ 1)yˆℓ−j
+
ℓ∑
j=0
(
ℓ
j
)
yˆs0(δ
j(x)⊗ 1)yˆℓ−j .
The term
ℓ+1∑
j=0
(
ℓ+ 1
j
)
δj(x)s0(yˆ
ℓ+1−j⊗1) in the expression for s0(d0(yˆ
ℓ+1⊗
x⊗ 1)) can be further expanded as follows:
ℓ+1∑
j=0
(
ℓ+ 1
j
)
δj(x)s0(yˆ
ℓ+1−j ⊗ 1) =
ℓ∑
j=0
(
ℓ
j
)
δj(x)s0(yˆ
ℓ+1−j ⊗ 1)
+
ℓ+1∑
j=1
(
ℓ
j − 1
)
δj(x)s0(yˆ
ℓ+1−j ⊗ 1)
=
ℓ∑
j=0
(
ℓ
j
)
δj(x)yˆs0(yˆ
ℓ−j ⊗ 1) +
ℓ∑
j=0
(
ℓ
j
)
δj(x)⊗ yˆ ⊗ yˆℓ−j
+
ℓ∑
j=0
(
ℓ
j
)
δj+1(x)s0(yˆ
ℓ−j ⊗ 1).
Combining all of these expressions, we see easily that all terms cancel out
except for the term yˆℓ+1⊗x⊗1 in the expansion of yˆd1(s1(yˆ
ℓ⊗x⊗1)) above,
so we have the desired identity (s0 ◦d0+d1 ◦ s1)(yˆ
ℓ+1⊗x⊗1) = yˆℓ+1⊗x⊗1,
establishing the inductive step.
By the equality s0(fd0(α)) = f s0(d0(α)), for f ∈ F[x] and α ∈ A⊗V⊗A,
proved in Lemma 4.1, and the definition of s1, we conclude that (s0 ◦ d0 +
d1 ◦ s1)(f yˆ
ℓ ⊗ x ⊗ a) = f yˆℓ ⊗ x ⊗ a, for all ℓ ≥ 0, f ∈ F[x] and a ∈ A. So
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next we focus on elements of the form f yˆℓ⊗ yˆ⊗ a. We will make use of the
identity s0(yˆ
ℓ+1⊗1− yˆℓ⊗ yˆ) = yˆℓ⊗ yˆ⊗1 to perform the required calculation.
Then,
(s0 ◦ d0 + d1 ◦ s1)(f yˆ
ℓ ⊗ yˆ ⊗ a) = s0(d0(f yˆ
ℓ ⊗ yˆ ⊗ a)) = s0(fd0(yˆ
ℓ ⊗ yˆ ⊗ 1))a
= f s0(yˆ
ℓ+1 ⊗ 1− yˆℓ ⊗ yˆ)a = f yˆℓ ⊗ yˆ ⊗ a.
Combining all of the above, we have proved the claim. 
Now we aim to prove the last relation in (3.3), namely s1 ◦ d1 = 1A⊗R⊗A.
We start with a technical identity which just depends on the fact that G
and δ are derivations.
Lemma 4.5. Given k ≥ 1 and r ≥ 0,
k−1∑
i=0
r∑
j=0
r−j∑
t=0
(
r
j
)(
r − j
t
)
δj(xi)G(δt(x))δr−j−t(xk−i−1) = G(δr(xk)).
Proof. First, fix 0 ≤ i ≤ k − 1. Using the change of variables m = j + t,
the combinatorial identity
(
r
j
)(
r − j
m− j
)
=
(
r
m
)(
m
j
)
, and the derivation
property of G, we have
r∑
j=0
r−j∑
t=0
(
r
j
)(
r − j
t
)
δj(xi)G(δt(x))δr−j−t(xk−i−1)
=
r∑
m=0
m∑
j=0
(
r
j
)(
r − j
m− j
)
δj(xi)G(δm−j(x))δr−m(xk−i−1)
=
r∑
m=0
m∑
j=0
(
r
m
)(
m
j
)
G(δj(xi)δm−j(x))δr−m(xk−i−1)
−
r∑
m=0
m∑
j=0
(
r
j
)(
r − j
m− j
)
G(δj(xi))δm−j(x)δr−m(xk−i−1).
Now recall that for any derivation D, the generalized Leibniz rule says that
Dℓ(ab) =
∑ℓ
k=0
(
ℓ
k
)
Dk(a)Dℓ−k(b). So the right-hand side of the running
equality is
r∑
m=0
(
r
m
)
G(δm(xi+1))δr−m(xk−i−1)
−
r∑
j=0
(
r
j
)
G(δj(xi))
r∑
m=j
(
r − j
m− j
)
δm−j(x)δr−m(xk−i−1)
=
r∑
m=0
(
r
m
)
G(δm(xi+1))δr−m(xk−i−1)−
r∑
j=0
(
r
j
)
G(δj(xi))δr−j(xk−i)
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=
r∑
m=0
(
r
m
)(
G(δm(xi+1))δr−m(xk−i−1)−G(δm(xi))δr−m(xk−i)
)
.
Summing over all 0 ≤ i ≤ k − 1, we obtain
r∑
m=0
(
r
m
) k−1∑
i=0
(
G(δm(xi+1))δr−m(xk−i−1)−G(δm(xi))δr−m(xk−i)
)
=
r∑
m=0
(
r
m
)(
G(δm(xk))δr−m(1) −G(δm(1))δr−m(xk)
)
.
Since G(δm(1)) = 0 for all m ≥ 0 and δr−m(1) = 0 for all m < r, the latter
expression is just G(δr(xk)), as desired. 
Our next results concern the computation of s1.
Proposition 4.6. For all ℓ ≥ 0 and all f ∈ F[x], the following identity
holds:
s1(yˆ
ℓ+1s0(f ⊗ 1)) = yˆs1(yˆ
ℓs0(f ⊗ 1)) +
ℓ∑
j=0
(
ℓ
j
)
G(δj(f))yˆℓ−j.
Proof. By linearity, it is enough to show the identity
s1(yˆ
ℓ+1s0(x
k ⊗ 1)) = yˆs1(yˆ
ℓs0(x
k ⊗ 1)) +
ℓ∑
j=0
(
ℓ
j
)
G(δj(xk))yˆℓ−j ,
for all k ≥ 0. This holds trivially if k = 0, so we assume that k ≥ 1.
Firstly, let us observe that by the relation yˆf = f yˆ + δ(f) and the recur-
rence relation for s1, it follows that
s1(yˆf yˆ
ℓ ⊗ x⊗ 1) = yˆs1(f yˆ
ℓ ⊗ x⊗ 1) +
ℓ∑
t=0
(
ℓ
t
)
fG(δt(x))yˆℓ−t,
for all f ∈ F[x] and ℓ ≥ 0. Thus, using (2.2), we have, for 0 ≤ i ≤ k − 1:
s1(yˆ
ℓ+1xi ⊗ x⊗ 1) =
ℓ∑
j=0
(
ℓ
j
)
s1(yˆδ
j(xi)yˆℓ−j ⊗ x⊗ 1)
= yˆ
ℓ∑
j=0
(
ℓ
j
)
s1(δ
j(xi)yˆℓ−j ⊗ x⊗ 1)
+
ℓ∑
j=0
(
ℓ
j
) ℓ−j∑
t=0
(
ℓ− j
t
)
δj(xi)G(δt(x))yˆℓ−j−t
= yˆs1(yˆ
ℓxi ⊗ x⊗ 1) +
ℓ∑
j=0
ℓ−j∑
t=0
(
ℓ
j
)(
ℓ− j
t
)
δj(xi)G(δt(x))yˆℓ−j−t.
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Hence,
s1(yˆ
ℓ+1s0(x
k ⊗ 1)) =
k−1∑
i=0
s1(yˆ
ℓ+1xi ⊗ x⊗ xk−i−1)
= yˆs1(yˆ
ℓs0(x
k ⊗ 1))
+
k−1∑
i=0
ℓ∑
j=0
ℓ−j∑
t=0
(
ℓ
j
)(
ℓ− j
t
)
δj(xi)G(δt(x))yˆℓ−j−txk−i−1,
and it remains to prove that
k−1∑
i=0
ℓ∑
j=0
ℓ−j∑
t=0
(
ℓ
j
)(
ℓ− j
t
)
δj(xi)G(δt(x))yˆℓ−j−txk−i−1
is equal to
ℓ∑
j=0
(
ℓ
j
)
G(δj(xk))yˆℓ−j .
Using (2.2), we can write the former as
k−1∑
i=0
ℓ∑
j=0
ℓ−j∑
t=0
ℓ−j−t∑
m=0
(
ℓ
j
)(
ℓ− j
t
)(
ℓ− j − t
m
)
δj(xi)G(δt(x))δm(xk−i−1)yˆℓ−j−t−m.
Let a = j + t +m. Notice that 0 ≤ a ≤ ℓ and that the sum above can be
written as
ℓ∑
a=0
φ(i, j, t)yˆℓ−a, where
φ(i, j, t) =
k−1∑
i=0
a∑
j=0
a−j∑
t=0
(
ℓ
j
)(
ℓ− j
t
)(
ℓ− j − t
a− j − t
)
δj(xi)G(δt(x))δa−j−t(xk−i−1).
Therefore, we just need to prove that φ(i, j, t) =
(ℓ
a
)
G(δa(xk)). Since(
ℓ
j
)(
ℓ− j
t
)(
ℓ− j − t
a− j − t
)
=
(
ℓ
a
)(
a
j
)(
a− j
t
)
,
by Lemma 4.5 we deduce that
φ(i, j, t) =
(
ℓ
a
) k−1∑
i=0
a∑
j=0
a−j∑
t=0
(
a
j
)(
a− j
t
)
δj(xi)G(δt(x))δa−j−t(xk−i−1)
=
(
ℓ
a
)
G(δa(xk)).
Hence, the result is established. 
We are now able to determine closed formulas for s1(yˆ
ℓ+1s0(f ⊗ 1)) and
s1(yˆ
ℓ+1 ⊗ x⊗ 1).
Proposition 4.7. For all ℓ ≥ 0 and f ∈ F[x], we have:
s1(yˆ
ℓ+1s0(f ⊗ 1)) =
ℓ∑
j=0
ℓ−j∑
k=0
(
ℓ− k
j
)
yˆkG(δj(f))yˆℓ−j−k.
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In particular, taking f = x, we obtain the following explicit formula for s1:
s1(yˆ
ℓ+1 ⊗ x⊗ 1) =
ℓ∑
j=0
ℓ−j∑
k=0
(
ℓ− k
j
)
yˆkG(δj(x))yˆℓ−j−k.
Proof. If ℓ = 0, Proposition 4.6 yields s1(yˆs0(f ⊗ 1)) = G(f), which agrees
with the formula we are proving. We proceed inductively, using Proposi-
tion 4.6:
s1(yˆ
ℓ+1s0(f ⊗ 1)) = yˆs1(yˆ
ℓs0(f ⊗ 1)) +
ℓ∑
j=0
(
ℓ
j
)
G ◦ δj(f)yˆℓ−j
=
ℓ−1∑
j=0
ℓ−j−1∑
k=0
(
ℓ− k − 1
j
)
yˆk+1G(δj(f))yˆℓ−j−k−1
+
ℓ∑
j=0
(
ℓ
j
)
G ◦ δj(f)yˆℓ−j
=
ℓ−1∑
j=0
ℓ−j∑
k=1
(
ℓ− k
j
)
yˆkG(δj(f))yˆℓ−j−k
+
ℓ−1∑
j=0
(
ℓ
j
)
G ◦ δj(f)yˆℓ−j +
(
ℓ
ℓ
)
G ◦ δℓ(f)
=
ℓ∑
j=0
ℓ−j∑
k=0
(
ℓ− k
j
)
yˆkG(δj(f))yˆℓ−j−k.

Finally, we can prove the main result of this section.
Theorem 4.8. The right A-module maps s−1, s0 and s1 form a contracting
homotopy for (3.1).
Proof. It remains to prove the identity s1 ◦ d1 = 1A⊗R⊗A from (3.3), and it
clearly suffices to check this identity on elements of the form yˆℓ⊗ r⊗1, as s1
is also a left F[x]-module homomorphism. The case ℓ = 0 is straightforward,
so assume that ℓ ≥ 1. Then
s1(d1(yˆ
ℓ ⊗ r ⊗ 1)) = s1(yˆ
ℓd1(1⊗ r⊗ 1))
= s1(yˆ
ℓ+1 ⊗ x⊗ 1)− s1(yˆ
ℓ ⊗ x⊗ 1)yˆ − s1(yˆ
ℓs0(δ(x) ⊗ 1)),
and by Proposition 4.7, we have
s1(yˆ
ℓ+1 ⊗ x⊗ 1) =
ℓ∑
j=0
ℓ−j∑
k=0
(
ℓ− k
j
)
yˆkG(δj(x))yˆℓ−j−k.
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Using adequate combinatorial identities, we obtain
s1(yˆ
ℓ+1 ⊗ x⊗ 1) =
ℓ−1∑
j=1
ℓ−j−1∑
k=0
(
ℓ− k − 1
j
)
yˆkG(δj(x))yˆℓ−j−k
+
ℓ∑
j=1
ℓ−j∑
k=0
(
ℓ− k − 1
j − 1
)
yˆkG(δj(x))yˆℓ−j−k
+
ℓ−1∑
k=0
(
ℓ− k − 1
0
)
yˆkG(δ0(x))yˆℓ−k
+ yˆℓG(x)
=
ℓ−1∑
j=0
ℓ−j−1∑
k=0
(
ℓ− k − 1
j
)
yˆkG(δj(x))yˆℓ−j−k
+
ℓ−1∑
j=0
ℓ−j−1∑
k=0
(
ℓ− k − 1
j
)
yˆkG(δj+1(x))yˆℓ−j−k−1
+ yˆℓ ⊗ r ⊗ 1
= s1(yˆ
ℓ ⊗ x⊗ 1)yˆ + s1(yˆ
ℓs0(δ(x) ⊗ 1)) + yˆ
ℓ ⊗ r ⊗ 1,
which proves the desired identity. 
5. The Gerstenhaber bracket: general remarks
The Hochschild cohomology HH•(A) =
⊕
n≥0HH
n(A) has a rich structure,
including an associative, graded-commutative product (relative to homolog-
ical degree), given by the cup product, and also a graded Lie bracket [ , ] of
(homological) degree −1; these are related by the graded Poisson identity.
In particular, the graded anti-symmetric property of [ , ] means
[α, β] = −(−1)(m−1)(n−1) [β, α] , for all α ∈ HHm(A) and β ∈ HHn(A),
and there is a corresponding graded version of the Jacobi identity (see [5]).
Under this construction, HH•(A) becomes a Gerstenhaber algebra. In par-
ticular, the Jacobi identity implies that HH•(A) is a Lie module for the Lie
algebra HH1(A), extending the usual Lie bracket of derivations on HH1(A).
In case A is a smooth finitely-generated F-algebra and F is perfect, the
Hochschild-Kostant-Rosenberg Theorem gives an isomorphism of Gersten-
haber algebras, telling that, in this situation, the Gerstenhaber bracket is
the generalization to higher degrees of the Schouten-Nijenhuis bracket.
The Gerstenhaber structure of Hochschild cohomology is particularly in-
teresting for us since in case char(F) = 0 and gcd(h, h′) 6= 1, the description
of HH1(A) involves the Witt algebra W. In prime characteristic, most of
the computations of the Gerstenhaber structure in Hochschild cohomology
concern group algebras and tame blocks, see for example [3, 9].
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Although the Gerstenhaber bracket does not depend on the chosen bi-
module projective resolution of A, it is in general difficult to compute it
on an arbitrary resolution other than the bar resolution. In spite of this,
we always have
[
D, z
]
= D(z) and
[
D,D′
]
= [D,D′] for D,D′ ∈ DerF(A)
and z ∈ Z(A), so it remains to compute
[
HH1(A),HH2(A)
]
, which is what
we undertake in this section. Notice that, in our case, we already have the
contracting homotopy of the minimal resolution, from which the comparison
maps can be obtained. Nevertheless, we will use an easier method that, for
the family of algebras we consider, also needs the contracting homotopy.
To avoid cumbersome notation, we identify D ∈ DerF(A) with its canoni-
cal image D ∈ HH1(A). We will often refer to the map [D,−] : HHi(A) −→
HHi(A) as the (Lie) action of D ∈ HH1(A) on HHi(A).
5.1. The method of Sua´rez-A´lvarez for computing
[
HH1(A),−
]
. In
this subsection, we will describe a method devised by Sua´rez-A´lvarez in [12]
to compute the Gerstenhaber bracket
[
HH1(A),−
]
in terms of an arbitrary
projective resolution of A as a bimodule. The reader is advised to consult
[12] for further details and all the proofs.
Fix an F-algebra B and a derivation ψ : B −→ B. Given a left B-module
M , we say that a linear map f :M −→M satisfying f(bm) = bf(m)+ψ(b)m
for all b ∈ B andm ∈M is a ψ-operator onM . Given a projective resolution
· · · P2 P1 P0 M 0
d2 d1 ǫ
of M , a ψ-lifting of the ψ-operator f to P• is a sequence f• = (fi)i≥0 of
ψ-operators fi : Pi −→ Pi such that the following diagram commutes:
· · · P2 P1 P0 M 0
· · · P2 P1 P0 M 0.
d2
f2
d1
f1
ǫ
f0 f
d2 d1 ǫ
It was shown in [12, Lem. 1.4] that every ψ-operator f admits a unique (up
to B-module homotopy) ψ-lifting.
Given a ψ-operator f and a ψ-lifting f• of f to P•, define a sequence
f ♯• =
(
f ♯i
)
i≥0
of linear maps f ♯i : HomB(Pi,M) −→ HomB(Pi,M) by
f ♯i (φ)(p) = f(φ(p))− φ(fi(p)),
for φ ∈ HomB(Pi,M) and p ∈ Pi. In fact, f
♯
• is an endomorphism of the
complex of vector spaces HomB(P•,M) and the induced map on cohomology
∇•f,P• : H(HomB(P•,M)) −→ H(HomB(P•,M))
depends only on f and not on the choice of ψ-lifting f•. What’s more,
noticing that H(HomB(P•,M)) is canonically isomorphic to Ext
•
B(M,M), we
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obtain a canonical morphism of graded vector spaces
∇•f : Ext
•
B(M,M) −→ Ext
•
B(M,M)
which depends only on f and not on the chosen projective resolution of M
(see [12, Thm. A]).
Returning to the problem at hand, which is the computation of the bracket[
HH1(A),−
]
in terms of a chosen bimodule projective resolution µ : P• ։ A
of A, set B = Ae and M = A, so that µ : P• ։ A can be identified with a
projective resolution of A as a left B-module. Given a derivation D of A,
construct a new derivation De = D⊗1A+1A⊗D of B. It can be readily seen
that D is a De-operator on A. Since Ext•B(A,A) is naturally identified with
the Hochschild cohomology HH•(A), the above construction yields a map
∇•D : HH
•(A) −→ HH•(A), which by [12, Sec. 2.2] turns out to be [D,−]
and which can be computed using any bimodule projective resolution of A,
provided that a De-lifting D• of D to the given resolution is found.
Going back to the case under study, with A = Ah, ǫ = µ (the multipli-
cation map), P0 = A ⊗ A, P1 = A ⊗ V ⊗ A and P2 = A ⊗ R ⊗ A, it can be
checked that D ◦ µ = µ ◦De and De is trivially a De-operator on A⊗ A, so
we can choose D0 = D
e. Taking i = 2 and using the map ρ2 from Section 3
to identify HH2(A) with a homomorphic image of A, we obtain the formula
describing the Lie action of HH1(A) on HH2(A):
(5.1) [D, a] = D(a)− χa(D2(1⊗ r ⊗ 1)),
for a ∈ A and D ∈ DerF(A), where χa ∈ HomAe(A ⊗ R ⊗ A,A) is defined by
χa(1⊗ r ⊗ 1) = a.
5.2. The De-lifting of D to (3.1). In order to make use of (5.1), it remains
to determine the De-lifting D2 of D, which we do in this subsection. We
begin with a few general observations aimed at simplifying computations,
then we determine the De-liftings D1 and D2.
The proof of the lemma that follows is standard and is thus omitted.
Lemma 5.2. Let B be an algebra, ψ : B −→ B a derivation, M and N left
B-modules, X ⊆ M a generating set for M as a B-module and Y ⊆ B a
generating set for B as a vector space.
(a) If X is a free B-basis for M , then for any function f ′ : X −→ M
there is a unique ψ-operator f : M −→M such that f |X = f
′.
(b) Let φ : M −→ N be a morphism of B-modules and let f :M −→M
and g : N −→ N be ψ-operators. If g ◦ φ|X = φ ◦ f |X , then the
following square commutes:
M N
M N.
φ
f g
φ
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(c) If f : M −→ M is a linear map such that f(bm) = bf(m) + ψ(b)m
for all b ∈ Y ⊆ B and all m ∈ X ⊆M , then f is a ψ-operator.
Throughout the rest of this subsection, fix D ∈ DerF(A) and let D0 =
De : Ae −→ Ae. Next we define a D0-lifting D1 : A ⊗ V ⊗ A −→ A ⊗ V ⊗ A
in terms of the homotopy s0.
Lemma 5.3. Let D1(a⊗v⊗b) = as0(D(v)⊗b)+D(a)⊗v⊗b+a⊗v⊗D(b), for
all a, b ∈ A and all v ∈ V = Fx⊕Fyˆ. Then, extending linearly to A⊗V⊗A,
this rule defines a D0-operator such that D0 ◦ d0 = d0 ◦D1.
Proof. Define first D1(1 ⊗ v ⊗ 1) = s0(D(v) ⊗ 1) for v ∈ {x, yˆ}. Since
{1⊗x⊗1, 1⊗yˆ⊗1} is a free basis for A⊗V⊗A as an Ae-module, Lemma 5.2(a)
guarantees the existence of a unique D0-operator, which we still denote by
D1, defined on A⊗ V ⊗ A and extending the above rule.
First, notice that by linearity of D and s0, one has D1(1 ⊗ v ⊗ 1) =
s0(D(v) ⊗ 1) for all v ∈ V. Given a, b ∈ A, the definition of a D0-operator
implies that
D1(a⊗ v ⊗ b) = D1((a⊗ b)(1⊗ v ⊗ 1))
= (a⊗ b)D1(1⊗ v ⊗ 1) +D0(a⊗ b)(1⊗ v ⊗ 1)
= as0(D(v)⊗ 1)b+D(a)⊗ v ⊗ b+ a⊗ v ⊗D(b).
As s0 is a right A-module map, this expression matches the one in the
statement.
Now, by Lemma 5.2 (b), it suffices to check the equality D0 ◦d0 = d0 ◦D1
on elements of the form 1⊗ v ⊗ 1. Thus, using the second identity in (3.3),
we establish the final claim:
d0 ◦D1(1⊗ v ⊗ 1) = d0(s0(D(v)⊗ 1)) = D(v)⊗ 1− s−1 ◦ µ(D(v)⊗ 1)
= D(v)⊗ 1− s−1(D(v)) = D(v)⊗ 1− 1⊗D(v)
= D0(v ⊗ 1− 1⊗ v) = D0 ◦ d0(1⊗ v ⊗ 1).

Before we proceed to define the D0-lifting D2, we prove some auxiliary
relations which will simplify several expressions, including one for D2(1 ⊗
r⊗ 1).
Lemma 5.4. Let g ∈ F[x], α ∈ A⊗V⊗A, b ∈ A and k, ℓ ≥ 0. The following
hold:
(a) s1(gα) = gs1(α);
(b) s1 ◦ s0 = 0;
(c) s1(yˆs0(gyˆ
ℓ ⊗ b)) = G(g)yˆℓb, where G is given in (4.2);
(d) s1 ◦D1 ◦ s0(x
k ⊗ 1) =
∑k−1
i=1 s1(D(x
i)⊗ x⊗ xk−i−1), where this sum
is understood to be 0 in case k ∈ {0, 1}.
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Proof. Both (a) and (b) follow trivially from the definitions, so we proceed
to prove (c). As before, we can assume that b = 1. Furthermore, using (a),
(b), Lemma 4.1(a), the definition of s1 and Proposition 4.6, we get:
s1(yˆs0(gyˆ
ℓ ⊗ 1)) = s1(yˆ(gs0(yˆ
ℓ ⊗ 1) + s0(g ⊗ yˆ
ℓ)))
= s1(gyˆs0(yˆ
ℓ ⊗ 1)) + g′hs1(s0(yˆ
ℓ ⊗ 1)) + s1(yˆs0(g ⊗ 1))yˆ
ℓ
= gs1(yˆs0(yˆ
ℓ ⊗ 1)) + s1(yˆs0(g ⊗ 1))yˆ
ℓ
= G(g)yˆℓ.
Finally, for the proof of (d) we have, using the definition of D1, parts (a)
and (b) and the definition of s1:
s1 ◦D1 ◦ s0(x
k ⊗ 1) =
k−1∑
i=0
s1 ◦D1(x
i ⊗ x⊗ xk−i−1)
=
k−1∑
i=0
s1(D(x
i)⊗ x⊗ xk−i−1)
=
k−1∑
i=1
s1(D(x
i)⊗ x⊗ xk−i−1).

Motivated by Lemma 5.4(c), we extend the map G linearly to A, by setting
(5.5) G(f yˆℓ) = G(f)yˆℓ, for all f ∈ F[x] and all ℓ ≥ 0.
Thus, we can rewrite Lemma 5.4(c) as
(5.6) s1(yˆs0(a⊗ b)) = G(a)b, for all a, b ∈ A.
We are now ready to define the D0-operator D2 in terms of D1 and the
homotopy s1.
Lemma 5.7. There is a unique D0-operator D2 : A⊗ R⊗ A −→ A⊗ R⊗ A
such that D2(1⊗ r⊗ 1) = s1 ◦D1 ◦ d1(1⊗ r⊗ 1). Then D1 ◦ d1 = d1 ◦D2 and
(5.8) D2(1⊗ r ⊗ 1) = G(D(x)) + s1(D(yˆ)⊗ x⊗ 1)− s1 ◦D1 ◦ s0(h⊗ 1).
Proof. By Lemma 5.2 (a), there exists a unique D0-operator D2 defined on
A⊗ R⊗ A and such that D2(1⊗ r ⊗ 1) = s1 ◦D1 ◦ d1(1⊗ r ⊗ 1). The exact
expression for D2(a⊗ r⊗ b) can be computed as in the proof of Lemma 5.3.
Now, using Lemma 5.4 and (5.6), we have
D2(1⊗ r ⊗ 1) = s1(D1(1⊗ yˆ ⊗ x)) + s1(D1(yˆ ⊗ x⊗ 1)) − s1(D1(1⊗ x⊗ yˆ))
− s1(D1(x⊗ yˆ ⊗ 1))− s1(D1(s0(h⊗ 1)))
= s1(s0(D(yˆ)⊗ x)) + s1(1⊗ yˆ ⊗D(x)) + s1(yˆs0(D(x)⊗ 1))
+ s1(D(yˆ)⊗ x⊗ 1)− s1(s0(D(x)⊗ yˆ))− s1(1⊗ x⊗D(yˆ))
− s1(xs0(D(yˆ)⊗ 1))− s1(D(x)⊗ yˆ ⊗ 1)− s1(D1(s0(h⊗ 1)))
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= s1(yˆs0(D(x)⊗ 1)) + s1(D(yˆ)⊗ x⊗ 1)− s1(D1(s0(h⊗ 1)))
= G(D(x)) + s1(D(yˆ)⊗ x⊗ 1)− s1(D1(s0(h⊗ 1))).
Finally, by Lemma 5.2 (b), it is enough to show that D1 ◦ d1(1⊗ r⊗ 1) =
d1 ◦D2(1⊗ r ⊗ 1), so we compute, using Lemma 4.4 and Lemma 5.3:
d1 ◦D2(1⊗ r⊗ 1) = d1 ◦ s1 ◦D1 ◦ d1(1⊗ r⊗ 1)
= D1 ◦ d1(1⊗ r ⊗ 1)− s0 ◦ d0 ◦D1 ◦ d1(1⊗ r⊗ 1)
= D1 ◦ d1(1⊗ r ⊗ 1)− s0 ◦D0 ◦ d0 ◦ d1(1⊗ r⊗ 1)
= D1 ◦ d1(1⊗ r ⊗ 1),
as d0 ◦ d1 = 0. 
5.3. Technical lemmas. We need to prove yet some more technical results
which will allow us to simplify the computation of the Gerstenhaber bracket
given in (5.1). Although these will be particularly useful in case char(F) = 0,
most statements hold over an arbitrary field, so we include them here.
Following [1, Lem. 2.13], it will be useful to define, for 0 6= f ∈ F[x], the
element πf such that:
(1) πf ∈ F[x] is monic,
(2) πf =
f
gcd(f,f ′) , up to a nonzero scalar.
In this subsection we will mostly work over some homomorphic image of
A and we will extensively use the notations a ≡ b (mod I) and a ≡ b (mod c),
defined in the introduction to mean that a− b ∈ I and a− b ∈ cA = Ac, for
a two-sided ideal I and a normal element c, respectively. We remark that
the monoid of normal elements of A was described in [2, Thm. 7.2] and, in
particular, any product of factors of h is normal in A.
Lemma 5.9. Let D ∈ DerF(A), a ∈ A and k ≥ 0. The following hold:
(a) D(h) ∈ hA and D(x) ∈ πhA;
(b) D(ak) ≡ kak−1D(a) (mod h);
(c) D(gcd(h, h′)) ∈ gcd(h, h′)A.
Proof. The defining relation for A implies that
D(h) = − [D(x), yˆ]− [x,D(yˆ)] ∈ [A,A] ⊆ hA.
So D(hA) ⊆ hA and D induces a derivation D : A/hA −→ A/hA with
D(a+ hA) = D(a) + hA. Since A/hA is commutative, we have
D(ak) + hA = D
(
(a+ hA)k
)
= kak−1D(a) + hA,
which proves (b).
In particular, 0 ≡ D(h) ≡ h′D(x) (mod h), and it follows that h′D(x) ∈
hA. Since for any f ∈ F[x] we have h divides h′f if and only if πh divides
f , we conclude that D(x) ∈ πhA, finishing the proof of (a).
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Let g = gcd(h, h′). Up to a nonzero scalar, h = πhg. Write D(x) = πhb
for some b ∈ A. By (b),
D(g) ∈ g′πhb+ hA ⊆ g
′πhA+ hA.
As h′ = πhg
′ + π′hg and g divides h
′, we deduce that g divides πhg
′, so
D(g) ∈ gA+ hA = gA. 
Lemma 5.10. Let ν be a divisor of h, D ∈ DerF(A), χ ∈ HomAe(A⊗R⊗A,A)
and f ∈ F[x]. The following hold:
(a) s1(νA⊗ V ⊗ A+ A⊗ V ⊗ νA) ⊆ νA⊗ R⊗ A+ A⊗ R⊗ νA.
(b) χ(νA⊗ R⊗ A+ A⊗ R⊗ νA) ⊆ νA.
(c) χ ◦ G(f) ≡ f ′χ(1 ⊗ r ⊗ 1) (modh); in particular, χ ◦ G(hA) ⊆
gcd(h, h′)A.
(d) If char(F) 6= 2, then χ◦s1◦D1◦s0(f⊗1) ∈ πhf
′′A+hA; in particular,
χ ◦ s1 ◦D1 ◦ s0(h⊗ 1) ∈ gcd(h, h
′)A.
(e) χ ◦ s1(yˆ
ℓ⊗x⊗ 1) ≡ ℓχ(1⊗ r⊗ 1)yˆℓ−1 (mod gcd(h, h′)), for all ℓ ≥ 0.
Proof. The claim in (a) is clear because ν is normal, s1(νA ⊗ V ⊗ A) =
νs1(A ⊗ V ⊗ A) ⊆ νA ⊗ R ⊗ A, by Lemma 5.4, and s1 is a right A-module
map. Claim (b) is proved similarly.
Take f = xk, with k ≥ 0. Then
χ ◦G(xk) =
k−1∑
i=0
xiχ(1⊗ r ⊗ 1)xk−i−1
≡
k−1∑
i=0
xk−1χ(1⊗ r⊗ 1)
≡ kxk−1χ(1⊗ r⊗ 1) (mod h),
establishing the first claim in (c). Thus, for all ℓ ≥ 0,
χ ◦G(hfyˆℓ) = χ(G(hf))yˆℓ ∈ (h′f + hf ′)χ(1⊗ r ⊗ 1)yˆℓ + hA ⊆ gcd(h, h′)A,
proving that χ ◦G(hA) ⊆ gcd(h, h′)A.
For (d), consider f = xk, with k ≥ 0. By Lemma 5.9, there is a ∈ A
such that D(x) = πha and D(x
i) − ixi−1D(x) ∈ hA, for all i ≥ 0. Set
θi = D(x
i)− ixi−1D(x). By Lemma 5.4 we have:
χ ◦ s1 ◦D1 ◦ s0(x
k ⊗ 1) =
k−1∑
i=1
χ ◦ s1(D(x
i)⊗ x⊗ xk−i−1)
=
k−1∑
i=1
χ ◦ s1((ix
i−1D(x) + θi)⊗ x⊗ x
k−i−1).
By (a) and (b),
∑k−1
i=1 χ◦s1(θi⊗x⊗x
k−i−1) ∈ hA. Thus, working modulo hA
and using the commutativity of A/hA and the hypothesis that char(F) 6= 2,
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we obtain
χ ◦ s1 ◦D1 ◦ s0(x
k ⊗ 1) ≡
k−1∑
i=1
χ ◦ s1(ix
i−1πha⊗ x⊗ x
k−i−1)
≡
k−1∑
i=1
ixi−1πhχ(s1(a⊗ x⊗ 1))x
k−i−1
≡
(
k
2
)
xk−2πhχ(s1(a⊗ x⊗ 1))
≡
(
xk
)′′
πh
1
2
χ(s1(a⊗ x⊗ 1)) (modh),
so indeed χ ◦ s1 ◦D1 ◦ s0(f ⊗ 1) ∈ f
′′πhA+ hA. In particular,
χ ◦ s1 ◦D1 ◦ s0(h⊗ 1) ∈ h
′′πhA+ hA ⊆ gcd(h, h
′)A,
because gcd(h, h′) divides h′′πh.
Lastly, we prove (e) by induction on ℓ ≥ 0. As χ ◦ s1(1 ⊗ x⊗ 1) = 0, the
base step is established and we assume that
χ ◦ s1(yˆ
ℓ ⊗ x⊗ 1) ≡ ℓχ(1⊗ r⊗ 1)yˆℓ−1 (mod gcd(h, h′))
holds for some ℓ ≥ 0. Then, by the definition of s1, the commutativity of
A/gcd(h, h′)A and part (c) above, as δj(x) ∈ hA for all positive j,
χ ◦ s1(yˆ
ℓ+1 ⊗ x⊗ 1) = yˆχ(s1(yˆ
ℓ ⊗ x⊗ 1)) +
ℓ∑
j=0
(
ℓ
j
)
χ ◦G
(
δj(x)
)
yˆℓ−j
≡ ℓχ(1⊗ r⊗ 1)yˆℓ + χ ◦G(x)yˆℓ
≡ ℓχ(1⊗ r⊗ 1)yˆℓ + χ(1⊗ r⊗ 1)yˆℓ (mod gcd(h, h′)).

Lemma 5.11. Let χ ∈ HomAe(A ⊗ R⊗ A,A), f ∈ F[x] and k ≥ 0. Then:
(a) πhh
k−1
[
yk+1, h
]
≡ (k+1)πhh
′hk−1yk+
(
k+1
2
)
πhh
′′hk−1yk−1 (mod h).
(Notice that in case k = 0 the above expression still makes sense, as
πhh
′
h =
h′
gcd(h,h′) ∈ F[x].)
(b) yˆk ≡ hkyk (mod gcd(h, h′)).
(c) χ◦G(fhkyk) ≡ f ′χ(1⊗r⊗1)yˆk−
(k+1
2
)
fh′′χ(1⊗r⊗1)yˆk−1 (mod gcd(h, h′)).
Proof. Working modulo hA, we deduce (a):
πhh
k−1
[
yk+1, h
]
=
k+1∑
j=1
(
k + 1
j
)
πhh
(j)hk−1yk+1−j
≡ (k + 1)πhh
′hk−1yk +
(
k + 1
2
)
πhh
′′hk−1yk−1 (mod h).
30 SAMUEL A. LOPES∗ AND ANDREA SOLOTAR
In particular, multiplying both sides of (a) by gcd(h, h′) = h/πh we obtain
hk
[
yk+1, h
]
≡ (k + 1)h′hkyk +
(
k + 1
2
)
h′′hkyk−1
≡ (k + 1)h′hkyk (mod h),
(5.12)
and it follows that hk
[
yk+1, h
]
∈ gcd(h, h′)A.
We are now ready to prove (b) by induction on k ≥ 0, the base case being
trivial. Supposing that (b) holds for a certain k ≥ 0, we get
yˆk+1 ≡ hkyk+1h = hk+1yk+1 + hk
[
yk+1, h
]
≡ hk+1yk+1 (mod gcd(h, h′)).
We also prove (c) by induction on k ≥ 0. The case k = 0 is immediate
from Lemma 5.10(c). For the inductive step, assume the congruence holds
for k ≥ 0. By (5.12) we have
hk+1yk+1 = hkyk+1h− hk
[
yk+1, h
]
≡ hkykyˆ − (k + 1)h′hkyk (mod h).
By Lemma 5.10 (c),
χ ◦G(fhk+1yk+1) ≡ χ ◦G(fhkyk)yˆ − (k + 1)χ ◦G(fh′hkyk)
≡ f ′χ(1⊗ r⊗ 1)yˆk+1 −
(
k + 1
2
)
fh′′χ(1⊗ r ⊗ 1)yˆk
− (k + 1)(fh′)′χ(1⊗ r ⊗ 1)yˆk
+ (k + 1)
(
k + 1
2
)
fh′h′′χ(1⊗ r⊗ 1)yˆk−1
≡ f ′χ(1⊗ r⊗ 1)yˆk+1 −
(
k + 1
2
)
fh′′χ(1⊗ r ⊗ 1)yˆk
− (k + 1)fh′′χ(1⊗ r⊗ 1)yˆk
≡ f ′χ(1⊗ r⊗ 1)yˆk+1 −
(
k + 2
2
)
fh′′χ(1⊗ r ⊗ 1)yˆk
(mod gcd(h, h′)).

6. The Gerstenhaber bracket
In this section we determine the structure of HH2(A) as a module over
the Lie algebra HH1(A) under the Gerstenhaber bracket, always under the
assumption that char(F) = 0. We will prove some of the main results of
this article. In the first subsection we will describe two different subspaces
of the space of linear derivations of our algebra, that will act on HH2(A)
in a very different way. Next we will describe the action of the classes
of these derivations on HH2(A). Then we achieve our goal of giving an
explicit description of HH2(A) as HH1(A)-Lie module. We finish the section
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by relating this action of HH1(A) on HH2(A) with the representation theory
of the Virasoro algebra, and then by discussing several special cases.
6.1. The Lie algebra structure of HH1(A). The Lie algebra structure
of HH1(A) in case char(F) = 0 is described explicitly in [1, Sec. 5] and we
briefly collect the results we need below.
There are two types of derivations of A, which together describe DerF(A)
and HH1(A):
• For any g ∈ F[x], let Dg be the derivation of A such that Dg(x) = 0
and Dg(yˆ) = g. Then, {Dg | g ∈ F[x]} is an abelian Lie subalgebra
of DerF(A) and Dg ∈ InderF(A) if and only if g ∈ hF[x].
• Viewing, as usual, A = Ah ⊆ A1 with yˆ = yh, define the elements
an = πhh
n−1yn ∈ {u ∈ A1 | [u,A] ⊆ A} (the normalizer of A in A1),
for all n ≥ 1. It will also be convenient to consider the element a0 =
πh/h =
1
gcd(h,h′) in the localization of A1 at the Ore set formed by the
powers of h. Then, adgan ∈ DerF(A) for all for all n ≥ 0 and g ∈ F[x].
Moreover, adgan ∈ InderF(A) if and only if g ∈ gcd(h, h
′)F[x].
Next, we recall the definition in [1, Sec. 4.3] of the linear endomorphism
δ0 : F[x] −→ F[x] given by
(6.1) δ0(g) = δ(ga0) = (gπhh
−1)′h = (gπh)
′ − g
πhh
′
h
.
By [1, Lem. 4.14], adga0 = −Dδ0(g).
For notational simplicity, by [2, Thm. 8.2], we can assume that h is monic,
say h = uα11 · · · u
αt
t , where u1, . . . , ut are the distinct monic prime factors of
h, with multiplicities α1, . . . , αt. Up to changing the order of the factors,
we can further assume that there is 0 ≤ k ≤ t such that α1, . . . , αk ≥ 2 and
αk+1 = · · · = αt = 1. Moreover, if k = 0 then gcd(h, h
′) = 1 and in this case
HH2(A) = 0, so there is nothing to prove.
We have the following result (see also [1, Thm. 5.1, Prop. 5.9]).
Theorem 6.2. Assume char(F) = 0. Then there is a decomposition HH1(A) =
Z(HH1(A))⊕ [HH1(A),HH1(A)]. Moreover, using the above notations, there
are isomorphisms of Lie algebras:
(a) N = spanF{adgan | g ∈ u1 · · · ukF[x], n ≥ 0} is the unique maximal
nilpotent ideal of [HH1(A),HH1(A)].
(b) Z(HH1(A)) ∼= {Dg | g ∈ gcd(h, h
′)F[x], deg g < deg h}.
(c) [HH1(A),HH1(A)] = spanF{adgan | g ∈ F[x], deg g < deg gcd(h, h
′), n ≥
0}.
(d) [HH1(A),HH1(A)]/N ∼= W1⊕· · ·⊕Wk, where Wi = (F[x]/uiF[x])⊗W
is a field extension of the Witt algebra.
6.2. Formulas for the Gerstenhaber bracket
[
HH1(A),HH2(A)
]
. Re-
call that by Corollary 3.11, HH2(A) ∼= A/gcd(h, h′)A can be identified with
the polynomial ring D[yˆ], where D = (F[x]/gcd(h, h′)F[x]). We will use
(5.1) and also the identification introduced there between A/gcd(h, h′)A and
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HomAe(A ⊗ R ⊗ A,A)/im d
∗
1, which associates the element a ∈ A with the
map χa ∈ HomAe(A ⊗ R⊗ A,A) defined by χa(1⊗ r⊗ 1) = a, and similarly
for the corresponding homomorphic images.
Now, Lemma 5.10(d) implies that for all a ∈ A, the image of χa ◦ s1 ◦D1 ◦
s0(h⊗ 1) in HH
2(A) is zero. Thus we have, using Lemma 5.7,
(6.3) [D, a] = D(a)− χa(G(D(x))) − χa(s1(D(yˆ)⊗ x⊗ 1)),
for all a ∈ A and D ∈ DerF(A). Moreover, by Lemma 5.9(c), the image
of D(a) in HH2(A) depends only on the class a+ gcd(h, h′)A and similarly,
χa(G(D(x))) and χa(s1(D(yˆ)⊗x⊗1)) depend only on the classes D(x)+hA
and D(yˆ) + gcd(h, h′)A, respectively, by Lemma 5.10.
We will first consider the derivations of the form Dg, for g ∈ F[x]. Fix
g and let D = Dg. Take a = p(x)yˆ
k for some p(x) ∈ F[x] and k ≥ 0.
Then D(x) = 0 = s1(D(yˆ) ⊗ x ⊗ 1) and by Lemma 5.9, D(p(x)yˆ
k) =
p(x)D(yˆk) ≡ kp(x)yˆk−1g ≡ kgp(x)yˆk−1 (modh). Thus,
[
Dg, p(x)yˆ
k
]
≡
kgp(x)yˆk−1 (mod gcd(h, h′)). So,
(6.4) [Dg,−] = g
d
dyˆ
on D[yˆ].
In particular,
[
Z(HH1(A)),HH2(A)
]
= 0, by Theorem 6.2(b).
Now we can turn our attention to the derivations of the form adgan , with
g ∈ F[x] and n ≥ 0.
Lemma 6.5. Let D = adgan and a = p(x)yˆ
k ∈ A, as above. Then:
(a) D(x) = nπhgh
n−1yn−1 ≡ nπhgyˆ
n−1 (mod gcd(h, h′)).
(b) D(yˆ) ≡ −δ0(g)yˆ
n (mod gcd(h, h′)).
(c) D(a) ≡ (nπhgp
′(x)− kp(x)δ0(g)) yˆ
n+k−1 (mod gcd(h, h′)).
Proof. We have
D(x) =
[
πhgh
n−1yn, x
]
= nπhgh
n−1yn−1 ≡ nπhgyˆ
n−1 (mod gcd(h, h′)),
where the last congruence comes from Lemma 5.11(b). Also,
D(yˆ) =
[
πhgh
n−1yn, yˆ
]
= πhgh
n−1yn+1h− yπhgh
nyn
= πhgh
nyn+1 + πhgh
n−1
[
yn+1, h
]
− πhgh
nyn+1 − [y, πhgh
n] yn
≡ (n+ 1)πhh
′ghn−1yn +
(
n+ 1
2
)
πhgh
′′hn−1yn−1 − (πhgh
n)′ yn (mod h)
≡ (n+ 1)πhh
′ghn−1yn − (πhgh
n)′ yn (mod gcd(h, h′))
≡ (n+ 1)πhh
′ghn−1yn − nπhgh
′hn−1yn − (πhg)
′ hnyn (mod gcd(h, h′))
≡ πhh
′ghn−1yn − (πhg)
′ hnyn (mod gcd(h, h′))
≡
(
πhh
′g
h
− (πhg)
′
)
hnyn (mod gcd(h, h′))
≡ −δ0(g)yˆ
n (mod gcd(h, h′)),
using Lemma 5.11(a) and (b), the fact that gcd(h, h′) divides h′′πh and (6.1).
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Finally, using Lemma 5.9 (b),
D(a) ≡ D(p(x))yˆk + p(x)D(yˆk)
≡ p′(x)D(x)yˆk + kp(x)D(yˆ)yˆk−1
≡
(
nπhgp
′(x)− kp(x)δ0(g)
)
yˆn+k−1 (mod gcd(h, h′)).

Hence, for D = adgan and a = p(x)yˆ
k ∈ A, we can now compute [D, a] as
an element of D[yˆ], using (6.3), Lemma 5.10(e), Lemma 5.11(c) and recalling
that gcd(h, h′) divides h′′πh:
D(a) ≡
(
nπhgp
′(x)− kp(x)δ0(g)
)
yˆn+k−1 (mod gcd(h, h′))
χa(G(D(x))) = χa(G(nπhgh
n−1yn−1))
≡ n(πhg)
′p(x)yˆn+k−1 − n
(
n
2
)
πhgh
′′p(x)yˆn+k−2
≡ n(πhg)
′p(x)yˆn+k−1 (mod gcd(h, h′))
χa(s1(D(yˆ)⊗ x⊗ 1)) ≡ −δ0(g)χa(s1(yˆ
n ⊗ x⊗ 1))
≡ −nδ0(g)p(x)yˆ
n+k−1 (mod gcd(h, h′)).
It thus follows that, working in HH2(A) = A/gcd(h, h′)A and recalling (6.1):
[D, a] ≡ n
(
πhgp
′(x)− (πhg)
′p(x)
)
yˆn+k−1 + (n− k)p(x)δ0(g)yˆ
n+k−1
≡
(
nπhgp
′(x)− ng
πhh
′
h
p(x)− kδ0(g)p(x)
)
yˆn+k−1 (mod gcd(h, h′)).
Therefore, we have proved the main result of this subsection.
Theorem 6.6. Assume that char(F) = 0. The Lie action of HH1(A) on
HH2(A) under the Gerstenhaber bracket is given by the following formulas:[
Z(HH1(A)),HH2(A)
]
= 0,(6.7)
[adgan ,−] = nπhgyˆ
n−1 d
dx
− δ0(g)yˆ
n d
dyˆ
− ng
πhh
′
h
yˆn−11D[yˆ],(6.8)
for all g ∈ F[x] and n ≥ 0, where an = πhh
n−1yn.
6.3. The structure of HH2(A) as a Lie module over HH1(A). Recall
that h = uα11 · · · u
αt
t , where u1, . . . , ut are the prime factors of h, ordered
so that α1, . . . , αk ≥ 2 and αk+1 = · · · = αt = 1 for 0 ≤ k ≤ t, as in
Theorem 6.2. If k = 0, then gcd(h, h′) = 1 and in this case HH2(A) = 0.
Thus, we suppose throughout this subsection that k ≥ 1. Then,
πh = u1 · · · ut, gcd(h, h
′) = h/πh = u
α1−1
1 · · · u
αk−1
k , π(h/πh) = u1 · · · uk.
Let us fix mh = max{αj − 1 | 1 ≤ j ≤ k} ≥
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We make the identification HH2(A) = D[yˆ], whereD = F[x]/gcd(h, h′)F[x].
Since the uαi−1i , 1 ≤ i ≤ k, are pairwise coprime,
D ∼= F[x]/uα1−11 F[x]⊕ · · · ⊕ F[x]/u
αk−1
k F[x]
and there exist nonzero pairwise orthogonal idempotents e1, . . . , ek ∈ D
with e1 + · · · + ek = 1, D = De1 ⊕ · · · ⊕ Dek and Dei ∼= F[x]/u
αi−1
i F[x]
(these isomorphisms are both as algebras and as left F[x]-modules). Define
Di = Dei. Then HH
2(A) = D1[yˆ]⊕ · · · ⊕ Dk[yˆ].
Let D = F[x]/u1 · · · ukF[x] ∼= F[x]/u1F[x] ⊕ · · · ⊕ F[x]/ukF[x]. Then, by
Theorem 6.2(d), we have
[HH1(A),HH1(A)]/N ∼= D⊗W ∼= W1 ⊕ · · · ⊕Wk,
with Wi = (F[x]/uiF[x]) ⊗W. As the notation suggests, the algebra D is
a quotient of D by the ideal u1 · · · ukD. Let e1, . . . , ek ∈ D be the images
of the idempotents e1, . . . , ek ∈ D under the canonical epimorphism. It
is straightforward to see that these are still nonzero pairwise orthogonal
idempotents in D with e1 + · · · + ek = 1, D = De1 ⊕ · · · ⊕ Dek and Dei ∼=
F[x]/uiF[x]. Denote this field Dei = Di by Di. Then,
(6.9) [HH1(A),HH1(A)]/N ∼=
(
D1 ⊗W
)
⊕ · · · ⊕
(
Dk ⊗W
)
.
For i ≥ 0, set
Θi =
k∏
j=1
u
min{αj−1,i}
j .
Thus, Θ0 = 1, Θ1 = u1 · · · uk = π(h/πh) and for any i ≥ mh, Θi = gcd(h, h
′).
Finally, define
Pi = ΘiD[yˆ] ⊆ HH
2(A).
We record a few useful facts below.
Lemma 6.10. For i ≥ 0,we have:
(a) Θi+1 = Θi
(∏
αj≥i+2
uj
)
.
(b) πhΘ
′
i ≡ iΘiπ
′
h (modΘi+1F[x]).
(c) Pi = ΘiD[yˆ] is a Lie HH
1(A)-submodule of HH2(A) and there is a
strictly decreasing filtration
(6.11) HH2(A) = P0 ) P1 ) · · · ) Pmh−1 ) Pmh = 0.
Proof. (a) is clear from the definition. The identity in (b) holds trivially
for i = 0 and we prove it by induction on i ≥ 0. So assume that πhΘ
′
i =
iΘiπ
′
h + Θi+1f , for some f ∈ F[x]. As Θi+1
(∏
αj≥i+2
uj
)
∈ Θi+2F[x], by
(a), we have
πhΘ
′
i+1 = πh
Θi ∏
αj≥i+2
uj
′ = πhΘ′i
 ∏
αj≥i+2
uj
+ πhΘi
 ∏
αj≥i+2
uj
′
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=
(
iΘiπ
′
h +Θi+1f
) ∏
αj≥i+2
uj
+ πhΘi
 ∏
αj≥i+2
uj
′
≡ iΘiπ
′
h
 ∏
αj≥i+2
uj
+ πhΘi
 ∏
αj≥i+2
uj
′ (modΘi+2F[x])
= iΘi+1π
′
h +Θi+1
 ∏
1≤αj≤i+1
uj
 ∏
αj≥i+2
uj
′
= iΘi+1π
′
h +Θi+1
π′h −
 ∏
1≤αj≤i+1
uj
′ ∏
αj≥i+2
uj

≡ iΘi+1π
′
h +Θi+1π
′
h (modΘi+2F[x]).
The fact that (6.11) is a decreasing filtration of vector spaces is clear
because Θi divides Θi+1. Since the quotient
∏
αj≥i+2
uj of these polynomials
is not a unit, for 0 ≤ i ≤ mh − 1, by the definition of mh, the filtration is
strict. Thus, it remains to show that [adgan , Pi] ⊆ Pi, for all g ∈ F[x] and
n, i ≥ 0. By (6.8), given f ∈ F[x] and ℓ ≥ 0:[
adgan ,Θif yˆ
ℓ
]
= nπhgΘif
′yˆn+ℓ−1 + nπhgΘ
′
if yˆ
n+ℓ−1
− ℓδ0(g)Θif yˆ
n+ℓ−1 − ng
πhh
′
h
Θif yˆ
n+ℓ−1,
which is in Pi because πhΘ
′
i ∈ ΘiF[x]. 
Set Si = Pi/Pi+1, for 0 ≤ i ≤ mh − 1. We have seen that Si is a nonzero
HH1(A)-module under the action induced from the Gerstenhaber bracket.
Noting that δ0(g) = gδ0(1) + g
′πh (see [1, Lem. 4.14]) and πhΘi ∈ Θi+1F[x],
we see that this action is completely described by the following computation
in Si:[
adgan ,Θif yˆ
ℓ
]
≡ fg
(
nπhΘ
′
i − ℓδ0(1)Θi − n
πhh
′
h
Θi
)
yˆn+ℓ−1,
≡ fgΘi
(
inπ′h − ℓδ0(1) − n
πhh
′
h
)
yˆn+ℓ−1 (modPi+1).(6.12)
In particular, [adgan , Si] = 0 if g ∈ u1 · · · ukF[x] = Θ1F[x] because Θ1Θi ∈
Θi+1F[x]. So, [N, Si] = 0 for all i ≥ 0, where N is the unique maximal
nilpotent ideal of [HH1(A),HH1(A)], as in Theorem 6.2. It follows that Si is
naturally a [HH1(A),HH1(A)]/N-module.
Note that Si ∼= (ΘiD/Θi+1D) [yˆ]. Then, the definitions of D, Θi and
mh−1, along with Lemma 6.10(a) imply that there is a natural isomorphism
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of vector spaces induced by the natural map D։ ΘiD/Θi+1D:
(6.13) Si ∼=
D(∏
αj≥i+2
uj
)
D
[yˆ] ∼=
⊕
αj≥i+2
Dj [yˆ], for all 0 ≤ i ≤ mh − 1.
By the above isomorphisms, the element Θif yˆ
ℓ+Θi+1D[yˆ] ∈ Si is identified
with the element
∑
αj≥i+2
fej yˆ
ℓ ∈
⊕
αj≥i+2
Dj [yˆ].
Our next step is to describe the Lie algebra isomorphism (6.9). We will
need the following.
Lemma 6.14. There is an element ν ∈ F[x], determining a unique class
modulo Θ1F[x], such that νδ0(1) ≡ 1 (modΘ1F[x]). For such an element,
the following hold:
(a) νπ′h − 1 ≡ ν
πhh
′
h (modΘ1F[x]);
(b) νπ′h ≡
1
1−αj
(mod ujF[x]), for all 1 ≤ j ≤ k.
Proof. We have π′h =
∑t
i=1 u1 · · · ûi · · · utu
′
i and
πhh
′
h =
∑t
i=1 αiu1 · · · ûi · · · utu
′
i,
so in particular, δ0(1) = π
′
h−
πhh
′
h = uk+1 · · · ut
∑k
i=1(1−αi)u1 · · · ûi · · · uku
′
i
and gcd(δ0(1),Θ1) = 1. This shows the existence of ν with νδ0(1) ≡
1 (modΘ1F[x]) and also proves (a).
Fix 1 ≤ j ≤ k. Then π′h ≡ u1 · · · ûj · · · utu
′
j (mod ujF[x]) and
πhh
′
h ≡
αju1 · · · ûj · · · utu
′
j ≡ αjπ
′
h (mod ujF[x]). But, by (a), we also have νπ
′
h −
ν πhh
′
h ≡ 1 (mod ujF[x]), so (1 − αj)νπ
′
h ≡ 1 (mod ujF[x]) and (b) follows
since αj ≥ 2. 
Based on the proof of [1, Lem. 5.19] and the definition of Dq, we can
deduce that under the isomorphism (6.9), the element geq⊗wm ∈ Dq⊗W is
mapped to −adgeqνam+1 +N ∈ [HH
1(A),HH1(A)]/N, for 1 ≤ q ≤ k, g ∈ F[x]
and m ≥ −1, where ν is as in Lemma 6.14. Using these identifications and
those in (6.13), we have:
(geq ⊗ wm) .
 ∑
αj≥i+2
fej yˆ
ℓ
 = − [adgeqνam+1 ,Θif yˆℓ]
= Θifgeq
(
−i(m+ 1)νπ′h + ℓνδ0(1) + (m+ 1)ν
πhh
′
h
)
yˆm+ℓ (modPi+1)
= Θifgeq
(
(1− i)(m+ 1)νπ′h + ℓ− (m+ 1)
)
yˆm+ℓ (modPi+1)
=
∑
αj≥i+2
fgejeq
(
ℓ− (m+ 1)
(
1− (1− i)νπ′h
))
yˆm+ℓ
=
{
fgeq (ℓ− (m+ 1) (1− (1− i)νπ
′
h)) yˆ
m+ℓ if αq ≥ i+ 2
0 if αq ≤ i+ 1,
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by (6.12) and Lemma 6.14, as Θi+1 divides Θ1Θi. Moreover, we can use
Lemma 6.14(b) since uqeq = 0 in Dq, yielding:
(geq ⊗ wm) .
 ∑
αj≥i+2
fej yˆ
ℓ
 = {fgeq (ℓ− (m+ 1) αq−iαq−1) yˆm+ℓ if αq ≥ i+ 2;
0 if αq ≤ i+ 1.
The above shows that Dq ⊗W acts trivially on Dj[yˆ] ⊆ Si except if j = q
and αq ≥ i+2. In the latter case, the action of Dq ⊗W on Dq[yˆ] is given by
(6.15) (geq ⊗ wm) .
(
feqyˆ
ℓ
)
= fgeq
(
ℓ− (m+ 1)
αq − i
αq − 1
)
yˆm+ℓ.
In particular, each Dj[yˆ] ⊆ Si in the decomposition (6.13) is an HH
1(A)-
submodule of Si.
Notice that in (6.15), the elements feq and geq are scalars in the field
extension Dq ∼= F[x]/uqF[x] of F and the action (6.15) is Dq-linear. This
motivates the following definition. Fix a scalar µ ∈ F and let Vµ = F[yˆ].
Define an action of the Witt algebra W on Vµ by
(6.16) wm.yˆ
ℓ = (ℓ− (m+ 1)µ)yˆm+ℓ, for all m ≥ −1 and ℓ ≥ 0.
It can be verified that this indeed defines an action of W on Vµ, for any
µ ∈ F (for µ of the form α−iα−1 with α ≥ i + 2 this statement is implied by
(6.15)).
The module Vµ is related to the intermediate series modules for the Witt
and Virasoro algebras (compare (6.21), ahead). Next, we record irreducibil-
ity and isomorphism criteria for these modules.
Lemma 6.17. For F an arbitrary field of characteristic 0 and µ ∈ F, let Vµ
be the W-module defined in (6.16). Then:
(a) Vµ is irreducible if and only if µ 6= 0;
(b) Vµ ∼= Vµ′ if and only if µ = µ
′.
Proof. The proof is straightforward, so we just sketch it. First, if µ = 0 then
Fyˆ0 is a submodule of V0, so V0 is reducible. Suppose now that µ 6= 0. Let X
be a nonzero submodule of Vµ. Since w
ℓ
−1.yˆ
ℓ = ℓ!yˆ0, it follows by the usual
argument that yˆ0 ∈ X. Taking into account that wm.yˆ
0 = −(m+1)µyˆm ∈ X
for all m ≥ 0 and µ 6= 0, we deduce that X = Vµ. Thus Vµ is irreducible
and (a) is proved.
The action of w0 on Vµ is diagonalizable with eigenvalues {ℓ−µ}ℓ≥0, with
−µ being the unique eigenvalue such that −µ−1 is no longer an eigenvalue.
Thus the action of W on Vµ determines µ, which proves (b). 
It follows from the above that for all 0 ≤ i ≤ mh − 1 and all j such
that αj ≥ i + 2, the Dj ⊗ W-module Dj[yˆ] ⊆ Si is irreducible and it is
isomorphic to Dj ⊗ Vµij , where µij =
αj−i
αj−1
6= 0. As the action depends on i,
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it is convenient to introduce i into the notation for this module. Thus, we
henceforth denote this module by V ij :
V ij = Dj [yˆ] ⊆ Si and V ij ∼= Dj ⊗ Vµij ,
for all 0 ≤ i ≤ mh − 1 and j such that αj ≥ i + 2. Moreover, Dq ⊗ W
acts trivially on V ij for q 6= j, so it follows by Theorem 6.2 and (6.9) that
V ij is an irreducible HH
1(A)-submodule of Si on which both Z(HH
1(A)) and
the nilpotent radical N of [HH1(A),HH1(A)] act trivially. As a result of this
analysis, we conclude that Si is a completely reducible HH
1(A)-module with
semisimple decomposition (cf. (6.13)):
(6.18) Si =
⊕
αj≥i+2
V ij .
We summarize these results in the following, which constitutes the main
result of this paper.
Theorem 6.19. Assume that char(F) = 0 and A = Ah for 0 6= h ∈ F[x].
Let h = uα11 · · · u
αt
t be the decomposition of h into irreducible factors with
0 ≤ k ≤ t such that α1, . . . , αk ≥ 2 and αk+1 = · · · = αt = 1. Since
HH2(A) 6= 0 if and only if k ≥ 1, we assume that k ≥ 1 and set mh =
max{αj − 1 | 1 ≤ j ≤ k}.
The structure of HH2(A) as Lie module over the Lie algebra HH1(A) under
the Gerstenhaber bracket is as follows:
(a) There is a filtration of length mh by HH
1(A)-submodules
HH2(A) = P0 ) P1 ) · · · ) Pmh−1 ) Pmh = 0.
(b) For each 0 ≤ i ≤ mh−1 the factor module Si = Pi/Pi+1 is completely
reducible with semisimple decomposition Si =
⊕
αj≥i+2
V ij , where:
(i) The nilpotent radical Z(HH1(A))⊕N of HH1(A) acts trivially on
Si, so Si becomes a
(
D1 ⊗W
)
⊕ · · · ⊕
(
Dk ⊗W
)
-module, where
Dj ∼= F[x]/ujF[x] and W = spanF{wi | i ≥ −1} is the Witt
algebra.
(ii) V ij ∼= Dj⊗Vµij , where µij =
αj−i
αj−1
and the irreducible W-module
Vµ is described in (6.16).
(iii) Dq ⊗W acts trivially on V ij for q 6= j and Dj ⊗W acts on V ij
via (6.16), under scalar extension.
(iv) V ij ∼= V i′j′ as HH
1(A)-modules if and only if (i, j) = (i′, j′).
(c) HH2(A) has finite composition length equal to
∑k
j=1(αj − 1), the
number of irreducible factors of gcd(h, h′) counted with multiplicity;
the compositions factors are {V ij | 0 ≤ i ≤ mh − 1, αj ≥ i + 2},
representing distinct isomorphism classes.
(d) HH2(A) is a semisimple HH1(A)-module if and only if mh ≤ 1, i.e.,
if and only if h is not divisible by the cube of any non-constant
polynomial.
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Remark 6.20. It turns out that under the same conditions that ensure
that HH2(A) is semisimple, both HH0(A) and HH1(A) are also semisimple
HH1(A)-modules: since char(F) = 0, HH0(A) = F is always simple and by
[1, Cor. 5.22 (ii)], HH1(Ah) is a direct sum of its center—a sum of trivial
modules—and simple Lie ideals.
Proof. All of the above statements have been proved, except for (iv) and
(d). We start with (iv). If V ij ∼= V i′j′ then Dj ⊗W acts non-trivially on
V i′j′ , so j = j
′, by (iii). Thus, by Lemma 6.17(b), µij = µi′j , which in turn
implies i = i′.
For the proof of (d), if h is not divisible by the cube of any non-constant
polynomial then mh = 1 and HH
2(A) = S0, which we have seen in (b) is
semisimple. Conversely, if mh ≥ 2 then there is some i such that αi ≥ 3,
say i = 1. By (6.8),
[
adu1···uka1 , yˆ
0
]
= −u1 · · · uk
t∑
i=1
αiu1 · · · ûi · · · utu
′
i /∈ gcd(h, h
′)F[x],
because u21 divides gcd(h, h
′) but it does not divide
[
adu1···uka1 , yˆ
0
]
. But
adu1···uka1 ∈ N and N annihilates all the composition factors of HH
2(A), by
(i), so HH2(A) cannot be semisimple in this case. 
Before we proceed to illustrate our result with some special cases, we
first want to establish a connection between the representations V ij and
the Virasoro algebra. Recall that the Virasoro algebra is the unique (up
to isomorphism) central extension of the full Witt algebra of derivations of
F[z±1]. This Lie algebra is defined as Vir =
⊕
i∈Z F.wi ⊕ F.c, where
[c,Vir] = 0 and [wm, wn] = (n−m)wm+n+ δm+n,0
m3 −m
12
c ∀m,n ∈ Z.
Define, for µ ∈ F, the Vir-module Uµ = F[yˆ
±1] with action
(6.21) wm.yˆ
ℓ = (ℓ− (m+ 1)µ)yˆm+ℓ and c.yˆℓ = 0, ∀ℓ,m ∈ Z.
The module Uµ is an intermediate series module (see [8] for details).
The following can be readily checked by the reader:
(a) W is a Lie subalgebra of Vir.
(b) The formula (6.21) gives a well-defined action of Vir on Uµ.
(c) Vµ ⊆ Uµ as W-modules.
(d) Uµ is irreducible as a Vir-module if and only if µ 6= 0 and µ 6= 1.
(e) Uµ ∼= Uµ′ as Vir-modules if and only if µ = µ
′.
6.4. Special cases. We end this section with a discussion of some examples
of special interest. To avoid trivial cases, in all examples the polynomial h
is assumed to be divisible by the square of some non-constant polynomial.
We continue to assume that char(F) = 0.
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Example 6.22 (h = xn). Let’s consider the case where h has a unique
irreducible factor. For the sake of simplicity, we will assume that this factor
is x, that is, h = xn with n ≥ 2; the more general case of an irreducible
factor of higher degree is entirely analogous. In this case:
Z(HH1(Axn)) = FDxn−1 , where Dxn−1(x) = 0 and Dxn−1(yˆ) = x
n−1,
N = spanF{adxiam | 1 ≤ i ≤ n− 2, m ≥ 0},
[HH1(Axn),HH
1(Axn)]/N ∼= W (the Witt algebra),
HH2(Axn) = D[yˆ], where D =
(
F[x]/xn−1F[x]
)
.
For 0 ≤ i ≤ n − 1, let Pi = x
iD[yˆ], so that we get the following filtration
of HH1(Axn)-submodules of HH
2(Axn)
HH2(Axn) = P0 ) P1 ) · · · ) Pn−2 ) Pn−1 = 0.
Set Si = Pi/Pi+1 ∼= F[yˆ], for i ≤ n − 2. Then Dxn−1 .HH
2(Axn) = 0 and
N.Pi ⊆ Pi+1, so Si is naturally a module for the Witt algebra W, with action
wm.yˆ
ℓ = (ℓ− (m+ 1)
n− i
n − 1
)yˆm+ℓ, for all m ≥ −1 and ℓ ≥ 0.
Thus, Si ∼= V n−i
n−1
is simple and the composition factors {Si}0≤i≤n−2 of
HH2(Axn) are pairwise non isomorphic. In particular, HH
2(Axn) has length
n− 1 as a HH1(Axn)-module, with distinct composition factors.
The next example, a particular case of the previous one, focuses on the
Jordan plane.
Example 6.23 (The Jordan plane). Taking h = x2, we obtain the algebra
Ax2, known as the Jordan plane, with homogeneous defining relation yˆx =
xyˆ + x2. The description here is:
HH1(Ax2) = FDx ⊕W and HH
2(Ax2) = F[yˆ],
where Dx(x) = 0, Dx(yˆ) = x and W is the Witt algebra.
It follows that HH2(Ax2) is a simple HH
1(Ax2)-module annihilated by Dx
and such that, as a W-module, HH2(Ax2) ∼= V2.
The Lie subalgebra Fw−1⊕Fw0⊕Fw1 ⊆W is isomorphic to sl2(F), under
the identification e = w−1, h = −2w0, f = −w1, where e = E12, f = E21
and h = [e, f ] are the canonical generators of sl2(F). The restriction of the
HH1(Ax2)-module structure of HH
2(Ax2) = F[yˆ] to sl2(F) is determined by
the relations
e.yˆℓ = ℓyˆℓ−1, h.yˆℓ = (4− 2ℓ)yˆℓ, f.yˆℓ = (4− ℓ)yˆℓ+1, ∀ℓ ≥ 0.
Whence, it is easy to see that L(4) := Fyˆ0⊕Fyˆ1⊕Fyˆ2⊕Fyˆ3⊕Fyˆ4 is a simple
sl2(F)-submodule of HH
2(Ax2). In fact, L(4) is the simple sl2(F)-module of
highest weight 4 and the quotient module HH2(Ax2)/L(4) ∼= M(−6) is the
irreducible Verma module of highest weight −6.
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Our last example deals with the case where HH2(A) is a semisimple Lie
module.
Example 6.24 (h is cube free). By Theorems 6.2 and 6.19 (d), the following
conditions are equivalent:
• HH2(A) is a semisimple HH1(A)-module;
• N = 0;
• HH1(A) is a reductive Lie algebra;
• h is cube free.
Here we study the case in which these conditions hold, so the decomposition
of h into irreducible factors is of the form h = u21 · · · u
2
kuk+1 · · · ut, for some
1 ≤ k ≤ t. We have
dimF Z(HH
1(A)) = deg u1 · · · ut,
HH1(A) = Z(HH1(A))⊕ (D1 ⊗W)⊕ · · · ⊕ (Dk ⊗W),
HH2(A) = D1[yˆ]⊕ · · · ⊕Dk[yˆ],
where Dj ∼= F[x]/ujF[x] and W is the Witt algebra.
Then, Z(HH1(A)) acts trivially on HH2(A) and Di ⊗W acts trivially on
Dj [yˆ], if i 6= j. As a Dj ⊗W-module, Dj [yˆ] ∼= Dj ⊗V2. Thus the irreducible
summands of HH2(A) are
{
Dj [yˆ]
}
1≤j≤k
, they are pairwise non-isomorphic
as HH1(A)-modules and the composition length of HH2(A) is k.
References
[1] Georgia Benkart, Samuel A. Lopes, and Matthew Ondrus. Derivations of a parametric
family of subalgebras of the Weyl algebra. J. Algebra, 424:46–97, 2015.
[2] Georgia Benkart, Samuel A. Lopes, and Matthew Ondrus. A parametric family of
subalgebras of the Weyl algebra I. Structure and automorphisms. Trans. Amer. Math.
Soc., 367(3):1993–2021, 2015.
[3] Dave J. Benson, Radha Kessar, and Markus Linckelmann. On blocks of defect two
and one simple module, and Lie algebra structure of HH1. J. Pure Appl. Algebra,
221:2953–2973, 2017.
[4] Sergio Chouhy and Andrea Solotar. Projective resolutions of associative algebras and
ambiguities. J. Algebra, 432:22–61, 2015.
[5] Murray Gerstenhaber. The cohomology structure of an associative ring. Ann. of Math.
(2), 78:267–288, 1963.
[6] Murray Gerstenhaber. On the deformation of rings and algebras. Ann. of Math. (2),
79:59–103, 1964.
[7] Liyu Liu, Shengqiang Wang, and Quanshui Wu. Twisted Calabi-Yau property of Ore
extensions. J. Noncommut. Geom., 8(2):587–609, 2014.
[8] Olivier Mathieu. Classification of Harish-Chandra modules over the Virasoro Lie alge-
bra. Invent. Math., 107(2):225–234, 1992.
[9] Selene Sa´nchez-Flores. The Lie structure on the Hochschild cohomology of a modular
group algebra. J. Pure Appl. Algebra, 216:718–733, 2012.
[10] R. Sridharan. Filtered algebras and representations of Lie algebras. Trans. Amer.
Math. Soc., 100:530–550, 1961.
[11] D. R. Stephenson. Artin-Schelter regular algebras of global dimension three. J. Alge-
bra, 183(1):55–73, 1996.
42 SAMUEL A. LOPES∗ AND ANDREA SOLOTAR
[12] Mariano Sua´rez-A´lvarez. A little bit of extra functoriality for Ext and the computation
of the Gerstenhaber bracket. J. Pure Appl. Algebra, 221(8):1981–1998, 2017.
CMUP, Faculdade de Cieˆncias, Universidade do Porto, Rua do Campo Ale-
gre 687, 4169-007 Porto, Portugal
E-mail address: slopes@fc.up.pt
IMAS and Dto. de Matema´tica, Facultad de Ciencias Exactas y Naturales,
Universidad de Buenos Aires, Ciudad Universitaria, Pabello´n 1, (1428) Buenos
Aires, Argentina
E-mail address: asolotar@dm.uba.ar
