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AN INTEGRATION FORMULA FOR UNIPOTENT RADICALS
ARNAB MITRA AND STEVEN SPALLONE
Abstract. Let P = MN be a maximal parabolic of a classical group over a
field F . Then the Levi subgroup M is isomorphic to the product of a classical
group and a general linear group, acting on vector spaces X and W , respec-
tively. In this paper we decompose the unipotent radical N of P under the
adjoint action of M , assuming dimW ≤ dimX and that dimW is even. When
F is a local field, we obtain a Weyl-type integration formula for N .
1. Introduction
Let F be a field. Let V be a finite dimensional inner product space over F which
is either orthogonal or symplectic. Let G1 be the isometry group of V .
Let P =MN be a maximal parabolic subgroup of G1. Here N is the unipotent
radical of P , and M is a Levi component of P . Then M is isomorphic to a product
of groups G ×H , where G = GL(W ) for an isotropic subspace W of V , and H is
the group of isometries of a nondegenerate subspace X of V . Roughly speaking,
our goal is to provide a decomposition of N , or rather of a dense open subset Nreg,
under the adjoint action of M . In this paper we assume that dimW ≤ dimX and
that dimW is even.
Goldberg and Shahidi define in [4] a map which we write asNorm : N ′ → H , with
N ′ a certain open subset of N . This map sends Ad(M)-orbits in N ′ to conjugacy
classes in H . (Originally Shahidi [9] introduced this map in the even orthogonal
case.) The image is contained in the subset
Hk = {h ∈ H | rank(h− 1;X) ≤ k}.
Fix a torus S in Hk of dimension
k
2 . We refer to such tori as “maximal k-tori”.
We write Sr for suitably regular elements of S, and H
S for the conjugates of Sr.
We demonstrate that HS is (Zariski) open in Hk. We write E = X
S for the fixed
point space of S, and then E◦ for the orthogonal complement of E in X . Let HE
be the subgroup of H which fixes E pointwise. By choosing an isomorphism from
E◦ to W , we can identify HE with the fixed points Gθ of an involution θ.
Given γ ∈ Sr, there is a matching semisimple element γG ∈ G with the property
that γG · θ(γG) = −γ
−1, where the right hand side is viewed as an element of Gθ.
(Compare [7].) A variant of γS gives an element nS(γ) with Norm(nS(γ)) = γ.
The reader will find typical nS(γ) written out in matrix form in Section 5.3.
We obtain from this a Zariski dense open subset
Nreg =
⋃
S
{Ad(m)nS(γ) | m ∈M,γ ∈ Sr} (1.1)
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of N . The union is over maximal k-tori S of H .
Next, suppose F is a local field. For m ∈M , put δN (m) = det(Ad(m); Lie(N)).
Then the decomposition (1.1) of Nreg leads to the measure-space decomposition:
∫
N
f(n)dn =
∑
S
|WH(S)|
−1
∫
S
|δ(γ)|
∫
M/∆S
f(Ad(m)nS(γ))|δN (m)|
dm
dz
dγ.
The sum is over the H-conjugacy classes of maximal k-tori S in H . The subgroup
∆S is the stabilizer in M of nS(γ) for γ ∈ Sr. As usual, WH(S) denotes the Weyl
group of S in H . All measures are conveniently normalized Haar measures. The
product |δ(γ)δN (m)| is the Jacobian of the map
XS :M/∆S × Sr → N
given byXS(m×γ) = Ad(m)nS(γ); we compute this Jacobian explicitly in Section
9.
One can eliminate the factor |δN (m)| from the right-hand side by replacing dn
with an Ad(M)-invariant measure dmn (specified in Section 10.2). The result is:
Theorem 1. Suppose that dimW ≤ dimX, and that dimW is even. Let f ∈
L1(N, dmn). Then∫
N
f(n)dmn =
∑
S
|WH(S)|
−1
∫
S
DX(γ)
∫
M/∆S
f(Ad(m)nS(γ))
dm
dz
dγ,
where DX(γ) = |DHE (γ)|
1
2 |DθG(γG)|
1
2 | det(γ − 1;E◦)|
1
2
dimE .
Here DHE is the usual discriminant, and D
θ
G is a θ-twisted discriminant.
These formulas generalize formulas from [4] and [12] in the case of dimW =
dimX , and from [6] in the case dimX = dimW + 1. For us, there were significant
difficulties not found in the equal-size case. Rather than realizing H as a subgroup
of G, we needed to realize a suitable subgroup of H as a subgroup of G. Of course,
the image of Norm lies in a subset of H of measure 0. But the real difficulty was
to properly compare the tangent spaces of M/∆S × S and N for the Jacobian
calculation. Only with careful decomposition and eventual luck was this possible.
The theory developed in this paper will be used in an ongoing project to study
intertwining operators, which are given by integrating over unipotent radicals. Here
F is p-adic. Briefly, the geometry of the interaction of G and H through the adjoint
action on M on N encodes the Langlands functoriality between the representation
theory of G and H . These intertwining operators are used to define Langlands-
Shahidi L-functions, and the project thus connects the theory of L-functions to
functoriality. We refer the reader to the papers ([8], [9], [4], [5], [6], [11], [10], [13])
of Goldberg, Shahidi, Wen-Wei Li, and the second author for details.
We emphasize that the best results thus far are only in the case of dimX = 0 ([8])
or dimW = dimX ([4], [11], [10], [13]), but the results of this paper will open up
many interesting cases with dimW < dimX . The explicit Jacobian calculations at
the end of this paper (as in [12]) are crucial, because they allow for the application of
endoscopic transfer to this project, as in [13]. This paper also fits into the program
of Cogdell and Shahidi [3] of computing generalized Bessel functions. We have
decomposed a measure on the space of Ad(M)-orbits of N , a homogeneous space,
and this measure is an important instance of the generalized functionals considered
in this program.
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We now delineate the sections of this paper. After the preliminaries in Section
2, we review the Goldberg-Shahidi Norm map in Section 3. Next, in Section 4 we
begin to build the theory of k-maximal tori, and obtain a density result for suitably
regular elements. In Section 5 we construct our sections nS(γ). The map X is
defined next in Section 6 and we compute its fibre and image. In Section 7 we
carve up the tangent spaces for the domain and range of X. Thus far, everything
is valid for an arbitrary field F .
Next, we assume that F is a local field. We study the derivative of X in Section
8, and calibrate differential forms on all the pieces. Next in Section 9 we break up
our spaces further according to root space decompositions and find invariant spaces
for the differential. Finally in Section 10 we consolidate our work and deduce the
integration formula.
The authors would like to thank Sandeep Varma and Vivek Mallick for useful
conversations. This paper is a part of the first author’s thesis and he would like
to thank his advisor Dipendra Prasad for constant encouragement. This work
was initiated during the second author’s pleasant visit to the Tata Institute of
Fundamental Research in Mumbai, and it is a pleasure to thank the institute for
its support.
2. Preliminaries
2.1. Notation. Throughout this paper F will be a field of characteristic not two.
From Section 8 onwards, we will assume that F is a local field. If V is a vector
space over F with a nondegenerate bilinear form Φ we write
Isom(V,Φ) = {g ∈ GL(V ) | Φ(gv1, gv2) = Φ(v1, v2) ∀v1, v2 ∈ V }
for the group of linear isometries of V .
If A is a subspace of V we write A◦ for the set of vectors perpendicular to A.
We say that A is nondegenerate if the restriction of Φ to A is nondegenerate; in
this case A◦ is also nondegenerate.
If G is a group and S is a subgroup, we write ZG(S) for the centralizer in G of S,
and NG(S) for the normalizer in G of S. Our varieties are usually defined over F .
We use normal script (i.e. “G”), respectively bold script (i.e. “G”) for the F -points,
respectively for the F -points of these varieties. If G is an algebraic group we write
G
◦ for the identity component of G in the Zariski topology.
2.2. The Unipotent Radical. Let V be a finite dimensional F -vector space with
a nondegenerate bilinear form Φ. Assume that Φ is either symmetric or antisym-
metric. Let G1 = Isom(V,Φ). Let W be an even-dimensional totally isotropic
subspace of V , and P the stabilizer of W in G1. Then P is a parabolic subgroup
of G1.
Pick a subspace W ′ of V so that W + W ′ is direct and nondegenerate. Let
X = (W +W ′)◦. Let M be the subgroup of G1 that preserves W , X and W ′; it is
a Levi subgroup of P . Let G = GL(W ) and H = Isom(X,Φ|X). Given g ∈ G and
h ∈ H , write m(g, h) for the element in G1 whose restriction to W is g and whose
restriction to X is h. Then m(·, ·) is an isomorphism from G×H to M .
Let N be the unipotent radical of P . An element n ∈ N is determined by linear
maps
ξ : X → W, ξ′ :W ′ → X, η :W ′ →W
such that:
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i) If w ∈W , then n(w) = w.
ii) If x ∈ X , then n(x) = x+ ξ(x).
iii) If w′ ∈W ′, then n(w′) = w′ + ξ′(w′) + η(w′).
Define ξ∗ :W ′ → X by
Φ(ξ∗(w′), x) = Φ(w′, ξ(x)),
for x ∈ X and w′ ∈W ′. Similarly define η∗ :W ′ →W , the adjoint of η, by
Φ(η∗(w′1), w
′
2) = Φ(w
′
1, η(w
′
2)),
for w′1, w
′
2 ∈W
′. Since n is determined by ξ and η we write n = n(ξ, η).
The condition that n(ξ, η) ∈ G1 is equivalent to the two conditions
i) ξ∗ + ξ′ = 0,
ii) η∗ + η = ξξ′.
Thus ξ′ is determined by ξ and we see that n(ξ, η) ∈ N if and only if
η + η∗ + ξξ∗ = 0. (2.1)
We have n(ξ1, η1)n(ξ2, η2) = n(ξ1 + ξ2, η1 + η2 − ξ1ξ
∗
2 ) and n(ξ, η)
−1 = n(−ξ, η∗).
We have Ad(m(g, h))(n) = mnm−1 = n(gξh−1, gηg∗).
3. Norm Correspondence
Write N ′ for the matrices n(ξ, η) ∈ N with η invertible. It is clearly an open
subset of N .
Definition 1. Suppose that n = n(ξ, η) ∈ N ′. Let Norm(n) : X → X be the linear
transformation given by
Norm(n) = 1 + ξ∗η−1ξ.
Here are some first properties of Norm.
Lemma 1. i) Norm(n) ∈ H, and rank(Norm(n)− 1;X) = dimW .
ii) If n ∈ N ′ and m(g, h) ∈M , then Norm(Ad(m(g, h))n) = Ad(h)Norm(n).
iii) If g ∈ G, then the pair (gξ, gηg∗) also satisfies (2.1) and
Norm(n(ξ, η)) = Norm(n(gξ, gηg∗)).
The following is Lemma 4.1 in [9]. For completeness, we rewrite the proof in our
notation.
Lemma 2. Let g ∈ GL(X) be such that ξξ∗ = (ξg)(ξg)∗. Then there exists h ∈ H
such that ξg = ξh.
Proof. Let U ⊂ X be the image of ξ∗. For w′1, w
′
2 ∈W
′, one has
Φ(g∗ξ∗w′1, g
∗ξ∗w′2) = Φ(w
′
1, (ξg)(ξg)
∗w′2) = Φ(w
′
1, ξξ
∗w′2) = Φ(ξ
∗w′1, ξ
∗w′2).
Thus we see that g∗|U : U → X is an isometry. By Witt’s theorem, g
∗|U extends to
an element h∗ of H such that h∗ : X → X is an isometry. Therefore, g∗ξ∗ = h∗ξ∗,
giving the lemma. 
Corollary 1. Suppose ξ1, ξ2 : X → W are surjections such that (ξ1, η) and
(ξ2, η) both satisfy (2.1). Then there is an h ∈ H so that Norm(n(ξ1, η)) =
h−1Norm(n(ξ2, η))h.
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Proof. Since both ξ1 and ξ2 are of full rank, there exists g ∈ GL(X) such that
ξ1 = ξ2g. Also since both of them satisfy equation (2.1) we have
ξ2ξ
′
2 = ξ1ξ
′
1 = (ξ2g)(ξ2g)
′.
Now by Lemma 2, there exists h ∈ H such that ξ2g = ξ2h. A simple calculation
now shows that Norm(n(ξ1, η)) = h
−1Norm(n(ξ2, η))h. 
4. Tori in Hk
4.1. The k-regular Set. The goal of this section is to establish a subset Hk,r of
H which is open in the image of Norm. We will use boldface notation to denote the
F -points of the various varieties, so in particular the tori are all split. Of course,
we are considering the Zariski topology.
Throughout, we will fix an even integer k ≤ dimX .
Definition 2. Put
Hk = {h ∈ H | rank(h− 1;X) ≤ k}.
We are interested in the tori S ⊆ Hk of the greatest possible dimension, which is
k
2 . We call such an S (defined over F ) a k-maximal torus.
Fix a maximal torus T in H. Put Tk = T ∩Hk.
Lemma 3. i) The irreducible components of Tk are the k-maximal tori of H
contained in T. In particular, there are finitely many.
ii) Any two k-maximal tori in H are conjugate.
iii) The dimension of the fixed point space XS is dimX− k.
Proof. We may assume T to be diagonal, with elements of the form
γ = diag(t1, t2, . . . , t
−1
2 , t
−1
1 ).
In this way we identify T with Gm
r, where r is the rank of H. We then have
Tk =
{
(a1, . . . , ar) | at least
k
2
of a1, . . . , ar are equal to 1
}
.
A k-maximal subtorus S of T corresponds to a subset σ of {1, . . . , r} with k2 ele-
ments, via
S = Sσ = {(ai) ∈ T | ai = 1 unless i ∈ σ}.
It is easy to see that the Sσ are conjugate via the Weyl group of T in H, and
the last statement is clear. 
Now let S be a k-maximal torus in H, and write S for the F -points of S. Let
E = XS = {x ∈ X | sx = x for all s ∈ S}. We will need the fact that E is
nondegenerate.
Lemma 4. Let (X,Φ) be a nondegenerate inner product space, and γ a semisimple
isometry. Then the fixed point space Xγ is nondegenerate.
Proof. We may assume 1 is an eigenvalue of γ. Let x ∈ Xγ be nonzero. There
exists y ∈ X such that Φ(x, y) 6= 0. Let m(t) be the minimal polynomial of γ. So,
m(t) = (t− 1)f(t) with gcd
(
t− 1, f(t)
)
= 1. Pick α, β ∈ F [t] with
α(t)(t − 1) + β(t)f(t) = 1.
Define maps P,Q : X → X by setting P = α(γ)(γ − 1) and Q = β(γ)f(γ).
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One checks that Q(y) ∈ Xγ and Φ(x, Py) = 0. Thus Φ(x,Qy) = Φ(x, y) 6= 0
and therefore Xγ is nondegenerate. 
Proposition 1. E is a nondegenerate subspace of X of codimension k.
Proof. There is a finite subset Γ of S so that XS = XΓ. Repeated application of
Lemma 4 to the elements of Γ shows that XS is nondegenerate. The dimension
statement was given in Lemma 3. 
Write E◦ for the subspace of vectors in X perpendicular to E. Write PE and
PE◦ for the orthogonal projections from X to E and E
◦, respectively, viewed as
endomorphisms of X. Of course, PE + PE◦ is the identity on X.
Definition 3. Let HE (resp., HE
◦
) be the set of elements in H which fix E (resp.,
E
◦) pointwise. Write ME for the (direct) product H
E
◦
H
E in H.
Note that S is a maximal torus in HE.
Lemma 5. i) ME is the stabilizer of E in H.
ii) NH(S) = H
E
◦
NHE(S) and ZH(S) = H
E
◦
ZHE(S).
Of course, the connected component of ZHE(S) is S.
Definition 4. For a maximal k-torus S, let
Sreg = {γ ∈ S | α(γ) 6= 1 for all α ∈ R(H
E,S)}.
Put
S±1 = {γ ∈ S | the restriction γ ± 1|E◦ is invertible},
and finally Sr = Sreg ∩ S−1.
Then Sr is a nonempty open subset of S. Fix a Borel subgroup B = TU of H,
with T a maximal torus in H, and U the unipotent radical of B. Put Bk = B∩Hk
and Tk = T ∩Hk.
Definition 5. Write HS for the union of the H-conjugates of Sr in H, and put
T
S = HS ∩T and BS = HS ∩B.
To prove that HS is open in Hk, we follow the classic proof of the density of
regular semisimple elements, due to Steinberg.
Lemma 6. i) TS is open in Tk.
ii) BS is open in Bk.
Proof. The first part follows from Lemma 3, since Sr is open in S. For the second
part, consider the projection map pT : Bk → T. We claim that B
S is the inverse
image ofTS under pT. Let b = tu ∈ B
S . Since b is semisimple, it is conjugate (inB)
to t, and thus t ∈ TS. On the other hand, suppose b = tu ∈ Bk with t ∈ T
S. Recall
that a linear transformation is semisimple if and only if the geometric multiplicity
of every eigenvalue is equal to its algebraic multiplicity. Then
rank(b− 1) = rank(t− 1) = k
and det(b−1) = det(t−1). Moreover since t is conjugate to an element of Sr, every
other eigenvalue of t and b has multiplicity one. We conclude that b is semisimple.
Thus b is conjugate to t and therefore b ∈ BS. From the claim and the first part it
follows that the subset BS is open in Bk. 
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Proposition 2. HS is nonempty and open in Hk.
Proof. HS is nonempty because it contains Sr.
To prove it is open, let A = Bk −B
S. Then A is a closed subset of Bk which is
normalized by B. Let
X = {(hB, x) ∈ H/B×Hk | h
−1xh ∈ A},
and write Y for the image of the projection map p2 : X → Hk. Then X is a closed
subset of H/B×Hk. The map p2 is proper since H/B is complete, and therefore Y
is a closed subset of Hk. It is clear that Y = Hk −H
S, and the result follows. 
5. A Section of Norm
We now return to the situation of Section 3. Let k = dimW and let S be a
maximal k-torus inH . We have defined a nondegenerate subspace E of codimension
k in the previous section, so that S is a maximal torus in HE .
5.1. Relating X to W . Fix a map ξ : X → W such that ker ξ = E. It is
necessarily a surjection. We collect some properties of ξ.
Lemma 7. i) ξ∗ :W ′ → X is injective with image E◦.
ii) ξξ∗ :W ′ →W is an isomorphism.
Proof. The first statement is immediate. For the second, it is enough to prove ξξ∗
is injective. Suppose ξξ∗(w′) = 0 for some w′ ∈ W ′. For any x ∈ E◦, choose a
x′ ∈ W ′ such that x = ξ∗(x′). Thus,
Φ(ξ∗(w′), x) = Φ(ξ∗(w′), ξ∗(x′)) = Φ(ξξ∗(w′), x′) = 0.
Since E◦ is nondegenerate, ξ∗(w′) = 0. Since ξ∗ is injective we have w′ = 0. 
Definition 6. Define υ = (ξξ∗)−1 :W →W ′ and ξ+ = ξ∗υ = ξ∗(ξξ∗)−1.
Thus ξ+ is a right inverse of ξ. It is easy to see that ξ+ξ = PE◦ .
Definition 7. Define a map Ξ : End(X)→ End(W ) by Ξ(A) = ξAξ+. Also define
Ξ+ : End(W )→ End(X) by Ξ+(A) = ξ+Aξ.
We will occasionally write ξA = Ξ(A) for brevity.
Proposition 3. i) Let A,B ∈ End(X). If A or B commute with PE, then
Ξ(AB) = Ξ(A)Ξ(B).
ii) Ξ|ME is a group homomorphism from ME to G with kernel H
E◦.
iii) Ξ restricts to an injection from HE into G.
(Also see Figure 1 in Section 7.2.)
Definition 8. Write τ : End(W )→ End(W ) for the antiinvolution
τ(A) = υ−1A∗υ,
and θ : G→ G for the involution θ(g) = τ(g)−1.
Define a bilinear form ΨW on W via
ΨW (w1, w2) = Φ(ξ
+w1, ξ
+w2)
= Φ(w1, υw2),
for w1, w2 ∈ W .
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Proposition 4. i) For all A ∈ End(X), we have τ(Ξ(A)) = Ξ(A∗).
ii) The form ΨW is nondegenerate and ΨW (gw1, w2) = ΨW (w1, τ(g)w2).
iii) The group Gθ of fixed points is equal to Isom(W,ΨW ).
Let ξS = Ξ(S), a maximal torus in Gθ. Set SG = ZG(
ξS). Note that
ξ
S = (SG ∩G
θ)◦.
5.2. A section of Norm over HE.
Lemma 8. Let A ∈ End(X) so that A commutes with PE and A|E◦ is invertible.
Then Ξ(A) is invertible.
Proof. Define B ∈ End(X) so that B|E◦ = (A|E◦)
−1 and B|E = 0. Since B
commutes with ξ+ξ = PE◦ , we see that Ξ(B) is the inverse of Ξ(A). 
Definition 9. Let h ∈ME with h−1|E◦ invertible. Define hG = (Ξ(h− 1))
−1 ∈ G.
Proposition 5. Let h ∈ME with h− 1|E◦ invertible. We have
i) 1 + hG + τ(hG) = 0.
ii) hG · θ(hG) = −Ξ(h
−1).
iii) If h centralizes S, then hG ∈ SG.
Remark: This second property points to the usage of the word “Norm” in this
subject.
Proof. For the first statement, multiply the expression
1 + (Ξ(h− 1))−1 + (Ξ(h−1 − 1))−1
by Ξ(h− 1)Ξ(h−1 − 1) to obtain
Ξ(h− 1)Ξ(h−1 − 1) + Ξ(h−1 − 1) + Ξ(h− 1) = 0.
The second statement is similar, and the third is easy. 
We can now construct the section that we want.
Definition 10. Let h ∈ HE with h− 1|E◦ invertible. Let ηS(h) = hGυ
−1.
Thus ηS(h) :W
′ →W is given by
η(h) = ηS(h) = (ξ(h− 1)ξ
+)−1ξξ∗.
Remark: One could also write, for example, η(h) = ξ(h− 1− PE)
−1ξ∗.
Finally we define
n(h) = nS(h) = n(ξ, ηS(h)).
Note that any h = γ ∈ Sr satisfies the hypothesis.
Proposition 6. Let h ∈ HE with h − 1|E◦ invertible. Then nS(h) ∈ N
′ and
Norm(nS(h)) = h.
Proof. The pair (ξ, η(h)) satisfies (2.1) by Proposition 5. We compute
Norm(n(h)) = 1 + ξ∗η(h)−1ξ
= 1 + PE◦hPE◦ − PE◦
= h,
as desired. 
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5.3. Matrices. In this section we describe the map n 7→ n(γ) in terms of matrices.
For simplicity, we assume that Φ is split symmetric or antisymmetric. Suppose
D = dim V , 2n = dimW , and r = dimE. Thus dimX = r + 2n and D = r + 6n.
For a number m, write J+(m) for the m×m symmetric matrix
J+(m) =


1
1
...
1
1

 .
For an even number m, write J−(m) for the m×m antisymmetric matrix
J−(m) =


1
−1
...
1
−1

 .
In the symmetric case (resp. the antisymmetric case) choose ordered bases
w1, ..., w2n and w
′
1, ..., w
′
2n ofW andW
′ such that Φ(wi, w
′
j) = δij (resp., Φ(wi, w
′
j) =
(−1)jδij).
Pick a basis e1, . . . , er of E so that J+(r) (resp. J−(r)) is the matrix of ΦE with
respect to this basis, and a basis f1, . . . , fn, f
′
1, . . . , f
′
n of E
◦ so that Φ(fi, f
′
j) = δij
(resp., Φ(fi, f
′
j) = (−1)
jδij). We will use the ordered basis
w1, ..., w2n, f1, . . . , fn, e1, . . . , er, f
′
n, . . . , f
′
1, w
′
2n, . . . , w
′
1
of V , and the ordered basis f1, . . . , fn, e1, . . . , er, f
′
n, . . . , f
′
1 of X . Then J±(D) is
the matrix of Φ with respect to this basis.
Define ξ : X → W by ξ(fi) = wi, ξ(f
′
i) = w2n+1−i and ξ|E = 0. We represent ξ
with the matrix ξ =
(
In 0 0
0 0 In
)
, and ξ∗ :W ′ → X with the matrix
ξ∗ =

 In 00 0
0 In

. Next, consider the torus S consisting of matrices of the form
Let
γ =


t1
. . .
tn
I
t−1n
. . .
t−11


,
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relative to the above basis of X . We then have
γG =


(t1 − 1)
−1
. . .
(tn − 1)
−1
(t−1n − 1)
−1
. . .
(t−11 − 1)
−1


,
relative to the above basis of W .
Finally, our matrix nS(γ) ∈ N is written by fitting together the above matrices
via
nS(γ) =

 I ξ γGI −ξ∗
I

 .
(Our choice of basis obviates the need for the factor υ−1.)
6. The XS map: Algebraic Theory
6.1. Decomposition of N ′. Let S be a maximal k-torus of H defined over F .
Definition 11. Put
NS = {n(ξ, η) ∈ N ′ | Norm(ξ, η) is conjugate to an element of Sr}.
Definition 12. Define the map XS :M × Sr → N by
XS(m(g, h)× γ) = Ad(m(g, h))nS(γ)
= n(gξh−1, gηS(γ)g
∗)
= n(gξh−1, g(γ)Gυ
−1g∗).
(6.1)
We will freely drop the subscript “S” from ηS , nS , and XS when it becomes
cumbersome.
Proposition 7. We have
i) Norm(XS(m(g, h)× γ)) = hγh
−1.
ii) The image of XS is equal to N
S.
Proof. The first statement follows from Lemma 1 and Proposition 6. It follows that
the image of XS is contained in N
S .
Now let n = n(ξ1, η1) ∈ N
S . Then there are h ∈ H and γ ∈ Sr so that
h(Norm(ξ1, η1))h
−1 = γ. Since we also have γ = Norm(ξ, η(γ)), we obtain the
equation
hξ∗1η
−1
1 ξ1h
−1 = ξ∗η(γ)−1ξ.
Thus
ξhξ∗1η
−1
1 ξ1h
−1ξ∗ = ξξ∗η(γ)−1ξξ∗.
Now the right hand side is an isomorphism, and therefore the map ξ1h
−1ξ∗ :W ′ →
W is an isomorphism. Put g = ξ1h
−1ξ+; we obtain
η1 = gη(γ)g
∗.
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Since gξ and ξ1 are both surjective maps from X to W , there exists g1 ∈ GL(X)
such that gξ = ξ1g1. Since n(gξ, η1) ∈ N (by Lemma 1), we have
ξ1ξ
∗
1 = −(η1 + η
∗
1)
= (gξ)(gξ)∗
= (ξ1g1)(ξ1g1)
∗.
By Lemma 2, there is an h1 ∈ H such that ξ1g1 = ξ1h1. Thus, ξ1 = gξh
−1
1 . It
follows that XS(m(g, h1) × γ) = n(ξ1, η1), and therefore N
S is contained in the
image of XS . 
Let us pause to appreciate some progress we have made in our decomposition of
N .
Definition 13. Write Nr for the preimage of the Norm map in N of H
S, and Nr
for the F -points of Nr.
Theorem 2. i) Nr is nonempty and open in N.
ii) Nr is the union of N
S, as S runs over the maximal k-tori S of H.
iii) We have a decomposition
Nr =
⋃
S
{Ad(m)nS(γ) | m ∈M,γ ∈ Sr}. (6.2)
Proof. Recall that the image of Norm lies in Hk. Since H
S is open in Hk, we see
that Nr is open in N. One can apply nS to elements of S to produce elements
of Nr, so it is nonempty. The second statement is clear, and the last statement
follows from Proposition 7. 
6.2. Fibre of XS. There is some redundancy in the decomposition (6.2), coming
from the normalizer NH(S) of S in H .
Definition 14. Define ∆ : ME → M via ∆(h) = m(Ξ(h), h). Write ∆S for the
image ∆(ZH(S)) of ZH(S) under ∆.
Consider the action of NH(S) on M × Sr given by:
w : (m× γ) 7→ m∆(w) × w−1γw,
for w ∈ NH(S). This descends to an action of WH(S) on M/∆S × Sr.
Proposition 8. Let m ∈ M and γ ∈ Sr. The fibres of XS are the same as the
NH(S)-orbits on M × Sr. In other words, the fibre of XS containing m × γ is
precisely
{m∆(w)× w−1γw | w ∈ NH(S)}.
Proof. The reader may check that these elements are indeed in the fibre. Suppose
now that there are g, g′ ∈ G, h, h′ ∈ H , and γ, γ′ ∈ Sr so that
XS(m(g, h)× γ) = XS(m(g
′, h′)× γ′). (6.3)
Thus n(gξh−1, gη(γ)g∗) = n(g′ξ(h′)−1, g′η(γ′)(g′)∗). Comparing the first coordi-
nates we find (g′)−1gξ = ξ(h′)−1h. Let x = (g′)−1g and w = (h′)−1h. Then we
find xξ = ξw, and therefore x = Ξ(w).
Taking Norm of both sides of (6.3) gives
hγh−1 = h′γ′(h′)−1
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by Proposition 7. Since γ, γ′ ∈ Sreg it follows that w ∈ NH(S). The result follows.

Corollary 2. The map XS descends to a surjective map
XS :M/∆S × Sr → N
S. (6.4)
The fibres of XS are the same as the WH(S)-orbits on M/∆S×Sr. In other words,
the fibre of XS containing m× γ is precisely
{m∆(w)× w−1γw | w ∈ WH(S)}.
The map defined by (6.4) is the one we will study henceforth.
7. Lie Algebras
As usual, we use the Fraktur analogues of the Latin font to denote the Lie
algebras of a given group. Thus g, h, m, n, s, etc. will denote the Lie algebras of
G, H , M , N , S, etc. respectively. In particular, zh(s) will denote the Lie algebra
of ZH(S).
An element u ∈ n is characterized by linear maps
A : X →W, A′ : W ′ → X, B :W ′ →W
such that:
i) u(w) = 0 ∀w ∈ W .
ii) If x ∈ X then u(x) = A(x).
iii) If w′ ∈W ′ then u(w′) = A′(w′) +B(w′).
The condition that u ∈ n is equivalent to the two conditions
i) A∗ +A′ = 0,
ii) B∗ +B = 0.
So as usual we write u ∈ n as u(A,B) where the condition is simply that B is
skew-Hermitian on W ′.
By Lemma 5, we have
zh(s) = h
E◦ + s, (7.1)
and the sum is direct.
7.1. Four Exact Sequences. The relationships between these Lie algebras are
subtle, governed by no fewer than four exact sequences. The starting point is the
map φ : m→ n given by
φ(A,B) = u(Aξ, ξBξ∗).
This map is typically neither injective nor surjective. We identify its kernel and
image.
Definition 15. Let
κ = {B ∈ h | B(E◦) ⊆ E}.
Define i2 : κ→ m by i2(B) = (0, B). Also we set
nξ = {u(A,B) ∈ n | E ⊆ kerA}.
Proposition 9. (The Exact Sequence for m) The following sequence is exact:
0→ κ
i2→ m
φ
→ nξ → 0. (7.2)
We next identify the quotient of n by nξ.
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Definition 16. Let i denote the inclusion of nξ into n. Write ψ : n→ Hom(W
′, E)
for the map given by
ψ : u(A,B) 7→ PE ◦A
∗.
Proposition 10. (The Exact Sequence for n) The following is a split exact se-
quence:
0→ nξ
i
→ n
ψ
→ Hom(W ′, E)→ 0. (7.3)
Define ψ˜ : Hom(W ′, E)→ n via ψ˜(A) = u(A∗PE , 0); then ψ˜ is a section of ψ.
The space κ also maps onto Hom(W ′, E).
Definition 17. Define Γ1 : κ → Hom(W
′, E) via Γ1(B) = Bξ
∗. Further define
Γ2 : Hom(W
′, E)→ h via Γ2(A) = A(ξξ
∗)−1ξ − ξ∗(ξξ∗)−1A∗.
One checks that the image of Γ2 lands in κ, and that Γ1 ◦ Γ2 is the identity on
Hom(W ′, E).
Proposition 11. (The Exact Sequence for κ) The following sequence is exact:
0→ hE
◦ i
→ κ
Γ1→ Hom(W ′, E)→ 0. (7.4)
Here i is the natural inclusion.
Of course, by (7.1), hE
◦
is the quotient of zh(s) by s. We make this explicit as
follows:
Definition 18. Define the map K : zh(s)→ h
E◦ such that K(A) = APE .
Proposition 12. (The Exact Sequence for zh(s)) The following sequence is exact:
0→ s
i
→ zh(s)
K
→ hE
◦
→ 0. (7.5)
Here i is the natural inclusion.
We will later use these exact sequences to calibrate our differential forms on
these spaces. For the moment, we use them to make a simple observation about
dimensions.
Corollary 3.
dimM − dimZH(S) + dimS = dimN.
7.2. Decompositions.
Proposition 13. We have a direct sum decomposition
h = hE + hE
◦
+ imΓ2.
Proof. If X ∈ h, then PEXPE + PE◦XPE◦ ∈ mE = h
E + hE
◦
, and the difference
B = X − (PEXPE + PE◦XPE◦) is easily seen to lie in κ. Moreover a computation
shows that B = Γ2(Γ1(B)). To see the sum is direct, first note that κ∩mE = h
E◦ .
Next, suppose that Γ2(A) ∈ h
E◦ . Then Γ1(Γ2(A)) = A = 0. It follows that the
intersection of imΓ2 with mE is trivial. 
Much of this can be visualized with matrix geometry; we offer the following
picture:
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E◦ E E◦
E◦
E
E◦
Figure 1. Composition of h
Figure 1 represents h, viewed as matrices in gl(X). The middle rows and columns
corresponding to E are shaded (both light gray and dark gray); this is κ. The
subalgebra hE
◦
corresponds to the dark gray central block. The Lie algebra zh(s) is
the sum of the dark gray block and the diagonal. The light gray region corresponds
to the image of Hom(W ′, E) under Γ2. The unshaded region is h
E . The map Ξ can
be visualized by simply deleting the five shaded regions.
Meanwhile, n can be expressed as a direct sum n = nξ + im ψ˜, by Proposition
10. The following is a diagram of an essential piece of n:
E◦ E E◦ W ′
BW
Figure 2. Blow-up of n
Figure 2 is a blow-up of the (A,B) portion of

 0 A B0 −A∗
0

 ∈ n. The shaded
region corresponds to Hom(W ′, E) ∼= Hom(E,W ), or the image of ψ˜. The unshaded
area corresponds to nξ. The skew-symmetric matrices B comprise the image of
0 ⊕ hE◦ under φ. The rest of the unshaded area corresponds to the image of
g⊕ 0 ⊂ m under φ.
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8. The X map: Differential Theory
8.1. Derivative of X. Now suppose that F is a local field. In this paper “man-
ifold” means a smooth finite-dimensional F -manifold in the sense of [1]. If X is a
manifold and p ∈ X , we write TpX for the tangent space to X at p.
Recall our map
X = XS :M/∆S × Sr → N.
The derivative
dX1×γ : T1(M/∆S)⊕ TγS → Tn(γ)N.
is straightforward to compute.
Proposition 14. For A ∈ g, B ∈ h and Z ∈ s, we have
dX1×γ(A×B, γZ) = u(Aξ − ξB, η(γ)A
∗ +Aη(γ)− γ2GΞ(γZ)υ
−1). (8.1)
For later use we note:
Lemma 9. γ2GΞ(γZ) ∈
ξs.
The derivative at m × γ ∈ M/∆S × Sr can be inferred from (8.1) through the
diagram
T1(M/∆S)⊕ TγS
dX1×γ
//
ρm

TX(1×γ)N
Ad(m)

Tm(M/∆S)⊕ TγS
dXm×γ
// TX(m×γ)N
(8.2)
Here ρm denotes right translation by m ∈M .
For later use, we multiply (8.1) on the right by n(γ)−1 to bring it to T1N = n.
This gives
dX1×1,γ(A×B, γZ)n(γ)
−1 =
u(Aξ − ξB, (Aξ − ξB)ξ∗ + η(γ)A∗ +Aη(γ)− γ2GΞ(γZ)υ
−1). (8.3)
The next step is to compute a suitable Jacobian of X.
8.2. Differential Forms and Measures. Let us recall the definition of differential
forms and their associated measures.
Definition 19. If V is a vector space over F , write Altd(V ) for the space of
alternating forms on d-tuples of vectors in V .
One denotes by v a d-tuple (v1, ..., vd) ∈ V
d. We will later employ the following
construction from Chapter IX, Section 6 of [2]:
Definition 20. Let
0→ U ′
i
→ U
p
→ U ′′ → 0
be an exact sequence of vector spaces, of dimension s,s + t, and t, respectively.
Let α′′ ∈ Altt(U ′′) and α′ ∈ Alts(U ′). Then there is an alternating form α′′ ∩
α′ ∈ Alts+t(U), which is characterized by the following property: If v ∈ U t and
v′ ∈ (U ′)s, then
α′′ ∩ α′(v, i(v′)) = α′′(p(v))α′(v′).
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Definition 21. Let X be a manifold. A (differential) n-form ω on X is a smooth
choice of alternating forms ω(p) ∈ Altn(TpX) for each point p ∈ X. If n = dimX,
then an n-form is called a top form.
Now suppose that ω is a top form, and put n = dimX . If u1, . . . , un are co-
ordinates on an open subset U of X , then there is a smooth function f on U so
that ω|U is the form fdu
1 ∧ · · · ∧ dun. Then a real-valued measure |ω| on X may
be assembled by combining |f | with the product of fixed Haar measures on the
additive group of F via the ui. (For details see [1].) In this case |ω| is called the
measure associated to ω. If G is a Lie group, this gives a one-to-one correspondence
between left-invariant differential forms ωG on G (up to a nonzero constant in F )
and left Haar measures dg = |ωG| on G (up to a positive constant in R).
Suppose that Y is another manifold. If h : Y → X is smooth, then the pullback
form h∗(ω) on Y is an n-form defined by the equation
h∗(ω)(p)(v1, ..., vn) = ω(h(p))(dhp(v1), ..., dhp(vn)).
We will later use the following result:
Proposition 15. Let d ≥ 1. Suppose that dh does not vanish at any point of Y ,
and that the preimage of each point of X has precisely d points. Let f ∈ L1(X, |ω|).
Then f ◦ h ∈ L1(Y, |h∗(ω)|) and we have the identity∫
X
f(x)|ω| =
1
d
∫
Y
f(h(y))|h∗(ω)|.
8.3. Jacobian of X: First Step. Suppose that ωN and ωS are invariant top
forms on N and S, respectively, and that ωM/∆S is an M -invariant top form on
M/∆S. (We will specify these later.)
Definition 22. For m ∈M , put
δN (m) = det(Ad(m); n).
Proposition 16. There is a smooth function δ on Sr so that
X
∗
S(ωN) = δN (m)δ(γ)ωM/∆S ∧ ωS
at the point m× γ ∈M/∆S × Sr.
Proof. Since X∗S(ωN ) and ωM/∆S ∧ ωS are both top forms on M/∆S × Sr, there
is a unique (smooth) function
δ :M/∆S × Sr → F
×
so that
X
∗
S(ωN ) = δ(m, γ)ωM/∆S ∧ ωS .
Let m0 ∈M . Call ρm0 the map given by right multiplication by m0. Applying ρ
∗
m0
to both sides of the equation gives
δN (m0)X
∗
S(ωN ) = δ(mm0, γ)ωM/∆S ∧ ωS .
(We have used Ad(m)∗ωN = δN (m)ωN .) Therefore for all m,m0, and γ, we have
δ(mm0, γ) = δN(m0)δ(m, γ).
The result follows (put δ(γ) = δ(1, γ)). 
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8.4. Choice of Bases. To compute δ, we essentially need to compute the determi-
nant of the differential of XS . One cannot literally do this, of course, because the
differential is a map between two different tangent spaces. Thus one should relate
these two spaces in some natural way. The exact sequences of Section 7.1 allow
us to break up these two spaces into the same “pieces”, and our entire determinant
calculation is based on these decompositions. Happily, the differential of XS is an
upper triangular “block matrix” with respect to these pieces. In this section we set
up two bases of n, namely B1 and B2. The basis B1 will essentially be the input
of dXS , and B2 will essentially be the output. Then δ will be proportional to the
determinant of a linear transformation L sending B1 to B2. Consider a basis B of
m of the form
{(Ai, 0), (0,Γ2(βj)), (Ξ(B
′
j′ ), B
′
j′), (0, Ck), (Ξ(Zl), Zl)}
such that
• {Ai} is a basis of g.
• {βj} is a basis of Hom(W
′, E).
• {B′j′} is a basis of h
E◦ .
• {Zl} is a basis of s.
• {Ck} ∪ {Zl} is a basis of h
E .
Note that {B′j′}∪{Zl} is a basis of zh(s). Put Bj = Γ2(βj). It can be easily checked
that Bjξ
∗ = βj .
Remark: Later we will demand that this basis respects certain root space de-
compositions.
Then the following are two bases of n:
B1 = {u(Aiξ, 0), u(βj , 0), u(0, ξCkξ
∗), u(0, ξZlξ
∗)}
B2 =
{
u(Aiξ,−), u(βj , 0), u(−ξCk,−ξCkξ
∗), u
(
0,−γ2GΞ(γZ)υ
−1
)}
where
u(Aiξ,−) = u
(
Aiξ, Aiξξ
∗ + η(γ)A∗i +Aiη(γ)
)
.
To see that B1 is a basis, note that u(Aiξ, 0), u(0, ξCkξ
∗), and u(0, ξZlξ
∗) com-
prise a basis of nξ and that u(βj , 0) gives a basis of im ψ˜.
Finally, write pB for
pB =
{
(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); (0; γZl)
}
,
a basis of m/∆s ⊕ s. Here p is the projection from m to m/∆s.
In the next section we will calibrate our forms ωN and ωM/∆S×S so that for all
γ ∈ Sr, we have
ωN (1)[B1] = ±ωM/∆S×S(1× γ)[pB]. (8.4)
Let us assume this now for the sake of exposition.
Proposition 17. Suppose that L = L(γ) : n→ n is a linear transformation so that
L(B1) = B2. Then δ = ± detL.
18 ARNAB MITRA AND STEVEN SPALLONE
Proof. Recall that δ is the function on Sr so that at 1× δ ∈M/∆S × Sr, we have
X
∗
SωN = δ(γ)ωM/∆S ∧ ωS .
Now,
X
∗
SωN (1× γ)[(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); (0; γZl)] (8.5)
is equal to
ωN(n(γ))[dX(p(Ai, 0); 0); dX(p(0, Bj); 0); dX(p(0, Ck); 0); dX(0; γZl)].
By (8.3), we have
dX(p(Ai, 0); 0)n(γ)
−1 = u(Aiξ, Aiξξ
∗ + η(γ)Ai
∗ +Aiη(γ)),
dX(p(0, Bj); 0)n(γ)
−1 = u(−ξBj, 0),
dX(p(0, Ck); 0)n(γ)
−1 = u(−ξCk,−ξCkξ
∗), and
dX(0; γZl)n(γ)
−1 = u
(
0,−γ2GΞ(γZ)υ
−1
)
.
(Since Bjξ
∗ has image in E, we have ξBjξ
∗ = 0.)
Therefore (8.5) is simply
(X∗SωN )(1× γ)[B] = ωN (1)[B2]
= ωN (1)[L(B1)]
= (detL(γ))ωN(1)[B1]
= ±(detL(γ)) · ωM/∆S×S(1× γ)[B].
The result follows. 
The fact that δ is nowhere vanishing has an important corollary.
Corollary 4. The map XS is an immersion, and N
S is an open subset of N .
Proof. This follows from Corollary 3, Proposition 17, and (8.2). 
8.5. Choice of Differential Forms. We now pin down differential forms on
M/∆S × S and N . The exact sequences from Section 7.1 give a natural way
to build both of these forms from the same pieces.
Choose left-invariant differential forms ωG, ωH , ωS and ωZH(S) on the groups
G,H, S, and ZH(S). When convenient, we will simply write ωG for ωG(1) at the
identity of G, and similarly for other groups. Note that specifying an invariant
differential form at 1 prescribes its values on the entire group. Also fix an alternating
form ω(W ′,E) of top degree on Hom(W
′, E). These five choices will determine all
the forms that we want.
Write ωM for the product of ωG and ωH on M . Next, using the exact sequence
corresponding to zh(s), define ωHE◦ , a left invariant differential form on H
E◦ , so
that ωZH(S) = ωHE◦ ∩ ωS . Using this and the exact sequence corresponding to κ,
we define a top degree alternating form ωκ = ω(W ′,E) ∩ ωHE◦ .
We now define a form of top degree ωnξ on nξ using the exact sequence corre-
sponding to m, i.e., so that ωM = ωnξ ∩ ωκ.
Using the exact sequence corresponding to n and the definition of ωnξ , we define
ωN as ω(W ′,E) ∩ ωnξ .
Using the short exact sequence:
0→ zh(s)
∆
→ m
p
→ m/∆s → 0
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(where ∆(z) = (Ξ(z), z)) we define ωM/∆S such that it satisfies
ωM = ωM/∆S ∩ ωZH(S).
Also, denote by ωM/∆S×S the form pr
∗
1(ωM/∆S)∧pr
∗
2(ωS) where pri is the projection
to the ith coordinate of M/∆S × S.
Recall the choice of basis from the previous section. The product
ωM [(Ai, 0), (0, Bj), (Ξ(B
′
j′ ), B
′
j′ ), (0, Ck), (Ξ(Zl), Zl)]ωS(Zl)
is equal, up to a sign, to
ωM/∆S×S(1, γ)[(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); ((0, 0); γZl)]·ωZH(S)(B
′
j′ , Zl).
Consider the basisB1 defined above. Clearly, {u(Aiξ, 0), u(0, ξCkξ
∗), u(0, ξZlξ
∗)}
is a basis of nξ while {ψ(u(−ξBj, 0))} is a basis of Hom(W
′, E).
We have
ωM [B] = ±ωN [B1]ωhE◦ (B
′
j′ ),
and
ωM/∆S×S(1, γ)[pB] = ±ωN [B1].
Remark: We omit the calculation of the signs ± above, since it is only the
associated measures that we require. They depend only on the dimensions of the
various groups.
9. Root Vectors
Our remaining task is to describe L(γ) and compute its determinant. To this
end, we demand that the basis B of m introduced in Section 8.4 respects certain
root space decompositions. We may pass to an algebraic extension of F for this
calculation, since this does not change the determinant. Therefore the tori S and
SG are split, and we may take them to be diagonal. In particular one may refer to
the usual basis ei of characters of SG.
9.1. Root Vectors. Let us record the image and fibres of the restriction map
res : R(G,SG)→ Hom(
ξ
S,Gm),
which we write as α 7→ αres.
Write R(G,SG)
θ for the fixed points of R(G,SG) under θ, and R(G,SG)0 for
the complement of R(G,SG)
θ in R(G,SG).
Lemma 10. i) In the symplectic case, the map res maps R(G,SG) onto
R(Gθ, ξS). Let β ∈ R(Gθ, ξS). If β is a long root, its fibre is a single-
ton in R(G,SG)
θ. If β is a short root, its fibre consists of a θ-orbit of roots
in R(G,SG)0.
ii) In the orthogonal case, the map res maps R(G,SG)0 onto R(G
θ, ξS). If
α ∈ R(G,SG)
θ, then αres /∈ R(G
θ, ξS). The fibres over R(Gθ, ξS) are
θ-orbits of roots in R(G,SG)0.
Let α ∈ R(G,SG). If Aα is a root vector for α, then τ(Aα) is a root vector
for θ(α). We will normalize our root vectors so that if {α, θ(α)} is an orbit in
R(G,SG)0, then Aθ(α) = τ(Aα). Note in the symplectic case that if α ∈ R(G,SG)
θ,
then τ(Aα) = −Aα.
Definition 23. Let α ∈ R(G,SG)0 and α
′ = θ(α). Put β = αres. Put Aβ =
Xα −Xα′ , and Cβ = Ξ
+(Aβ) (see Definition 7).
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Then Aβ is a root vector for β in g
θ, and Cβ is a root vector for Ξ
+(β) in hE .
Our transformation L should preserve certain two and three-dimensional sub-
spaces nα of n.
Definition 24. Let α ∈ R(G,SG)0. Write nα for the three-dimensional space
spanned by u(Aαξ, 0), u(Aα′ξ, 0), and u(0, ξCβξ
∗). Define a linear transformation
Lα : nα → n so that :
Lα(u(0, ξCβξ
∗)) = u(−ξCβ ,−ξCβξ
∗)
Lα(u(Aαξ, 0)) = u
(
Aαξ, Aαξξ
∗ + η(γ)A∗α +Aαη(γ)
)
Lα(u(Aα′ξ, 0)) = u
(
Aα′ξ, Aα′ξξ
∗ + η(γ)A∗α′ +Aα′η(γ)
)
.
If α corresponds to the root ei − ej of SG in GL(W), write λ
+
α , λ
−
α for the
characters of SG corresponding to ei and ej respectively.
Proposition 18. Lα maps nα to nα. Viewing Lα as a linear endomorphism of nα,
we have
detLα = λ
−
α (γG)− λ
+
α (γG).
Proof. Let us check that the element
Aαξξ
∗ + η(γ)A∗α +Aαη(γ) (9.1)
is a multiple of ξCβξ
∗ = (Aα −Aα′)υ
−1. Multiplying on the right by υ gives
Aα + γGAα′ +AαγG = Aα +Aα′λ
+
α′(γG) +Aαλ
−
α (γG)
= Aα(1 + λ
+
α′(γG) + λ
−
α (γG))− λ
+
α′ (γG)Ξ(Cα).
It is not hard to see that generally
λ−α (τ(s)) = λ
+
α′(s)
for s ∈ SG. Together with the fact that 1 + γG + τ(γG) = 0, this implies that
1 + λ+α′(γG) + λ
−
α (γG) = 0. Thus,
Lα(u(Aαξ, 0)) = u(Aαξ, 0)− λ
+
α′(γG)u(0, ξCβξ
∗).
Similarly,
Lα(u(Aα′ξ, 0)) = u(Aα′ξ, 0) + λ
+
α (γG)u(0, ξCβξ
∗).
Of course,
Lα(u(0, ξCβξ
∗)) = −u(Aαξ, 0) + u(Aα′ξ, 0)− u(0, ξCβξ
∗),
and the result follows. 
Definition 25. Suppose we are in the symplectic case. Let α ∈ R(G,SG)
θ. Fix
a root vector Aα in g. Put β = αres and Cβ = Ξ
+(Aα). Write nα for the two-
dimensional space spanned by u(Aαξ, 0) and u(0, ξCβξ
∗). Define a linear transfor-
mation Lα : nα → n so that :
Lα(u(0, ξCβξ
∗)) = u(−ξCβ ,−ξCβξ
∗)
Lα(u(Aαξ, 0)) = u
(
Aαξ, Aαξξ
∗ + η(γ)A∗α +Aαη(γ)
)
.
Similarly to before we have:
Proposition 19. Lα maps nα to nα. Viewing Lα as a linear endomorphism of nα,
we have
detLα = λ
−
α (γG)− λ
+
α (γG).
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Remark: Suppose we are in the orthogonal case. Let α ∈ R(G,SG)
θ. Then
similar calculations as in the proof of Proposition 18 gives that
u
(
Aαξ, Aαξξ
∗ + η(γ)A∗α +Aαη(γ)
)
= u(Aαξ, 0).
9.2. L and its determinant. Let us specify the choice of bases from Section 8.4
more precisely. We will take the basis {Ai} of g to be the union of a basis of sg and
a basis of root vectors Aα for SG, normalized as above. Next, we choose for {Ck}
the basis of root vectors of S in hE , with Cβ = Ξ(Aβ) or Cα = Ξ(Aα) as specified
in the previous section.
Let ζ : ξs→ ξs be the transformation given by
ζ(Z) = γGτ(γG)Z.
Note that det ζ = det γG.
Now define L : n→ n so that:
i) L(u(A, 0)) = u(A, 0) if A ∈ Hom(E,W ).
ii) L(u(Aξ, 0)) = u
(
Aξ,Aξξ∗ + η(γ)A∗ +Aη(γ)
)
if A ∈ sg.
iii) L|nα = Lα for α ∈ R(G,SG) in the symplectic case, and for α ∈ R(G,SG)0
in the orthogonal case. L(u(Aαξ, 0)) = u(Aαξ, 0) for α ∈ R(G,SG)
θ in the
orthogonal case.
iv) L(u(0, Z)) = u(0, ζ(Z)) if Z ∈ ξs.
In fact, L is constructed precisely to take the ordered basis B1 to B2 (see Section
8.4).
Proposition 20. The quantity | detL| = | detL(γ)| is given by
| det γG| ·
∏
{α}
|λ+α (γG)− λ
−
α (γG)|. (9.2)
In the orthogonal case, the product is taken over θ-orbits {α, α′} ∈ R(G,SG)0, each
of which has order 2. In the symplectic case, the product is taken over θ-orbits in
R(G,SG), which have order 1 or 2.
Lemma 11. Let t ∈ SG. Then
i) ∏
α∈R(G,SG)0
λ+α (t)λ
−
α (t) = (det t)
2(dimW−2).
ii) In the symplectic case,∏
α∈R(G,SG)θ
λ+α (t)λ
−
α (t) = (det t)
2.
Put
L0(γ) =
∏
{α}∈R0
|λ+α (γG)− λ
−
α (γG)|,
where the product is over θ-orbits {α, α′} ∈ R(G,SG)0.
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Similarly set
Lθ(γ) =
∏
{α}∈Rθ
|λ+α (γG)− λ
−
α (γG)|,
where the product is over α ∈ R(G,SG)
θ.
Thus L(γ) = | det γG|L0(γ)Lθ(γ) in the symplectic case, and L(γ) = | det γG|L0(γ)
in the orthogonal case.
Lemma 12. i)
λ+α (γG)− λ
−
α (γG) = λ
+
α′(γG)− λ
−
α′(γG)
ii)
λ+α (γG)− λ
−
α (γG) = (λ
−
α (
ξγ)− λ+α (
ξγ))λ+α (γG)λ
−
α (γG).
We have
L0(γ)
2 =
∏
α∈R0
|λ+α (γG)− λ
−
α (γG)|
= | det γG|
2(dimW−2)
∏
α∈R0
|λ+α (
ξγ)− λ−α (
ξγ)|
= | det γG|
2(dimW−2)
∏
α∈R0
|α(ξγ)− 1|.
Similarly,
L0(γ) =
∏
α∈Rθ
|λ+α (γG)− λ
−
α (γG)|
= | det γG|
2
∏
α∈Rθ
|λ−α (
ξγ)− λ+α (
ξγ)|
= | det γG|
2
∏
α∈Rθ
|α(ξγ)− 1|.
Orthogonal case: Regrouping gives
L(γ) = | det γG|
dimW−1
( ∏
α∈R0
|α(ξγ)− 1|
) 1
2
= | det γG|
dimW−1|DHE (γ)|.
Symplectic case: Regrouping gives
L(γ) = | det γG|
1+dimW
( ∏
α∈R0
|α(ξγ)− 1|
) 1
2

 ∏
α∈Rθ
|α(ξγ)− 1|

 .
= | det γG|
dimW+1|DHE (γ)|.
Corollary 5. Up to a sign, we have
δ(γ) = (det γG)
dimW±1DHE (γ),
and
X
∗
S(ωN ) = δN (m)(det γG)
dimW±1DHE (γ)ωM/∆S ∧ ωS .
Here ±1 is +1 in the symplectic case, and −1 in the orthogonal case.
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10. The Integration Formulas
10.1. Haar measure. Let dn be a Haar measure on N . Since NS is open in N
(by Corollary 4), we may restrict dn to NS .
By Proposition 15, we obtain
Proposition 21. Let f ∈ L1(NS , dn). Then (f ◦XS) ∈ L
1(M/∆S×Sr,X
∗
S(dn))
and ∫
NS
f(n)dn = |WH(S)|
−1
∫
M/∆S×Sr
(f ◦XS)X
∗
S(dn).
Recall the setNr =
⋃
S N
S . By Theorem 2, the set of F -pointsNr is a nonempty
Zariski subset of the affine space N. It follows that the set of F -points Nr has
negligible complement in N . We obtain
Proposition 22. Let f ∈ L1(N, dn). Then f ◦XS ∈ L
1(M/∆S × Sr,X
∗
S(dn))
for all (dimW )-maximal tori S of H, and∫
N
f(n)dn =
∑
S
|WH(S)|
−1
∫
M/∆S×Sr
(f ◦XS)X
∗
S(dn).
The sum is taken over conjugacy classes of (dimW )-maximal tori S in H .
By Proposition 16, our integration formula takes the form:
Proposition 23. Let f ∈ L1(N, dn) with dn a Haar measure on N . Then∫
N
f(n)dn =
∑
S
|WH(S)|
−1
∫
S
|δ(γ)|
∫
M/∆S
f(Ad(m)nS(γ))|δN (m)|
dm
dz
dγ.
Here |δ(γ)| = | det γG|
dimW±1|DHE (γ)|. Again, the sign ± is + in the symplectic
case, and − in the orthogonal case.
10.2. Ad(M)-invariant version. The factor δN in the above formula suggests that
we replace dn with an Ad(M)-invariant measure on N . Such measures arise in the
theory of intertwining operators (see [8], [4]).
Proposition 24. For n = n(ξ, η) ∈ N ′, put φ(n(ξ, η)) = |δN(m(ηυ, 1))|
− 1
2 . Then
i) For all m ∈M and n ∈ N ′ we have φ(Ad(m)(n)) = φ(n)|δN (m)|
−1.
ii) dmn = φ(n)dn is an Ad(M)-invariant measure on N .
One computes in the orthogonal case that
δN (m(g, h)) = (det g)
dimW+dimX−1,
and in the symplectic case that
δN (m(g, h)) = (det g)
dimW+dimX+1.
(See Proposition 1 of [12].)
Making this substitution for dn we obtain
Corollary 6.∫
N
f(n)dmn =
∑
S
|WH(S)|
−1
∫
S
| detL(γ)||δN (γG)|
− 1
2
∫
M/S∆
f(Ad(m)nS(γ))
dm
dz
dγ.
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Here we write δN (γG) for δN (m(γG, 1)). Now we have
| detL(γ)||δN (γG)|
− 1
2 = | det γG|
± 1
2
+ 1
2
(dimW−dimX)|DHE (γ)|
= |DHE (γ)|
1
2 |DθG(γG)|
1
2 | det(γ − 1;E◦)|
1
2
dimE ,
with the last equality following from Proposition 14 of [12]. To clarify, this is indeed
a uniform formula for both the orthogonal and symmetric cases.
Theorem 1, stated in the Introduction, follows from this.
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