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IHTRODUCl!O 
Esta tese tem por objetivo o estudo de um teste para a hipóte-
se de aditlvidade em dádos de experimentos com dois fatores e n~o re-
plicados. 
Um motivo para o estudo de um tal teste vem de experimentos 
aleatortzados em blocos completos. A análise usual,através de modelos 
com efeitos aditivos de blocos e tratamentos, depende da adltlvldad~ 
somente. 
Explicamos: se houver aditlvidade entre blocos e tratamentos, 
o modelo linear empregado decorre da aleatorlzação; a validade do mé-
todo de mínimos quadrados, com a estrutura de Gauss-Markoff<erros não 
correlacionados> está garantida, apesar de, por decorrência da aleato-
rização, esses erros serem correlaclonados. 
O estudo de 
ou com replicação 
desta tese. 
planos fatoriais a dois fatores - sem replicação 
beneficia-se do modelo implícito no teste objetivo 
Mandei <19&9) discute plenamente o assunto. O tópico relativo 
à esttmaç~o e análise dos parametros estruturais n~o será abordado 
aqui. 
O teste para interaç~o é baseado em um caso particular do mo-
delo proposto por Mandei, com apenas um componente multiplicativo. 
O problema do ajuste pode ser_resolvldo por mínimos quadrados 
<HandelC19G9), ver também Gabr1el<1978) para um desenvolvimento mais 
formal) ou máxima verossimilhança (Johnson e Grayblll<l972)). 
O modelo multiplicativo para a lnteraç~o, 
só, é da forma 
com um compon~nte 
onde os ft 
lj 
y 
Ij 
"" li + a 
I 
+ a 
j 
+ e u v + e i =1, ... , m 
I j lj j=1, ... , n 
sâo erros com estrutura de Gauss-Harkoff. 
(1) 
Já o modelo implícito no ~este de Tukey(1949) é da forma; 
y 
lj 
= lJ + a 
I 
+ 
com erros com distribuiç~o Gausstan~. 
i· e 
lj 
i=l, ••• ,m 
j=l, , , , , n 
(2) 
2 
Em qualquer dos dois casos, testa-se aditlvidade através de: 1 
H : e = o vs. 
o 
Como o modelo (2) sob H 
1 
é caso particular de <1>, aventa-se 
a possibilidade de que o poder do teste baseado no modelo multiplica-
tivo seja, em geral, maior que o de Tukey. 
Fizemos uma vertficaç~o dessa posstbilidada por simulação em 
computador. Os resultados comprovam a hipótese. 
depende 
Vimos, ainda, que o poder do 
do ãngu 1 o entre os vetores a 
teste 
e u 
~ 
de Tukey, 
e do ãngulo 
como 
entre 
esperado, 
~ e v. 
O poder é bom quando esses §ngulos s~o próximos de zero graus 
e cal muito à medida que um desses ãngulos vai para 90 graus. 
Já o poder do teste baseado no modelo mult1pl1cat1vo não sofre 
tanta influência desses ângulos. 
Temos evidência algébrica e numérica de que, supondo ad1t1-
v1dade entre blocos e tratamentos, o teste F para tratamentos dá um 
nfvel de significância que aproxima bem aquele dado pelo ~es~e de 
alea~orlzaç~o(permutaç~o, teste exato de Flsher). Realizamos uma simu-
lação com populaç~o finita para verificar os comportamentos dos testes 
de Tukey e Mandei. 
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CAPITUW I 
EXPERiftENTOS ~LEATORIZADOS 
1. 1- I NTRODUCXO 
ExperimenLos em diversos ramos da 
sível,aleatorizados,isto é,os tratamentos 
experimentais de modo aleatório. 
ciência são,sempre 
s~o atribuídos às 
qu8 pos-
untdades 
As idéias de aleatorlzaç'ão f'oram introduzidas por Flsher 
(192G,l935) e posteriormente estudadas sob vários aspectos por vários 
autores. Entre eles estão, sobremaneira, Neyman (1935) -que introdu-
ziu o conceito de população conceitual de respostas e examinou algumas 
consequênclas da aleatorização com relação a testes de slgntfic~ncia -
e Kempthorne (1952,1955>. 
Utilizando os conceitos de populaçâo conceitual propostos por 
Neyman e as variáveis aleatórias de seleção de Corniield(1944), 
Kempthorne pode examinar com o de~alhe possível, consequênciaR da 
alea~orizaç~o em vários planos experimen~ais, como por exemplo o expa-
rimen~o aJeatorizado em blocos completos. 
Estudaremos aqui experimentos comparativos no qual o experi-
mentador deseja fazer afirmações à respeito de diferenças em respos~as 
produzidas por um conjunto fixo de tratamentos. 
Verificaremos que a aleatorlzaç~o proporciona uma distribuição 
da referência para a inferência es.ta~!stlca e permite que uti 1 izemos 
os testes da teoria normal como aproximações para os testes exatos de 
aleatorizaç~o sem que para isso fiquemos presos à suposiç~o de inde-
pendência e exata normalidade. 
A análise será apresentada para o experim8nto completamente 
aleatorizado e aleatorizado em bl_ocos completos 
Para um caso em particular - experlmen~o aleatorizado em blo-
cos completos- analisaremos as consequências da existência de intP.-
ração bloco x tratamento no teste para efeitos de tratam8ntos 8 a im-
portãncta da pressuposição de ad1ttv1dade entre estes dots fatores. 
1.2- EXPERIMENTO COftPLETAftENTE ALEATORIZADO. 
Suponhamos que temos N=rs unidades experimentais B s tratamen-
tos que Rer~o aplicados às unidacles,aleatortamente com a restrição qu~ 
cada tratamento seja aplicado em r unidades experimentais. 
Denotaremos a j-ésima replicação do 1-ésimo 
par (i,j), 1=1,2, ... ,s ; j=l,2, ... ,r. 
tratamento pelo 
4 
Cada par (i,j) será aplicado aleatoriamente às unidades expe-
rimentais. Isso pode ser feito, por exemplo, sorteando-se sequ~ncial­
mP-nte os pares(i,j) e aplicando-os sucessivamente às unldadqs expert-
mentaJs, as quais dever~o estar previamente ordenadas. 
A cada possível combinação 
mos uma "resposta conceitual" Y 
lk 
tratamento-unidade 
i-=1 ,2, .•.• s 
experimental te-
k=l,2, ... rs,onde 
Y é a rPsposta da k-éslma unidade experimental 
lk 
ao t.r at amEm to I . 
Na realidade, n~o dispomos dos valores Y uma vez que, ao 
lk 
aplicarmos o tratamento I à unidade experimental k, alteramos 
pacldad~ de resposta a outro tratamento distinto, quando não 
mos a unidade. 
sua ca-
destrut-
Denotaremos y , a resposta observada, ou seja ,a obsP.rvaç~o 
lj 
resultante da J-ésima replicaç~o do 1-ésimo tratam~nto. 
Os resultados experimentais y s"ão 
lj 
associados às rP.spostas 
k 
conceituais y 
lk 
através das variáveis aiAatórias de selP.ção ô ondP. 
k 
6 
lj 
1 
= 
s" a 
está 
lj 
j-éslma repllcaç~o do 1-ésimo tratamento 
aplicada na k-ésima unidade experimental 
O caso contrário 
k 
Portanto: 
y 
ij 
= 
rs k 
E 6 
k=l lj 
p(Ô = 1 ) = __ l __ _ 
lj rs 
y 
lk 
onde 
Outras probab111dades da dtstribulç'ão de ô s'ão imediatas como 
por exemplo; 
k k 
P< 6 = 1 I 6 = 1 ) = o j • j .• v I . 
lj I 'j • 
k k" 
p( 6 = 1 I 6 = 1 ) = __ 1__ i * 1' e k * k', v- j,j" 
lj I • j • rs - 1 
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Podemos esçrevE'lr y como 
lk 
y = y + <Y -Y ) + <Y -Y ) + <Y -Y -Y +Y ) (1.2.)) 
lk I . .. . . k . . lk I . .k 
s rs 
y = ___ L_ E E y 
rs X s 1=1 k=1 lk 
rs 
y = __ L_ E y 
I . rs k=1 lk 
s 
y = __ L_ E y 
.k s 1=1 lk 
Vamos supor agora que exista adttividade entre os efeitos de 
unidade experimental e tratamento,ou seja; 
y = X 
lk k 
+ t 
I 
onde x é a resposta da k-ésima unidade experimental sob alguma 
k 
condição básica. 
y = 
lk 
y = 
lk 
y = 
lj 
y = 
lj 
ondfl' 
ç'ão. 
Substituindo Y em (1.2.1) teremos 
<x 
~ + 
As 
rs 
E 
k=1 
~ + 
.. 
lj 
+ t. ) + (t. 
T + (X 
-
I k 
respostas 
k 
li 
T 
= 
y 
lj 
I 
+ 
rs 
E 
k=1 
= 
lk 
e 
lj 
k 
õ 
lj 
lk 
- t. ) +(x 
I k 
X ) 
observadas 
rs 
~ + T + r 
I k=1 
1=1,2, ... f! 
(x 
k 
- X ) 
- X ) 
s'i:!o ,portanto, 
k 
ô (x - X ) 
lj k 
; j=l, ... ,r 
<I. 2. 3l 
dadas por 
ou ainda 
<1.2.2) 
A express~o (1.2.2) é o modelo linear deduzido da aleat0riza-
~--- '--~ 
6 
Desta forma, as observações s~o expressas como a soma da mé-
dia geral mais o efeito do tratamento 1, mais um erro (dado por 
(1.2.3)). Este erro é uma funç~o linear das variáveis do experimento, 
k 
os Ô 's, com coeficient-es (x - x ) . Tais coeficientes n'ão s'ão 
lj k 
considerados variáveis aleatórias mas sim, quantidades fixas A de8co-
nhecldas. 
Colocando o modelo (1.2.2) na f'orma matricial ,temos 
y = x a + 
" ' 
ond~ 
y e 
11 11 
y p 
" 12 12 
T1 
y T e 
1r 2 1r 
y = y a = • 
" 
= e 
21 . 21 
..., 
y 
" 2r 2r 
y 
" s1 s1 
y e 
s2 s2 
y e 
sr sr 
1 1 o ... o 
1 1 o ... o 
1 1 o ... o 
1 o 1 ... o 
X = 1 o 1 ... o 
1 o 1 ... o 
1 o o ... 1 
I o o ... I 
.... 
1 o o . . . 1 
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Temos ainda: 
rs k rs k 
E<e ) = E [ ~ ô (X - X ) l = ~ (x - X ) p( ó = 1) = o 
I j k=1 lj k k=1 k lj 
2 rs k 2 
V ar(~ ) = E<<> ) = E ( ~ ó (x - X ) ) = 
lj lj k=1 lj k 
rs k 2 2 k k' 
= E [ ~ (Ô ) (x - X ) + ~ ~ ó ô (x - X ) (x - X ) 1 
k=1 lj k k k' lj lj k k' 
k*k' 
rs 2 
= _!_ ~ (X - X ) + 
rs k=1 k 
k k' k' 
+ J: ~ P< ô =1 / ó =1) P( õ =1) (X - X ) <x X ) 
k k' lj lj lj k k' 
Hk' 
rs 2 
= _L ~ (X - X ) = 
rs k=1 k 
2 2 
= __ r:_g_;:._!._ s = __ !:!_=_1_ s 
rs N 
2 N 2 
onde s = __ L_ ~ ~ <x - X ) 
N-1 k=1 k 
Da mPsrna forma podemos encontrar a covartancta dos erros {v~r 
apêndice A), dada por; 
cov(e 
lj 
v 
<rs X 
·" I , j, 
) = E(e 
lj " 
) = 
I . j. 
2 
_:;;_ 
N 
A matriz de covari~ncias dos ~rros é, portanto, da Iorma 
2 
= 
E~ <ee ·) = _:;;_ N-1 -1 -1 -1 
rs> N -1 N-1 -1 -1 
-1 -1 -1 N-1 
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Df'lfinlndo y como a média observada do t..rat.amE:mto 1, t.emos: 
I . 
E<y > = J.l + 'T 
I . I 
-2 r -2 2 
Var<y ) ~ r E Var<y ) + r E r cov(y y ) ~ 
_!2.::.1._ 
-ª-I . j~1 lj j j' lj I j' s r 
jtj' 
Se A 
" 
B s~o dois contrastes,ou s~ja, A = I • y e B = v'y 
. - . -
com I . ~ _1_ (I I I ... I I ) 
<1 X rs) r 1 1 2 2 s s 
v' ~ _L <v v v v v v ) 
<1 X rsl r 1 1 2 2 s s 
s s 
r I ~ o E v = O e 
1~1 I 1~1 I 
y o vetor de observações, podemos chegar aos resulta-
·o X rsl 
dos j~ cconhecidos para a variâncla ~ covari~ncJa de contrastes: 
s 2 2 s 2 2 
V ar <A> ~ 1 ·v I = ( E I 
-
) 
_lL Var(B) = ( E v ) _,_ 
1=1 r I =1 I r 
s 2 
cov(A,B> = I' V v = ( E I v ) -~-
1~1 I I r 
2 
A covarl~ncia d~ duas médias d~ tratam~ntos Ã =~--como d~­
rR 
veríamos eaperar,pois é a covarlãncia comumente obtida quando tratamoR 
d~ amostras de populações finitas. 
Podemos também construir a tabela 
através da subdlvls~o da soma de quadrados 
s r 
E E <y - Y 
!=1 J~1 lj 
2 s 
> = r 1: 
1~1 
(y - y 
I . 
de análisE'! de 
tota 1 , ou sF.tj a; 
2 s r 
) + E E (y 
1~1 j~1 
vari~ncla, 
2 
- y ) 
I j I . 
O cálculo das esperanças das somas de quadrados (apªndtc~ A> 
nos leva às sRguJntes expressões: 
E<SQt.rat.) = 
2 
<s-1) S + r " 2 E T 
I =1 1 
9 
2 
E<SQtotal) = <rs-1) S +r 
2 
E<SQrasfduo> = s(r-1) S 
a 2 
r , 
I= I I 
Dividindo ê\S somas de quadrados de t.ratam"mto e reFíduo por 
<s-1) e s(r-1) respectivamente, obtemos a seguinte tabela de análise 
de vari~ncla: 
Fonte de variaç~o I gl SQ QM E CQMl 
__________________ l _______ l __________ l ________________ _ 
2 
tratamAnto a-1 SQtrat SQtrat/(a-1) S + r 
a Z 
r ' 
resíduo s<r-1) 
total rs - 1 
SQres SQres/s(r-1) 
SQtot 
2 
s 
I= I I 
Se os tratamentos não tiverem "efeito", as esperanças dos qua-
2 
drados médios serão ambas Iguais a S 
A análise de vari~ncla acima poderia ter sl~o obtida pelo uso 
do modelo linear 
onde y 
IJ 
y 
lj 
= U + T 
I 
+ " 
lj 
é a j-ésima r~plicaç~o 
j== 1,2, ... ,r 
do tratamE'I'nto I,_ com~ e 
(1.2.4) 
T constao-
i 
tE'I's e e erros não correlacionados com média zero E'l' varl~ncia su-
lj 
posta constante. 
No Rntanto, podemos notar que; 
i) com base na aleatorizaç~o e juntamente com a Ruposiç~o de adltlvi-
dade, deduzimos um modelo Iin8ar· que tem a mesma forma de (1.2.4), com 
a diferença que no primetro,cada obBervaç~o entá automaticamP,nte su-
j~ita à mesma variância, enquanto que isto dev8 ser suposto na uttli-
zaç~o de (1.2.4) 
2 
11) a vartância da média obs8rvada de um tratamento é _g=L- -~-- No 
s r 
10 
2 
entanto Var<y y ) = 2 -~- que é a mesma express~o que obteria-
I ' I ' ' r 2 
mos considerando y 
t. 
e y 
l .. 
indepAndentes com var13ncia -~­
r 
1.3- EXPERIHEHTO ALEATORIZADO EH BLOCOS COMPLETOS. 
No experimento aleatorlzado em blocos completos, temos N=rs 
unidades experimentais , as quais s~o agrupadas em r blocos com s uni-
dades cada um; os s tratamentos são aplicados aleatoriamente dentro de 
cada bloco e a aleatorização é fAlta independAnt.Rmente entre os blo-
cos. 
bloco 
Denotaremos a resposta concelt..ual do "plot"j (j::o 1,2, .... s) no 
(i= 1,2, ... ,r), ao tratamento k <k= 1,2, ... ,s),por Y Temos 
ljk 
ent~o a sAguinte Identidade: 
y = 
ljk 
ondf>' y 
y 
y 
y + <Y - y ) + <Y - y ) + <Y - y ) <l.3.1) 
t.. ljk l j. l j. t.. 
-2 r s s 
= 
-"- ~ ~ ~ 
y 
r 1=1 j=l k=\ ljk 
-2 s s 
= s E ~ y 
i .. j=l k=l ljk 
s 
= __ L_ E y 
ij. B k=1 ijk 
Supondo aditivldade entre tratamento e unidade experimental: 
y = X 
! jk ! j 
+ t 
k 
PodAmos então reescrev~r a identidade (1.3.1) como 
y = <x + t ) + (x - X ) + (t. - t. ) + <x 
ljk 1. k lj 
y = ~+a + T + <x - X ) 
ljk k ij l . 
- X ) 
l . 
É importante notar que sob a hipót~se de aditividad8 8n~r8 
unidade experimental e tratamento, o valor conceitual é decomposto em 
qrqttos aditivos dq blocos e tratamentosr 
11 
Na realidade, o que observamos , é a resposta devido ao trata-
mento k, num "pio~" alea~órto j de cada bloco I. DenotaremoR ~Rta 
observação por y ,e podemos escr~v~r; 
lk 
y 
lk 
k 
ó 
lj 
= 
= 
s 
E 
j=1 
1 
k 
ó 
lj 
y 
ljk 
ondl'O' 
se o tratamento k 
no "plot." j do 
O caso contrário 
é aplicado 
bloco I 
Neste caso, da mesma forma como no plano completamente aleato-
k 
rlzado, conhecemos a distribuição conjunta daR variáveis Ô dP.ter-
lj 
minada pelo processo de aleatorização que foi utilizado na obtenção do 
plano experimental em questão, 
k 
As propriedades das variávP.is Ô que nos interessam são: 
lj 
k 
P< ó 
lj 
k 
P< ó 
lj 
k 
P< ó 
lj 
k 
P< ó 
lj 
= I ) = _.L 
k' 
= 1 I õ 
I j, 
k 
= I I õ 
lj' 
k' 
= 1 I Õ 
s 
I . j, 
= 
= 
1 ) = 
1 ) = 
= 1 ) 
__ l__ 
s-1 
o 
= P( 
k 
ó 
lj 
= I ) 
j * j ' k * k' 
j * j 
=_L 
s 
i :f: i' e 
v- k,k' ,j,j' 
k 
ou seja, Ô 
k' 
" õ são Independentes se I~ i' ~ k,k' ,j,J'. 
I j l 'j' 
As rflf!postaB obaervadas são, 
y 
lk 
y 
lk 
= 
= 
s 
E õ 
j=l 
u+ 
k 
[ u 
lj 
B + T 
k 
+ B + T + 
k 
+ " 
lk 
portanto, dadas por: 
(X - X ) J 
lj I , 
k= 1, ... 's <1.3.2) 
onde 
rlmento 
e = 
1k 
s k 
E ô 
j=l 1 j 
A expressão 
aleat.orizado 
r s 
(X 
1j 
- X ) 
1 • 
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(1.3.2) é o modelo linear 
em blocos completos, com 
r s 
E S 
1 = 1 1 
= E T = E E a = O 
k=1 k 1=1 k=l 1k 
dedu:z:ido para o 
O erro al~atório associado a cada observaç~o é e ,onda: 
1k 
s k 
E<e > = E [ E ô 
lk j=l lj 
s 
= _L E <x 
s j=l 
2 
Var(e ) = E (e ) = 
lk 1k 
s k 
= E[ E (Ô 
j=l lj 
s 
<x 
lj 
-
lj 
E [ 
2 
) (x 
s 
-X )J = E 
I. j=l 
X ) = o 
1 . 
s k 
( E ô <x -
j=l 1j lj 
2 
-x ) + E E ô 
1j 1 . j j . 
J*J' 
2 k 
k 
P<ô = 1) 
lj 
2 
X ) ) J 
I . 
k k 
ô (x 
1j 1j' 
k 
= 
<x 
lj 
- X 
1j 
- X ) = 
I. 
) (X 
-x 
1 . 1j. 
exp~-
) l = 
I . 
=_L E (x 
j=l lj 
- X ) P<ô =l,ô =l><x -x ) (x -x )= 
I . s 
s 2 
=_1_Ee 
s j=l I j 
2 
Fazendo S = 
I 
2 
Var (e ) = -~=t- 5 
1k s 
I. 1j lj' lj ~1. lj'~ 
s 2 
__ L_ E 
" 
, temoa 
s-1 j=l lj 
i = 1,2, ... ,r 
Como, dentro de um bloco i a sttuaç~o ~ análoga à de um exp8-
- rlm~nto completamente aleatorizado 
2 
cov{e a ) = - S /a k ~ k' 
lk 1k' 1 
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~. uma vez que a aplicação de ~ratamentos ~independente entre os blo-
cos 
c:ov<e 
• 
" 
) = o I • 
I , v k,k' 
lk I' k' 
Podemos então escrever o modelo (!.3.2) na forma matricial 
y = XB + " onde • 
y 
" !I 11 
y .. 
12 12 
~ e y 
'r! ls ls 
y 
'2 " 21 21 
y = y B = 
" 
= 
" 22 22 
y 's 
" 2s ~ 2s • 
y 
" 
..-! ..-! 
y 
B,.. " 
..-2 ..-2 
y .. 
..-s ..-s 
1 1 o o 1 o o 
1 1 o o o I o 
1 1 o o o o I 
I o I o 1 o o 
I o I o o I o 
X = 
1 o 1 o o o 1 
I o o 1 I o o 
1 o o 1 o 1 o 
1 o o 1 o o 1 
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A matriz de covar i ~nc 1 as do_:s erros tRm ent'ão a s~gu 1 ntR for·-
ma; 
v $ $ 
1 
$ v $ 
2 
v = cov(~) = 
$ $ $ v 
r 
onde v é uma matriz sxs dada por 
s-1 -1 -1 -1 
2 -1 s-1 -1 -1 
v = 5 /s 
I I 
-1 -1 -1 s-1 
" 
$ é a matriz nula. 
(sxs) 
trastes. 
E<y ) = 
.k 
= 
= 
Var(y ) 
.k 
Vamos examinar os ~stimadores de efeito de tratamento ~ con-
Seja y ,a média observada para o tratamento k. Ou seja 
.k 
r 
y =_L !: y 
" 
-. k r I =1 I k 
r 
_L !: E [ (~ + B + 
' r I= 1 I 
r 
_L !: ( ~+ B + 
' 
+ 
r 1=1 k 
~ + 
' k 
-2 r 
= r V ar( !: y ) = r 
1=1 lk 
-2 2 
= __ :c. __ r ( s-1> 5 = 
s 
s k 
+ !: ô 
k j=1 lj 
s k 
!: p( ô 
j=l lj 
-2 r 
!: Var(y 
1=1 
2 
_a::.!._ _g_ 
s r 
(X -
I . J-
= l ) (x 
) = 
lk 
X ) ) l 
I . 
- X ) ) 
lj I . 
-2 r :? 
r E -ª-=1- s 
i=l s i 
2 
com 5 • __ l_ __ 
r<s-1> 
s .. A 
" 
B 
• 
B 
A= !'x = E 1 
k•l k 
y 
.k 
com 1 • = _L 
<lxrs> r 
v' • _L 
< lxrs) r 
r 
E 
l•l 
s'ão 
" 
( 1 
I 
( v 
I 
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B 2 
E (X - X ) 
j=l lj J • 
dois contrast.~=Js 
B • v'y = 
- -
1 
s 
v v 
2 
I 
I 
s 
E v 
k=l k 
y ( 
.k 
1 
B 
v 
s 
s 
E 1 
k=1 k 
1 
v 
= o . 
I 
1 
da mesma rorma como no expBrimento aleatorlzado, E<AJ • 
s 
E<BJ • E v T 
k•l k k 
Var<A> = 1 'V 
s 2 
• < E 1 > 
k•l k 
2 
-~-
r 
" E v = 0) 
k•l k 
) 
B 
v ) 
B 
B 
E 1 T 
" k=1 k k 
onde V é a matriz de covar1~nc1as_ ~ 1' ~o vetor deflnl-
(rsxrR) 
ao antP.riormente. 
cov(A,B) = cov(l'y , v'y).= l'V v= ( 
- - ~ -
B 
r 1 v 
k_•l k k 
<lxrs) 
) 
A tabela de análise de variancJa é baseada na divis~o da soma 
d~ quadrados total em porç8es para blocos, tratamentos e res(duo ou 
seja 
r B 2 s 2 B 2 
E E (y - y ) = B E (y - y ) + r E <y - y ) + 
l•l k=l !k I • I !. k•1 .k 
r B 2 
+ E E (y - y - y + y ) 
1=1 k=1 !k I . - .k 
B 
ond'3' y = _L E y 
I . 
" 
k•1 lk 
r 
y = _L E y 
.k r I =l I k 
y 
r 
= __ !.__ E 
rs 1=1 
s 
E y 
k=1 I k 
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A esperança das somas de quadrados <apêndice A> , são dadas 
por: 
2 
E(SQtratJ = (s-1) S + r 
r 2 
E<SQblocos) = s E B 
I= 1 I 
s 2 
E T 
k=1 k 
2 
E<SQreR ) = (r-1> (s-1) S 
E(SQtotJ = 
r 
E 
1=1 
s 2 
r a + r 
j=1 I j 
s 2 
r: t + s 
k=1 k 
r 2 
E 8 
I = 1 i 
Se dividirmos as somas de quadrados de blocos,tratamRntos R 
resíduos por <r-1), <s-1) ,(r-l><s-1) respectivamente ,f'icar8'mos com a 
sRgulntR tabela da análise de variãncia : 
gl SQ 
bloco r-1 SQbtoco 
tratamP.nto s-1 SQtrat 
ras(duo <r-1> <s-1) SQres 
total rs - 1 SQtot 
QM 
_âQlllQ<;.Q_ 
<r-1> 
_SQt.~ªt­
<s-1> 
__ i2Qe~e __ 
<r-l><s-1) 
E(<;!Ml 
r 2 
--"- E B 
r-1 1=1 1 
2 
S + r 
s-1 
~ ~ 
E T 
k=t k 
2 
s 
------------------------------~---------------------------------------
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D~v~moa notar mais uma v~z que,se n~o 
a esperança do quadrado m~dlo de tratamento á 
quadrado médio do r~síduo. 
há ef~ito 
1 gua 1 à 
de tratament.o, 
esperança do 
Também neste tipo de exp~rimento, os resultados com relaç~o a 
estlmadores de comparações de tratamentos e suas vari~ncias s~o, a me-
nos de uma excessão, o~ resultados obtidos com a teoria normal. 
A excess~o diz resp~ito à correlaç~o entre totais ou médias de 
tratamentos ,que neste contexto ,é negativa (o que ocorre usualmente 
em amostras de populaçõe finitas). 
No entando, a observaç~o mala importante que deve ser feita 8 
que n~o existe teste para diferenças entre blocos. 
Finalizando, mesmo n'ão 
2 
assumindo homocedasttcidade para o~ 
blocos <Var<e > = _§=1- s 
j 
>. obsa~varnos que tal fato não alte~~ 
! k B 
nosflafl infe~~ncias, corno podemos nota~. po~ ~xemplo, 
s 2 2 
no ca~o da va-
rl~ncia dA um contraste, dada por: ( E I ) -~-
k=l k r 
1.4- EXPERIMENTO ALEATORIZADO EM BLOCOS COMPLETOS. 
<SEM A SUPOSJÇXO DE ADITIVIDADE) 
Vamos formular agora um modqlo no qual não temos adltlvidad~ 
8ntre unidade experimental e tratamento. 
Seja Y a rf'l'spo.sta conceitual do j-éstmo "plot.'' do bloco 1 
!jk 
ao tratamento k; i=l,o .. ,r; j=l, ... ,s; k=l, ... ,s. 
Podemos escrever; 
y = y 
!jk 
+ <Y 
l.k 
+ <Y - y 
j •• 
- y 
1.. 
y 
. .k 
> + <Y 
+ y 
- y ) + <Y - y 
!j 1 o o o . k 
) + <Y 
!jk 
- y 
IJ 
y 
I. k 
) + 
+ y ) 
I. 
Se a hipótese de aditividade fosse válida, ou seja, se 
Y = X + t 
ljk !j k 
teríamos 
(1.4.1) 
18 
y = X + t 
y 
-
y = X - X 
I • • I. 
y 
-
y = X - X 
I j. 1.. lj I. 
y 
-
y = t - t 
.. k k 
y 
-
y 
-
y + y = o 
I. k 1.. •• k 
y 
-
y 
-
y + y = o 
ljk I j. l.k 1 .. 
Portanto, se existisse ad1t.1v1dade, a Identidade <1.4.1) se 
reduziria a 
y 
ljk 
= <x + t. ) + <x 
I. 
- X } + { t. 
k 
- t. ) + 
que ~ o modelo já deduzido anteriormente. 
<x 
lj 
- X ) 
I. 
(1.4.2) 
Consideremos ent~o o caso em que a hipótese de adtttvidade n~o 
P. válida. 
Denotando y como a resposta observada do tratamento k num 
lk 
"plot" aleatório j do bloco 1, temos: 
s k 
y = r 6 v onde Y é dado por (1~4.1) e 
ik j=l ij ijk 1jk 
1 ~" o tratarnemt.o k oc:orre no 
/ j-ésimo "plot" do bloco I 
= 
lj 
o caso contrário 
" 
k 
y = y + <Y - y ) + r 6 <Y - y ) + <Y - y ) + 
lk 1.. j=1 lj I j • I .. . .k 
s k 
+ <Y - y - y + y ) + E ti <Y - y - y + y ) 
I. k 1.. . . k j=1 lj ljk I j . I. k I .. 
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s k 
y = ~ + B + T + ( BTJ + [ 6 <Y - y ) + 
lk k lk j=1 lj I j. I .. 
s k 
+ [ 6 <Y - y - y + y ) 
j=1 lj ljk I J. !.k !.. 
s k s k 
y = ~ + B + T + <BTJ + E cl 
" 
+ E cl n 
lk I k lk j=1 lj lj j=1 lj ljk 
Chegamos portanto ao modelo 
y = ~ + B + T + 
" 
+ ( BTJ + n (1.4.3) 
lk k lk lk ljk 
No~amos que a diferença entre 8ste modelo e o modelo (1.4.2) 4 
que ~ste contém dois termos adicionais. 
O primeiro, <BT) mede a diferença de efeitos da bloco para 
lk 
bloco e n~o ~uma variável aleatória a menos que suponhamos ter uma 
amostra aleatória de alguma populaç~o de blocos. 
O segundo, n , mede até que ponto o Bfe 1 to do k-é:s i mo t.rata-
ljk 
ment.o no "plot." (lj) é diferente do efeit.o do k-~simo tratamento me-
dido nos "plots" do i-8slmo bloco, e 9 uma var_iável aleatória . 
É Interessante examinar o que de fato os estlmadores usuais e:s-
t~o estimando, se (1.4.3> é o modelo vArdadeiro. 
Uma Vli'IZ que 
k 
E<cll=_.L 
lj a 
r 
E ( 8Tl = 
I= 1 I k 
r 
s s 
E n = E n = o 
j=1 ljk k= 1 I jk 
o total do tratamento k, t y , tem esperança 
I =1 lk 
rll+rB+rt 
k 
Isto é, a média de tra'lamBnto obs~rvada, est~ma fi média quB teria 8ldQ 
obtida s~ todas as unidades exp~rim8ntais tivessem sido subm~tida~ ao 
tratamf'!nto k. 
20 
Vamos examinar a ~abBla d8 anális8 dP. vari~ncia usual: 
FontB d8 variação gl .".Soma de quadrados 
r 2 
blocos r-1 s 1: <y - y ) 
1~1 1 . 
s 2 
tratam'7ntos s-1 r 1: (y - y ) 
k~1 1k 
r s 2 
resíduo (r-1) (s-l> 1: 1: <y - y - y + y ) 
1~1 k~1 1k 1 . .k 
r s 2 
t.ot a l rs - 1 1: 1: (y - y ) 
1~1 k~1 1k 
O cálculo das esperanças dos quadrados médios ~ muito traba-
lhoso e não será apresentado aqui. 
FazE=mdo F; 
1jk 
quadrados médios, as 
"ECQMblocos) = ___ l __ _ 
rs(s-1} 
~ 
" 
+ n 
1j 
seguintes 
1: 1: 1: n 
j k 
2 
1: 1: 1: f; 
obtemos 
1jk 
expressões: 
2 r 
+ 
--ª---
1: 
1jk r-1 1~1 
-2 
-itl.L 1: 
para as esperanças d<> 
2 
B 
1 
2 ~ 2 
1: 1: n + __ r. __ 1: T E<QMtrat> ~ ___ 1 __ _ 
rs<s-1) j k 1jk rs 1 j k 1jk s-J. k~t k 
2 -2 
n2 ECQMres) = ___ l_ __ 1: r r f; _i.a=ll_ 1: 1: 1: 
rs(s-1) j k 1jk rs 1 j k 1jk 
2 
+ ____ L ______ 1: r <BT> 
<r-1> <s-1> k 1k 
Portanto, na rP.alidade, quando a hipótese de 
válida, não existe teste para efeito de tratamentos, 
pressão para a ECQMres) depende de um termo, < ~T) 
1k 
+ 
aditividade não @ 
uma vez que a ex-
que reflete a 
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1.5- TESTE DE ALEATORIZACXO. 
Um procedimen~o comum em diversas análises é supor que o~ da-
dos constituem uma amostra aleatória de uma dfgtribuição normal. 
Em particular, em situações ~xperimentais simples supomos um 
modelo onde as observações s~o ~xpllcadas por sua Rsperança mais um 
erro, o qual é distribuído normalmente, independentemente com variãn-
cia constante e aplicamos os te~tes já conhecidos, baseados na t8oria 
normal. 
F.ste procedimento á questionável uma vez que a 
dados necessária para a verificação dessa suposição não 
vel na maioria dos casos. 
quantidade de 
eRtá dlsponí-
No entanto quando se trata de experimentos 
possível conduzir testes de slgnlficãncla sem fazer 
a respeito da distribuição. 
al~atortzados, é 
nAnhuma supostç~o 
Estes testes s~o baseados na distribuição de aleatorlzação 
O uso dA t8stes de slgn1IIc3ncia baseados na aleatorlzação das 
ob~ervaçõ~s Ioi dado por Fisher (1935). O problema partlçuJ~r consi~­
tta na comparação de duas amostras pareadas de 15 observações, onde a 
diferença encontrada para os totais fo1 314. 
A distribuição de reierªncia foi construída baseando-se no Ia-
to de que se não houvess~ diferença entre as populações, as respo~ta~ 
obtidas para as unidades experimentais teriam sido as mesmas qualquer 
que fosse a população à qual t=~l as pert.encessem. 
O resultado obtido por Ftsher Iol que o valor inicial 314, 
15 
Ioi excedido por 1726 dos 2 possíveis valores para a diferença en-
tre os totais. Portanto um nível de slgniiic~ncia de 5.2&7% foi atri-
buído à hlpótes nula . 
Fisht=~r pode obs;ervar te1mbém que o mes;mo tes;te bClsE.tado na teo-
ria normal atribuiu um nível da slgntfic~ncia bem próximo ao atriubuí-
do pela teste de aleatorização. 
ExtsLem evidências algébricas e numéricas de qut=~ a aproximaç~o 
normal para oB t~stes exatos de aleatorizaç~o é válida. Na seç~o s~­
gulnte analisaremos este tipo de aproximaç~o para um experimento em 
particular; o experimP-nto aleatorlzado em blocos completos. 
1.5.1 - APROXJKACXO NORMAL PARA O TESTE DE ALEATORIZACXO. 
Suponhe1mos que foi realizado um exper1men~o al~~torizado P.m 
blocos completos, com s tratamentos e r blocoa d8 ~amanho s, ou 
seja,os tratamentos foram atribuídos aleatoriamente às unidades dentro 
de cada bloco, e estamos interessados em testar a hipótese de lgualda-
dA de efeitos de tratamentos. 
_,_,_' 'J _, ~ 
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Se os tratamentos não diferem em seus efeitos,a reaposta d~ 
cada unidade expqrJmental teria sido exatamente aquela obtida,indRpRn-
qentemente de qual tr~tamento em particular lhe tJvesae sido aplicado. 
Podemos dizer então que, na realidade, o que 
agrupamento do rs "plots" em r grupos de s "plots", o 
f'i~Rmos f'oi um 
qual é apenas um 
dos (si) possíveis agrupamentos que poderíamos ter obtido. 
Uma funç~o das observações é escolhida e avaliada para o grupo 
particular, e para todos os outros possíveis .O nfvel de stgn1ftc~ncta 
é dado pela proporç~o de casos cujo valor da !unç~o excede ou B igual 
ao valor o'bttdo para o grupo particular. 
Já sabemos que se as 
são válidas,podemos testar a 
lamentos através do critério 
suposições de normalidade e adittvtdade 
hipótese de igualdade de efeitos de tra-
QMtrat/ QMres . Parece natural,port~nto, 
" examinar a dlstrlbulçâo d~ssa razão sob as possíveis (si> aleatori?.a-
cões, na ausência de efeito de tratamento. A análise que será apreseD-
tada é devida a Kempthorne (1952, pág. 141>. 
2 
Prlm8iram8nte notemos que, se denotarmos tE e por S, a soma, 
I j I j 
da soma de quadrados de tratamentos (St) e da soma de quadrados do re-
síduo, é igual a S. Já deduzimos anteriormente que a esp8rança da soma 
de quadrados de tratamentos, St ~ S/r. A variância de St sob a popula-
ç~o de alea~lzações, é dada por 
onde K = E < 
I 
2 2 
E " l 
j ij 
-2 2 
__ <:_r;:__ < s - K l 
{s-1) 
Se os erros dos blocos s~o homogêneos, 
2 
para cada 1, K = S /r, ~a vari~ncJa de St ~ 
-3 2 
_Z_ir::::12.._!:._ s 
(a-1) 
o 2 
ent~o E e = S/r 
j=! lj 
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Se os e 
!J 
a fos~em normalmente e lndependent~mente 
dos, a razão __ si __ / ___ s_~_st ___ _ 
s-1 <r-1> <s-1) 
uma F, e St/S, como uma Beta {_l_ (s-1) 
2 
seria distribuída 
_l_ <s-l)(r-1) ), 
2 
distribuí-
f{x) 
" r [-m_:Ln_] 
________ 2 _______ _ 
m/2 - 1 
X 
n/? - 1 
(1-x> 
rH-J r [:-~-] 
onde m = (s-1) e n= (r-l}(s-l),os graus d~ liberdade ,respectivamente 
para St e S-St. 
A média desta distribuição é rn/(m+n) e a vari~ncia 
-2 
--~'!!ILim±nl __ _ 
<m+n+2> 
Para que a d 1 st.r i bu i ç'ão de St/S seja rE'lpn~sent.ávP-1 pe 1 a d 1 s-
trlbuição Beta,é necessário que ambas tenham no mínimo, mesma média e 
vari~ncia. A média da dlst.rlbulç'ão df'! St/S é 1/r, e a média da Bet.a é 
_____ lª-=-tL _____ . _____ , ou 1/r. A v ar! ância da distribuição de St/5 é 
<r-l)Cs-1) + (s-1) 
3 
2(r-1> I (s-1) r ,sob algumas condições específicas. 
A vart~ncia da distribuiç~o Beta é aproximadamente 
2 
_2ic:::1lig=-!.l_ 
3 
[r(.s-UJ 
-3 
ou _2ic=-1l_c_ 
(s-1) 
se r(s-1) for bem maior do que 2. 
A concordância~ not~vel, e podemos concluir que se a varil11n-
cia do erro é a mesma para todos os blocos,a distribulç~o de St/S pode 
ser representada pela distribuição Beta . 
s~gue-se portanto, que a distribuição de _:>L / ___ I:>~;;u __ 
ou,P.m outras palavras 
pela distribuição F. 
s-1 (r -1) (s-1) 
do crit4rio (QMtrat /QMres), 4 bem rP.presP.ntada 
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Est~ resultado foi provado por Welch(l937) e 
último analisando também o terceiro A quarto momentos 
Pi t.man( 1937), 
de St/S, 
o 
Eden e Yates(l933),já haviam estudado ~mplricam~nt.P a distri-
buição de St/S .Por um processo da amostragBm,est8s autores moRtraram 
hav~r uma boa concord~ncla entre a distribuição Beta ~ a distribuição 
real de St/S, no caso por eles investigado. 
A análise cons i st.l u em tomar um e amost.ra de 1000 valor~?.s d<> 
_âL calculados a partir do seguinte conjunto d<> d~dos: 
s 
100 92 o 106 
71 o 119 170 
l97 o 149 15 l 
o 334 140 90 
75 43 o 5 
o 12 259 337 
o 184 71 195 
104 100 o 115 
Os r~sultados mostraram que a distribuição de St/S era ri2\z.oa-
velment.e aproximada por uma Beta { _1._ (s-1), _1._ {s-1) (r-1) },neRt~;> 
caso, uma Beta (1 _l_ 
2 
10 _L l 
2 
2 2 
Os momentos das duas distrlbu1ções foram calculados ~.comp~ra­
dos ,apresAntaram cttrerA~çaa muito pequen~s. o quA pode sAr facilmAntA 
verificado pela seguinte tabela : 
valor médio 
varl~ncia 
3~ momento central 
4~ momP.nto cP.ntral 
B<1 1/2 ,10 1/2) 
0.125 
0.008413 
0.000901 
0.000319 
StJS 
0.125 
0.007693 
0.000733 
0.00024ó 
08 pos~~ destas ~vidªncias, podAmos concluir S8ID 
vidas que a aproximação normal para os t.estP.s P.Xat.o,g de 
é válida. 
sombr:::~ d~ dú-
aleatorlzaç~o 
,Vimos neste capítulo que a aleatorizaç~o ~ a bas8 do mét.odo de 
análise A nos proporciona uma dist.rlbuiç'ão de rArArt:j.ncia para a tnfe--
r~ncla estatística. Mais ainda, nos rol possível verificar tamb~m que 
uma vez que alAatorizamos um experimento, podemos utilizar os tAstAs 
baseados na teoria normal sem que pãra isso fiquemos presos à hipótese 
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d~ indep~ndêncta a normalidade dos dados. 
Essas são razões suflcientem8nte fortBs para que a alBatorlza-
ç~o seja utilizada como rqgra P-m experimentação. 
No entanto, conv~m relembrar que toda a análise pr~ssupôs a 
existência de aditividade entra alguns fatoran. Essa pressuposição do 
modelo deve ser, sempre que possível, verificada ao analisarmos um 
experimento alaatorlzado. 
F.m particular, na sltuaçâo do 8Xperimento aleatorizado em blo-
cos completos, vimos que a presença da interação bloco x tratamento 
impossibilita a realizaç~o do teste p~ra efeitos de tratamentos. 
Uma maneira da verificar esta hipótese é através de testes que 
possam detectar a presença desse tipo de interaç~o. 
Nos capítulos seguintes apr8sRntaremoR dois t~st~s qu8 pod~m 
~ar u~il izado~ para ess~ tipo d~ verificação. 
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CAPITULO 11 
MODELOS HULTIPLICATIVOS 
2.1 - INTRODUÇXO 
Profissional~ de estatística sabem qu~ a análise de plano~ fa-
toriais,na presença de interação,apresenta problemas de interpretação. 
Quando não há interaçBes,isto é, a resposta depende aditiva-
mente dos fatores,a interpretação dos resultados é fácil e frequente-
mente út.i I . 
Ne~te capítulo, apresentaremos um método apropriado para ana-
lisar planos fatoriais na presença de interações. 
O método nos permite; 
(i) rnode 1 ar termos das Interações, at..ravés de expre8sões fac i I ment.fl 
interpretáveis ; 
{fi) obter estimativas da variância do erro 8Xperiment.al,mesmo quando 
o plano n~o é repliçado. 
Embora a técnica possa ser estendida para qualqu8r número de 
fatores(Carvalho{1977)), aqui estudaremos apenas o caso de 2 fatores. 
O modelo adotado é uma soma de termo~ mul~iplicativoa.Em cada 
termo multiplicativo,teremos componentes para cada fator presente na 
interação. " 
Estimativas de mínimos quadrados com es~es modelos, são des8n-
volvidas para dois fatores,bem como s~o apresentadas tabelas apropria-
das a testes, para algumas combinações do~ níveis dos fatores. 
2.2 - A INTERAÇXO ENTRE DOIS FATORES. 
Considere um experimento fatorial com 2 fator~s.A e B com m e 
n níveis respectivamente.Seja y a rr:rsposta referente ao 1-·ésJmo nf 
!j 
vel do fator A e J-ésimo nível do fator B.Temos portanto um conjunto 
de mn observações. 
O mod8lo maia simples para repre~entar esse conjunto de àados, 
é o de completa adltividade. 
y 
lj 
= g 
j 
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Para essa ~s~ru~ura , o modelo ~ 
+ h + um erro aleatório I= 1, ... , m j= 1, ... , n (2.2.1) 
j 
Portanto, y é independent.Bmente do erro aleatório,part.tcloná 
lj 
vai em duas partes aditivas.A conveniência do modelo <2.2.1) está na 
partiçâo de uma funç~o de duas variávBis ,y em duas funções de uma 
lj 
uma variável cada,g e h 
I j 
Utilizando a notaç~o comum de análise de vartancl~,tamos para 
o modelo aditivo 
y 
lj 
onde: 
+ B + .. i= l • ... 'm j=l, ... , n (2.2.?) 
j lj 
~ representa a verdadeira média da todas as observações 
(mÃdia garal) 
rBpresent.a a verdadeira média de t.odas as observações f'lffi 
que o t-ésimo nível do ~ator A eRtá presente, medida a 
partir da média geral (efeito da A>; 
representa a verdadeira média de todas as observações em 
que o j-éstmo nível do fator B 8Stá present~, medida a 
partir da média geral (~feito de B); 
e é um erro aleatório n~o observáv~l çom média z~ro ~ va-
ij r1~nc1a çonstante. 
Pouços çonjuntos de dados s~gu8m estritam~nt~ o mod~lo aditi-
vo. Uma representaç~o para a situação mais geral, a nSo a~ltlva. cos-
tuma ser 
y 
lj 
+ 13 + Y + e i"' 1 1 ••• 1 m J=!, ... ,n (2.2.8) 
j lj lj 
onde y rer~re-s~ à interaç~o ~ntr~ A ~ B. 
y 
lj 
I j 
O mod~lo aditivo 
que dependem de i e 
apenas formula uma aproximação para o~ 
de j, através da soma de duas runções, 
dado~ 
uma 
dependendo BÓ de I e outra dependendo 
a simplicidade de interpretação. 
só de J. O mérito desse modelo~ 
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No caso de exp8rimen~os realizados sem replicaç~o, o problema 
da pr~sença de lnteraç~o torna-se crftico,por várias razões; 
(I) os métodos usuais n~o se prestam à veriftcaç~o da validade do 
modelo aditivo, isto é,n~o determinam a prAsença de Jntgraç~o 
< 11 > a n'ão ad 1 t 1 v 1 dada r·az com que moda I os 
presentem reduç~o alguma dos dados,ou seja, 
presentadas por mn parâmetros ; 
da forma <2.2.3) n~o 
as mn observações s~o 
r e-
r<>-
2 
(i li> os dados n~o fornecem um estimador para a vartãncla cr 
Existem alguns procedimentos que se prestam a testar a n~o 
adttlvldade,no caso de dois fatores,t.al como "um grau de libl'Jrdade pa-
ra n~o aditividade" de Tukey <1949). 
O que queremos porém,é um procedimento que al4m de testar a 
não aditivid~de,possa nos dar tamb~m alguma informaç~o sobre o compor-
tamento da int~raç~o,através de um modelo qu~ n3o seja de difícil in-
terpretação. 
Neste capítulo ~xporemos um modelo que se pr~sta a 
interação e, consequentemente,determinar sua presença,mesmo 
mentos sem replicação. 
modelar a 
em experi-
A idéia é particionar a funç'ão de duas variável~ Y ~m fun-
lj 
çõea de uma variável cada.Obviamente, uma partição aditiva de Y é im 
lj 
possível, uma vez que todas as partes aditivas já foram extraídas do 
modelo.A proposta é então particionar y em funções multJpllcattvas 
lj 
de I e j 
2.3 - Uft ftODELO PARA A JHTERACXO DE DOIS FATORES. 
Considere um experimen~o fatorial m X n ,sem replicaç~o,onde a 
variável resposta y ~pode ser representada pelo modelo 
y 
lj j 
ij 
+ y 
lj 
+ e I= 1,, .. ,m j= l, ... ,n (2.3.1> 
lj 
Se cons i dE~rarmos agora que y = O • o ajust.e do mo de 1 o ( 7. 3. l ) 
lj 
por mínimos quadrados,deverá produzir um resíduo que será apena~ um 
erro aleatório .Pode ocorrer,entretanto,qu~ a interação ~Rt~ja prqnen-
te no experim8nto e o resíduo dev~rá então.~pr~s8ntar,além ~o 8rro 
aleatórlo,um component~ siRtemático indicando a pren~nça da tnt~raç~o. 
Bas8ados nisso,vamos procurar uma repr8sent.ação para o resfduo 
de tal forma que o componente sistemático possa Rer isolado do compo-
nente ale<'ltório e a representação obtida seja informativa à análls8. 
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J!:studai"'emos, ent'ão, a aprox 1 maç'ão dR y por um certo núm~ro p 
1j 
de componentes multiplicativos, da forma 
y 
1j 
(!) (!) 
= g h 
1 j 
(2) (2) 
+ 9 h + ... + 
1 j 
(p) (p) 
g h 
1 j 
ond~ p é um inteiro a ser determinado. 
A técnica geral para analisar esse tipo d~ aproximaç~o,no caso 
de dois fatores,fol desenvolvida foi"' Handel<19G9).A técnica de Mandai 
consiste em aproximar o resíduo,obtldo pelo ajuste da parte aditiva de 
(2.3.1),que denotaremos por r através do modelo dR componente~ mul-
tipl i cativos, 
... = 
1j 
p 
E e 
k=l k 
(k) (k) 
u v 
1 j 
+ .. 
1j 
1j 
onde p é um inteiro a ser determinado. 
(2.3.3) 
Sem perda de generalldade,podemos considerar 
m 
E (u 
1=1 
(k) 2 
) 
1 
= 
n (k) 2 
) E (v 
j=l j 
... ~ 8 >o p 
= I e 
O modelo (2.3.3) representa uma aproximaç~o de mn valorRs com 
(m-l><n-1) graus de llberdade,por p(m+n-1) parSmRtros,e portanto,ainda 
representa uma reduç~o nos dados para. um número p pequeno. 
-A vantagem principal desse procedimento é qu~,~lém da posstbi-
1Jdade de se conseguir uma representaç~o para o comportamento da lnLe-
raç~o,quq pod~ rqsultar num modelo final simples R de fácil intqrprq-
2 
taç~o, podemos sempre obter uma estimativa para a vari~ncia a 
no caso ~m qu~ n~o há replicação. 
,mc:;~smo 
O t.est.e de adtt.ivldade proporc:lonado por est.~EJ modelo Ji$ mata 
gqral do que o de Tukey(l949> (os detalhes serão vistos no próximo ca-
p(t.ulo). 
Johnson e Graybiii<1972) determinaram o teste da raz~o de ve-
ross i m 1-l hança para res fduos Gaues i anos, com p==l. 
~-.!--~--
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2.4 - A APROXJKACXO DE KfHIKOS QUADRADOS. 
Considere o modeJo (2.3.1) 
y = ~ + a + a + y + 
" 
i=l, •.. ,m j=l, ... ,n. 
1j 1 j 1j 1j 
Uma ~oluç~o de mínimos quadrados para os par~metro~ desse mo-
dc::llo .; 
' ~ = y 
A = y - y 
"1 1. 
A = y - y 
aj .j 
A = y - y - y + y = r (2.4.1) 
y1j 1j 1. .j 1j 
onde o símbolo '' A " rflpresenta a soluç'ão. 
A expressão (2.4.1) é também o r~síduo após o ajuRta da part~ 
aditiva de <2.3.1). Deve conter, portanto, um componente sistemático 
quando a interaç~o P.StlvRr presente no expRrimento. Isso podP.rá sP.r 
detect.ado através de uma aproximação de mínimos quadrados de r pelo 
modelo 
coluna 
p 
R = E 
1=1 
onde 
com 
- .. 
(2.3.3). 
Seja R = 
com • " 
n 
<r ) uma matriz m x n de 
1j 
P.lemantos, rP.spectlvamante. 
resíduos e ~ 
t 
CTF.l-m-sa 1 R~ 
1j 
e v vet.ores 
t" 
$ "Rt=$ ). 
o modelo ( 2, 3. 3) pode então ser reescr i t.o t:Om f' arma mat.r 1 c I a 1 , 
t 
e !! y + F. (2.4.2) 
1 1 1 
p 6 post.o(R) é um tnt.~iro f'ixado; 
E é uma matriz m X n de c:;o!"'I"'OS alc:;oat.órtos, 
e :;, e :;, e ~ ... :;, e > o 
t ~ 3 
' 
p 
2 2 
1 I u I 1 = 1 I v 
" 
I I = 1 ' 1=1,2, ... ,p . 
1 1 
O símbolo li 
li u li = 
m 2 
< r u 
I= 1 I • 
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I I denota a norma t;tUc; 1 i dI ana dfl' Vflt.or, 
1/2 
) 
t. 
Not.e que u v f'orma uma matriz de posto menor ou igual a l e 
"1 I 
como o posto da soma de duas matrizes n~o podem exceder 
postos dos somandos, temos qu~ 
a soma do" 
po~to 
p 
< r 
1=1 
) p 
Para auxiliar na obtenç~o dos estimadores 
dos par§metros de (2.4.2>, vamos enunciar o 
e Young (193&), que ~demonstrado no ap~ndlce B. 
TEOREMA 2.1 
(2.4.3) 
de mínimos quadrados 
t~orema da Eckart 
r-os s 
l 
Seja 
} s 
2 
R uma matriz m 
~ ... ~ s >o 
p 
x n de 
e dois 
posto p ~ 
conjuntos 
min(m,n}. F.xistem núme-
de VP.tores ortonormais , 
m 
u E 
• 
E 1=1,2, ... ,p 
I 
n 
v E: 
• 
E 1=1,2, ...• p 
I 
t.ais que; 
p t. 
(j) R = r B u v (2.4.4) 
1=1 I "I -I 
<I I J s .. u = (u u ... • u ) . 
1 2 p 
.. v = (~ ~ I o ' o v ) • 1 2, p 
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~ntão 
s I 
1 I 
s I 
t 2 I 
S = U RV = I $ <2.4.5) 
I 
s I 
p I 
------------------1----------
$ I $ 
I 
F.ssa decomposição é chamada 
lares. Os números s , s , s 
de Decomposição em Valor~s 
são os valores singularBs 
Singu-
da ma-
1 2 p 
triz R, e as matrizes U e V são formadas pelos auto vetores ortonorma-
t t 
1 i zados de RR e R R respectivamente. 
A decomposição em valores singulares tem aplicação na 
maç~o de uma matriz por uma matriz de posto menor. Este 4 o 
tratado por Eckart e Young<l93&). 
aproxi-
problFJma 
Uma matriz Z m x 
matriz R m x n de posto p, 
n é a me 1 hor aproximação de post,o k de uma 
p ~ k se 
I I R-Z I I = I nf li R-X li 
posto<X>= k 
ond~ I I I I denota a norma Euclidian~ da matrt~, vista como vetor: 
m n 2 112 
1/ li 1/ = ( E E ... ) 
1=1 j=1 lj 
O teorema que enunciaremos agora é 
problema de aproximação. 
TEOREMA 2.2 
importante para o nosso 
Seja R uma matriz m x n de posto p ~ seja 
t 
R = USV = 
sua decomposição em valores singulares. 
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~nt~o para k ' p, a m~lhor aproxlmaç~o de posto k da matri~ R 
é de~da por: 
k 
z = l: 
i=1 
s u v 
~ ~ 
i i 
A aproximaç~o ~ única, se s > s 
k k+1 
A melhor aproximaç~o dada pelo T~orema 2.2, ~ no s~ntido de 
mfnimos quadrados, e rasolve portanto. o nosso problema dP. estimação. 
As soluções d@ mínimos quadrados dos par~metros de 
p 
R = l: 
i=1 
+ E 
s~o dados , ent~o para p~ posto(R),por 
A ·e~ 
1 
' e :?> . . . . ?- ê 
2 
' U r • • • ' u 
'2 -p 
... , 
p 
' com e = s , ou seja, os p primeiros va\orBs sin-
i i 
guiares de R; 
t 
os auto vetores ortonormaltzadon de RR,corres-
e,2' 9,2 •...• ,92 pendentes aos auto valores 
1 2 p 
os auto vetores ortonórmalizados de 
dentes aos auto valores 
,2 
e , 
1 
.... , 
R R,correspon-
,2 
e 
p 
A aproximaç~o de R, vista dessa maneira, 8 bastante simples e 
necessita apenas de um algoritmo çom boa estabilidade numérlca, que 
calcule os auto valores e os respBctivos auto vetores d~ uma m~tri~ 
simBtrica. 
O cálculo de U,S e V pod~ ser f~ito através d~ algorftmos Bs-
pec{ficos para o cálculo da decomposição em valores singular~s. 
de 
tal 
Devemos agora,procurar algum meio de determinar o número p 
componantes multiplicativos, que devem permanecer no modelo, de 
forma que reprBsentem a interação e que o modelo nos forn8Ça um esti-
2 
mador para a vartãncia a 
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2.5 - AN~LISE PARA A INTERACXO DE DOIS FATORES. 
Seja R = <r ) uma matriz m x n, onde 
1j 
r ~ Y - Y - Y - Y 
é o r8síduo do modelo (2.3.1) após o ajuste dos 
p 
E 
1~1 
Seja 
~ 
A A A 
e u v 
- -1 I 1 
, para p < posto<R> 
1j 1j 1. .j 
t..ermos adJtJvos. 
(2.5.ll 
A soma da quadrados dos resíduos do modelo aditivo ~ dada por 
2 m n 2 
li R 11 ~ E E (r ) 
1=1 j=1 lj 
e nos interessa ~studar a forma com qu~ ela se decompõe, quando os re-
síduos s~o aproximados por (2.5.1>. 
(2.4.2), 
R 
1 
R 
2 
~ R 
1 
R ~ R 
Denotaremos então, por R 
I 
( i= 1, ...• p) . os 
~ 
após o ajuste de i componentes Suv 
= R -
1\--1\,t 
(9 u v + 
- -
A A A t. 
resíduos 
OU SBja: 
k k-1 1 1 1 
+ e u v > 
k-k-k 
ondg k 
" 
um inteiro tal 
Terno.s então, que 
k A ~ A A 
R ~ R - E e u )( = 
-k 1~1 I 1 1 
" 2 m n (k) 
I I R I I ~ E E ( r ) 
k 1~1 j~l lj 
m n 
E E ~ 
1~1 j~t l=k+l 
que 1 ( k ' p 
2 
p 
E 
i=k+l 
~ 
p 
E 
A 
e 
1 
m 
E 
I~ 1 
1 . =k+l 
t. 
A A 
u v 
- -1 I 
n 
E 
j~l 
A A 
e e 
I 1 · 
. 
LI~ 
A 
u 
< I ) 
I 
< I ) ~ ~) J 2 A A e u 
I I 
(!') (!) 
A A 
(!.) 
u v 
I j 
A 
v 
j 
de 
= 
p 
E 
1=k 
p 
E 
1 '=k+1 
A 
e 
1 
A 
e 
1 ' 
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m 
E 
1=1 
()) {1') 
A A 
u u 
I I 
n 
E 
j=1 
Como os conjuntos ( Ú 
-I 
1=1, ... ,p> e <0 
são dois conjuntos ortonormais de vetores, 
E 
I 
()) {1') 
A A 
u u 
I I 
= E 
j 
,...<I>,...()') 
v v = o para 1 :f l ' 
j J 
= 1 para 1 = 1 ' 
logo,dq (2.5.2) e (2.5.3) rqsulta que 
2 p A2 
I I R I I = E e 1' k <; p 
li R li 
k 
2 
l=k+1 1 
De (2.5.4) podemos verificar quA 
2 
li R li 
k+l k+l 
()) {1') 
A A 
v v {2.5.2) 
j j 
i= t , ... , p} s'ão 
I 
{2.5.3) 
{2.5.4> 
o qu~ reprAsenta a reduç~o na sorna de quadrados obtida pela lnclu~'ão 
do compon~ntR 8 ~ ~ no moda I o. 
k+l k+l k+l 
Consegulrnos,asslm,uma fórmula geral para a soma de quadrados 
dos resíduos, dada por 
2 
li R li = 
m 
E 
I 
n 
E 
j 
{r ) 
lj 
2 
= 
p 
E 
1=1 
2 
A 
e 
I 
e o quanto cada componqnte multiplicativo contribui para essa soma de 
quadrados . 
Esse particionamento da soma de quadrados dos resfduos,em p 
"2 
componentes e , nos Induz a pensar numa anéllse do tipo anállse de 
I 
varlãncia, para decidir se um componente~ slgnificantR ou não . 
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2 
Surge,no Rntanto, a queat~o sobre a dlatribuiç~o dos ~ 
j 
n~o são formas quadráticas das variáveis originais y .s .. supusA-rmoR: 
que os erros .. 
!j 
!j 
s~o normalmente distrlbufdos, ent~o 
A? 
os e s'ão 
1 
distribuídos como os auto valores de uma matrl~ com distribuição de 
Wishart. Isso pode ser verificado ~m Carvalho0977,pág &9> .A dif'lt.rl-
bulção dos auto valores 4 de tratamento difícil e não está extensiva-
mente tabelada . 
Uma maneira dB resolver o problema , é consid~rar algumas su-
posições feitas por Handel(l9G9>,que nos permitirão realizar uma aná-
liFe de forma análoga à análise da varJ~ncia usual. 
Suponha que os r são elementos de uma amostra aleatória,pro-
!j 
ven i ente dEt uma população norma 1 mente di str 1 bu ída, com m~d 1 a 2".ero e va-
ri~ncia unitária. 
Sejam as quantidades 
2 
M1= E l l ] M2 = F. [ ~ ] 
2 
M3 = E [ 
1 
os valorBs esperados dos resultados 
~2 
6 
1 
valores r 
E [ 1 
1 
!j 
Se a vari~ncla da 
2 
= a * Hl, E C 
2 
~ 
popu l aç'ão for 
~ 2 
6 1 = a * M2 
2 ' 
l ] 
2 
a 
3 
A62 
, ... , obtido~ doR 
3 
e aR razões 6 I H 
j 
ser~o,todas,estimadorAR não tAnd8ncloso8 de 
2 
a. 
y - y 
Agora se uma matriz Y = (y ) 
IJ 
- y + y .. 
I j I . .j 
é dada, B ~e os ~1Bmentos r = 
IJ 
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2 
razêSBs s~r'ão sI mp I esm8nte c;~st 1 ma.t i v as dq cr ond8 oa v a 1 o-
2 
~ 
res e são obt i doa dfl R=<r ) e as quantidades M dfl uma matriz de 
I lj I 
elementos HCO,t> d~ mesmas dimensões. 
As quant. idades M 
I 
obtIdas dessa mane i :r a, cumprem Rm cert.o sen-
tldo,urn papel análogo ao dos graus de liberdade na análise de vartan-
cla usual ~são chamadas da "Pseudo Graus dP. LibRrdada". 
Uma tabela do tipo daquelas das análises 
antão sAr montada , para decidir se um componenta 
tido no modelo (tabela 2.1>. 
~2 
de vari~ncia ,pode 
dRVR ou não ser man-
Se as razões e / M 
I I 
forem todas aproximadamente Iguais, não 
teremos argumentos para rejeitar a suposição de que os elementos da 
interação s~o erros aleatórios normais. A análisa podRrá, P.ntão ser 
levada a cabo, utilizando-se a interaç~o como resíduo. 
Por outro lado, / H 
1 
» / H 
2 
IM:::-, ••• ,pode-
3 
mos supor 
ç'ão e que 
2 
li R li 
que ~xfste um termo multiplicativo que representa a 
2 
só estima a variâncla o 
De mane 1 r a aná 1 oga, podf'!mos supor que ex i st.em do f s t.ermos mu 1-
tipllcativos que representam a interaç~o. s~ 
~ assim por dfantR. 
Esse ~ o caso, f'lffi que, além d~ obtermos um est.imador para a 
2 
v :ar i ânci a o podemos Interpretar o comportamento da interação, 
A variável rBsposta y do <')XperlmBnt.o pl')derá, nBsRes CaROS, 
lj 
s8r rRprRsantada por 
A A A k ' (}) < I > u a B e A A y = + + + E u v 
lj j 1=1 I j 
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onde k é o número da termos multlpltcativos sRleclonados para repre-
sentar a Interação. 
TABELA 2.1 - ANALISE DE VARIANCIA 
FontB de 
variaç'ão 
A 
B 
<ABJ 
total 
corr. 
t. 
t. 
t. 
Graus df') 
1 i herdade 
m-1 n 
n-1 m 
m 
(m-l)<n-1} r 
1=1 
H1 
H2 
H3 
mn-1 
Soma de Quadrados 
m 2 
r (y - y ) 
1=1 I . 
n 2 
r (y - y ) j=1 .j 
n 
r (y - y 
-j=1 lj I. 
m 
r 
I =I 
~2 
8 
't 
A2 
e 
2 
~2 
e 
3 
n 
r 
j=1 
(y - y 
tj 
y + 
.j 
2 
) 
2 
y ) 
Pode ocorrer também, que a Interação esteja presente 
rtmento mas não apresente, nem ao mP.nos aproximadamente,um 
menta diferente dos mencionados acima 1-e a representaç~o da 
através do modelo multiplicativo n~o sqr2 útil. 
I Ra~'ão 
I 
? 
ê /H1 
] 
2 
ê 1M2 
2 
2 
~ e IH3 
3 
no expe-
comporttl-
lnt.eraç~o 
CR 
de 
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2.&- OS "PSEUDO GRAUS DE LIBERDADE". 
As qu~ntidadea M pod~m ser encontradas tab~ladas, no ap~ndJ­
l 
do artigo de 
4 ( m ' 100 
Mandei<19&9), par~_ 
e 4 ' n ~ 20 
1(3 e alguns valores Bflpecíficos 
Além das quantidades M, ele nos íorneca tamb~m. seu~ desvios 
padrões P. os valores M exprassos como porcentagem do total de graus de 
liberdade da interaç~o. Essas porcentagens prestam-fie a uma Interpola-
ção mais precisa que os valores M • 
a~ valores M1,M2, e M3,foram obtidos atrav~s de &25 experimen-
tos de Monte Carla, para cada combinação de • e n .Representam os va-
lores esperados dos três primeiros auto valores de uma matriz de 
Wishart. 
com 
Aqui, as tabelas encontram-se no apBndice C. 
2.7 - TESTE DA RAZXO DE VEROSSIKILHAHCA PARA A HIPóTESE DE 
HXO-ADITIVIDADE. 
.Johnson 
" 
Graybl I I 
y = 
lj 
2 
e i. t.d. N<O. 
" 
) 
lj 
m n m 
E ll = r. a = E u 
1=1 j=l j l=l 
m 2 n 2 
r u = r v = 
l=l l j=1 j 
(1972) 
p + (l + 
n 
= r v j=l j 
1 . 
e:&:ttudaram 
a + eu 
j l 
= o e 
o 
v 
j 
modt?loo 
+ e 
lj 
1 =1, ••• , m 
j=l, ... , n 
Para ~r~lto de notaç~o. sem perda de generalidade, ~dmi~a qu~ 
n ~ m Note-se que est~s restrições n~o constt~uem perda dP. generali-
dade, como já~ sabido, na parte adit.iva. Na part.e mult.ipl icat.tva, as:: 
m n 
restrições já s~o atendidas (Eu= O , E v =O>. 
j l j j 
0 parê.metro 8 incorpora o rator P.Scalar de ~ 8 ;! 1 dP. sorta qtlFJ 
2 2 
r u 
l l 
= E v = 1 tampouco ~ restritivo. 
j j 
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Com ~flt.e modgJo puderam os autores obter test.es da razi:'io de 
verossimilhança para a hlpótas~; 
H 
o 
e = o 
H e. * o 
1 
vs. 
Adicionalmentg s~o obtidos gstimadores de máxlma-verosslmi-
lhança para os par~mqtros do modelo. Estes s~o iguais aos dP. mínimos 
quadrados, dados, na parte multiplicativa, pelos estimadores de Man-
dei, nas seçõeR antBriores. 
~ 
)J = y 
~ 
a= y 
I . 
~ 
s= y 
j •J 
' e= s 
1 
( 1) 
' u = u 
1 I 
(!) 
~ 
v = v 
j j 
Seja R = <r ) a matriz de resíduos do rnodgJo adli:.ivo. Tgmos 
lj 
- y 
y 
t. 
onde R = USV é a decompos1ç~o em valores singulares de R, 
2 2 2 
g + s + ... + s 
2 2 3 n 
= 
mn 
2 
A novidadq aqu4 é o eatimador de a que apareceu naturalmBn-
t. ... 
A demonstraçã~ é direta. A funç~o de verossimilhança pode ser 
~ser i ta: 
L ( ~. (l 
-
L (]J, 
L<lJ ' a, 
-
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[---~---] mn/? !l , e ,u,v) = <>Xp 
- - 2 1f 0 2 
+ n L ( (l 
I 
+ ( e - L 
Pode-se mostrar que; 
m n 
Como ( L L u v 
I =1 j=1 I j 
- y + 
I 1. 
L u v 
j 
_mn_ 
2 
I j 
19Xp{ 
r 
lj 
2 
) ~ 
y 
r 
ij 
s 
(-
) 
2 
) 
1 
2 
1 
-$ r---------~~---------J 2 n(E E r 2 - s 2 ) 
I j I j 1 
I 2 
[Er r + 
zcr 2 lj lj 
2 
+ m L <8 -
j j 
( L L u v 
j I j 
- (L L o:r r 
lj ij I j 
, segue-se que: 
_mn_ 
2 
mn ( ~ -
y + 
.j 
r ) 
lj 
u v 
i j 
y 
2 
r 
exp<- __ mn __ ) 
2 
2 
y ) 
2 
) + 
1 ) 
2 
) l ) 
ij 
Substit~indo-sQ os par~metros pelos estimadores de máxima-ve-
rossimilhança, obtemos L igual ao membro direito da desigualdade aci-
ma. 
2.7.1 -TESTE DA RAZXO DE VEROSSJHILHAHCA PARA v ... 
H , 8 + O 
1 
Podemos prossegu 1 r agora buscando $O Centrar o t.este da raz;'ão 
de verossimilhança para a hipótese de aditividade <9 ~O). 
Sob o modelo aditivo 
y =ll+(l 
ij 
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o máximo da funç~o de verossimilhança 6 dado por 
aup LCp, ~, ~) 
= [------~~-------] m n 2 
21rEEr 
1 j 1 j 
mn/2 
exp <- _mn_ ) 
2 
O te~tF da raz~o de verossimilhança B dado por: 
m n 2 2 mn/2 
rsjai~a-sa H se 
o 
ondE't p 
H 
o 
* [ A < * K 
= 
J = a. 
E E r s 
1=1 j=1 lj 1 
---------------------
m n 2 
E E r 
1=1 j=1 1j 
Este teste é _equivalente a rejeitar H se; 
o 
p 
H 
o 
A = 
s 
1 
2 2 
s + ... + s 
1 n-1 
2 
2 
• 
\ 
2 
s + s + ... + s 
2 
1 2 n-1 
> K = a. 
> K, onde 
* < K 
' 
Uma vantagem de se empregar o teste da raz~o de verossimilhan-
ça é -que, em muttoH casos, pelo menos a distribuição assintótica de 
- 2logA é conhecida. Neste caso, Jphnson e Graybill conseguiram estu-
dar a dtstribulç~o da A. 
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2 2 2 
A distributç~o conjunta de s , s , ... , s tem a d 1 atr 1 bu t-
1 2 n-1 
ç'ão das raízes 
2 
não-nulas da matriz 
t t 
W, distribu(da como uma Wlshart 
(m-1,0 
n-1 
I , K f f K ) , onde 
n 
t I 
K K = I - ----- J 
n n n 
n 
t t 
(note-se que temos R = K K Y K K ) 
n n m m 
t 
e r é uma matriz genérica representando a interaç~o (isto 4, com 1 f= 
t 
=~ erl=$). 
A d J str t bu 1 ção de A ' para e = o I podEJ EZ~r estudada com o re-
aultado acima, de maneira direta, atrav~s de transformações. 
2.7 .2 - DISTRIBUICXO DE A QUANDO e = O. 
Para simplificar a notação 
2 
Seja = s 1==1, ••• ,p 
I 
A distribuição das re~ízes 
p <q-p-1)/2 
f' (I 
' I ••••• 1 ) = c n I 
I 2 p 1=1 I 
para O < 1 < 1 < ... <1 <I< 
p p-1 2 I 
faremos p = 
é 
<>Xp ( -
I 
20' 
onde 
p/2 
n 
n-1 
" 
q = m-1. 
• 
m 
E I ) n ( I - I ) 
I I I (j I j 
c = ----------------------------------------------------
pq/2 
<2 cr 2 > 
p q-1 +I 
n [ r < ------- > 
1=1 2 
p-1+1 
r < ------- > 1 
2 
___ , 
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Seja agora 
I 
i 
u = ------------------ i = l •...• p-l 
I I + I + . . . + I 
1 2 p 
u = I + 1 + . . . + 1 
p 1 2 p 
Portanto, 
I = u u e 
I I p 
1 = ( 1 - u - ... - u p-1) u p 1 p 
p-1 
O Jacobiano da transformaç~o ~ U como é f~cll de verifi-
car. 
a < u 
i i 
' O:EI 1,.1 fi variam em 
< b 
I 
i=2,3, ... ,p-1 
1-u - ... - u 
1 1-1 
a = -------------------
1 p + 1 - 1 
b = min 
I 
(u 
1-1 
1-u - u 
1 2 
p 
" 
_1_ < u < 1, com (2.7.1) 
p 1 
1=2,3, .... p-1 
- u ) i=2,3, ...• p-1 
1-1 
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Portanto, a d8n~idad~ conjunta deU ,U , ... ,U é dada pori 
g(u ,U , ... ,U) = 
1 2 p 
p/2 
Tr [(1-u 
p-t 
n 
I <j 
(u 
I 
1 
- u ) 
j 
... 
p-1 
n 
1=1 
1 2 p 
- u ) 
p-1 
p-1 
n u 
I= 1 I 
(q-p-1)/2 
1 
(u 
I 
- 1 + u 
1 
+ ... +u ) 
p-t 
* 
* ----------------------------------------------- * 
p 
n 
1=1 
q-l+t 
2 
> r< 
1 (pq/2) - 1 
* ------------- u 
2 pq/2 
<2 a > 
p 
para os valores deu dados ~m (2.7.1}. 
I 
p-1+1 
----- )) 
2 
2 
exp(- u I 2 cr ) 
p 
V8mos que U é independente de ( U } 1=1, ... ,p-1 8 que, por-
p I 
tanto, a densldad8 conjunta de ( U ) i=l, ... ,p-1 é dada por: 
h<u , ... ,u > 
1 p-1 
I 
* = c [uu ... u (1- u -
I 
* 
p-1 
rr 
I <j 
1 2 p-1 
(u 
I 
- u ) 
j 
p-1 
rr 
1=1 
(u 
1 
para os valores deu dados em (2.7.1) ond8 
I 
p/2 
- u 
p-1 
<q-p-1) /? 
) 1 
- 1 + u 
I 
+ ... + u ) 
p-1 
* c 
n f<pq/2) 
= -------------------------------------
p 
rr 
1=1 
q-1+1 
[ ( ----- ) 
2 
p-i+t 
( ----- ) J 
2 
* 
A densidade de 
b b 
f 2 J 3 9 (u ) = 1 1 a a 
2 3 
u 
1 
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pode ser obtida, ent~o, por integraç~o: 
b f p-1 
a 
p-1 
h<u, ... ,u ) 
1 p-t 
du 
p-t 
du du 
3 2 
para _1_ < u < 1. 
p t 
O cálculo desta integral ~trabalhoso quando p n~o é pequeno. 
Uma aproximaç~o da distribuição de U pode sqr dada pqla distribuiç~o 
1 
b8ta como vqremos na próxima seção. 
2.7.3 - APROXJKACXO PARA A DJSTRJBUICXO DEU 
1 
2 
Esta aproximaç~o d8pende dos momentos de s . Esses momBntos 
1 
n~Q são conhecidos explicitamente mas Handel(l969) calculou a m8dta v 
1 2 2 
e a vari2ncia v de 
2 
s 1 a 
1 
por MontR Carla, para vários valorBs dR 
p e q. 
A aproximaç'ão da dist.rt_buiç'ão de U pode ~:~er fEdt.a utilizando-
1 
se a seguinte transformaç~o: 
p u - 1 
1 
v = ----------
p - 1 
( para levar U de (_1_,1) a (0,1)), 
1 p 
Aproximamos V por uma beta B<k,r). 
Se ~ = E CV> e 
1 
~ = Var (V) s'ão conhecidos, podemos apro-
2 
xtmar os momentos de beta poro 
k kr 
:; -------
" 
= ----------------
1 k + r 2 2 
<k+r) (k+r+l) 
Re~olvendo para k e r resul~a 
I ---1 
2 
p(~-~-~) 
1 1 2 1 
k = ---------------------
~2 
Temos, ainda: 
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" 
2 
(1 - ~) (~- ~- ~) 
1 1 2 1 
r = -----------------------
~2 
2 2 2 2 
E<sla> 
1 
= E [( U I a l U J =E < U /o l 
p 1 p 
E<Ul 
1 
pq E<U ) 
1 
v1 2 2 
Daqui E (U ) = ------ onde v = E ( s I a ) 
1 pq 1 1 
Mal s ainda 
2 4 2 4 2 2 4 2 
E ( s I o ) = E [ ( u lo ) u J = E ( u I o ) E (U ) = 
1 p 1 p 1 
2 2 2 
= (p q + 2 pq ) E (U ) 
1 
Ent'ão 
2 2 
v + v v 
2 1 1 
Var<U ) = -------------- --------
1 2 2 2 2 
p q + 2 pq p q 
dondF.! 
2 2 
~ = V ar <V> = V ar [ ( p u - 1) I< p-ll J = [ p I (p-1) J I Var<U ) 
2 1 1 
2 
pq v - 2 v 2 2 
= -----~------1--- onde v = V ar< s I a ) . 2 2 2 1 
q (pq+2)(p-1) 
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Podemos usar os r~sul~ados ob~idos por Handel(19&9) para v ~ 
1 
V e calcular valores críticos para A. 
2 
Johnson e Graybill<1972) fizeram 8Ste trabalho, 
na tabela que está no apêndice D. 
Vemos, assim, que a estatística recomendada para 
pótese de adltlvidad~ com o caso particular do modelo de 
só um termo multiplicativo como alternativa, e 
2 2 
2 
s 
1 
s+s + ... +s 
2 
1 2 m 
que resultou 
t-estar a 
Mande l , 
hl-
com 
~ sugestivo o fato de que este resultado, como outros perti-
nentes à estimaç~o. sejam Iguais quando se ~mprega máxima-verossimi-
lhança sob erros normais ou mínimos quadrados com as condições de 
Gauss-Marko·ff 
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CAPITULO 111 
TESTE DE TUKEY !Uft GRAU DE LIBERDADE PARA HXO-ADITIVIDADEJ 
3.1 - IHTRODUÇXO. 
Tukey <1949) apres;ent.ou um teS"te para nâo-aditividade quli'l' tem 
stdo frequentemente utilizado em aplicações. O teste v~io aJudar ara-
solver o problema, já antes sentido, de verificar aditividade em um 
experimento aleatorizado em blocos. 
Neste capítulo apresentaremos o modelo proposto por Tukey e 
varemos que este é um caso particular do modelo multiplicativo propos-
to por Mande 1 • 
3. 2 - O ftODELO PROPOSTO POR TUKEY 
O modelo proposto implicitamente no artigo original é 
y 
1j 
= lJ + a 
1 
+ a + 
j 
e (a -
j 
com e 
2 
1. i.d H <O. a > 
lj 
ã > < a -
j 
6 > + 
" 1j 
1 =1, .•. , a 
j=l 1 • • • ,b 
A Idéia aqui é ajustar o modelo aditivo e, depoi~. 
modalo em 
1j 
onde 
A 
e " 
" a <y - Y ) + e' 
1. 
)(y - y 
.j 1 j 
r " y 
lj lj 
- y 
1. 
O re~ultado éo 
a b 
E E 
1"1 j"1 
(y - y 
1. 
a 
E 
1"1 
(y - y 
1. 
) 
- y + y 
.j 
) <y - y 
b 
E j=1 
.j 
(y - y 
.j 
) y 
1j 
) 
(3.2.[) 
ajustar o 
(3.~.2) 
ê é tamblfom o valor dado diretamente de (3,2.1), como .1:1e pod~ verifi-
car. 
SQ<ê l = 
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A soma d~ quadrados atribuível a ~ ~ 
[
; ~ <y - y 
I =1 j=l I. 
a 
E 
1=1 
<y - y 
I. 
)(y - y 
.j 
(y - y 
.j 
2 
2 
) 
qu~ tem, sob H 
o 
8 = O, d t str i bu i ç'ão X ~ f.} 1 nd~pl=lndent~ d'?' 
1 
a qual , ainda ROb H • 
o 
SQ<i nt&:~raç'ão) -
tem distribuição 
SQ<ê>, 
2 
X 
<a-1l<b-ll-1 
(3.2.3) 
A express'ão (3.2.3) é de fácil cálculo, é o chamado "um grau 
de liberdade para n'ão-adlt.ivtdade". 
Para demonstrar as afirmações feitas nesta ~eção, con~iderar~­
mos um modelo um pouco mais geral, ~~guindo Milliken e Grayblll(l970). 
Seja o modelo linear 
y::XB+Fó+e 
nl npl nm1 nl 
com F urna matriz cujos ~lementos f são funções não-aditivas conheçl-
lj 
das das funções estimáveis de a. isto é 
r = r <X~> 
I j lj 
Queremos obter um teste para ó = O. 
No caso do mod~lo de Tukey F' é tal que f = (a- a )( 8-8 >. 
I j I J 
O argumento que segue é o mesmo de Scheffé(1959). 
Suponha por enqu~n~o, que F ~ conhBcid~. 
Seguindo passos conhecidos, temos de trabalhar com o modBlo 
completo 
y=XB+Fó +e 
~ com o modelo reduzido por H 
o 
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y=XI3-te, 
O modelo completo nos dá, para a soma de quadrados do resfduo 
SQR = y '(I - P l y, onde P é o projeLor ortogonal em C<XIF). 
c XIF XIF 
As ~quações normais reduzidas de 6, eliminando 6, ~ão: 
F'(!-Pl 
X 
Fô=<I-Pl 
X 
F 'y. 
Daqui segue-se que a soma de quadrados de resfduos á 
SQR = y '( I 
c 
- p -
X 
[(1- p ) 
X 
versa de Moore-Penrose de A. 
FJ[(I-P> 
X 
O modelo r~duzldo rornece 
SQR = y'!I-P ly. 
r X 
+ 
FJ } y, onde 
Sabemos (sempre supondo F conhecida) que 
2 
SQR - SQR "' X (sob H l 
r c (r-k) O 
2 
e é independente de SQR ~ X 
c < n-r) 
Temos: 
SQR - SQR 
+ 
A 
w = ____ r ______ ç__ * _n_=_r_ 
"' F SQR r - k (r-k) r {n-r) 
- sob H 
o 
w = 
c 
Agora 
+ 
y'![(I-P ) FJ [(1-P ) FJ IY 
X X 
------------------------------------ * 
y. { 1-P -
X 
[ ( 1-P ) 
X 
FJ !!1-P > 
X 
n - r 
r - k 
indica a In-
A forma funcional de F é conhecida, mas, _como 6 8 
do, F é, de fa~o. desconhecida. Veremos agora que tsto n~o 
de1':conhecJ-
8 problema, 
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~ 
Seja XB o estjmador UMVU de XB dado pelas equações normais. 
~ ' Ent~o escrevemos F= F<XS>. Pode~os substituir F (n~o-observável) por F em U, qu~ representaremos por U, e reescrevemos, por conveni~nciao 
\1 = 
{ (I -P )y 
X 
n - r 
~ ) 'F 
* ------- ::: 
r - k 
~ 
z'A z 
~ { C<I-P )FJ 
X 
n - r 
't<I-P JFJ 
X 
= ------------- * -------
' z;'<I-A )z; 
com 
~ ~ 
A=<I-PJF{ 
X 
z=U-P>y 
X 
~ [<I -P ) Fl ' 
X 
r -- k 
+ 
[ (I -P ) F l ) F 
X 
~ + ) F'<I-Ply 
<I -P J 
X 
X 
* 
<3.2.4) 
A expresa~o (3.2.4) escreve W como uma Corma quadrá~ica só em 
tePmoa dos resíduos do modelo reduzido. 
' ta (TJ 
2 
~patente que z N<O, o <1-P )) 
X 
Seja agora uma matriz arbitrária F fixada, de sorte qu~ exts-
F= F ). 
o 
o 
Os elementos de F= F<Xâ> s~o independentes de (1-P }y; logo, 
X 
s'ão independentes de z. 
Assim 
2 
" 
= (z I F = F ) 
"' 
N <0, a <I-P ) ) . 
o o X 
-
Logo z e z tem a mesma distribuiç~o. 
o 
A distribuição de 
pode ver. 
~ 
WIF=Fl 
o 
F sob 
(r-k>, <n-r) 
H ,como 
o 
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O A 
Esta também é a dlstrlbuiç~o marginal de ~. posto qu~ <Wif=f ) 
lndepende da F . 
o 
O poder do teste de Tukey 
(19G3}, com o modelo específico 
Mllllken e Grayb111(1971). 
foi 
do 
o 
Bstudado por Ghosh 8 Sharma 
artigo original, e dqpois por 
A conclusão é quB o poder é bom, de.sde que se ~aiba correta-
mente a forma funcional dos elementos da matriz F. 
O problema na aplicaçâo é justamente conhecer a rorma da ma-
triz F. Raramente será o caso. Note-se no entanto, que ao ajustar um 
modelo a dados de um experimento fatorial, começando pela parte aditi-
va, n e B são funções lnespeclficadas de I e de j, respectivament~. 
j j 
a e 8 s'ão, como funçõe.s, gepadas pelos dados. Em out.ras pa-
I j 
lavras o modelo aditivo é 
. y = funç'ão {I) + função (j) 
2 
. 
y = 
I 
Apenas a forma do modelo é especificada. 
O modelo com lntBração específica, no c~so pr~sBntB ~ 
funç'ão (j ) + 
2 
função (funç'ão (i),íunç'ão (j)), 
3 l 2 
onde 
a forma de funç'ão (.,.)é conhecida. É aqui onde reside~ falta de ge-
3 
neralidade, superada por Handel(19b9), com o modelo a lnteraç'ão multl-
pl i cativa. 
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CAPITULO IV 
GOftPARACXO DOS TESTES DE TUKEY E ftANDEL 
4.1 - INTRODUÇXO. 
O problema que serviu de motivaç~o para 8St@ 8Studo, 
foi dito, trata-s~ da análise de um experimento aleatorlzado 
cos. 
como já 
em blo-
Já nos foi possível verificar anteriormente, que neste t.ipo de 
experimento a validade do teste para efeitos de tratamentos está li-
gada a validade da hipótese de aditividade entre os efeitos de blocos 
e tratamentos. 
Muitos pesquisadores seguem sua análise para este 
experimento, construindo o teste para efeito de tratamentos 
que suas conclusões n~o têm validade alguma na presença de 
bloco-tratamP.nto. 
tipo de 
ignorando 
interaç'ão 
Portanto é evidente que para o seguimento normal da análise é 
imprescindível a realizaç~o de testes que consigam detectar a presença 
de int.eraç'ão. 
0~ doiS t.est~S apresentados at~ aqui ~e prestam a 8SS8 i:.ipo de 
análise~ o qua pretend8mos neste capítulo é avaliar a comparar o d8-
sempenho de ambos. 
A comparação será f8ita 
do-sa para Isso simulações com 
observação por casela. 
acerca do 
tabelas 
podBr dos testes, utilizan-
de duas entradas, com uma 
Algumas comparações ser~o feitas também no contexto de popula-
ções finitas. 
Nosso objetivo n~o é esgotar a dl~cuss~o em torno do ~sPunto 
mas sim apresentar aspectos lmportant8s que forneçam subsídios para 
estudos posteriores dentro do mesmo tema. 
4.2 - GRITÉRIOS UTILIZADOS PARA O TESTE DE ftAHDEL. 
escolha 
caso do 
crítico 
Um problema encontrado para a viablllzaç~o da an~liaP. 
de um critério adequado para o teste de MandP.l,visto 
teste de Tukey, a estatística teste é comparada com 
da distribuição F. 
o 
foi a 
que no 
valor 
Embora o modelo proposto por Mand8l inclua vá~ios termos mul-
tiplicativos para a interação, nos restringiremos à escolha d8 um cri-
tério visando a idenLtricaç~o de somente um componen~e multiplicativo. 
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Nest~ caso utilizamos o teste da raz~o de v~rosRimtlhança d~­
senvolvido por Johnson e Graybil1<1972), descrito no capítulo JI. 
Pareceu-nos também razoável para e,;rte caso uti l i7.ar a ~Btatís-· 
2 2 
t!ca e I e 
1 2 
Ne~se sentido foi necessário um estudo empírico da diBtrlbui-
ç~o d~ssa estatística. 
O estudo consistiu em construir uma dl~tribuição empírica ba-
seada em 1000 amostras d6 tabelas 4x4,onde as observações das c~setas 
tinham distribuição Gaussiana com média zero e variância 1. 
2 2 
De posse da distribuição empírica dP. B / 8 sob a hipótese 
1 2 
nula(ausência de interação), escolhemos como valor crítico o quantil 
95% desta distribulç~o,ou seja 17.4997. 
A figura abaixo apresenta a distribuição empírica bem como vá-
rias estatísticas calculadas pelo S.A.S. <Statystical Ana1ysis Syst.em). 
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Levando em conta o fato que 8BtarRmos confrontando r8sultadoR 
de dota testes,torna-se necessário verificar se ~mbos est~o compar~­
v~is ou seja ,uma vez aplicados a populações sob a hlpótP.se nula, am-
bos devem apresentar aproximadamente o mesmo índice de rejeiç~o. 
Para efeito de varificação resolvemos aplicar o teste da Tukay 
e Mandei baseado na estatística mencionada numa nova simulação de 1000 
amostras de tabelas 4x4,sob a hipótese nula. 
Verificamos que a rejelç~o de ambos os testes ficou em torno 
dos 5% dos casos. 
Nas seções seguintes avaliaremos o poder dos testes de Tukey e 
Mandei, utilizando para este último o critério da raz~o de verossimi-
2 2 
lhanca e a estatfstica 8 I e 
I 2 
4.3 - SIHULAÇXO COH POPULAÇBES INFINITAS. 
Nesta análise trabalhamos com 1000 amostras de tabelas 4x4, 
ond~ a observaç~o da casela (i,j) segue o modelo: 
ond~ 
y = 0.25 + b 
lj 
-
a 
'"'<4x1) 
' 
" ( 4x 1 ) 
u 
""<4xl) 
v 
.... (4xl) 
" lj 
b, t., a 
a + t 
j ' j 
+ eu v 
j j 
+ e 
lj 
i =1, ...• 4 
j=1 •... , 4 
é o vetor com os efeitos de blocos; 
é o vetor com os efeitos de tratamentos; 
ifl o vetor com os E=~ft=~it.os mult.ipl icat.ivos asF:o-
clados à I inha ·<bloco); 
é o vet.or com os efeitos mult.iplicativos aF:so-
clados à coluna {tratamQnto) Q 
s'ão v ar i áve i s a l eat.ór i as independentes com di a-
tribuição GausRiana de m4dia zero e varl~ncla t 
par~metros qu~ incorporam o fator escalar dos 
vetores S.T, ~ u e v respectivam~nt~, de sorte 
2 2 2 2 
que I: S = I: T = I: u = I: v = 1 . 
j j j j j 
Utilizamos para ~sta simulação um programa em S.A.S StatiR-
tical Analysis System - implantado nd IPEN - Instituto de Pesquisas 
Energétlcas e Nucleares, em S.Paulo <ap~ndlce E). 
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EsL~ programa está dividido 8m duas partes. Na prlmB1ra é fel-
ta a geração dos componentes do mod~lo e na s~gunda o cálculo doR tP.s-
tes propriamente ditos. F.sta última parte foi também utilizada nas sl-
mulaç~es com populações finitas corno discutiremos na próxima s~ção. 
Os testes de Tukey e Mandei 
1000 amostras P. os resultados estão 
foram aplicados 
na tabela 4.1. 
a cada 
Rntre § 
A idéia foi atribuir valores a b, t. ~ .B e v~riar os 
P. u e entre T P. v 
- - -
~ab~la 4.1 - T~st~ d~ Tuk~y x Test~ de Handel (populaç~o Infinita) 
+-----------+--------------+--------------+--------------------------+ 
I I I <JI'tlmatlva do pod~r('J('k) J 
lconstantel'l I ::lngulo(ln I :ilngulo dos t.esteEI 1 
I I antre I entra 1--------------------------+ 
+-----------+ ~ ~ ~ I T ~ y ITUKEY I MANOEL I HANDF.L c/1 
I b I t I 6 I I I I c/ RVI'l I 6~/e~ I 
+-----------+--------------+--------------+------+--------+----------+ 
I 1 I 1 O 79 I 73 4.1 18.2 8.9 
1 l o 31 116 &.2 20.3 4.4 
1 1 1 131 143 5.5 19.9 4.0 
1 1 I 1 49 92 4.5 :>0.4 4.1 
1 t 110 128 ó9 82.5 95.7 60.4 
l l 110 83 85 31.6 84.0 38.4 
1 1 120 85 117 99.9 92.5 5G.1 
l 1 120 13& I 108 88.0 100.0 99.9 
1 10 I l 41 I 112 4.5 20.1 5.6 
1 10 I 1 78 I 153 &.2 21.1 5.3 
1 10 110 97 I 42 12.& 9'3.6 80.6 
1 10 110 94 I % 61.0 97.0 &2,5 
t 10 120 &1 I 101 99.4 95.3 59,3 
1 10 20 37 I 70 7.3 100.0 100.0 
1 20 1 115 I 49 6.4 22.4 5.4 
1 120 1 71 I 39 4.3 l8.7 3,A 
l 120 10 82 I 134 80.6 94.3 55.9 
l 120 101 95 I 101 zero 98.9 72.'7 
1 120 201 91 I 113 :>:01ro 100.0 98.7 
1 120 201 2ó I lOO ?<~ro 80.6 3&.& 
10 110 O I 104 I \32 4.6 21.8 <L8 
10 110 O I 114 I 24 4.2 21.1 4.9 
10 110 1 I 138 I 89 3.9 20.7 4.3 
10 110 1 I 1&8 I 98 4.5 22.& 4.7 
10 1\0 101 BO I 120 2.9 21.9 5.2 
110 110 101 48 I 115 zero 99.5 79.3 
110 110 201 ·34 I 104 z;~ro 100.0 92.4 
110 tlO 201 49 94 7-sro 99,8 93.2 I 
110 120 1 I 13& 130 7.& 21.8 5.1 I 
110 120 1 I 120 11& 5.1 19.0 4,7 I 
110 120 101 121 82 0.2 85.6 40.7 I 
110 120 101 53 8& :z-.sro 83.2 36.2 I 
110 120 20 I 44 82 0.7 100.0 99.8 I 
110 120 120 I 90 60 13,2 99.8 92.8 I 
120 120 I 1 I 103 107 4.1 20.5 3.2 I 
120 120 I 1 I 10& E.2 4.7 20.4 4.4 I 
120 120 110 101 Z6 45.& 9\,2 53.5 I 
120 120 110 119 128 zero ~1.0 54.2 I 
120 120 120 96 94 z:01ro 100.0 99.9 I 
120 120 120 101 109 z:aro 100,0 100.0 I 
+-----------+--------------+--------------+---------------+----------+ 
<*> vaiaras aproximado~ am graus 
<**' medida em p~rc~nta~~m 
uma das 
~ngulos 
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A ~stimatlva do poder dos testes foi obtida pelo percentual de 
rejBiÇÕBR do total de 1000 amostras. 
Pela análise da tabela 4.1 podemos t.Jrar algumas 
Para valores d~ 8 pequenos ou próximos de z~ro, o test~ de 
comporta bem, apresentando Um índice de rejelç~o de 5X dos 
2 2 
conclu.aESe.a. 
Tukey sA 
casos. 
O teste de Mandei com a estatfstlca 8 /9 também apresenta uma 
1 2 
performance razoável visto que o índice de rBjelç~o fica em torno 
e 5% dos caso.a. Isto já era esperado uma vez que estes testes já 
viam sido "cal i brados•• anteriormente. 
de ~ 
h a-
Também por esta tabela nos foi possível perceber que o 
da raz~o de verossimilhança apresenta uma rejelç~o maior do que a 
sejada quando estamos sob a hipótese nula (em torno de 20%). Isto 
dica que este t.Rste de ser "cal i brado•• antes d47 SRr uti llzado. 
teste 
do;-
ln-
Para valores grandes de 8 (~ 10), a performance 
Mandei é melhor na maioria dos casos, indRpendentemente 
dOEI vetores S,u, 1" e V. 
.... ..... - _, 
do t.est.e de 
das dirRções 
Na tabela 4.2 apresentamos separadamente os resultados obtidos 
para dois casos particularmente importantes, ou seja, onde os ãngulo~ 
entre ~ e 33 e 1" e )t s'ão zero e 90 graus. 
tabela 4.2 - Teste dR Tukey x Teste de Mandei (populaç~o infinita> 
§ngu 1 os dfi? 90 R O graus Rntre ~R ~ e entre ! e :t. 
+-----------+--------------+--------------+--------------------------+ 
I I est.imattv~ do poder<**) I 
!constantes I ãnguloC*> ãngulo I dos testes I 
I I entre entre \----------------------------+ 
+-----------+ B e u T e v ITUKEY I MANDEL I MANDF.L c/1 
I b I t I 9 I "" "' I ,..., I I c/ RVM I 8 ~/ 6 ~ I 
+-----------+--------~-----+--------------+------+--------+----------+ 
1 I 1 I O 90 I 90 I 4 , 7 I 1 9. 9 I 4 . 7 I 
\ I 1 I I 90 90 I 3.9 21.0 I 4.7 I 
1 I 1 ll O 90 90 I 1 . O 99. 7 I 82. 5 I 
\ 110 I 1 90 90 I 4.0 20.3 I 3.7 I 
l 110 I 101 90 90 I zero 99.5 I 84.4 
10 I 10 I 1 I 90 90 I 4. 9 20. ~ I 5. O 
1 O I 1 O I 1 O I 90 90 I zero 99. 7 I 82. 3 
+-----------+--------------+--------------+------+--------+----------+ 
1 I 1 I O I O I O I 5.3 I 19.2 I 3.& I 
1 I 1 I I I O I O I 7. 8 I 22. E. I 4. 7 I 
l I 1 110 I O I O I 52. E. I 99. E. 84.4 
1 110 I 1 I O O 10.& 20.5 4.4 
l 110 I 101 O O 78.2 99.& 85.5 
10110 I 1 I O O 14.8 20.8 4.3 
10110 110 I o' O :z-.ero 99.8 93.7 
+-----------+--------------+--------------+------+--------+----------+ 
<*> valores em graus 
<**> medida ~m percentagem 
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A situaç'ão onde o ãngulo entre ªe ~ a ! a ~ 8 dt'<' ZfH'O graus, 
corresponde exatamente à hipótese alternativa onde, segundo Ghosh a 
Sharma (19b3), o teste de Tukey é pod~roso, Os resultados da t~ba]a 
4.2 nos levam a concluir que nesta situaç~o o teste de Tukey ~ pode-
roso mas ainda assim em alguns casos ~eu poder ~ mRnor que o poder 
do teste de Mandei, seja com o teste da raz~o de verossimilhança seja 
2 2 
com a estatística 9 I a 
1 2 
Já na presença de ortogonalidade, o podar do te~te de Tukay 
cai muito. 
Veja por exemplo, a situaç~o em que b=l,t=lO e e =10. Quando o 
ãngu lo entre § e y e ! e " é zero graus, o poder do teste dR Tukey é 
78.2% contra 99.6% a 85.5% para Mandei sob os doi~ critérios. 
Este poder cai a zero, no caso do teste de Tukey quando os rB-
f~ridos ~ngulos passam a 90 graus. Já o pod~Rr dos testes baseados no 
modelo de Mandei n~o sofr~u praticamBnte altBraç~o alguma. 
John~on e Grayblll <1972,pág 8&4) ao analisarem a relaç~o en-
tre o teste de Tukey para n~o aditividadB e o teste da raz~o dR vqroa-
similhança proposto, chetgaram a conclusõets semetlhantes quanto à per-
formance do teste de Tukey. 
4.4 - SlftULAÇXO COft POPULAÇBES FINITAS. 
Até o momento estivemos comparando o desempenho 
Tukey e Mandei utilizando amostras de populações com 
Gaussiana. 
Nesta ~eção estamos interessados em verificar o 
destes testeS com populações finitas ~ f'ora da suposiç~o 
de dos dados. 
dos t8stes de 
dtstribuiç'ão 
comportamemto 
de normal I da-
O enf'oque dado a este estudo Eterá o mesmo apr~Rsent.ado no capí-
tulo I ou seja, trabalharemos com algumas populações conc~ltuats dq 
respostas, constituídas de 4 blocos e 4 tratamentos. 
Anallzaremos tr~s tipos de populações; uma aditiva onde o 
objetivo~ estudar o comportamento dos testes sob a hipótese nula 
(aditlvidade entre bloco e tratamento) - q duas onde a interação Rerá 
do tipo multiplicativo. 
As popul~ções conceitu~is d~ r~spost~s serão g8radas da ~e­
gul nb::~ Íorma; 
y 
!jk 
-= 10 + 8 
! 
+ T + 10 
j " y ! j 
+ u 
!j 
1=1, ... ,4 
j=l, .. • r 4 
k=l r. , • 1 4 
(4.4.1) 
ond~; 
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y 
ljk 
~ a f'('I.Sposta conc('lit.ual do j-lfo.simo "plot." do bloco i 
k-~simo tratamento 
ao 
B é o vetor com os Afe i t.os de b 1 ocos 
- <4xl) 
! <4x1) é o vetor com os efc;d tos de t.rat.<:~ment.os 
g (4xl) B o v~tor com os efeitos multiplicatlvoR 
dentes a blocos 
Y é o vetor com os efeitos mult.ipl i cativos 
- <4xl) denteR a tratamentos 
COI"'I"'8RpOn-
cori"'espon-
u 
<4x4) 
é a matriz com as constantes associadas aos afeitos 
das unidades experimentais 
As comparações foram baseadas em 700 amostras utilizando-se na 
amostragem um programa construído na linguagem Baste (ap~ndlce F>. 
O programa foi executado no micro computador ITAUTEC I - 7000 
do Laboratório de Estatística da Unlcamp. 
No cálculo dos testes de Tukey e Mandei ut.ilizamos a segunda 
parte do programa em S.A.S que se ~ncontra no ap~ndtce E. 
4.4.1 - SlftULAÇXO COft POPULACXO ADITIVA. 
Para esta simulação roram util~zados os seguintes valores para 
os par~m~troR do modelo {4.4.1): 
~;~] 100 5 o -3 -2 B = T = -50 u = -1 1 -? 2 - - 150 o 1 -1 o 
-200 -4 -2 G o 
A população é apr~sentada na tabela 4.3. 
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tab~la 4.3 - populaç§o aditiva 
+-----------------------------------------+ 
unidade E=!Xperim~:mtal I 
I bloco 1--------------------------------1 
I I I I II I III I IV I 
+--------+------+--------+--------+-------+ 
I 
I 125 
I -25 
I 175 
1-175 
120 
-30 
170 
-180 
117 
-33 
157 
-183 
118 
-32 
158 
-182 
+--------+------+--------+--------+-------+ 
104 10& 103 107 
J J -4G -44 -47 -43 
154 155 153 1!;7 
-19& -194 -197 -193 
+--------+------+--------+--------+-------+ 
85 8G 84 85 
III -G5 -&4 -&G -5!; 
135 13G 134 135 
-215 -214 -215 -215 
+--------+------+--------+--------+-------+ 
IV 
12G 
-24 
175 
-174 
128 
-22 
178 
-172 
13G 
-14 
185 
-1&4 
130 
-20 
180 
-170 
+--------+------+--------+--------+-------+ 
Os resultados encontram-se nas t.ab~las 4.4 E=~ 4 . .5. 
tab9la 4.4 - T9ate de Tukey x TeRte Mandel com 
critério da razão da verossimilhança 
+-----------------------------------------------------+ 
I TUKEY I I 
MANDF.L +--------------------------------1 tot~I 
I ~celta Ho I rej~ita Ho I 
+----------+~~-~~-----------+---------------+---------+ 
I ac~lt.a I 472 C*) 79 I 501 I 
Ho G7.43C**> 4.14 I 71.57 I 
+----------+----------------+---------------+---------+ 
rejl?'ita I 181 I 18 I 199 
Ho I 25.8& I 2.57 I 28.43 
+----------+----------------+---------------+---------+ 
I t.ot.al I &53 I 4ó I 700 I 
I I 93.29 I G.71 I 100.00 I 
+----------+----------------+--------------+----------+ 
(:k) fr~qu~ncia 
(:k:k) perc~nt.ual 
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t.Clbe la 4. 5 - Teste de Tukey x Teste Mande 1 com 
o critério 6~/ e~ 
+-----------------------------------------------------+ 
I I TUKEY 
I MANDEL +--------------------------------+ ~otal 
I I aceita Ho I rejeita Ho 
+----------+----------------+---------------+---------+ 
I aceita I &24 <*> I 41 GG5 
I Ho I B9.14C*l I 5.85 95.00 
+----------+----------------+---------------+---------+ 
rejeita I 29 ó 35 
H o I 4. 14 O. 85 5. 00 
+----------+----------------+---------------+---------+ 
total 553 47 700 
93.29 ó.71 100.00 I 
+----------+----------------+---------------+---------+ ( *> frequênc i a 
<**> percentual 
Podemos p€1J"'ceber pela análise das tabelas anteriores qulõ'l os 
resultados aqui obtidos foram similar8s aos obtidos com populaç58s in-
finita~. 
2 2 
Tanto o t~st~ de Mandei com o critério da est~tfst1ca 8 I 6 
1 2 
como o teste de Tukey apresentaram um índice de rejeiç~o em torno de 
5% dos casos. 
Também aqui verificamos que o teste da raz~o 
lhança não está devidament"l' "calibrado", apres"l'ntando 
je 1 ção alto sob a hipótese -nula. 
de verossimi-
um índice de re-
vaa. 
gulas 
4.4.2 - SlftULAÇXO COft POPULAÇ~ES COft EFEITOS ftULTIPLICATIVOS. 
Trabalharemos aqui com dois tipos de populaç5es multiplicati 
O 1~ caso trata-se 
entre B e a e T e y_ 
- -
de uma 
são de 
populaçâo multiplicativa onde oB ~n· 
zero graus. 
No 2~ caso tratamos de uma populaçâo multiplicativa onde as 
direções não foram pré escolhidas. 
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4.4.2.1 - 1~ Caso: ~ngulos de zero graus. 
Os par~metros para o modelo 4.4.1 são: 
[0.~ ~0.5J B = 0.5 a = 0.5 0.5 -0.5 0.5 -0.5 
5 o -3 -2 
U = -1 I -2 2 
O I I O 
-4 -2 ó o 
T = ~g:;J 0.5 
0.5 
A Labela 4.ó apr8senta a populaç~o conceitual. 
tabela 4.ó- população multiplicativa 
+-----------------------------------------+ 
unidade exp~rimental 
I bloco 1--------------------------------1 
I li lll I IV 
+--------+------+--------+--------+-------+ 
I 
I 18.5 I 
I 18.5 I 
1 12.5 1-
12.5 
13.5 
13.5 
7.5 
7.5 
10.5 
10.5 
4.5 
4.5 
I!. 5 
1!. 5 
5.5 
5.5 
+--------+------+--------+--------+-------+ 
I 12.5 I 14.5 I 11.5 I 15.5 I 
!I I 12.5 I 14.5 I 11.5 I 15.5 I 
ó.5 I 8.5 I 5.5 9.5 I 
G.5 I 8.5 I 5.5 9.5 I 
+--------+------+--------+--------+-------+ 
7.5 8.5 6.5 7.5 
Ill 7.5 8.5 ó.5 7.5 
11.5 12.5 10.5 11.5 
11.5 12.5 10.5 11.5 
+--------+------+--------+--------+-------+ 
3.5 5.5 13.5 7.5 
IV 3.5 5.5 13.5 7.5 
7.5 9.5 17.5 11.5 
7.5 9.5 17.5 11.5 
+--------+------+--------+--------+-------+ 
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As tabelaR 4.7 e 4.8 apras8ntam os resultados da stmulaç~o. 
tabela 4.7 -Teste de Tuk~y x Teste de Mandei com 
critério da razão de verossimilhança 
+-----------------------------------------------------+ 
TUK8Y 
MANDEL +--------------------------------+ total 
aceita Ho rejeita Ho 
+----------+----------------+---------------+---------+ 
aceita 397 <*> é7 464 
Ho 5&.71<**' 9.57 &&.29 
+----------+----------------+---------------+---------+ 
rejeita I 188 48 23b 
Ho I 2&.8& &.8& 33.71 
+----------+----------------+---------------+---------+ 
total 585 
83.57 
115 
1&.43 
700 I 
100.00 I 
+----------+----------------+---------------+---------+ 
<*> rrequêncla 
<**> p~rcentual 
tabela 4.8 - Teste de Tukey x Teste de Mandei com 
o critério a~/ a~ 
+-----------------------------------------------------+ 
I I TUKEY I I 
11ANDEL +--------------------------------+ total I 
ac~ita Ho rejeita Ho I 
+----------+----------------+---------------+---------+ 
aceita 1- 54b <*> 112 G58 
Ho 78.00<**> 1&.00 94.00 
+----------+----------------+---------------+---------+ 
rejeita I 
Ho I 
39 
5.57 
3 
0.43 
42 
&.OQ 
+----------+----------------+-·--------------+---------+ 
total 585 I 115 I 700 
83.57 I 1&.43 100.00 I 
+----------+----------------+---------------+---------+ 
<*> frequência 
<**) percentual 
A sltuaç~o que estamos tratando 8 a situaç~o tfpica da hipóte-
se alternativa do modelo de Tukey, Esperávamos qu~ o aeu podP.r neste 
caso foi alto. No entanto, o poder foi de apenas 16% ff. b8m verdade qu8 
s~u pod~r é maior do que o de Handql(tabela 4.8} mas ainda- assim o d~­
sempenho de ambos é muito ruim. 
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Na t~bela 4.7 encontramos para o teste de Mandei com o crité-
rio da raz~o d~ verosalmtlhança um poder de aproximadamente 34%, que 
ainda P baixo. Mas BatP resultado n5o pode ser muito considerado uma 
vez que este teste está com um índicA de rejelç5o um pouco maiR alto 
do que o dePejável. 
4.4.2.2- 2~ Caso 3ngulos qualsqu~r. 
A populaç~o a ser amost.rada aqui, também apresemta int.eraç'ão 
entre bloco e tratamento. Esta interaç~o B do tlpo multipllcativo; 
B = 
~ 
u = 
caso. 
t~n ~til T = l ~~g J ~ =r~~ l ...., 150 -200 
[5 o -3 
-i] -1 1 -2 o 1 -1 
-4 -2 G 
Na t.abBl a 4. 9 tá apresBntacta a popul aç'ão conceituaI para EIFt.e 
tabela 4.9- populaç'ão multiplicativa 
+-----------------------------------------+ 
I bloco 
I -
I unidade exp~rimental I 
1--------------------------------1 
I I li I !li I IV I 
+--------+------+--------+--------+-------+ 
I 155 
I -45 
I 175 
1-185 
150 
-50 
170 
-190 
147 
-53 
1&7 
-193 
148 
-e\2 
1 &8 
-193 
+--------+------+--------+--------+-------+ 
74 7G 73 77 
I I I -2& -24 -27 -23 
I 154 1e\ó 153 157 
I-18G -184 -187 -193 
+--------4------+---------+---------+-------+ 
I 115 I 11& 114 115 
I I I I -85 I -84 -9& -95 
I 135 I 13G 134 135 
1-225 1-224 -22& -2?.5 
+--------+------+--------+--------+-------+ 
IV I -4 
I 17G 
I-1G4 
98 
-2 
179 
-1G2 
10G 
& 
19G 
-154 
100 
o 
180 
-1GO 
+--------+------+--------+--------+-------+ 
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As ~abelas 4.10 e 4.11 apresentam os resultados da ~1mulação, 
tabela 4.10- T~st~ de TukBy x Teste d~ Mandei com 
critério da razão de verossimilhança 
+-----------------------------------------------------+ 
I I TUKEY 
MANOEL +--------------------------------1 total 
I aceita Ho I rejeita Ho I 
+----------+----------------+---------------+---------+ 
I acEOdta I O (*) O O 
I Ho I O.OO(**l 0.00 0.00 
+----------+----------------+---------------+---.-----+ 
I rejeita I 700 r O I 700 I 
I Ho I 100.00 I 0.00 I 100.00 I 
+----------+----------------+---------------+---------+ 
I total I 700 O 700 
I I 100.00 0.00 100.001 
+-----------+----------------+---------------+---------+ 
<*> frequªncia 
<**) percentual 
tabela 4.11 -Teste de Tukey x Teste de Mandei com 
o critério at;e~ 
+-----------------------------------------------------+ 
I I TUKEY I 
I MANDEL +--------------------------------1 to~~] 
I aceita Ho I rejeita Ho I 
+----------+----------------+---------------+---------+ 
I aceita I O < *) I O I O I 
I Ho I 0.00<**> I 0.00 I 0.00 t 
~----------+----------------+---------------+---------+ 
reje i t.a I 700 O 700 I 
Ho I 100.00 0.00 100.001 
+----------+----------------+---------------+---------+ 
tota 1 700 
100.00 
o 
0.00 
700 
100.001 
+----------+----------------+---------------+----·-----+ 
<*> frequência 
<**) percen~ual 
Para es~a populaç~o o resul~ado foi alarman~e, ou sBja, o po-
der do teste de Tukey foi estimado em zero-enquanto qu~ o poder para o 
t.Erste de Handel foi de 100%. 
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4.5 - CONCLUSXO. 
An~es de apresentarmos nossas conclusões gostaríamos de tecer 
alguns comentários à respeito de algups procedimentos aqui utilizados. 
Através dos resultados obtidos, nos !oi possível perceber que 
existem problemas com o teste da raz~o de verosslmtlhança proposto por 
Johnson e Graybill. Provavelmente erros no que concerne à aproximação 
utlli~ada para o cálculo dos valores críticos. 
Para contornar este problema, deveríamos ter realizado uma si· 
2 2 
mulação semelhante àquela utilizada para a estatística 9 I 6 e bus-
1 2 
car o valor crítico adequado. 
Infelizmente, por 
realizar tal simulação, o 
balho. 
limitações de tempo, não nos foi possível 
que será feito num prosseguimento deste tra-
2 2 
Por outro lado, a estatística 6 I e apresentou resultados 
1 2 
satisfatórios quando utilizada em testes sob H No entanto, esta não 
o 
utiliza toda a informaç~o contida na amostra como é o caso da estatís-
tica utilizada no teste da raz~o de verossimilhança, tampouco possui 
suas propriedades assintóticas. 
Mesmo a~sim, os testes baseados no modelo 
Mandei apresentaram performances melhores do que o 
com populações finitas. 
multiplicativo de 
de Tukey, inclusive 
Portant..o, as cone l usÕ8s pr i nc 1 pais que podem ser t.i radas deflte 
estudo, s~o; 
(i) em situações onde a interaç~o é uma função dos dois 
tratamentos, a performance o test~ de Tukey é boa embora 
em alguns casos, o poder do test..~ d~ Mandei seja maior; 
conjunt.o.fl de 
ainda aaslm 
(li) quando a lnteraç~o não é função dos dois conjuntos da tratam~n­
t..os o t.est.e de Mande) é mais poderoso. 
Ou seja, o poder do teste de Tukey depende do 3ngulo entre os 
vetores fi e ~ e ! e ~, enquanto que o poder do test.e baseado no mo-
delo de Mandei n~o sofre tanta influência d~sses ~ngulos. 
F.s~es aspectos aliados ao fato de que o modelo mulLipllc~~tvo 
dB Mandei além de testar n~o adlt.ividade fornece também Informações a 
respE'Iit.o do comportamento da Jnter":ação, nos levam a sugerir fort.BmE'Int.e 
seu uso em análises onde o estudo da n~o adltivldade se faça necessá-
rio. 
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AP~HDICE A 
A.l> Cálçulo da covarl3ncta dOs erros no experimen~o completamente 
a I eat.or i zado-. 
# 
cov<e ,e ) 
1j 1 . j. 
= E <e e 
1j 1. j. 
r-s 
= E { [ r ô 
k=1 
r-s k 
= E < r ô 
k=1 1j 
k 
1j 
k' 
) = 
r-s k 
(x 
- X ) l [ r ô <x 
k k=1 1. j. k 
k 2 
O <x - x ) + 
1. j. k 
ô (x - x ) (x 
k' 
- X ) ] = 
1. j. k 
r-s k k 2 
= r P< ô = 1 • ô = J) (X - X ) 
k=1 1j 1 . j • k 
k k' 
+r r p( ô = I ' ô = 1 ) <x - X ) 
k k' 1j 1 . j. k 
k'i'k' 
= __ .!_ __ r r <x - X ) <x - X ) 
N<N-1> k k' k k' 
k'i'k' 
2 
X ) J ) 
+ 
(x - X ) = 
k' 
Mas < r 
k 
(x - X ) ) :: E 
2 
(X - X ) + r r <x 
k k' k 
Mk' 
- X ) (X - X ) 
k' 
= o 
k k k 
rs 2 2 
Portanto cov(q 
·" 
) = ::_L __ r <x - X ) = ::_:> __ 
1j 1 . j. N<N-1> k=t k N 
A.2) Cálculo da esperança das somas de quadrados no experimento com-
pletamente aleatorizado. 
# 
s 
E!SQtrat) =E [r- r !y -_y 
1 = 1 1 • 
2 s 2 
>l = E E_l_ r T 
r 1 =1 
g 2 
_L< rT1>l 
rs 1 =1 
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r rs k 
ond~ T = r ( 11 + T ) + 
I 
I I 6 <x 
k 
- X ) é o total do tratamento 1 
j=1 k=1 lj 
2 2 2 
T = r 
I 
( J.l + T ) ·-+ 2r ( J.l + T ) 
I I 
r rs k 
I r 6 
j=1 k=1 lj 
(X - X ) + 
k 
k 2 2 k 
+ EI 
j k 
( ô ) 
lj 
<x - X } + r E ó 
k k k' lj 
ktk' 
k' 
ô 
lj 
<x - x ) 
k 
<x - x > + 
k' 
k k 
+ r r 6 ô (x 
j j' lj lj' k 
jjoj' 
2 k k' 
- x > + E r r r ô ô 
k k'j j' lj lj' 
ktk'jtj' 
2 
E<T l 
I 
= r 
2 2 
( lJ+ T) 
I 
rs 
+ _r:i,=ll- r 
<rs-l>s k=l 
(x 
k 
2 
- X ) 
E< 
s 2 
E T l = 
I= 1 I 
s 
E [ 
pois L T = 0 e 
I= 1 I 
ra k 
a 
L r ( J.l +'t ) + 
I =1 I 
rs s 
E 
1=1 
r 
r 
j=1 
E ó <x - x ) = 
k= I I j k 
E <x - X ) 
k=1 k 
ra k 
L Ô (X 
k=1 lj k 
s 
r 
1=1 
r k 
r ô 
j=1 lj 
rs 
E<SQtrat.) = r + 2UT ) + _i~=ll_ E (X 
======> 
2 
= rsu + r 
i <rs-1) k=l k 
s 2 
r T + 2ru 
I =I I 
a 
r , 
I= 1 I 
+ _ _il;l.=ll_ 
<rs-1) 
2 8 2 
E (SQtrat) = (a-1) S +r E T 
J = 1 i 
{x - x ) <x X ) 
k k' 
2 2 
- X ) J = F. [ < rs.J.l) J 
rs 
= r <x - x > = o 
k=1 k 
2 2 2 2 
- x ) - _l_ r s 11 
rs 
rs 
E <x 
k=l k 
2 
- X ) 
2 
- l"'SJ..I 
s r 2 s r 2 2 
E< SQtotl = E [ E _ r < y - Y ) J = E < E L y - rs y ) 
1=1 j=1 lj 1=1 j=1 lj 
ra_ k 
y = J.l + T + L ó (x - x ) 
I j I k= 1 I j k 
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2 2 2 rs k 2 2 ? 
ECy J = )J+T+E[ 
lj 
E ô (X 
k=l I j k 
- X ) ] = )J + T + _1__ 
I rs 
rs k 2 rs k 2 
pois E [ E ô Cx - X ) ] = E [ E (Ô ) Cx 
k=l lj k k=l I J k 
k k' 
+ E E ó ó (x - X ) (x - X ) ] = _L_ 
k k' lj lj k k' rs 
k'fk' 
2 s 2 
======> E<SQtot) = (rs-1) S + r L T 
I= 1 I 
2 2 
E<SQr~s) = (rs-1) S - <s-1) S 
======> E<SQres) = s<r-l) 5 
N 2 
com S ~ __ l__ E <x - x > 
N k=l k 
2 
2 
- X ) 
rs 
E <x 
k=l k 
+ 
-
rs 
E Cx 
k=l k 
2 
X ) 
- X ) 
# 
A.3) Cálculo da ~sperança das somas de quadrados no experimento al~a­
torlzado em blocos completos. 
# 
s 2 
E<SQt.rat> E [ r E <y - y ) ] = E [ r < 
ondP. T 
k 
2 
E<T ) = 
k 
= 
k=1 . k 
s 2 
= E [ _L E T 
r }<;::1 k 
r 
ru + r< + E 
k I= 1 
2 
Var<T ) + E <T ) 
k k 
s 2 
_l__ C E T J J 
rs k::;l k 
s k 
E ô e 
j=1 lj lj 
r s '2 
= _l_ E E e + 
B I= 1 j=l lj 
s 2 2 
r y - s y ) 1 = 
k=1 . k 
2 2 2 ~ 2 
r ~ + r ~'· + r ' k k 
" 
2 
E< E T ) = E (l"'SlJ 
k=l k 
s 
po iJ:s . E 1 = o 
" k=l k 
r 
" e E E 
" 
=O 
1=1 j=l lj 
r 
E(SQt.rat) = _L E 
r 1=1 
======> 
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s 2 s r • k 2 
+ r E T + E E E ó 
" 
) 
k=1 k k=1 1=1 j=l lj lj 
s r s k r s 
E E E ó 
" 
= E E 
" k=1 1=1 j=l 1j lj 1=1 j=l lj 
s 2 2 2 s s 
E e + r ~ + r~ E T + r E T 
j=1 1j k=\ k k=l 
2 s 2 
E<SQtrat) = (s-1} S + r E T 
k=l k 
= F:<rfiJl) 
s k 
E ô 
k=l 1j 
2 
_L 
k rs 
2 r 2 ;:> 
2 
= o 
S<rs ]J) 
r 
E<SQblocos> = E [s E <y y ) J = E [s ( E y - r y ) 1 
I= I 1 . j ;:;: 1 1 . 
s s k 
y = ~ + 6 + _L E E ó 
" 1 . i s k=l j=l 1j lj 
2 2 2 -2 s s k 2 
E<y ) = ~ + 2~ 6 + 6 + s E ( E E ó 
" 
) 
1. k=1 j=l 1j 1j 
s s k s s k s 
pois E E ó e = E e E ó = E e = o 
k=l j=1 lj 1j j=1 lj k=1 lj j=l lj 
r 2 2 
E <SQbloeo.P.~) = s [ [ E<y ) - r E (y ) l = 
======> 
1 = 1 i. 
2 r r 2 ::2 
=s[r]l +2UE B + LB -rlJJ 
1=11 1=11 
r 2 
E<SQb}QCOS) = s E B 
1 =I 1 
? 
= ~ + 2~ 6 + 
-
? 
2 
B 
1 
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r g 2 r a 2 2 
E(SQtoU = E [ E E (y - y ) ] = E [ E E y - rs y 1 
1=1 k=1 lk 1=1 k=1 lk 
a k 
y = ~ + 6 + T + E 6 
" lk k j=1 lj lj 
2 2 2 s k 2 2 
E(y ) = ~ + 2~ 6 + 2~ T + 6 + 26 T + E( E 6 
" 
) +T = 
lk k k j=1 lj lj k 
2 2 2 s 2 
= ~ + 2~ 6 + 2~ T + 6 + 26 T +T + _l_ E ~ 
k I I k k s j=1 lj 
s k 2 s k 2 2 k k 
poi::J E( E o e ) = E [ E ( ô ) 
" 
+ E E o 6 .. 
" 
1 
j=1 lj lj j=1 lj lj j j' I j I j, lj lj' j.j. 
r s 2 2 2 s 2 
J':(SQtotl = E E ( ~ + 2~6 + 2~ T + 6 + z6 T + T + _L E 
" 
) 
1=1 k=.t I k I I k k B j=t lj 
r s 2 s 2 r 2 
======> E<SQtot> = E E e + r E T + ~ E B 
1=1 j=1 lj k=t k I =1 I 
ECSQres) = E<SQtot) - F.<SQtrat) - ECSQblocos) 
===> E(SQr~s) ~ (r-l)(s-1) S çom 
2 r 
S = __ 1__ E 
r(s-1) 1=1 
s 
E (x 
j=1 lj 
2 
- X ) 
!. 
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APi!HDICE B 
t. 
A matriz RR é simétrica,pos1~iva semi-definida, e dR po~to p. 
Ela tem ent~o, p auto valorRS positivos, 
2 
s 
I 
2 
? s 
2 
2 
? s 
3 
2 
} ... ~ s ) o. 
p 
Seja u 
'I 
i= 1, 2,. , , , p um correspondente conjunt.o ortonorma 1 
t. 
de auto vetores de RR . Isto é, 
v = __ 1_ __ 
j s 
i= 1,2, ...• p 
t 
R u 
I 
i= 1,2, ... ,p. 
<B .lJ 
<R.?) 
Ent.~o v ,i= 1,2, ... ,p, é um conjunto ortonormal de auto veto-
t. 't 
reEI de R R. 
t. 
R R ~ 
I 
Para provar Rssa 
t. t 
= __ 1.. __ R RR ~ 
s I 
I 
aflrmaç~o. considRr~ 
Utilizando (8.1), resulta que 
2 
t. s t t 
R R v ~ ___ l__ R u ~ s R u 
s I I I 
I 
Mas, por {8.2) novam('lnt.e, t.€l'mos que 
t 
R u = s ;:t 
I I 
Por <B.~>. 
(fl.3) 
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que subs~Jtuindo ~m <B.2) , produz 
t 
R R v 
i 
2 
= ~ 
i 
t 
1= l,2, ... ,p s~o auto vetores de R R. 
ma 1 • 
Vamos mostrar agora, quE=t os v s f'ormam um conjunt.o ortonor-
i 
< v v 
-j 
Considere o produto 1nt8rno de v e y 
i j 
t t 
> = < __ 1__ R u __ L_ R u 
j s i s j 
i j 
t 
> = 
= 
___ L ___ < u RR u > = _ __ 1_ __ 
s s i j s s 
i j j j 
s 
= ___ j ___ < u u > = o ~" 
s -i J 
t 
= 1 se 
? 
< u R u > = 
i j j 
j f j 
= j 
O conjunto (!:!-
! 
t= l, ... ,p) é uma bas~ ortonormal p~ra G<R> 
o ~~paço coluna de R.Tome 
de C<R>. Ent~o o conjunto 
m 
bas~ ortonormal de E e 
t 
uma 
de 
R u = ~ 
# 
I= p+l, •.. , m. 
i 
A8 matrizRs 
U = <u ·~ , 
1 2 
• 1 ~ ) B 
p 
v 
base (u 
# p+1 
vetores (U 
# 
1 
.... 
aão,por construção, ortogon~is. 
•... ,u 
... 
:'! ) 
p 
-m 
.. u 
# 
p 
) 
·!! 
do ort.ocomp 1 E'lmE'tnt.o 
. , B ) 
" 
uma 
p+\ m 
Considere agora 
t 
URV:::oS=<a) 
lj 
Para 1~ 1 ~ p 
t 
" 
= u R v = __ l__ 
- -IJ j B 
j 
Par?~ I > p • 
" 
para j > p • 
t 
u 
I 
R 
" 
t 
u 
-
R 
v 
j 
Assim, s é da forma 
s 
t 
s 
2 
s = 
75 
1~ j ~ p • 
2 
t 
" RR u 
-
= 
_ __ j __ u 
j 9 
I 
= o ====> a = o 
lj 
= o====> a = o 
lj 
S-
p 
----------------1----------
1 
I 
I 
t 
u = 
-I j 
,.. j 
'r I . 
Der: de quE'! U e V s'ão mat.r i 7.ea ort.ogona i~, ( B. 4) 
t 
R= USV , que prova <2.4.5). 
(fl.4) 
9 B8 J =j 
j 
= o 
implica 
Expandindo o lado direito de (B.5), podemos vBrificar (2.4.4}, 
compl~tando a prova. 
" 
"' 
H 
1-.'i 
J-6 
J-7 
J-8 
1-10 
1-12 
I-16 
1-20 
l-32 
1-50 
1-100 
2-4 
2-5 
2-6 
2-7 
2-8 
2-lU 
2-12 
2-16 
2-20 
2-.12 
2-50 
2-1(}() 
H 
3-5 
3-6 
3-7 ' 
3-R 
.3-10 
3-12 
3-16 
3-20 
3-32 
3-5H 
3-100 
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APt:HDICE C 
TABELA Cl 
VALORES ESPERADOS DE AUTO VALORES, 
ALEATóRIOS HORKAIS (VALORES 
PARA DESV lOS 
K> 
·I 
6.4!l 
HA7 
<J.Ilü 
]].ól 
12.H!l 
l.'i.O!l 
17.96 
2.].3.1 
·2H.2U 
42.1!6 
li.3.H:':i 
120.90 
1.97 
3.04 
4.01 
5.06 
6.06 
7.111 
9.'1R 
\4.0fl 
Ji.'JO 
29.1J9 
1t\.IO 
9lUI 
0.27 
.67 
I.).') 
1.72 
2.26 
3 .. 1':1 
4.1!7 
7.74 
10.66 
20.14 
35.12 
79.50 
-- --------·--
------··- ~- ------
'• (, 
11.47 
10 .. 17 
11.112 
13.5'1 
14.75 
1!1.11 
21.01 
26.29 
31.87 
46.77 
68.93 
126.58 
J.!H 
4.25 
5.45 
6.72 
7,711 
Hl.IO 
12.50 
16.80 
21.27 
:1-Ull 
S:l.S-~ 
IOS.6Y 
0.67 
1.3H 
2.22 
3.011 
3.72 
5.42 
7.11 
10.6:-i 
ILH 
2.'l.1 I 
41.62 
89.411 
9.86 
11.H2 
13.:\5 
I S. H 
]{,_!12 
20A2 
22.85 
28.87 
36.78 
50.83 
73.74 
132.94 
4.01 
5.45 
6.96 
8.21 
9.68 
12.15 
14.60 
19.51 
25.S·I 
.1B .. 1B 
58.35 
112.21 
Ll5 
2.22 
3.17 
4.15 
5.23 
7.2/l 
\l.lf> 
IJ.IH 
1/l.(ll) 
2'J.:l1 
.n .57 
97.12 
7 
11.61 
J:t!il) 
15.'14 
17.11'1 
1/l,l)] 
22.89 
25 .. ')9 
Jl.ll3 
37.16 
53.77-
77.62 
138.45 
5.06 
6.72 
8.21 
9. 77 
11.21 
14.26 
16.77 
22.1R 
27.02 
41. )!", 
(>2.61 
Jl8.49 
1.72 
3.08 
·1.15 
S. H 
6.48 
ll.% 
I J .05 
15.55 
19.ó'J 
:12 .. H 
51.70 
103.02 
--,, 
lU 
12;118 15.08 
H.7S 1/l.l\ 
lú.\12 20.42 
18.91 22.89 
20.72 H.IS 
24.15 27.81 
27.67 31.88 
34.52 38.81 
40.70 45.11 
57.50 63.21 
81.68 68.66 
143.64 153.00 
6.06 ?.RI 
7.78 10.10 
9.68 12.15 
11.21 14.26 
12.73 . 15.70 
15.itl 19.21 
11!.72 22.12 
24.26 28.60 
29.77 33.116 
4H:I 50.22 
M.57 73.16 
123.4/l IJJ.SB 
2.26 3.39 
3.72 5.42 
5.2.1 7.28 
6.48 8.95 
7.76 10.39 
w.:w 13.:'1/l 
12.1\0 16.0:1 
17.61 21.33 
22.3.'/ 26.30 
3S.(o.", 41.24 
SS.72 62.49 
109.26 . 119.49 
12 
17.96 
21.01 
22./l!'l 
25.59 
27.67 
Jl./l/1 
35.39 
42.76 
50.00 
6R.60 
95.11 
161.58 
9.98 
12.50 
\4.60 
16.77 
]8.72 
22.12 
25.28 
32.43 
.~11.32 
55.54 
80.12 
142.62 
4.87 
7.1l 
9.)5 
Jl.O.S 
12.80 
I(LÜJ 
]/l.ll.'l 
2S.03 
30.50 
4fdl 
68.76 
127.74 
"' 
23 .. U 
26.29 
2B.87 
3J.Il3 
:\.1-.52 
:~H.BI 
42.76 
51.08 
51l.ll 
76.62 
107.41 
176.32 
14.08 
16.80 
19.51 
22.18 
2-1.26 
2!!.60 
32.43 
39.68 
•ió.OS 
65.:12 
9UI 
156.95 
7.74 
10.65 
13.18 
15.55 
17.61 
2J.:J.'l 
25.0:~ 
31.79 
.17.73 
sr •. IH 
H!J.J() 
143.20 
:w 
28.20 
31.H7 
:lú. 7!1 
.'l7.16 
40.70 
45.11 
50.00 
5!!.11 
66.3<1 
Rfl.71 
I 17.36 
192.08 
17.90 
2\.27 
2S.S4 
27.02 
29.77 
3:J.Il6 
38 .. 32 
46.0.5 
.'i::!. 76 
7·Uil 
101.51 
171.26 
IO.f.ú 
14 .. H 
111.06 
19.6') 
22 .. ~!"· 
26 .. 10 
:Jll.50 
.17.73 
4.J.!H 
MAl 
'JO.H 
156.:lR 
~ 
1-,J 
1-S 
1-6 
1-7 
1-{) 
1-IU 
1-12 
1-J(, 
t-:.w 
1-32 
I-SO 
1- J(JO 
2--1 
2-S 
2-6 
'l-i 
2-8 
2-10 
2-12 
2-16 
2-2() 
2-.12 
2-r,o 
2-100 
3-·~ 
:l-.'i 
:l-6 
3-7 
:1-11 
:1- ){) 
3-12 
3-16 
3-20 
.3-32 
3-5{) 
:-1-lUU 
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TABELA C2 
DESVIOS PADRBES DE AUTO VALORES, PARA DESVIOS 
ALEATóRIOS NORftAIS 
--
1 
" ' 
7 
" 
I fi 
" 
16 :.w 
----
:\.2·1 :uu 4.115 4.:\h 4.52 4.72 r •. zr, S. 71 6.2:. 
;Ut1 4.11:1 4.12 4.2H 4.71 5.12 5.4.'} 5.1:14- (J.'I() 
4.!15 4.12 4.30 4.H8 4.71 I - .'l.M 5..'>1 6.0'/ 6.92 
4.:\ú 4.28 4.88 4.HO s.rr, 5.28 5.M 6.0.1 6.51 
.J-.~>2 UI 4.71 5.1fl 5.2(, 5.:10 ().!r.:' 6.4') 6./lll 
4.72 5.12 S.64 5.28 s.:m 5 . .'i0 6.41 fL2.'i 6.1!9 
s.zr, s.-ts 5.51 S.M 6.!12 úAt· úll5 (J .. 17 7.S3 
5.71 .'i .IH 6.09 6.()3 6.4!J 6.2.'> 6.57 7.10 7.()0 
6.2.'} 6.40 6.92 6.51 6./lH 6.89 7 •• '>3 7.ú0 7.87 
7.38 7.59 7.96_ 7.89 7.98 8.02 R.26 8 .. 17 8.77 
9 .. íS 9.55 9.44 8.88 9.1» 9.36 9.77 \1.86 ]U.Jú 
I - r2.9ú 12.22 12.50 11.84 l J. !16 11.67 1!.59 11.95 12.19 
.1.39 1.77 2.08 2.25 2.62 2. 77 3.17 .L'ltí 4.11 
1.77 2J).t 2.29 2.48 2.70 3.1 I 3A3 3.95 4..12 
2.08 2.2lJ 2.úl 2.8.3 2,<).~ .1.:16 3.Ml 4 . .00 ·JAú 
'1.'15 2.'111 vn 3:04 3.0·~ 3.:-16 .1.i7 4.20 4.72 
2.62 2.70 2.94 3.tH 3.17 3.43 3.82 4.26 4.7S 
2. 77 3.11 3.36 .3.36 .~A-3. :t\JY 4.0Y 4.6(1 s.oo 
3.17 3.4.3 3.68 3.77 3.82 4.0Y 4.10 4.1:15 ·1.93 
3.56 .3.\/.'i 4.00 4.20 4.2(, •1.66 4.85 5 . .30 s.ss 
4.11 4.32 4.46 4.72 4. 75 5.00 4.9.1 5.55 5:83 
.'i.Mi S.2•1 S.60 5.44 ;,,52 5.82 ,';.8H 6.27 6.:..!0 
(i,'J:1 7 .O'J 6,7Y 6.96 6.61 6.'ll 7.!11:1 7..16 7.20 
10.15 9.59 9.08 9.56 9.04 9.23 8.90 9.27 9.41 
o .. n O.ú<J 0.92 1.20 1.:Js L 72 2.13 2.80 :\.14 
-
.m . .'17 I.:n ].5(, U•6 l.U(• 2.:m :2. <)() :J.:J(o 
.'!2 J.:.n 1.53 1.75 2.00 2.21 2Af> 3.0H 3.•H 
1.2tl l.Sú 1.7.'; 2.0() 2.07 2.4.1 2,C)(J 3.32 3.(12 
J_-.15 l.ú(o 2.00 2.07 2.:11 2.62 2);10 :-l.l'J :l.:,r, 
1.72 1.116 2.21 2.4:1 2.62 2.9.1 ;-1.1 I 3.5:1 :UJII 
2.1:1 2.30 2.46 2.6(, 2.80 3.11 3.:14 3.60 - 3.87 
2.110 2.'JU :i. OH 3.32 3,)<) ;i,;,;i 3.60 4.17 4.45 
:l.H 3.:1(, 3.4·1 3.62 :J.5(, 3.6R :UJ7 4.45 ·k 7(, 
4 .. 'i'J •l.29 4.53 4.5.'i 4.60 4.52 4.'JH 5.{)<) .'d8 
r;,S-l .).6-1 S.68 5.67 5.8•1 5. 78 . 5.77 5.87 6.01 
'J.21 8.27 8.12 7. 77 7,<)8 7.113 7.36 8. I 1 11.05 
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TABELA C3 
VALORES ft EXPRESSOS COftO PERCEHTAGEft DO TOTAL DE 
GRAUS DE LIBERDADE DA JHTERAÇXO 
1-4 71.54 
J-5 6'J.12 
1-6 
H 
1-8 
J-10 
1-12 
65.6 
62.9 
60.fill 
57.6-
5-~.R 
,, 
I 
I 
o 
1-lti 51.()3 
1-20 49.72 
1-32 46.0 9 
I-SO 4.1.39 
HOO 40.4· I 
2-4 22.39 
2-5 2S.tl( 
' ) 2-6 ~(1.()< 
2-7 27.b-
' 2-8 2?1_6 I 
2- lO 2'}.~(: 
' 
2-12 :10.311 
2-16 31.2 I 
2-20 3J.Sl 
2-.12 .12.2.1 
2-50 :l2.i2 
2-100 .12.'J.1 
3-1 3.07 
3-5 S.S2 
1-6 7JJ.'i 
3-'i 9.42 
.1-ll Hl.71 
.. l-10 \2.!ll 
' 
.H2 l'tll2 
3··16 17. \( 
' 
3-ZO 11!.77 
,1-:12 2\H 
' 
.1-;,o :nu9 
3-\00 26.h.1 
- -
' 
-------
69.42 
6.1Jl.1 
59.01> 
55.!1.3 
5.~.67 
.'i0.46 
47.H 
4klB 
41.89 
31l.l2 
3.').36 
32.14 
25.06 
26.-H 
27.25 
27.75 
21l.13 
28.13 
2R4J 
2!l.17 
27.96 
27.ü2 
27.-14 
26.80 
5 . .">2 
R.S6 
ll.OH 
12.7S 
].1.'11 
IS.O'J 
](J.!.í 
17.R.1 
11l./l6 
2o.:m 
21..11 
22.65 
-
- ..... 
,, 7 8 
--------
-----
65.66 62.91 60.tí8 
S_'J.Ofi 55JI3 5.H!7 
54.05 Sl.57 411.411 
51.57 47.70 45.50 
4/l.'i.R 45.50 42.79 
44.96 41.47 38.66 
42.26 3H.84 36.07 
38.8:-i 3S.o7 32.61 
36.74 32.96 30.3(1 
32.71 29.41 26.42 
29.98 26 .. % 23.73 
26.% 23.40 20.82 
26.69 27.ú7 2M\ 
27.25 27.7.5 28.13 
211.09 27.41 27.72 
27.41 27. 1.3 26.86 
27.72 26.!1(1 26.17 
2rd~5 26.01 25.0.5 
2f>.R6 2S.44 24.36 
26.17 N.5U 22.99 
2S.SS 2:!.77 22.24 
21.n 22.37 20.53 
23.76 21.28 19.36 
22.72 20.01 17.87 
7.(,;, H2 10.71 
li.OH 12.7S 13.41 
12.7fl IJ.86 14.96 
].1.!lh 1S.I2 JS.SO 
H.% \.'-,.~,o 15.9·~ 
li..! O 16 .. 11:1 Hí.!'>7 
)(),77 Jü.7() 16.(J.í 
17.66 17.19 16.71 
H\.llll 17..10 16.72 
JB.<JO 17.Só ](,,4-J 
I'J.37 17 .. 'i7 16.21 
19.66 17.38 15.111 
111 12 
"' 
-----· 
-- --- --- --
57.M 54.110' 51.6.1 
50.46 17.7-t 44.18 
44. 9(, 42.2(, 3RJI.'l 
41.47 30.84 35.07 
3RJi6 .16.07 32.61 
31.SS .12.36 211.73 
.12.36 29.96 25.90 
28.73 25.90 22.59 
26.54 24.08 20.62 
22.77 20.13 16.96 
20.H 17.69 14.53 
17.15 14.83 J 1.90 
29.56 31).,31:1 31.21 
28.U 28.40 28.17 
2fl.H.'i 2(J.8(J 26.17 
26.lH 25 . .)4 24.50 
2.1.0.') 24..16 22.99 
2.1.83 22.11 21.18 
22.-t\ 21.16 19.65 
21.18 l'J.f>S 17.ri8 
19.8/l 18.·10 16.28 
18.06 16 .. 1() 14.08 
16.(,1 14.H9 12.38 
14.98 13.09 10.59 
\2.1l0 I ·l.B2 17.](1 
1.5.09 Ho.IS 17.83 
16. 1\) \6.71 17.66 
16 .. 11! 16.76 17.19 
16.~>7 ]6,(oS ]6.71 
1(J.5B 1h.2:l 15.79 
](J,;,!;\ l.'i.76 I S. i f> 
IS.71J 1s. r6 1-1.09 
J,'iA2 11.().1 ].:U2 
1·Ul2 13.59 12.0:1 
\1.1B 12.77 10.1\H 
13.40 1 1.73 9.66 
-
I 
--
211 
---
49.72 
4i.R9 
36.7• 
32.9 6 
30.30 
2().5 
24.0 ' B 
20.62 
18.27 
14.97 
12.66 
10.21 
3 J.,'i 1 
27.96 
25 .. 'i.í 
23.77 
22.24 
19.88 
1H.4U 
16.28 
14.83 
12 . .56 
lll.93 
9.10 
11:1.77 
18.86 
18.(!8 
]7,.'1(1 
16.72 
][,,.1,2 
]4,(1;1 
);!.:\2 
12.44 
1\).90 
'1.71 
8.31 
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API!!NDICE D 
VALORES CRfTICOS PARA 
• 
• • 
, 
Oprer 10\ 
.9~750 
.97•3• •8J'9 
.. ., .. 
·84\la .8011 
• ,Ul!o .OlJO .~911 .6398 
' 
.9919• 
-7631& .&540 .6351 .ssn 
• .06ó0a -703\ .&487 .sns .1062 • 5098 , 
,llOOa .. , .. 
.6017 .SITO 
·••n -~•a• .3982 
"· 
.80lla .• s •• .5691 .1001 .ll\63 -~119 ,3830 
" 
_, .. ,. 
-6021 .Slll .osso ,lllJT • 3815 .316! 
• • lll!>a · S1J7 . •a•J . •n• .3171 • 3101 .3013 
" 
.UIGa 
·1161 ,lll06 
·'''" 
.3319 .199:2 .2116 , 
.6U1a 
·•187 .3978 ,3362 .2913 .262• .2226 
'"' 
.&Olla 
·••n .3.90 .29"2 .25JJ .nss -~850 
Upper '' 
...... 
... , .. 
·0167 
·"""" 
·9Blla 
·"""' • ,9006a ·8101 .n•• .6681 
' 
.9Hia 
·IM lo .6823 ,6703 . 5917 
• .nJ•a .;eu .6815 • 1981 • 5733 .1345 , 
.16JOa . Jo•J .6361 • 5901 • 5096 . •uo . 4143 
" 
.1357& •G!lG .S979 . ~·~~ ... 174 . 0101 .•oH 
" 
• 1950& •629.1 .SlS~ -"'60 .'227 .3 .. 1 .3:1>0 
" 
• 76Sla ·6290 .sos• .45•2 .3932 'Jf~l .3139 
" 
,1l11o • 5349 ..... • 3894 ..... . 3105 ..... 
" 
,611Ja . 5076 •• 127 .3•12 .3002 .2106 .n•• 
"' 
.62100 
'""" 
.3511 .30" .n•• .llU .1092 
~ 
.999970 
• ,9911& ·8930 
' 
.981la 
-9303• .9M' 
• .971>3& -9082 • 7825 .n•• 
' 
.9587& 
-liHo ,7325 • 7325 .6.57 
•••••• .a ... • 7"07 
·""" 
.6241 ,\809 
" 
-•1"• 
. "'" 
..... ,6516 ... , 
. '""' 
_,.,, 
" 
.9179& 
-7•11 .651' .5702 .5170 .4911 ,4311 
" 
...... 
·6256 
. """ 
.SH7 ,0560 ,4331 .3621 
" 
.,8}&4o 
. 5966 • 5062 .'<955 -~229 .3945 .l~·· 
" 
.1S1lo ·1367 .• 788 ,4198 .3700 .lll6 .28111 
" 
• 7089& 
. so•J .•on ,3722 .3178 .ns• ,l4JQ 
... -~4981 
·"'63 • 3171 .Jl99 .1710 '2021 .1977 
• lndira!ro exnrl critlcniJlOint. 
2 
s I 
1 
" 
.3506 
.1911 
.2761 
.llll 
.1960 
.H9S 
,3j;6S 
,3064 
.2876 
.2335 
.2020 
.lOH 
.3969 
.3311 
.3095 
.2415 
.2139 
.169~ 
2 n-1 
t 
1=1 
s 
I 
" " 
.1162 
.2)26 .lo•• 
.l88l .1610 
,)lga ,)366 
.1279 .1001 
.2656 
·••o8 .2U7 
.H>O .1702 
·'•"' 
.1'23 
.1306 .uu 
.2137 
.2567 .n•9· 
.<o"' .IH6 
.17Jl ,1'~5 
-13~9 .IH9 
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APt!NDIGE E 
PROGRAMA S.A.S UTILIZADO NAS SIIIULACBES 
1• PARTE, GERACXO DOS GOIIPONEHTES DO HODELO 
PARA POPULACBES INFINITAS. 
MAC~O A'AL ISA 
TI TULQ; 
Do\TA 0400$; 
PllRAMTS; 
A~RAYUIII Ul-U4; 
4~RAY V(JI Vl-V4; 
A~RAV BLOCO!!) Bl-84; 
AqRAY TRATIJI Tl-T4; 
SSOL•O; SSQ2•0;SSD3•0:5504•0; 
01 I•l TO 4: 
J -=I ; 
BlOC8•NORMALIOI;SSQl"SSQl+BLOCO*BlOC0; 
TRAT=NORMAL(OJ:SS02=SSQ2+TRAT*TRAT: 
~=NORHAL(Ol;SSQ3=SSQ3+U*U; 
V=NORMAlf0};$S04=SSQ4+V*V; 
E~O; 
S S Ql" S QR T I 5 SQ 1 I ; S S 02• S QRT ( SSQ 2 l ; 
SSQ3,$QRT( SSQ3) ;SSQ4•SORTISS04J; 
00 I"l TO 4; 
J =I; 
HlOCO=BL~C~/SSOt; 
TRAT=TRAT /SSQ2; 
u"utssrn: 
~·VISSQ4; 
END; 
FILE PRINT; 
PHIBU=O: 
01 l•l ~~ 4: 
PHIBU=PHIBU + HLOCn~u; 
END; 
Prl!BU•ARCOSIPHIHUl; 
PHITV=O; 
DJ J=l T'1 1ti 
PHITV= PHlTV+TRAT*V; 
END; 
PrliTV"ARCOSIPH!TVl; 
PUT P!iiBU= PHITV= 
00 AMOSTRA=! TO 1000; 
:JO rJVF:R BLOCO; 
B = I ; 
O!J !lVER TRAT; 
. 
• 
T"J; 
Y=0.25+NB*Bl~Cn+NT*TRG{tTETA*U*V+NORMAL(Ol; 
OUTPUT 
END; 
ENO; 
E~O; 
KEFP AMOSTRA B T Y; 
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2• PARTE, CÃLCULO OOS TESTES DE TUKEY E HANDEL. 
P~OG MATR! X; 
FFTCH E'H D~TA = OADDSIKFEP=Yl; 
T=4; 
8=4; 
MANDEL=6,45/l.97/0.27/l.OO; 
T~ATl=J{l,T,O) i BlOCDl=J1BrltOJ; 
DSVTR=J(B,T,OJ; DSV~l=J(A,TrO).; 
CClNST=T'~B-1; 
DO AMOSTRA ~ 1 TO 1000; 
INOl=(AMOSTRA-ll * T*~ +li 
IND2: INDl+CONST; 
Z=ENTI I NO!' INDZol; 
Y=SHAPE( z.,T I; 
00 COL=l TO T; 
TRATl{,COll= SUMCY!,Cnlllii/A; 
END; 
TRAT=J(B,lrll ã'l TRATl; 
DO L lN=l TO H; 
BLDCOl(L[N,J=SUM(YlllN,) IH/T; 
END; 
BLflCO=BLOCIJl.;! Jtl,T,ll; 
MEDI4. = SUM(V)I//IB*T} * J{B,T.,l); 
DO (1Jl=l TO T; 
IJSVTR(rCOU=TRATI,COL)- MEUIAl,COLl: 
END; 
DO LIN=l TO B; 
OSVBLIL!N.I = HLOCriL!N,I - ~EDIAILIN.I; 
END; 
RESD = Y-TPAT-BLOCO+YEDIA; 
MSBL= SSQIOSVBLI•IIB-ll; 
MSTR=SSQIOSVTRI./IT-11; 
MSRESD=SSQIRFS0)#/1 IB-li*IT-tl.); 
SQTOT=SSQIVI- SSOIMFDIA); 
VDSVTR=OSVTR ( 1, .I; 
VDSVBL=OSVtlll ,11; 
S1MA=VOSVPL'* Y * VOSVTR'; 
SOMA 2 .,.S n MA.# 11 2 ; 
VOSVBL2~SSOlVnSVBt.l: 
VDSVTRZ=SSQIVDSVTR); 
SQTUK=SOMAZ<I(VDSVBLZ# VDSVTP.2J; 
SQREST~=S,QIRESDI - SQTUK; 
MSTUKEY=IB * T- B- T) * SOTUK#/SQRF.STn; 
DFD=O,>T-H-T; 
OFN= l; 
S VD U Q V R E SO; -
R= R4NK (-DI; 
TH1P=U; 
UI,RI=TEr>iP; 
<CONTINUAÇXO>, 
TE~IP•O; 
Q(R,J=TEMPõ. 
TI:MP-:=V; 
Vl,Rl=TEI'-IP; 
M=Q#NZ; 
Mlf1Z=Mil,!l #/MIZ,!I; 
MSMANO=MI/MANDEL; 
SQRESD=SSOIRESDI; 
RVM::M{l, 11#/SOR.'::SO; 
!F M5TUKEY>5.3 THEN rn: 
DECTUK=l: 
5IGMATUK=50Ré5TO#/DFO; 
END; 
EL5E DO; 
OECTUK=O; 
SIGMA TUK =MSRE 50; 
END; 
!F RVM>0,8567 THEN OC; 
DECRVM=l; 
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SI Gl~ 1\ MAN = 1 SQ R F. SD- f.! ( 1 , l ) ) #I ( l B -1 I'~ (T -1 I -6. 4 5 J ; 
5 I GM A R VM= t 50 R F 50- M {1 , li I #I t B *TI ; 
END; 
El5E DO ; 
DfCRV11=0: 
SI Gl-11\ MAN=MSR ES n; 
SIGMARVM=O; 
ENDi 
IF MlM2>17.4997 THEN OfCMlMZ=l;ELSf OECMlMZ=O; 
SAIDA=SQRF50 11 5QTUK li Mll.ll li Ml2oll Jl MlM2 li MSTUKEY li 
RVM li 
9ECR VM I I SI GMAMAN li SIG.ATUK I I OECTUK lI 5 IGMARVM li DECIHM2: 
OUTPUT SAlDA OUT = STATl; 
ENJ; 
OATI\ STATLIRFN~Mf=IC~Ll=SORESO COL2=SCTUK COL3=MANIJEL1 CDL4=MANDEL2 
COL5=MlM2 C~l6=0MTUKfY COL7=RAZAOVM COL8=DECRVM COL9=V4RMAND 
COL!O=VARTUKFY COL!l=DECTUK COll2=VARRVM COLl3=DECMIMZII: 
SET STAT!; 
PROC UNIVAR!ATE PLOT; 
PROC FREQ; 
TABLE5 OECRVM*DECTUK : 
PRnC FREQ; 
TABLES OECMlMZ*DfCTUKi 
PROC FREQ; 
TABLES DECf..1lM2,.~DECRVM; 
PRJC DELETE DATA = nAonS STATl ; 
; 
MACRO PAPAM--lS 
RETAIN NB 1 
NT l 
-TETA O; 
%. 
MA:R~ TITULO 
TITLE NB=l NT=l TETA=O R~P=l; 
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APf:NDICE F 
PROGRAKA UTILIZADO NA AKOSTRAGEK EK POPULAÇõES FINITAS (BASIC) 
·~-'f) ,-:, ·j -·-·· 
(~9 .rr r:·:u·1P="·r 
;:'"<:} G~ Ut-! T ··:: :) 
H~~>.: 
:~ ~' :l (.~ 
1·~~-- --=~ 
-t0:<': 
i <~ i o 
i ~> ~~-' ':) 
:1 ~~ :.{~ 
l ('-;':_\ 
.1 -(~ -:;; ~---
r>··~ .- (Jt 
'· .! J c 
;_:;.;):i.:? 
~-: ·J :t .l'j 
;_;;\;tt: 
;~' (;~ ?0 
;_? ~? ~:.: ~-
:::: (~ ·=! () 
,., ,,r.:·'\ 
"·· ,, ._.) \. 
; .. ~O-:~n 
;_:_, () /::) 
;,;~ .'j :J ~) 
::.~ -:~ (_;·· 1,_\ 
-~·:H} t,? 
::;·~t (I] 
'.l ~-:' ~) (.> 
·:· ('· '! 0 
,, ·\ . ,, 
.. ·.:.• .... 
-::: ':~· ::; ';:! 
. .-: ' ' . -, .') 
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