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Abstract - Technology neural network system has been implemented in various applications, especially in 
terms of forecasting (forecasting), including backpropagation that can be applied to predict foreign exchange 
rates. There are two steps being taken in this backpropagation method of training and testing phases. In 
this network backpropagation algorithm is given a pair of pattern - a pattern that consists of the input 
pattern and desired pattern. When a pattern is given  to the network, weights - weights modified to minimize 
the differences in the pattern of output and the desired pattern. This exercise is performed over and over - 
re-issued so that all the patterns the network can meet the desired pattern. The next stage is the testing 
stage. This stage begins by using the best weights obtained from the training phase to process the input 
data to produce the appropriate output. It is used to test whether the ANN can work well is that it can 
predict the pattern of data that has been drilled with a small error rate. From the test results using data 
from the monthly period in the training process the network can recognize input patterns are provided so 
entirely in accordance with the target. While testing with the use of data daily and weekly period that does 
not comply with the given target, it is because the network requires more data to identify patterns provided. 
As more data are trained, the better the network will recognize the pattern - a pattern so that the results 
more accurate predictions, but will be impacted by slowing the process of training. 
 






Setiap negara mempunyai mata uang sebagai alat 
tukar. Pertukaran barang dengan uang yang terjadi di 
dalam negeri tidak akan menimbulkan masalah 
mengingat nilai barang sudah disesuaikan dengan nilai 
uang yang berlaku. Masalah akan timbul jika barang 
berasal dari negara lain. Sehubungan dengan itu, perlu 
adanya mekanisme yang menyediakan akses untuk 
menukarkan mata uang asing sehingga pembayaran 
dari barang tersebut dapat diterima. Dengan kata lain 
dibutuhkan transaksi valuta asing untuk menukarkan 
mata uang antar negara [1]. 
Bursa valuta asing atau foreign exchage market (FX 
market) adalah jenis pasar yang memperdagangkan 
mata uang suatu Negara terhadap mata uang negara 
lainnya. Harga yang dibentuk dipasar ini merupakan 
hasil dari permintaan (demand) dan penawaran 
(supply) valas [4]. 
Peramalan merupakan suatu proses untuk 
memprediksi kejadian ataupun perubahan di masa 
yang akan datang. Dalam suatu proses kegiatan, proses 
peramalan ini merupakan awal dari suatu rangkaian 
kegiatan, dan sebagai titik tolak kegiatan berikutnya. 
Pemodelan time series seringkali dikaitkan dengan 
proses peramalan (forecasting) suatu nilai 
karakteristik tertentu pada periode kedepan, 
melakukan pengendalian suatu proses ataupun untuk 
mengenali pola perilaku sistem. Dengan mendeteksi 
pola dan kecenderungan data time series, kemudian 
memformulasikannya dalam suatu model, maka dapat 
digunakan untuk memprediksi data yang akan datang. 
Model dengan akurasi yang tinggi akan menyebabkan 
nilai prediksi cukup valid untuk digunakan sebagai 
pendukung dalam proses pengambilan keputusan. 
Salah satu metode peramalan yang berkembang 
saat ini adalah menggunakan Artificial Neural 
Network (ANN), dimana ANN telah menjadi objek 
penelitian yang menarik dan banyak digunakan untuk 
menyelesaikan masalah pada beberapa bidang 
kehidupan, salah satu diantaranya adalah untuk analisis 
data time series pada masalah Forecasting [3,4]. Salah 
satu jaringan yang sering digunakan untuk prediksi 
data time series adalah Backpropagation neuron 
network. Dalam penulisan ini akan dibahas mengenai 
penggunaan jaringan saraf tiruan backpropagation 
untuk memprediksi kurs valuta asing. 
 





II. TIJAUAN PUSTAKA 
 
Valuta Asing 
Valuta asing dapat diartikan sebagai mata uang 
yang dikeluarkan dan digunakan sebagai alat 
pembayaran yang sah di negara alin. Didalam hukum 
ekonomi bila terdapat suatu barang dan keduanya 
bertemu maka akan terbentuk dua hal yaitu pasar dan 
harga. Begitu juga halnya dengan valuta asing, bila 
permintaan terhadap valuta tertentu bertemu dengan 
penawaran valut yang sama makan akan terbentuk 
pasar dan harga. 
Pasar valuta asing dapat diartikan tempat 
bertemunya penawaran dan permintaan valuta asing 
[2]. Pasar valuta asing terdapat diseluruh dunia dan 
dilakukan mulai dari perorangan sampai pemerintah. 
 
Prediksi Kurs Valuta Asing 
Salah satu aktivitas penting yang dilakukan oleh 
para pelaku pasar dipasar valuta asing adalah 
melakukan analisis untuk memprediksi arah kurs 
valuta asing di masa mendatang. Prediksi kurs valuta 
asing ini sangatlah penting dilakukan mengingat 
dengan melakukan prediksi ini maka para pelaku pasar 
dapat menghindari kerugian dan bahkan memperoleh 
keuntungan dari pergerakan kurs valuta asing.  
 
Analisis Fundamental 
Analisis fundamental adalah suatu metode untuk 
memprediksi arah pergerakan kurs valuta asing yang 
berdasarkan pada pengenalan dan pengukuran faktor – 
faktor yang mempengaruhi pergerakan kurs valuta 
asing tersebut. Analisis fundamental berusaha 
mengindentifikasi faktor – faktor apa saja yang 
mempengaruhi pergerakan kurs valuta asing dan 
melakukan pengukuran terhadap faktor – faktor 
tersebut untuk menentukan kurs valuta asing di masa 
mendatang. Adapun faktor – faktor tersebut biasanya 
merupakan faktor fundamental ekonomi, politik, 
keuangan, dan lain – lain. 
 
Analisis Teknikal 
Analisis teknikal merupakan suatu metode 
peramalan pergerakan harga dengan menggunakan 
informasi yang terkandung pada pergerakan harga di 
masa lalu. Analisis teknikal dapat juga diartikan 
sebagai suatu metode peramalan harag dengan 
menggunakan grafik. Saat ini analisis teknikal banyak 
digunakan oleh para pelaku pasar valuta asing dan 




Neural network adalah sebuah pendekatan dengan 
memliki kapasitas yang cukup besar dalam pemodelan 
prediktif, yaitu semua karakter menggambarkan 
keadaan yang tidak diketahui harus disampaikan 
kepada jaringan neural network yang dilatih, dan 
identifikasi (prediksi) kemudian diberikan. Penelitian 
neural network telah menyebabkan pengembangan 
berbagai jenis neural network. Neural network adalah 
model matematika yang mempelajari pola dari data. 
Mereka telah terbukti sangat efektif dalam rangka 
memecahkan klasifikasi danregresimasalah dengan 
penanganan non-linearitas antara input dan variabel 
output, mampu memperkiraan setiap fungsi di bawah 
kondisi tertentu [14].  
Neural networktelah digunakan untuk memecahkan 
berbagai jenis masalah sepertiklasifikasi, regresi, 
optimasi, clustering, dan prediksi. Masing-masing 
model yang digunakan untuk peramalan time series 
membutuhkan dua parameter khusus. Yang pertama 
menunjukkan ukuran jendela waktu, yang akan 
digunakan sebagai masukan untuk memprediksi deret 
waktu. Yang kedua Parameter mewakili jumlah 
periode mendatang untuk jaringan yang menyediakan 
ramalan. 
Neural network ditentukan oleh 3 hal [15]: 
1. Pola hubungan antar neuron (disebut arsitektur 
jaringan). 
2. Metode untuk menentukan bobot penghubung 
(disebut metode training atau learning). 
3. Fungsi aktivasi, yaitu fungsi yang digunakan untuk 
menentukan keluaran suatu neuron. 
Seperti yang ditunjukkan pada Gambar 2.2, satu sel 
syaraf terdiri dari 3 bagian, yaitu: fungsi penjumlah 
(summing function), fungsi aktivasi (activation 











































Jaringan Saraf Tiruan Backpropagation 
 
Algoritma Backpropagation merupakan metode 
pelatihan yang terawasi (supervised) dan dirancang 
untuk operasi pada jaringan dengan banyak lapisan. 
Backpropagation merupakan algortima pembelajaran 
yang biasanya digunakan oleh perceptron dengan 
banyak lapisan untuk mengubah bobot-bobot yang 
terhubung dengan neuron-neuron yang ada pada 
lapisan tersembunyinya. Arsitektur jaringan 
Backpropagation ditunjukkan pada gambar 2.2.  
 
 
Gambar 2.2. Arsitektur Backpropagation 
 
 
Gambar 1 menunjukkan arsitektur 
Backpropagation dengan 3 buah unit masukan (X1, X2 
dan X3) dan 1 lapisan tersembunyi dengan 2 neuron 
(Z1 dan Z2) serta 1unit lapisan keluaran (Y). Bobot 
yang menghubungkan (X1, X2 dan X3) dengan neuron 
pertama pada lapisan tersembunyi adalah (V11, V21, 
dan V31). Sedangkan bobot yang menghubungkan X1, 
X2 dan X3 dengan neuron kedua pada lapisan 
tersembunyi adalah V12, V22, dan V32. Untuk b11 
dan b12 adalah bobot bias yang menuju ke neuron 
pertama dan kedua pada lapisan tersembunyi. Bobot 
yang menghubungkan Z1 dan Z2 dengan neuron pada 
lapisan keluaran adalah W1 dan W2. Bobot bias b2 
menghubungkan lapisan tersembunyi dengan lapisan 
keluaran. 
Jaringan ini terdiri dari banyak lapisan (multilayer 
network). Ketika jaringan diberikan pola masukan 
sebagai pola pelatihan, maka pola tersebut menuju 
unit-unit lapisan tersembunyi, untuk selanjutnya 
diteruskan ke lapisan keluaran.Inisialisasi bobot (ambil 
bobot awal dengan nilai random yang cukup kecil). 






a. Tiap-tiap unit input (Xi, i=1, 2, 3, ..., n) menerima 
sinyal xi dan meneruskan sinyal tersebut  
kesemua unit pada lapisan yang ada di atasnya 
(hidden layer). 
b. Tiap-tiap unit tersembunyi (Zi, j=1, 2, 3, ..., p) 
menjumlahkan sinyal-sinyal input terbobot: 
 
𝑧−𝑖𝑛𝑗 = 𝑉𝑜𝑗𝑖=1
𝑛 + ∑ 𝑥𝑖𝑣𝑖𝑗  
 
gunakan fungsi aktivasi untuk menghitung 
sinyal outputnya: 
𝑍𝑗 = (𝑧−𝑖𝑛𝑗) 
dan kirimkan sinyal tersebut ke semua unit di 
lapisan atasnya (unit-unit output). 
 
c. Tiap-tiap unit output (Yk, k=1, 2, 3, ..., m) 
menjumlahkan sinyal-sinyal input terbobot. 




gunakan fungsi aktivasi untuk menghitung 
sinyal outputnya: 
𝑦𝑘 = 𝑓(𝑦−𝑖𝑛𝑘) 
dan kirimkan sinyal tersebut ke semua unit di 
lapisan atasnya (unit-unit output). 
 
Backpropagation 
d. Tiap-tiap unit output (Yk, k=1, 2, 3, ..., m) menerima 
target pola yang berhubungan dengan pola input 
pembelajaran, hitung informasi errornya: 
𝛿𝑘 = (𝑡𝑘−𝑦𝑘)𝑓(𝑡−𝑖𝑛𝑘) 
kemudian hitung koreksi bobot (yang nantinya 
akan digunakan untuk memperbaiki nilai wjk): 
∆𝑤𝑗𝑘 = 𝛼𝛿𝑘 𝑧𝑗 
Hitung juga koreksi bias (yang nantinya akan 
digunakan untuk memperbaiki nilai w0k): 
∆𝑤0𝑘 = 𝛼𝛿𝑘  
Kirimkan δk ini ke unit-unit yang ada dilapisan 
bawahnya. 
e. Tiap-tiap unit tersembunyi (Zj, j=1, 2, 3, ..., p) 
menjumlahkan delta inputnya (dari unit-unit yang 
berada pada lapisan di atasnya): 
 








kalikan nilai ini dengan turunan dari fungsi 
aktivasinya untuk menghitung informasi error: 
𝛿𝑗 = 𝛿−𝑖𝑛𝑗𝑓
′(𝑧−𝑖𝑛𝑗) 
kemudian hitung koreksi bobot (yang nantinya 
akan digunakan untuk memperbaiki nilai vij): 
∆𝑉𝑗𝑘 = 𝛼𝛿𝑗𝑋𝑖  
Hitung juga koreksi bias (yang nantinya akan 
digunakan untuk memperbaiki nilai. 
∆𝑉0𝑘 = 𝛼𝛿𝑗 
f. Tiap-tiap unit output (Yk, k=1, 2, 3, ..., m) 
memperbaiki bias dan bobotnya (j=0, 1, 2, ..., p): 
𝑊𝑗𝑘(𝑏𝑎𝑟𝑢) = 𝑊𝑗𝑘(𝑙𝑎𝑚𝑎)∆𝑊𝑗𝑘  
Tiap-tiap unit tersembunyi (Zj, j=1, 2, 3, ..., p) 
memperbaiki bias dan bobotnya (i=0, 1, 2, ...,n): 
𝑊𝑖𝑗(𝑏𝑎𝑟𝑢) = 𝑉𝑖𝑗(𝑙𝑎𝑚𝑎)∆𝑉𝑖𝑗 
Tes kondisi berhenti. 
 
III. METODE PENELITIAN 
 
Perancangan Penelitian 
Menurut (Dawson, 2009), terdapat empat metode 
penelitian yang umum digunakan, diantaranya: action 
research, experiment, case study dan survey. Penelitian 
ini menggunakan penelitian eksperiment, yaitu 
penelitian yang melibatkan penyelidikan perlakuan 
pada parameter atau variabel tergantung dari 
penelitinya dan menggunakan tes yang dikendalikan 
oleh si peneliti itu sendiri, dengan metode penelitian 
sebagai berikut: Dalam penelitian ini juga dilakukan 
beberapa langkah yang dilakukan dalam metode 









































IV. HASIL DAN KESIMPULAN 
 
Analisis Hasil Pelatihan 
Dari hasil simulasi jaringan saraf tiruan untuk 
setiap inputan data berbeda – beda. Adanya pengaruh 
learning rate, banyaknya data inputan. 
Learning rate yang digunakan untuk data harian dan 
mingguan adalah 0.5, proses epoch berhenti pada 8480 
untuk data harian, 2688 untuk data mingguan dan 
untuk data bulanan learning rate yang digunakan lebih 
besar yaitu 0.9, hasil proses epochs yang dihasilkan 
lebih kecil yaitu 67. 
Dari hasil diatas dapat diambil kesimpulan 
Penggunaaan learning rate terlalu besar, semakin cepat 
pula proses pelatihan, akan tetapi jika learning rate 
terlalu besar, maka algoritma menjadi tidak stabil dan 
mencapai titik minimum lokal. Gambar 4.1 
menunjukkan arsitektur jaringan untuk peramalan nilai 
tukar mata uang asing menggunakan 1 layer input, 1 













Load data pengujian 







Gambar 4.1 Hasil Program Pengujian Jaringan 
Saraf Tiruan 
 
Hasil Prediksi Mingguan 
Prediksi harga penutupan kurs valuta asing 
dilakukan setelah pelatihan jaringan untuk pola input 
data mingguan. Dalam hal ini jaringan diuji untuk 
memprediksi harga penutupan minggu selanjutnya 
untuk data pengujian sejumlah 11 data (5 Agustus 
2019 sampai 29 Oktober 2019). Dengan mendapatkan 
error dari selisih harga real  dan prediksi JST, hasil 
prediksi terlihat dalm tabel dibawah ini. 
 






Hasil Prediksi Bulanan 
Hasil pengujian yang didapat oleh jaringan 
backpropagation (5-8-1) untuk memprediksi harga 
penutupan kurs valuta asing (USD/AUD) pada bulan 
September, November dan December setelah diadakan 
pelatihan dengan pola masukkan data dari 1 Oktober 
2018 sampai 1 Agustus 2019. dapat dilihat dalam 
bentuk tabel 4.2 
 






Setelah melakukan pelatihan dan pengujian, dapat 
ditarik kesimpulan : 
1. algoritma backpropagation dapat melakukan 
proses prediksi, akan tetapi baik atau tidaknya 
nilai yang dihasilkan sangat dipengaruhi oleh 
penentuan parameter seperti besarnya learning 
rate dan jumlah neuron pada hidden layer. 
Berdasarkan hasil eksperiman yang dilakukan 
penulis jaringan yang menghasilkan konvergensi 
dengan epoch tercepat 67 memiliki parameter  
yaitu learning rate = 0.9, jumlah hidden layer =1, 
dan target error yang digunakan adalah 0.0001.  
2. Terdapat faktor – faktor yang mempengaruhi 
tingkat kebenaran prediksi pada jaringan saraf 
tiruan Backpropagation yaitu learning rate, taget 
error, jumlah data pembelajaran dan nilai bobot 
yang diberikan secara random yang pada tiap - 
tiap neuron 
3. Dengan learning rate, target error dan data 
pembelajaran yang sama belum pasti 
mengahasilkan tingkat prediksi yang sama, hal ini 
dikarenakan nilai bobot – bobot pada tiap – tiap 
neuron yang dihasilkan oleh setiap pembelajaran 
berbeda. Penyebab bobot dari tiap – tiap neuron 
yang dihasilkan oleh setiap pembelajaran  pasti 
berbeda adalah dikarenakan pemberian nilai  





bobot awal dengan nilai random dimana nilai 
random setiap pembelajaran berbeda. 
4. Penurunan leraning rate akan membuat proses 
pembelajaran semakin lambat 
 
Saran 
1. Melakukan proses data mining pada data satu 
tahun agar hasil yang diperoleh bisa lebih akurat. 
2. Penggunaan algoritma lainnya dalam proses data 
mining terutama untuk penentuan nilai-nilai 
parameter. 
3. Dalam menentukan parameter neural network 
masih menggunakan caratrial error sehingga 
kurang efektif dan efisien. Ditambahkan metode 
lain untuk mengatasi masalah tersebut.  
4. Menerapkan metode estimasi selain neural 
network seperti linear regression, support vectore 
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