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Abstract: We present an overview of recent advances
in plasmonics, mainly concerning theoretical and nu-
merical tools required for the rigorous determination of
the spectral properties of complex-shape nanoparticles
exhibiting strong localized surface plasmon resonances
(LSPRs). Both quasistatic approaches and full electro-
dynamic methods are described, providing a thorough
comparison of their numerical implementations. Special
attention is paid to surface integral equation formula-
tions, giving examples of their performance in compli-
cated nanoparticle shapes of interest for their LSPR spec-
tra. In this regard, complex (single) nanoparticle config-
urations (nanocrosses and nanorods) yield a hierarchy of
multiple-order LSPR s with evidence of a rich symmetric
or asymmetric (Fano-like) LSPR line shapes. In addition,
means to address the design of complex geometries to re-
trieve LSPR spectra are commented on, with special inter-
est in biologically inspired algorithms. Thewealth of LSPR-
based applications are discussed in two choice examples,
single-nanoparticle surface-enhanced Raman scattering
(SERS) and optical heating, and multifrequency nanoan-
tennas for fluorescence and nonlinear optics.
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1 Introduction
Although research in plasmonics began during the early
nineteen hundreds, plasmon resonances have been used
since the Roman Age for decorative purposes. One of
the most famous examples is the Lycurgus cup, shown
in Fig. 1, a rare unbroken relic of the fourth century,
crafted by an anonymous artist. Though a valuable En-
glish historical object, it also exhibits the unusual prop-
erty of showing a different color when illuminated from
within. The photograph shows the cup illuminated from
outside (green color), and illuminated from inside (red
color). In the bottom panel of Fig. 1, this effect is shown
in the stained-glass windows of the cathedral in Leon
(Spain). From outside the stained-glass window looks
opaque and deep green. However, if observed from inside
it looks bright and colorful. Metallic nanoparticles have
been found through detailed study of the glass. Nanoparti-
cles change the absorption and reflection properties of the
glass through their spectroscopic properties, which are in
turn governed by the excitation of plasmon resonances, re-
sulting in its beautiful optical behavior [1–5].
Although plasmonic resonances in colloidal crystals
have long been acknowledged, a scientific study of their
properties was not available up to the development of new
techniques in nanofabrication [6, 7]. These techniques
have been used to produce a large number of nanos-
tructures made of a wide range of materials having very
different physical properties, such as dielectrics, DNA-
based, semiconductors, and particularlymetals. Nanopar-
ticles made of different materials have been widely in-
vestigated, as well as different shapes and substrates, for
example, nanospheres, nanocubes, nanostars, nanorods,
nanospheroids, corrugated films, island films, and others,
as seen in Fig. 2.
The study of metal nanoparticles (which may in turn
be coupled) involves a precise theoretical knowledge of
their optical properties, mediated by a wealth of plas-
mon resonances. This is a complicated scattering prob-
lem in classical electrodynamics,wherein quasi-analytical
solutions only exist for a few simple geometries, such as
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FIG. 1.
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Figure 1: Top: Lycurgus cup made of stained-glass in the 4th century
AD, probably in Rome (British Museum, London). Bottom: Stained-
glass rose window in the facade of the cathedral of Leon (Spain),
late 13th century.
spheres and infinitely long cylinders [2–5]. Therefore in
plasmonics and nanophotonics, one depends upon thor-
ough theoretical and/or numerical tools to yield accu-
rate plasmon spectra for the variety of metal nanoparti-
cles/nanostructures available through colloidal and nano-
lithographic techniques. Moreover, the intensive theoreti-
cal study of the properties of plasmon resonances to con-
trol the response of metallic nanostructures [8–16] has
opened up new avenues in science, particularly to en-
hanced spectroscopy and sensing, where plasmon reso-
nances have played a crucial role in the development of
new molecular spectroscopies to detect extremely small
amounts of substances [17–22].
In this review article, we provide a comprehensive ac-
count of theoretical plasmon spectroscopy tools. First, lo-
calized plasmon resonances are properly defined and the
simple geometries for which known analytical solutions
exist are described. We then summarize the existing full
electrodynamic methods amenable to numerical imple-
mentation, classifying them in accordance with various
basic properties, namely, multipolar order, type of equa-
tions and number of unknown variables, and spatial grid
and domain. Section IV includes a discussion of the plas-
monic hierarchy and resulting spectra for simple, single-
nanoparticle geometries, nanorods and nanocrosses. In
particular the emergence of asymmetric plasmonic line-
shapes is analyzed in connection with Fano-like plasmon
resonances. Section V is devoted to the highly non-trivial
inverse problem, namely, how to infer geometry from spec-
tra. Finally, some applications of plasmon spectroscopy
are given in Sec. VI, with emphasis on plasmon-enhanced
molecular spectroscopies.
2 Plasmonics
The electromagnetic response of a metal is governed by
conduction electrons. These electrons, localized either in
the bulk or on the metal surface, provide metals with
their optical properties. The conduction electrons move
freely along the metal, feeling a weak interaction amongst
themselves, scattered only by the limits of the system.
The movement of free electrons of a metal can be driven
by the influence of an external electromagnetic source. If
the electromagnetic source induces an oscillation that res-
onates with the shape of the metal surface, a so called lo-
calized surface plasmon resonance (LSPR) is generated (see
Fig. 3). Formally,a localized surface plasmon resonance is a
collective oscillation of the free electrons on the surface of a
metal. In the following, we will discuss various theoretical
and numerical methods to address such LSPR spectra.
The simplest illustration of LSPRs is given by taking
an electrostatic approach to themetal sphere. Assume that
the electric permittivity ϵ(ω) of the metal is described by
theDrudemodel [1], inwhich free electrons are considered
as an ideal gas,
ϵ(ω) = ϵ0
(︃
1 − ω
2
p
ω2
)︃
, (1)
whereωp is the plasmon bulk resonance, related in turn to
the conduction electron (plasma) density of the metal. If
ω = ωp, then ϵ(ωp) = 0; the latter condition gives the bulk
plasmon resonance frequency for a specific metal. If we
now consider the electrostatic potential of a sphere with
radius R, whose electric permittivity is described by (1), we
arrive at the frequencies for the LSPRof a sphere by solving
the Laplace equation in spherical coordinates. Straightfor-
wardly,
ωLSPR =
√︂
l
2l + 1n0ωp , (2)
n0 being the refractive index of the dielectric medium sur-
rounding the sphere. Equation (2) shows that a metallic
sphere possesses more than one LSPR, in fact a hierarchy
of different l-order resonances, the nature of which can be
characterized by their radiation properties.
Closer examination of Eqn. (2) reveals that the LSPR
frequencies are determined by the resonances of an ideal
gas of free electrons in a metal sphere, and the Drude
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Figure 2: Experimental realizations of different nanoparticle shapes. From row one to row five; spherical shapes, rod-like shapes, 2D poly-
gons, 3D polyhedrons, and branches shapes are represented. Row six contains nanoparticles of complex shapes Row seven contains hol-
low complex nanostructures From left to right in each row, the particles increases their aspect radio, the order of symmetry, the number of
sides, or the number of branches. Adapted with permission from ref. [7].
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Figure 1
Schematic diagrams illustrating (a) a surface plasmon polariton (or propagating plasmon) and
(b) a localized surface plasmon.
provided a fundamental understanding of how plasmons are influenced by local struc-
ture and environment, they also suggested the usefulness of plasmons as a sensing
modality.Today, plasmon spectroscopy enjoys a reputation as anultrasensitivemethod
for detectingmolecules of both biological and chemical interest, in addition to its con-
tinued role in enabling surface-enhanced spectroscopic methods, including SERS,
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Figure 3: Schematic diagram illustrati g a loc lized surface plas-
mon resonance (LSPR). Reprinted with permission from Ref. [20].
Copyright (2007) Annual Reviews.
mod l i trod ces a linear dependency on ωp. ince the
plasmon frequencies have been obtained from continuity
conditions associated with the pherical geometry of the
problem, the frequencies will change with shape. Finally,
varying the surroundingmediumwill change theLSPR res-
onances through n0.
The electrostatic problem of a metallic sphere holds
the fundamental properties of the LSPR, namely, the
dependence on the material, shape, and surrounding
medium. In addition, it provides us with a physical in-
sight into the phenomenology accounting for the LSPR.
This electrostatic result that we have obtained does not
consider retardation effects coming from the time that the
light spends to reach the different points of the particles in
the material.
Recall that, from the theoretical point of view, the sys-
tem formed by a laser beam incident on a nanoparticle
is purely a scattering problem. The scattering of light by
small particles is a classical problem in physics that has
long been studied. The first results due to Rayleigh [23, 24]
allowed the understanding of fundamental physical phe-
nomena related with the color of the sky and the sun. Two
decades later, Mie [2] found an analytical solution for the
scattering of a spherical particle made of an arbitrary ma-
terial. By using the Mie solution, Gans [25] showed the
strong dependence of the scattering of particles on the
shape. Mie theory has been used extensively in many dif-
ferent modern scientific fields such as plasmonics, meta-
materials, and nano-photonics. Moreover it is a key tool
for understanding many fundamental physical phenom-
ena such as the color of the sky and the formation of the
rainbow.
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Therefore, Mie theory provides a full analytical solu-
tion of the problem of a metallic sphere illuminated with
an incident plane wave [2, 4, 5], LSPRs thus appearing as
a specific type of (plasmon-induced) resonances of the op-
tical cross sections, namely, of the extinction, scattering,
and absorption cross sections (respectively, ECS, SCS, and
ACS, or Cext, Csca, Cabs). Upon normalizing to the geomet-
rical cross section of the sphere, the corresponding effi-
ciencies, Qext, Qsca, Qabs, can be written as follows:
Qext =
2
x2
∞∑︁
m=1
(2m + 1)Re(am + bm) (3a)
Qsca = 2x2
∞∑︁
m=1
(2m + 1)(|am|2 + |bm|2) (3b)
Qabs = Qext − Qsca , (3c)
where x = 2piR/λ is the geometrical factor (R being the
radius of the sphere and λ the wavelength of the incident
light in the surroundingmedium). The coefficients am and
bm correspond to electric andmagnetic, respectively, mul-
tipolar (order m) contributions, and are defined as
am = ψ
′
m(nx)ψm(x) − nψm(nx)ψ′m(x)
ψ′m(nx)ζm(x) − nψm(nx)ζ ′m(x)
(4)
bm = nψ
′
m(nx)ψm(x) − ψm(nx)ψ′m(x)
nψ′m(nx)ζm(x) − ψm(nx)ζ ′m(x)
, (5)
where n =
√︀
ϵ(ω) is the metal refractive index, and ψm
and ζm are the Ricatti-Bessel functions.
Extinction spectra can be understood as functions of
frequency which describe the magnitude of a nanoparti-
cle’s ability to perturb incident light, either by scattering
or absorption. Recall that the cross sections depend on the
frequency through the electromagnetic multipolar terms
am and bm. The frequency dependence of these parame-
ters comes, apart from x, from the dispersion of the dielec-
tric constant of thematerial through n. Indeed, in the limit
of small sphere radius (x → 0), the predominant contribu-
tion stems from the electric dipole term
a1 =
ϵ(ω) − ϵs
ϵ(ω) + 2ϵs
(6)
which exhibits a resonance when ϵ(ω) = −2ϵs. In Fig. 4a
we plot Qext and Qabs for various silver spheres, R =
5, 50, 75 nm, and one of gold (R = 5 nm), along with the
position of the first l = 1 Ag LSPR predicted by the electro-
static model (2). The first fact that we observe is that the
electrostatic model is in good agreement with the position
of the Mie LSPR wavelength (at 355 nm) for the 5 nm Ag
nanosphere. Since the particle is small compared to the
wavelength, there are no significant retardation effects.
The figure shows that the single level nature of the plas-
mons in the electrostatic model (resonances of zero width,
see Eqn. (2)) is substituted by a resonance line shape in
Mie theory. Thus the resonance nature of a LSPR in ametal
sphere is given by Mie theory.
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Figure 4: (a) Extinction (solid curves) and absorption (dashed
curves) eflciencies calculated the analytical Mie theory from
Eqs. (3) for Ag spheres with radii r (nm): 5 (red), 50 (blue), and 75
(indigo); and also for a Au nanosphere with r = 5 nm (orange, mul-
tiplied by 40, extinction and absorption coinciding). The vertical
(blue) dashed line indicates the Ag LSPR wavelength predicted by
the electrostatic model for comparison. Ag and Au dielectric func-
tions are obtained from Johnson & Christy [34]. (b) Corresponding
spectra of the electric field amplitude (normalized by that of the
incident field) right on the surface of the sphere in the equatorial
plane along the polarization direction, where the enhancement is
maximum. (c, d) Total electric field (amplitude) enhancement on the
entire surface for light impinging from the positive z axis(linearly
polarized along the x axis) onto two Ag spheres corresponding to
two different Mie resonances: (c) dipolar LSPR at λ= 355 nm for
r = 5 nm, and (d) quadrupolar LSPR at λ = 355 nm for r = 50 nm.
As the nanoparticle size increases, the lowest-order
(dipole) LSPRbecomes stronger (with increasing efficiency
up to R ≃ 25 nm, not shown here), and then decreases.
Also, the LSPR redshifts lying at 390 nm for R = 50nm,
and at 450nm for R = 75nm, are shown in Fig. 4a. Indeed,
higher-order multipolar modes appear, making the plas-
monic spectra richer; see the quadrupolar LSPR appearing
Plasmon spectroscopy | 71
at ∼ 350nm for R = 50nm, and more clearly at ∼ 370nm
for R = 75nm (being in this case stronger than the dipolar
LSPR). Note that, for the Ag spheres, the absorption effi-
ciency is nearly negligible beyond λ ≤ 330nm (except for a
small contribution in the case of the quadrupolar LSPRs),
thus extinction entirely originates in scattering. This is not
the case of the r = 5 nm gold nanosphere, for which nearly
all extinction is due to absorption, with a very broad and
redshifted LSPR. The strong absorptive properties of gold
(and also copper) for frequencies beyond the onset of in-
terband transitions (λ . 600 nm) makes Ag (for which
the onset lies at λ . 400 nm) more suitable in the visible
frequencies; gold is nonethelesswidely employed for plas-
monics in the NIR. With regard to the impact of the envi-
ronment, though not shown here, it is well known that the
LSPR redshifts with increasing refractive index (i.e. lead-
ing to a LSPR at ∼ 395 nm for a R = 5 nm Ag sphere in
water).
In addition to enhance extinction efficiencies, LSPR
are accompaniedbyanenhancement of thenear field. This
is shown in Fig. 4(b), where we present the corresponding
spectra of the electric field amplitude (normalized by that
of the incident field), calculated through Mie theory right
on the surface of the sphere in the equatorial plane along
the polarization direction. For the smaller Ag sphere with
r = 5 nm, a maximum of about |E/E0| ∼ 22 is observed
exactly at the dipolar LSPR resonance at λ = 350 nm. Its
dipolar character with is clearly evidenced by the surface
electric field amplitude plot presented in Fig. 4(c), show-
ing field enhancements at the two poles of the sphere lo-
cated along the polarization direction. For increasing Ag
sphere sizes, again the electric field maxima of the dipo-
lar LSPR redshifts, as shown in Fig. 4(b). Interestingly, a
close inspection of the peak spectral position reveals that
the maxima of the dipolar LSPR in the surface electric
field enhancement appear in turn at wavelengths longer
than the corresponding maxima observed in the extinc-
tion efficiencies. Such resonance redshift of the near field
as compared to the far field has been explained in Refs.
[26, 27] and will be discussed in Sec. 7. Higher-order LSPR
modes are also observed in the surface field spectra of the
larger spheres, revealing not only the quadrupolar LSPR
for r = 50; 75 nm, but even the weak octupolar mode for
r = 75 nm. We explicitly show the clear quadrupolar pat-
tern of the surface field in Fig. 4(d) for the Ag r = 50 nm
sphere. Typically, surface-field enhancements at higher or-
der modes are smaller than those of the dipolar LSPR. On
the other hand, note that the surface field enhancement at
the dipolar LSPR for the Au sphere is very small (|E/E0| ∼
4) due to large absorption losses.
Moreover, shape complexity also has a strong impact
on the LSPR phenomenology. Indeed, the theoretical for-
malism becomes increasingly complicated and Mie the-
ory is no longer applicable. A variety of (so called) ex-
tended Mie theories exist to address subtle variations of
the spherical (or cylindrical, for which Mie theory also ap-
plies [4, 5]) shape, including spheroids [28], multi-core-
shell sphere/cylinders [29, 30], and others. Also extremely
interesting in Plasmonics is the case of optically coupled
metal particles, such as sphere dimers [31], for which the
LSPRs of the isolated metal shapes combine in a complex
manner to yield awealth of plasmon-inducedphenomena,
including huge local electromagnetic fields, as will be dis-
cussed below.
From the experimental standpoint, let usmention that
not all magnitudes are easily measured. In the case of col-
loidal nanoparticles, macroscopic extinction is the most
accessible magnitude, which includes both scattering and
absorption, and leads very often to resonance broadening
by nanoparticle size/shape inhomogeneities. Macroscopic
far-field measurements such as reflectance/transmittance
are also common for nanoparticle-on-substrate configu-
rations, which exhibit less inhomogeneous broadening if
fabricated through lithography. In the last decades, ad-
vanced techniqueshavebeendeveloped tohave access not
only to comprehensive information about far-field magni-
tudes of isolated nanostructures, but also to their corre-
spondingnear-fieldpattern through the so called scanning
near-field optical macroscopy. It is out of the scope of this
work to overwiew all these techniques that have no doubt
propelled Plasmonics, but we would like to point out that
most of the theoretical magnitudes relevant to plasmon
resonances can be experimentally obtained nowadays.
In what follows, we will overview the theoretical and
numerical tools reported in the literature to address com-
plex LSPR spectra. Electrostatic approaches, which pro-
vide useful limits in the case of very small scatterers
for complex shape particles, are considered first for both
isolated and coupled systems. Then full electrodynamic
calculations are described that enable one to rigorously
tackle the LSPR spectra resulting from a wealth of metal
particle configurations. Quantummechanical approaches
(see e.g. Ref. [15]) are beyond the scope of this review. It
was shown by Keller [32] that quantummechanical effects
are irrelevant for nanoparticle sizes above a few nanome-
ters. Incidentally, very recent theoretical and experimen-
tal work [33] have remarked that quantum effects might
be taken into account when the distance between coupled
nanoparticles is smaller than 2nm. As far as classical elec-
trodynamics is concerned, the only effect that should be
taken into account for very small radius of curvatures is
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the correction to the dielectric permittivity, either Drude
formula (1) or the experimental data [34, 35], stemming
from the reduction of the electron mean free path due to
scattering at the nanoparticle surface, which, in general,
increases absorption losses [36].
3 Electrostatic approaches
As mentioned in previous sections, the physical phe-
nonema giving rise to electromagnetic resonances have
been extensively studied. The plasmon resonances in the
non-retardation or quasistaic limit are not an exception
and not only have they featured importantly in the liter-
ature, but they continue to be studied and recent work has
generalized and extended previously established physical
properties. It is important to mention that, in addition to
being computationally less expensive than the full elec-
trodynamic calculation, the electrostatic formalism pos-
sesses an important feature. Because of its mathematical
structure, as one dealswith an eigenvalue problem, the so-
lution does not explicitly depend on the nanoparticle’s di-
electric constant but only on its geometry, provided this is
smaller than the free-space wavelength. An interesting ex-
ample of such approach is the one described in [37], where
the authors solve a general differential eigenvalue prob-
lem. Another way to directly determine the LSPR of an ar-
bitrarily shaped nanoparticle is through an integral elec-
trostatic formalism, where the frequency ωsp correspond-
ing to the LSPR is determined once the values of the di-
electric constant ϵ(ω) (with Re{ϵ(ω)} < 0 for metals) are
found. Doing so requires that the eigenvalues be known.
For the sake of clarity in the presentation, we will use this
approach and its advantage will become clear when we
consider the inverse problem.
We continue our discussion citing some of the early
works studying arbitrarily shaped closed surfaces [38, 39].
In [38] Ouyang and Issacson provide a classical approach
and make use of well known results from potential the-
ory, together with the boundary conditions for the normal
components of the electric field, to establish an inhomo-
geneous Fredholm integral equation of second kind that
involves the induced surface charge density and the ex-
ternal field. Setting the latter to zero results in a charac-
teristic integral equation whose eigenvalues are related to
the resonant frequencies through the free-electron model.
In [39], Ouyang and Issacson extend their electrostatic in-
tegral formalism [38] to take into account the presence of a
substrate. To assess their approach, they consider a silver
nanoparticle of radius r=20 Å lying on a thin film of carbon
of thickness h=50 Å and compute the Electron Energy Loss
Spectrum (EELS) of such a nano structure. The numerical
evidence found shows that in order to accurately predict
the amplitude of the resonance, it is necessary to compute
the coupling sphere-substrate.
Over thepast decade,Mayergoyz andothers published
a series of works in which they explore further the compu-
tational capabilities of the integral eigenvalue approach,
discuss the mathematical aspects related to the method
and study in detail the general properties of electrostatic
plasmon resonances corresponding to different two- and
three-dimensional geometries (infinite nanowires) of iso-
lated/multiple supported/unsupported nanoparticles [40,
47]. Furthermore, although not explicitly defined as an
inverse problem, this accumulated knowledge naturally
opens the possibility to tune the spectral location of the
resonance for a specific wavelength, as it has been lately
illustrated for different applications in Ref. [48]. Also,
very recent examples of the use of the surface integral
formalism on the study of different properties of elec-
trostatic plasmon resonances in nanoparticles have been
conducted by Sandu [49, 51] and Sturman et al. [52, 54].
It is worth mentioning that the idea of determining
electrostatic surface-shape resonances through the solu-
tion of an eigenvalue problem had been explored previ-
ously for open surfaces. A remarkable example of this can
be found in the pioneering work of Maradudin and Viss-
cher [55], where the authors make use of the Rayleigh Hy-
pothesis and the Exctinction Theorem to study the elec-
trostatic resonant behavior of otherwise planar dielectric
(in the large sense of the term) surfaces. In their work, the
authors establish an integral equation that is interpreted
as an eigenvalue problem. Thus, each eigenvalue is re-
lated to a specific frequency corresponding to the surface-
shape resonance through the dielectric constant, which
in [55] is given by the free-electron model. The approach
proposed in [55] is first assessed considering semi-infinite
planarmetallicmediawith a Gaussian or Exponential pro-
tuberance and second, calculating the surface shape res-
onances of a metallic film with the same kind of protuber-
ances as those considered for the semi-infinite media. The
main restrictions of this approach are that the protuber-
ances must be univalued functions and the ratio between
the lateral detail and the deviation from the mean plane
of the surface must be less than one. Two recent papers,
Grieser et al [56] and Sturman et al [57], citing [55] show
that there is ongoing interest in the determination of elec-
trostatic surface shape resonances. Grieser proposes a per-
turbative approach to determine the plasmonic eigenval-
ues of arbitrarily shaped dielectric objects. This approach
is also employed to tailor the resonances of a nanoparticle
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and will be discussed in more detail in Section 6. Sturman
[57] explores further the physical phenomena associated
with corners and tips.
On the other hand, the so called plasmon hybridiza-
tion model provides a physically intuitive picture of cou-
pled LSPR in complex nanostructures [58], by express-
ing them in terms of interactions (hybridization) be-
tween the LSPRs of its elementary components (typically
nanospheres and nanocavities). This approach has been
used to analyze a variety of plasmonic systems, such as
dimers, nanoshells, core-shell nanospheres, and others.
See [15] for a review.
4 Full Electrodynamic Calculations
Beyond electrostatic approaches, the new developments
in Plasmonics, Metamaterials, and Nanophotonics in the
last decades has renewed the interest in rigorous (full elec-
tromagnetic) theoretical methods. As mentioned above,
if we are interested in the scattering from nanostructures
with arbitrary sizes and shapes which may interact, we
often need to consider a numerical approach. A wide
range of methods are available to rigorously study scatter-
ing (and related) problems in the Classical Electrodynam-
ics paradigm (see [11, 13, 59–74] and references therein)
namely, finite-different time domain (FDTD) [60], finite el-
ement method (FEM)[59], discontinous Galerkin (DG) [61],
dyadic green function technique [62], discrete-dipole ap-
proximation (DDA) [63], T-matrix [64], and surface integral
equations (SIE) [65–74], most of them based on Green’s
second theorem. We can classify all these methods in ac-
cordance with many different criteria. From the numerical
point of view, threemain groups can be simply established
depending on the discretization domain:
1. Volumemethods for which thewhole space V has to
be discretized in order to calculate the electromag-
netic field, such as FDTD, FEM, and DG.
2. Scatterer volume methods for which the scatterer
volume Vs has to be discretized, such as DDA and
dyadic Green function.
3. Scatterer surfacemethods forwhich only the surface
of the scatterers, S, has to be discretized, such as
SIE-based implementations.
With regard to scatterer surface methods, there exists
a great variety of implementations of the SIE. The so called
boundary element method (BEM), based on ad-hoc inte-
gral equations for the surface charge and current densi-
ties, has been widely used in the optical regime [69], be-
ing first proposed in the context of electron-induced pho-
ton emission [67]. Specifically, what we mean hereafter by
SIE methods are based on the surface integral equation
formulation resulting from applying Green’s theorem on
the scattering volumes directly to the exact EMwave equa-
tions [71–74]. Among those SIE formulations, one of the
most commonly used implementations in the microwave
regime is themethod ofmoments (MoM) [75], which is typ-
ically applied to perfectly conducting scatterers and has
been recently extended to the nanoscale [70, 72, 74].
4.1 Discussion of the methods
Table 1: Comparison of the different numerical methods in alpha-
betical order.
Method Space Variables Type Domain Order
Grid
BEM S 8 I F F
DDA Vs 3 IP F D
MMP Vs 6 IP F M
FDTD V 6 D T F
FEM V 6 DV F F
DG V 6 D T/F F
G.Dyadic Vs 6 I F F
SIE S 6 I F F
SIEMoM S 6/3 I F F
T-Matrix S modes I F F
Table 1 summarizes the main features of the most
commonly used numerical methods. First, an explana-
tion of the different characteristics under consideration is
needed. The second column is the spatial grid, that is the
spatialmesh used for eachmethod, namely, thewhole vol-
ume (V), the volume of the scatterers (Vs), or the surface
on the scatterers (S). Variables means the number of un-
known magnitudes on a single point or element that have
to be calculated in each method. From the point of view of
the underlying formulation, the differentmethods are usu-
ally classified as integral methods (I), differential methods
(either pure, D, or variational, DV ), or integral methods
where the integral is replaced by a single point evaluation
(IP). Two different domains exist, the frequency domain
(F) and the temporal one (T). And the last column on the
table is the number of multipoles considered in the calcu-
lation, dipolar (D), a finite number of multipoles (M), and
full numerical (F).
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4.1.1 Meshing space
The table subtly shows the advantages and drawbacks of
the different methods. From the point of view of the mesh-
ing space, surface methods are more efficient, since the
space that has to be discretized is smaller than the space
needed to achieve the same accuracy for volume meth-
ods. In order to illustrate this fact, we will consider a sim-
ple example. In Fig. 5, we represent a cube with volume
V = (2l)3 that is an external domainwhere the electromag-
netic (EM) field is required. That space contains a sphere
of radius R = l − a, with volume Vs = 43pi(l − a)3 and sur-
face S = 4pi(l − a)2, which plays the role of the scatterer.
The ratio Vs/V compares the amount of space that has to
be discretized in scattering volume methods as
Vs
V =
4
3pi
(︂
1
2 −
a
2l
)︂3
. (7)
The ratio Vs/V is ruled by the ratio a/l. If Vs is small com-
pared to the whole volume V, it holds that a ≈ l and
Vs ≪ V. On the contrary, if the sphere is tangent to the
volume V, a ≈ 0 and Vs ≈ 0.5V. Therefore a scattering
volumemethod saves at least half of themeshing elements
compared to a volume method.
Figure 5: Schematic representation of three typical domains for
different numerical methods: V is the volume of the space, Vs the
volume of the scatterer, and S its surface.
Regarding surfacemethods, it is evident that a smaller
meshing will be required for the sake of dimensionality re-
duction. For example, compare the number of points NVs
on the surface of a sphere (scatterer) to that in the volume
N, ensuring that the correspondingmeshing elements (re-
spectively, squares and cubes) possess the same lateral
dimension b. The sphere surface S can be discretized in
square surfaces of area b2 such that S = 4piR2 = NVsb2,
whereas the sphere volume as a mesh of cubes would be
Vs = 4piR3/3 = Nb3. Therefore, NVs ∝ N2/3, as expected
from dimensionality. Alternatively, we can calculate the
ratio between the number of points on the sphere surface
in both methods (NVs , as calculated above for a scattering
volume method, and NS for a surface method), assuming
that the total number of points N is fixed. Namely,
NVs
NS
∝
3√N2
N . (8)
With regard to volumemethods V, dimensionality im-
poses the same scaling on fixed N of the previous ex-
pression, with a further reduction of accuracy determined
by the ratio Vs/V: In the best case, a ≈ 0 and Vs ≈
0.5V as we have shown above. Roughly speaking, Eq. (8)
shows that, if the available number of points N is fixed,
surface methods will provide a finer mesh in the corre-
spondingdiscretizationdomain.However,meshing canbe
non-uniform, this fact being commonly exploited in differ-
ent numerical implementations to efficiently discretize the
calculation domain while preserving accuracy.
Note that the process to calculate the EM field in an
arbitrary volume V for surface and volume scatterer meth-
ods involves two steps. First, solve a system of linear equa-
tions in order to obtain the sources of the problem; this
process takes most of the computational time. Second, di-
rectly evaluate the EM field over the rest of V, using equa-
tions written in terms of the sources. One method will be-
come more efficient relative to another if it also spends
less time in the calculation of the propagated field, or the
indirect process. In a surface method the indirect prob-
lem only involves points on the surface of the scatterers,
thus making surface methods more efficient than volume
ones in principle. Nonetheless, bear inmind that pure vol-
ume methods might not need the second, or direct, step,
as long as the first, or indirect, problem already yields the
EM field in the entire required space. This is, in general,
very demanding of physical memory. Recall that some vol-
ume methods may make use of surface integral equations
to propagate EM fields away from the calculated sources.
4.1.2 Number of variables
The third column in Table 1 shows the number of scalar
variables that have to be calculated for any method in or-
der to obtain the scattered EM field. This number along
with N determines the dimension of the system of linear
equations to be solved. The natural value of the number
of variables is six: three variables for the electric field, and
threemore for themagnetic field.However, somemethods,
suchasBEMandDDAhave adifferent number of variables.
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In the case of BEM [67], eight magnitudes ought to be
determined, four magnitudes for the scalar and the vecto-
rial potentials and four for the charge density and the vec-
torial current. This fact makes BEM slightly less efficient
than other surface methods in terms of memory. However,
BEMmight still be more efficient than volumemethods, as
we have shown in the discussion above.
Regarding DDA [11, 63], the number of variables is
smaller than in other volume methods, since this approx-
imation establishes that any volume element in the scat-
terer behaves as a dipole The unknown variables are the
three components of the dipolar moment on any point,
instead of the six components of the EM field. The dipo-
lar approximation results in an intrinsic lack of accuracy
compared to the rest of volume methods. However, due to
the reduced number of variables, DDA is typically a fast
method.
A special case among the numerical methods is the
T-matrix method [64]. The T-Matrix method expresses the
EM field in terms of series of spherical vectorial harmon-
ics. The coefficients of these series are the sources of the
system. Then the dimension of thematrix of the linear sys-
tem does not depend on the number of points on the sur-
face of the scatterers, but rather on the number of modes
in which the EM field is decomposed. This feature makes
the T-matrix method one of the most efficient ones, since
the number of modes is usually smaller than the number
of points on the surface. Thus the order of the linear sys-
tem is usually smaller than the order of linear systems of
the other surface methods.
Finally, the SIEMoM can be implemented in different
versions [70, 72, 74]. The original formulation of the linear
system in terms of six variables can be reduced to two de-
coupled linear systems, one for the electric field and one
for the magnetic field.
4.1.3 Underlying formulation
In essence, two formulations exist based on integral and
differential equations, the latter typically in either the fre-
quency (FEM) or time domains (FDTD). Integral methods
are done in the frequency domain (SIE, BEM, DG, T-Matrix,
Green’s dyadic). Integral methods usually rely on inte-
gral coordinates, whereas finite difference coordinates are
characteristic of the differential methods. From the point
of view of numerical efficiency, integral coordinates are
in principle worse than finite difference coordinates, since
the evaluation of an integral takes longer than the eval-
uation of a finite difference. However, the evaluation of
finite differences may introduce computational problems
of accuracy and precision. Once again, DDA is a special
case of integralmethod, not only because of the number of
sources, but also because of the kind of coordinates. This
stems from the reduction of the evaluation of a volume in-
tegral to the evaluation of the value of the kernel at a single
point: We have thus labeled DDA (and MMP) coordinates
as integral point.
The influence of the domain in the numerical perfor-
mance of a method depends on the calculated physical
magnitude. The EM field obtained from a time domain
method is linked to the EM field of a frequency domain
method by a Fourier transform. Thus, if the physical mag-
nitude to be evaluated depends on frequency, a tempo-
ral domain method will be less appropriate than a fre-
quency domainmethod, since an additional Fourier trans-
form must be computed obtain the desired result. The op-
posite holds for a time dependentmagnitude. In that case,
the inverse Fourier tranform is computed to find the time
evolution of the EM field.
4.1.4 Number of multipoles
In table 1 we have classified the methods in three differ-
ent kinds of multipolar contributions, dipolar, multipolar,
and full numerical. Clearly, a specificmethod ismore accu-
rate if higher orders are included. The DDAmethod is con-
sidered a dipolar method, since the EM field on any point
in the volume of the scatterer is worked out considering
only the dipolar contribution to the field. A natural refine-
ment of the DDA method is the MMP. The MMP takes into
account more than one order for the EM field, commonly
the dipolar and quadrupolar ones. This fact increases the
accuracy of the method compared to DDA, but also the di-
mension of thematrix of the linear system, thus increasing
the time to solve the linear system.
Finally, the rest of the methods in table 1 are full nu-
merical. A full numerical method takes into account all
the possible contributions to the EM field coming from
its multipolar decomposition. In this kind of method, the
sources of the linear system usually are the EM field, and
full consideration of the multipolar contributions implies
integration over the multipolar orders. Generally speak-
ing, full consideration of the multipolar contributions is
widely considered a sign of quality of the methods, al-
though this fact typically increases computation time.
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4.2 Comments on implementation
The performance of any given method relies on the effi-
ciency of its implementation.
FDTD is well known to be easy to implement, since
only finite differences have to be taken into account. The
time evolution can be calculated from the evaluation only
ofmatrix vector products,which canbe carried out quickly
and efficiently.
DGTD is a highly accuratemethod than can also be ex-
pressed in terms of matrix vector products. Although the
techniques to expand the field in degrees of freedom usu-
ally break this property, since the expansion is performed
in DGTD in a discontinuous basis, the time evolution still
only involves matrix vector products.
FEM is a frequencymethod, inwhich EMfields are cal-
culated through the solution of a linear system of equa-
tions. In particular the matrix is symmetric and well-
conditioned, so that iterative methods are applicable, re-
sulting in efficient memory management.
DDA and MMP are also defined in the frequency do-
main, their matrices are symmetric, and in general rela-
tively easy to implement.
SIE andSIEMoM,despite retainingmost of thebest nu-
merical features, requires configuration-dependent imple-
mentation. Namely, different formulations need to be im-
plemented for slightly different configurations, fromsingle
tomultiple scatterers, core-shell structures, substrates, pe-
riodic systems, and others. Only very recently, several the-
oretical groups have developed home-made versions of 3D
SIE (and SIEMoM) that yield fascinating plasmonic spec-
tra of very complex nanoparticle configurations [70-74, 76-
79], one of them indeeddirectly stressing the advantages in
performance of 3DSIE versus volume methods [70]. Since
other methods have been amply reviewed in the literature
[11, 13, 59-62, 64, 69], let us explicitly show below a few ex-
amples based on 3DSIE.
4.3 Surface integral equation calculations
for complex nanoparticles
SIE-based formulations in optics became appealing meth-
ods in the early nineties to study 1D semi-infinite rough
surfaces [65, 66]. SIE has been implemented in many
different ways, for many different geometrical configu-
rations, e.g.1D semi-infinite rough surfaces [65, 66], 2D
semi-infinite rough surfaces [80, 81], 2D closed surfaces in
parametric equations [68], 3D closed surfaces in electro-
static approximation [82, 83], and 3D closed surfaces with
axial symmetry of the scatterers [84], and even surface-
plasmon polariton scattering by circular cavities [85]. As
mentioned above, general implementations of themethod
for 3D closed surfaces without any approximation have
been recently used to investigate LSPRs on complex metal
nanoparticles [70-74, 76, 78, 79]. We present now a few ex-
amplesdealingwith realistic or exotic nanoparticle shapes
dealtwith 3DSIE/3DSIEMoM. Incidentally, it shouldbe em-
phasized that complex/exotic shapes have been also im-
plemented in volume (DDA, FEM, FDTD) numerical meth-
ods (see e.g. Ref. [86]) and indeed some examples will be
considered in the following sections.
4.3.1 Realistic dimer nanoantenna
fabricated result of the idealized design. Both antennae are
modeled as gold, the dielectric constant taken from experimental
data.29 As the nanostructures are modeled as regions of bulk
metal, a possible crystallite substructure is not considered in this
study. It might, however, be taken into account by using a mod-
30
of the globe, the antennae’s axes intersecting the surfaces at (0N,
- 90 E) and (0 N,90 E), see Figure 3. The resonance wave-
length is chosen according to the maximum in Figure 2,λres =
630 nm. Figure 4a shows the left and right arms of the idealized,
rectangular antenna and Figure 4b shows those of the realistic
case. Clearly thefield distribution is very dierent for both
geometries, the rectangular antenna showing“hot spots” near
its corners while the realistic antenna shows the highestfield
strength near the arms’ centers. While in both cases the areas of
highestfield enhancement are located in the gap between the
antennae’s arms and at the arms’ outside edges, the actualfield
distributions are indeed dierent and far from homogeneous as
sometimes assumed.31 This is particularly important when con-
sidering plasmonic nanoantennae as a mediator for localized
detection or trapping at the nanoscale.32,33
An interesting question is how close to the antenna one has to
be for the dierence in geometries to become noticeable. To this
end, the intensity enhancement was mapped similarly to in
Figure 4 but at distances of 1, 2, 5, and 10 nm from the antennae’s
left arms, shown in Figure 5. While the maps at 1 nm show a very
dierentfield distribution, the dierence diminishes quickly with
the maps at 10 nm appearing to be almost identical. When using
plasmonic structures to enhancefluorescence or Raman scatter-
ing, the active particles are normally localized near the structure
either deposited directly on its surface, separated by a dielectric
spacer oewnm thickness or, if chemical selectivity is desired, via
surface functionalization at distances on the order of 2- 5 nm. In
any case, the distance to the plasmonic structure is very small and
the active particles indeed experience afield distribution depend-
ing critically on the geometry and topology of the enhancing
structures. Thus, for such cases, taking the actual geometry of a
tructure into account is imperative to achieve accurate simula-
tion results.
Figure 1. Studied geometries: (a) idealized rectangular nanoantenna
and (b) realistic nanoantenna derived from SEM image (inset).
Figure 2. Scattering cross sections odealized and realistic dipole
antennae as shown in Figure 1.
Figure 3. Coordinate system used for equirectangular projection of
realistic nanoantenna. The antenna’s axis corresponds to thex-axis and is
shown by the red line.
(d) (e) (f)
(g) (h) (i)
(a)
(b)
(c)
Figure 6: Reprinted (adapted) with permission from Ref. [73]. Copy-
right (2011) American Chemical Society. Top panel: (a) Idealized
rectangular nanoantenna and (b) realistic nanoantenna derived
from SEM image (inset), and (c) Scattering cross sections of ideal-
ized and realistic dipole antennae. Bottom panel: Enhancement of
the intensity radiated to the far-field by a dipole source in the prox-
imity of a rectangular (a-c) or realistic (d-f) nanoantenna. The source
is located in the x-z-plane as indicated by the dots in the insets, ori-
ented in x-direction (red curves) or z-direction (green curves) while
far-field detection is at (x,y,z) = (0,0,106 nm) and in x-polarization.
Symbols represent the reverse process with source and detection
points exchanged: the x-polarized source is located at (x,y,z) =
(0,0,106 nm) and detection is in the near field in x-polarization
(crosses) and z-polarization (circles).
First of all, let us mention a beautiful numerical work
by Kern and Martin based on the 3DSIEMoM in Ref. [70],
which deals with a dimer nanoantenna [73]. Rather than
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assuming that the nanoantenna arms are ideal rectangu-
lar nanorods, realistic arms from Scanning Electron Mi-
croscopy (SEM) images are used (see Fig. 6). Both geome-
tries are perfectly taken into account by a triangularmesh-
ing on the surface (as shown), leading to the plasmonic
far-field and near-field spectra depicted in Fig. 6. While
the SCS are quite similar, differences become more drastic
when inspecting the near-field intensities.
This has been indirectly done by placing a dipole
source with two different polarizations close to the
nanoantennas (on top and in the gap), and calculating
the radiated intensity spectra, as shown in Fig. 6 (bottom
panel). Therefore, thenear-field response aswell as thepo-
larization and spectral behavior differed between the two
nanoantennas, thus encouraging the need to fully address
in the numerical simulations (3DSIE in this case) the irreg-
ular (symmetry breaking) shape of the realistic antenna,
specially if accurate near-field enhancements are needed.
Incidentally, it should be noted that recent efforts
made by the authors of Ref. [72] have dramatically im-
proved the performance of this SIEMoM method, thus
making it feasible to rigorously address extremely complex
(and large) configurations such as a Yagi-Uda nanoan-
tenna coupled to a metal-insulator-metal plasmonic
waveguide [78] or extremely dense (ordered/disordered)
arrangements [79].
4.3.2 Exotic nanoparticles: Nanostars & Nanoties
To further illustrate the versatility of surface methods,
we now show recent numerical calculations for complex
nanoparticleswith low symmetry such asnanostars.Metal
nanoparticles with star or flower shape can be experi-
mentally obtained in colloids [87–89], notably enhanc-
ing local electromagnetic fields at LSPRs, thus making
them good candidates for surface-enhanced Raman spec-
troscopy (SERS) substrates without any induced aggrega-
tion [76, 87–91].
The numerical method is based on the (raw) SIE for-
mulation [71], implemented for parametric surfaces de-
scribing particles with arbitrary shape through a unified
treatment (3D extension of 2D Gielis’ formula [92]),
x(θ, ϕ) = r1(ϕ)r2(θ) sin θ cosϕ (9a)
y(θ, ϕ) = r1(ϕ)r2(θ) sin θ sinϕ (9b)
z(θ, ϕ) = r2θ cos θ (9c)
r(u) =
{︂⃒⃒⃒⃒
1
a sin
(︁m
4 u
)︁⃒⃒⃒⃒n2
+
⃒⃒⃒⃒
1
a sin
(︁m
4 u
)︁⃒⃒⃒⃒n3}︂− 1n1
(9d)
where r1, r2 are two different realizations of the parame-
ters n1, n2, n3,m, a, b in Eq. (9d) with u = θ, ϕ being the
usual polar andazimuthal angles in spherical coordinates.
The parameters of the so-called SuperShape (SS) for a star
satisfy
1 > n1 > 0, 2 > n2 = n3 > 1, a = b = 1, m ≥ 3,
where m governs the symmetry of the star. In particular,
the configuration of parameters was chosen in Ref. [76]
to allow one to change only the number of tips in a star-
like volume (in the plane Π, see Fig. 7, from n = 1 to
6), while preserving its shape and the number of out-of-
plane tips is kept constant in such a way that there are two
opposing tips, one pointing upwards and the other one
downwards. Such star-like shapes closely resemble those
of fabricated colloidal nanostars [87]. In Fig. 7 the absorp-
tion cross sections are plotted for Au nanostars made of
gold described by the dielectric constant reported in refer-
ence [35]. Nanostars have an almost constant volume Vs
with an effective radius re =26 nm (defined such that
Vs = 4pir3e/3) and increasing number of tips. LSPR wave-
lengths increase with the number of tips, revealing a red-
shift of the lowest-order dipolar mode, from the highest
symmetry case (sphere and nanostar with 1 tip) to the low-
est symmetry, 6-tip, nanostar. The latter even exhibits a
quadrupolar LSPR at λ ∼ 600nm. Moreover, for constant
volume and fixed number of tips, the dipolar LSPR also
redshifts with increasing sharpness, as shown in [76] and
Fig. 20.
Fig. 7 also shows the norm of the surface electric field
of the nanostars as a function of the LSPR wavelength. As
a general result, the surface field is accumulated on op-
posite nanostar vertices [71, 87], resulting from the dipo-
lar character on the plane Π of the corresponding lowest-
energy LSPR. Large electric field enhancements are thus
obtained at the LSPR wavelength, which in turn grow for
increasing number (and sharpness) of tips, reaching val-
ues of about |E|2 ∼ 104. These valuesmakenanostars suit-
able for single-nanoparticle SERS [87, 89, 91] and optical
heating [76, 93], as will be shown below.
Finally, in order to show the versatility of the SIE
method combined with the SS (9d) as pointed out in
Ref. [71], we show the optical cross sections of a 3DAgnan-
otie of 60 nm diameter in Fig 8. The corresponding SS pa-
rameters are
r1 → n1 = 15, n2 = 1, n3 = 9, m = 4, a = 1, b = 1,
r2 → n1 = 0.5, n2 = 30, n3 = 0.35, m = 4, a = 1, b = 1.
The nanotie exhibits a LSPR at 471 nm, showing an
peculiar surface-field distribution induced by its exotic
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C
FIG. 2. Reprinted (adapted) with permission from Ref. [? ]. Copyright (2012) Optical Society of
America.
4
Figure 7: Reprinted (adapted) with permission from Ref. [76]. Copyright (2012) Optical Society of America. Top panel: (a) Schematic rep-
resentation of a 4-fold nanostar, with two relevant symmetry planes, the plane Π where the number of tips is varied and the polarization
plane Σ. (b) Absorption cross sections for Au nanostars with different number of tips (from 1 to 6) and∼ 40 nm long arms, along with that
for the equivalent Au nanosphere (26 nm radius). Bottom panels: Distribution of electric field amplitudes in log10-scale on the surface of
the Au nanostars at their corresponding LSPR wavelengths for an incident electric field contained in the plane Σ.
shape, with large field amplitudes accumulated on the
surface of the tie vertices nonetheless, the nature of the
LSPR is clearly dipolar as revealed by the far-field patterns.
The nanotie resembles the shape of a bowtie antenna con-
nected on its vertices. In a bowtie antenna the gapbetween
the vertices of the prisms generates large fields with mul-
tiple different applications. This calculation shows that
not only the gap between the prisms, but also the edges
and the cavities between the arms are suitable for spectro-
scopic applications.
5 Fano LSPR line-shapes
Recently, several plasmonic systems supporting LSPRs
have attracted attention due to their strongly asymmetric
extinction spectrum [94]. Asymmetric spectra can be un-
derstood in terms of a Fano-like interference mechanism
between two scattering channels involving a continuum
and a discrete state, as observed by Fano [95] in connec-
tionwithRydberg spectral atomic lines. Fanopredicted the
asymmetric shape of such spectral lines based on a super-
position principle from quantum mechanics, through this
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4
Figure 8: Top: Extinction (blue), absorption (red), and scattering
(black) cross sections for a Ag nanotie with diameter 60 nm. Bot-
tom: Surface field amplitude in log10-scale (left) and 3D far-field
intensity pattern (right) at the LSPR wavelength.
simple functional form
Q ∝ (q𝛾 + ω − ω0)
2
(ω − ω0)2 − 𝛾2
, (10)
where, q is the asymmetry parameter and ω0 and 𝛾 are the
position andwidth of the resonance, respectively. This for-
mula has been exploited inmany fields within physics, in-
cluding nanoscale structures [96].
The study of plasmonic systems containing several in-
teracting parts (either physically separated or made from
different materials), has received a lot of attention in the
literature. Of these types of systems, dolmen-type struc-
tures, non-concentric disk/ring cavities and the so-called
plasmonic olygomers have received the most attention,
see [94] and references therein. In all of these studies,
the interference is a consequence of the interaction be-
tween different plasmon modes of the systems. Usually a
broad, bright dipolar mode is excited in the system that
acts as the continuum and also interacts with a narrow,
dark mode acting as the discrete transition [97]. At first it
was a common assumption that single particle configura-
tions, that is, those having no subsystems or parts, could
not exhibit asymmetric scattering or extinction spectra.
This was probably due to the fact that the properties ex-
tracted fromMie theory for solid homogeneous spheres (in
which the total scattering or extinction cross sections, Eqs.
(3), are not sensitive to mode interference, although direc-
tional cross sections indeed are [94]) were directly extrap-
olated to those systems.
Nevertheless, contrary to this common assumption,
single metallic nanoparticles with a very simple shape
have been shown to exhibit asymmetric scattering spec-
tra that can be understood in terms of a Fano-like interfer-
ence mechanism [98–101]. In the next section we give two
examples of configurations where rich plasmonic spectra
lead toFanoLSPR line-shapes: nanocrosses andnanorods.
5.1 Nanocrosses
In Fig. 9(a,b), typical extinction spectra are shown for
a three-arm nanocross. Measurements were obtained
through transmission spectra taken with a Fourier trans-
form infrared (FTIR) microscope, while calculations were
carried out through FDTD (cf. Ref. [98]). We see that the
increased complexity of the nanocross introduces higher-
order multipolar modes. Two LSPR are observed for nor-
mal incidence (red lines) and three for side illumination
(blue lines). The lower energy mode is a dipole LSPR (or-
ange dot), while the second mode (cyan dot) is essentially
a quadrupole mode. In the latter, only the diagonal arms
are resonating and induce smallmirror charges on the cen-
ter bar, as can be seen in the charge plot in the inset. For
the higher energy extinction peak, the charge density plot
(green dot) reveals an octupolemode. Here, the dipolemo-
ment in the diagonal arms oscillates out-of-phase with the
dipolemoment in the center bar. Fig. 9(c) shows the calcu-
lated variation of quadrupolar and octupolar mode spec-
tra with increasing angle α, confirming that, due to the
C6 rotational symmetry of the three-arm cross at α = 45∘
the quadrupole mode vanishes and the octupole mode be-
comes dark.
Upon close inspection of the nanocross extinction
spectrum in Fig. 9(a), the octupole resonance line shape
is clearly asymmetric. An enlargement of the octupole and
quadrupole modes is shown in panels (d) for side illumi-
nation and (e) for normal incidence. When comparing ab-
sorption (green lines) and scattering (black lines) cross-
sections, it is seen that the octupole absorption resonance
(green dot) lies within the lower energy tail of the scat-
tering resonance. This is a key indication of Fano inter-
ference [94]. The asymmetric line-shape is interpreted in
Ref. [98] as the interference between the spectrally over-
lapping broad superradiant tail of the dipole LSPR mode
and the narrow subradiant octupolar mode. Their coher-
ent coupling results, as expected, in a destructive interfer-
ence in the scattering on the lower energy side of the oc-
tupole absorption peak and in a constructive interference
on the higher energy side. For the quadrupole (cyan dot),
by contrast, noFano interference is observed since the cen-
trosymmetry of the particle does not allow coupling to ei-
ther of the odd-order modes.
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nevertheless and for simplicity we keep the reference O3AX octupole mode.
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Fig. 4. LSPR modes and spectral tunability in a three-arm nanocross. (a) Calculated and
(b) experimental extinction spectra of a 3AX. Red lines: normal incident illumination, blue
lines: side illumination. Polarization in vertical direction. Lc1 = Lc2 = 370 nm,Wc = 70 nm,
T = 50 nm and α = 45 . Insets: calculated charge density distributions corresponding to
the indicated resonances. (c) Simulated normal incidence extinction spectra of the 3AX in
(a) for varying α between 20  and 40 . The displayed spectral window corresponds to the
dashed box in (a) and shows the O3AX dipole activation for reduced rotational symmetry
and spectral shift for varying α . (d-e) Extinction (red), scattering (black) and absorption
(green) cross-sections showing Fano interference in the 3AX. (d) A zoom-in of the 3AX
side illumination spectrum indicated by the dashed box in (a). (e) Same as (d) but for normal
incidence.
A simple static calculation of the net dipole moment p = ∑ j q jd j, assuming equal point
charges in each cross branch as we did for the 2AX, results in p proportional to 2sinα   1.
This means that for a 3AX withC6 rotational symmetry, i.e. α = 30 , p vanishes and the O3AX
mode should become dark. This is indeed the case as shown in Fig. 4(c). This figure shows
extinction spectra of three-arm crosses with different arm angles between 20  and 40  for nor-
mal incidence. The spectral window corresponds to the dashed box in panel (a). It is seen that
the octupolar resonance reduces its intensity as α approaches 30  and finally becomes com-
pletely dark when α = 30 . The l = 2 quadrupole mode remains dark regardless of α since the
centrosymmetry of the particle is maintained [23,40]. Experimentally, all three 3AX modes are
observed for side illumination of a 3AX with α = 45 . For normal incidence the quadrupole
mode disappears while the octupole mode remains, although with a reduced extinction cross-
section, in agreement with the simulated spectra. Note that also for normal incidence a small
bump is seen at the quadrupole mode. This can be explained by the k-vector spread of the inci-
dent light introduced by the Cassegrain objective. Fig. 4(c) also illustrates the spectral tunablity
of the octupolar mode with α . A maximum resonant wavelength is obtained for α = 30  while
the octupole mode further blue-shifts for increasing or decreasing arm angle, similar to the
behavior of the Q2AX mode in Fig. 2(f).
Upon close inspection of the 3AX extinction spectrum in Fig. 4(a), the O3AX resonance
line shape is clearly asymmetric. A zoom-in on the octupole and quadrupole modes is shown
in panels (d) for side illumination and (e) for normal incidence. When comparing absorption
(green lines) and scattering (black lines) cross-sections, it is seen that the octupole absorption
resonance (green dot) lies within the lower energy tail of the scattering resonance. This is a
key indication of Fano interference [26, 41, 42]. The interference, here, occurs between the
spectrally overlapping broad superradiant tail of the D3AX mode and the narrow subradiant
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FIG. 3. R printed (adap ed) with permission from Ref. [? ]. Copyright (2012) Op ical Society of
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5
Figure 9: Reprinted (adapted) with permission from Ref. [98]. Copyright (2012) Optical Society of America. Top panel: Illustration of the
three-arm nanocross structure an notation. Bottom panel: LSPR modes and spectral tunability in a three-arm n nocross. (a) Calculated
and (b) experimental extinction spectra. Red lines: normal i cident illumination, blue lines: side illumination. Polarization in vertical direc-
tion. Lc1 = Lc2 = 370 nm,Wc = 70 nm, T = 0 nm and α = 45∘. Insets: calculated charge density distributions corresponding to the in-
dicated resonances. (c) Simulated normal incidence extinction spectra of the three-arm anocross in ( ) for varying α between 20∘ and 40∘.
The displayed spectral window corresponds to the dashed box in (a) and shows the octupole activation for reduced rotational symmetry
and spectral shift for varying α. (d-e) Extinction (red), scattering (black) and absorpti n (green) cross-sections showing Fano interference in
the three-arm nanocross. (d) An enlargement of the three-arm nanocross side illumin ion spectrum indicated by the dashed box in (a). (e)
Same as (d) but for normal i cidence.
5.2 Nanorods
Recently, it has been shown that asymmetric Fano-like
LSPR line-shapes ca emerge in elongated nan particles
such as nan spher ids, nanorods and nanobelts [99],
which indicates that asymmetric LSPR lines can origi-
nate from much simpler geometri s han the complicated
structuresmentioned in th last section. Interestingly, this
went unreported in the nanoplasmonics literature for a
long time, despite being apparent in earlier reports, as in
[28, 102–104] or, especially, [105, Fig.1].
Generally speaking, most device-oriented studies are
focused on nanoantennas operating at the dipole-like res-
onance. However, structures with a high aspect ratio may
support additional resonances which are usually consid-
ered in more fundamental studies. Hence, several authors
have already elucidated the scaling properties of high-
order longitudinal modes, as well as their dependence
on shape, size, orientation and dielectric environment by
means of div rse approaches and techniques [28, 102–
104, 106, 107].
Consider the simplest example of a nanoantenna:
light scattering by a single metallic nanorod, as shown
in Fig. 10(b). With the assumption that rod diameter D is
much smaller than its total length L, the electromagnetic
response to p-polarized light impinging perpendicular to
the long side is fully governed by longitudinal modes. The
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Figure 10: Reprinted (adapted) with permission from Ref. [101]. Copyright (2012) of American Chemical Society. (a) Illustration of the cou-
pling process of a broad background continuum state with different discrete states resulting in a complex spectral response including sym-
metric Lorentzian lines and different asymmetric Fano line shapes. (b) Schematic showing incident plane wave vectors and the modeled
nanorod shape having widthW = 70 nm, height H = 50 nm, and length L. Right: SEM image of a fabricated nanorod. (c) Simulated charge
density distributions for indicated mode order l (L = 720 nm). Red and blue regions represent positive and negative charges, respectively.
(d) Schematic of the experimental extinction measurement configurations to approximate normal and off-normal plane wave illumination.
fundamental LSPR resonance λ(1)res can thus be described
as a dipolar (strictly speaking, half-wavelength) excitation
of charges at the rod surface, with its wavelength exhibit-
ing a linear dependence on L, λ(1)res ∝ 2L. For a perfectly
conducting material of negligible thickness, λ(1)res is pre-
cisely equal to 2L, whereas λ(1)res ≫ 2L at optical frequen-
cies [12, 28, 108, 109]. As the rod length increases, addi-
tional resonances may appear. Following Khlebtsov and
Khlebtsov [28], we assume that the position of any longitu-
dinal resonance can be described by the following approx-
imate scaling law:
λ(n)res ≈ B0 + B1
L
nD , (11)
where n is an odd integer and B0, B1 are coefficients that
dependon the actual geometry anddielectric environment
of the system, and can be determined from linear regres-
sion. Alternatively, explicit expressions for B0, B1 can be
obtained within the framework of Novotny’s model for ef-
fective wavelength scaling at optical antennas [108].
Aside from the above mentioned references, the
emergence of asymmetric line profiles for multi-resonant
nanoantennas has only been addressed very recently [99].
Here we review the experimental and theoretical results
that fully account for multi-LSPR spectra (see Fig. 10(a,c))
with a wealth of Fano/Lorentz line-shapes. In Verellen et
al. [101] the spectral line shapes of nanorod antennas were
studied in detail, using extinction spectroscopy, finite el-
ement simulations, and a 1D-line current model. When a
nanorod is illuminated with light that is polarized along
its long axis (as in Fig. 10(b)), charge density waves at the
surface of the metal are excited, which can form standing
wave-like Fabry-Perot resonances, where the resonance
mode index l denotes the number of half plasmon wave-
lengths λp/2 that fit the antenna cavity at resonance and
coincides with the number of charge nodes in the corre-
sponding charge density distribution. Note that a plasmon
mode refers to the surface-plasmon polariton propagating
along an infinitely long nanorod (metal nanowire). These
longitudinal antenna modes can be separated in two cat-
egories based on the mirror symmetry of their respective
charge density.As shown in Fig. 10(c), modes of odd parity
have an antisymmetric distribution consisting of an odd
number of charge nodes l, while even parity modes are
symmetric in their charge distribution and have an even
number of charge nodes.
Verellen et al. found distinct spectral behavior for
even and odd parity modes. First of all, the mode par-
ity strongly determines its coupling to light. For example,
even modes will not couple to a p-polarized plane wave
that impinges perpendicular to the nanorod long axis, see
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Mode Parity-controlled Fano- and Lorentz-like Line Shapes Arising in Plasmonic Nanorods
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Figure S 5. (a, b) Comparison of finite element method (FEM) simulations (top curves) with the 1D line current
model (bottom curves) for a silver nanorod (L = 300 nm). The angle of incidence is (a): ✓inc = 0
o, exciting only odd
modes and (b): ✓inc = 15
o. In de model the reflection coe cient is taken as r = -0.935 and the additional rod length
Ladd = 40 nm. (c) Detail of the scattering cross-section (SCS) in panel a, highlighting the asymmetric Fano line
shape for the l = 5 and l = 3 modes and the symmetric Lorentzian shape for the even l = 4 mode. Inset: same in
log scale.
N. Verellen et al., 2014. 6
Figure 11: Reprinted (adapt d with permission from Ref. [101], Supporting Information. Copyright (2012 of American Chemical Society.
(a, b) Comparison of FEM simulations (top curves) with the 1D line urrent model (bottom cu ves) for a silver nanoro (L = 300 nm). The
angle of incidence is (a) θinc = 0o, exciting only odd mode and (b) θinc = 15o. (c) D tail of the scattering cros -section (SCS) in pa l (a),
highlighting the asymmetric Fano line shape for the l = 5 and l = 3modes and the symmetric Lorentzian shape for the even l = 4mode.
Inset, same in log10 scale.
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Fig. 11(a). Retardation of the incident electromagnetic field
along the nanorod length is required to excite even par-
ity modes, which can be achieved by oblique incidence of
the plane wave, see Fig. 11(b). Andmore importantly it has
been demonstrated that not only the coupling efficiency
to plane waves strongly depends on the mode parity, but
also the mode spectral line shape. Odd modes present
asymmetric line shapes characteristic of Fano interfer-
ence, while symmetric Lorentzian lines appear for even
modes. By a detailed analysis of calculated absorption and
scattering cross-sections (ACS, SCS) as shown Fig. 11, de-
structive and constructive mode interference in nanorod
antennas is revealed. The resulting Fano resonance line
shapes were experimentally observed for first-, third-, and
fifth-order antenna modes, in good agreement with sim-
ulations for different rod lengths, while quasi- Lorentzian
line shapes were observed for even-parity modes in [101].
A semi-analytical model based on a 1Dwire was presented
therein that reproduces the observed line shapes and gives
an intuitive understanding of the underlying interference
mechanisms; in fact, the 1D line current model was em-
ployed in obtaining the continuum background, discrete
multiple-order resonances, and resulting spectra with ei-
ther symmetric (termed Lorentz) or asymmetric (Fano) line
shapes as depicted in Fig. 11(c).
6 Inverse problem: Optimization
techniques
The schematic in Fig. 12 shows the main steps of the in-
verse problem by way of an example that has shown great
potential for real-world applications such as plasmon-
assisted chemical and biological sensing [17, 19, 110],
plasmon-assisted nanolithography [111], nanoantennas
design [112] or thermoplasmonics [113]. Despite their ap-
parent differences, all these nanostructures share a com-
mon feature: they take advantage of the sensitivity of LSPR
the illumination conditions and optical andmaterial char-
acteristics of the environment proximate to the interface
between a metal and a dielectric.
With reference to Fig. 12, the experimental character-
ization starts with the fabrication of a sample either by
lithography techniques or chemical synthesis and ends
with an experiment that yields an optical signal related to
the nanostructure studied. This is normally done by trial
and error through the systematic variation of relevant ex-
perimental parameters until an acceptable geometry and
illumination setup, has been found. Although this blind
strategy has proven successful, not only may it lead to a
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Figure 12: The blue arrows in this flux diagram show the two main
stages required for the experimental and numerical characteri-
zation of a nanostructure. The link between these two stages,
indicated with the red arrows, can be interpreted as an inver-
sion/optimization loop to either retrieve relevant parameters of
the nano structure from scattering/spectral data or optimally design
a nanostructure prior to its fabrication.
waste of time and materials due to the fabrication of mul-
tiple samples, but it does not necessarily guarantee the op-
timal performance of the resulting nanostructure. On the
other hand, given the complexity of the structures studied
and their non-trivial relationshipwith the light they scatter
or absorb, the theoretical modeling often relies on a series
of simplifying assumptions and approximations that are
somehow far from the experimental situation. As a conse-
quence, the theoretical predictions are in agreement with
the experimental results only in quite specific conditions.
The special inverse problem of tailoring the
application-dependent scattering or resonant properties
of a nanostructure, prior to its fabrication, is a formidable
task that has not been extensively treated until recently.
This renewed interest is a direct consequence of the ongo-
ing development not only of high performance computer
systems that allow the study of more complex geometries
with the methods described in previous sections, but also
of alternative inversion schemes making use of heuris-
tic optimization or artificial intelligence tools. Sacha et
al. [114] review the most common applications of this ap-
proach in the domain of nanotechnologies. Notwithstand-
ing the diversity of optimization techniques reported in the
literature, someof themost frequently employed are the so
called “direct search" or “derivative free" methods based
on the imitation of biological or thermal process [115-130],
on perturbative approaches [131] or on local optimization
techniques [132]. However, a detailed description about
the theory of such techniques goes beyond the scope of
this review. Thus, we will focus our attention only on
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some representative examples of this kind of approach
and we refer the reader to references [134-139] for further
information.
Evolution Strategies (ES) [133] and Genetic Algorithms
(GA) [135] belong to the so-called set of Evolutionary Al-
gorithms (EA), which are heuristic population-based com-
putational techniques whose operational principles are
basedon the imitation of themechanismsof evolution that
take place in nature. That is, these methods involve vari-
ations (recombination and/or mutation) and selection in
their respective search processes for the optimum [137]. On
the other hand, the underlying biological mechanism of
the Particle SwarmOptimizationmethod (PSO) [136] is not
related to the evolution of the elements belonging to a pop-
ulation, as is the case for the EA. Instead, the PSO imitates,
throughout its search for the optimum, the social and col-
laborative behavior of a group of individuals such as, for
example, a flockof birds, a school of fishor a swarmof bees
in search of food. This search for a region in space poten-
tially rich in food depends on the exchange of information
based on both the common knowledge of the swarm and
the individual experience of each of its elements. It is use-
ful to briefly outline their working principles.
The first step prior to the beginning of the optimiza-
tion process of an ES is the random generation of an en-
semble of vectors pT(variables to optimize) that will form
the initial population P⟨g⟩µ |g=0, where µ is the number of el-
ements within the population and g is the associated iter-
ation of the algorithm. A canonical evolutionary algorithm
is based on the application, over a definednumber of itera-
tions, of two genetic operatorswith well defined roles. The
recombination operator exploits the search space through
the exchange of information between ρ different elements
of the population. The second operator is the mutation,
which is used to explore the search space through the in-
troduction of randomvariations in the population. The ap-
plication of these genetic operators over the initial popu-
lation leads to the generation of a secondary population
P⟨g⟩λ of λ elements. Each element of the secondary popu-
lation will be evaluated and only those elements of P⟨g⟩λ
leading to promising solutions will be retained, through
some selection scheme, as part of the population P⟨g+1⟩µ
for the next iteration of the evolutionary loop. The proce-
dure is repeated until a defined termination criterion has
been achieved. Also, the respective sizes of the initial and
the secondary populations, P⟨g⟩µ and P⟨g⟩λ , remain constant
throughout the entire search process.
The initial populations can be selected, throughout
the evolutionary loop, in two different ways, non-elitist
(ES − (µ/ρ, λ)) and elitist (ES − (µ/ρ + λ)). The main differ-
encebetween these two schemes is that the former chooses
only the best elements from the mutated population. The
latter, on the other hand, selects the best elements from an
intermediate population generated from the union of the
initial and mutated populations. Consequently, a promis-
ing element belonging to the initial population can sur-
vive throughout the entire optimization process. Although
this attribute of the elitist strategy guarantees amonotonic
decrement or increment of the fitness function, it can also
make it prone to premature convergence into a local opti-
mum.
Inwhat concerns the PSO, before the search for the op-
timum is the random generation of a population of µ par-
ticles. Each of them is composed of n variables which, de-
pending on the context of the problem studied, represent
the quantities that need to be optimized. Also, these vari-
ables are interpreted as the coordinates of each particle in
an n-dimensional space. It must be noted that, at this ini-
tial stage, the swarm is assumed to be at rest, that is, the
velocity v of each of its elements is zero.
Once the initial locations and speeds have been gen-
erated, the search process starts with the evaluation of the
individual fitness pbest of each particle in the population.
The global optimum of the swarm, gbest, is then obtained
from the set of optima pbest previously computed. This
information will then serve to modify the location of the
swarm through the operator
x<g+1>m,i = x
<g>
m,i + ∆tvm,i , (12)
where m = 1, 2, ..., µ and i = 1, 2, ..., n represent an ele-
ment of the swarmand the corresponding variable of inter-
est, respectively. The index g is associated with a specific
iteration of the search process. The factor ∆t is usually as-
sumed to be one. The speed vm,i is modified through the
weighted sum
vm,i = w vm,i + c1U1(pbestm,i − xm,i)+ c2U2(gbesti − xm,i),
(13)
where 0.0 ≤ Uα ≤ 1.0 with α = 1, 2 are two uniformly
distributed random numbers that will serve to include the
unpredictable behavior of the swarm throughout the en-
tire search. The coefficients c1 and c2 are two scale fac-
tors to respectively determine the influence that the indi-
vidual fitness (pbest) and the global fitness of the swarm
(gbest) will have on the particle’s new speed and location
for the next iteration of the search process. The coefficient
0.0 ≤ w ≤ 1.0 is called the inertia factor andmeasures how
much the original location of the particle is affected by the
personal and global optima pbest and gbest, respectively.
The steps just described are repeated until a previously es-
tablished stop criteria has been reached. This can be the
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Figure 13: Reprinted (adapted) with permission from Ref. [129].
Copyright (2012) Optical Society of America. Two-dimensional ge-
ometry to be optimized, employing ES and PSO, to have a maximum
scattering-cross section.
number of iterations or the convergence of the population
to the optimum. It is noteworthy that the size of the popu-
lation, as is the case for the evolution strategies, does not
change throughout the entire optimization process.
6.1 Designing nanostructures with heuristic
optimization
Webegin our discussion by considering the simple inverse
problem of maximizing the scattering cross-section (SCS)
of a two-dimensional, arbitrarily-shaped, unsupported
metallic nanoparticle characterized by its frequency de-
pendent dielectric constant ϵII(ω) [129]. The choice of this
geometry is not restrictive, as it corresponds to infinite (or
very long)metal nanowires. However, a three-dimensional
geometry must be treated in a vectorial way, and this dras-
tically increases the complexity of the problem. This is out-
side the scope of this section, in which we aim to discuss
the engineering of nanostructures through heuristic opti-
mization rather than the feauters of the forward solver.
The system is assumed invariant along the axis x2
and the profile of this structure is represented by the con-
tour Γ(r), where r(x1, x3) is the position vector of a point
that belongs to the profile. The coordinates x1 and x3 are
obtained by means of a 2D version of Gielis’ Superfor-
mula [92] although other parametrization schemes could
be used as well [68, 140].
The particle in Fig. 13 is illuminated with a
Ψ(r, t) = (0, ψ(r), 0) exp {−iωt}, (14)
0 10 20 30 40 50
200
400
600
800
1000
1200
Iterations
SC
S
(n
m
)
(µ/ρ,λ)−ES
(µ/ρ+λ)−ES
PSO
Figure 14: Reprinted (adapted) with permission from Ref. [129].
Copyright (2012) Optical Society of America. Convergence behavior
of the (µ/ρ, λ) − ES, the (µ/ρ + λ) − ES and the PSO algorithms
employed in this work.
where r = (x1, x3) and ψ(r) is the non null component of
the magnetic field. In this geometry, only p-polarized light
can excite localized surface plasmons.
The complex scattering amplitude is then computed
through the 2DSIE described in Refs. [68, 129] .
Rp(θ|ω) = i2αI(q)
∞∫︁
−∞
ds′ exp
{︀
−iqsc · r′
}︀
× (15)
[︀
(−iq⃗sc · n^′)φ(r′|ω) − χ(r′|ω)
]︀
, (16)
where n^′ is a unit vector normal to the surface, qsc =
(q, αI(q)) is the scattered wave vector whose components
along the x1 and x3 directions are q = ωc nI(ω) sin (θ)
and αI(q)) = ωc nI(ω) cos (θ), respectively. Furthermore,
the source functions φ(r′|ω) and χ(r′|ω) respectively corre-
spond to the magnetic field and its normal derivative both
evaluated on the surface of the nanoparticle.
The scattering cross-section to be maximized, for an
established wavelength λ = 532 nm, is given by [129]
Cp(ω|p) =
2pi∫︁
0
|Rp(θ, ω|p)|2
|ψp(ω)inc|2
dθ (17)
In this example, we consider a cross-like silver nanoparti-
cle illuminated with a p−polarized plane wave.
Some typical convergence curves are shown in Fig. 14.
The blue and dark green solid lines correspond to the best
realization of the (µ/ρ, λ) − ES and the (µ/ρ + λ) − ES,
respectively. In all the numerical experiments conducted
in [129], the elitist evolution strategy outperformed the
non-elitist strategy. Also, similar results were obtained
varying the parameters considered for the numerical ex-
periments. This suggests the existence of a unique op-
timal star-like geometry, as those depicted in Fig. 15(a),
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Figure 15: Reprinted (adapted) with permission from Ref. [129].
Copyright (2012) Optical Society of America. Optimized a) cross-
like geometries, b) spectra obtained with the (µ/ρ, λ) − ES, the
(µ/ρ + λ) − ES and the PSO algorithms. The solid black line shows
the spectral position of the optimum.
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Figure 16: Reprinted (adapted) with permission from Ref. [129].
Copyright (2012) Optical Society of America. Logarithmic near-field
intensity maps associated to the geometry obtained with the (µ/ρ +
λ) − ES corresponding to (a) the wavelength of resonance (λ = 532
nm) and (b) out of it (λ = 700) nm.
that maximizes the SCS at the established wavelength, as
shown in Fig. 15(b). Furthermore, this hypothesis is cor-
roborated by the results obtained with the PSO (solid red
line in Figs. 14 and 15), whose operational principles are
completely different from those of the ES.
In Fig. 16 we present the intensity maps, on a logarith-
mic scale, corresponding to the geometry optimized at the
wavelength of resonance and out of it. These results are
consistent with those reported in Refs. [68, 90]. However,
unlike therein, field enhancement occurs at the star tips
rather than within the interstices, as a consequence of the
different shape employed here to describe the nanopar-
ticle geometry (roughly speaking, star-like shape with
smooth interstices and sharp tip in Fig. 16, as compared
to flower-like shape with smooth tips and acute interstices
in Refs. [68, 90]).
Another illustrative example of the use of heuristic
optimization in nanostructures engineering is the work
of Forestiere et al. [124]. As a proof-of-concept, the au-
thors of that reference first employ the Generalized Mul-
tiparticle Mie-Solution (GMM) coupled with a GA to maxi-
mize the field enhancement at an arbitrarily located prob-
ing point r0. They assess the performance of their opti-
mization scheme through a parametric study involving dif-
ferent configurations of nanospheres, e.g. linear or two-
dimensional arrays, and the effect of the size and consti-
tuting material on the optimized solution. In order to ex-
perimentally validate their their optimization procedure,
Forestiere et al. fabricated three different two-dimensional
arrays of supported metallic nanoparticles, two of them
constituted of the periodically distributed isolated cylin-
ders and dimer of cylinders as those shown in Figs. 17(b3)
and 17(b2), respectively. The third array, whose unit cell
is shown in Fig. 17(b1), is the one optimized by means of
the GA coupled with the Finite-Differences Time-Domain
method (FDTD). The variables of interest were the radius
and the location of each particle in the unit cell. The near-
field spectrum in Fig. 17(a) was numerically obtained by
illuminating each array with a plane wave polarized along
the axis of the central dimer. It is clear that the optimized
array outperforms the two others. The broken lines in Fig.
17(a) correspond to the pump wavelength λ = 785 nm
and the Stokes-shifted wavelengths of interest 1077 cm−1
and 1590 cm−1. The near-field map in logarithmic scale
in Fig. 17 shows the spatial distribution of the electric
field in each of the arrays considered. The experimen-
tally measured Raman spectra are depicted in Fig. 17(c),
where the line styles are the same as those used for the
different arrays in Figs. 17(a). Again, the optimized array
presents the strongest Raman intensity at the dominant
Stokes modes. Ultimately, a comparison between the ex-
perimentally measured and the numerically predicted Ra-
man enhancement for each array is shown in Fig. 17(d).
The reasonably good agreement of these results illustrates
the great potential of heuristic optimization in the numer-
ical synthesis of different kinds of application-dependent
nanostructures such as, for example, the optical nanoan-
tennae recently studied by Feichtner et al. [122].
Finally,we close this sectionwith a brief discussion on
the optimization scheme recently proposed by Ginzburg et
al. [131]. The originality of this work lies in the fact that it
does not make use of any biologically inspired heuristic
paradigm to tailor the resonant behavior of the nanopar-
ticle. Instead, it employs a perturbative quasi-static ap-
proach [56] to iteratively compute the effect of a small con-
trolled deformationof the initial nanoparticle’s shapeon
the spectral position of the resonance. If this one shifts to-
wards a previously established “design" wavelength, the
newly generated nanoparticle is retained for the next iter-
ation of the optimization loop. If the perturbation does not
lead to a shift towards the “design" wavelength, another
deformation is tried until it satisfies the acceptance crite-
rion. The iterations are repeated as many times as needed
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Figure 17: Reprinted with permission from Ref. [124]. Copyright
(2012) American Chemical Society. Experimental and theoretical
analysis of genetic pattern near-fields. (a) Maximum near-field in-
tensity spectra of the genetic nanoarray, dimers, and a periodic
array optimized at 785 nm. Dashed vertical lines indicate the pump
wavelength (785 nm), and two Stokes-shifted wavelengths of in-
terest (1077 and 1590 cm−1). Near-field intensity profiles on the
equatorial plane on a logarithmic scale at the pump wavelength of
the (b1) genetic nanoarray, (b2) dimer, and (b3) periodic grating. All
scale bars correspond to 300nm. (c) Measured Raman spectra of the
genetic, dimer and periodic patterns and (d) corresponding Raman
enhancements for the 1077cm−1 (red) and 1590cm−1 (black) modes
of p−mercaptoaniline as measured (open circles) and calculated
(solid circles).
to end up with a geometry that will resonate at the estab-
lished wavelength. This process is illustrated in Fig. 18,
where the authors considered a two-dimensional metal-
lic nanoparticle similar to that described in [129] illumi-
nated with a p− polarized plane wave. The insets in Fig. 18
show the convergence towards the optimal geometry. One
important advantage of this quasi-static approach is that,
in spite of its iterative nature, it is not as time consuming
as the evolutionary integral formalism used in [129] or the
FDTD method employed in [124]. Nevertheless, an impor-
tant constraint to be taken into account is that the size of
the nanoparticles must be smaller than the incident wave-
length.
7 Applications of Plasmon
Enhanced Spectroscopies
The most widespread and successful applications of LSPR
spectra are plasmon-enhanced optical spectroscopies.
But, what is the relationship between LSPRs activated on
2330 dx.doi.org/10.1021/nl200612f |Nano Lett. 2011, 11, 2329–2333
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small dimensionless parameter common to all sides. The form-
alism of resonance shifting due to such shape perturbation of a
plasmonic particle30 yields
Dε
Dh
¼ ð1# εÞ
Z
DΩ
d2SaððrDuinÞ2 þ εðDnuinÞ2ÞZ
DΩ
d2SuinDnuin
ð1Þ
where ∂ε/∂h is the derivative of the dielectric permittivity in respect
to the dimensionless parameter h, uin is the electric potential inside
the unperturbed particle, ∂Ω is the particle boundary, ∂n is a
derivative normal to the boundary direction, r∂ is a derivative
tangent to the boundary direction, and a is a scalar function along
the boundary, indicating the amount of particle deformation in the
direction of the local normal. Suppose that we move only two
arbitrary sides on the discretized boundary by fractions of ha1 and
ha2, correspondingly, and consider the following measure S1,2 =
[(∂ε1,2/∂h)/(1 # ε1,2)]
R
∂Ωd
2Suin∂nuin. Only the sign of S1,2 is of
importance, since it indicates the direction of the eigenvalue
modiﬁcation after the applied variation. If any combination of signs
is possible, itmeans that any pair of initial resonancesmay be shifted
toward any independent location. Equation 1 may then be
rewritten as
S1
S2
 !
¼ μ1 þ ε1η1 μ2 þ ε1η2
μ1 þ ε2η1 μ2 þ ε2η2
 !
a1
a2
 !
,
μ1, 2 ¼ ðrDuinðx1, 2ÞÞ2, η1, 2 ¼ ðDnuinðx1, 2ÞÞ2 ð2Þ
This equation is solvable for nondegenerate resonances, since the
deter inant of the matrix is not zero. Consequently, since the rank
of the relevant geometrical transformation is 2, up to two non-
degenerate eigenvalues (multipole resonances) may be moved
toward any requested values. Speciﬁcally, any single resonance
(dipole, quadrupole, etc) may be shifted as required.
For a given arbitrary shape (polygon), all the resonances may
be calculated by solving the “direct problem” of extracting the
sp ctral eigen value for the resonances of a know ge metry and
material parameters. Here we used discretized boundary integral
method, yielding a matrix equation for the eigen values (function
of dielectric permittivity) and eigen vectors (surface charge
distribution) for example.31 Other solvers including FDTD,32
ﬁnite element method, and vol me integral method may be
employed as well. In order to reduce the calculation complexity,
we formulate the problem in two dimensions, inﬁnite cylinder
with polygonal cross section. Small perturbations to a particle
geometry yield small shifts of its resonances, which are tracked by
the “direct solver”. Each applied perturbation requires ver ﬁca-
tion of the shape validity according to topological and techno-
logical limitations: minimal angles (to avoid sharp corners),
minimal width (to avoid high aspect ratios), and no intersections.
The perturbation is applied in the following way: two opposite
sides of a symmetric shape are moved by a fraction δ in the
direction of the local normal tilted by an angle θ (preserving the
initial symmetry). θ is an additional degree f freedom used for
faster convergence. The particle is subsequently smoothed to
prevent sharp corners. If the resulting shape satisﬁes the desired
properties then all resonances are recalculated. The perturbation
will be accepted if the resonances will move toward their required
values, otherwise the perturbation is nulliﬁed and the algorithm
step is repeated.
By applying this method, we produced series of particles with
resonances spanning the entire visible and NIR spectrum and
veriﬁed their transmission spectra by FDTD simulations using a
proper excitation. In principle, the tuning range is bounded from
below by material plasma frequency and unbounded from above
(may be in deep IR and further). However, in the deep IR part of
the spectrum the eigen value of the integral equation for the
resonances17,31 is weakly dependent on frequency, since ε is very
negative, practically limiting the tuning. These explicit examples
show that the entire spectrum may be optimized for absorption
and serve, for example, as a building block in solar cells33 and
related applications. The transmission spectrum (forward
scattering) of each particle is presented in Figure 1, where the
insets are the corresponding particle geometries and the arrow
correspond to the proper polarization of their excitation. This
numerical experiment also corresponds to normal incidence
spectroscopic measurements, using an array of particles rather
than a single particle, in order to enhance the transmitted
signal.17 It should be noted that quality factors of plasmonic
resonances, evaluated in our calculations to be ∼20, are usually
limited to values below 100 and are higher at the visible spectrum
than at NIR.34 However, the usefulness of the localized plasmon
resonances does not emerge from their quality factor, but rather
from their associated small modal volumes. Quality factors as
well as local ﬁeld enhancement may be also improved as was
shown at ref 35. The simulated particle transversal dimensions
were taken to be deep subwavelength, (maximal distance be-
tween two points on the object was taken to be 100 nm);
however, this parameter was found to have minor inﬂuence as
long as retardation eﬀects may be neglected, because all the
resonances have quasi-static characteristics. The particle material
was chosen to be Au (including losses) with the measured
dispersion function.36 Each transmission dip within the spectrum
corresponds to an engineered dipole resonance and ﬁts the
values predicted by our method within ∼2% accuracy. The
resonances of convex gold particles with small aspect ratios are
situated in the visible part of the spectrum; hence the shifting to
longer wavelengths increases the number of required perturbations,
as may be seen from the complexity of the ﬁnal shapes (Figure 1).
Although we demonstrate the method for two-dimensional
(2D) particles in order to reduce the calculation time, it may be
Figure 1. Transmission spectra of engineered particles. Insets: respec-
tive particles shapes. “1” particle, blue dashed line; “2”, red circles; “3”,
green dash-dot; “4”, black solid. Arrow states for polarization of electrical
ﬁeld of the plane wave excitation.
Figure 18: Reprinted with permission from Ref. [131]. Copyright
(2011) American Chemical Society. Transmission spectra of engi-
neered particles. Insetsrespective particles shapes. “1" particle,
blue dashed line , “2" , red circles , “3" , green dashed-dot “4" ,
black solid. Arrow states for polarization of electrical field of the
plane wave excitation.
a nanostructure and molecular spectroscopy? Let us con-
sider the system formed by a metallic nanoparticle and a
molecule close to it, with a laser beam impingi g n the
system. The intensity of the lectromagnetic field gener-
ated on themetallic nanoparticle at the LSPRs wavelength
might be large enough to highly increase the number of
photons coming to the molecule. In which case, the pres-
ence of the nanoparticle might i crease the smaller tran-
sition probabilities, which is the case of the Raman (vi-
brational) levels, not only at the excitation wavelength,
but als at the Raman-shifted emission. This phenomenol-
ogy resulted in the discovery of an extremely sensitive
technique called Surface Enhanced Raman Spectroscopy
(SERS), widely employed since the late 70s [18, 141]. The
chemical enhancem ntmechanism asid , thismay lead to
enhancement factors in the Raman signal of up to (aver-
age) 106 or (local) 109.
Increased EM local density of states (EM-LDOS) no-
tably enhances molecular fluorescence through the w ll
known Purcell effect [142], the mechanism underlying
surface-enhanced fluorescence (SEF) [143]. And in general,
apart from surface-enhanced spectroscopies [141, 144], a
we lth f linear and no -linear ptical p enomena may
benefit from the large field intensities associated to LSPR,
such as second- and third-harmonic generation, single-
photon and tw -phot n hotoluminescence, photodetec-
tion, etc. Incidentally, it should be emphasized that a LSPR
excitation is not sufficient to produce very large near-field
EM enhancements (as simply observed from Mie theory
at the spher LSPR); typically, strongly c upled nanopar-
ticles (the simplest being a nanosphere dimer [145]) are
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needed to notably enhance local fields [15]. All these de-
velopments have given rise to fascinating spectroscopic
techniques, even at the level of single molecule detection
and biosensing, where the tailored metal nanoparticles
play the role of resonant optical nanoantennas [12, 146-
153], LSPR s being the underlying physical mechanism.
Incidentally, most of those techniques are developed in
the visible and near-IR spectral regimes, exploiting the di-
electric properties of noble metals (specially Au and Ag).
Nonetheless, recent studies based on nanoparticles made
with some other metals (Al, Ga, Pt, and others ), which ex-
hibit higher plasmon frequencies at the expense of larger
dissipative losses, have extended the spectral range of
some applications into the UV regime [154-156].
On the other hand, it has been found in recent years
that LSPR s exhibit potential on metal nanoparticles in
optical heating and imaging applications [157-159], which
makes them suitable candidates for photothermal cancer
therapy [113, 160-162]. Heatingmetallic nanoparticles, pre-
viously allocated into cancerous cells, with an impinging
laser beam, halts cellular activity, thus leading to either
shrinking the tumor size, or slowing down its spread. Ob-
viously, the larger theNP temperature, themore effectively
the cell activity is stopped. That is the reason why most of
the effort in this novel field is focused on exploiting the
huge electromagnetic fields produced on the nanoparti-
cles through LSPRs. Indeed, it has been shown that AuNPs
can be heated up to temperatures five orders of magnitude
larger than those reachedwithdyes originally used in early
demonstrations of photothermal tumor therapy [113]. This
fact leads to a reductionof the irradiation energy, consider-
ably shrinking the probability of damaging non-cancerous
cells.
There is a vast amount of literature reviewing all of
these applications, and indeed dealing with all these top-
ics lies beyond the scope of the present review. In the next
section, we will examine a few special cases (some actu-
ally novel) that clearly illustrate the connection between
the plasmonic spectra and the expected application, in
turn requiring complex theoretical and numerical tech-
niques as described above. We will separate these tech-
niques into two categories, depending on whether or not
multiple LSPRs are in order.
7.1 Single LSPR applications
First, wewill present two examples that directly stem from
the strong LSPR of a complex nanostructure (a nanostar),
SERS and optical heating.
7.1.1 SERS on Ag nanostars
As pointed out above, strongly coupled nanoparticles
leading to enhanced local EM fields [15] were thought to
be necessary to accomplish significant SERS enhancement
factors, especially if single molecule detection ought to be
achieved. However, it has been demonstrated that single
NPs of complex shape, such as nanostars and nanoflowers
can play the role of SERS substrates without any induced
aggregation [71, 87–91].
It is generally assumed that the LSPR as determined
through the extinction cross section describes the appli-
cability of a specific nanostructure to SERS, so that the
LSPR wavelength and width determine the spectral range
in which the Raman signal is enhanced. Nevertheless, the
SERS EM enhancement factor σ(ω) is usually estimated as
[141]
σSERS(ω) ∼ |E(ω)|
4
|E0(ω)|4
, (18)
where E(ω) is the electric field amplitude on the metal NP
surface at the excitation frequency ω (assuming that the
Raman-shift is much smaller than the LSPR width) and
E0(ω) corresponds to that of the excitation field. Thus one
needs to accurately calculate the near field, apart from the
far-field contribution to Qext, to ensure that actual SERS
enhancement takes place on a given nanostructure.
In Fig. 19(a) the normalized extinction efficiency Qext
(blue curve) for a silver nanostar defined by the super-
shape parameters [see Eqs. (9)]
r1 → n1 = s, n2 = 1.7, n3 = 1.7, m = 4, a = 1, b = 1,
r2 → n1 = s, n2 = 1.7, n3 = 1.7, m = n, a = 1, b = 1,
with six tips (n = 6) in the plane Π is plotted (also see
schematic in Fig. 7) . Numerical calculations are carried
out through the SIE method [71] using the Ag dielectric
function in Ref. [35]. Two (dipolar and quadrupolar) LSPRs
are obtained at the wavelengths 603 and 489 nm, respec-
tively. Below, the electric field intensities on the surface of
the 6-tip nanostar are shown at each LSPR. It is seen that
the electric field is accumulated at the vertices (as shown
in Fig. 7), producing very large electric field intensities, up
to |E|2 ∼ 104 for the stronger, dipolar LSPR. The SERS
efficiency, QSERS, is defined as the area of the surface NP
wherein the electric field enhancement σSERS exceeds a
certain threshold so as to be SERS active. This threshold
can be tuned at will for a given experimental configura-
tion: in our case, we require locally σSERS > 106. The re-
sulting QSERS is plotted in Fig. 19 as a red curve with peaks
at 496, 619 nm also found in connection to the LSPR. The
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Figure 19: (a) Normalized Qext and QSERS for a nanostar with 6-fold symmetry. (b),(c) Surface field distribution is shown at both dipole and
quadrupole LSPRs, respectively. (d) Distribution of the SERS enhancement on the surface of various nanostars at their LSPR resonance.The
red zones represent SERS active regions of nanostar with n = 3, 4, 5, 6 tips at their corresponding dipole LSPRs, determined from both Qext
(left) and QSERS (right).
quadrupolar one is barely visible, indicating that only the
strong dipole LSPR is SERS active. Incidentally, note that
the QSERS peaks are redshifted with respect to Qext, spec-
tral redshift of the near-field maximumwith respect to the
far-field has been explained in Refs. [26, 27], either due to
the impact of damping in a driven, damped harmonic os-
cillatormodel [26], or due to the different spectral behavior
between homogeneous and evanescent components of the
scattered wave field [27]. Finally, we show in Fig. 19 the ar-
eas on the surface of various Ag nanostars (with different
number of tips) that could enhance the Raman signal at
their corresponding dipole LSPRs, determined from both
Qext (left) and QSERS (right). All of them show SERS active
areas at the vertices and, despite the small shift between
the LSPR maxima, such SERS active area are larger and
stronger upon matching the QSERS condition for the LSPR
maximum.
We thus conclude that metallic nanostars, without
induced aggregation, are suitable SERS substrates, since
QSERS ≠ 0 for various geometries at corresponding range
of wavelengths [71, 87]. We emphasize the importance of
rigorous calculations of localized near electric fields, since
they might or not be large enough to be SERS active, and
if so, at wavelengths redshifted compared to that of the
LSPRs in the extinction cross section.
7.1.2 Optical heating by Au nanostars
Next, we show that metallic nanostars are not only suit-
able for sensing application, but can also play the role
of heat sources as or more efficient than the commonly
studied nanoshells [160], because of their large absorption
cross section s at the LSPR [76, 162]. In Fig. 20(a) the ab-
sorption and scattering cross sections, calculated through
the SIE method [71], are presented for various 4-tip Au
nanostar s (see Fig. 7) , revealing their dependence on the
tip sharpness, while keeping their volume constant. The
supershape parameters (9) are defined as in Sec. 4.3.2;
specifically, n1 = s governs the tip sharpness. Strong
LSPR maxima are observed that redshift with increasing
sharpness, reaching the spectral window around 800nm
specially suited for medical applications. Moreover, the
sharper the nanostar tips are, the larger is the absorption
cross section at the LSPR. Which is the main goal for the
purpose of achieving optical heating, since absorption is
responsible for temperature increase [159]. (Incidentally,
note that the scattering cross section also grows with in-
creasing sharpness, whichmight be advantageous in pho-
tothermal therapy as a result of the enhancement of the
optical contrast for optical coherence tomography imaging
[160].)
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Figure 20: Reprinted (adapted) with permission from Ref. [76]. Copyright (2012) Optical Society of America. (a) Absorption Cabs (solid
curves) and scattering Csca (dashed curves) cross sections for various Au nanostars with constant volume and increasing sharpness for the
vertices, with those for the equivalent (26 nm radius) Au nanosphere. (b) Temperature relative factor distribution map near to the sharpest
Au nanostar, labeled as s = 0.125 (cyan) in (a), illuminated at its LSPR, λ = 860.2nm. (c) Corresponding surface field map at the LSPR.
It was shown in Ref. [76] that the temperature for the
sharper nanostar isabout thirty times larger than that for
the effective sphere. In Fig. 20(b) the temperature distribu-
tion on the plane Π is shown for the sharper Au nanostar
(as induced by the large field enhancements at the LSPR
as shown in Fig. 20(c)), revealing that the effective heat-
ing range being almost restricted to the touching regime.
Thus, cells will only be affected by the presence of the
nanostars when both are in contact. These results indi-
cate that Au nanostars might be good candidates as heat
sources, the assessment ofwhich requires rigorous numer-
ical calculations of far-field and near-field spectra.
7.2 Multifrequency LSPR nanoantennas:
Nanotrimers and nanorods
7.2.1 Doubly-enhanced fluorescence on Ag nanotrimers
In all of these papers a single LSPR is excited either at the
pump frequency or at the emission frequency, so that the
resulting LSPR-mediated enhancement occurs only at one
of the involved frequencies (except of course in the case
of SERS, for which the corresponding Raman shift is typi-
cally so small that both frequenciesmay lie within a single
LSPR). In a recent work, metal nanotrimers were proposed
based on dimer nanoantennas with another nanoparticle
of different shape/orientation in between, in order to ex-
ploit the resulting LSPRs to enhance single molecule flu-
orescence [164]. With the assumption that a fluorescent
molecule is located nearby, we investigate the enhance-
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Figure 21: Reprinted (adapted) with permission from Ref. [164].
Copyright (2008) Optical Society of America. (a) Scattering cross
section for a Ag trimer (solid curve) consisting of a cylinder with
20nm of diameter between two triangles; each triangle is 20nm at
the base and is 20nm high. The distance between each triangle and
the cylinder is 5 nm, the EM field impinging from the left (see inset),
p− polarization. SCS of a Ag triangular particle (dashed-dotted
curve) and of a cylinder (dashed curve). (b), (c) Near electric field
intensity in a log10 scale (p− polarization) at the LSPRs, normalized
to that of the incident field. (b) λ = 390nm, (c) λ = 334nm.
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ment of the corresponding decay rates and the total en-
hancement of the resulting signal.
Actually, the total fluorescence enhancement can be
determined below saturation through the expression
I
I0
= η(ω2)η0
|E(ω1)|2, (19)
which combines the excitation enhancement through the
near-field intensity at ω1, and the emission enhancement
η/η0 at ω2. (Keep in mind that for the latter expression to
be applicable, the dipole position and orientationmust be
taken into account η(ω2) and |E(ω1)|2. ) The two LSPRs
associated with the nanotrimer give enhancements both
at the excitation wavelength (see Fig. 21(b)), with nearly
an order of magnitude enhancement, and at the emission
wavelength (see Fig. 21(c), which yields η/η0 ∼ 30 for
η0 = 1%, see [164]), thus leading to single molecule flu-
orescence enhancements of 2-3 orders of magnitude. This
may be especially relevant for low efficiency molecules.
7.2.2 Doubly-enhanced nonlinear Optics on Au nanorod
dimers
Harutyunyan et al. [165] experimentally confirmed the en-
hancement of nonlinear optical processes with the large
local EM fields associated with two LSPRs excited at an
asymmetric dimer nanoantenna. The multifrequency an-
tenna consists of two metal arms of different lengths and
separated by a gap that is filled by a nonlinear optical
material (Fig. 22, top left). The fields ES(ω1) and ES(ω2)
received by the two antenna arms overlap in the gap re-
gion (see near-field calculations in Fig. 22, top right). The
lengths of themetal arms are chosen such that a half-wave
LSPR is established at frequenciesω1 andω2, respectively,
as demonstrated in the near-field spectra shown in Fig. 22,
bottom left. The two antenna arms are embedded in a non-
linear mediumwith dielectric constant ε = 2.89 (ITO) and
third-order susceptibility χ(3), giving rise to an instanta-
neous nonlinear response
P(3)(ω3) = εχ(3)(−ω3 : ω1, ω1, −ω2)E1E1E*2. (20)
which in turn gives rise to radiation at the frequency ω3 =
2ω1 − ω2, as numerically calculated in Fig. 22, top right.
To verify this, experiments of frequency conversion
(four-wave mixing, 4WM) were carried out with different
antenna geometries in Ref. [165] (see Fig. 22, bottom right).
Each arm length was chosen according to the linear mea-
surements to be in resonance with one of the excitation
wavelengths, and the gap size was varied. Unlike linear
scattering experiments, the 4WM signal strongly depends
antenna consisting of both arms, the field is evaluated in
the gap at the midpoint between the arms. The curves
reveal that the short and long antenna arms exhibit half-
wave resonances at !1 ¼ 780 and !2 ¼ 1100 nm, respec-
tively. The interaction between the two antenna arms
slightly shifts the two resonances and increases the fre-
quency splitting [14]. However, it is evident that the inter-
action is weak and that the spectral dependence of the two
antenna arms is not significantly affected. To experimen-
tally verify this observation, we have performed linear
scattering measurements on antennas. First, the lengths
of antenna arms resonant with our excitation wavelengths
at !1 ¼ 800 and !1 ¼ 1150 nm were identified by dark-
field imaging of antennas of different arm lengths (data
not shown). Then, the linear response of structures with
fixed arm lengths, but varying gap size, was measured.
Figures 3(b) and 3(c) show the dark-field linear scattering
of the same resonant antennas when only the size of the gap
is varied from 20 to 80 nm in 10-nm steps. In both images
the scattering amplitude is nearly constant, proving that the
linear interaction is virtually absent in far-field measure-
ments. Higher order plasmonic modes are not expected to
play a major role under current experimental conditions
due to the relatively small size of the antenna elements [5].
This was verified by linear scattering measurements at
633 nm, close to 4WM emission wavelength (615 nm),
where no measurable gap dependence of the scattered
signal was observed.
We next evaluate the efficiency of frequency conversion
as a function of the two incident wavelengths !1 and !2.
For simplicity we assume that the "ð3Þ is frequency inde-
pendent. The frequency conversion efficiency is propor-
tional to the square modulus of the nonlinear polarization
and is shown in Fig. 4. The nonlinear spectral response
from composite materials can be complex due to the strong
coupling between the plasmonic modes [11]. However,
from Fig. 4 it is evident that in the case of spectrally
detuned antenna elements, the overall nonlinear response
is still governed by the plasmonic resonances of the indi-
vidual elements, and the frequency conversion efficiency is
the highest if the two incident wavelengths are resonant
with the two antenna arms.
To test if the nonlinear response of the antennas indeed
shows different behavior as compared to their linear re-
sponse as predicted by the theoretical calculations shown
in Fig. 2, we carried out experiments of frequency conver-
sion with different antenna geometries (Fig. 5). Here each
arm length was chosen according to the linear measure-
ments to be in resonance with one of the excitation wave-
lengths, and the gap size was again varied from 20 to
80 nm. In difference to our linear scattering experiments,
the 4WM signal strongly depends on the size of the gap.
The signal is strongest for the smallest gap size and van-
ishes for large gaps (Fig. 5). On the other hand, if the
antenna arms are not resonant with the excitation wave-
lengths, we find that the 4WM signal reduces significantly
and no longer depends on the gap size (data not shown).
Thus, by employing antenna elements with different spec-
tral resonances, we provide a strategy to tune the nonlinear
response independent of the linear properties. This behav-
ior is expected to break down in the quasistatic regime,
where the resonances are no longer size-dependent [20].
The results shown in Fig. 5 have been verified for different
antenna arrays. While there are slight variations among the
data points due to fabrication uncertainties (see inset of
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FIG. 3 (color online). Linear spectral dependence of the multi-
frequency antenna. (a) Dashed curve: short antenna arm alone;
dotted curve: long antenna arm alone; solid curve: both antenna
arms. The dashed and dotted curves correspond to the square
modulus of the field (E2) evaluated at a distance of 1 nm from the
endpoints of the antenna arms. The solid curve corresponds to
the E2 evaluated at the midpoint between the two antenna arms.
(b) and (c) dark-field scattering images of antennas with fixed
arm lengths of 110 and 210 nm, at the two excitation wave-
lengths !1 ¼ 800 and !2 ¼ 1150 nm.
FIG. 4. Efficiency of frequency conversion of the antenna
characterized in Fig. 3 as a function of input wavelengths. The
figure shows contours of jPð3Þð!1;!2Þj2, which is proportional to
the frequency conversion efficiency.
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Fig. 5), the above-mentioned trends were consistently ob-
served for all measured antenna arrays. See Supplemental
Material [21].
In our experiments the antennas were resting on a non-
linear substrate rather than being embedded in it as in the
calculations presented above. This difference, however,
has proven to have little or no influence on the nonlinear
response of very similar nanoantenna-ITO hybrid systems
[22]. Thus, while embedding our samples in ITO or any
other highly nonlinear medium might have increased the
efficiency of frequency conversion, we do not expect any
qualitative changes in the behavior of the nonlinear signal.
The gap dependence of the 4WM signal in resonant anten-
nas is a direct evidence that the signal is generated in the
nonlinear material in the gap region, i.e., the nonlinear
substrate and the end facets of the antenna arms. It is
also interesting to note that we did not measure any repro-
ducible gap dependence of the emitted two-photon excited
luminescence (TPL) signal. TPL is a nonlinear process that
does not require multifrequency excitation and therefore is
expected to be significantly less sensitive to the relative
positions of the antenna elements. Similarly, if the two
antenna arms are excited nonresonantly, most of the resid-
ual 4WM signal originates from the individual antenna
arms and hence does not depend on the gap size.
In conclusion, we have introduced the concept of reso-
nant nonlinear antennas and have experimentally demon-
strated its realization at optical frequencies. The use of
nonlinear materials in combination with traditional noble
metal nanostructures provides a framework for nonlinear
optical signal generation. The approach developed here
holds promise for applications such as on-chip optical
frequency conversion and design of metamaterials with
enhanced nonlinear response.
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FIG. 5 (color online). Dependence of 4WM on antenna gap.
(a) 4WM images of a sequence of antennas with fixed arm
lengths (110 and 210 nm) and varying gap size d. The gap is
varied from 20 (left) to 80 nm (right). Scale bar 1 !m. (b) Total
4WM ignal normalized to the linear response shown in
Figs. 3(b) and 3(c) [21]. The s lid line is an exp nential fitting
function. The inset shows a SEM ima f an asymmetric gold
antenna. Scale bar 100 nm.
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FIG. 7. Reprinted (adapted) with permission from Ref. [? ]. Copyright (2012) American Physical
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Figure 22: R print (adapted) with p rmi sion from Ref. [165].
Copyright (2012) American Physical Society. Top pan l. L ft. Il us-
tration f the resonant nonlinear freque cy conversion exp ri ent.
Right: Field distribution near an optical anten a made of two gold
arms of lengths 80 an 140nm, re p ctively, emb dded in a nonli -
ear medium with dielectric constant ε = 2.89 (ITO). ( ),(b) Square
modulus of electric field (E2). The ntenna i irr diated by plane
waves of frequencies ω1 and ω2, respectively. (c) Square modulus
of nonlinear larization |P3|2 at the frequency ω3 = 2ω1 − ω2.
The white curve is a line cut along the axis of the antenna, showing
that the nonlinear signal is almost entir ly g nerated in th gap of
the antenna. Bottom panel. (a) Linear spect l dependence of the
multifrequency antenna. Dashed curve: short antenna arm alone;
dotted curve: long antenna arm alone; solid curve: both antenna
arms. The dashed and dotted curves correspond to E2 evaluated
at a distance of 1 nm from the endpoi ts of the a ten a arms. The
solid curve corresponds to the E2 evaluated at th midpoint be-
tween the two anten a arms. (b) D pe d nc on antenna gap of the
total 4WM s gnal normalized to th l ear response. The solid line is
an exponential fitti g function. The nset shows a SEM image f an
asymmetric gold nten a. Scal b r 100nm.
on the size of the gap. The signal is strongest for the small-
est gap and vanishes for large gaps (Fig. 22, bottom right).
On the other hand, if the antenna arms are not resonant
with the excitation wavelengths, the authors found that
the 4WM signal decreases significantly and no longer de-
pends on the gap size (as expected).
In conclusion, coupled metal nanoparticle configura-
tions with multiple LSPRsgive rise to a rich phenomenol-
ogy that may lead to a huge enhancement of inelas-
tic or nonlinear optical scattering, as has been reviewed
above in connection with single molecule fluorescence
and four-wave mixing, and with straightforward impli-
cations for low efficiency emitters/processes as in, e.g.,
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(bio)molecular sensing or optoelectronic devices. Key to
these conclusions, was the rigorous numerical calcula-
tionof linear and non linear scattering by complex-shape
coupled NPs.
8 Conclusions
Recent advances in plasmonics have been reviewed, with
particular focus on theoretical and numerical tools re-
quired for the rigorous determination of the spectral prop-
erties of complex-shape nanoparticles exhibiting strong
localized surface plasmon resonances (LSPRs). Full elec-
trodynamic methods with their numerical implementa-
tions, including recently developed surface integral equa-
tion formulations, have been shown to be extremely use-
ful tools for these purposes. Examples of the performance
of these techniques for complicated nanoparticle shapes
with the goal of determining their LSPR spectra have
been given. In this regard, complex (single) nanoparticle
configurations (nanocrosses and nanorods) are also re-
viewed. Single and coupled metal nanoparticle configura-
tions with multiple LSPRs have been mentioned exhibit-
ing a hierarchy of multiple-order LSPR (including asym-
metric, Fano-like LSPR line shapes) that give rise to a
rich phenomenology with large scattering cross sections
and local field enhancements. In addition, means to ad-
dress the design of complex geometries with ad-hoc plas-
monic properties are commented on, with special inter-
est in optimization techniques based on bio-inspired al-
gorithms. Among the various applications based on LSPR
spectroscopic properties, a few particular cases are dis-
cussed: single-nanoparticle SERS andoptical heating, and
multifrequency nanoantennas for uorescence and nonlin-
ear optics. Such phenomenology hold promise of fascinat-
ing achievements resulting from the huge enhancement
of elastic/inelastic or nonlinear optical scattering and ab-
sorption (as have been reviewed in connection with SERS,
single molecule uorescence and four-wave mixing), with
straightforward implications in, e.g., optoelectronic de-
vices, metamaterials, (bio)molecular sensing, and even
photothermal therapy.
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