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The Lp Regularity Problem on Lipschitz Domains
Joel Kilty Zhongwei Shen
Abstract
This paper contains two results on the Lp regularity problem on Lipschitz domains.
For second order elliptic systems and 1 < p < ∞, we prove that the solvability of the
Lp regularity problem is equivalent to that of the Lp
′
Dirichlet problem. For higher
order elliptic equations and systems, we show that if p > 2, the solvability of the Lp
regularity problem is equivalent to a weak reverse Ho¨lder condition with exponent p.
MSC (2000): 35J55, 35J40.
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1 Introduction
Let Ω be a bounded Lipschitz domain in Rd with connected boundary. Consider the elliptic
system of order 2ℓ, L(D)u = 0 in Ω, where u = (u1, . . . , um),
(L(D)u)j =
m∑
k=1
Ljk(D)uk, j = 1, . . . , m, (1.1)
Ljk(D) =
∑
|α|=|β|=ℓ
ajkαβD
αDβ, (1.2)
and D = (D1, D2, . . . , Dd), Di = ∂/∂xi for i = 1, 2, . . . , d. Also, α = (α1, α2, . . . , αd) is a
multi-index with length |α| = α1 + · · ·+ αd and D
α = Dα11 D
α2
2 . . .D
αd
d . Let
Ljk(ξ) =
∑
|α|=|β|=ℓ
ajkαβξ
αξβ for ξ ∈ Rd. (1.3)
We will assume throughout this paper that the ajkαβ are real constants satisfying the Legendre-
Hadamard ellipticity condition
µ|ξ|2ℓ|η|2 ≤
m∑
j,k=1
Ljk(ξ)ηjηk ≤
1
µ
|ξ|2ℓ|η|2, (1.4)
for some µ > 0, and all ξ ∈ Rd, η ∈ Rm, as well as the symmetry condition
Ljk(ξ) = Lkj(ξ). (1.5)
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The Lp Dirichlet problem for the elliptic system L(D)u = 0 in Ω consists of finding a
solution u such that (∇ℓ−1u)∗ ∈ Lp(∂Ω) and u,∇u, . . . ,∇ℓ−1u take the prescribed data on
∂Ω in the sense of nontangential convergence. Here and thereinafter ∇ku denotes the tensor
of all partial derivatives of order k and (w)∗ the nontangential maximal function of w. More
precisely, let WAk,p(∂Ω,Rm) denote the completion of the set of arrays of functions{
f˙ = (fα)|α|≤k = (D
αf)|α|≤k : f ∈ C
∞
0 (R
d,Rm)
}
, (1.6)
under the scale-invariant norm on ∂Ω,
‖f˙‖k,p :=
∑
|α|≤k
|∂Ω|
k−|α|
1−d ‖Dαf‖p, (1.7)
where ‖ · ‖p denotes the norm in L
p(∂Ω). The Lp Dirichlet problem is said to be uniquely
solvable if given any f˙ ∈WAℓ−1,p(∂Ω,Rm), there exists a unique function u such that
L(D)u = 0 in Ω,
Dαu = fα on ∂Ω for |α| ≤ ℓ− 1,
(∇ℓ−1u)∗ ∈ Lp(∂Ω).
(1.8)
Moreover, the solution u satisfies the estimate
‖(∇ℓ−1u)∗‖p ≤ C
∑
|α|=ℓ−1
‖fα‖p. (1.9)
If the Dirichlet data in (1.8) are taken from WAℓ,p(∂Ω,Rm) instead of
WAℓ−1,p(∂Ω,Rm), then they all have tangential derivatives in Lp(∂Ω). Consequently we may
expect the solution to have one order higher regularity. This is the so-called Lp regularity
problem. Let ∇tg denote the tangential derivatives of g on ∂Ω. We say that the L
p regularity
problem for L(D)u = 0 in Ω is uniquely solvable if given f˙ = {fα : |α| ≤ ℓ} ∈WA
ℓ,p(∂Ω,Rm),
there exists a unique function u such that
L(D)u = 0 in Ω,
Dαu = fα on ∂Ω for |α| ≤ ℓ− 1,
(∇ℓu)∗ ∈ Lp(∂Ω).
(1.10)
Moreover, the solution u satisfies the estimate
‖(∇ℓu)∗‖p ≤ C
∑
|α|=ℓ−1
‖∇tfα‖p. (1.11)
For p close to 2 and d ≥ 2, the solvability of the Lp Dirichlet and regularity problems
was established in [7, 8, 9, 10] for second order elliptic systems and in [6, 15, 24, 25] for
higher order elliptic equations and systems. In the lower dimensional case d = 2 or 3, the
Lp Dirichlet problem was solved for 2 − ε < p ≤ ∞ and the Lp regularity problem for
1 < p < 2+ε (both ranges are sharp) in [4, 13, 14, 25]. In the higher dimensional case d ≥ 4,
the Lp Dirichlet problem for 2 < p < 2(d−1)
d−3
+ ε was recently solved by Shen in [17, 18] for
higher-order elliptic equations and systems. The paper [17] also established the solvability
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of the Lp regularity problem for the second order elliptic systems in the case d ≥ 4 and
2(d−1)
d+1
− ε < p < 2. Related results may be found in [12, 16, 26] for the Stokes system and in
[19] for the biharmonic equation. We remark that the results mentioned above extend the
classical work of Dahlberg, Jerison, Kenig, and Verchota in [1, 2, 3, 11, 23] on Lp boundary
value problems for Laplace’s equation in Lipschitz domains.
In this paper we establish two related results on the Lp regularity problem. First, for
general higher order elliptic equations and systems in Ω, we show that if p > 2, the solvability
of the Lp regualrity problem is equivalent to a weak reverse Ho¨lder condition with exponent
p on ∂Ω. Let ∆(P, r) = B(P, r) ∩ ∂Ω where P ∈ ∂Ω. The result may be formulated as
follows.
Theorem 1.1. Let L(D) be a system of elliptic operators of order 2ℓ satisfying conditions
(1.4) and (1.5). For any bounded Lipschitz domain Ω and p > 2, the following are equivalent.
1. The Lp regularity problem for L(D)u = 0 in Ω is uniquely solvable.
2. There exist C > 0 and r0 > 0 such that for any P ∈ ∂Ω and 0 < r < r0, the weak
reverse Ho¨lder condition(
1
rd−1
∫
∆(P,r)
|(∇ℓv)∗|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P,2r)
|(∇ℓv)∗|2 dσ
) 1
2
, (1.12)
holds for any solution v of L(D)v = 0 in Ω with the properties (∇ℓv)∗ ∈ L2(∂Ω) and
Dαv = 0 on ∂Ω for |α| ≤ ℓ− 1 on ∆(P, 3r).
Theorem 1.1 extends the work of Shen in [18] where a similar result was established
for the Lp Dirichlet problem. When combined with the main result in [18], it yields the
following.
Theorem 1.2. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 4. Suppose that the Lp
regularity problem for L(D)u = 0 in Ω is uniquely solvable for some 2 < p < d − 1. Then
the Lq Dirichlet problem for L(D)u = 0 in Ω is uniquely solvable for 2 < q < q0 + ε, where
1
q0
= 1
p
− 1
d−1
.
In the second part of this paper we consider the case of second order elliptic systems, i.e.
ℓ = 1. In this special case we show that for any given Lipschitz domain, the Lp regularity
problem and the Lp
′
Dirichlet problem are in fact equivalent.
Theorem 1.3. Let 1 < p < ∞ and Ω be a bounded Lipschitz domain. Then, for any
second order elliptic system satisfying conditions (1.4)-(1.5), the Lp regularity problem in Ω
is uniquely solvable if and only if the Lp
′
Dirichlet problem in Ω is uniquely solvable.
We point out that although it is not implicitly stated, the duality between the regularity
and Dirichlet problems was essentially established in the case of star-shaped Lipschitz do-
mains for Laplace’s equation in [23]. Some partial results on this duality relation may also be
found in [21] for second order elliptic equations with bounded measurable coefficients. Our
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approach to the elliptic systems uses the basic duality argument in [23]. The main contri-
bution here is a localization argument which allows us to treat the case of general Lipschitz
domains in the absence of positivity.
It would be very interesting to see if the duality between the regularity and Dirichlet
problems in Theorem 1.3 extends to higher order elliptic equations and systems. As a
first step in this direction, some partial results have been obtained by the authors for the
biharmonic equation ∆2u = 0.
Note that by Theorems 1.1 and 1.3, for second order elliptic systems, as in the case p > 2,
the solvability of the Lp Dirichlet problem for 1 < p < 2 is also equivalent to a weak reverse
Ho¨lder condition. In particular, by the well known self-improving property of weak reverse
Ho¨lder conditions, it follows that if the Dirichlet problem in Ω is solvable for some 1 < p < 2,
then it is also solvable in Ω for some 1 < p¯ < p. This, together with Theorem 1.2 as well as
results in [4], gives the following.
Theorem 1.4. Consider the second order elliptic system L(D)u = 0 in a bounded Lipschitz
domain Ω in Rd. Let A denote the set of exponents p ∈ (1,∞) for which the Dirichlet
problem in Ω is uniquely solvable. Then
1. If d = 2 or 3, A = (q,∞) where 1 ≤ q < 2.
2. If d ≥ 4, A = (q, s) where 1 ≤ q < 2 < s ≤ ∞. Furthermore, s = ∞ if q ≤ d−1
d−2
, and
s ≥ q(d−1)
qd−2q−d+1
if q > d−1
d−2
.
The paper is organized as follows. In Section 2 we show that the condition (∇2ℓ−1u)∗ ∈ Lp
for some p > 1 implies that ∇2ℓ−1u has nontangential limits on ∂Ω and ‖(∇2ℓ−1u)∗‖p ≤
C ‖∇2ℓ−1u‖p. The proof of Theorem 1.1 is given in Sections 3 and 4, while Theorem 1.2 is
proved in Section 5. Sections 6 and 7 are devoted to the proof of Theorem 1.3.
Finally we remark that the summation convention will be used throughout this paper.
Also, Ω will always be a bounded Lipschitz domain with connected boundary. We will use
Γ(x) = (Γjk(x))m×m to denote a matrix of fundamental solutions on R
d to the operator L(D)
with pole at the origin.
2 A preliminary estimate
Theorem 2.1. Suppose that L(D)u = 0 in Ω and (∇2ℓ−1u)∗ ∈ Lp(∂Ω) for some p > 1.
Then ∇2ℓ−1u has nontangential limits a.e. on ∂Ω. Furthermore, ∇2ℓ−1u ∈ Lp(∂Ω) and
‖(∇2ℓ−1u)∗‖p ≤ C ‖∇
2ℓ−1u‖p, (2.1)
where C depends only on µ, d, m, ℓ, p and the Lipschitz character of Ω.
Proof. Let {Ωr} be a sequence of smooth domains such that Ωr ↑ Ω. Fix x ∈ Ω. Since
L(D)u = 0 in Ω and L(D)Γ = δ0, we may write
Dγ+kus(x) =
∫
Ωr
aijαβD
α+βΓxjs(y) ·D
γ+kui dy (2.2)
+
∫
Ωr
aijαβD
γ+kΓxjs(y) ·D
α+βui dy,
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where Γx(y) = Γ(x− y), and γ, k are two multi-indicies with |γ| = ℓ and |k| = ℓ− 1.
Next, we derive the Green’s representation formula by integrating by parts to switch the
derivatives on Γx and u. This produces only boundary terms as the solid integrals cancel
out. Note that we should move derivatives in such a way that no more than 2ℓ derivatives
are taken on either Γx or u. By doing so we obtain
Dγ+kus(x) =
∑
|α|=2ℓ−1
∫
∂Ωr
DαΓxjs · Π
α
ij(u
i) dσ, (2.3)
where Παij(u
i) is a sum of derivatives of ui of order |α| times various components of the unit
normal to ∂Ωr.
Let Λr : ∂Ω→ ∂Ωr denote the homeomorphism given by Theorem 1.12 in [23]. We now
rewrite (2.3) as an integral on ∂Ω to obtain
Dγ+kus(x) =
∑
|α|=2ℓ−1
∫
∂Ω
DαΓxjs(Λr(P )) · Π
α
ij(u
i)(Λr(P ))ωr dσ. (2.4)
Since
|Παij(u
i)(Λr(P ))| ≤ C (∇
2ℓ−1u)∗(P ),
it follows that
‖Παij(u
i)(Λr)‖p ≤ C ‖(∇
2ℓ−1u)∗‖p <∞.
Consequently, there exists a subsequence, which we still denote by Παij(u
i)(Λr), that converges
weakly in Lp(∂Ω) to some function gαj ∈ L
p(∂Ω) as r →∞. SinceDαΓxjs(Λr(P ))→ D
αΓxjs(P )
uniformly on ∂Ω, we obtain
Dγ+kus(x) =
∑
|α|=2ℓ−1
∫
∂Ω
DαΓxjs(P ) · g
α
j dσ.
This implies that Dγ+ku has nontangential limits a.e. on ∂Ω. As a result, we have |gαj (P )| ≤
C|∇2ℓ−1u(P )| for a.e. P ∈ ∂Ω. It follows that
‖(Dγ+kus)∗‖p ≤ C
∑
|α|=2ℓ−1
∑
j
‖gαj ‖p ≤ C‖∇
2ℓ−1u‖p.
This finishes the proof.
3 Sufficiency of the weak reverse Ho¨lder condition
The goal of this section is to show that given any Lipschitz domain Ω and any p > 2, the weak
reverse Ho¨lder condition (1.12) is sufficient for the solvability of the Lp regularity problem
on Ω.
Theorem 3.1. Let L(D) be an elliptic operator of order 2ℓ satisfying the ellipticity condition
(1.4) and the symmetry condition (1.5). Let Ω be a bounded Lipschitz domain in Rd and fix
p > 2. Suppose that for any ∆(P, r) ⊂ ∂Ω with P ∈ ∂Ω and 0 < r < r0, the reverse Ho¨lder
condition (1.12) holds for all solutions of L(D)u = 0 in Ω with the properties (∇ℓu)∗ ∈
L2(∂Ω) and Dαu = 0 on ∆(P, 3r) for |α| ≤ ℓ − 1. Then the Lp regularity problem in Ω is
uniquely solvable.
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The proof of the following Poincare´ type inequality may be found in [18].
Lemma 3.2. Suppose ℓ ≥ 1. Let f˙ = {fα : |α| ≤ ℓ} ∈WA
2,ℓ(∂Ω) and ∆(P, r) ⊂ ∂Ω. Then,
there exists a polynomial h of degree at most ℓ− 1 such that∥∥fβ −Dβh∥∥L2(∆(P,r)) ≤ Crℓ−|β| ∑
|α|=ℓ−1
‖∇tfα‖L2(∆(P,r)), (3.1)
for any multi-index β with |β| ≤ ℓ− 1.
The proof of Theorem 3.1, which is similar to that of Theorem 3.1 in [18], relies on a real
variable argument. The proof of the following theorem may be found in [20].
Theorem 3.3. Let S =
{
(x′, ψ(x′)) : x′ ∈ Rd−1
}
be a Lipschitz graph in Rd. Let Q0 be a
surface cube in S and F ∈ L2(2Q0). Let p > 2 and g ∈ L
q(2Q0) for some 2 < q < p.
Suppose that for each dyadic subcube Q of Q0 with |Q| ≤ β|Q0|, there exists two integrable
functions FQ and RQ on 2Q such that |F | ≤ |FQ|+ |RQ| on 2Q, and(
1
|2Q|
∫
2Q
|RQ|
p dσ
)1/p
≤
C1
{(
1
|αQ|
∫
αQ
|F |2 dσ
)1/2
+ sup
Q′⊃Q
(
1
|Q′|
∫
Q′
|g|2 dσ
)1/2}
, (3.2)
(
1
|2Q|
∫
2Q
|FQ|
2 dσ
)1/2
≤ C2 sup
Q′⊃Q
(
1
|Q′|
∫
Q′
|g|2 dσ
)1/2
, (3.3)
where C1, C2 > 0 and 0 < β < 1 < α. Then,(
1
|Q0|
∫
Q0
|F |q dσ
)1/q
≤ C3
{(
1
|2Q0|
∫
2Q0
|F |2 dσ
)1/2
(3.4)
+
(
1
|2Q0|
∫
2Q0
|g|q dσ
)1/q}
,
where C3 depends only on d, p, q, C1, C2, α, β, and ‖∇ψ‖∞.
We now proceed to the proof of Theorem 3.1.
Proof of Theorem 3.1.
The uniqueness for p > 2 follows from the uniqueness for p = 2. To establish the existence,
we let f˙ = {fα : |α| ≤ ℓ} ∈ WA
ℓ,p(∂Ω) and u be the solution to the L2 regularity problem
with boundary data {fα : |α| ≤ ℓ− 1}. We will show that if P ∈ ∂Ω and 0 < s ≤ cr0, then(
1
sd−1
∫
∆(P,s)
|(∇ℓu)∗|p dσ
) 1
p
≤ C
(
1
sd−1
∫
∆(P,Cs)
|(∇ℓu)∗|2 dσ
) 1
2
+C
 1
sd−1
∫
∆(P,Cs)
∑
|α|=ℓ−1
|∇tfα|
p dσ
 1p . (3.5)
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By covering ∂Ω with a finite number of balls of radius cr0, estimate (3.5) implies that
‖(∇ℓu)∗‖p ≤ C|∂Ω|
1
p
− 1
2‖(∇ℓu)∗‖2 + C
∑
|α|=ℓ−1
‖∇tfα‖p
≤ C|∂Ω|
1
p
− 1
2
∑
|α|=ℓ−1
‖∇tfα‖2 + C
∑
|α|=ℓ−1
‖∇tfα‖p
≤ C
∑
|α|=ℓ−1
‖∇tfα‖p.
Here we have used the L2 regularity estimate as well as Ho¨lder’s inequality. We now seek to
establish estimate (3.5).
Fix P ∈ ∂Ω and 0 < s < cr0. By rotation and translation we may assume that P = 0
and
B(P, r0) ∩ Ω = B(P, r0) ∩
{
(x′, xd) ∈ R
d : xd > ψ(x
′)
}
, (3.6)
B(P, r0) ∩ ∂Ω = B(P, r0) ∩
{
(x′, ψ(x′)) ∈ Rd : x′ ∈ Rd−1
}
, (3.7)
where ψ : Rd−1 → R is a Lipschitz function. Consider the surface cube
Q0 =
{
(x′, ψ(x′)) ∈ Rd−1 × R : |x1| < s, . . . , |xd−1| < s
}
.
Let Q be a small subcube of Q0 with diameter r. Choose ϕ ∈ C
∞
0 (R
d) with 0 ≤ ϕ ≤ 1, ϕ = 1
on 8Q, ϕ = 0 on Rd\16Q, and |Dαϕ| ≤ C
r|α|
for |α| ≤ 2ℓ. Let h be the polynomial of degree
at most ℓ−1, given by Lemma 3.2, but with ∆(P, r) replaced with 16Q. Write u = v+w+h
where v is the solution to the L2 regularity problem with boundary data (u− h)ϕ and w is
the solution to the L2 regularity problem with boundary data (1− ϕ)(u− h). Note that for
|α| ≤ ℓ− 1
Dαv = Dα((u− h)ϕ) =
∑
β≤α
α!
β!(α− β)!
(fβ −D
βh)Dα−βϕ. (3.8)
Now, let
F = |(∇ℓu)∗|,
g =
∑
|α|=ℓ−1
|∇tfα|,
FQ = 2|(∇
ℓv)∗|,
RQ = 2|(∇
ℓw)∗|.
Using the fact that v is the solution of the L2 regularity problem, we obtain
1
|2Q|
∫
2Q
|FQ|
2 dσ ≤
C
|2Q|
∫
∂Ω
|(∇ℓv)∗|2 dσ
≤
C
|2Q|
∑
|α|=ℓ−1
∫
∂Ω
|∇tD
αv|2 dσ. (3.9)
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Now, note that ∑
|α|=ℓ−1
∫
∂Ω
|∇tD
αv|2 dσ
≤ C
∑
|β|≤ℓ−1
∫
16Q
|∇t(fβ −D
βh)|2
dσ
r2(ℓ−1−|β|)
+C
∑
|β|≤ℓ−1
∫
16Q
|fβ −D
βh|2
dσ
r2(ℓ−|β|)
≤ C
∑
|α|=ℓ−1
∫
16Q
|∇tfα|
2 dσ
+C
∑
i
∑
|β|≤ℓ−2
∫
16Q
|Dxi(fβ −D
βh)|2
dσ
r2(ℓ−1−|β|)
+C
∑
|β|≤ℓ−1
1
r2(ℓ−|β|)
∫
16Q
|fβ −D
βh|2 dσ
≤ C
∑
|α|=ℓ−1
∫
16Q
|∇tfα|
2 dσ + C
∑
|β|≤ℓ−1
1
r2(ℓ−|β|)
∫
16Q
|fβ −D
βh|2 dσ
≤ C
∑
|α|=ℓ−1
∫
16Q
|∇tfα|
2 dσ, (3.10)
where we have used Lemma 3.2 in the last step. By combining estimates (3.9) and (3.10)
we obtain
1
|2Q|
∫
2Q
|FQ|
2 dσ ≤
C
|16Q|
∑
|α|=ℓ−1
∫
16Q
|∇tfα|
2 dσ ≤
C
|16Q|
∫
16Q
|g|2 dσ. (3.11)
This implies that (
1
|2Q|
∫
2Q
|FQ|
2 dσ
) 1
2
≤ C sup
Q′⊃Q
(
1
|Q′|
∫
Q′
|g|2 dσ
) 1
2
. (3.12)
Note that w is a solution of the L2 regularity problem with (∇ℓw)∗ ∈ L2(∂Ω) and
Dαw = 0 on 16Q for |α| ≤ ℓ − 1. Thus, we may use the weak reverse Ho¨lder inequality
(1.12) and the above estimates on v to obtain(
1
|2Q|
∫
2Q
|RQ|
p dσ
) 1
p
= 2
(
1
|2Q|
∫
2Q
|(∇ℓw)∗|p dσ
) 1
p
≤ C
(
1
|4Q|
∫
4Q
|(∇ℓw)∗|2 dσ
) 1
2
≤ C
(
1
|4Q|
∫
4Q
|(∇ℓu)∗|2 dσ
) 1
2
+ C
(
1
|4Q|
∫
4Q
|(∇ℓv)∗|2 dσ
) 1
2
8
≤ C
(
1
|4Q|
∫
4Q
|F |2 dσ
) 1
2
+ C sup
Q′⊃Q
(
1
|Q′|
∫
Q′
|g|2 dσ
) 1
2
. (3.13)
We should point out that the weak reverse Ho¨lder condition on surface balls is equivalent
to the weak reverse Ho¨lder condition on surface cubes. This is because we may cover a
surface cube by sufficiently small surface balls with finite overlap and vice versa. Thus, both
conditions of Theorem 3.3 are satisfied and estimate (3.5) follows by covering ∆(P, s) with
a finite number of sufficiently small surface cubes. This establishes the solvability of the
Lq regularity problem for any 2 < q < p. Finally, since the weak reverse Ho¨lder condition
(1.12) has the self-improving property, the argument above also gives the solvability of the
Lq regularity problem for 2 < q < p+ ε and in particular, for q = p.
4 Necessity of the weak reverse Ho¨lder condition
In this section we show that the reverse Ho¨lder condition (1.12) with exponent p > 2 is also
necessary for the solvability of the Lp regularity problem.
Theorem 4.1. Let L(D) be an elliptic operator of order 2ℓ satisfying the ellipticity condition
(1.4) and the symmetry condition (1.5). Let Ω be a bounded Lipschitz domain in Rd and
fix p > 2. Suppose that the Lp regularity problem for L(D)u = 0 in Ω is uniquely solvable.
Then the weak reverse Ho¨lder inequality (1.12) holds for solutions of L(D)u = 0 in Ω with
the properties (∇ℓu)∗ ∈ L2(∂Ω) and Dαu = 0 on ∆(P, 3r) for |α| ≤ ℓ− 1.
Proof. We begin by choosing r0 > 0 so that for any P ∈ ∂Ω, (3.6)-(3.7) hold after a possible
rotation of the coordinate system. Fix P0 ∈ ∂Ω and 0 < r < cr0. Let u be a solution of
L(D)u = 0 in Ω such that (∇ℓu)∗ ∈ L2(∂Ω) and Dαu = 0 on ∆(P0, 10r) for |α| ≤ ℓ− 1. For
a function v on Ω and P ∈ ∂Ω define
M1(v)(P ) = sup{|v(x)| : x ∈ γ(P ) and |x− P | < c0r},
M2(v)(P ) = sup{|v(x)| : x ∈ γ(P ) and |x− P | ≥ c0r},
where
γ(P ) = γa(P ) = {x ∈ Ω : |x− P | < (1 + a)dist(x, ∂Ω)}
and a > 1 is sufficiently large. Then, (∇ℓu)∗ = max{M1(∇
ℓu),M2(∇
ℓu)}. If x ∈ γ(P ) for
some P ∈ ∆(P0, r) and |x− P | ≥ c0r, then by the interior estimates we have
|∇ℓu(x)| ≤
C
rd
∫
B(x,cr)
|∇ℓu(y)| dy ≤
C
rd−1
∫
∆(P0,2r)
|(∇ℓu)∗| dσ.
It follows that for any p > 2,(
1
rd−1
∫
∆(P0,r)
|M2(∇
ℓu)|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P0,2r)
|(∇ℓu)∗|2 dσ
) 1
2
. (4.1)
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We now estimate M1(∇
ℓu) on ∆(P0, r). First, choose ϕ ∈ C
∞
0 (R
d) such that ϕ = 1 on
B(P0, 2r), ϕ = 0 on R
d\B(P0, 3r), and |D
αϕ| ≤ C
r|α|
for |α| ≤ 2ℓ. Note that
[L(D)(uϕ)]j
m∑
k=1
∑
|α|=|β|=ℓ
ajkαβD
αDβ(ukϕ)
=
m∑
k=1
∑
|α|=|β|=ℓ
ajkαβD
α
{
ϕDβuk +
∑
γ≤β
β!
γ!(β − γ)!
DγukDβ−γϕ
}
=
m∑
k=1
∑
|α|=|β|=ℓ
∑
γ<α
ajkαβ
α!
γ!(α− γ)!
Dβ+γukDα−γϕ (4.2)
+
m∑
k=1
∑
|α|=|β|=ℓ
∑
γ<β
ajkαβ
β!
γ!(β − γ)!
∑
δ≤α
α!
δ!(α− δ)!
Dβ−γ+α−δϕDδ+γuk,
where we used the fact that L(D)u = 0 in Ω.
Recall that Γ(x) = (Γij(x))m×m denotes a matrix of fundamental solutions on R
d to the
operator L(D) with pole at the origin. We remark that if d is odd or 2ℓ < d, Γij(x) is
homogeneous of degree 2ℓ − d and smooth away from the origin. If d is even and 2ℓ > d,
then Γij(x) = Γ
(1)
ij (x) + ln |x| · Γ
(2)
ij (x) where Γ
(1)
ij (x) is homogeneous of degree 2ℓ − d and
Γ
(2)
ij (x) is a polynomial of degree 2ℓ− d. In this case we replace ln |x| with ln (|x|/r). This
can be done since Γ
(2)
ij (x) is a polynomial of degree 2ℓ−d. In either case we have the estimate
|DαΓ(x)| ≤
Cα
|x|d−2ℓ+|α|
for |α| ≥ 2ℓ− d+ 1, (4.3)
since the derivatives Dα eliminate the logarithmic singularity if |α| > 2ℓ− d.
Fix y0 ∈ R
d\Ω so that |y0−P0| = r ∼ dist(y0, ∂Ω). As in [18], let Γ(x, y) = Γ(x− y) and
define
Fij(x, y) = Γ(x, y)−
∑
|γ|≤2ℓ−1
(y − y0)
γ
γ!
DγyΓij(x, y0). (4.4)
The summation term in (4.4) is a solution of L(D)u = 0 in Ω in both x and y variables. It
is subtracted from Γ(x, y) to create the desired decay when |x− P0| ≥ 5r and |y− P0| ≤ 4r.
Let T (P, s) = Ω ∩ B(P, s). By the Taylor remainder theorem and (4.3), if x ∈ Ω\T (P0, 5r)
and y ∈ T (P0, 3r), then
|∇ℓxD
α
yFij(x, y)| ≤
Cr2ℓ−|α|
|x− y|d+ℓ
for |α| ≤ 2ℓ. (4.5)
Also, if x ∈ T (P0, 5r) and y ∈ T (P0, 3r) we have
|∇ℓxD
α
yFij(x, y)| ≤
Crℓ−|α|−1
|x− y|d−1
for |α| ≤ ℓ− 1. (4.6)
To establish (4.6) we consider two cases: |α| > ℓ − d and |α| ≤ ℓ − d. For the first case
we use estimate (4.3). The second case is handled by noting that the term involving the
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possible logarithmic function in ∇ℓxD
α
yΓij(x, y) is bounded by C|x− y|
ℓ−d−|α| ln
∣∣∣ |x−y|r ∣∣∣. Since
|x− y| ≤ Cr and ℓ− |α| − 1 > 0, it is bounded by the right hand side of (4.6).
Next, define w(x) = (w1(x), . . . , wm(x)) by
wi(x) =
∑
|α|=|β|=ℓ
∑
γ<α
(−1)γajkαβ
α!
γ!(α− γ)!
∫
Ω
Dγy
(
Fij(x, y)D
α−γϕ
)
Dβuk dy
+
∑
|α|=|β|=ℓ
∑
γ<β
∑
δ≤α
(−1)γajkαβ
β!
γ!(β − γ)!
α!
δ!(α− δ)!
×∫
Ω
Dγy
(
Fij(x, y)D
α−δ+β−γϕ
)
Dδuk dy.
Note that L(D)(w) = L(D)(uϕ) in Ω. This follows from integration by parts and (4.2).
Now, on ∆(P0, r) we have
M1(∇
ℓu) =M1(∇
ℓ(uϕ)) ≤M1(∇
ℓw) +M1(∇
ℓ(uϕ− w)).
For x ∈ T (P0, 5r), we use (4.6) to obtain
|∇ℓw(x)| ≤ C
∑
|γ|≤ℓ
1
rℓ−|γ|+1
∫
T (P0,3r)\T (P0,2r)
|Dγu(y)|
|x− y|d−1
dy. (4.7)
Thus, if P ∈ ∆(P0, r), we have
M1(∇
ℓw)(P ) ≤ C
∑
|γ|≤ℓ
r|γ|−ℓ−d
∫
T (P0,3r)
|Dγu| dy
≤ C
(
1
rd
∫
T (P0,3r)
|∇ℓu|2 dy
)1
2
+C
∑
|γ|≤ℓ−1
r|γ|−ℓ
(
1
rd
∫
T (P0,3r)
|Dγu|2 dy
)1
2
≤ C
(
1
rd
∫
T (P0,3r)
|∇ℓu|2 dy
)1
2
≤ C
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|2 dσ
) 1
2
,
where we have used the assumption Dγu = 0 on ∆(P0, 10r) for |γ| ≤ ℓ− 1 and the Poincare´
inequality in the third inequality. This gives(
1
rd−1
∫
∆(P0,r)
|M1(∇
ℓw)|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|2 dσ
) 1
2
. (4.8)
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We still need to estimate M1(∇
ℓ(uϕ − w)). This is where the assumption that the Lp
regularity problem on Ω is uniquely solvable is used. Recall that L(D)(uϕ− w) = 0 in Ω.
As in [18], we also have (∇ℓ−1(uϕ− w))∗ ∈ L2(∂Ω). Thus, we may apply the uniqueness of
the L2 Dirichlet problem and the Lp regularity estimate to obtain∫
∆(P0,r)
|M1(∇
ℓ(uϕ− w))|p dσ ≤
∫
∂Ω
|(∇ℓ(uϕ− w))∗|p dσ
≤ C
∫
∂Ω
|∇t∇
ℓ−1(uϕ− w)|p dσ
≤ C
∫
∂Ω
|∇t∇
ℓ−1(uϕ)|p dσ
+C
∫
∂Ω
|∇t∇
ℓ−1w|p dσ
= C
∫
∂Ω
|∇t∇
ℓ−1w|p dσ,
where the last step follows from the observation that ∇ℓ−1(uϕ) = 0 on ∂Ω.
Now, let p = q(d−1)
d−q
. Then, d−1
p
= d
q
− 1. Using (4.7) and Lemma 4.2 in [18] we obtain(
1
rd−1
∫
∆(P0,5r)
|∇ℓw|p dσ
) 1
p
≤
C
r
d−1
p
∥∥∥∥∥∥r|γ|−ℓ−1
∑
|γ|≤ℓ
|Dγu|
∥∥∥∥∥∥
Lq(T (P0,3r))
≤ C
1
r
d
q
(∫
T (P0,3r)
|∇ℓu|q dy
)1
q
≤
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|q¯ dσ
) 1
q¯
,
where q¯ = max{q, 2}. This gives(
1
rd−1
∫
∆(P0,5r)
|∇ℓw|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|q¯ dσ
) 1
q¯
. (4.9)
Finally, if P ∈ ∂Ω\∆(P0, 5r), we use estimate (4.5) to obtain
|∇ℓw(P )| ≤
Crd+ℓ−1
|P − P0|d+ℓ−1
∑
|γ|≤ℓ
r|γ|−ℓ−d
∫
T (P0,3r)
|Dγu| dy
≤ C
rd+ℓ−1
|P − P0|d+ℓ−1
(
1
rd
∫
T (P0,3r)
|∇ℓu|2 dy
)1
2
≤
Crd+ℓ−1
|P − P0|d+ℓ−1
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|2 dσ
) 1
2
.
This implies that(
1
rd−1
∫
∂Ω\∆(P0,5r)
|∇ℓw|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|q¯ dσ
) 1
q¯
. (4.10)
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Combining estimates (4.1), (4.8),(4.9), and (4.10), we have proved that(
1
rd−1
∫
∆(P0,r)
|(∇ℓu)∗|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓu)∗|q¯ dσ
) 1
q¯
, (4.11)
where q¯ = max(q, 2) and d−1
p
= d
q
− 1. Note that since p ≥ 2,
1
q
−
1
p
=
1
d
(
1−
1
p
)
≥
1
2d
.
Thus we may iterate estimate (4.11) to obtain(
1
rd−1
∫
∆(P0,cr)
|(∇ℓu)∗|p dσ
) 1
p
≤ C
(
1
rd−1
∫
∆(P0,r)
|(∇ℓu)∗|2
) 1
2
, (4.12)
starting with q = 2. We may do this since the Lp solvability of the regularity problem implies
the Ls solvability for 2 < s < p.
By covering ∆(P0, r) with sufficiently small surface balls {∆(Pj, cr)}, we obtain the weak
reverse Ho¨lder condition (1.12).
Remark 4.2. Under the same assumptions as in Theorem 4.1, we have(
1
rd−1
∫
∆(P0,r)
|M1(∇
ℓu)|p dσ
) 1
p
≤
C
r
(
1
rd−1
∫
∆(P0,6r)
|(∇ℓ−1u)∗|2 dσ
) 1
2
, (4.13)
where L(D)u = 0 in T (P0, 10r), M1(∇
ℓ−1u) ∈ L2(∆(P0, 10r)), and D
αu = 0 on ∆(P0, 10r)
for |α| ≤ ℓ− 1. Indeed, a careful inspection of the proof of Theorem 4.1 shows that(
1
rd−1
∫
∆(P0,r)
|M1(∇
ℓu)|p dσ
) 1
p
≤ C
(
1
rd
∫
T (P0,3r)
|∇ℓu|2 dσ
) 1
2
. (4.14)
Using Dαu = 0 on ∆(P0, 10r) for |α| ≤ ℓ− 1 and the fact that the L
2 regularity problem is
uniquely solvable on every bounded Lipschitz domain, one may deduce that the right hand
side of (4.14) is bounded by the right hand side of (4.13). We leave the details to the reader.
5 Proof of Theorem 1.2
Let 1
q0
= 1
p
− 1
d−1
. By Theorem 1.1 in [18], it suffices to establish the weak reverse Ho¨lder
condition (
1
rd−1
∫
∆(P0,r)
|(∇ℓ−1u)∗|q0 dσ
) 1
q0
≤ C
(
1
rd−1
∫
∆(P0,20r)
|(∇ℓ−1u)∗|2 dσ
) 1
2
, (5.1)
where L(D)u = 0 in Ω, (∇ℓ−1u)∗ ∈ L2(∂Ω) and Dαu = 0 on ∆(P0, 100r) for |α| ≤ ℓ − 1.
Clearly we may assume that Ω ∩ B(P0, Cr) is given by the region above a Lipschitz graph
in the sense of (3.6)-(3.7).
Let P ∈ ∆(P0, r) and x ∈ γ(P ). It follows from the interior estimates that
|∇ℓu(x)| ≤
C
sd−1
∫
|y−P |<cs
|(∇ℓu)∗(y)| dσ, (5.2)
where s = dist(x, ∂Ω). Next, write
Dαu(x′, xd)−D
αu(x′, x˜d) = −
∫ x˜d
xd
Dα+edu(x′, s) ds,
where |α| = ℓ− 1. This, together with (5.2), gives that
M1(∇
ℓ−1u)(P ) ≤ C
∫
∆(P0,3r)
M˜1(∇
ℓu)
|P − y|d−2
dσ(y) + M˜2(∇
ℓ−1u)(P ), (5.3)
where M˜1 and M˜2 are defined in the same fashion as M1 and M2, but using a family of
slightly larger nontangential approach regions {γb(P ) : P ∈ ∂Ω}, where b > a. Thus, by the
fractional integral estimates as well as the obvious estimate for M˜2(∇
ℓ−1u), we have(
1
rd−1
∫
∆(P0,r)
|(∇ℓ−1u)∗|q0 dσ
) 1
q0
≤ C
(
1
rd−1
∫
∆(P0,3r)
|(∇ℓ−1u)∗|2dσ
)1/2
(5.4)
+Cr
(
1
rd−1
∫
∆(P0,3r)
|M˜1(∇
ℓu)|p dσ
) 1
p
.
The desired estimate (5.1) now follows from (5.4) and (4.13).
6 Duality between the regularity and Dirichlet prob-
lems, part I
The remaining two sections of this paper are devoted to the proof Theorem 1.3. In this
section we show that for any second order elliptic system, the solvability of the Lp regularity
problem implies that of the Lp
′
Dirichlet problem.
To simplify the notation in the case ℓ = 1, we write the m × m system as L(u) = 0,
where (L(u))α = aαβij DiDju
β for α = 1, . . . , m, and
µ|ξ|2|η|2 ≤ aαβij ξiξjη
αηβ ≤
1
µ
|ξ|2|η|2 (6.1)
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for some µ > 0, and all ξ ∈ Rd and η ∈ Rm. Without the loss of generality, we may assume
that aαβij = a
βα
ji in the place of (1.4).
Theorem 6.1. Let 1 < p < ∞ and Ω be a bounded Lipschitz domain. Suppose that the Lp
regularity problem for L(u) = 0 in Ω is uniquely solvable. Then, the Lp
′
Dirichlet problem
for L(u) = 0 in Ω is uniquely solvable.
Proof. We begin with the existence. Let f ∈ C∞0 (R
d) and u be the solution of the Lp
regularity problem in Ω with boundary data f ; that is, L(u) = 0 in Ω, u = f on ∂Ω
and ‖(∇u)∗‖p ≤ C ‖∇tf‖p. Since (∇u)
∗ ∈ Lp(∂Ω), it follows from Theorem 2.1 that ∇u
exists a.e. on ∂Ω in the sense of nontangential convergence. Therefore, we have the Green’s
representation formula
u(x) =
∫
∂Ω
Γx ·
∂u
∂ν
dσ −
∫
∂Ω
∂Γx
∂ν
· u dσ, (6.2)
where Γx(y) = Γ(x− y) and ∂u
∂ν
denotes the conormal derivative of u on ∂Ω, defined by(
∂u
∂ν
)α
= aαβij niDju
β, (6.3)
where n = (n1, . . . , nd) is the outward unit normal to ∂Ω. Thus, by the well known singular
integral estimates on Lipschitz surfaces,
‖(u)∗‖p′ ≤ C
∥∥∥∥∂u∂ν
∥∥∥∥
−1,p′
+ C‖f‖p′, (6.4)
where ‖ · ‖−1,p′ denotes the norm in W
−1,p′(∂Ω), the dual of the Sobolev space W 1,p(∂Ω)
equiped with the scale-invariant norm
‖h‖W 1,p(∂Ω) = ‖∇th‖p + |∂Ω|
1
1−d‖h‖p.
To estimate the first term on the right hand side of (6.4), we let g ∈ C∞0 (R
d) and w be
the solution of the Lp regularity problem with data g. Using integration by parts, we have∣∣∣∣∫
∂Ω
∂u
∂ν
· g dσ
∣∣∣∣ = ∣∣∣∣∫
∂Ω
u ·
∂w
∂ν
dσ
∣∣∣∣ ≤ ‖f‖p′ ∥∥∥∥∂w∂ν
∥∥∥∥
p
.
Now, since ∥∥∥∥∂w∂ν
∥∥∥∥
p
≤ C‖(∇w)∗‖p ≤ C‖∇tg‖p ≤ C‖g‖W 1,p(∂Ω),
by duality we obtain ∥∥∥∥∂u∂ν
∥∥∥∥
−1,p′
≤ C‖f‖p′. (6.5)
So, by combining estimates (6.4) and (6.5), we obtain ‖(u)∗‖p′ ≤ C‖f‖p′.
Next, we establish the existence in the general case. Let f ∈ Lp
′
(∂Ω) and choose fk ∈
C∞0 (R
d) such that fk → f in L
p′(∂Ω) as k → ∞. Let uk be the unique solution of the L
p
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regularity problem in Ω with data fk. Since uj−uk is the unique solution of the L
p regularity
problem with data fj − fk, we have
‖(uj − uk)
∗‖p′ ≤ C‖fj − fk‖p′ → 0.
Using
sup
K
|uj − uk| ≤ CK‖(uj − uk)
∗‖p′,
where K ⊂⊂ Ω is compact, we see that uj → u uniformly on every compact subset of Ω.
This implies that L(u) = 0 and ‖(u)∗‖p′ ≤ C‖f‖p′. To see this, note that ‖(uj)
∗
ε‖p′ ≤ C‖fj‖p′
where
(uj)
∗
ε(P ) = sup{|uj(x)| : x ∈ γ(P ) and dist(x, ∂Ω) ≥ ε}.
Letting j →∞ and then ε→ 0 we obtain ‖(u)∗‖p′ ≤ C‖f‖p′, as desired.
To complete the existence part, we need to show that u → f nontangentially almost
everywhere. First, note that ‖(uj − uk)
∗
ε‖p′ ≤ C‖fj − fk‖p′. Letting k →∞ and then ε→ 0,
we obtain
‖(uj − u)
∗‖p′ ≤ C‖fj − f‖p′.
To show that u has nontangential limits, we define
Λ(P ) = lim sup
x→P
x∈γ(P )
u(x)− lim inf
x→P
x∈γ(P )
u(x).
Now, fix j and note that
Λ = lim sup(u− uj + uj)− lim inf(u− uj + uj)
≤ lim sup(u− uj) + lim sup uj − lim inf(u− uj)− lim inf uj
= lim sup(u− uj)− lim inf(u− uj)
≤ 2(u− uj)
∗.
Thus, ‖Λ‖p′ ≤ C‖(u− uj)
∗‖p′ → 0 as j →∞. This implies that Λ = 0 a.e. and hence u has
nontangential limits a.e. on ∂Ω.
It remains to show that u→ f a.e on ∂Ω. To do this, let
Λ˜(P ) = | lim
x→P
x∈γ(P )
u(x)− f(P )|.
Note that for any j,
Λ˜ = | lim
x→P
x∈γ(P )
(u− uj) + (fj − f)(P )| ≤ |(u− uj)
∗(P )|+ |(fj − f)(P )|.
This implies that
‖Λ˜‖p′ ≤ ‖(u− uj)
∗‖p′ + ‖fj − f‖p′ → 0 as j →∞.
Thus, Λ˜ = 0 a.e. and u = f a.e. on ∂Ω in the sense of nontangential convergence.
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In the second part of this proof we establish the uniqueness of the solution. To this end,
suppose that 
L(u) = 0 in Ω,
u = 0 a.e. on ∂Ω,
(u)∗ ∈ Lp
′
(∂Ω).
We need to show that u ≡ 0 in Ω.
Fix x ∈ Ω and let Gx = G(x, y) = Γ(x − y) − vx(y), where vx is the solution of the Lp
regularity problem with data Γ(x− y); i.e.,
L(vx) = 0 in Ω,
vx(y) = Γ(x− y) on ∂Ω,
(∇vx)∗ ∈ Lp(∂Ω).
Note that (∇vx)∗ ∈ Lp(∂Ω) implies that (∇yG
x)∗,ε ∈ Lp(∂Ω) if 2ε < dist(x, ∂Ω), where we
have used the notation
(w)∗,ε(P ) = sup
{
|w(x)| : x ∈ γ(P ) and dist(x, ∂Ω) < ε
}
.
Choose ϕε ∈ C
∞
0 (R
d) such that ϕε = 1 on {y ∈ Ω : dist(y, ∂Ω) ≥ ε}, ϕε = 0 on
Ω\{y ∈ Ω : dist(y, ∂Ω) ≥ ε/2}, |∇ϕε| ≤
C
ε
, and |∇2ϕε| ≤
C
ε2
. Note that
u(x) = uϕε(x) =
∫
Ω
G(x, y)L(uϕε) dy (6.6)
and
(L(uϕε))
α = aαβij DiDj{u
βϕε}
= aαβij
{
DiDju
β · ϕε +Dju
β ·Diϕε +Diu
β ·Djϕε + u
β ·DiDjϕε
}
= aαβij Dju
β ·Diϕε + a
αβ
ij Diu
β ·Djϕε + a
αβ
ij u
βDiDjϕε,
where we used the fact that L(u) = 0 in Ω. This implies that
uα(x) =
∫
Ω
Gαγ(x, y)a
γβ
ij
{
Dju
β ·Diϕε +Diu
β ·Djϕε + u
β ·DiDjϕε
}
dy
= −
∫
Ω
{
DjGαγ(x, y)a
γβ
ij u
βDiϕε +Gαγ(x, y)a
γβ
ij u
βDiDjϕε (6.7)
+ DiGαγ(x, y)a
γβ
ij u
βDjϕε
}
dy.
It follows that
|uα(x)| ≤
C
ε
∫
Eε
|∇yG(x, y)||u(y)| dy+
C
ε2
∫
Eε
|G(x, y)||u(y)| dy
≤
C
ε
{∫
Eε
|∇yG(x, y)|
pdy
} 1
p
{∫
Eε
|u|p
′
dy
} 1
p′
+
C
ε2
{∫
Eε
|G(x, y)|p dy
} 1
p
{∫
Eε
|u|p
′
dy
} 1
p′
, (6.8)
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where Eε = {x ∈ Ω : (ε/2) ≤ dist(x, ∂Ω) ≤ ε}.
Using the mean value theorem and G(x, y) = 0 for y ∈ ∂Ω, it is easy to see that
|G(x, y)| ≤ Cε(∇yG
x)∗,ε(P ) if y ∈ Eε ∩ γ(P ). It then follows from (6.8) that
|uα(x)| ≤
C
ε1−
1
p
{∫
∂Ω
|(∇yG
x)∗,ε|p dσ
} 1
p
{∫
Eε
|u|p
′
dy
} 1
p′
≤ Cx
{
1
ε
∫
Eε
|u|p
′
dy
} 1
p′
≤ Cx
{∫
∂Ω
|(u)∗,ε|p
′
dσ
} 1
p′
.
Finally, since u = 0 a.e. on ∂Ω in the sense of nontangential convergence, it follows that
(u)∗,ε → 0 a.e. as ε → 0. Using (u)∗,ε ≤ (u)∗ ∈ Lp
′
(∂Ω) and the dominated convergence
theorem, we obtain ‖(u)∗,ε‖p′ → 0 as ε→ 0. This implies that u ≡ 0 in Ω and the uniqueness
of the solution is established.
7 Duality between the regularity and Dirichlet prob-
lems, part II
In this final section we prove the other implication in Theorem 1.3.
Theorem 7.1. Let Ω be a bounded Lipschitz domain and 1 < p < ∞. If the Lp
′
Dirichlet
problem for L(u) = 0 in Ω is uniquely solvable, then the Lp regularity problem for L(u) = 0
in Ω is uniquely solvable.
The proof of this theorem relies on the following lemma. It also uses the solvability of
the L2 regularity problem for second order elliptic systems, established in [7, 8, 9, 10].
Lemma 7.2. Under the same assumptions as in Theorem 7.1, we have
‖(∇u)∗‖p + |∂Ω|
1
1−d ‖(u)∗‖p ≤ C
{
‖∇tu‖p + |∂Ω|
1
1−d ‖u‖p
}
, (7.1)
where u is the solution of the L2 regularity problem with data f ∈ C∞0 (R
d).
We first demonstrate how to deduce Theorem 7.1 from Lemma 7.2.
Proof of Theorem 7.1. We begin with the existence. By dilation we may assume that
|∂Ω| = 1. Let f ∈ W 1,p(∂Ω). Choose fk ∈ C
∞
0 (R
d) such that fk → f in W
1,p(∂Ω). Let uk
be the solution of the L2 regularity problem with data fk. Then uj − uk is the solution of
the L2 regularity problem with data fj − fk Thus, using estimate (7.1), we obtain
‖(uj)
∗‖p + ‖(∇uj)
∗‖p ≤ C‖fj‖W 1,p(∂Ω), (7.2)
‖(uj − uk)
∗‖p + ‖(∇uj −∇uk)
∗‖p ≤ C‖fj − fk‖W 1,p(∂Ω). (7.3)
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It follows from estimate (7.3) that uj converges uniformly on any compact subset of Ω. By
interior estimates, this implies that uj → u and ∇uj →∇u uniformly on any compact subset
of Ω and L(u) = 0 in Ω. By letting j →∞, as in the proof of Theorem 6.1, we obtain
‖(u)∗‖p + ‖(∇u)
∗‖p ≤ C‖f‖W 1,p(∂Ω), (7.4)
‖(uk − u)
∗‖p + ‖(∇uk −∇u)
∗‖p ≤ C‖fk − f‖W 1,p(∂Ω). (7.5)
We point out that estimate (7.5) implies that u = f on ∂Ω in the sense of nontangential
convergence. This follows from the same argument used in the proof of Theorem 6.1 for the
existence of nontangential limits.
To demonstrate the uniqueness, we fix x ∈ Ω and suppose that
L(u) = 0 in Ω,
u = 0 on ∂Ω,
(∇u)∗ ∈ Lp(∂Ω).
We need to show that u ≡ 0 in Ω. To do this, let Gx = G(x, y) = Γ(x − y) − wx(y) in Ω,
where wx is the unique solution of the Lp
′
Dirichlet problem in Ω with data Γ(x− y); i.e.,
L(wx) = 0 in Ω,
wx = Γx on ∂Ω,
(wx)∗ ∈ Lp
′
(∂Ω).
(7.6)
Note that since (wx)∗ ∈ Lp
′
(∂Ω), we have (Gx)∗,ε ∈ Lp
′
(∂Ω) if 2ε < dist(x, ∂Ω).
We now proceed as in the proof of Theorem 6.1. It follows from (6.7) that
|u(x)| ≤
C
ε
∫
Eε
|Gx||∇u| dy +
C
ε2
∫
Eε
|Gx||u| dy
≤ C
∫
∂Ω
(Gx)∗,ε · (∇u)∗ dσ
≤ C‖(Gx)∗,ε‖p′‖(∇u)
∗‖p, (7.7)
where we have used the observation that |u(y)| ≤ Cε(∇u)∗(P ) if y ∈ γ(P ) ∩ Eε. Note that
‖(Gx)∗,ε‖p′ → 0 as ε → 0. This follows easily from the dominated convergence theorem,
since (Gx)∗,ε → 0 a.e. as ε → 0 and (Gx)∗,ε ≤ (Gx)∗,ε0 ∈ Lp
′
(∂Ω) for ε ≤ ε0. Thus we may
conclude that u ≡ 0 in Ω. This completes the proof.
The rest of this section is devoted to the proof of Lemma 7.2.
Lemma 7.3. Let Ω be a bounded Lipschitz domain with |∂Ω| = 1 and 1 < p <∞. Suppose
that the Lp
′
Dirichlet problem for L in Ω is uniquely solvable. Also suppose that u ∈ C∞(Ω),
∇u exists a.e. on ∂Ω, and u = 0 on Ω\B(P, r) for some P ∈ ∂Ω. We further assume that
for some C0 > C1 > 10, Ω ⊂ B(P,C0r),
B(P,C1r) ∩ Ω = B(P,C1r) ∩
{
(x′, xd) : xd > η(x
′)
}
,
L(u) ∈ Lp
′
(Ω) and
(
∂u
∂xd
)∗
∈ Lp
′
(∂Ω). Then,∫
∂Ω
|∇u|p
′
dσ ≤ C
∫
∂Ω
∣∣∣∣ ∂u∂xd
∣∣∣∣p′ dσ + C ∫
Ω
|L(u)|p
′
dx+ C
∫
K
|∇u|p
′
dx,
where K is a compact subset of Ω and C is a constant which may depend on r and K.
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Proof. We may assume that P = 0. Let u˜ = u− Γ ∗ L(u) in Ω. Then L(u˜) = 0 in Ω and∫
∂Ω
|∇u|p
′
dσ ≤ C
∫
∂Ω
|∇u˜|p
′
dσ + C
∫
∂Ω
|∇Γ ∗ L(u)|p
′
dσ. (7.8)
Next, we estimate each of the terms on the right hand side of (7.8). We begin with the
second term. Note that∫
∂Ω
|∇Γ ∗ L(u)|p
′
dσ ≤ C
∫
Ω
|∇Γ ∗ L(u)|p
′
dx+ C
∫
Ω
|∇2Γ ∗ L(u)|p
′
dx
≤ C
∫
Ω
|L(u)|p
′
dx,
where we’ve used the Caldero´n-Zygmund estimates on the second term and the fractional
integral estimates on the first term. To estimate the first term in the right hand side of (7.8),
we observe that by the square function estimates (e.g. see [5]),∫
∂Ω
|∇u˜|p
′
dσ ≤
∫
∂Ω
|(∇u˜)∗|p
′
dσ ≤ C
∫
∂Ω
|S(∇u˜)|p
′
dσ + C sup
K1
|∇u˜|p
′
, (7.9)
where K1 is a compact subset of Ω and S(w) denotes the usual square function of w, defined
by using a regular family of nontangential cones. Also note that by interior estimates,
sup
K1
|∇u˜|p
′
≤
∫
K2
|∇u˜|p
′
dx ≤
∫
K2
|∇u|p
′
dx+ C
∫
Ω
|L(u)|p
′
dx,
where K2 ⊃ K1 is a compact subset of Ω.
It remains to estimate the term involving the square function in (7.9). The key observa-
tion here is that
S(∇u˜) = S(∇Γ ∗ L(u)) ≤ C
∫
Ω
|L(u)| dx on ∂Ω \B(0, 2r), (7.10)
S(∇u˜) ≤ C S˜
(
∂u˜
∂xd
)
+ C sup
K3
|∇u˜| on B(0, 2r) ∩ ∂Ω, (7.11)
where K3 ⊃ K2 is a compact subset of Ω and S˜(w) denotes the square function of w, defined
by using a regular family of nontangential cones which are slightly larger than ones used for
S(w). Estimate (7.10) follows easily from the assumption that u = 0 in Ω \ B(0, r). The
proof of (7.11) in the case of harmonic functions on upper-half spaces may be found in [22].
It extends easily to the case of general second order elliptic systems in Lipschitz domains.
With estimates (7.10)-(7.11) at our disposal, we have∫
∂Ω
|S(∇u˜)|p
′
dσ ≤
∫
B(0,2r)∩∂Ω
|S(∇u˜)|p
′
dσ +
∫
∂Ω\B(0,2r)
|S(∇u˜)|p
′
dσ
≤ C
∫
B(0,2r)∩∂Ω
∣∣∣∣S˜ ( ∂u˜∂xd
)∣∣∣∣p′ dσ + C ∫
Ω
|L(u)|p
′
dx+ C sup
K3
|∇u˜|p
′
≤ C
∫
∂Ω
∣∣∣∣( ∂u˜∂xd
)∗∣∣∣∣p′ dσ + C ∫
Ω
|L(u)|p
′
dx+ C sup
K3
|∇u˜|p
′
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≤ C
∫
∂Ω
∣∣∣∣ ∂u˜∂xd
∣∣∣∣p′ dσ + C ∫
Ω
|L(u)|p
′
dx+ C
∫
K
|∇u|p
′
dx (7.12)
≤ C
∫
∂Ω
∣∣∣∣ ∂u∂xd
∣∣∣∣p′ dσ + C ∫
∂Ω
|∇Γ ∗ L(u)|p
′
dσ
+C
∫
Ω
|L(u)|p
′
dx+ C
∫
K
|∇u|p
′
dx
≤ C
∫
∂Ω
∣∣∣∣ ∂u∂xd
∣∣∣∣p′ dσ + C ∫
Ω
|L(u)|p
′
dx+ C
∫
K
|∇u|p
′
dx,
where K ⊃ K3 is a compact subset of Ω.
We point out that it is in estimate (7.12) where we used the solvability of the Lp
′
Dirichlet
problem in Ω. This is possible since L( ∂eu
∂xd
) = 0 in Ω and(
∂u˜
∂xd
)∗
∈ Lp
′
(∂Ω). (7.13)
To see (7.13), we only need to show that the radial maximal function
M
(
∂u˜
∂xd
)
(P ) = sup
0<t<c
∣∣∣∣ ∂u˜∂xd (P + ted)
∣∣∣∣ ∈ Lp′(B(0, 2r) ∩ ∂Ω). (7.14)
Since
M
(
∂u˜
∂xd
)
≤M
(
∂u
∂xd
)
+M(∇Γ ∗ L(u))
and M
(
∂u
∂xd
)
≤
(
∂u
∂xd
)∗
∈ Lp
′
(∂Ω), estimate (7.13) follows from∫
B(0,2r)∩∂Ω
|M(∇Γ ∗ L(u))|p
′
dσ ≤ C
∫
Ω
|L(u)|p
′
dx. (7.15)
Finally we remark that the desired estimate (7.15) is a consequence of the inequality∫
B(0,2r)∩∂Ω
|M(w)|p
′
dσ ≤ C
∫
Ω
|∇w|p
′
dx+ C
∫
Ω
|w|p
′
dx
for any w ∈ C1(Ω). This complets the proof of Lemma 7.3.
We are now in a position to give
Proof of Lemma 7.2. We may assume that |∂Ω| = 1. Suppose that f ∈ C∞0 (R
d) and
L(u) = 0 in Ω,
u = f on ∂Ω,
(∇u)∗ ∈ L2(∂Ω).
By Theorem 2.1, ∇u has nontangential limits a.e. on ∂Ω. We will show that∥∥∥∥∂u∂ν
∥∥∥∥
p
≤ C
{
‖∇tf‖p + ‖f‖p
}
. (7.16)
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The nontangential maximal function estimate (7.1) follows from (7.16) and Theorem 2.1 as
well as the Green’s representation formula. To establish (7.16), we first note that it suffices
to consider the case supp(f) ⊂ B(P0, r), where P0 ∈ ∂Ω and B(P0, C1r)∩∂Ω is given by the
graph of a Lipschitz function after a possible rotation. For otherwise write f =
∑M
j=1 fϕj
where ϕj ∈ C
∞
0 (R
d) and
∑
ϕj = 1 on ∂Ω. Then, u =
∑
uj where uj is the solution with
data fϕj and we have∥∥∥∥∂u∂ν
∥∥∥∥
p
≤
∑
j
∥∥∥∥∂uj∂ν
∥∥∥∥
p
≤ C
∑
j
‖fϕj‖W 1,p(∂Ω) ≤ C‖f‖W 1,p(∂Ω).
Let g ∈ C∞0 (R
d) and 
L(w) = 0 in Ω,
w = g on ∂Ω,
(∇w)∗ ∈ L2(∂Ω).
Using integration by parts we obtain∫
∂Ω
∂u
∂ν
· g dσ =
∫
∂Ω
∂u
∂ν
· w dσ =
∫
∂Ω
u ·
∂w
∂ν
dσ =
∫
∂Ω
f ·
∂w
∂ν
dσ.
By duality it suffices to show that∣∣∣∣∫
∂Ω
f ·
∂w
∂ν
dσ
∣∣∣∣ ≤ C ‖f‖W 1,p(∂Ω)‖g‖p′. (7.17)
To this end we assume that P0 = 0 and that
B(0, C1r) ∩ Ω = B(0, C1r) ∩
{
(x′, xd) : xd > η(x
′)
}
,
where η : Rd−1 → R is a Lipschitz function. Next, choose ψ ∈ C∞0 (B(0, 4r)) such that ψ = 1
on B(0, 3r). Now define
w˜(x′, xd) = −
∫ ∞
xd
ψ(x′, t)w(x′, t) dt.
Then ∂ ew
∂xd
= ψw in Ω and in particular, ∂ ew
∂xd
= w in B(0, 3r) ∩ Ω. Also note that
(L(w˜))α = −
∫ ∞
xd
(L(ψw))α dt
= −
∫ ∞
xd
aαβij
{
wβDiDjψ +Diw
βDjψ +Djw
βDiψ
}
dt.
It follows that on B(0, 2r) ∩ Ω,
|L(w˜)| ≤ C sup
K
|w|,
where K ⊂⊂ Ω is compact. We now observe that∫
∂Ω
f ·
∂w
∂ν
dσ =
∫
∂Ω
fαaαβij niDjw
β dσ =
∫
∂Ω
fαaαβij niDjDdw˜
β dσ
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=∫
∂Ω
fαaαβij (niDd − ndDi)Djw˜
β dσ +
∫
∂Ω
fαnd[L(w˜)]
α dσ
= −
∫
∂Ω
(niDd − ndDi)f
α · aαβij Djw˜
β dσ +
∫
∂Ω
fαnd[L(w˜)]
α dσ.
This implies that∣∣∣∣∫
∂Ω
f ·
∂w
∂ν
dσ
∣∣∣∣ ≤ C‖∇tf‖p{∫
B(0,r)∩∂Ω
|∇w˜|p
′
dσ
} 1
p′
+ C‖f‖p sup
K
|w|
≤ C‖f‖W 1,p(∂Ω)
{{∫
B(0,r)∩∂Ω
|∇w˜|p
′
dσ
} 1
p′
+ sup
K
|w|
}
.
Note that since the Lp
′
Dirichlet problem in Ω is solvable, we have that
sup
K
|w| ≤ C‖(w)∗‖p′ ≤ C‖g‖p′.
Thus, we only need to show that∫
B(0,r)∩∂Ω
|∇w˜|p
′
dσ ≤ C‖g‖p
′
p′. (7.18)
Note that w˜ = 0 in Ω\B(0, 4r). This allows us to apply Lemma 7.3 to obtain∫
B(0,r)∩∂Ω
|∇w˜|p
′
dσ ≤ C
∫
B(0,4r)∩∂Ω
|w|p
′
dσ
+C
∫
Ω
|L(w˜)|p
′
dx+ C
∫
K
|∇w˜|p
′
dx. (7.19)
To handle the second term of (7.19), we use Hardy’s inequality (see e.g. [22], p.272) to
obtain ∫
Ω
|L(w˜)|p
′
dx =
∫
B(0,4r)∩Ω
∣∣∣∣∫ ∞
xd
L(ψw) dt
∣∣∣∣p′ dx
≤ C
∫
B(0,4r)∩Ω
|L(ψw)|p
′{
dist(x, ∂Ω)
}p′
dx
≤ C
∫
Ω
{
|∇w|p
′
+ |w|p
′}{
dist(x, ∂Ω)
}p′
dx
≤ C
∫
∂Ω
|(w)∗|p
′
dσ
≤ C
∫
∂Ω
|g|p
′
dσ.
By interior estimates, the last term in (7.19) is bounded by
C sup
eK
|w|p
′
≤ C
∫
∂Ω
|g|p
′
dσ.
where K˜ ⊃ K is a compact subset of Ω. With this last estimate we complete the proof of
estimate (7.18) and hence the proof of Lemma 7.3.
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