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Abstract
This paper deals with formal controller synthesis for discrete-time dynamical systems. For a specification under the form of
a discrete-time hybrid automaton, we aim at synthesizing controllers such that the trajectories of the closed-loop system are
also trajectories of the hybrid automaton. We first show that the existence of an alternating simulation relation from the
specification to the open-loop system is a necessary and sufficient condition for the existence of such controllers. Then, we
propose an approach based on the use of symbolic (i.e. finite-state) abstractions of both the system and the specification.
Effective computations are discussed for systems that are monotone and for specifications given by piecewise affine hybrid
automata. We extend our approach to handle specifications with additional safety or reachability requirements. Finally, we
illustrate our approach with examples from autonomous vehicle control.
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1 Introduction
Recent years saw a burst in research on formal meth-
ods in control theory (see e.g. [18,2] and the references
therein). One of the key problems in this field is that of
synthesizing automatically a controller for a dynamical
system so that the closed-loop system has a certain de-
sired behavior. The set of all accepted behaviors is re-
ferred to as the specification. The considered specifica-
tions can be complex and usually go beyond traditional
stability properties. For example, they can be described
by finite automata [5,14,6] or by linear temporal logic
formulas [19,4,8,2]. In some other cases, the specifica-
tion itself can be given under the form of a dynamical
system: a trajectory is then accepted if it can be related
in some sense to a trajectory of the specification system:
see e.g. [18,13] where specifications are given by finite-
state dynamical systems or [20,9] where both the system
and the specification are given by linear systems.
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When a dynamical system has an infinite number of
states, a common approach in formal methods is to tran-
sition from the original infinite system to an approxi-
mating finite-state system called symbolic abstraction
(see e.g. [15,21,3,11,7,16]). These two systems should be
in a certain relation to justify rigorously this transition.
Different kinds of relations, such as alternating simula-
tion relations [18] or feedback refinement relations [16],
were introduced to formalize whether one system can be
controlled by the same or by a related control strategy
as its symbolic abstraction.
This paper is mainly concerned with the problem of syn-
thesizing controllers for discrete-time control systems
from specifications given by discrete-time hybrid au-
tomata. The solution is provided under the form of a
controllable region of the state space and a pair of con-
trollers defining the control input and the active mode
of the hybrid automata. The first contribution of the pa-
per is to show that the existence of an alternating sim-
ulation relation from the specification to the open-loop
system is not only a sufficient but also a necessary con-
dition for the existence of a non-trivial solution. The re-
sult is constructive and controllers can be obtained from
the alternating simulation relation.
We then present an approach based on the use of sym-
bolic abstractions. Since both the system and the specifi-
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cation are given by infinite-state dynamical systems, our
solution includes the computation of symbolic abstrac-
tions for both of them. While the proposed construc-
tion of the symbolic abstraction for the system ressem-
bles existing approaches in the literature [3,11,16], the
proposed construction of a symbolic abstraction for the
specification is, to the best of our knowledge, new. The
effective computation of these symbolic abstractions is
discussed for monotone systems and piecewise affine hy-
brid automata. We then show how controller synthesis
can be performed by computing an alternating simula-
tion relation between the two symbolic abstractions, us-
ing fixed-point computations. Afterwards, we propose
two extensions of the main control problem with addi-
tional safety or reachability objectives. We show that
similar abstraction-based approaches can be used, with
only modifications to the discrete controller synthesis
step. Finally, we illustrate our approach with examples
taken from autonomous vehicle control applications: we
first consider cruise control with collision avoidance, and
then takeover maneuvers.
The paper is organized as follows. Section 2 formulates
the main controller synthesis problem under consider-
ation. Section 3 provides a characterization of the so-
lution in terms of alternating simulation relations. Sec-
tion 4 proposes a computational approach to synthe-
size automatically controllers using symbolic abstrac-
tions. Section 5 extends the main controller synthesis
problem with additional safety or reachability require-
ments. Finally, Section 6 illustrates our approach with
autonomous vehicle control examples.
Notations: For x ∈ Rn, ‖x‖∞ = maxi |xi| is the infinity
norm; for a matrix A ∈ Rn×n, ‖A‖∞ is the matrix norm
induced by the infinity norm. The Hausdorff distance
h(A,B) between two sets A, B ⊆ Rn is defined by
h(A,B) = max
(
sup
x∈A
inf
y∈B
‖x−y‖∞, sup
y∈B
inf
x∈A
‖x−y‖∞
)
.
The inradius and the circumradius of a set A ⊆ Rn are
defined respectively by
ρ−(A) = sup
x∈Rn
(sup{r | x+ rB ⊆ A}) ,
ρ+(A) = inf
x∈Rn
(inf{r | A ⊆ x+ rB}) ,
where, in the previous expressions, B is the unit ball
in the infinity norm. For two vectors x, x′ ∈ Rn, we
denote x  x′ if and only if xi ≤ x′i, for all 1 ≤ i ≤ n;
given x  x, we define the corresponding n-dimensional
interval [x, x] = {x ∈ Rn| x  x  x}. For a set-valued
map f : X ⇒ Y , its domain is defined as dom(f) = {x ∈
X | f(x) 6= ∅}.
2 Problem formulation
In this section, we start by introducing some prelimi-
nary definitions and then formulate the main controller
synthesis problem under consideration.
2.1 Transition systems
In this paper, we consider transition systems to model in
a common framework control systems and specifications.
These are defined as follows [18]:
Definition 1 A transition system S is a tuple
(X,U, Y,∆, H), where
• X is a set of states;
• U is a set of inputs;
• Y is a set of outputs;
• ∆ : X × U ⇒ X is a set-valued transition map;
• H: X −→ Y is an output map.
An input u ∈ U is called enabled at x ∈ X if ∆(x, u) 6= ∅.
Let enab∆(x) ⊆ U denote the set of all inputs enabled at
x. If enab∆(x) = ∅ the state x is called blocking.
Definition 2 A sequence (xk, uk)
K
k=0, where K ∈ N ∪{+∞}, xk ∈ X, uk ∈ U , for 0 ≤ k ≤ K, is called
a trajectory of S if and only if xk+1 ∈ ∆(xk, uk) for
0 ≤ k < K. A trajectory (xk, uk)Kk=0 is called maximal
if either K = +∞ or ∆(xK , uK) = ∅, it is complete if
K = +∞.
2.2 Controller synthesis problem
In this paper, we consider a discrete-time control system
S1 of the form:
xk+1 ∈ F (xk, uk), (S1)
where state xk ∈ X ⊆ Rnx , control input uk ∈ U ⊆ Rnu
and F : X × U ⇒ X is a set-valued map.
We consider a specification given under the form of a
discrete-time hybrid automaton S2:
(xk+1, pk+1) ∈ G(xk, pk, vk), (S2)
where xk ∈ X, pk ∈ P , vk ∈ V with P and V being fi-
nite sets of modes and external inputs, respectively, and
G : X × P × V ⇒ X × P is a set-valued map. Let us
emphasize that the set of continuous states of S2 coin-
cides with the set of states of S1. Intuitively, the specifi-
cation describes how the closed loop system should react
to external inputs vk, which can represent for instance a
sequence of instructions received from a human user or
from some other system.
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xk+1 ∈ F (xk, uk)
uk ∈ θ(xk, pk, vk)
pk+1 ∈ pi(xk, pk, xk+1, vk)
Unit
delay
xk
uk
pk
vk
xk+1
Fig. 1. Architecture of the closed-loop system Scl
Formally, S1 and S2 can be written as transition systems
S1 = (X,U,X, F,H1),
S2 = (X × P, V,X,G,H2),
where the output maps for S1 and S2 are given by
H1(x) = x and H2(x, p) = x respectively.
We consider a controller given by a pair of set-valued
maps θ: X × P × V ⇒ U and pi: X × P ×X × V ⇒ P .
Controller (θ, pi) is said to be compatible with S1 if for
all x ∈ X, p ∈ P , v ∈ V ,
θ(x, p, v) ⊆ enabF (x) and
∀x′ ∈ F (x, θ(x, p, v)), pi(x, p, x′, v) 6= ∅.
(1)
Then, the dynamics of the closed-loop system Scl, shown
in Figure 1, is given by:{
xk+1 ∈ F (xk, θ(xk, pk, vk)),
pk+1 ∈ pi(xk, pk, xk+1, vk).
(Scl)
and formally described by the transition system
Scl = (X × P, V,X,∆cl, H2)
where for all x ∈ X, p ∈ P , v ∈ V ,
∆cl(x, p, v) =
{
(x′, p′)
∣∣∣∣∣ x′ ∈ F (x, θ(x, p, v))p′ ∈ pi(x, p, x′, v)
}
. (2)
Let us remark that if (θ, pi) is compatible with S1 then
v ∈ enab∆cl(x, p) if and only if θ(x, p, v) 6= ∅.
The main problem considered in this paper is to syn-
thesize a controller (θ, pi) and a set of controllable states
Zc ⊆ X × P such that every trajectory of the closed-
loop system Scl initialized in Zc is a trajectory of the
specification S2.
Problem 3 Find a controller (θ, pi) compatible with S1
and a controllable set Zc ⊆ X × P such that for every
(x0, p0) ∈ Zc, every maximal trajectory (xk, pk, vk)Kk=0
of Scl is also a maximal trajectory of S2.
Remark 4 If Problem 3 is solved, then for every
(x0, p0) ∈ Zc, the following holds:
• every trajectory (xk, pk, vk)Kk=0 of Scl is also a trajec-
tory of S2;
• every maximal trajectory (xk, pk, vk)Kk=0 of Scl, where
vk ∈ enabG(xk, pk) for all 0 ≤ k ≤ K, is complete
(i.e. K = +∞).
3 Characterization using alternating simulation
relations
In this section, we establish that the solution of Prob-
lem 3 is characterized by the existence of an alternating
simulation relation [18] from the specification S2 to the
system S1.
Definition 5 Let Sa = (Xa, Ua, Ya,∆a, Ha) and Sb =
(Xb, Ub, Yb,∆b, Hb) be two transition systems with Ya =
Yb. A relation R ⊆ Xa×Xb is an alternating simulation
relation from Sa to Sb if the following conditions are
satisfied:
(1) for every (xa, xb) ∈ R we have Ha(xa) = Hb(xb);
(2) for every (xa, xb) ∈ R and for every ua ∈
enab∆a(xa) there exists ub ∈ enab∆b(xb) such
that for every x′b ∈ ∆b(xb, ub) there exists x′a ∈
∆a(xa, ua) satisfying (x
′
a, x
′
b) ∈ R.
It is said that Sb alternatingly simulates Sa, denoted by
Sa AS Sb, if there exists an alternating simulation re-
lation R 6= ∅ from Sa to Sb.
Remark 6 Let R be an alternating simulation relation
from Sa to Sb and consider (xa, xb) ∈ R. If xa is a block-
ing state of Sa then condition 2) holds automatically. If
xb is blocking for Sb then xa must be blocking for Sa as
well.
We describe in the following the connections between
Problem 3 and alternating simulation relations.
3.1 Sufficiency
Let us assume that R ⊆ X × P × X is an alternating
simulation relation from S2 to S1, then let us define the
set Zc ⊆ X × P and the controller (θ, pi) as follows:
Zc = {(x, p) ∈ X × P | ((x, p), x) ∈ R}, (3)
θ(x, p, v) =
{
u ∈ enabF (x)
∣∣∣∣∣∣ ∀x
′ ∈ F (x, u), ∃p′ ∈ P :
(x′, p′) ∈ G(x, p, v) ∩ Zc
}
,
(4)
3
pi(x, p, x′, v) = {p′ ∈ P | (x′, p′) ∈ G(x, p, v) ∩ Zc}. (5)
Theorem 7 Let R be an alternating simulation relation
from S2 to S1, let the set Zc and the controller (θ, pi)
be defined by (3), (4), (5). Then, (θ, pi) and Zc solve
Problem 3.
PROOF. We start by proving that (θ, pi) is compati-
ble with S1. By (4) it is clear that θ(x, p, v) ⊆ enabF (x).
Moreover, by (4) and (5), we get that for all x′ ∈
F (x, θ(x, p, v)), pi(x, p, x′, v) 6= ∅.
Then, let us consider (x0, p0) ∈ Zc, and a maximal tra-
jectory (xk, pk, vk)
K
k=0 of Scl. Then, by (2), we get that
pk+1 ∈ pi(xk, pk, xk+1, vk) for 0 ≤ k < K. By (5), we get
that (xk+1, pk+1) ∈ G(xk, pk, vk) ∩ Zc for 0 ≤ k < K.
Hence, it follows that (xk, pk, vk)
K
k=0 is a trajectory of
S2 and that (xk, pk) ∈ Zc, for 0 ≤ k ≤ K.
Let us assume that (xk, pk, vk)
K
k=0 is not maximal for S2,
then vK ∈ enabG(xK , pK). Since (xK , pK) ∈ Zc, we get
((xK , pK), xK) ∈ R, which is an alternating simulation
relation from S2 to S1. Therefore, from the condition 2)
in Definition 5, there exists u ∈ enabF (xK) such that for
all x′ ∈ F (xK , u), there exists (x′′, p′′) ∈ G(xK , pK , vK)
such that ((x′′, p′′), x′) ∈ R. Condition 1) of Definition 5
gives that x′′ = x′ and therefore (x′, p′′) ∈ Zc. Hence,
by (4), u ∈ θ(xK , pK , vK), which is therefore non-empty.
Since (θ, pi) is compatible with S1, we obtain that vK ∈
enab∆cl(xK , pK). It follows that (xk, pk, vk)
K
k=0 is not
maximal for Scl, which leads to a contradiction. 2
3.2 Necessity
While the previous theorem shows that solutions of
Problem 3 can be obtained from alternating simulation
relations, the following theorem shows the converse re-
sult:
Theorem 8 Let controller (θ, pi) and set Zc solve Prob-
lem 3. Let us define a relation R by the following:
((x, p), x′) ∈ R if and only if x = x′ and there exists
(x0, p0) ∈ Zc and a trajectory (xk, pk, vk)Kk=0 of Scl, with
K ∈ N, such that xK = x, pK = p. Then R is an alter-
nating simulation relation from S2 to S1.
PROOF. Condition 1) of Definition 5 does obviously
hold. Now, let ((x, p), x) ∈ R and consider the cor-
responding trajectory (xk, pk, vk)
K
k=0 of Scl, such that
(x0, p0) ∈ Zc and xK = x, pK = p. If (xK , pK) is
blocking for S2, then by Remark 6, condition 2) of
Definition 5 holds. Otherwise, let v ∈ enabG(xK , pK).
Then let v′k = vk for 0 ≤ k ≤ K − 1 and v′K = v.
Then, (xk, pk, v
′
k)
K
k=0 is a trajectory of Scl and also
of S2 by Remark 4. Moreover, it is not maximal for
S2, which implies by Problem 3 that it is not maxi-
mal for Scl. Hence, there exists u ∈ θ(xK , pK , v′K). Let
x′ ∈ F (xK , u), since (θ, pi) is compatible with S1 we get
that there exists p′ ∈ pi(xK , pK , x′, v′K). By (2), we get
that (x′, p′) ∈ ∆cl(xK , pK , v′K). Hence, (xk, pk, v′k)K+1k=0
where xK+1 = x
′, pK+1 = p′ and v′K+1 ∈ V is a tra-
jectory of Scl. Then, ((x
′, p′), x′) ∈ R. Moreover by Re-
mark 4, we get that (xk, pk, v
′
k)
K+1
k=0 is also a trajectory of
S2, which implies that (x
′, p′) ∈ G(xK , pK , v′K). Hence,
condition 2) of Definition 5 holds. 2
4 Abstraction based approach
In the previous section, we have shown that solving Prob-
lem 3 is actually equivalent to computing an alternat-
ing simulation relation from S2 to S1. In this section,
we present an approach, based on finite abstractions, for
computing such a relation.
Our approach is based on the computation of an abstract
system Sˆ1 and an abstract specification Sˆ2 such that the
following relations hold:
S2 AS Sˆ2, (6)
Sˆ2 AS Sˆ1, (7)
Sˆ1 AS S1. (8)
Then, by transitivity of alternating simulation rela-
tions (see Proposition 4.23 in [18]), we get that S2 AS
S1 and the associated alternating simulation relation
may be obtained from those involved in (6), (7), (8).
In the following, let the state space X be covered by a
finite partition (Xq)q∈Q: X = ∪q∈QXq, Xq ∩ Xq′ = ∅,
for q 6= q′. Let us derive the conditions for relations (6),
(7), (8) to hold.
4.1 Abstraction for the control system
We first consider relation (8). Let Uˆ ⊆ U be a finite sub-
set of control inputs, and let us define an abstract sys-
tem Sˆ1 = (X, Uˆ ,X, Fˆ ,H1) where the transition relation
Fˆ is given by:
x′ ∈ Fˆ (x, uˆ) ⇐⇒ x ∈ Xq, x′ ∈ Xq′ , q′ ∈ ∆1(q, uˆ) (9)
with the finite transition map ∆1 : Q×Uˆ ⇒ Q satisfying
for all q ∈ Q
enab∆1(q) ⊆
⋂
x∈Xq
enabF (x) (10)
and for all q, q′ ∈ Q, uˆ ∈ enab∆1(q)
Xq′ ∩ F (Xq, uˆ) 6= ∅ =⇒ q′ ∈ ∆1(q, uˆ). (11)
4
Proposition 9 For transition system S1 and abstract
system Sˆ1 satisfying (9), (10), (11), we have Sˆ1 AS S1.
PROOF. Consider the identity relation onX and let us
prove that it is an alternating simulation relation. Con-
dition 1) of Definition 5 does obviously hold. Condition
2) reads: for every x ∈ X and every u1 ∈ enabFˆ (x) there
exists u2 ∈ enabF (x) such that F (x, u2) ⊆ Fˆ (x, u1). Let
us verify a stricter statement when u2 = u1 = uˆ ∈ Uˆ .
Consider an arbitrary x ∈ X and uˆ ∈ enabFˆ (x), then
by (9) and (10), uˆ ∈ enabF (x). Then, let x′ ∈ F (x, uˆ),
and let q and q′ be such that x ∈ Xq, x′ ∈ Xq′ .
Then x′ ∈ Xq′ ∩ F (Xq, uˆ). Therefore by (9) and (11),
x′ ∈ Fˆ (x, uˆ). 2
The previous construction ressembles several approaches
in the literature (see e.g. [3,11,16]) where condition (11)
is used. However, in these works, condition (10) does not
appear since it is assumed that enabF (x) = U , for all x ∈
X. In that case, condition (10) is satisfied automatically.
The finite transition map ∆1 where inclusion (10) and
implication (11) are replaced by equality and equiva-
lence, has the “maximal” number of enabled inputs at
state q and the “minimal” number of transitions from a
state q with input uˆ, and leads to the least conservative
abstraction. Using this particular abstraction it is easier
to synthesize a controller which solves our problem. We
now discuss practical computations in a particular case.
4.1.1 Monotone systems
Consider a system of the following type:
xk+1 = f(xk, uk, wk),
where disturbancewk ∈W ⊆ Rnw and f : X×U×W →
Rnx is a map. This system is restated in the form of S1
where the set-valued map F is defined as follows:
F (x, u) =
{
f(x, u,W ) if f(x, u,W ) ⊆ X,
∅ otherwise.
Let this system be monotone [1] on X ×W , i.e. for all
control input u ∈ U ,
x  x′, w  w′ =⇒ f(x, u, w)  f(x′, u, w′).
Let us assume Xq ⊆ [xq, xq], q ∈ Q and W ⊆ [w,w].
The monotonicity implies that
f(Xq, u,W ) ⊆ [f(xq, u, w), f(xq, u, w)].
Then, condition (10) can be replaced by the following
condition, for q ∈ Q, uˆ ∈ Uˆ :
uˆ ∈ enab∆1(q) =⇒ [f(xq, uˆ, w), f(xq, uˆ, w)] ⊆ X.
Similarly, condition (11) can be replaced by, for q, q′ ∈ Q,
uˆ ∈ enab∆1(q):
Xq′ ∩ [f(xq, uˆ, w), f(xq, uˆ, w)] 6= ∅ =⇒ q′ ∈ ∆1(q, uˆ).
Let us remark that when the system is not monotone, one
can apply a similar approach as long as one can compute
interval over-approximations of the sets f(Xq, u,W ) us-
ing e.g. techniques in [3,16,10].
4.2 Abstraction for the specification
We now consider relation (6). Let us define an abstract
specification Sˆ2 = (X × P, V,X, Gˆ,H2) where the tran-
sition relation Gˆ is given by
(x′, p′) ∈ Gˆ(x, p, v) ⇔
x ∈ Xq, x′ ∈ Xq′ , (q′, p′) ∈ ∆2(q, p, v)
(12)
with the finite transition map ∆2 : Q×P ×V ⇒ Q×P
satisfying for all q, q′ ∈ Q, p, p′ ∈ P , v ∈ V ,
(q′, p′) ∈ ∆2(q, p, v) ⇔
Xq ×Xq′ ⊆ {(x, x′) | (x′, p′) ∈ G(x, p, v)}.
(13)
For subsequent discussions, let us represent, without loss
of generality, the transition relation G in the following
form:
G(x, p, v) =
⋃
p′∈P
Gvp,p′(x)× {p′}
where Gvp,p′ : X ⇒ X, for all p, p′ ∈ P , v ∈ V . Let us
make the following assumption:
Assumption 10 The transition map G satisfies the fol-
lowing conditions for some L > 0, δ > 0:
(1) for all p, p′ ∈ P , v ∈ V , Gvp,p′ is L-Lipschitz on its
domain: for all x1, x2 ∈ dom(Gvp,p′),
h(Gvp,p′(x1), G
v
p,p′(x2)) ≤ L‖x1 − x2‖∞;
(2) for all p, p′ ∈ P , v ∈ V , x ∈ dom(Gvp,p′) the inradius
of Gvp,p′(x) is greater than or equal to δ > 0:
ρ−
(
Gvp,p′(x)
) ≥ δ.
We also make the following assumption on the finite
partition (Xq)q∈Q:
5
Assumption 11 The partition (Xq)q∈Q satifies:
(1) for all q ∈ Q, p ∈ P , v ∈ V ,
∃x ∈ Xq, G(x, p, v) 6= ∅ =⇒
∃p′ ∈ P, Xq ⊆ dom(Gvp,p′);
(2) for all q ∈ Q, the circumradius of all sets Xq is less
than δ/(2 + L):
ρ+ (Xq) < δ/(2 + L)
where L and δ are defined in Assumption 10.
Remark 12 Let us point out that Condition 1) in As-
sumption 11 can be replaced by the stronger (but easier
to check) condition that for all q ∈ Q, p, p′ ∈ P , v ∈ V ,
Xq ∩ dom(Gvp,p′) 6= ∅ =⇒ Xq ⊆ dom(Gvp,p′).
We now establish the following instrumental result:
Lemma 13 Under Assumptions 10 and 11, we have for
all x ∈ X, p ∈ P , enabG(x, p) = enabGˆ(x, p).
PROOF. Consider an arbitrary (x, p, v) such that
G(x, p, v) 6= ∅. Let q be such that x ∈ Xq, then from
condition 1) of Assumption 11, there exists p′ ∈ P , such
that Xq ⊆ dom(Gvp,p′). From conditions 1) and 2) in As-
sumption 10, it follows that
ρ−
( ⋂
x∈Xq
Gvp,p′(x)
)
≥ δ − Lρ+(Xq).
Then, by condition 2) of Assumption 11, we have for all
q′ ∈ Q,
ρ−
( ⋂
x∈Xq
Gvp,p′(x)
)
> 2ρ+ (Xq′) ,
which implies since (Xq)q∈Q is a partition that there
exists q′ ∈ Q such that
Xq′ ⊆
⋂
x∈Xq
Gvp,p′(x).
Then, Xq × Xq′ ⊆ {(x, x′) | (x′, p′) ∈ G(x, p, v)} and
Gˆ(x, p, v) 6= ∅. Thus, enabG(x, p) ⊆ enabGˆ(x, p). The
inclusion enabGˆ(x, p) ⊆ enabG(x, p), is a direct conse-
quence of (12) and (13). 2
Proposition 14 Under Assumptions 10 and 11, for
transition system S2 and abstract system Sˆ2 satisfying
(12), (13), we have S2 AS Sˆ2.
PROOF. Consider the identity relation on X ×P and
let us prove that it is an alternating simulation rela-
tion. Condition 1) of Definition 5 does obviously hold.
Condition 2) reads: for every (x, p) ∈ X × P and ev-
ery v1 ∈ enabG(x, p) there exists v2 ∈ enabGˆ(x, p) such
that Gˆ(x, p, v2) ⊆ G(x, p, v1). Let us verify a stricter
statement when v2 = v1 = v. Consider an arbitrary
(x, p) ∈ X × P , v ∈ enabG(x, p), then from Lemma 13,
v ∈ enabGˆ(x, p). Let (x′, p′) ∈ Gˆ(x, p, v), let q, q′ ∈ Q
be such that x ∈ Xq, x′ ∈ Xq′ . Then (x, x′) ∈ {(z, z′) |
(z′, p′) ∈ G(z, p, v)}. Therefore, (x′, p′) ∈ G(x, p, v). 2
The use of Assumptions 10 and 11 in Lemma 13 and
Proposition 14 shows that the partition (Xq)q∈Q needs
to be chosen carefully in order to abstract the specifica-
tion. In particular, condition 2) in Assumption 11 states
that the regions Xq should be small enough.
Let us now specify a class of specification systems S2 for
which we are able to efficiently compute the abstractions
above.
4.2.1 Piecewise affine hybrid automata
We consider specifications given by piecewise affine hy-
brid automata where for all p, p′ ∈ P , v ∈ V ,
dom(Gvp,p′) = D
v
p,p′ ,
and for all x ∈ dom(Gvp,p′)
Gvp,p′(x) = A
v
p,p′x+W
v
p,p′ ,
whereAvp,p′ is a matrix inRnx×nx ,Dvp,p′ ,W vp,p′ are closed
convex polytopes in Rnx .
For Assumption 10 to hold, it is sufficient that the sets
W vp,p′ have non-empty interior for all p, p
′ ∈ P , v ∈ V .
Then, L and δ satisfying conditions 1) and 2) of Assump-
tion 10 are given by
L = max
p,p′∈P,v∈V
‖Avp,p′‖, δ = min
p,p′∈P,v∈V
ρ−(W vp,p′).
Let us assume that the partition (Xq)q∈Q is chosen so
as to satisfy Assumption 11. Let us remark that if X is
a polytope it is always possible to chose such a partition
where for all q ∈ Q, Xq is a polytope.
Then according to (13), for a transition (q′, p′) ∈
∆2(q, p, v) to be enabled it is necessary and sufficient
that
Xq ⊆ Dvp,p′ and Xq′ −Avp,p′Xq ⊆W vp,p′ .
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These inclusions can be checked effectively by verifying
that
x ∈ Dvp,p′ and x′ −Avp,p′x ∈W vp,p′ .
hold when x and x′ belong to the set of vertices of Xq
and Xq′ , respectively.
4.3 Controller synthesis
To synthesize a controller which solves Problem 3 we
first define an alternating simulation relation R which
ensures relation (7). We construct R as follows:
R =
{
((x, p), x′) ∈ X × P ×X
∣∣∣∣∣ x = x′ ∈ Xq(q, p) ∈ Zˆ∞
}
, (14)
where Zˆ∞ denotes the limit of the sequence (Zˆk)k∈N
defined by:
Zˆ0 = Q× P,
Zˆk+1 =

(q, p) ∈ Zˆk
∣∣∣∣∣∣∣∣∣∣∣
∀v ∈ enab∆2(q, p),
∃u ∈ enab∆1(q) :
∀q′ ∈ ∆1(q, u),∃p′ ∈ P :
(q′, p′) ∈ ∆2(q, p, v) ∩ Zˆk

.
(15)
Proposition 15 The sequence (Zˆk)k∈N defined by (15)
reaches the fixed point Zˆ∞ in finite time. The relation R
defined by (14) is an alternating simulation relation from
Sˆ2 to Sˆ1.
PROOF. Since Q × P and thus Zˆk ⊆ Q × P is finite
for all k ∈ N, the first statement follows directly from
the inclusion Zˆk+1 ⊆ Zˆk.
Now, let us prove that R is an alternating simulation
relation from Sˆ2 to Sˆ1. Condition 1) of Definition 5 is
obviously satisfied. Let ((x, p), x) ∈ R, then from (14),
(q, p) ∈ Zˆ∞ with x ∈ Xq. Let v ∈ enabGˆ(x, p), then from
(12), v ∈ enab∆2(q, p). Since Zˆ∞ is the fixed point of
(15), we have that there exists u ∈ enab∆1(q) such that
for all q′ ∈ ∆1(q, u), there exists p′ ∈ P with (q′, p′) ∈
∆2(q, p, v)∩Zˆ∞. From (9), enab∆1(q) = enabFˆ (x), then
u ∈ enabFˆ (x). Let x′ ∈ Fˆ (x, u), and let q′ ∈ Q such
that x′ ∈ Xq′ , then from (9), q′ ∈ ∆1(q, u). Hence,
there exists p′ ∈ P such that (q′, p′) ∈ ∆2(q, p, v)∩ Zˆ∞.
Then, from (12), (x′, p′) ∈ Gˆ(x, p, v), and from (14),
((x′, p′), x′) ∈ R. Thus, condition 2) of Definition 5
holds. 2
Under Assumptions 10 and 11, it follows from Proposi-
tions 9, 14 and 15 and Proposition 4.23 in [18] that R
is also an alternating simulation relation from S2 to S1.
Then, Theorem 7 allows us to find a solution to Prob-
lem 3. However, the controller given by (4) and (5) is
not practical to compute, since it involves the maps F
and G. For that reason, we propose in the following, an
alternative controller, which also solves Problem 3 and
can be computed using the symbolic abstractions only.
Let the relation R be given by (14) and let us define the
set Zc and the controller (θ, pi) as follows:
Zc = {(x, p) | ((x, p), x) ∈ R}, (16)
θ(x, p, v) =
{
u ∈ enabFˆ (x)
∣∣∣∣∣∣ ∀x
′ ∈ Fˆ (x, u), ∃p′ ∈ P :
(x′, p′) ∈ Gˆ(x, p, v) ∩ Zc
}
,
(17)
pi(x, p, x′, v) = {p′ ∈ P | (x′, p′) ∈ Gˆ(x, p, v) ∩ Zc}.
(18)
Theorem 16 Under Assumptions 10 and 11, let the set
Zc and the controller (θ, pi) be defined by (16), (17), (18).
Then, (θ, pi) and Zc solve Problem 3.
PROOF. First, by Proposition 15 and Theorem 7,
we can check that (θ, pi) and Zc solve Problem 3 for
system Sˆ1 and specification Sˆ2. Let us denote Sˆcl =
(X × P, V,X, ∆ˆcl, H2) the transition system describing
the closed-loop dynamics of Sˆ1 with controller (θ, pi).
Then, any maximal trajectory of Sˆcl, initialized in Zc, is
also a maximal trajectory of Sˆ2.
From the proof of Proposition 9, we get that
∀x ∈ X, enabFˆ (x) ⊆ enabF (x)
∀x ∈ X,u ∈ enabFˆ (x), F (x, u) ⊆ Fˆ (x, u).
(19)
Then, it follows that (θ, pi) being compatible with Sˆ1
implies that it is also compatible with S1. Moreover,
for all x ∈ X, p ∈ P , enab∆ˆcl(x, p) = enab∆cl(x, p)
and consists of inputs v ∈ V such that θ(x, p, v) 6= ∅.
Then, from (19), we get that for all v ∈ enab∆cl(x, p),
∆cl(x, p, v) ⊆ ∆ˆcl(x, p, v). Hence, any maximal trajec-
tory of Scl is also a maximal trajectory of Sˆcl.
From Lemma 13 and from the proof of Proposition 14,
we get that
∀x ∈ X, p ∈ P, enabG(x, p) = enabGˆ(x, p)
∀x ∈ X, p ∈ P, v ∈ enabGˆ(x, p), Gˆ(x, p, v) ⊆ G(x, p, v).
(20)
Hence, any maximal trajectory of Sˆ2 is also a maximal
trajectory of S2.
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Therefore, we get that any maximal trajectory of Scl is
also a maximal trajectory of S2. 2
Remark 17 Zc defined by (16) can also be defined di-
rectly from Zˆ∞ as
Zc =
{
(x, p) ∈ X × P
∣∣∣x ∈ Xq, (q, p) ∈ Zˆ∞} . (21)
Similarly, θ and pi defined in (17), (18) can be easily
defined using the transition relations ∆1 and ∆2 instead
of Fˆ and Gˆ thanks to the relations (9), (12).
5 Safety and reachability requirements
In this section, we extend our approach to solve synthe-
sis problems similar to Problem 3 with additional safety
and reachability requirements. The motivation for con-
sidering such additional objectives is as follows. Firstly,
in Problem 3 there is no mechanism preventing the sys-
tem from reaching a blocking state of the specification,
which would also be a blocking state of the closed-loop
system. Secondly, we would like to make it possible to
define terminal states to specify when the task described
by the specification has been accomplished. Depending
on whether the terminal states have to be reached or not
leads to safety or reachability requirements.
Formally, let us consider a set of terminal states given
by Zf ⊆ X × P . We define the following extensions of
Problem 3:
Problem 18 (Safety requirements) Find a con-
troller (θ, pi) compatible with S1 and a controllable set
Zc ⊆ X × P such that for every (x0, p0) ∈ Zc, for every
maximal trajectory (xk, pk, vk)
K
k=0 of Scl, one of the
following condition holds:
(1) (xk, pk, vk)
K
k=0 is a trajectory of S2, K ∈ N and
(xK , pK) ∈ Zf ;
(2) (xk, pk, vk)
K
k=0 is a maximal trajectory of S2, and
eitherK = +∞, orK ∈ N and enabG(xK , pK) 6= ∅.
Remark 19 If Problem 18 is solved then, for every
(x0, p0) ∈ Zc, the following holds:
• every trajectory (xk, pk, vk)Kk=0 of Scl is also a tra-
jectory of S2, and for all 0 ≤ k ≤ K, such that
(xk, pk) /∈ Zf , enabG(xk, pk) 6= ∅;
• for every maximal trajectory (xk, pk, vk)Kk=0 of Scl,
where for all 0 ≤ k ≤ K, such that (xk, pk) /∈ Zf ,
vk ∈ enabG(xk, pk), we have either K = +∞, or
K ∈ N and (xK , pK) ∈ Zf .
We refer to Problem 18 as a safety problem because the
controller has to avoid reaching a set of “unsafe” states,
which consists of blocking states of the specification S2
outside Zf . Let us remark that in Problem 18, it is ac-
ceptable that the set of terminal states is not reached,
provided the closed-loop system can behave as the spec-
ification for an unlimited amount of time. Let us remark
that Problem 3 is a particular case of Problem 18 where
Zf coincides with the set of blocking states of S2.
Problem 20 (Reachability requirements) Find a
controller (θ, pi) compatible with S1 and a controllable set
Zc ⊆ X × P such that for every (x0, p0) ∈ Zc, for ev-
ery maximal trajectory (xk, pk, vk)
K
k=0 of Scl, one of the
following condition holds:
(1) (xk, pk, vk)
K
k=0 is a trajectory of S2, K ∈ N and
(xK , pK) ∈ Zf ;
(2) (xk, pk, vk)
K
k=0 is a maximal trajectory of S2, and
K ∈ N and enabG(xK , pK) 6= ∅.
Remark 21 If Problem 20 is solved then, for every
(x0, p0) ∈ Zc, the following holds:
• every trajectory (xk, pk, vk)Kk=0 of Scl is also a tra-
jectory of S2, and for all 0 ≤ k ≤ K, such that
(xk, pk) /∈ Zf , enabG(xk, pk) 6= ∅;
• for every maximal trajectory (xk, pk, vk)Kk=0 of Scl,
where for all 0 ≤ k ≤ K, such that (xk, pk) /∈ Zf , vk ∈
enabG(xk, pk), we have K ∈ N and (xK , pK) ∈ Zf .
We refer to Problem 20 as a reachability problem because
the controller has to reach the set of terminal states Zf .
Let us remark that in Problem 20, it is necessary that
the set of terminal states is reached in finite time.
In the following, we show how to modify the approach
presented in Section 4 in order to solve Problems 18
and 20. Let us assume that symbolic abstractions Sˆ1
and Sˆ2 for the system and the specification have been
computed according to the procedure described in Sec-
tions 4.1 and 4.2. Let us define the set
Zˆf = {(q, p) ∈ Q× P | Xq × {p} ⊆ Zf}.
5.1 Safety requirements
We start by describing a solution approach to Prob-
lem 18. Let Zˆ∞ denote the limit of the sequence (Zˆk)k∈N
defined by:
Zˆ0 = Q× P,
Zˆk+1 = Zˆf ∪

(q, p) ∈ Zˆk
∣∣∣∣∣∣∣∣∣∣∣∣∣
enab∆2(q, p) 6= ∅, and
∀v ∈ enab∆2(q, p),
∃u ∈ enab∆1(q) :
∀q′ ∈ ∆1(q, u),∃p′ ∈ P :
(q′, p′) ∈ ∆2(q, p, v) ∩ Zˆk

.
(22)
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Since for all k ∈ N, Zˆk is finite and Zˆk+1 ⊆ Zˆk, it follows
that the fixed point Zˆ∞ is reached in finite time.
Theorem 22 Under Assumptions 10 and 11, let the set
Zc and the controller (θ, pi) be defined by (21), (17), (18).
Then, (θ, pi) and Zc solve Problem 18.
PROOF. Using the same arguments as in the first two
paragraphs of the proof of Theorem 7, we get that (θ, pi)
is compatible with Sˆ1 and that any maximal trajectory
(xk, pk, vk)
K
k=0 of Sˆcl with (x0, p0) ∈ Zc is a trajectory
of Sˆ2 and that (xk, pk) ∈ Zc for all 0 ≤ k ≤ K. If
K = +∞ or if K ∈ N and (xK , pK) ∈ Zf , the re-
quirements of Problem 18 are met for Sˆ1 and Sˆ2. Then,
let us assume that K ∈ N and (xK , pK) /∈ Zf . Since
(xK , pK) ∈ Zc \Zf , it follows by (21), (22) and (12) that
enabGˆ(xK , pK) 6= ∅. Let us assume that (xk, pk, vk)Kk=0
is not maximal for Sˆ2, then vK ∈ enabGˆ(xK , pK) and
from (21), (22), (12), (9), we get that there exists u ∈
enabFˆ (xK) such that for all x
′ ∈ Fˆ (xk, u), there ex-
its p′ ∈ P such that (x′, p′) ∈ Gˆ(x, p, v) ∩ Zc. Then,
from (17), u ∈ θ(xK , pK , vK), which is therefore non-
empty. Since (θ, pi) is compatible with Sˆ1, we obtain that
vK ∈ enab∆ˆcl(xK , pK). It follows that (xk, pk, vk)Kk=0
is not maximal for Sˆcl, which leads to a contradiction.
Hence, it follows that (θ, pi) and Zc solve Problem 18 for
Sˆ1 and Sˆ2.
Then, from the proof of Theorem 16, we get that any
maximal trajectory of Scl is also a maximal trajectory of
Sˆcl and that any (maximal) trajectory of Sˆ2 is a (max-
imal) trajectory of S2. Therefore, (θ, pi) and Zc solve
Problem 18 for S1 and S2. 2
5.2 Reachability requirements
We now present a solution approach to Problem 20. Let
Zˆ∞ denote the limit of the sequence (Zˆk)k∈N defined by:
Zˆ0 = Zˆf ,
Zˆk+1 = Zˆf ∪

(q, p) ∈ Q× P
∣∣∣∣∣∣∣∣∣∣∣∣∣
enab∆2(q, p) 6= ∅, and
∀v ∈ enab∆2(q, p),
∃u ∈ enab∆1(q) :
∀q′ ∈ ∆1(q, u), ∃p′ ∈ P :
(q′, p′) ∈ ∆2(q, p, v) ∩ Zˆk

.
(23)
Since Q × P is finite and for all k ∈ N, Zˆk ⊆ Zˆk+1 ⊆
Q × P , it follows that the fixed point Zˆ∞ is reached in
finite time. Let Zc be defined by (21), and for k ∈ N, let
Zk =
{
(x, p) ∈ X × P
∣∣∣x ∈ Xq, (q, p) ∈ Zˆk} .
Then, for (x, p) ∈ Zc we define
κ(x, p) = min
{
k ∈ N| (x, p) ∈ Zk} . (24)
Then, let (θ, pi) be given, for (x, p) ∈ Z0, by θ(x, p, v) =
∅, pi(x, p, x′, v) = ∅, and for (x, p) ∈ Zc \ Z0, by
θ(x, p, v) =
u ∈ enabFˆ (x)
∣∣∣∣∣∣∣∣
∀x′ ∈ Fˆ (x, u), ∃p′ ∈ P :
(x′, p′) ∈ Gˆ(x, p, v)∩
Zκ(x,p)−1
 ,
(25)
pi(x, p, x′, v) = {p′ ∈ P | (x′, p′) ∈ Gˆ(x, p, v) ∩ Zκ(x,p)−1}.
(26)
Theorem 23 Under Assumptions 10 and 11, let the set
Zc and the controller (θ, pi) be defined by (21), (25), (26).
Then, (θ, pi) and Zc solve Problem 20.
PROOF. Using the same arguments as in the first two
paragraphs of the proof of Theorem 7, we get that (θ, pi)
is compatible with Sˆ1 and that any maximal trajectory
(xk, pk, vk)
K
k=0 of Sˆcl with (x0, p0) ∈ Zc is a trajectory
of Sˆ2 and that κ(xk, pk) is strictly discreasing and non-
negative. Then, necessarily K ∈ N. If (xK , pK) ∈ Zf ,
the requirements of Problem 18 are met for Sˆ1 and
Sˆ2. Then, let us assume that (xK , pK) /∈ Zf . Then,
(xK , pK) /∈ Z0 and κ(xK , pK) > 0. Then, it follows
by (24), (23) and (12) that enabGˆ(xK , pK) 6= ∅. Let
us assume that (xk, pk, vk)
K
k=0 is not maximal for Sˆ2,
then vK ∈ enabGˆ(xK , pK) and from (24), (23), (12),
(9), we get that there exists u ∈ enabFˆ (xK) such that
for all x′ ∈ Fˆ (xk, u), there exits p′ ∈ P such that
(x′, p′) ∈ Gˆ(x, p, v) ∩ Zκ(xK ,pK)−1. Then, from (25),
u ∈ θ(xK , pK , vK), which is therefore non-empty. Since
(θ, pi) is compatible with Sˆ1, we obtain that vK ∈
enab∆ˆcl(xK , pK). It follows that (xk, pk, vk)
K
k=0 is not
maximal for Sˆcl, which leads to a contradiction. Hence,
it follows that (θ, pi) and Zc solve Problem 20 for Sˆ1 and
Sˆ2.
Then, from the proof of Theorem 16, we get that any
maximal trajectory of Scl is also a maximal trajectory of
Sˆcl and that any (maximal) trajectory of Sˆ2 is a (max-
imal) trajectory of S2. Therefore, (θ, pi) and Zc solve
Problem 20 for S1 and S2. 2
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6 Autonomous vehicle examples
In this section, we provide illustrations of our approach
by showing instances of Problems 18 and 20 in the con-
text of autonomous vehicle control. We first consider
cruise control with collision avoidance and then takeover
maneuvers.
6.1 Safety: cruise control with collision avoidance
Let us consider a model with two vehicles moving in one
lane on an infinite straight road. The leader (vehicle 2)
is uncontrollable while the follower (vehicle 1) is con-
trollable. A discrete-time approximation of this model is
given by equations:
x1k+1 = x
1
k + v
1
kT0,
v1k+1 = χ
(
v1k + α(uk, v
1
k)T0, [0, v
1
max]
)
,
x2k+1 = x
2
k + v
2
kT0,
v2k+1 = χ
(
v2k + α(wk, v
2
k)T0, [0, v
2
max]
)
.
Here uk and wk are the torques applied to the wheels,
uk ∈ [umin, umax] is the control input, wk ∈ [wmin, wmax]
is the uncertainty and
α(u, v) = u−M−1(f0 + f1v + f2v2),
χ(v, [v1, v2]) = min{max{v, v1}, v2}.
The vector of parameters f = (f0, f1, f2) ∈ R3+ describes
road friction and vehicle aerodynamics whose numeri-
cal values are taken from [12]: f0 = 51.0709 N, f1 =
0.3494 Ns/m, f2 = 0.4161 Ns
2/m2.
We rewrite this as a 3-dimensional system with d =
x1 − x2 being the signed distance between the vehicles:
dk+1 = dk + (v
1
k − v2k)T0,
v1k+1 = χ
(
v1k + α(uk, v
1
k)T0, [0, v
1
max]
)
,
v2k+1 = χ
(
v2k + α(wk, v
2
k)T0, [0, v
2
max]
)
.
A model of this type was also considered in [17]. We
consider this model on the following state space:
X = (−∞, 0)× [0, v1max]× [0, v2max].
For the simulations below we choose the following pa-
rameters: v1max = 30m/s, v
2
max = 30m/s,M = 1370 kg,
umax = wmax = 10 m/s
2, umin = wmin = −20 m/s2,
T0 = 0.1 s. The system is monotone in the variable d,
v1, −v2, −w and has the same form as in Section 4.1.1.
Let us introduce a partition for each coordinate:
(−∞,−dmax), [−dmax,−Nd − 1
Nd
dmax), . . . ,
[− 2
Nd
dmax,− 1
Nd
dmax), [− 1
Nd
dmax, 0)
for the signed distance,
{0}, (0, 1
Nv1
v1max], . . . , (
Nv1 − 1
Nv1
v1max, v
1
max]
for the velocity v1 of the controllable vehicle and
{0}, (0, 1
Nv2
v2max], . . . , (
Nv2 − 1
Nv2
v2max, v
2
max]
for the velocity v2 of the uncontrollable vehicle. Based
on this partition we construct regions Xq as Cartesian
products of the elements from those partitions. The set
of all such Xq covers the whole state space X. We also
utilize
Uˆ = {umin, umin + 1
Nu
(umax − umin), . . . ,
umin +
Nu − 1
Nu
(umax − umin), umax}
as a finite approximation of U . In the following, we use
dmax = 100 m, Nd = 50, Nv1 = 100, Nv2 = 15, Nu = 6.
The specification is given by a hybrid automaton with
2 modes {p0, p1}. In the mode p0, vehicle 1 has to track
the desired velocity v∗, which is provided by an external
user. If the distance between the two vehicles is to short,
mode p1 is activated in order to avoid collision. When a
longer distance is restored, mode p0 is reactivated. The
discrete dynamics of the hybrid automaton is shown in
Figure 2.
d+ l1 < 0
d+ l2 ≥ 0
p0 p1
d+ l2 < 0
d+ l2 < 0
Fig. 2. Discrete dynamics of the hybrid automaton.
The associated continuous dynamics is then given by{
v1k+1 ≥ v1k + C, if v1k ≤ v∗k − ε,
v1k+1 ≤ v1k − C, if v1k ≥ v∗k + ε
for pk+1 = p
0 and
v1k+1 ≤ v1k − C, if v1k ≥ v∗k + ε
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for pk+1 = p
1. Input parameter v∗ in the specification
belongs to the following set:
V = { 1
Nm
v1max, . . . ,
Nm − 1
Nm
v1max}.
The previous hybrid automaton is not piecewise affine
but has an equivalent piecewise affine representation
with 5 modes, 3 associated to p0 and 2 associated to
p1. This hybrid automaton may reach blocking states so
we add a safety requirement with an empty set of final
states (i.e. the task should run forever). For the simu-
lation we choose the following numerical values for the
parameters of this specification:
Nm = 6, ε = 3 m/s, C = 0.1 m/s,
l1 = 2 m, l2 = 50 m.
One may observe that the chosen partition contains un-
bounded elements which were not previously considered.
However, when partition elements Xq and sets
{(z, z′) | (z′, p′) ∈ G(z, p, v)}
are all Cartesian products of the matching dimensions,
condition (13) splits into the set of respective conditions
for the factors of these products. In the currently con-
sidered example, it is therefore sufficient to check the
conditions of Lemma 13 only for v1 as the inclusion in
(13) holds along other dimensions. Thus, the specifica-
tion is piecewise affine and satisfies Assumption 10 along
v1 with L = 1 and δ = 0.5 × ( v1maxNm + ε − C). The state
space partition along v1 satisfies Assumption 11 since
0.15 =
v1max
2Nv1
<
δ
2 + L
= 3.95/3 ≈ 1.31.
A controller has been synthesized by the approach pre-
sented in Section 5. Figures 3 shows the projection of
the controllable set onto X.
Next, for the computed controller we simulate a trajec-
tory of the closed-loop system. Figure 4 depicts signed
distance dk, velocities v
1
k, v
2
k and v
∗
k, and control uk gen-
erated by the feedback controller. One can check that
initially the follower tracks the desired velocity until the
distance between the two vehicles drops lower than the
safe distance and the controller moves to mode p1, re-
ducing the velocity of the follower to avoid collision.
6.2 Reachability: takeover maneuvers
Consider now a similar setting with two vehicles where
the controllable vehicle is able to perform a takeover
maneuver (see Fig. 5). The corresponding dynamics can
Fig. 3. The projection of the controllable region.
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Fig. 5. Illustration of the vehicle takeover problem.
be approximated by the following discrete-time system:
dk+1 = dk + (v
1
k − v2k)T0,
v1k+1 = χ
(
v1k + α(uk, v
1
k)T0, [0, v
1
max]
)
,
v2k+1 = χ
(
v2k + α(wk, v
2
k)T0, [0, v
2
max]
)
,
hk+1 = u
2
k
(27)
if u2k = hk and
dk+1 = dk + β(v
1
k, v
2
k)T0,
v1k+1 = v
1
k,
v2k+1 = χ
(
v2k + α(wk, v
2
k)T0, [0, v
2
max]
)
,
hk+1 = u
2
k
(28)
if u2k = 2 − hk, v1k ≥ v∗ ≥ r/T0. Here hk is the lane
number of the controllable vehicle at time instant k; u
and w are torques applied to the wheels as before. In
this system u1k ∈ [umin, umax] and u2k ∈ {0.5, 1.5} are the
controls, wk ∈ [wmin, wmax] is the uncertainty.
Equation (28) is a discrete time approximation of the
lane-changing maneuver. For simplicity, we assume that
this maneuver takes the same time T0 and function β is
defined as follows
β(v1, v2) =
1
T0
√
(v1T0)2 − r2 − v2.
Here r is the distance between lanes.
The control u2k corresponds to the lane number at the
new time instant. We assume that the uncontrollable
vehicle moves in lane 1.
The state space in this example is given by
X = (−∞,+∞)× [0, v1max]× [0, v2max]× [0, 2].
We define the target set as
X1 = {z = (d, v1, v2, h) ∈ X | d > 0, h < 1}.
As in previous subsection, in this example we use very
similar partition for d, v1 and v2 coordinates and
Uˆ = {umin, 0, umax} × {0.5, 1.5}
as a finite approximation of [umin, umax]×{0.5, 1.5}. For
the simulation below we choose the following parame-
ters: dmax = 60 m, v
1
max = 30 m/s, v
2
max = 20 m/s,
M = 1370Kg, umax = wmax = 10m/s
2, umin = wmin =
−20 m/s2, T0 = 0.2 s, r = 2 m, v∗ = 20 m/s, Nd = 80,
Nv1 = 60, Nv2 = 20.
The specification system (z′, p′) ∈ G(z, p) here is defined
by the following constraints on the continuous dynamics:
dk+1 < 0 if pk+1 = p
0,
dk+1 ≥ 0 if pk+1 = p1,
hk+1 ≥ 1 if pk = p0, pk+1 = p1
and by the discrete variable evolution which is depicted
on Fig. 6.
d < 0; h ≥ 1
p0 p1
d < 0
d ≥ 0
Fig. 6. Graphical representation of the discrete variable p
evolution in the specification.
Assumptions 10 and 11 are obviously satisfied.
A controller has been synthesized by the approach pre-
sented in Section 5. Figure 7 depicts a part of the con-
trollable set which corresponds to h < 1, d < 0, p = p0.
In this example we also simulate a trajectory of the
closed-loop system using the computed reachability con-
Fig. 7. The projection of the controllable region.
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troller. Figure 8 depicts signed distance dk, velocities v
1
k
and v2k, and control uk.
7 Conclusion and future work
In this paper we presented a control synthesis algo-
rithm which enforces a discrete-time dynamical system
to satisfy a specification given by a discrete-time hybrid
system. Furthermore, we considered such specifications
along with terminal conditions to pose safety and reach-
ability synthesis problems. In our future work we plan
to use these two problems as building blocks for more
complicated specifications.
The synthesis algorithm involves computing symbolic
abstractions of the system and the specification and ap-
plying a fixed-point type procedure to compute the feed-
back control and the controllable set. The computation
of finite symbolic abstraction is challenging in general
but for certain types of systems we are able to point out
efficient abstraction algorithms. We mention two such
cases (one for dynamical system and one for specifica-
tions): monotone systems and piecewise linear hybrid
systems. The examples in the end illustrate the proposed
approach.
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