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We present an analysis of the process ψ(3686) → Ω−Ω¯+ (Ω− → K−Λ, Ω¯+ → K+Λ¯, Λ → ppi−,
Λ¯→ p¯pi+) based on a data set of 448× 106 ψ(3686) decays collected with the BESIII detector at the BEPCII
electron-positron collider. The helicity amplitudes for the process ψ(3686)→ Ω−Ω¯+ and the decay parameters
of the subsequent decay Ω− → K−Λ (Ω¯+ → K+Λ¯) are measured for the first time by a fit to the angular
distribution of the complete decay chain. The branching fraction of ψ(3686) → Ω−Ω¯+ is measured to be
(5.82± 0.12± 0.24) × 10−5, with an improved precision compared to previous measurements.
The discovery of the Ω− [1] was a crucial step in our understanding of the microcosmos. It was a great triumph
4for the eight-fold way model of baryons [2] and it led to the
postulate of color charge [3]. To this day, the Ω remains the
only observed spin-3/2 baryon that only decays via the weak
interaction. This allows the study of its spin properties and
gives access to its polarization using parity-violating, self-
analyzing weak decays.
One of the conceptually simplest processes in which a
baryon-antibaryon pair can be created is electron-positron
annihilation. The production of a spin-1/2 baryon-antibaryon
pair can be described by two complex form factors [4, 5].
The form factors for the process e+e− → ΛΛ¯, including
the relative phase, were determined recently by the BESIII
collaboration using the weak decay Λ → pπ− at both the
J/ψ resonance [6] and in the continuum [7]. The non-zero
relative phase leads to a vector polarization for the produced
Λ baryons in the direction perpendicular to the reaction plane.
In the case of a spin-3/2 baryon-antibaryon pair, such as
Ω−Ω¯+, the annihilation process involves four complex form
factors [8]. In addition to vector polarization, the spin-
3/2 fermions can have dipole and quadrupole polarization.
The production of the Ω−Ω¯+ pair via an intermediate vector
state imposes restrictions on the possible spin projections and
implies a certain degree of polarization even if all relative
phases between the form factors are zero [9]. Polarization
of the Ω− can be studied using the chain of weak decays
Ω− → K−Λ andΛ→ pπ−, where the first decay is described
by the ratio αΩ− and the relative phase φΩ− between the
parity-conserving and parity-violating decay amplitudes. The
decay parameters cannot be calculated reliably in theory [10–
12] and only αΩ− has been previously measured [13–15].
The resonance production process e+e− → ψ(3686) →
Ω−Ω¯+ was observed by the CLEO-c experiment with 27± 5
and 326 ± 19 events using the double-tag and single-tag
technique as described in Refs. [16] and [17], respectively.
However, due to low statistics the amplitude analysis of
the reaction was not possible. With the world’s largest
ψ(3686) data sample of (448.1± 2.9)× 106 ψ(3686) events
accumulated in e+e− annihilation with BESIII detector [18],
we are able to select about 4000 ψ(3686) → Ω−Ω¯+ events,
and measure for the first time the helicity amplitudes of
ψ(3686) → Ω−Ω¯+ and the decay parameter φΩ− of Ω
− →
K−Λ.
In the helicity formalism [19, 20], there are four
independent helicity amplitudes in the production density
matrix of e+e− → ψ(3686) → Ω−Ω¯+ [9]. Without





























iφ4 . Here, hi and φi (i = 1, 3, 4) are
real numbers to be determined from fits to data samples. By
considering the weak decays Ω− → K−Λ and Λ → pπ−,
additional parameters αΩ− , αΛ and φΩ− describing the
ratio and relative phase between two helicity amplitudes are
needed [9]. The joint angular distribution of θΩ− , θΛ, φΛ, θp






FIG. 1. Definition of the helicity angles used in the analysis. The
helicity angles θΩ− , θΛ, φΛ, θp and φp are spherical coordinates of
the Ω−, Λ and p momenta in three reference frames: the e+e− c.m.
system and the Ω− and Λ rest frames, respectively. The ẑ-axis in
the e+e− c.m. system points along the incoming positron and ẑΩ−
is the Ω− momentum direction. The polar axis direction in the Ω−
rest frame is ẑΩ− and ŷΩ− is along ẑ × ẑΩ− , where ẑΛ is the Λ
momentum direction. The polar axis direction in the Λ rest frame is
ẑΛ and ŷΛ is along ẑΩ− × ẑΛ.
where rµ denotes the multipolar parameter of the Ω
−, bµν is
the transition matrix forΩ− → K−Λ, and aν0 is the transition
matrix for Λ → pπ−. By fitting the joint angular distribution
of the selected events with Eq. (1), we can in principle obtain
the form factors and Ω−/Λ decay parameters.
To maximize the reconstruction efficiency, a single-tag
method is implemented in which only the Ω− or the Ω¯+
is reconstructed via Ω− → K−Λ → K−pπ− or Ω¯+ →
K+Λ¯ → K+p¯π+, and the Ω¯+ or Ω− on the recoil side is
inferred from the missing mass of the reconstructed particles.
Charged tracks reconstructed frommultilayer drift chamber
(MDC) hits are required to be within a polar-angle (θ) range
of | cos θ| < 0.93. To determine the species of final-state
particles, specific energy loss (dE/dx) information is used
to form particle identification (PID) probabilities for pion,
kaon, and proton hypotheses. Charged particles are identified
as the hypothesis with the highest probability and only one
kaon and one proton are required in each event. The rest of
the charged tracks in an event are assumed to be pions. To
avoid potentially large differences between data and Monte
Carlo (MC) simulation for very low momentum tracks, the
transverse momenta of the p, K−, and π− tracks are required
to be larger than 0.2, 0.1, and 0.05 GeV/c, respectively.
The Λ → pπ− candidates are reconstructed by applying
a vertex fit to the identified proton and a negatively charged
pion with an invariant mass (Mppi−) in the range of
[1.110, 1.122] GeV/c2. If more than one Λ candidate is
found, the one with pπ− invariant mass closest to the nominal
Λ mass [21] is kept. The Λ candidate is then combined with
5)2c(GeV/Λ-KM









































FIG. 2. (a) Distribution of M recoilK−Λ versus MK−Λ of the selected
K−Λ candidates. The red solid box shows the signal region of
ψ(3686) → Ω−Ω¯+. (b) Projection onto MK−Λ for events with
M recoilK−Λ in signal region. (c) Same as (b) but forK
+Λ¯ tagged events.
Dots with error bars are data, the solid blue curves show the results
of the fit, the red dashed lines show the signal components of the fit,
and the blue dotted lines show the background components of the fit.
a K− track to reconstruct the Ω−. A secondary vertex fit is
applied to K−Λ to improve the Ω−-mass resolution and to
suppress backgrounds.
The distribution of the invariant mass (MK−Λ) and the
recoiling mass (M recoilK−Λ ) of the selected K
−Λ is shown in
Fig. 2(a). A clear cluster of events in the data sample
corresponding to ψ(3686)→ Ω−Ω¯+ is observed. The signal
region is defined as M recoilK−Λ ∈ [1.640, 1.692] GeV/c
2 and
MK−Λ ∈ [1.663, 1.681] GeV/c
2. The mass windows are
determined by optimizing the figure of merit S√
S+B
with S
being the number of signal events expected in data and B the
number of the backgrounds in data estimated by the sideband
method.
An inclusive ψ(3686) MC sample with 4 × 108 ψ(3686)
events is used to search for any possible background
sources [22] and no peaking background is found.
Events in the signal region, shown in Fig. 2(a), are used
to perform the angular distribution analysis. After applying
all the event selections, 2507 ψ(3686) → Ω−Ω¯+ candidates
are selected by tagging the Ω− (called the Ω− sample),
and 2238 candidates by tagging the Ω¯+ (called the Ω¯+
sample). Since there is no Ω− non-Ω¯+ background, the
number of non-Ω− background events is estimated with
events in the Ω−-mass sideband: MK−Λ ∈ [1.644, 1.653]
or [1.692, 1.701] GeV/c2. The Ω− and Ω¯+ samples
are estimated to contain 298 and 189 background events,
respectively.
An unbinned maximum likelihood fit to the selected events
is performed to measure the free parameters in the angular
distribution. The likelihood function is defined as






where j is the candidate event number, ρ(ζj |H) is the angular
distribution function for the cascade decay in Eq. (1), ζ =
{θΩ, θΛ, φΛ, θp, φp} are the angular distribution variables, and
H = {hi, φi, αΩ, αΛ, φΩ} are the parameters to be determined
from the fit. Nt is the number of the selected events in data
samples. N(H) is the normalization factor calculated with the
MC integration method, and ǫ(ζj) is the detection efficiency.
Contributions from the background events to the likelihood
have been considered by using events in the sideband regions
of the Ω−. By minimizing the negative of the logarithm of L,
the objective function is defined as: S = − lnLdata+ lnLbg,
where Ldata is the likelihood function of events selected
in the signal region, and Lbg is the likelihood function of
background events estimated by the sideband method.
The decay parameters αΛ and αΩ are fixed to the averages
of the measured values [6, 13–15]. Assuming that there is
no CP -violation in Ω and Λ decays, we set αΛ = −αΛ¯ =
0.753±0.007 andαΩ− = −αΩ¯+ = 0.0154±0.0017 [23]. The
remaining parameters in H are determined by maximizing
the log-likelihood function in Eq. (2). A simultaneous fit is
performed to the Ω− and Ω¯+ events selected from data. In the
simultaneous fit, we apply the constraint φΩ− = −φΩ¯+ . We
find two solutions with equally good fit quality, as shown in
Table I.
TABLE I. Two sets of fit values of the helicity parameters in
ψ(3686) → Ω−Ω¯+ decays. The first uncertainties are statistical,
and the second ones systematic.








With the fitted values of the parameters in Table I, the
signal MC events generated uniformly in phase-space (PHSP)
are weighted with Eq. (1) to calculate the expected angular
distributions. The weighted and un-weighted MC predictions
are compared with data in five helicity angle distributions,
with the background contributions estimated from the Ω−
sideband regions. The comparisons are shown in Fig. 3
together with values for both χ2fit, obtained by comparing data
and the fit, and χ2PHSP, obtained by comparing data and the
PHSP MC sample. We observe that the fit describes the data
very well. Since the two sets of solutions describe the data
equally well, we only show the angular distributions for one
set of them.
The following systematic uncertainties are considered
for the angular distribution measurement. The tracking
and PID efficiencies are studied with control samples of
J/ψ → pp¯π+π−, J/ψ → ΛΛ¯ (Λ → pπ−, Λ¯ → p¯π+),
J/ψ →KSK
−π+ + c.c., and J/ψ →pK−Λ¯ + c.c., and
the polar angle and transverse momentum (pt) dependent
efficiencies are measured. Consequently, the efficiency of
MC events is corrected by the two-dimensional efficiency
scale factors and the uncertainty is estimated by varying
the efficiency scale factors by one standard deviation for
each bin individually in the two-dimensional efficiency
plane. The differences between the new fit results and the
6+Ω/-Ω of θcos




















































































signal MC (PHSP) + backgrounds
signal MC (fit) + backgrounds
FIG. 3. Comparison of the angular distributions between data
and MC predictions in cos θΩ−/Ω¯+ (top-left), cos θΛ/Λ¯ (top-
right), cos θp/p¯ (middle-left), φΛ/Λ¯ (middle-right), φp/p¯ (bottom-
left). Dots with error bars are data, green shaded histograms are
background events estimated from Ω−/Ω¯+ sidebands, red dashed
histograms are the sum of the weighted signal MC events and the
backgrounds, and black dotted histograms are the sum of the signal
MC events in PHSP and the backgrounds.
nominal ones are taken as the systematic uncertainties.
The uncertainty due to the background estimation is
estimated by changing the Ω−-sideband regions from
[1.644, 1.653] and [1.692, 1.701] GeV/c2 to [1.643, 1.653]
and [1.692, 1.702] GeV/c2. The differences between fit
results with and without changing sideband regions are taken
as the systematic uncertainties. The uncertainties arising
from the values of the fixed parameters αΩ− and αΛ are
estimated by changing these two parameters by one standard
deviation separately, then comparing the refitted parameters
with the original results. We find that the uncertainty of αΩ−
can be neglected. All of the above contributions are added
in quadrature as the total systematic uncertainties, and the
results are shown in Table I.
From Table I we find that the magnitudes of the amplitudes
are about the same in the two solutions while the phases can be
very different. All the his are less than one which means that




dominates the decay process. The non-
zero αΩ− [13–15] indicates that both P (parity conservation)
andD-waves (parity violation) contribute to the Ω− → K−Λ
process. The value of φΩ− provides information on whether
the process is P -wave dominant (φΩ− = 0) or D-wave
dominant (φΩ− = π). By comparing themaximum-likelihood
values between the fit with φΩ− fixed to zero or π and the
nominal fit, we find that the significance for non-zero φΩ−
is 3.7σ and that for a non-π φΩ− is 1.5σ. Thus, φΩ− is
significantly different from zero, and the fit slightly favours
the D-wave dominant case. This result differs from the
theoretical predictions of P -wave dominance [24]. The ratio
of D- to P -wave can be calculated as |AD|
2/|AP |
2 = 2.4 ±
2.0 (solution I), and |AD|
2/|AP |
2 = 3.3 ± 2.9 (solution II),
where the uncertainty is the sum in quadrature of the statistical
and systematic uncertainties. Allowing αΩ to be determined
by the fit, we obtainαΩ = −0.04±0.03which is in agreement
with the quoted result from previous experiments but with
much worse precision [13–15].
The yields in M recoilK−Λ and M
recoil
K+Λ¯
signal regions are used
to measure the branching fraction of ψ(3686) → Ω−Ω¯+
by performing an extended maximum-likelihood fit to the
MK−Λ and MK+Λ¯. The MK−Λ distribution for events
within the M recoilK−Λ signal region (Fig. 2(b)) and the MK+Λ¯
distribution for events withinM recoil
K+Λ¯
signal region (Fig. 2(c))
are fitted simultaneously using the unbinned maximum-
likelihood method to determine the branching fraction
of ψ(3686) → Ω−Ω¯+ directly. To remove statistical
correlations, events containing both a reconstructed Ω− and
an Ω¯+ are removed from theMK−Λ distribution.
The number of signal events in the kth mode (Nk, k = 1
for Ω− and k = 2 for Ω¯+) is
Nk = Nψ(3686) × B(ψ(3686)→ Ω
−Ω¯+)×
B(Ω→ KΛ)× B(Λ→ pπ)× εk,
(3)
where B(Ω → KΛ) and B(Λ → pπ) are the branching
fractions of Ω− decays to K−Λ and that of Λ → pπ−,
respectively, and εk is the efficiency determined from the
signal MC sample generated with the MDIY generator [25]
using the parameters determined in this analysis listed in
Table I. These efficiencies are also corrected by the two
dimensional tracking and PID efficiency scale factors, and
ε1 = 17.1% and ε2 = 18.9% are obtained.
The signal is parameterized by a double Gaussian function
with a commonmean (M ) and two distinct resolutions (σ1 and
σ2). The background is described by a first-order Chebyshev
polynomial. The parameters in the signal PDF (M , σ1 and
σ2) are free in the fit, but constrained to be the same for
the Ω− and Ω¯+ signals. The fit (Fig. 2(b) and (c)) returns
N1 = 1966 ± 54 and N2 = 2069 ± 54. The average value
of B(ψ(3686) → Ω−Ω¯+) for these two single-tag samples
is determined to be (5.82 ± 0.12)× 10−5, where the error is
statistical only.
The following sources of systematic uncertainties are
considered for the branching fraction measurement.
The method described above for determining the systematic
uncertainties for the angular distribution analysis is used
for the tracking and PID efficiency correction, and the
uncertainty is 1.4%. The uncertainties due to the mass
windows requirements of Mppi and M
recoil
KΛ are estimated
by comparing the efficiency difference of the requirements
between data and MC simulations, which are 0.7% and 0.7%
for Λ(Λ¯) and Ω−(Ω¯+), respectively. The uncertainties in
B(Ω → KΛ) and B(Λ → pπ) are taken from the PDG [21]
and the sum in quadrature is 1.3%. The uncertainty of the
7number of ψ(3686) events is 0.6% [26]. The uncertainties
from the input αΩ− and αΛ are estimated by changing these
two parameters by 1σ standard deviation, and are found to be
1.0% and 1.2%, respectively.
The uncertainty arising from the helicity parameters, hi,
φi, and φΩ, is estimated with a toy MC method whereby
100 groups of random values of these seven parameters are
sampled from a multi-normal distribution with the means
and covariance matrix as measured in data. A MC sample
generated with a phase space model is weighted with these
new parameters and subsequently new detection efficiencies
and new branching fractions are obtained by repeating the
fit to the KΛ invariant-mass distributions. The standard
deviation of the branching fraction distribution of these 100
toy MC samples, 1.6%, is taken as the uncertainty.
The uncertainty from the signal shape is obtained by
replacing the double Gaussian with the MC simulated shape
convolved with a Gaussian function to account for the
resolution difference between data and MC simulation, and
2.0% is taken as the systematic uncertainty. The uncertainty
due to the background shape is estimated by changing the
first-order to a second-order Chebyshev polynomial, which
leads to a uncertainty of 1.8%.
The contributions from these sources are added in
quadrature, and a total relative systematic uncertainty in
B(ψ(3686)→ Ω−Ω¯+) of 4.3% is obtained.
In summary, based on 448 × 106 ψ(3686) events, we
observe about 4000 ψ(3686) → Ω−Ω¯+ signal events. We
conduct the first study of the angular distribution of the three-
stage decay. The helicity amplitudes of ψ(3686) → Ω−Ω¯+
and the decay parameter of Ω → KΛ, φΩ, are measured for
the first time. The branching fraction of ψ(3686) → Ω−Ω¯+
is measured to be (5.85 ± 0.12 ± 0.25) × 10−5, where
the first uncertainty is statistical, and the second systematic.
This result agrees with previous measurements [16, 17] with
improved precision.
Furthermore, the angular distribution can be given by the









2)). With the helicity amplitudes measured in
Table I, αψ(3686) = 0.24 ± 0.10, where the uncertainty
is the sum in quadrature of the statistical and systematic
uncertainties.
With the helicity amplitudes measured in Table I, we
compute the degree of polarization for the Ω−, which is







[9, 27]. The Ω−
polarization in the whole space with θΩ− is d(ρ3/2) =
0.71 ± 0.04, where the uncertainty includes both statistical
and systematic uncertainties. Figure 4 shows the degree of
polarization of the Ω− and the contribution of each multipolar
term |rµ/r0| for the two solutions of the fit. The uncertainties
(statistical and systematic) are calculated using the covariance
matrix of the hi and φi parameters. According to Fig. 4, the
results from the two solutions are almost the same, with r6
making a major contribution to the polarization. r6 and r8
FIG. 4. The Ω−’s degree of polarization in ψ(3686) → Ω−Ω¯+,
and the contribution of each multipolar term |rµ/r0|. The solid lines
represent the central values, and the shaded areas represent ± one
standard deviation. Left and right panels correspond to Solution I
and Solution II of Table I, respectively.
have larger significance than the other cases, and both of them
denote a second order tensor polarization [28].
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