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ABSTRACT
The anisotropic 2-point correlation function (2PCF) of galaxies measures pairwise
clustering as a function of the pair separation’s angle to the line of sight. The latter
is often defined as either the angle bisector of the observer-galaxy-pair triangle or the
vector from the observer to the separation midpoint. Here we show how to accelerate
either of these measurements with Fourier Transforms, using a slight generalization
of the Yamamoto et al. (2006) estimator in which each member of the pair is used
successively as the line of sight. We also present perturbation theory predictions for
our generalized estimator including wide-angle corrections.
1 INTRODUCTION
Since the first redshift surveys in the late 1970s, the two-
point correlation function (2PCF) of galaxies has emerged
as an important probe of the cosmological parameters (e.g.
Peebles 1980; Anderson et al. 2014). The 2PCF is often
reported as a function solely of pair separation, s, corre-
sponding to having been isotropically averaged around the
observer. However, in reality the measured clustering de-
pends both on the separation and on the line of sight to
each galaxy in the pair. This breaking of isotropy, known
as redshift space distortion (RSD), occurs because galax-
ies are not comoving with the background expansion of the
Universe, but rather have peculiar velocities generated both
by virialization within clusters and by the growth of large-
scale structure. Consequently distance information along the
line of sight, obtained by assuming all galaxies are comoving
with the background expansion, is not fully accurate. The
measured separation s will therefore be faulty, more so the
more the separation lies along the line of sight of either of
the galaxies.
While RSD present a challenge for comparison with the-
ory, they also offer an opportunity. If General Relativity
(GR) is assumed, the anisotropic clustering probes the com-
bination fσ8, with f the logarithmic derivative of the linear
growth rate and σ8 the clustering on 8 Mpc/h scales (Per-
cival & White 2009; Samushia, Percival & Raccanelli 2012;
Chuang & Wang 2013; Oka et al. 2014). Alternatively, the
velocities inferred from anisotropic clustering can be com-
pared with those predicted by GR as a stringent test of the
latter (Taruya et al. 2014; Taddei & Amendola 2015).
As already noted, the observed clustering depends on
both the separation and the angle between the separation
and the line of sight to each galaxy in the pair. The full
geometry is therefore a triangle formed by the observer and
the pair of galaxies. However in practice the geometry is
often reduced from 3 parameters to 2 by defining an average
line of sight. This does not lose much information if the
typical triangle opening angle θ is small, as is commonly the
case in present-day surveys. There are several approaches to
defining an average line of sight.
The crudest approach, known as flat-sky or plane-
parallel, is using a single line of sight zˆ to the entire sur-
vey. This is appropriate if the angular scale of the survey
is small. The Kaiser formula (1987) in Fourier space or the
Hamilton formulae in real space (1992) were derived un-
der this assumption using linear perturbation theory (PT)
(see also Taylor & Hamilton 1996; Nishioka & Yamamoto
1999; Bharadwaj 2001). These formulae predict the multi-
pole moments of the clustering with respect to the cosine
µ = zˆ · sˆ of the angle between this single line of sight and
the separation. The parity of the Legendre polynomials de-
mands that only even multipoles enter, and the expansion is
relatively compact, involving only l = 0, 2 and 4. These for-
mulae have been the dominant framework for interpreting
anisotropic 2PCF or power spectrum measurements, often
with some additional prescription for small-scale, non-linear
effects such as fingers of God caused by collapse and virial-
ization (Jackson 1972; Peacock & Dodds 1996; Scoccimarro
2004; Taruya, Nishimichi & Saito 2010).
However, many surveys are now too wide in angle to
make the flat-sky approximation. A more accurate definition
for the average line of sight is either the line of sight to a sin-
gle pair member (SPM) (Yamamoto et al. 2006), the angle
bisector of the triangle opening angle (Szalay, Matsubara &
Landy 1998; Matsubara 2000; Szapudi 2004; Yoo & Seljak
2015), or the vector from the observer to the separation’s
midpoint (Yamamoto et al. 2006; Samushia, Branchini &
Percival 2015; Bianchi et al. 2015). These methods will be
the primary focus of this work. They are all still approxi-
mate relative to tracking the full triangular geometry, but,
as we will show, the information they lose is at O(θ2) in the
opening angle rather than O(θ) as in the flat-sky approach.
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Indeed, it has been found empirically that for θ < 10◦, there
is very little difference between using the midpoint method
and using the full triangular geometry (Samushia, Percival
& Raccanelli 2012; Beutler et al. 2012; Yoo & Seljak 2015).
It is well known that Fourier Transforms (FTs) can pro-
vide large speed advantages for the computation of correla-
tion functions. It is therefore desirable to be able to apply
FTs to these more accurate methods for the line of sight.
However, applying FTs to compute these lines of sight is
not transparent beause the line of sight varies throughout
the survey volume. FTs do have the disadvantage that they
grid the data, losing some spatial information (see Slepian
& Eisenstein 2015, hereafter SE15, for further discussion).
However, in contexts where number of catalogs or objects
is more important than spatial precision, FT techniques are
an important complement to direct pair counting.
It has recently been shown that the SPMmethod for the
anisotropic 2PCF can be evaluated using FTs (SE15), and
Bianchi et al. (2015) and Scoccimarro (2015) show the same
for the anisotropic power spectrum. In the present work, we
show how bisector and midpoint methods can also be evalu-
ated with FTs. We do so by using Taylor series to compute
the difference between these methods and the SPM method,
showing that at leading order the difference is O(θ2). The
bisector and midpoint methods also differ from each other
at this order. We present a slight generalization of the SPM
estimator that is still computable with FTs and can be trans-
lated to the bisector and midpoint methods including terms
of O(θ2).
The present work is complementary to recent work by
Samushia, Branchini & Percival (2015) empirically compar-
ing the flat-sky and SPM methods to the midpoint method.
For flat-sky they find a scale-independent multiplicative
renormalization of the l > 0 moments of the anisotropic
power spectrum, which should translate to the same effect
in the anisotropic 2PCF. For SPM they find a more compli-
cated, scale-dependent difference from the midpoint method.
They give correction formulae for both cases assuming a
thin-shell spherical cap survey, that θ is small, and that
boundary effects are negligible. Providing these assumptions
hold, Samushia, Branchini & Percival’s formulae can be used
to translate SPM to midpoint. One element of our work here
is also such a conversion, but with no restrictions on survey
geometry, triangle opening angle, or survey boundaries.
We close by calculating PT predictions for this gen-
eralized estimator including O(θ2) wide-angle contribu-
tions from the full three-parameter geometry, from which
the predictions for bisector and midpoint method can be
straightforwardly found. These predictions improve upon
the Kaiser/Hamilton formulae in two ways: they use more
accurate lines of sight, and they include wide-angle, O(θ2)
terms. While computed using a straightforward inverse FT
of formulae in Pápai & Szapudi (2008), our predictions may
be of more practical utility because they are presented in a
basis in which the data can be measured using FTs. Further,
Pápai & Szapudi include a number of “non-perturbative”
terms involving reciprocal trigonemetric functions of the tri-
angle’s angles; our work perturbatively orders these correc-
tions in powers of θ.
Throughout this work, we present explicit expressions
including only the leading O(θ2) wide-angle corrections.
However the techniques we develop, both for relating SPM
and bisector/midpoint methods and for computing the PT
predictions, are fully general and could be used to arbitrary
order in θ.
While wide-angle corrections are not important at the
Baryon Acoustic Oscillation scale of 100 Mpc/h in current
surveys such as BOSS, working on larger scales such as those
relevant for measurements of primordial non-Gaussianity
(Dalal et al. 2008) will likely require these corrections, espe-
cially given the small amplitude of the signal being sought.
2 THREE POSSIBLE LINES OF SIGHT
2.1 Single-Pair-Member (SPM) estimator
The SPM estimator computes the value of the 2PCF
weighted by Legendre polynomials of the angle between the
line of sight to one galaxy, given by the vector to that galaxy
~ri, and the separation vector ~s. We have
ξSPl (S) =
1
2
∑
i=1,2
ˆ
d3~s d3~ri Φ(|~s|;S)Pl(rˆi · sˆ)N(~ri)N(~ri+~s).
(1)
Φ(|~s|;S) bins separations into bins denoted by S. The sum
above occurs because each pair of galaxies enters twice, once
with sightline as ~r1 and once with sightline as ~r2. Thus the
SPM estimator averages over lines of sight after first weight-
ing by the multipoles. As shown in SE15, decomposing the
Legendre polynomial Pl into spherical harmonics using the
spherical harmonic addition theorem allows evaluation of
this estimator with FTs; Bianchi et al. (2015) and Scocci-
marro (2015) show the analogous result for the anisotropic
power spectrum.
2.2 Bisector estimator
The bisector estimator computes the 2PCF weighted by Leg-
endre polynomials in the cosine µB of the angle between the
angle bisector of θ and the separation vector ~s. θ is the open-
ing angle of the observer-galaxy-pair triangle; the geometry
is shown in the lefthand panel of Figure 1. We have
ξBl (S) =ˆ
d3~s d3~ri Φ(|~s|;S)Pl
(
1
2
[rˆ1 + rˆ2] · sˆ
)
N(~ri)N(~ri + ~s).
(2)
Where the SPM estimator averages over lines of sight after
projecting onto Pl, the bisector method does so before pro-
jecting. The difference between the two methods is simply
produced by the extent to which these two operations fail
to commute.
2.3 Midpoint estimator
The midpoint estimator computes the 2PCF weighted by
Legendre polynomials in the cosine µM of the angle between
the vector pointing from the observer to separation’s mid-
point and the separation. This geometry is shown in the
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Points 1 and 2 denote galaxies; the separation ~s is
the vector connecting them such that ~r1 + ~s = ~r2. The lefthand
panel shows the relevant parameters when the angle bisector at
the observer’s vertex is taken to be the line of sight ~z; the right-
hand panel the same when the vector from the observer to the
separation’s midpoint is used. µB and µM are sˆ · zˆ for the two
estimators.
righthand panel of Figure 1. We have
ξBl (S) =
ˆ
d3~s d3~ri Φ(|~s|;S)Pl
(
~r1 + ~r2
|~r1 + ~r2| · sˆ
)
N(~ri)N(~ri+~s).
(3)
Where the bisector method took unit vectors to each galaxy
and then averaged them, this method averages first and then
takes the unit vector. The difference between bisector and
midpoint is thus again produced by a commutation failure.
3 RELATING THE SPM, MIDPOINT, AND
BISECTOR ESTIMATORS
Here we show that the three methods of §2 only disagree at
O(θ2) and compute this difference explicitly. Figure 1 shows
our notation: d = s/2 is the segment of s cut by the vector
~z; the bisector cuts s into two possibly unequal segments d1
and d2. For the midpoint,  ≡ d/z  1 for small θ; indeed
in this limit  ≈ θ. i ≡ di/z are the analogous parameters
for the bisector, where i ranges over 1, 2.
The SPM method measures 1
2
[Pl(−µ1) + Pl(µ2)]. We
begin by expanding this quantity in terms of both the mid-
point parameters and the bisector parameters. We present
intermediate steps only for the midpoint geometry, but the
results below will describe the bisector geometry as well with
the replacements d → di and  → i. Solving the law of
cosines for µi, we see from the lefthand panel of Figure 1
that for both smaller triangles
µi =
d2 + r2i − z2
2dri
(4)
where i = 1, 2. From the law of cosines
ri = z
[
1 + 2 ∓ 2µM
]1/2
(5)
with minus sign for i = 1 and plus for i = 2. Inserting this
into equation (4) and simplifying we find
µi =
∓ µM√
1 + 2 ∓ 2µM
(6)
Taking Taylor series for µi about µM yields
µi = ∓µM +
(
1− µ2M
)
∓ 3
2
(−µM + µ3M) 2
+
(
−1
2
+ 3µ2M − 5µ
4
M
2
)
3 +O(4). (7)
We now Taylor expand Pl(∓µi) about µM and use equa-
tion (7) to then replace all µi in this series in terms of µM,
finding
Pl(∓µi) ≈ Pl(µM)
+ P ′l (µM)
[
∓ (1− µ2M) + 3
2
(−µM + µ3M) 2]
+
1
2
P ′′l (µM)
(
1− 2µ2M + µ4M
)
2 ∓O(3). (8)
Forming the sum [Pl(−µ1) + Pl(µ2)] /2 and using expres-
sions derived along the same lines as above to write this
sum also in terms of µB and i, we find
1
2
[Pl(−µ1) + Pl(µ2)] = Pl(µM ) +
[
3
2
P ′l (µM)
(−µM + µ3M)
+
1
2
P ′′l (µM)(1− 2µ2M + µ4M )
]
2 +O(4)
= Pl(µB) + P
′
l (µB)
[
(1− µ2B) 2 − 1
2
+
3
2
(−µB + µ3B) 21 + 22
2
]
+
1
2
P ′′l (µB)
[
1− 2µ2B + µ4B
] 21 + 22
2
+O(4i ). (9)
We have consolidated terms in 31 − 32 into the O(4i ) term,
since differences of powers of small quantities always involve
one power higher. Equation (9) already shows that midpoint,
bisector, and SPM estimators agree at O(θ). Notice also that
in the limit where 1 = 2, the triangle in Figure 1 is isosceles
and so midpoint and bisector are the same vector; µB = µM
and the above expression for the bisector simplifies to that
for the midpoint. Also note that for the midpoint only even
powers of  enter its difference from the SPM method; this
is due to parity.
Our goal is now to reduce equation (9) to a simple ex-
pression showing how Pl(µM) and Pl(µB) differ, so we must
replace µB and i with expressions in µM and . We first
relate i to : using their definitions it can be shown that
1 + 2
2
= . (10)
We now obtain 2 in terms of 1 and then replace 1
with . The Angle Bisector Theorem means d1/r1 = d2/r2
for the lefthand triangle in Figure 1 and replacing the ri
using the law of cosines yields
d1
z [21 + 1− 21µB ]1/2
=
d2
z [22 + 1 + 22µB ]
1/2
. (11)
Notice the relative sign between the two sides for the cross
term in 2µBi in the denominator; this is because the two
angles between ~s and ~z in the lefthand panel are supplemen-
tary. Taylor expanding each side of equation (11) yields
1 + µB
2
1 ≈ 2 − µB22 (12)
Inserting these results in equation (9), retaining only O(2)
c© 0000 RAS, MNRAS 000, 000–000
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terms, and simplifying yields
Pl(µM )+[
P ′l (µM)
3
2
(−µM + µ3M)+ 1
2
P ′′l (µM)
(
1− 2µ2M + µ4M
) ]
2
≈ Pl(µB) +
[
1
2
P ′l (µB)
(−µB + µ3B)
+
1
2
P ′′l (µB)
(
1− 2µ2B + µ4B
) ]
2. (13)
We now relate µB to µM. Setting l = 1 in equation (13)
gives
µM +
3
2
(−µM + µ3M) 2 ≈ µB + 1
2
(−µB + µ3B) 2; (14)
i.e., µM = µB + O(2). Using this result in equation (13)
and rearranging shows that at leading order (which is 2)
the midpoint and bisector methods differ as
Pl(µM)− Pl(µB) ≈ −P ′l (µB)
[−µB + µ3B] 2
≈ −P ′l (µM)
[−µM + µ3M] 2. (15)
4 MIDPOINT AND BISECTOR METHODS
VIA GENERALIZED SPM
We now show that a generalization of the SPM estimator
can be used to find the midpoint and bisector estimators to
arbitrary accuracy in θ. We then present explicit formulae
including wide-angle corrections in θ2. The generalized SPM
estimator we present can be computed using FTs, meaning
that both midpoint and bisector methods can be as well.
Recalling equation (9) we already know that both midpoint
and bisector methods at O(θ) are simply the SPM method;
we now discuss how to cancel off the difference at O(θ2). We
first focus on the midpoint estimator and restrict attention
to l = 2.
Writing out the term in 2 on the midpoint side of equa-
tion (13) explicitly, we have[
3
2
P ′2(µM)
(−µM + µ3M)+ 1
2
P ′′2 (µM)
(
1− 2µ2M + µ4M
)]
2
=
1
35
[7P0 (µM)− 55P2 (µM) + 48P4(µM)] 2. (16)
Each of the Pl on the right hand side may be estimated with
error at O(2) using equation (9) with l = 0, 2, and 4, and
we recall equations (12) and (10) to estimate 2. Subtracting
equation (16) from equation (9) will then give the midpoint
estimator accurately including O(2) terms.
A key point is that in equation (16), we required quan-
tities of the form Pl(µM)n. To O(n), n ≈ ni ≈ s/(2ri)
from the geometry in Figure 1. This motivates defining the
generalized SPM estimator
ξSPGln (S) =
1
2
∑
i=1,2
ˆ
d3~s d3~ri
× Φ(|~s|;S)
(
s
ri
)n
Pl(rˆi · sˆ)N(~ri)N(~ri + ~s). (17)
This is just the SPM estimator weighted by a power of s/ri
prior to integration. SE15 showed the n = 0 case can be
done with FTs, and n > 0 does not change this conclusion.
Explicitly we have
ξSPGln (S) =
4pi
2(2l + 1)
l∑
m=−l
∑
i=1,2
ˆ
d3~s Φ(|~s|;S)snY ∗lm(sˆ)
×
ˆ
d3~ri r
−n
i Ylm(rˆi)N(~ri)N(~ri + ~s) (18)
by applying the spherical harmonic addition theorem, where
the Ylm are spherical harmonics and star means conjugate.
The integral over d3~ri is a convolution and thus can be com-
puted with an FT.
In terms of ξSPGln , the midpoint estimator at l = 2 is
ξM2 (S) =
ξSPG20 (S)− 1
35
[
7ξSPG02 (S)− 55ξSPG22 (S) + 48ξSPG42 (S)
]
. (19)
Using the same approach, one can find the midpoint for
l = 4 and l = 6:
ξM4 (S) = ξ
SPG
40 (S)
− 10
77
[
11ξSPG22 (S)− 39ξSPG42 (S) + 28ξSPG62 (S)
]
;
ξM6 (S) = ξ
SPG
60 (S)
− 7
715
[
375ξSPG42 (S)− 1079ξSPG62 (S) + 704ξSPG82 (S)
]
.
(20)
We see that removing the O(2) errors has a price: we need
to compute more multipoles, in particular those at l ± 2.
Again using equation (13) one can find the bisector in-
cluding terms in θ2 as
ξB2 (S) = ξ
SPG
20 (S)
− 1
35
[
21ξSPG02 (S)− 45ξSPG22 (S) + 24ξSPG42 (S)
]
;
ξB4 (S) = ξ
SPG
40 (S)
− 1
231
[
550ξSPG22 (S)− 1110ξSPG42 (S) + 560ξSPG62 (S)
]
;
ξM6 (S) = ξ
SPG
60 (S)
− 1
715
[
3675ξSPG42 (S)− 7371ξSPG62 (S) + 3696ξSPG82 (S)
]
.
(21)
5 PERTURBATION THEORY PREDICTIONS
We now wish to compute the expectation value of the gen-
eralized estimator (17) from linear perturbation theory. In-
corporating a radial selection function φ we have
〈
ζSPGln (S)
〉
=
1
2
∑
α=i,j
ˆ
r2αdrα φ(rα)
×
ˆ
d3~s Φ(|~s|;S)
(
s
rα
)n
Pl(rˆα · sˆ) 〈δs(~ri)δs (~rj)〉 . (22)
From Pápai and Szapudi (2008) the expectation value den-
sity field’s 2PCF is
〈δs(~ri)δs(~rj)〉 =
ˆ
d3~k
(2pi)3
P (k)e−i
~k·~sκ(k, ri, rj , xˆi · kˆ, xˆj · kˆ)
(23)
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where P (k) is the linear power spectrum, δs is the redshift
space density perturbation, and
κ(k, ri, rj , rˆi · kˆ, rˆj · kˆ) ≡{(
1 +
f
3
)2
+ 2f
(
1 +
f
3
)[
1
3
P2(rˆi · kˆ) + 1
3
P2(rˆj · kˆ)
+
i
kri
P1(rˆi · kˆ)− i
krj
P1(rˆj · kˆ)
]
+ 4f2
[
1
9
P2(rˆi · kˆ)P2(rˆj · kˆ) + 1
k2rirj
P1(rˆi · kˆ)P1(rˆj · kˆ)
+
i
kri
P1(rˆi · kˆ)P2(rˆj · kˆ)− i
krj
P1(rˆj · kˆ)P2(rˆi · kˆ)
]}
.
(24)
f = d lnD/d ln a ∝ Ω0.6m is the logarithmic derivative of the
linear growth rate D with respect to scale factor a. Without
loss of generality we consider α = i. Our goal now is to sim-
plify this integral into one-dimensional Hankel transforms
of the power spectrum. First, notice that all terms involving
only ~ri can be evaluated by applying the plane wave ex-
pansion (Arfken, Weber, & Harris 2013, hereafter AWH13,
equation 16.63) and the spherical harmonic addition theo-
rem (NIST DLMF 14.30.9) to write all angular dependence
in terms of spherical harmonics. We denote these terms with
a subscript “~ri only.” Performing the angular integral and
invoking orthogonality yields
〈δs(~ri)δs(~rj)〉~ri only =
(
1 +
f
3
)2
ξ0(S)
+ 2f
(
1 +
f
3
)[
− 1
3
ξ2(s)P2(µi) +
1
ri
ξ
[−1]
1 (s)P1(µi)
]
(25)
where
ξl(s) ≡
ˆ
k2dk
2pi2
P (k)jl(kri),
ξ
[t]
l (s) ≡
ˆ
k2dk
2pi2
ktP (k)jl(kri) (26)
and µi ≡ rˆi · sˆ.
More difficult to evaluate are the terms involving rˆj =
(~ri + ~s)/|~ri + ~s| or 1/rj ; we will denote these terms with a
subscript “~rj enters.” We can expand these terms perturba-
tively in powers of i ≡ s/ri and rˆi · sˆ and then perform the
integral over ~k. Here and in what follows we work only to
O(2i ) ∼ θ2, though the techniques here could be used to go
to higher order if desired. We find
1
rj
=
1
[1 + 2i + 2µii]
1/2
≈ 1− µii +
(
−1
2
+
3
2
µ2i
)
2i (27)
and from this
rˆj =
rˆi + isˆ
rj
≈ rˆi
[
1− µii +
(
−1
2
+
3
2
µ2i
)
2i
]
+ sˆ
[
i − µi2i
]
. (28)
We now need the Pl(rˆj ·kˆ). These can be computed explicitly
by dotting equation (28) with kˆ and evaluating the required
powers; consequently they will depend on i, µi, rˆi · kˆ ≡ µ˜i,
and sˆ · kˆ ≡ µ˜. To track powers of our perturbative quantity
P [1]0010 = 1 P [1]1110 = −1 P [1]1001 = 1
P [1]2210 = 1 P [1]2101 = −1
P [2]0000 = −1 P [2]0020 = 1 P [2]1011 = 3 P [2]1100 = −1
P [2]1120 = −2 P [2]2002 = 1 P [2]2111 = −3 P [2]2020 = −1
P [2]2220 = 4 P [2]2000 = 1 P [2]2021 = −2
Table 1. Coefficients in the Legendre series for Pl(rˆj · kˆ) equation
(29).
κ~rj enters coefficients ∝ 1/k
κ01010 = i[2f(1 + f/3) + 2f2]/ri
κ11001 = i[2f(1 + f/3) + 4f2]/ri
κ11110 = i[4f(1 + f/3)− 4f2]/ri
κ11021 = 4if2/ri
κ21101 = i[4f(1 + f/3)− 8f2]/ri
κ21010 = i[2f(1 + f/3) + 2f2]/ri
κ21210 = i[16f(1 + f/3)/3− 16f2/3]/ri
κ21010 = i[8f(1 + f/3)/3− 8f2/3]/ri
κ21010 = 4if2/ri
κ21121 = −8if2/ri
Table 2. Coefficients for 1/k terms in equation (30).
i and retain compact notation, we write the Pl(rˆj · kˆ) as
the triple Legendre series
Pl(xˆj · kˆ) =
∑
abcd
P [l]abcdai Pb(µi)Pc(µ˜i)Pd(µ˜) (29)
with constant coefficients P [l]abcd given in Table 1. We em-
phasize that the first index refers to the power of the small
parameter i entering our expansion, so for large a the terms
in the series become negligible.
We now adopt the same form of series for κ but add
an additional index to track powers of k, and promote the
coefficients in the series to depend on ri, finding
κ~xj enters(k, xi, xj , xˆi · kˆ, xˆj · kˆ) =∑
rtuvw
κrtuvw(xi)
r
i k
−tPu(µi)Pv(µ˜i)Pw(µ˜). (30)
The coefficients of terms with no k dependence are
κa0bld =
2f
3
(
1 +
f
3
)
P [2]abcdδKcl′
+
4f2
9
(2l + 1)
∑
c
(
2 c l
0 0 0
)2
P [2]abcd; (31)
recall that c 6 2 meaning l 6 4. In this computation we
linearized the product of two Legendre polynomials into a
sum over one generating a Wigner 3j-symbol. Note that the
coefficients above could have also been obtained by direct
computation of polynomials in µ˜, µ˜i, and µ. However, when
expanded terms such as P2(µ˜i)P2((µ˜i) produce a large num-
ber of terms, so we have found the method presented above
preferable in practice.
In contrast, for the terms involving 1/k and 1/k2, we
found it simpler to use direct computation because these
terms have lower-l Legendre polynomials and so involve
fewer terms. Consequently we did not obtain a general for-
mula for these coefficients. We simply present them in Tables
2 and 3 above.
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6 Slepian and Eisenstein
κ~rj enters coefficients ∝ 1/k2
κ02020 = 8f2/(3r2i )
κ02000 = 4f2/(3r2i )
κ12011 = 4f2/r2i
κ12120 = −16f2/(3r2i )
κ12100 = −8f2/(3r2i )
κ22111 = −8f2/r2i
Table 3. Coefficients for 1/k2 terms in equation (30).
With κ~rj enters written in the form (30) we apply a the-
orem proven in the Appendix to find
〈δs(~ri)δs(~rj)〉~rj enters =∑
rtuvw
κrtuvw(ri)
r
iPu(µi)
× Pv(µi)
∑
l′
(−i)l′(2l′ + 1)2
(
v w l′
0 0 0
)2
ξ
[−t]
l′ (s) (32)
which can be further simplified by linearizing the Legendre
polynomials to yield
〈δs(~ri)δs(~rj)〉~rj enters =∑
L
∑
rtuvw
κrtuvw(ri)
r
i
×
∑
l′
(−i)l′(2l′ + 1)2
(
v w l′
0 0 0
)2
ξ
[−t]
l′ (s)
× (2L+ 1)
(
u v L
0 0 0
)2
PL(µi) (33)
Returning to equation (22) and performing the angular in-
tegral over dΩs against Pl(µi) sets L = l by orthogonality
and gives a factor of 2/(2l + 1). From the coefficients of
κ~xj enters, working only to O(θ2) we see that umax = 2,
vmax = l
′
max = 4, and wmax = dmax = 2. The angular
momentum couplings in the 3j-symbols above may be il-
lustrated by triangle diagrams (see e.g. Brink & Satchler
1993), from which we see Lmax = 6 and l′max = 6.
Finally, one can combine equations (25) and (33) to
give the full 〈δs(~ri)δs(~rj)〉. Once we are given the binning
Φ(|~s|;S) and selection function φ(ri), we can carry out the
integrals of equation (22); the integral over ri converts the
ri dependence of each term to a simple numerical constant
that encodes the survey geometry. This will give
〈
ξSPGln (S)
〉
,
which depends only on the separation bin S and, more
importantly, on f , the logarithmic derivative of the linear
growth rate. Hence by measuring a number of ξln from the
data for different l and n we obtain a system of equations
involving the power spectrum and f that can be solved for
both.
6 CONCLUSIONS
We have presented a framework that permits using FTs to
measure the anisotropic 2PCF using either the angle bisec-
tor or the vector to the separation’s midpoint as the line
of sight to each galaxy pair. We first showed that bisec-
tor, midpoint, and single pair member (SPM) methods only
disagree beginning at O(θ2) and then that a slight gener-
alization of the SPM method could be used to remove this
disagreement. This generalized SPM method can be evalu-
ated using FTs and so allows computation of the bisector or
midpoint methods, in principle to arbitary order in θ, using
FTs. Finally, we presented PT predictions for this general-
ized estimator including terms in θ2. These predictions can
be easily translated to predictions for the bisector and mid-
point methods using our earlier work; this shows the error
induced if wide-angle corrections are neglected.
A number of previous works have predicted the wide-
angle corrections to the anisotropic power spectrum or 2PCF
(Fisher, Scharf & Lahav 1994; Zaroubi & Hoffman 1994;
Heavens & Taylor 1994; Tegmark & Bromley 1995; Hamil-
ton & Culhane 1996; Szalay 1998; Bharadwaj 1999; Taylor
& Valentine 1999; Matsubara 2000; Szapudi 2004; Pápai &
Szapudi 2008; Reimberg, Bernardeau & Pitrou 2015); indeed
Pápai & Szapudi (2008) was our starting point here. The key
advance of our work is casting this prediction in terms of an
estimator that can be easily measured using FTs, as well
as ordering our prediction in a perturbative series in pow-
ers of θ. This ordering shows the error induced when RSD
are measured using only 2 parameters (separation and angle
between the separation and the line of sight) rather than 3
(separation and two lines of sight or an equivalent combina-
tion). Thus if the maximum opening angle of the triangles
in a given survey were known, an upper bound could be
simply placed on the error induced by ignoring wide-angle
corrections. Even more accurate would be to estimate this
error by integrating θ2 against the probability distribtuion
of triangles in the survey as a function of θ.
In future work, we will implement the methods de-
scribed here to produce an anisotropic 2PCF algorithm
allowing computation of all standard line of sight defini-
tions via FTs. Using our PT prediction of §5 it will then
be straightforward to extract from data a measurement of
fσ8 that is more accurate than those obtained using the
Kaiser/Hamilton formulae.
Given the large number of objects and large volumes of
upcoming surveys such as DESI and Euclid, it will be de-
sirable to have FT methods for computing the anisotropic
2PCF that permit use of any desired definition of the line of
sight. Since gridding the data does lose some spatial infor-
mation, we expect that Fourier techniques will complement
rather than replace pair counting in this context, being es-
pecially useful where the trade-off between spatial accuracy
and a large number of objects or catalogs is favorable. The
speed of the approach presented here should be particularly
helpful in using thousands of mock catalogs to compute co-
variance matrices, in doing edge correction which requires
computing the anisotropic 2PCF for of order ∼ 100 random
catalogues per dataset, and in testing PT predictions against
N-body simulations.
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APPENDIX
Here we prove a theorem used to evaluate the κ~rj enters terms
of the PT predictions in §5, given by equation (30). We show
that
Iujq(s, µi) ≡
ˆ
d3~k
(2pi)3
P (k)k−ue−i
~k·~sPj(µ˜i)Pq(µ˜)
= Pj(µi)
∑
l
(−i)l(2l + 1)2
(
l j q
0 0 0
)2
ξ
[−u]
l (s), (34)
To show the theorem we expand all Legendre polynomials
in spherical harmonics via the spherical harmonic addition
theorem and expand the plane wave into spherical harmonics
and spherical Bessel functions using AWH13 equation 16.63.
Integration over dΩk then leaves
Iujq(s, µi) =
(4pi)2
(2j + 1)(2q + 1)
∑
lmm′m′′
(−i)lξ[−u]l (s)Y ∗qm′′(sˆ)
× Y ∗lm(sˆ)Y ∗jm′(rˆi)Cjql
(
j q l
0 0 0
)(
j q l
m′ m′′ m
)
(35)
with Cjql ≡
√
(2j + 1)(2q + 1)(2l + 1)/(4pi). Inserting NIST
DLMF 34.3.20 to write the product Y ∗lm(sˆ)Y
∗
qm′′(sˆ) as a sum
over one spherical harmonic, summing the 3j-symbols overm
and m′′, and using the orthogonality identity NIST DLMF
34.3.16 we find
Iujq(s, µi) = 4pi(2l + 1)
∑
l
(−i)lξ[−u]l (s)
(
j q l
0 0 0
)2
×
j∑
m′=−j
Y ∗jm′(rˆi)Yjm′(sˆ). (36)
Using the spherical harmonic addition theorem, the result
(34) follows immediately.
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