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Abstract
In the framework of uncertainty quantification, we consider a quantity of interest which
depends non-smoothly on the high-dimensional parameter representing the uncertainty.
We show that, in this situation, the multilevel Monte Carlo algorithm is a valid option
to compute moments of the quantity of interest (here we focus on the expectation), as
it allows to bypass the precise location of discontinuities in the parameter space. We
illustrate how such lack of smoothness occurs for the point evaluation of the solution to a
(Helmholtz) transmission problem with uncertain interface, if the point can be crossed by
the interface for some realizations. For this case, we provide a space regularity analysis
for the solution, in order to state converge results in the L∞-norm for the finite element
discretization. The latter are then used to determine the optimal distribution of samples
among the Monte Carlo levels. Particular emphasis is given on the robustness of our
estimates with respect to the dimension of the parameter space.
Keywords: multilevel Monte Carlo, shape uncertainty, interface problem, L∞-estimates, uncer-
tainty quantification.
1 Introduction
In many engineering applications, the behavior of a physical system depends on a parameter
vector y belonging to a high-dimensional parameter space PJ ⊆ RJ with J ∈ N large. The vec-
tor y ∈ PJ may represent, for instance, random variations in material or geometrical properties
of the physical system. Equipping PJ with a σ-algebra AJ and a probability measure µJ , we
obtain the probability space (PJ ,AJ , µJ). In such cases, it is of interest to compute statistics,
with respect to the parameter, of a quantity q(y;u(y)) (quantity of interest, Q.o.I. for short)
depending on the solution u to a partial differential equation (PDE):
Find u s.t. : u(y) ∈ X for every y ∈ PJ ,
D(y;u(y)) = 0 for every y ∈ PJ .
(1.1)
In (1.1), X denotes a separable Banach space. For every y ∈ PJ and every J ∈ N, q(y; ·) :
X → Y , that is, every realization of q belongs to a separable Hilbert space Y . For instance,
if q is the solution u itself, then Y = X , if q is some linear output functional, then Y = R or
Y = C.
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Introducing the quantity Q : PJ → Y such that Q(y) := q(y;u(y)) for every y ∈ PJ , the
present work focuses on the case when Q is non-smooth, with respect to the high-dimensional
parameter y, across a submanifold PΓJ ⊂ PJ which is not easy to track. Here, by non-smooth
we mean ‘not analytic in y’, and in our treatment we allow Q to have jumps across PΓJ . More
precisely, in this paper (1.1) is a (acoustic) transmission problem, where the shape of the
scatterer is subject to random variations modeled by the high-dimensional parameter y, and
the Q.o.I. is the point evaluation of the solution in locations that, depending on the realization,
may be either inside or outside the scatterer. We focus on the computation of the mean
EµJ [Q] :=
∫
PJ
Q(y) dµJ(y), (1.2)
and aim at numerical methods which are robust with respect to the dimension J of the param-
eter space, that is, whose convergence rates do not deteriorate for large J , possibly tending to
infinity.
Related work. We first review the literature on the computation of moments of a Q.o.I.,
and then, in view of our application to a transmission problem with random interface, the
literature in shape uncertainty quantification.
If the randomness in the system consists of deviations from a deterministic quantity that are
small enough, it is possible to apply a perturbation approach [17], and approximate moments
of the Q.o.I. exploiting its Taylor expansion centered at the deterministic quantity. Otherwise,
we have to compute (1.2) directly (or analogous expression for higher order moments), which
means employing quadrature formulas on the parameter space. In this work we focus on this
second option. Quadrature rules on a (high-dimensional) parameter space can be classified
in two main cathegories: Monte Carlo-like rules and deterministic rules. As with quadrature
rules for functions of one real variable, there is a compromise between speed of convergence
with respect to the number of function evaluations and smoothness required on the integrand.
The Monte Carlo approach to compute (1.2), consisting of random sampling [9], converges
almost surely to the exact mean provided the Q.o.I. is Lebesgue integrable with respect to the
parameter. This is ensured by the strong law of large numbers [9, Sect. 2]. If the Q.o.I. has also
finite variance, then the Monte Carlo quadrature converges with rate M−1/2, where M is the
number of samples [9, Thm. 2.1]. The high computational effort due to the slow convergence
rate can be reduced using the multilevel Monte Carlo (MLMC) method [26,27,35,36] or other
variance reduction techniques [28]. To converge, MLMC requires square integrability of the
Q.o.I., and details are provided in Section 4 of this paper. Deterministic quadrature rules
comprise quasi-Monte Carlo (QMC) methods and spectral methods. We refer to [20] for a
comprehensive treatment of QMC. It is possible to construct QMC sequences of quadrature
points such that the speed of convergence is M1−ε, for any  > 0 (with M the number of
quadrature points) [21, Prop. 2.18, Thm. 3.20 and Sect. 3.4], under the assumption that the
integrand has continuous first order mixed derivatives. If the integrand has higher regularity,
then higher order QMC quadrature rules can be constructed, with convergence rates that are
robust with respect to the dimension of the parameter space [19]. Spectral methods can be
divided in stochastic Galerkin [2, 52, 57] and stochastic collocation [1, 45] approaches. They
provide high order convergence rates if the Q.o.I. admits an analytic extension to the complex
plane: for finite-dimensional parameter spaces, the rate is exponential with respect to number of
evaluation points, but it depends on the dimension and deteriorates as the latter increases [1,5];
the dimension-independent convergence rate, which still holds in infinite-dimensional parameter
spaces, is algebraic, and it depends only on the ‘sparsity class of the unknown’ [13,51,52]. If the
Q.o.I. is not globally smooth with respect to the parameter, but it is piecewise smooth, then
one possibility is to employ discontinuity detection methods (as, for instance, the one suggested
in [59]) to detect the surfaces of non-smoothness, and then apply a high order quadrature rule
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separately on each subdomain on which the Q.o.I. is smooth. However, this approach is not
applicable for complicated surfaces of discontinuity. This issue is discussed in more details in
subsection 3.4 of this work, which then motivates why MLMC is a valid option when non-
smoothness occurs across manifolds that are not easy to track.
In the model problem that we consider, the randomness stems from uncertain variations of
the scatterer boundary. Several approaches are possible to tackle shape uncertainty quantifi-
cation: perturbation techniques [12,31,33] (analogous to [17] using shape calculus to construct
the Taylor expansions), level set methods [46, 47], the fictitious domain approach [10] and
the mapping technique [54, 58]. Recently, a new approach has been suggested in [34] in the
framework of a Helmholtz scattering problem, where a boundary integral formulation is used to
reconstruct the expansion of the solution in spherical or cylindrical harmonics; however, explicit
formulas for the coefficients seem to be available, for the moment, only when the parameter
space is low-dimensional. In our paper, we adopt the mapping technique, because it allows to
deal with not small perturbations, it provides a natural way of resolving the interface for the
spatial discretization [32, Sect. 5], and, transforming a PDE on a random domain to a PDE
on a deterministic domain with stochastic coefficients, it simplifies both theoretical analysis
and practical implementation. The regularity of the solution to a PDE with respect to the
high-dimensional parameter describing the shape variations has been studied in [11, 15, 32, 37]
and [39]. The authors of these papers prove holomorphic dependence, with respect to the high-
dimensional parameter, of the solution on the nominal, deterministic domain introduced by the
domain mapping. The work [11] deals with an elliptic boundary value problem, [32] tackles also
an elliptic interface problem, and [37] treats the same Helmholtz transmission problem as the
one addressed in the present paper (and considers also some linear output functionals). The
paper [15] provides, in the framework of the stationary Navier-Stokes equations, a unified math-
ematical treatment of the mapping method, independent of the domain parametrization, and
introduces the concept of ‘shape holomorphy’. The techniques presented in [15] have been ap-
plied, in [39], to the Maxwell equations in frequency domain. However, the smooth dependence
on the parameter breaks down for point evaluations of the solution to an interface problem on
the physical domain, where the interface changes for every realization [49, Ch. 8]. This is the
case treated in this paper. For an application of the mapping technique to the inverse problem
setting, we refer to [23] and [38], where the inverse problem in electrical impedance tomography
is considered. In particular, in [23] the authors prove the regularity of the posterior measure
with respect to the high-dimensional parameter associated to the shape variations.
Scope and outline of the paper. One goal of this paper is to highlight the presence and
impact of the non-smooth dependence on the stochastic parameter in the case of an important
class of transmission problems with stochastic interface, namely Helmholtz transmission prob-
lems. We prove, and confirm by numerical experiments, that MLMC offers a robust treatment
for such class of problems, allowing to bypass the precise location of discontinuities in the pa-
rameter space. The methodology used clearly conveys that MLMC is a viable approach also
for other problems lacking smoothness with respect to the stochastic parameter. The second
goal is to provide a full numerical analysis for point evaluation in (Helmholtz) transmission
problems with geometric uncertainties, including the regularity of the solution with respect
to the parameter and to the spatial coordinate, and their implications in the convergence of
MLMC.
The paper is organized as follows. In Section 2 we introduce our model transmission problem.
Sections 3 and 5 are the core of this paper. In Section 3, we show that the point value of the
solution in locations that might be crossed by the random interface is a Q.o.I. which does not
depend smoothly on the parameter describing the shape variations. The main contribution
there is Proposition 3.2, where we state the regularity of the Q.o.I. with respect to the high-
dimensional parameter. In the same section, we discuss possible ways to handle the non-smooth
3
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Figure 2.1: Geometry of our model problem.
parameter dependence, and provide our motivation for choosing the MLMC method. The
latter is reviewed in Section 4, with focus on Q.o.I.s depending on the solution of a partial
differential equation. In Section 5, we first analize the space regularity of the solution to
the model transmission problem, and then state convergence results for MLMC when using a
finite element discretization. Finally, in Section 6, we show numerical experiments matching
the theoretical predictions. For ease of presentation, technical details on the space regularity
of the solution, used in the proofs of Proposition 3.2 and Theorem 5.1, have been moved to
Appendices A and B, since they consist in the adaptation of already existing results to our
Helmholtz transmission problem.
2 A model transmission problem
As a model problem, we address the Helmholtz transmission problem in R2, describing the
scattering of an incoming wave ui from a penetrable object whose shape is subject to random
variations. We formally define Γ(y), y ∈ PJ , to be the boundary of the scatterer, and denote by
Din(y) the domain enclosed inside Γ(y). We consider a circle of fixed radius Rout containing all
realizations of the scatterer in its interior, and indicate and by Dout,Rout(y) the part of the outer,
unbounded domain contained inside this circle. Finally, DRout := Din(y) ∪ Γ(y) ∪Dout,Rout(y).
Geometry and notation are clarified in Fig. 2.1.
The transmission problem for the Helmholtz equation reads:
−∇ · (α(Γ(y);x)∇u)− κ2(Γ(y);x)u = 0 in Din(y) ∪Dout,Rout(y),JuKΓ(y) = 0, Jα(Γ(y);x)∇u · nKΓ(y) = 0,
∂
∂nout
(u− ui) = DtN(u)−DtN(ui) on ∂DRout ,
for every y ∈ PJ ,
(2.1a)
(2.1b)
(2.1c)
where we consider real-valued, piecewise-constant coefficients
α(Γ(y);x) =
{
1 if x ∈ Dout,Rout(y),
α2 if x ∈ Din(y),
κ2(Γ(y);x) =
{
κ21 if x ∈ Dout,Rout(y),
α2 κ
2
2 if x ∈ Din(y).
(2.2)
We assume ui to be a plane wave, that is ui(x) = e
jκ1d·x, where d is a direction vector with
‖d‖ = 1 and j = √−1. The unknown u = u(y;x) represents the total field, whereas κ1, κ2 >
0 denote the wavenumbers in free space and in the scatterer, respectively; α2 is a positive
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coefficient. In equation (2.1b), J·KΓ(y) denotes the jump across the random interface Γ(y).
Equation (2.1c) is the exact boundary condition on the disc of radius Rout, and corresponds
to the radiation condition in free space (Sommerfeld radiation condition). Such boundary
condition is stated in terms of the Dirichlet-to-Neumann map (DtN) on the scattered wave,
see [44, Sect. 6.2.3] for its definition.
We work in the large wavelength regime, assuming the wavelength to be large enough com-
pared to the size of the scatterer (see Assumption 3.1). Mathematically, this means that we
address the case when the bilinear form associated to (2.1) is coercive.
We consider here an explicit description for the interface. We assume the scatterer to be
star-shaped with respect to the origin, and set, in polar coordinates, Γ(y) := {(r, ϕ) : r =
r(y;ϕ), ϕ ∈ [0, 2pi)}, where r is a stochastic, angle-dependent radius (see Fig.2.1). We express
the latter as:
r(y;ϕ) = r0(ϕ) +
J∑
j=1
βjyjψj(ϕ), ψj(ϕ) =
{
sin( j+1
2
ϕ) for j odd,
cos( j
2
ϕ) for j even,
(2.3)
for every ϕ ∈ [0, 2pi), J ∈ N and y = (y1, . . . , yJ) ∈ PJ . The quantity r0 ∈ Ck,βper ([0, 2pi)), for
some k ≥ 1 and 0 < β < 1, is an approximation to the mean radius. The real parameters
{yj}Jj=1 are the images of independent, identically distributed (i.i.d.) uniform random variables
Yj ∼ U([−1, 1]), 1 ≤ j ≤ J . Thus, PJ = [−1, 1]J and µJ is the product measure µJ =
(
1
2
)J
. For
every J ∈ N, the radius (2.3) is a well-defined random variable on the closure of the subspace
span
{
1, (ψj)
J
j=1
}
in the Ck,βper ([0, 2pi))-norm. For the expansion (2.3), we require:
Assumption 2.1. The sequence (βj)j≥1 in (2.3) has a monotonic majorant in `p(N) with
0 < p < 1
2
. Furthermore,
∑
j≥1 |βj| ≤ r
−
0
2
, with r−0 = infϕ∈[0,2pi)r0(ϕ) > 0.
The bounds on
∑
j≥1 |βj| and r−0 ensure positivity and boundedness of the radius for every
realization. The condition on the decay of (βj)j≥1, instead, is a regularity assumption (with
respect to ϕ) on the radius: the smaller the p, the smoother the radius [49, Lemma 2.1.6]. In
particular, p < 1
2
ensures that every realization of r(y; ·) ∈ C1,β(0, 2pi) for some β ∈ (0, 1), with
a J and y-independent bound (cf. proof of Lemma 2.1.6 in [49]).
Our Q.o.I. is Q(y) = u(y) := {u(y;xi)}N−1i=0 ⊂ CN , y ∈ PJ , the value of the solution u
to (2.1) at fixed points {x0, . . . ,xN−1} ⊂ R2. In particular, we are interested in the case that
these evaluation points are close to the interface, so that they may lie on different sides of Γ(y)
for different realizations of y.
3 Point evaluation: non-smooth parameter dependence
The aim of this section is to highlight the non-smooth dependence of u(y) = {u(y;xi)}N−1i=0 on
the high-dimensional parameter y ∈ PJ . To better explain the non-smooth behavior, we first
consider, in subsection 3.1, a one-dimensional transmission problem. Then, in subsection 3.2,
we move to the model problem introduced in the previous section. Due to the failure of high
order quadrature methods to compute EµJ [u], illustrated in subsection 3.3, in subsection 3.4
we discuss how this issue can be overcome, and motivate why we opt for MLMC.
3.1 A one-dimensional example
We consider the one-dimensional problem
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Figure 3.1: Point evaluations of the solution to (3.1) for αl = 3 and αr = 1, in dependence of y ∈
[
1
4 ,
3
4
]
.
For the evaluation at x0 = 0.5 and x0 = 0.3 (left and center plot), the dependence is not smooth as
x0 ∈
[
1
4 ,
3
4
]
, while the dependence is smooth for x0 = 0.2 (right plot).

− (α(y, x)u′(y, x))′ = 0, x ∈ (0, 1),
u(0) = 1, u(1) = 0,
for every y ∈ [1
4
, 3
4
]
,
with α(y, x) =
{
αl if x ∈ (0, y),
αr if x ∈ (y, 1),
(3.1)
where ′ denotes the derivative with respect to x, and αl, αr ∈ R+ \ {0}, αl 6= αr. The exact
solution to (3.1) is
u(y, x) =
{
− αr
αl(1−y)+αryx+ 1 if x ∈ (0, y),
αl
αl(1−y)+αry (1− x) if x ∈ (y, 1),
and presents a kink at the interface y. Consequently, the evaluation of the solution at a point
x0 ∈ (0, 1) is only continuous (and in particular not analytic) as a function of y if x0 is a point
that can be crossed by the interface, that is if x0 ∈
[
1
4
, 3
4
]
. The y-dependence of point values of
the solution for the points x0 = 0.5, x0 = 0.3 and x0 = 0.2 is plotted in Figure 3.1.
3.2 Parameter dependence for the transmission problem
By analogy, we can expect a behavior similar to the one-dimensional case when considering the
model problem (2.1) with coefficients (2.2) which are discontinuous across the interface.
To better understand, in the general case, the regularity of the point evaluation with respect
to the parameter, we introduce a reference interface Γˆ := Γ(y = 0) = {r0(ϕ), ϕ ∈ [0, 2pi)}, and a
so-called nominal configuration, corresponding to the domain configuration when the interface is
Γˆ (see e.g. [11,32,37]). We denote by Dˆin and Dˆout,Rout , respectively, the inner and outer domain
in the nominal configuration. In the following, we use the terminology actual configuration to
denote the domain configuration when the interface is Γ(y), y ∈ PJ , and distinguish it from the
nominal configuration. The nominal configuration can be mapped to the actual configuration
by a parameter-dependent diffeomorphism Φ(y) : DRout → DRout , y ∈ PJ , J ∈ N. This is
the so-called mapping approach, first introduced in [54] and [58]. It is natural, from (2.3),
to consider the domain mapping as a perturbation of the identity (see also [53, Sect. 2.8]
and [15, Sect. 5.2]). Here we consider
x(y) = Φ(y; xˆ) = xˆ + χ (xˆ) (r(y; ϕˆxˆ)− r0(ϕˆxˆ)) xˆ‖xˆ‖ , (3.2)
where xˆ denotes the coordinates in the nominal configuration, ϕˆxˆ := arg(xˆ), and χ : DRout →
[0, 1] is a mollifier. From now on, we assume the following on χ: it acts on the radial component
of xˆ, it is supported in [
r−0
4
, R˜] for some R˜ ≤ Rout, it is strictly decreasing in [ r
−
0
4
, r0] and
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strictly increasing in [r0, R˜], it has at least the same smoothness as the nominal radius r0, and
max
{
‖χ‖
C1(Dˆin)
, ‖χ‖
C1(Dˆout,Rout )
}
<
√
2
r−0
. These assumptions guarantee that Φ as in (3.2) is an
orientation preserving diffeomorphism with the same spatial smoothness as the the radius r in
(2.3), and the singular values of its Jacobian matrix have J-, y- and xˆ-independent lower and
upper bounds σmin and σmax, see Sect. 3.2 and Appendix E in [37] for details. Since in the
following we will use Ho¨lder norms of Φ(y; ·) and its inverse, here we note that this domain
mapping is well-defined as random variable taking values on Ho¨lder spaces: although these
spaces are not separable, it is clear from (2.3) and (3.2) that Φ and its inverse take values in
separable subspaces of these spaces.
With the mapping Φ at hand, we can rewrite the variational formulation of (2.1) on the
nominal configuration as
Find uˆ(y) ∈ H1(DRout) :∫
DRout
αˆ(y; xˆ)∇ˆuˆ(y) · ∇ˆvˆ − κˆ2(y; xˆ)uˆ(y)vˆ dxˆ−
∫
∂DRout
DtN(uˆ(y))vˆ dS
=
∫
∂DRout
(
∂ui
∂nout
−DtN(ui)
)
vˆ dS, for every vˆ ∈ H1(DRout) and y ∈ PJ ,
(3.3)
where uˆ := Φ∗(u) (Φ∗ denoting the pullback with respect to Φ), nˆ is the normal to Γˆ pointing
to Dˆout,Rout , ∇ˆ denotes differentiation with respect to xˆ and
αˆ(y; xˆ) = DΦ(y)−1DΦ(y)−> detDΦ(y)α(y; Φ−1(y;x)),
κˆ2(y; xˆ) = detDΦ(y)κ2(y; Φ−1(y;x)),
(3.4)
with DΦ the Jacobian matrix of Φ. Since Φ(y; ·) and its inverse take values in separable
subspaces of Ho¨lder spaces, the coefficients (3.4) also do, and they are well-defined as Ho¨lder-
space valued random variables.
We have mentioned in Section 2 that we work in the large-wavelength regime. In quantitative
terms, this means that we assume the following:
Assumption 3.1 (Large wavelength assumption). The wavenumbers in (2.2) satisfy the con-
dition:
κ21, κ
2
2 ≤ τ inf
w∈H1(DRout )
|w|2H1(DRout ) + ‖w‖
2
L2(∂DRout )
‖w‖2L2(DRout )
, (3.5)
with τ <
σ4min
σ2max
min
{
1
α2
, α2
}
(where σmin and σmax are the J-, y- and xˆ-independent upper and
lower bounds on the singular values of DΦ).
In [37, Sect. 5.3], we have shown that, provided Assumption 3.1 holds, uˆ depends smoothly
on y (it admits a holomorphic extension to polyellipses in the complex plane). This is possible
because, on the nominal configuration, the interface Γˆ is fixed, for every parameter realization.
However, this is not the case when considering the solution on the actual configuration.
Since we are interested in the evaluation of the solution u to (2.1) at points that may be
located on either side of the interface, we introduce the set
PΓJ (x0) := {y ∈ PJ : x0 ∈ Γ(y)} =
{
y ∈ PJ : Φ−1(y;x0) ∈ Γˆ(y)
}
. (3.6)
Due to the affine parametrization (2.3) for the interface, for every x0 ∈ R2 the set PΓJ (x0), if
not empty, is a hyperplane, affine to a (J − 1)-dimensional subspace of PJ .
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In the following proposition we show that, for the point evaluation in the actual config-
uration, the smoothness with respect to y is C0 or C1, and in general not Ck for k ≥ 2.
We denote by C the continuity constant of the bilinear form ap(v, w) := 〈∇ˆvˆ, ∇ˆwˆ〉 − 〈∇ˆvˆ ·
nout, wˆ〉〈H− 12 (∂DRout ),H 12 (∂DRout )〉 on H
1(DRout), and by γp the coercivity constant of ap restricted
to functions that satisfy the radiation condition.
Proposition 3.2. Let u be the solution to (2.1) with coefficients (2.2). Let Assumptions
2.1 and 3.1 hold, and let us assume that we can build the mapping Φ in (3.2) such that
σ4min
σ4max
min
{
1
α2
, α2
}
≥ 1− γpC . Consider x0 ∈ DRout such that PΓJ (x0) is not empty.
For every J ∈ N, the map y 7→ u(y;x0) from PJ to C is continuous, and ‖u(·;x0)‖C0(PJ )
has a J-independent upper bound.
If α2 = 1 in (2.2), then the map y 7→ u(y;x0) is of class C1, and ‖u(·;x0)‖C1(PJ ) has a
J-independent upper bound.
Proof. We first consider the general case α2 6= 1. Using the mapping from the nominal config-
uration, we can write:
max
y∈PJ
|u(y;x0)| = max
y∈PJ
|uˆ(y; Φ−1(y;x0))| ≤ max
y∈PJ
‖uˆ(y; ·)‖C0(DRout ). (3.7)
This means that it is sufficient to show that the mapping y 7→ uˆ is continuous from PJ to
C0(DRout), with a J-independent bound on the last term in (3.7).
Assumption 2.1 ensures that, for every y ∈ PJ , ‖r(y; ·)‖C1,βper([0,2pi)) has a J- and y-independent
bound for some β ∈ (0, 1). Thanks to the properties of Φ, the coefficients αˆ(y; ·) and κˆ2(y; ·)
belong to Cβ(Dˆin)∪Cβ(Dˆout,Rout) for every y ∈ PJ , with J-independent bounds on the norms.
Then, using Assumption 3.1 to ensure coercivity, we can apply Lemma 2 in [40] and a slight
generalization of Theorem 3.1 in [7] to conclude that every realization of the scattered wave
uˆs(y; ·) := uˆ(y; ·)−ui(Φ(y; ·)) has a J- and y-independent bound on its H1+β′(DRout)-norm, for
0 < β′ < β sufficiently small. This implies that the right-hand side in (3.7) has a J-independent
bound, thanks to the Sobolev embedding theorem [25, Thm. 7.26]. The adaptation of Theorem
3.1 in [7] to our case is reported in Appendix A, and it requires that
σ4min
σ4max
min
{
1
α2
, α2
}
≥ 1− γpC .
The smoothness with respect to y is limited by the spatial smoothness of uˆ, due to the
application of the chain rule on uˆ(y; Φ−1(y;x0)). Thus, if α2 = 1 in (2.2), we obtain higher
regularity with respect to the parameter.
In particular, for a generic α2, the J- and y-independent upper bound on ‖uˆ(y; ·)‖C0(DRout )
and the Ho¨lder regularity of the PDE coefficients (with J- and y-independent norm bounds)
also imply a J- and y-upper bound on ‖uˆ(y; ·)‖
C1+β(Dˆin)
and ‖uˆ(y; ·)‖
C1+β(Dˆout,Rout )
[25, Thm.
8.33]. We specify that the result in [25] is for a boundary value problem, but it can be adapted
to a interface problem proceeding as elaborated in Appendix B. If α2 = 1, then the transmission
conditions at Γˆ ensure that uˆ ∈ C1,β(DRout). It is shown in [49, Lemma 4.3.8] that r = r(y),
as C1-valued map, is analytic with respect to y even in the case that PJ has infinite dimension
(J → ∞). Then, thanks to the regularity of Φ in (3.2) with respect to y [49, Lemma 4.3.9],
the claim for α2 = 1 follows from chain rule.
Remark 3.3 (Alternative proof). The assumption that
σ4min
σ4max
min
{
1
α2
, α2
}
≥ 1− γpC in the above
proposition is due to a technicality when adapting the proof of Theorem 3.1 in [7] to our case,
because of the presence of the DtN map (see Appendix A for details). Such requirement can be
dropped if, instead of using the result in [7], we show H2-regularity of uˆ in each subdomain. In
the latter case, though, we would have a J-independent bound on the right-hand side in (3.7)
only when, in Assumption 2.1, p < 1
3
. Moreover, the requirement
σ4min
σ4max
min
{
1
α2
, α2
}
≥ 1 − γpC
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is not needed at all if instead of boundary conditions with the DtN map we have Dirichlet or
Neumann boundary conditions [7].
3.3 Failure of high order quadrature methods for the point evalua-
tion
The proof of Proposition 3.2 shows that the smoothness of the point evaluation with respect to
the high-dimensional parameter depends on the spatial smoothness of the solution u to (2.1)
across the interface. In particular, as the solution is in general only continuous (or C1) across the
interface, we cannot expect, in general, a holomorphic dependence of the point evaluation with
respect to y. Consequently, it is likely that high order quadrature methods such as stochastic
Galerkin [52], stochastic collocation [1, 51, 56] or high order quasi-Monte Carlo rules [18], will
not show full convergence rates when trying to compute statistics of u(y;x0) for a point x0 ∈ R2
that can be crossed by the interface. We show this effect on sparse grids.
We have run the Smolyak adaptive algorithm described in [51] using R-Leja quadrature
points. We have set J = 16 and β2j−1 = β2j = r0j−3 for j = 1, . . . , 8, where r0 = 0.01 is
the nominal radius (we work with non-dimensional quantities), chosen to be constant. The
coefficients in (2.1) have been chosen as α2 = 4, κ
2
1 = κ
2
0 and κ
2
2 = 4κ
2
0, with k0 = 209.44.
1 The
quantity of interest is Reuh := {Reuh(y;xi)}N−1i=0 , for some N ∈ N, where uh(y;xi) denotes
the discrete approximation to u(y;xi), i = 0, . . . , N − 1. In the case of holomorphic parameter
dependence of the Q.o.I., we would expect a convergence rate of s = 2− ε with respect to the
cardinality of the index set Λ, for ε > 0 arbitrary small [51]. For our experiments, we report
the estimated error
∑
ν∈N (Λ)‖∆Qν (Reuh)‖∞ computed by the algorithm at each iteration; here
N (Λ) is the set of neighbors of the index set Λ, and ∆Qν are the difference operators (see
e.g. [51] for their definition). The left plot in Figure 3.2 shows the convergence of the algorithm
when applied to one point evaluation (N = 1), for different points on the horizontal axis.
We can see that the curve saturates if the point is crossed by the interface Γ(y) for many
parameter realizations (x0 = (r0, 0), with r0 = 0.01). If the point is never crossed by the
interface (x0 = (0.005, 0) and x0 = (0.015, 0)), then the algorithm converges with full rate. If
the point is crossed by the interface but only for few parameter realizations (x0 = (0.009, 0) and
x0 = (0.011, 0)), we still observe good convergence, although the rate is slightly worse. These
results for a single point evaluation can still be considered satisfactory, despite some decrease
in the convergence rate when the point is crossed many times by the interface. However,
in applications it could be interesting to have a field distribution, and thus the value of the
field at many locations simultaneously. The center and right plots in Figure 3.2 show the
error estimated by the adaptive Smolyak algorithm when applied to more point evaluations
simultaneously (N ≥ 2). The more points we consider, the more surfaces of non-smoothness
(3.6) are present in the parameter space, and the more the convergence rate deteriorates. Not
surprisingly, when considering N = 8 point evaluations, we observe a convergence rate of 0.5
with respect to the number of function evaluations, that is the same rate as a Monte Carlo
quadrature rule.
1Computational details: Smolyak algorithm run on a discrete solution obtained from finite element dis-
cretization of (3.3) with piecewise linear, globally continuous ansatz functions; the DtN map (2.1c) has been
approximated using a circular PML, starting at Rout = 0.055 and ending at R
′
out = 0.075, with absorption coef-
ficient 0.5; the mesh is quasi-uniform and consists of 558705 nodes; domain mapping (3.2) with χ(xˆ) =
‖xˆ− r04 ‖
r0− r04
for ‖xˆ‖ ∈ [ r04 , r0], χ(xˆ) = Rout−‖xˆ‖Rout−r0 for ‖xˆ‖ ∈ [r0, Rout] and χ(xˆ) = 0 elsewhere (the interface ‖xˆ‖ = r04
is resolved, so that the discontinuity in the mapping does not affect the finite element convergence); software:
NGSolve finite element library (http://sourceforge.net/apps/mediawiki/ngsolve) coupled with the MKL version
of PARDISO (https://software.intel.com/en-us/intel-mkl) for the direct solver.
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Figure 3.2: Convergence of adaptive Smolyak algorithm for one point evaluation at different points
(left) and more point evaluations simultaneously, the latter with respect to the cardinality of the index
set Λ (center) and to the number of PDE solves (right). In the first plot, x1 denotes the first coordinate
of x0. The error reported is the one estimated by the algorithm,
∑
ν∈N (Λ)‖∆Qν (Reuh)‖∞, see [51] for
its definition.
3.4 Possible remedies
Two strategies can be identified in order to handle the loss of smoothness of the Q.o.I. with re-
spect to the parameter: detect the surface of non-smoothness and apply a high order quadrature
method in each subdomain of PJ where the Q.o.I. is smooth, or adopt a low order quadrature
method requiring less smoothness of the Q.o.I.
The problem with the first strategy is that, in our case, the discontinuities are not easy to
track. For a single point evaluation, we could apply already existing discontinuity detection
techniques, see [59] and references therein. For multiple evaluations, the complexity of the
surface of non-smoothness increases with the number of points, as we have a hyperplane of
discontinuity for each of them. In such a case, the method proposed in [59] cannot be applied
anymore; we do not exclude that the algorithm in [59] could be adapted to tackle multiple
discontinuity detection, but its complexity would probably grow with the number of hyperplanes
of discontinuity. Another possibility to pursue the first strategy is to adopt an approach based
on X-FEM in the parameter space, as proposed in [46] in the framework of a level set approach to
describe the uncertain geometry (and named X-SFEM by the authors). However, the algorithm
proposed there to track the uncertain boundary seems to be applicable only to a low-dimensional
parameter space (cf. in particular Sect. 6.2.3 in [46]).
Our choice is therefore the second strategy, namely to use a quadrature rule that does
not suffer from the so-called ‘curse of dimensionality’ and requires weak assumptions on the
regularity of the Q.o.I.. Namely, a quadrature rule that does not need information about
the location of the surfaces of non-smoothness to provide the full convergence rate. We opt
therefore for a Monte Carlo approach and in particular, in order to reduce the computational
effort, to its multilevel version (MLMC). The latter requires only square integrability of the
Q.o.I., which is a much weaker smoothness assumption than those for high order quadrature
methods. Moreover, since the convergence rate of the MLMC integration does not depend on
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the dimension of the parameter space, such quadrature rule is well suited for high-dimensional
problems.
4 Multilevel Monte Carlo for high-dimensional problems
In this section we provide a brief overview of MLMC, in particular for a Q.o.I. depending on
the solution of an elliptic PDE. Our survey is based on [26], [14] and [4], and we use the same
notation as in the introduction.
Due to the need to solve a PDE to compute the Q.o.I., usually we do not have at our
disposal the quantity Q itself, but an approximation to it. We consider a sequence (X l)l≥0 of
finite-dimensional subspaces of X
X 0 ⊂ X 1 ⊂ . . . ⊂ X l ⊂ . . . ⊂ X , (4.1)
with X l associated to the discretization parameter hl ∈ R, l ∈ N0 = N∪{0}. Thinking of hl as
the meshsize at level l, we can assume, without loss of generality, that h0 ≥ h1 ≥ h2 ≥ . . .. We
denote by ul the discrete solution to (1.1) on the level l:
Find ul s.t. : ul(y) ∈ X l for every y ∈ PJ ,
Dl(y;ul(y)) = 0 for every y ∈ PJ ,
(4.2)
where the subscript in Dl denotes the discretization of D in (1.1) at level l. With ul at our
disposal, for some l ∈ N0, we can compute the approximation of Q at the level l for every
y ∈ PJ , which we denote by Ql(y) := ql(y;ul(y)). Note that the discretization error in Ql
might be due not only to the replacement of u by ul, but also to an error coming from the
computation of q on ul (for example, if q is an output functional defined as an integral quantity
that needs numerical integration).
The MLMC method is a modification to the single-level Monte Carlo (MC) algorithm in
order to improve the computational efficiency. In single-level Monte Carlo, the quantity EµJ [Q]
is estimated by
EM [QL] :=
1
M
M∑
i=1
QiL ∈ X L, (4.3)
where we have assumed that u is approximated by the solution uL to (4.2) at a fixed level L ∈ N0,
and QiL := qL(y
i;uL(y
i)), i = 1, . . . ,M , M ∈ N, are independent, identically distributed
realizations of QL(y), y ∈ PJ . Note that the definition (4.3) is independent of J ∈ N. The
approximation error of the MC estimator can be decomposed as (cf. [4, Sect. 4.2])
‖EµJ [Q]− EM [QL]‖L2(PJ ,Y) ≤ EµJ (‖Q−QL‖Y) +
1√
M
VarµJ [QL], (4.4)
provided Q and QL have finite variance. The norm on the left-hand side is defined as
‖v‖Lp(PJ ,Y) =

(∫
PJ‖v(y)‖
p
Y dµJ(y)
) 1
p
if p <∞,
esssupy∈PJ‖v(y)‖Y if p =∞
(4.5)
(analogous definition holds when replacing Y by X or any other separable Banach space). The
first summand in (4.4) measures the bias of QL with respect to Q, and depends on the spatial
discretization error, that is on the accuracy with which QL approximates Q for every parameter
realization. The second summand is the so-called sampling error, depending on the variance
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VarµJ of QL and the number of samples M . To balance the two error contributions for a
certain threshold on the total error,
√
M has to be chosen to be inversely proportional to the
discretization error. For fine meshes, this can be very expensive.
The idea of the multilevel version of Monte Carlo is to reduce the error contribution from
the second summand in (4.4) with a lower computational effort than the MC method. Setting
by convention Q−1 := 0 and exploiting that
EµJ [QL] =
L∑
l=0
EµJ [Ql −Ql−1],
the classical MLMC method consists in estimating EµJ [Q] by
EL[Q] :=
L∑
l=0
EMl [Ql −Ql−1], (4.6)
for a given L ∈ N (again, note that the definition (4.6) is independent of J). In this way, the
variance is reduced at each level l ∈ N0 estimating the mean of the tail Ql−Ql−1, and this is the
reason why the MLMC is also said to be a variance reduction technique. If VarµJ [Ql − Ql−1]
decreases as l increases, as we will see to be usually the case, then it is possible to save
computational effort with respect to MC, taking more samples on the coarser grids and only
few samples on the finer ones. In other words, the advantage of MLMC consists in balancing
the two opposite effects, as l increases, of the decay of VarµJ [Ql − Ql−1] and the increase of
Workl, the computational cost to compute a sample of Ql−Ql−1. This balancing is achieved by
determining the optimal number of samples Ml for each of the levels l = 0, . . . , L (and possibly
also the optimal maximal level L) in order to achieve a certain accuracy for the total error at
minimal computational cost.
Theorem 4.1 (Theorem 1 in [14]). Suppose that, for every J ∈ N, there exist positive constants
α, β, γ, C1, C2 and C3, independent of l ∈ N0, such that α ≥ 12 min(β, γ), and
(i) ‖EµJ [Ql −Q]‖Y ≤ C1hαl ,
(ii) VarµJ [Ql −Ql−1] ≤ C2hβl ,
(iii) Workl ≤ C3h−γl .
Then, for every ε < e−1, there exist a value L and a sequence (Ml)Ll=0 such that
‖EL[Q]− Eµ[Q]‖L2(PJ ,Y) < ε, (4.7)
for every J ∈ N, and there exists a positive constant C4 such that the total computational cost
Worktot(E
L) is bounded by
Worktot(E
L) ≤

C3C4ε
−2 if β > γ,
C3C4ε
−2(log ε)2 if β = γ,
C3C4ε
−2− γ−β
α if β < γ.
(4.8)
If the constants C1 and C2 are independent of J ∈ N, then C4 is independent of J ∈ N.
The proof can be found in Appendix A of [14], where it can be checked that the constant
C4 is dependent on C1 and C2 but not on C3. In general, however, we cannot expect the cost
C3 of a single solve Workl to be independent of J .
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The previous theorem indicates that, in order to compute the optimal distribution of samples
on each level, it is necessary to determine the values of the exponents α, β and γ. The value
of γ depends on the method used to discretize (1.1) and on the quantity of interest Q. For
example, if Q is the solution ifself and (4.2) correspond to linear finite element discretizations,
then a multigrid solver for the linear system has linear complexity with respect to the number
of degrees of freedom, and we can set γ = d, with d = 1, 2, 3 the spatial dimension of the
problem. The exponents α and β can be determined, instead, from the convergence estimate
of Ql to Q as l→∞.
Proposition 4.2. Assume that Q ∈ L1(PJ ,Y) for every J ∈ N, and that there exists a constant
CA > 0, independent of hl, l ∈ N0, of y ∈ PJ and of J ∈ N, and a positive real number t,
independent of l, such that the approximations of Q fulfill
‖q(y;u(y))− ql(y;ul(y))‖Y ≤ CAhtl‖u(y)‖W , for every y ∈ PJ \ NPJ and every J ∈ N,
(4.9)
for a subspace W ⊂ X , and NPJ any nondense subset of PJ with measure zero. Moreover, let
u ∈ L2(PJ ,W) with a J-independent norm bound.
Then, given a geometric sequence (hl)l≥0 of discretization parameters:
• the inequality (i) in Theorem 4.1 holds with a constant C1 independent of J and α = t;
• the inequality (ii) in Theorem 4.1 holds with a constant C2 independent of J and β = 2t.
Proof. We first address the bound (i) in Theorem 4.1. From the properties of the Bochner
integral and (4.9) we have, for every l ∈ N0:
‖EµJ [Ql −Q]‖Y ≤ EµJ [‖Ql −Q‖Y ] ≤ CAhtl‖u‖L1(PJ ,W).
Thus we obtain the bound (i) in Theorem 4.1 with C1 = CA supJ∈N‖u‖L1(PJ ,W) and α = t.
For the bound (ii) in Theorem 4.1, we have:
VarµJ [Ql −Ql−1] ≤ EµJ [‖Ql −Ql−1‖2Y ] = ‖Ql −Ql−1‖2L2(PJ ,Y)
≤ 2‖Ql −Q‖2L2(PJ ,Y) + 2‖Ql−1 −Q‖2L2(PJ ,Y).
(4.10)
(4.11)
Owing to (4.9), the first summand is bounded by
‖Ql −Q‖2L2(PJ ,Y) ≤ C2Ah2tl sup
J∈N
‖u‖2L2(PJ ,W).
The analogous holds for the second summand in (4.11) replacing hl by hl−1. We remind that we
assume a geometric sequence of discretization parameters, that is hl−1
hl
≤ CH for every l ∈ N0
and some CH > 0. Then, substituting the above bounds in (4.11), we obtain
‖Ql −Ql−1‖2L2(PJ ,Y) ≤ 2C2A(h2tl + h2tl−1)‖u‖2L2(PJ ,W)
≤ 2C2A(1 + C2tH )h2tl ‖u‖2L2(PJ ,W),
that is the bound (ii) in Theorem 4.1 holds with C2 = 2C
2
A(1 + C
2t
H ) supJ∈N‖u‖2L2(P,W) and
β = 2t.
It is clear from the proof that we could slightly relax the assumption on the constant CA,
requiring it to belong to L2(PJ ,R) with a J-independent bound, instead of being y-independent.
We also note that in (4.10) we have shown that ‖Ql − Ql−1‖2L2(P,Y ) ≤ C2hβl , which is a
stronger requirement that Varµ[Ql − Ql−1] ≤ C2hβl . Such choice gives automatically α ≥ β2 in
Theorem 4.1 (cf. [27, Sect. 2.1]).
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Remark 4.3 (log factors in convergence rates). The statement of Proposition 4.2 can be adapted
easily to the case when the convergence rate in (4.9) is of the kind htl | log hl|t¯‖u(y)‖W , for some
power t¯ > 0 of log hl. Indeed, as l→∞, htl | log hl|t¯ ≤ ht′ for any t′ < t and any t¯ > 0, and one
can use the result of Proposition 4.2 with t′ in place of t. For the estimate (4.8) we have then
the following situations: if 2t > γ, we can choose t′ such that 2t > 2t′ > γ, and still obtain
Worktot(E
L) ≤ ε−2; if 2t = γ, then, using t′, we switch from the second to the third case, with
Worktot(E
L) ≤ ε−2+δ, for any δ > 0; if 2t < γ, then Worktot(EL) ≤ ε−2− γ−2tt +δ for any δ > 0.
In the next section we establish under which conditions the assumptions of Proposition
4.2 are fulfilled for our model transmission problem when discretized using finite elements.
For the point evaluation, in (4.9) we have q = (y;u(y)) = u(y;x0) = uˆ(y; xˆ0(y)), with
xˆ0 = Φ
−1(y; xˆ0), and Y = R, and we need to determine the exponent t, the spaceW , and show
that u ∈ L2(PJ ,W) with a J-independent bound. Note that the assumption Q ∈ L1(PJ ,Y)
holds as we have shown in Proposition 3.2 the continuity of the map y 7→ u(y;x0) from PJ to
C.
5 Space regularity and finite element convergence for
the model transmission problem
To determine the space W in (4.9), we have to understand which is the proper convergence
estimate for the point evaluation. Once this has been settled, we can address under which
conditions the solution u to (2.1) belongs to L2(PJ ,W) with a J-independent bound.
A first observation is that, for every J , PΓJ as defined in (3.6) is a zero measure set in PJ
(as it is a hyperplane). Thus, in (4.9) we can set NPJ = PΓJ , and it is sufficient to determine
the convergence estimate in the case that x0 ∈ Din or x0 ∈ Dout,Rout .
A second observation is that (4.9) has to be established for every y ∈ PJ \NPJ fixed. There-
fore, instead of studying the convergence for u(y;x0), we can work in the reference configuration
and study the convergence estimate for uˆ(y; xˆ0) with xˆ0 = Φ
−1(y;x0). Note, however, that
truncating (2.3) at the term with index J means setting to zero all the entries of y in position
grater than J , and, for a fixed realization, xˆ0 depends on J , as the mapping Φ
−1(y; ·) does.
For this reason, we need a convergence estimate for uˆ(y; xˆ0) which is uniform in the second
argument (that is, independent of xˆ0).
An option to determine the convergence rate would be to consider the point evaluation
as the Dirac delta functional δxˆ0(vˆ) = vˆ(xˆ0), which is a bounded on the space H
1+ε(Dˆin) ∪
H1+ε(Dˆout,Rout), for any ε > 0. If s is the finite element convergence rate in H
1(DRout) (with
respect to the meshwidth) for the solution to (3.3), then we would infer the convergence rate
s− ε for the point evaluation, for ε > 0 arbitrarily small [3].
Such convergence rate is not optimal, though. If we consider the finite element convergence
estimates in the L∞-norm, it is possible to achieve a convergence rate of hs+1(log |h|)s¯ for h→ 0,
with s¯ = 1 if s = 1, and s¯ = 0 if s ≥ 2 [50], provided the solution has W s+1,∞-regularity. We
will state these convergence estimates rigorously in subsection 5.2, after having established, in
the next subsection, the regularity of the solution to (3.3) in the space
W = Ck(Dˆin) ∪ Ck(Dˆout,Rout), (5.1)
for some k ≥ 2, equipped with the norm ‖·‖W := max
{
‖·‖
Ck(Dˆin)
, ‖·‖
Ck(Dˆout,Rout )
}
.
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5.1 Space regularity of the solution
To obtain upper bounds on Ck(Dˆin) ∪ Ck(Dˆout,Rout) for some k ≥ 2, we consider Schauder
estimates (see [25, Ch. 6] and [55, Ch. 6]), as they require milder space regularity of the
coefficients (3.4) than Sobolev estimates [25, Ch. 8] followed by an application of the Sobolev
embedding theorem [25, Thm. 7.26].
Starting from k = 2, we notice that it is not possible to obtain bounds on the norm of uˆ
in C2(Dˆin) ∪ C2(Dˆout,Rout), because estimates in this last norm are in general not well defined
(cf. p.52 and Problem 4.9 in [25]). For this reason, we state estimates in the Ho¨lder spaces
Ck,βpw (DRout) := C
k,β(Dˆin) ∪ Ck,β(Dˆout,Rout), β ∈ (0, 1).
Theorem 5.1. Let β ∈ (0, 1) and k ≥ 2, and let Γˆ and ∂DRout be simple closed curves of class
Ck,β. Let the coefficients in (3.3) be such that, for every y ∈ PJ : αˆ(y; ·) has J-, y- and xˆ-
uniform upper and lower bounds Λmin and Λmax on its singular values, ‖αˆ(y; ·)‖Ck−1,βpw (DRout ) ≤
Cα and ‖κˆ2(y; ·)‖Ck−2,βpw (DRout ) ≤ Cκ, with Cα and Cκ independent of J ∈ N and y ∈ PJ . Then
the solution uˆ to (3.3) is such that
‖uˆ(y)‖Ck,βpw (DRout ) ≤ C
(
‖uˆ(y)‖C0(DRout ) + ‖ui‖Ck,β(DRout )
)
, (5.2)
with a constant C = C(k, β, Cα, Cκ,Λmin,Λmax) independent of J ∈ N and y ∈ PJ .
Proof. This result is a slight modification for interface problems of the Schauder estimates
in [25, Ch. 6] and [55, Ch. 6], taking care of J- and y-independence in the norm bounds. We
refer to Appendix B for details.
We have already seen in the proof of Proposition 3.2 that the smoothness of the PDE
coefficients in (3.3) derives from the smoothness of the radius. More precisely, if the sequence
(βj)j≥1 in (2.3) fulfills Assumption 2.1 and the nominal radius r0 is sufficiently smooth, then,
for every J ∈ N and every y ∈ PJ , r(y) ∈ Ck,βper ([0, 2pi)), with J- and y-independent norm
bound and {
k = b1
p
− 1c, and β < 1
p
− 1− k if 1
p
− 1 is not integer,
k = 1
p
− 2, and any β ∈ (0, 1) otherwise. (5.3)
Using the expression (3.2) for the domain mapping and (3.4) for the PDE coefficients, we have
k ≥ 2 in Theorem 5.1 if p < 1
3
in Assumption 2.1. The bounds on the singular values of αˆ(y; ·)
hold if Assumption 3.1 does.
To bound ‖uˆ(y)‖C0(DRout ), we note that, if Assumption 3.1 holds (and r0 is sufficiently
smooth), and if p < 1
3
in Assumption 2.1, then ‖uˆ(y)‖H2(Din)∪H2(Dout,Rout ) for every y ∈ PJ ,
and the norm has a J-independent bound [49, Thm. 6.1.7]. Then the Sobolev embedding
theorem [25, Thm. 7.26] and the continuity of uˆ across Γˆ imply
‖uˆ(y)‖C0(DRout ) ≤ C
(
‖ui‖H 32 (∂DRout ) +
∥∥∥ ∂ui
∂nout
∥∥∥
H
1
2 (∂DRout )
)
, (5.4)
for every J ∈ N and y ∈ PJ , with a constant C = C(γ−) independent of J ∈ N and y ∈ PJ ,
but dependent on the coercivity constant γ− of the bilinear form in (3.3) (which is J- and
y-independent, see [49, Lemma 3.2.5]).
We arrive then to the following important corollary to Theorem 5.1.
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Corollary 5.2. Let the sequence (βj)j≥1 in (2.3) fulfill Assumption 2.1 with p <
1
3
, let r0 ∈
Ck,βper ([0, 2pi)) with k ≥ 2 and β ∈ (0, 1), and let Assumption 3.1 hold. Then the solution uˆ to
(3.3) belongs to Ck,βpw (DRout) with k ≥ 2 and β ∈ (0, 1) as in (5.3), and
‖uˆ(y)‖Ck,βpw (DRout ) ≤ C‖ui‖Ck,β(DRout ). (5.5)
The constant C = C (k, β, γ−, Cα, Cκ, σmin, σmax) is independent of J ∈ N and y ∈ PJ (here
σmin and σmax are the J- and y-independent bounds on the singular values of DΦ, and the
other constants are as defined in this subsection).
In particular, uˆ ∈ L2(PJ ,W) with a J-independent bound and W as in (5.1) (with k from
(5.3)).
5.2 Finite element convergence for the point evaluation
We consider the finite element space of globally continuous ansatz functions which are polyno-
mials of degree s on each element of a quasi-uniform mesh with meshsize hl > 0 on the nominal
configuration. We denote this space by Sshl(DRout). Setting X l := Sshl(DRout) and considering
a nested sequence of meshes and thus a geometric sequence of meshsize parameters (hl)l≥0, we
are in the framework for MLMC as in (4.1).
Our starting point is the L∞-estimate for finite element solutions to elliptic boundary value
problems.
Theorem 5.3 (Theorem 2.1 in [50]). For a domain D ⊂ Rn, n ≥ 1, we consider the bilinear
form
abvp(y; wˆ, vˆ) :=
∫
D
αˆA(y; xˆ)∇ˆwˆ · ∇ˆvˆ + βˆA(y; xˆ) · ∇ˆwˆvˆ + κˆ2A(y; xˆ)wˆvˆ dxˆ, y ∈ PJ , J ∈ N,
for every wˆ, vˆ ∈ H1(D), with αˆA(y; xˆ) ∈ Rn×n, βˆA(y; xˆ) ∈ Rn and κˆ2A(y; xˆ) ∈ R for every
xˆ ∈ D, J ∈ N, y ∈ PJ . For s ≥ 1, let the following assumptions be satisfied:
(i) ∂D is of class Cs+4;
(ii) for every J ∈ N and every y ∈ PJ , αˆA ∈ Cs+3(D) and βˆA, κˆ2A ∈ Cs+2(D), with J- and
y-independent bounds on the norms2;
(iii) abvp(·, ·) has a J- and y-uniform lower, positive bound on the coercivity constant;
(iv) the matrix αˆA has a J- and y- and xˆ-uniform lower, positive bound on the ellipticity
constant.
Let wˆ(y; ·) ∈ C1(D) and wˆhl(y; ·) ∈ Sshl(D) satisfy abvp(y; wˆ(y) − wˆhl(y), vˆhl) = 0 for all
vˆhl ∈ Sshl(D). Then there exists a constant C, independent of wˆ, wˆhl, l ∈ N, of J ∈ N and of
y ∈ PJ such that
‖wˆ(y)− wˆhl(y)‖L∞(D) ≤ Chl
(
log
1
hl
)s¯
inf
χ∈Sshl (D)
‖wˆ(y)− χ‖C1(D), (5.6)
for every l ∈ N, J ∈ N and y ∈ PJ , with s¯ = 1 if s = 1 and s¯ = 0 if s ≥ 2.
2According to Remark 1.1 in [50], we would need αˆA ∈ Cs+2(D). However, the reference provided there
for this claim is [41], according to which (see p.107) we need the higher order coefficient in Cs+2(D) if the
operator is not in divergence form, and thus we need the higher order coefficient in Cs+3(D) when considering
the operator in divergence form.
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Proof. Repeating the proof of Theorem 2.1 in [50], it is easy to check that, under the assumption
of J- and y-uniform bounds on the norms of the coefficients and on the coercivity and ellipticity
constants of the bilinear form, the constant C in (5.6) is J- and y-independent, too.
To be more precise, Theorem 2.1 in [50] provides a sharper estimate using a weighted W 1,∞-
norm instead of the C1-norm on the right-hand side. However, what we are interested in is the
convergence rate rather than a quantitative estimate, and for this the C1-norm is sufficient.
Moreover, an extension of L∞-estimates to the case that D is a convex polygon can be found
in [29] (although in the case of constant coefficients).
Going back to our model problem, in the variational formulation (3.3), differently from the
assumptions of Theorem 5.3, the coefficients are smooth in Dˆin and in Dˆout,Rout , but in general
they are not smooth across Γˆ. We can expect that, if the interface Γˆ is resolved ‘well enough’
(in a sense to be made precise), then we still achieve the same convergence rates as in Theorem
5.3 when discretizing our interface problem. Finite element estimates taking into account the
resolution of the interface have been proven in [42] for the convergence in the H1- and L2-norms.
It is plausible that similar results hold for the convergence in the L∞-norm, but, to the author’s
knowledge, they seem not to be available in the literature. Also in more recent applications of
L∞-estimates to interface problems [30], the issue of the approximation of Γˆ is not addressed.
Since proving it goes far beyond the scope of this paper, we formulate the following assumption,
and test numerically its plausibility for our model problem in the next subsection.
Assumption 5.4. If as domain D we consider DRout = Dˆin∪Γˆ∪Dˆout,Rout, if αˆA ∈ Cs+3pw (DRout)
and bˆA, κˆ
2
A ∈ Cs+2pw (DRout) with J- and y-independent norm bounds, and if every finite element
mesh provides a piecewise sth-order polynomial approximation for Γˆ, then the result of Theorem
5.3 still holds, in the sense that, for wˆ ∈ C1pw(D) and wˆhl ∈ Sshl(D) satisfying abvp(y; wˆ(y) −
wˆhl(y), vˆhl) = 0 for all vˆhl ∈ Sshl(D):
‖wˆ(y)− wˆhl(y)‖L∞(DRout ) ≤ Chl
(
log
1
hl
)s¯
inf
χ∈Sshl (DRout )
‖wˆ(y)− χ‖
C1(Dˆin)∪C1(Dˆout,Rout )
, (5.7)
with s¯ as in Theorem 5.3 and C a J- and y-independent constant.
If we set αˆA = αˆ, bˆA ≡ 0 and κˆ2A = κˆ2, then (5.7) gives us the convergence rate for the
solution to (3.3) (the boundary condition with the DtN map is smooth).
As in Corollary 5.2, we can deduce the regularity of the coefficients αˆ and κ2 in (3.4) from
the decay of the coefficients in the radius expansion (2.3). Combining this with Corollary 5.2
itself, we obtain
Theorem 5.5. Let the sequence (βj)j≥1 in (2.3) fulfill Assumption 2.1 with p <
1
s+5
, s ∈ N,
and let the wavenumbers fulfill Assumption 3.1. Let Assumption 5.4 hold and let the finite
element meshes provide a piecewise sth-order polynomial approximation to Γˆ. Then the finite
element solutions uˆhl ∈ Sshl(DRout) to (3.3), l ∈ N, satisfy:
‖uˆ(y)− uˆhl(y)‖L∞(D) ≤ Chs+1l
(
log
1
hl
)s¯
‖uˆ(y)‖
Cs+1(Dˆin)∪Cs+1(Dˆout,Rout )
, (5.8)
with s¯ as in Theorem 5.3 and a constant C independent of l ∈ N, of J ∈ N and of y ∈ PJ (but
dependent on the mesh regularity parameters, on some J- and y-independent bounds on the
norms of the coefficients in (3.3) and on a J- and y-independent lower bound on the coercivity
constant).
Moreover, the norm on the right-hand side in (5.8) is bounded independently of J ∈ N and
y ∈ PJ .
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Proof. The decay of the sequence (βj)j≥1 ensures that, for every y ∈ PJ and every J ∈ N,
the radius (2.3) belongs to Cs+4,βper ([0, 2pi) for some β ∈ (0, 1), with a J- and y-independent
norm bound, see subsection 5.1. Proceeding as in the proof of Corollary 5.2, the smoothness
of the mapping Φ ensures that, for every y ∈ PJ and every J ∈ N, αˆ(y; ·) and κˆ2(y; ·) belong
to Cs+3,βpw (DRout), with J- and y-independent norm bounds. The J- and y-independent lower
and upper bounds on the singular values of DΦ ensure a J- and y-independent lower bound
on the ellipticity constant of αˆ, which, together with Assumption 3.1, implies a J- and y-
uniform lower bound on the coercivity constant of the bilinear form in (3.3) [49, Lemma 3.2.5].
Then Theorem 5.3, together with Assumption 5.4, implies the estimate (5.7). Finally, the
interpolation properties of the spaces Sshl(DRout) ensure that
inf
χ∈Sshl (DRout )
‖uˆ(y)− χ‖
C1(Dˆin)∪C1(Dˆout,Rout )
≤ C ′hsl ‖uˆ(y)‖Cs+1(Dˆin)∪Cs+1(Dˆout,Rout ), (5.9)
for a constant C ′ dependent on the mesh regularity parameters but clearly not on J ∈ N
and y ∈ PJ . The norm on the right-hand side has a J- and y-independent bound thanks to
Corollary 5.2.
In Theorem 5.5 we have not formulated any regularity assumption on ∂DRout as we assume
it to be a circle, and thus of class C∞.
Corollary 5.6. Under the assumptions of Theorem 5.5, assumption (ii) of Proposition 4.2
holds with t = 2− ε and any ε > 0 for linear finite elements, and with t = s+ 1 for Lagrangian
finite elements of degree s with s ≥ 2.
Remark 5.7 (Regularity of coefficients). In order to have a J- and y-independent bound on
‖uˆ(y)‖
Cs+1(Dˆin)∪Cs+1(Dˆout), it is sufficient that the decay parameter p for the sequence (βj)j≥1
satisfies p < 1
s+2
, see Theorem 5.1. The stronger requirement that p < 1
s+5
is due to a techni-
cality in the proof of the L∞-estimate (5.6) presented in [50], requiring stronger smoothness on
the PDE coefficients. In particular, it is needed for the decay estimate of the Green’s function
associated to (3.3). One might ask whether such stronger requirement is necessary.
The decay estimate on the Green’s function and the space regularity required on the coeffi-
cients is reported Lemma 1.1 and Remark 1.1 of [50], which refer to [41] (whose assumptions on
the coefficients can be found on p. 107). It might be, however, that the estimate reported in [41]
still holds on milder assumptions on the regularity of the boundary and of the coefficients (cf.
estimate (8.3) and Theorem 19.VII in [43], and Theorem 8.1.11, Corollary 8.1.12 and Remark
8.1.13 in [8]).
5.3 Finite element convergence: numerical experiments
In this subsection we show numerical results to validate the convergence estimates of the previ-
ous subsections. We address the case s = 1 in Theorem 5.5, because in the MLMC simulations
we will use linear finite elements.
As in subsection 3.3, we work with non-dimensional quantities. In (2.2), we set α1 = 4,
α2 = 1, κ1 = κ0 and κ2 = 2κ0, where κ0 = 209.44 denotes the wavenumber in free space.
The incident wave ui(x) = e
jκ1d·x is coming from the left, that is d = (1, 0). The DtN
map is approximated truncating the domain with a circular Perfecly Matched Layer (PML,
see [6,16]) starting at Rout = 0.055, with thickness 0.02 and absorption coefficient (or damping
parameter) 0.5 [16]. The nominal geometry is a circle with radius r0 = 0.01. In (2.3), we
consider β2j−1 = β2j = 0.1r0
j
1
p
, j = 1, . . . , J
2
, with three decays p = 1
2
, 1
3
, 1
4
, and four dimension
truncations J = 8, 16, 32, 64. The case J = 8 will not be used in the numerical experiments for
18
MLMC, but we consider it here in order to better investigate the dependence of the convergence
estimates of Theorem 5.5 on the dimension of the parameter space. The domain mapping is
(3.2) with mollifier
χ(xˆ) =

0 if ‖xˆ‖ ≤ r0
4
,
‖xˆ‖− r0
4
r0− r04
if r0
4
< ‖xˆ‖ ≤ r0,
Rout−‖xˆ‖
Rout−r0 if r0 ≤ ‖xˆ‖ ≤ Rout.
(5.10)
The non-smoothness of this mollifier at ‖xˆ‖ = r0
4
can be easily handled treating the circle of
radius r0
4
as an additional interface resolved by the finite element meshes, cf. Assumption 5.4,
Theorem 5.5 and [42].
We consider six nested, unstructed quasi-uniform meshes on the reference configuration,
with 581, 2250, 8855, 35133, 139961 and 558705 degrees of freedom, respectively, and use an
additional refinement, with 2232545 degrees of freedom, to obtain reference solutions. The
circles of radius r0 and
r0
4
have been approximated by piecewise linear curves.
Each finite element solution has been obtained using the NGSolve finite element library3
(version 5.1), coupled to the MKL PARDISO4 direct solver to solve the algebraic system re-
sulting from the discretization.
We study the convergence of the point evaluation of Reu(y; ·), the real part of the solution
to (2.1), for two points in the actual configuration: x10 = (r0, 0) and x
2
0 = (0, r0). For x
1
0,
we consider the realization y with all entries set to 1, so that, for every J , xˆ10 = Φ
−1(y;x10) is
located in Dˆin (although the coordinates of xˆ
1
0 depend on J). For x
2
0, we consider the realization
y with all entries set to −1, so that, for every J , xˆ20 = Φ−1(y;x20) ∈ Dˆout,Rout .
The results are reported in Figures 5.1 and 5.2. From Theorem 5.5, we expect a convergence
rate close to 2 with respect to meshwidth, and thus a rate close to 1 with respect to the number
of degrees of freedom Ndof , for every decay p and every dimension J . However, we expect
the constant multiplying the rate in (5.7) (incorporating the norm of the solution) to have a
J-independent upper bound only for p < 1
6
, and thus in none of our test cases. Taking into
account Remark 5.7, we could expect J-independence of the constant for p < 1
3
. Figures 5.1
and 5.2 show that the convergence rate predicted by the theory is correct, but the constant
seems to have a J-independent upper bound for all values of p considered.
The last observation can indicate two things. A possibility is that our theory of subsections
5.1 and 5.2 is not sharp and can be improved. Another possible interpretation is that, due to
the decay of the coefficient sequence (βj)j≥1, there is a ‘natural’ dimension truncation from the
mesh, that does not allow to track the high frequency perturbations. Furthermore, because of
the nonlinear dependence of the Q.o.I. on the high-dimensional parameter, it could be that, also
when the mesh is able to capture some high-frequency shape variations, they contribute to a
variation in the Q.o.I. which is smaller than the discretization error. To give an idea about the
size of the shape perturbations, the maximum shape variation for p = 1
2
is around 0.3055r0 for
J = 16 and 0.3169r0 for J = 32, which means that the harmonics added from J = 16 to J = 32
contribute for 1.14 ·10−4r0 to the maximum shape variation. The meshsize around r0 is instead
of the order of 1.3 · 10−5 on the finest mesh. In Figures 5.1 and 5.2, for p = 1
2
, we see indeed
a slight difference in the convergence curves at the finest level, but it is negligible. Passing
from J = 32 to J = 64, the contribution of the higher order shape variations is even smaller
than from J = 16 to J = 32, and the convergence curves are indistinguishable. To further
investigate the influence of shape variations, we may ask ourselves how far are the solutions
corresponding to J = 16, J = 32 and J = 64, for a fixed decay p of the coefficient sequence.
The fact that the convergence lines are very close to each other gives us no information about
3http://sourceforge.net/apps/mediawiki/ngsolve
4https://software.intel.com/en-us/intel-mkl. See also http://www.pardiso-project.org/ for other versions of
the PARDISO solver.
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Figure 5.1: Finite element convergence for the point evaluation at x = (0.01, 0), with, in (2.3), yj = 1
for j = 1, . . . , J , using linear finite elements. Coefficient sequence β2j−1 = β2j = j
− 1
p with 1p = 2 (left),
1
p = 3 (center) and
1
p = 4 (right) and j = 1 . . .
J
2 .
this. We have performed a crossed comparison for each of the cases 1
p
= 2 and 1
p
= 3: we have
considered as reference solution the one obtained on the finest grid for J = 16, and studied the
convergence to this value for the solutions corresponding to J = 32 and J = 64. The outcome
for the evaluation at x20 = (0, r0) and with all entries of y set to −1 is shown in Figure 5.3.
The left plot in Figure 5.3 tells us that, for each of the cases 1
p
= 2 and 1
p
= 3, the solution for
J = 32 converges to a value that differs from the exact solution for J = 16 by a quantity that
is some orders of magnitude smaller than the finite element error on the last mesh considered.
The right plot in Figure 5.3 shows instead that, for 1
p
= 2, the exact solution for J = 16
and the exact solution for J = 64 differ by a quantity of the order of 10−4, and this affects
only the convergence on the last two meshes. Returning to the left plot in Figure 5.2, we see
that the line for J = 64 slightly departs from the line for J = 16. This does not happen for
J = 64 and the faster decay 1
p
= 3, and in the correponding line in the right plot of Figure
5.3 we observe convergence until the last mesh considered. From these last experiments we can
conclude that the high frequency perturbations of the shape can be observed only when going
to very fine meshes, supporting the hypothesis of ‘natural’ dimension truncation coming from
the discretization.
Finally, we mention that the achievement of the full convergence rate prescribed by Theorem
5.3 when using a piecewise linear approximation for Γˆ supports the validity of Assumption 5.4.
6 MLMC for point evaluation: numerical experiments
In this section we report the numerical results for the estimation of Eµ [Reu], where u(y) =
{u(y;xi)}N−1i=0 is a set of N point evaluations of the solution u to (2.1). We consider the cases of
N = 1, 2, 4, 8 point evaluations, and define, for N fixed, xi = r0(cosϕi, sinϕi) with ϕi = 2pi
i
N
,
i = 0, . . . , N − 1.
In the radius expansion, we compare the three decays of the coefficient sequence β2j−1 =
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Figure 5.2: Finite element convergence for the point evaluation at x = (0, 0.01), with, in (2.3), yj = −1
for j = 1, . . . , J , using linear finite elements. Coefficient sequence β2j−1 = β2j = j
− 1
p with 1p = 2 (left),
1
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1
p = 4 (right) and j = 1 . . .
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Figure 5.3: Point evaluation at x = (0, 0.01), with, in (2.3), yj = −1 for j = 1, . . . , J , using linear
finite elements: convergence of solution for J = 32 to solution for J = 16 (left) and convergence of
solution for J = 64 to solution for J = 16 (right). In each of the two cases, the coefficient sequences
β2j−1 = β2j = j
− 1
p , j = 1, . . . , J2 , with
1
p = 2 and
1
p = 3 are considered.
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Maximal level M0 M1 M2 M3 M4 M5
L = 0 1
L = 1 31 6
L = 2 570 107 20
L = 3 9075 1697 305 54
L = 4 134460 25144 4513 790 136
L = 5 1923719 359729 64557 11293 1943 331
Table 1: Number of samples (Ml)
L
l=0 for the numerical experiments of this section.
β2j = 0.1r0j
− 1
p , j = 1, . . . , J
2
, with 1
p
= 2, 3, 4, and dimensions J = 16, 32, 64 of the parameter
space.
The physical and geometrical parameters and the domain mapping are as in subsection 5.3.
For the MLMC levels, we consider the first five meshes used in the finite element convergence
studies of the previous section, that is unstructed, quasi-uniform meshes with 581, 2250, 8855,
35133, and 139961 degrees of freedom, corresponding to L = 0, . . . , 4, respectively. The finite
element setting is as in the previous section (same PML parameters, first order elements, same
finite element solver).
The MLMC estimators have been computed using the gMLQMC library5 [24], with dis-
tribution of the samples among the levels determined by solving the optimization problem of
minimizing the total error for a given amount of total computational cost. The work per sam-
ple has been estimated as Workl = Ndof,l · J , l = 0, . . . L, where Ndof,l is the number of finite
element degrees of freedom at level l, and J the dimension of the parameter space. The total
work is calculated as Worktot =
∑L
l=0 Workl. To compute the total error, we have taken into
account the logarithmic factor in the convergence rate as from Theorem 5.5. The distribution
of the samples among the levels used in all our experiments is reported in Table 1.
The error ‖Eµ[Reu] − EL[Reu]‖L2(PJ ,RN ) has been approximated by the average over 10
realizations of it, considering, on RN , the Euclidean norm. As reference solution for Eµ[Reu],
we use the MLMC estimator EL[Reu] for L = 5, where the mesh at the fifth level consists of
558705 degrees of freedom.
Figure 6.1 shows the error versus work for one point evaluation, that is when u = u(x) with
x = (r0, 0). For this case, the error has been computed not only with respect to the MLMC
estimator for L = 5, but also with respect to the solution obtained by the Smolyak algorithm
with R-Leja quadrature points before the estimated error saturates (cf. Fig. 3.2). The dashed
line reports the theoretical rate of error versus work estimated when running the optimization
algorithm to choose the number of samples at each level. In Figure 6.2, we compare, for the case
of a 16-dimensional parameter space, the performance of the MLMC estimator with the single
level estimator when samples chosen as M = N2dof (logNdof )
−2 (for the single level estimator
the error is computed over 15 repetitions).
Figures 6.3, 6.4 and 6.5 show the performance of MLMC when considering, respectively, 2,
4 and 8 point evaluations.
From Figures 6.1, 6.2, 6.3, 6.4 and 6.5 we can draw the following conclusions:
• the convergence rate of error versus work predicted when running the optimization al-
gorithm (dashed line with slope −0.45) is achieved, in all experiments; for low error
thresholds, significant cost savings can be observed when comparing MLMC with single
level MC;
• the right shift of the error curves as the dimension J of the parameter space increases is
only due to the fact that we compute the work of a single solve as Workl = Ndof,l · J ,
l = 0, . . . L; this increase of the computational cost with respect to J is inevitable unless
5https://gitlab.math.ethz.ch/gantnerr/gMLQMC
22
104 106 108 1010 1012
10−3
10−2
10−1
−0.45
Work
‖E
µ
[R
e
u
]−
E
L
[R
e
u
]‖ L
2
(P
J
,R
)
d=16, self
d=16, Smk
d=32, self
d=32, Smk
d=64, self
d=64, Smk
104 106 108 1010 1012
10−3
10−2
10−1
−0.45
Work
‖E
µ
[R
e
u
]−
E
L
[R
e
u
]‖ L
2
(P
J
,R
)
d=16, self
d=16, Smk
d=32, self
d=32, Smk
d=64, self
d=64, Smk
104 106 108 1010 1012
10−3
10−2
10−1
−0.45
Work
‖E
µ
[R
e
u
]
−
E
L
[R
e
u
]‖ L
2
(P
J
,R
)
d=16, self
d=16, Smk
d=32, self
d=32, Smk
d=64, self
d=64, Smk
Figure 6.1: MLMC convergence for 5 mesh levels (L = 4) and one point evaluation (u = u(x) with
x = (r0, 0)). Coefficient sequence βj = (j
′)−
1
p with 1p = 2 (left),
1
p = 3 (center) and
1
p = 4 (right).
Reference solution computed with MLMC on 6 levels (L = 5, label ‘self’) and with the adaptive
Smolyak algorithm (label ‘Smk’). The dashed line corresponds to the theoretical error versus work
rate estimated when running the optimization algorithm to choose the number of samples at each
level.
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Figure 6.2: Comparison of MLMC and single level MC for d = 16, 5 mesh levels and one point
evaluation (u = u(x) with x = (r0, 0)). Coefficient sequence βj = (j
′)−
1
p with 1p = 2 (left),
1
p = 3
(center) and 1p = 4 (right). Reference solution computed with MLMC on 6 levels. The dashed line
corresponds to the theoretical error versus work rates: 0.45 for MLMC and 0.33 for single level MC.
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Figure 6.3: MLMC convergence for 5 mesh levels (L = 4) and two point evaluations (u = {u(xi)}2i=1,
with x1 = (r0, 0) and x2 = (−r0, 0)). Coefficient sequence βj = (j′)−
1
p with 1p = 2 (left),
1
p = 3
(center) and 1p = 4 (right). Reference solution computed with MLMC on 6 levels (L = 5). The dashed
line corresponds to the theoretical error versus work rate estimated when running the optimization
algorithm to choose the number of samples at each level.
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Figure 6.4: MLMC convergence for 5 mesh levels (L = 4) and four point evaluations (u = {u(xi)}4i=1,
with x1 = (r0, 0), x2 = (0, r0), x3 = (−r0, 0), x4 = (0,−r0)). Coefficient sequence βj = (j′)−
1
p with
1
p = 2 (left),
1
p = 3 (center) and
1
p = 4 (right). Reference solution computed with MLMC on 6 levels
(L = 5). The dashed line corresponds to the theoretical error versus work rate estimated when running
the optimization algorithm to choose the number of samples at each level.
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Figure 6.5: MLMC convergence for 5 mesh levels (L = 4) and eight point evaluations (u = {u(xi)}8i=1,
with xi = (cos(ϕi), sin(ϕi)), and ϕi =
2pi
8 (i − 1), i = 1, . . . , 8). Coefficient sequence βj = (j′)−
1
p with
1
p = 2 (left),
1
p = 3 (center) and
1
p = 4 (right). Reference solution computed with MLMC on 6 levels
(L = 5). The dashed line corresponds to the theoretical error versus work rate estimated when running
the optimization algorithm to choose the number of samples at each level.
an algorithm to adapt J to the discretization level is considered, as also suggested in the
conclusions in [14];
• the rate of convergence of MLMC is dimension robust; as already observed for the finite
element convergence, and thus not surprisingly here, the results are even better than
predicted by theory, in the sense that dimension robustness occurs also for 1
p
= 2 (1
p
= 3
is a the limit case, see Theorem 5.5);
• requiring only square integrability of the Q.o.I., MLMC is robust with respect to the
number of singularities in the parameter space, and provides full convergence rate for
N = 2, 4, 8 point evaluations; the plots show that the error increases as the number of
point evaluations considered increases, but this is because the dimension of u does.
7 Conclusions and extensions
We have shown that the MLMC method is effective in computing statistics (in particular the
mean) of a Q.o.I. whose dependence on the parameter is non-smooth, with discontinuities which
are not easy to track. As model we have considered the computation of point values of the
solution to a Helmholtz transmission problem with stochastic interface. For this case, we have
analyzed the convergence rate of the finite element discretization and shown how it can be used
to compute the optimal distribution of samples in the MLMC algorithm. Particular attention
has been dedicated to the robustness of the convergence rates with respect to the dimension of
the parameter space. The numerical experiments confirm the theoretical results, and show that
maybe the result on the J-independence of the finite element convergence rate for the point
evaluation can be improved.
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Concerning the application to the point evaluation, we highlight that the results are not
confined to our model problem. The affine parametrization of the stochastic interface does not
need to be in polar coordinates and with respect to the Fourier basis: a more general expansion
for a stochastic interface is possible, as long as C1,β-smoothness is guaranteed. Moreover, the
analysis on the space regularity of the solution to the PDE carries over to any other elliptic
PDE associated to a coercive bilinear form, with a parameter-independent lower bound on
the coercivity constant. Finally, the methodology presented in this paper still holds for three-
dimensional problems.
The results of this work open the way to further investigations. As observed in Proposition
3.2, if the highest order PDE coefficient is continuous across the interface (i.e. α2 = 1 in
our model problem), then the solution has C1-dependence on the parameter, and it would
be interesting to analyze the performance of quasi-Monte Carlo quadrature rules in this case.
Another interesting aspect is the possibility to adapt the truncation dimension J to the mesh
levels in the MLMC algorithm. As observed in subsection 5.3, indeed, it is likely that on coarser
levels the high-frequency perturbations of the domain cannot be captured by the discretization,
and this could be exploited to save computational effort and have a J-dependence of the cost of
one solve which is milder than Workl = Ndof,l · J (for l = 0, . . . , L). This observation can also
be found in [14]; a first step in this direction has been done [22], where the truncation levels
have been chosen empirically.
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Appendix A. H1+β
′
-regularity of the solution
In the proof to Proposition 3.2 we have used the fact that, if the coefficients αˆ(y; ·) and κˆ2(y; ·)
are piecewise Ho¨lder continuous, then the scattered wave uˆs(y; ·) is in H1+β′(DRout) for some
β′ > 0, and from this continuity of uˆ(y; ·) follows. Here we present the H1+β′-regularity result
on the scattered wave, and we do it slightly modifying the proofs contained in [40] and [7, Sect.
3].
The scattered wave fulfills the variational formulation
Find uˆs(y) ∈ H1(DRout) : a(y; uˆs, vˆ) = 〈fs(y), vˆ〉〈(H1(DRout ))′,H1(DRout )〉,
for every vˆ ∈ H1(DRout), J ∈ N,y ∈ PJ ,
(A.1)
where (H1(DRout))
′ denotes the dual space of (H1(DRout)),
a(y; uˆs, v) :=
∫
DRout
αˆ(y; xˆ)∇ˆuˆs(y) · ∇ˆvˆ − κˆ2(y; xˆ)uˆs(y)vˆ dxˆ−
∫
∂DRout
DtN(uˆs(y))vˆ dS,
fs(y) := ∇ˆ ·
(
αˆ(y; xˆ)∇ˆuˆi(y)
)
+ κˆ2(y; xˆ)uˆi(y),
(A.2)
and uˆi(xˆ) := ui(Φ(y; xˆ)), for all xˆ ∈ DRout . Our goal is to prove the following:
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Theorem A.1. If αˆ(y; ·) ∈ Cβpw(DRout), β ∈ (0, 12), and κˆ2(y; ·) ∈ C0pw(DRout), with J- and
y-independent bounds on the norms, if Assumption 3.1 holds and
σ4min
σ4max
min
{
1
α2
, α2
}
≥ 1 − γpC
(with γp, C as in Proposition 3.2), then there exists 0 < β′ < β such that
‖uˆs‖H1+β′ (DRout ) ≤ C‖ui‖C1(DRout ), (A.3)
with a constant C independent of J ∈ N and y ∈ PJ .
We first note that showing the above result for (A.1) is equivalent to showing the result for
the variational formulation
Find uˆs(y) ∈ H1(DRout) : ap(y; uˆs, v) = 〈f˜s(y), vˆ〉〈(H1(DRout ))′,H1(DRout )〉,
for every vˆ ∈ H1(DRout),y ∈ PJ , J ∈ N,
(A.4)
with the low order term of the bilinear form moved to the right-hand side:
ap(y; uˆs, v) :=
∫
DRout
αˆ(y; xˆ)∇ˆuˆs(y) · ∇ˆvˆ dxˆ−
∫
∂DRout
DtN(uˆs(y))vˆ dS,
f˜s(y) := ∇ˆ ·
(
αˆ(y; xˆ)∇ˆuˆi(y)
)
+ κˆ2(y; xˆ)uˆ(y).
(A.5)
From now on, we use bold symbols for Sobolev spaces of vector-valued functions; for in-
stance, L2(DRout) := (L
2(DRout))
2
. Using the notation of [40] and [7], we define the operators
J : (H1(DRout))′ → H1(DRout) and S : L2(DRout)→ (H1(DRout))′ by:
〈∇ˆ(J f), ∇ˆvˆ〉〈L2(DRout ),L2(DRout )〉 − 〈DtN(J f), vˆ〉〈H− 12 (∂DRout ),H 12 (∂DRout )〉
= 〈f, vˆ〉〈(H1(DRout ))′,H1(DRout )〉,
〈SF, vˆ〉〈(H1(DRout ))′,H1(DRout )〉 = 〈F, ∇ˆvˆ〉〈L2(DRout ),L2(DRout )〉
− 〈F · nout, vˆ〉〈H− 12 (∂DRout ),H 12 (∂DRout )〉,
(A.6)
(A.7)
for all vˆ ∈ H1(DRout), f ∈ (H1(DRout))′ and F ∈ L2(DRout).
On the lines of Lemmas 3.1 and 3.2 in [7], we prove the mapping properties of the operators
J and S.
Lemma A.2 (Analogous to Lemma 3.1 in [7]). For all s ∈ [0, 1] and all F ∈ Hs(DRout),
SF ∈ Hs−1(DRout) and
‖SF‖Hs−1(DRout ) ≤ C1−s‖F‖Hs(DRout ), (A.8)
with C as in Proposition 3.2.
Proof. For s = 0:
〈SF, vˆ〉〈(H1(DRout ))′,H1(DRout )〉 ≤ C‖F‖L2(DRout )‖vˆ‖H1(DRout ),
for every vˆ ∈ H1(DRout). For s = 1:
〈SF, vˆ〉〈L2(DRout ),L2(DRout )〉 = −〈∇ˆ · F, vˆ〉〈L2(DRout ),L2(DRout )〉 ≤ ‖F‖H1(DRout )‖vˆ‖L2(DRout ),
for every vˆ ∈ L2(DRout). The claim follows then from the Riesz-Thorin Theorem.
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Lemma A.3 (Analogous to Lemma 3.2 in [7]). For all q ∈ [0, 1
2
), there exists K = K(DRout , q, γp)
such that, for all f ∈ Hq−1(DRout), J f ∈ H1+q(DRout) and
‖J f‖H1+q(DRout ) ≤ K‖f‖Hq−1(DRout ), (A.9)
and, for all s ∈ [0, q] and all f ∈ Hs−1(DRout), J f ∈ H1+s(DRout) and
‖J f‖H1+s(DRout ) ≤
(
1
γp
)1− s
q
K
s
q ‖f‖Hs−1(DRout ), (A.10)
with γp as in Proposition 3.2.
Proof. For s = 0 we have:
γp‖J f‖2H1(DRout ) ≤ 〈∇ˆ(J f), ∇ˆ(J f)〉〈L2(DRout ),L2(DRout )〉 − 〈DtN(J f),J f〉〈H− 12 (∂DRout ),H 12 (∂DRout )〉
= 〈f,J f〉〈(H1(DRout ))′,H1(DRout )〉
≤ ‖f‖(H1(DRout ))′‖J f‖H1(DRout ),
and thus
‖J f‖H1(DRout ) ≤
1
γp
‖f‖(H1(DRout ))′ .
For s = q, the inequality follows from Theorem 4 and Remark 4.5 in [48]. The latter ensures
the existence of a constant K = K(DRout , q, γp) such that
‖J f‖H1+q(DRout ) ≤ K‖f‖Hq−1(DRout ),
for all f ∈ Hq−1(DRout). The estimate (A.10) is then obtained by interpolation.
In the next lemma, we use the symbol Eν to denote the multiplier associated to a tensor
ν [7, 40].
Lemma A.4 (Similar to Prop. 2.1 in [7]). If a tensor ν belongs to Cβpw(DRout), then, for
q ∈ [0, β), there exists a constant C > 0 such that
‖Eν‖Hq→Hq ≤ νmaxNν,q, with Nν,q = max
{
1,
C‖ν‖Cβpw(DRout )
νmax
}
(A.11)
and νmax the maximum singular value of ν. Moreover, for s ∈ [0, q),
‖Eν‖Hs→Hs ≤ νmaxN
s
q
ν,q. (A.12)
Proof. For s = 0, ‖Eνv‖L2 ≤ νmax‖v‖L2 , for every v ∈ L2(DRout). Equation (A.11) is a direct
consequence of Lemma 2 in [40]. Then (A.12) is obtained by interpolation.
We are now ready to address the proof of Theorem A.1. For this, we proceed on the lines
of the proof of Theorem 3.1 in [7], with our modified definition of the operators J and S as in
(A.6)-(A.7).
For a positive number k > 0, we can write:
f˜s(y) = S(αˆ(y; ·)∇ˆuˆs(y)) = S∇ˆ(kuˆs(y))− S
((
I− 1
k
αˆ(y; ·)
)
∇ˆ(kuˆs(y))
)
in
(
H1(DRout)
)′
,
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for every J ∈ N and every y ∈ PJ , where I ∈ R2×2 denotes the identity matrix (for the equation
above, we remind that αˆ(y; xˆ) = I for xˆ ∈ ∂DRout , for every J ∈ N and every y ∈ PJ).
We set α¯(y; ·) := I − 1
k
αˆ(y; ·) and wˆ(y) := kuˆs(y). Since wˆ(y) ∈ H1(DRout) fulfills the
radiation condition, we have that JS∇ˆwˆ = wˆ. Thus, we can write:
wˆ(y)−Q(y; wˆ(y)) = J f˜s(y), for every J ∈ N and y ∈ PJ ,
with Q(y) := JS(Eα¯(y)∇ˆ). If we can show that Q(y) ∈ L
(
Hβ
′+1(DRout), H
β′+1(DRout)
)
and
‖Q‖Hβ′+1→Hβ′+1 ≤ CQ < 1 for every J ∈ N, every y ∈ PJ and some β′ ∈ (0, 1), then
k‖uˆs(y)‖Hβ′+1(DRout ) ≤
‖J ‖
1− CQ‖f˜s(y)‖Hβ
′−1(DRout )
, (A.13)
for every y. If k is chosen to be independent of J and y, the claim of Theorem A.1 follows
once we prove that ‖f˜s(y)‖Hβ′−1(DRout ) has a J- and y-independent bound.
We now show that, for every y, Q(y) is a contraction from Hβ′+1(DRout) to Hβ′+1(DRout).
For vˆ ∈ Hβ′+1(DRout), we have that ∇ˆvˆ ∈ Hβ′(DRout). Since, by assumption, αˆ(y; ·) and thus
α¯(y; ·) are piecewise Ho¨lder continuous, Lemma A.4 ensures that α¯(y)∇ˆvˆ ∈ Hβ′(DRout) for any
0 < β′ < β, and every J ∈ N, y ∈ PJ . Finally, using Lemmas A.2 and A.3, we obtain that
Q(y; vˆ) ∈ Hβ′+1(DRout). Moreover, for every J ∈ N, every y ∈ PJ and for 0 < β′ < q < β:
‖Q(y)‖Hβ′+1→Hβ′+1 ≤ ‖J ‖Hβ′−1→Hβ′+1‖S‖Hβ′→Hβ′−1‖Eα¯(y)‖Hβ′→Hβ′
≤
(
1
γp
)1−β′
q
K
β′
q C1−β′α¯max(y)N
β′
q
α¯(y),q
≤ C
γp
(KC1−qNα¯(y),q)
β′
q α¯max(y),
where for the last inequality we have used that C
γp
≥ 1, and α¯max(y) denotes the maximum sin-
gular value of α¯(y; ·). Let us denote by Λmin and Λmax, respectively, the J- and y-independent
lower and upper bounds on the eigenvalues of αˆ (these bounds exist thanks to the bounds
on the singular values of DΦ). Then, if we choose k such that 1 − 1
k
Λmax > 0, we have
0 < 1− 1
k
Λmax ≤ α¯max(y) ≤ 1− 1kΛmin for every J and every y, and thus α¯max(y) has a J- and
y-independent upper bound. For the same reason and because of the J- and y-uniform upper
bound on the Ho¨lder norm of αˆ, if we choose k independent of J and y then Nα¯(y),q has a J-
and y-independent upper bound Nq.
The norm ‖Q(y)‖Hβ′+1→Hβ′+1 has a J- and y-independent bound which is smaller than one
if
β′ < qmin
1,
log
(
γp
C(1− 1kΛmin)
)
log(KC1−qNq)
 . (A.14)
A β′ > 0 exists if
(
1− 1
k
Λmin
)
< γpC , which, combined with the requirement that 0 < 1− 1kΛmax,
implies that we must choose Λmax < k <
Λmin
1− γpC
. Such a k exists and can be chosen independently
of J and y if Λmax <
Λmin
1− γpC
, that is Λmin
Λmax
> 1 − γpC and this is ensured by the requirement
σ4min
σ4max
min
{
1
α2
, α2
}
≥ 1− γpC . Note that Nq ≥ 1 by definition, and KC1−q ≥ 1 because JS∇ˆwˆ =
wˆ for all wˆ in H1(DRout) that satisfy the radiation condition (see Remark 3.2 in [7]).
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To complete the proof of Theorem A.1, we have to show a J- and y-uniform bound on
‖f˜s(y)‖Hβ′−1(DRout ). We have:
‖f˜s(y)‖Hβ′−1(DRout ) ≤‖Eαˆ(y)∇ˆuˆi(y)‖Hβ′ (DRout ) + C¯‖Eκˆ(y)uˆ(y)‖L2(DRout )
≤C‖αˆ(y; ·)‖Cβpw(DRout )‖uˆi(y)‖Hβ′+1(DRout )
+ C¯‖κˆ(y; ·)‖C0pw(DRout )‖uˆ(y)‖L2(DRout )
with C (the same as in (A.11)) and C¯ independent of J and y. The norms of the coefficients
have a J- and y-independent bound thanks to the assumptions of Theorem A.1. The norm
‖uˆ(y)‖L2(DRout ) can be bounded as
‖uˆ(y)‖L2(DRout ) ≤ ‖uˆ(y)‖H1(DRout ) ≤ C
(
‖ui‖H 12 (∂DRout ) +
∥∥∥ ∂ui
∂nout
∥∥∥
H−
1
2 (∂DRout )
)
,
where C is a J- and y-independent constant, thanks to Assumptions 3.1 and the properties of
Φ [49, Cor. 3.2.6]. Finally, there exists C independent of J and y such that ‖uˆi(y)‖Hβ′+1(DRout ) ≤
C‖uˆi(y)‖C1,β′pw (DRout ) ≤ C max
{
1, ‖DΦ(y)‖
Cβ
′
pw(DRout )
}
‖ui‖C1,β′ (DRout ), and ‖DΦ(y)‖C0pw(DRout ) is
uniformly bounded with respect to J and y thanks to the uniform bounds on the radius.
Appendix B. Schauder estimates for the transmission problem
We present here the proof to Theorem 5.1. We adapt the results of [25, Ch. 6] and [55, Ch.
6], stated for boundary value problems, to the transmission problem (3.3), with particular
emphasis on having constants which are independent of J ∈ N and y ∈ PJ . We first address
the local regularity at the interface, then the interior regularity, and finally the global regularity
estimate. Also, we prove these estimates for k = 2 in (5.2), and extend them for any k ≥ 2 at
the end. We denote generically by n the spatial dimension, that in Theorem 5.1 is n = 2.
We use the following abbreviations for norms and seminorms:
Notation Let v(x) be a function on Ω ⊂ Rn, n ≥ 1. For β ∈ (0, 1) and k ∈ N, we use the
following notation for the norms and seminorms in Ck(Ω):
‖v‖0;Ω = sup
x∈Ω
|v(x)|, |v|k;Ω =
∑
|ν|=k
∥∥∥∥∂|ν|v∂xν
∥∥∥∥
0;Ω
, ‖v‖k;Ω =
∑
|ν|≤k
∥∥∥∥∂|ν|v∂xν
∥∥∥∥
0;Ω
,
and for the norms and seminorms in Ck,β(Ω):
|v|β;Ω = sup
x1,x2∈Ω,
x1 6=x2
|v(x1)− v(x2)|
|x1 − x2|β , |v|k,β;Ω =
∑
|ν|=k
∣∣∣∣∂|ν|v∂xν
∣∣∣∣
β;Ω
,
‖v‖β;Ω = ‖v‖0;Ω + |v|β;Ω , ‖v‖k,β;Ω =
∑
|ν|≤k
∣∣∣∣∂|ν|v∂xν
∣∣∣∣
β;Ω
.
If Ω = Ωin ∪ Γ ∪ Ωout, where Γ is an interface separating the two subdomains, then we denote∣∣v±∣∣
β;Ω± = |v|β;Ωin∪Γ + |v|β;Ωout∪Γ ,
∥∥v±∥∥
β;Ω± = ‖v‖β;Ωin∪Γ + ‖v‖β;Ωout∪Γ ,∣∣v±∣∣
β;Ω
± = |v|β;Ωin + |v|β;Ωout ,
∥∥v±∥∥
β;Ω
± = ‖v‖β;Ωin + ‖v‖β;Ωout ,
and analogously for the piecewise-Ck and piecewise-Ck,β norms and seminorms.
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B.1 Local estimates at the interface Γˆ
Without loss of generality, we assume Γˆ to be the boundary of the upper half-plane, as every C2,β
boundary is C2,β-diffeomorphic to the upper half-plane (with J- and y-independent continuity
constants).
The standard technique to prove Schauder estimates for the solution to (3.3) is the method
of solidifying coefficients (see [55, Sect. 6.3.2] and [25, Proof of Thm. 6.2]).
Fixed xˆΓˆ ∈ Γˆ and a ball BR(xˆΓˆ) of radius R centered in xˆΓˆ, we can write (3.3) restricted
to BR(xˆΓˆ) as 
− ∇ˆ ·
(
αˆ(y; xˆΓˆ)∇ˆuˆ
)
= Fˆ (y; xˆ) in B−R(xˆΓˆ) ∪B+R(xˆΓˆ),
JuˆKBR(xˆΓˆ)∩Γˆ = 0, rαˆ(y; xˆΓˆ) ∂ˆuˆ∂ˆnˆ
z
BR(xˆΓˆ)∩Γˆ
= gˆ(y; xˆ),
(B.1a)
(B.1b)
with
Fˆ (y; xˆ) := κˆ2(y; xˆ)uˆ+ ∇ˆ ·
(
(αˆ(y; xˆ)− αˆ(y; xˆΓˆ))∇ˆuˆ
)
,
gˆ(y; xˆ) :=
r
(αˆ(y; xˆΓˆ)− αˆ(y; xˆ))
∂ˆuˆ
∂ˆnˆ
z
BR(xˆΓˆ)∩Γˆ
,
(B.2)
(B.3)
and with B+R(xˆΓˆ) := BR(xˆΓˆ)∩ Dˆout,Rout and B−R(xˆΓˆ) := BR(xˆΓˆ)∩ Dˆin. We develop our analysis
taking
Fˆ (y; xˆ) = fˆ(y; xˆ) + (αˆ(y; xˆ)− αˆ(y; xˆΓˆ)) ◦ Dˆ
2
uˆ, (B.4)
where (A◦B)ij = AijBij, i, j = 1, . . . , n, is the Hadamard product for matrices, and Dˆ2uˆ denotes
the Hessian matrix of uˆ. The term fˆ(y; xˆ) is a generic right-hand side, possibly including lower
order terms; in our case, fˆ(y; xˆ) = κˆ2(y; xˆ)uˆ+
(
∇ˆ · αˆ(y; xˆ)
)
· ∇ˆuˆ.
Since, by assumption, the constant matrix αˆ(y; xˆΓˆ) is symmetric positive definite, for every
y ∈ PJ and every J ∈ N there exists an orthonormal matrix My, dependent on y and J , such
that
M>y αˆ(y; xˆΓˆ)My = Λy, (B.5)
with Λy a diagonal matrix dependent of y ∈ PJ , J ∈ N. The entries of Λy have J- and y-
uniform lower and upper bounds, because, by assumption, αˆ(y; ·) has J-, y- and xˆ-uniform
lower and upper bounds on its singular values. We denote these bounds by Λmin and Λmax,
respectively.
Introducing the change of coordinates x˜y = M
>
y xˆ for xˆ ∈ BR(xˆΓˆ), and using the symbols
∇˜y and ∂˜y to denote differentiation with respect to x˜y, (B.1) becomes:
− ∇˜y ·
(
Λy∇˜yu˜y
)
= F˜y in B
−
R(x˜Γ˜) ∪B+R(x˜Γ˜),
Ju˜yKΓ˜y = 0, rΛy ∂˜yu˜y∂˜yn˜y
z
Γ˜y
= g˜y,
(B.6a)
(B.6b)
for every y ∈ PJ and every J ∈ N. We have denoted F˜y := Fˆ (y;Myx˜y) and g˜y := gˆ(y;Myx˜y).
Since My is orthonormal, BR(xˆΓˆ) is mapped to another ball with the same radius R and just a
different center x˜Γ˜. In (B.6a), B
−
R(x˜Γ˜) is the preimage of B
−
R(xˆΓˆ) under My, corresponding to
a half-ball with radius R and center in x˜Γ˜ = M
>
y xˆΓˆ; the same convention applies for B
+
R(x˜Γ˜).
In (B.6b), Γ˜ is a short notation for the preimage of BR(xˆΓˆ) ∩ Γˆ under My.
In the following, Ck,βp˜w (BR(x˜Γ˜)) := C
k,β(B+R(x˜Γ˜) ∪ Γ˜) ∪ Ck,β(B−R(x˜Γ˜) ∪ Γ˜), k ∈ N.
In subsection B.4, we provide the proof to the following lemma:
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Lemma B.1. Let R > 0 and let u˜y be a solution to (B.6) in BR(x˜Γ˜), x˜Γ˜ ∈ Γ˜y. If F˜y ∈
C0,βp˜w (B
−
R(x˜Γ˜)) and g˜y ∈ C1,β(Γ˜y), then
∣∣u˜±y ∣∣2,β;B±
R/2
(x˜Γ˜)
≤ C
(
1
R2+β
∥∥u˜±y ∥∥0;B±R (x˜Γ˜) + 1Rβ ∥∥∥F˜±y ∥∥∥0;B±R (x˜Γ˜) +
∣∣∣F˜±y ∣∣∣
β;B±R (x˜Γ˜)
+
1
R1+β
‖g˜y‖0;Γ˜y + |g˜y|1,β;Γ˜y
)
. (B.7)
The constant C = C(n,Λmax,Λmin, β) is independent of the center x˜Γ˜ of the ball BR, of J ∈ N
and of y ∈ PJ .
Inserting in (B.7) the expressions obtained from (B.4) and (B.3), and denoting α˜y :=
αˆ(y;Myx˜y) and f˜y := fˆ(y;Myx˜y), we obtain:
Lemma B.2. Let 0 < R ≤ 1 and let u˜y be a solution to (B.6) in BR(x˜Γ˜), x˜Γ˜ ∈ Γ˜y, with Fˆ
given by (B.4). Let the assumptions of Theorem 5.1 hold. Then
∣∣u˜±y ∣∣2,β;B±
R/2
(x˜Γ˜)
≤ C
(
1
R2+β
‖u˜y‖0;BR(x˜Γ˜) +R
β
∣∣u˜±y ∣∣2,β;B±R (x˜Γ˜) + 1Rβ ∥∥∥f˜±y ∥∥∥0;B±R (x˜Γ˜) +
∣∣∣f˜±y ∣∣∣
β;B±R (x˜Γ˜)
)
.
(B.8)
The constant C = C
(
n,Λmin,Λmax,
∥∥α˜±y ∥∥1,β;B±R (x˜Γ˜)) is independent of the center x˜Γ˜ of the ball
BR, of J ∈ N and of y ∈ PJ .
Proof. In this proof we denote BR := BR(x˜Γ˜) and use the symbol D˜
2
for the Hessian with
respect to x˜y.
We have F˜y = f˜y(y; x˜y) +
(
M>y (α˜y(y; x˜y)− α˜y(y; x˜Γ˜))My
)
: D˜
2
yu˜y and g˜y =
r
(α˜y(y; x˜Γ˜)−
α˜y(y; x˜y))My
∂˜yu˜y
∂˜yn˜y
z
Γ˜y
. Using interpolation inequalities (cf. [55, Cor. 1.2.1]), together with the
fact that My is orthonormal for every y, and that 0 < R ≤ 1, we obtain:∣∣∣M>y (α˜y(y; x˜y)− α˜y(y; x˜Γ˜))My ◦ D˜2yu˜±y ∣∣∣
β;B±R
≤ ∣∣u˜±y ∣∣2;B±R ∣∣α˜±y ∣∣β;B±R + ∣∣u˜±y ∣∣2,β;B±R ∣∣α˜±y ∣∣β;B±R Rβ
≤ ∥∥α˜±y ∥∥β;B±R (∣∣u˜±y ∣∣2;B±R +Rβ ∣∣u˜±y ∣∣2,β;B±R)
≤ ∥∥α˜±y ∥∥β;B±R
(
1
R2
∥∥u˜±y ∥∥0;B±R + 2Rβ ∣∣u˜±y ∣∣2,β;B±R
)
≤ ∥∥α˜±y ∥∥β;B±R
(
1
R2+β
∥∥u˜±y ∥∥0;B±R + 2Rβ ∣∣u˜±y ∣∣2,β;B±R
)
,
∥∥∥M>y (α˜y(y; x˜y)− α˜y(y; x˜Γ˜))My ◦ D˜2yu˜±y ∥∥∥
0;B±R
≤ Rβ ∣∣u˜±y ∣∣2;B±R ∣∣α˜±y ∣∣β;B±R
≤ Rβ ∣∣α˜±y ∣∣β;B±R
(
1
R2+β
∥∥u˜±y ∥∥0;B±R +Rβ ∣∣u˜±y ∣∣2,β;B±R
)
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and
|g˜y|1,β;Γ˜y ≤
∣∣u˜±y ∣∣1;B±R ∣∣α˜±y ∣∣1,β;B±R + ∣∣u˜±y ∣∣1,β;B±R ∣∣α˜±y ∣∣1;B±R + ∣∣u˜±y ∣∣2;B±R ∣∣α˜±y ∣∣β;B±R +Rβ ∣∣u˜±y ∣∣2,β;B±R ∣∣α˜±y ∣∣β;B±R
≤ 2∥∥α˜±y ∥∥1,β;B±R
((
1
R
+
1
R1+β
+
1
R2
)∥∥u˜±y ∥∥0;B±R + (R1+β +R +Rβ) ∣∣u˜±y ∣∣2,β;B±R
)
≤ 8∥∥α˜±y ∥∥1,β;B±R
(
1
R2+β
∥∥u˜±y ∥∥0;B±R +Rβ ∣∣u˜±y ∣∣2,β;B±R
)
,
‖g˜y‖0;Γ˜y ≤ Rβ
∣∣α˜±y ∣∣β;B±R ∣∣u˜±y ∣∣1;B±R
≤ Rβ ∣∣α˜±y ∣∣β;B±R
(
1
R
‖u˜y‖0;BR +R1+β
∣∣u˜±y ∣∣2,β;B±R
)
= R1+β
∣∣α˜±y ∣∣β;B±R
(
1
R2
‖u˜y‖0;BR +Rβ
∣∣u˜±y ∣∣2,β;B±R
)
≤ R1+β ∣∣α˜±y ∣∣β;B±R
(
1
R2+β
‖u˜y‖0;BR +Rβ
∣∣u˜±y ∣∣2,β;B±R
)
.
Inserting these estimates in (B.7), we obtain (B.8).
We now return to the variable xˆ. We notice that My (BR(x˜Γ˜)) = BR(xˆΓˆ), and, thanks to
the orthonormality of My, the Ho¨lder norms in the xˆ-space and in the x˜y-space do coincide,
for every xˆΓˆ ∈ Γˆ, every y ∈ PJ and every J ∈ N. Let us denote by Cα the J- and y-uniform
upper bound on the C1,βpw (DRout)-norm of αˆ(y; ·). From (B.8), we have the following estimate:∣∣uˆ±∣∣
2,β;B±
R/2
(xˆΓˆ)
± ≤ C
(
1
R2+β
‖uˆ‖0;DRout +R
β
∣∣uˆ±∣∣
2,β;DRout
± +
1
Rβ
∥∥∥fˆ±∥∥∥
0;DRout
± +
∣∣∣fˆ±∣∣∣
β;DRout
±
)
,
(B.9)
with C = C (n,Λmin,Λmax, Ca) independent of xˆΓˆ, of J ∈ N and of y ∈ PJ .
To take into account the lower order terms in (B.2), we proceed as following:
• we write, in (B.9), fˆ(y; xˆ) = κˆ2(y; xˆ)uˆ+
(
∇ˆ · αˆ(y; xˆ)
)
· ∇ˆuˆ;
• use the interpolation inequalities (cf. [55, Cor. 1.2.1]) to obtain the bounds |uˆ±|
1;DRout
± ≤
R1+β |uˆ±|
2,β;DRout
± + 1
R
‖uˆ‖0;DRout and |uˆ
±|
1,β;DRout
± ≤ R |uˆ±|
2,β;DRout
± + 1
R1+β
‖uˆ‖0;DRout ;
• exploit that 0 < R ≤ 1, as we have done in the proof of Lemma B.2.
Summarizing the last steps, the local estimate at Γˆ reads:
Theorem B.3. Let the assumptions of Theorem 5.1 be fulfilled, and let us denote by Cα and
Cκ the J- and y-independent upper bounds on the C
1,β
pw (DRout)-norm of αˆ(y; ·) and on the
C0,βpw (DRout)-norm of κˆ
2(y, ·), respectively. If uˆ ∈ C2,βpˆw (DRout) is a solution to (3.3), then, for
every xˆΓˆ ∈ Γˆ: ∣∣uˆ±∣∣
2,β;B±
R/2
(xˆΓˆ)
± ≤ C
(
1
R2+β
‖uˆ‖0;DRout +R
β
∣∣uˆ±∣∣
2,β;DRout
±
)
, (B.10)
for a radius 0 < R < min {1, dist (xˆΓˆ, ∂DRout)} such that B+R(xˆΓˆ) ⊂ Dout,Rout∪ Γˆ and B−R(xˆΓˆ) ⊂
Din ∪ Γˆ.
The constant C = C (n,Λmin,Λmax, Cα, Cκ) in (B.10) is independent of xˆΓˆ, of J ∈ N and
of y ∈ PJ .
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B.2 Local interior estimates
Proceeding as for the local estimate at Γˆ, it is easy to verify that analogous estimates hold in
the interior of Din and Dout,Rout :
Theorem B.4. Let the assumptions of Theorem 5.1 be fulfilled. If uˆ ∈ C2,βpˆw (DRout) is a bounded
solution to (3.3), then, for every xˆ ∈ Dˆin ∪ Dˆout,Rout:
|uˆ|2,β;BR/2(xˆ) ≤ C
(
1
R2+β
‖uˆ‖0;DRout +R
β
∣∣uˆ±∣∣
2,β;DRout
±
)
, (B.11)
for a radius 0 < R < min {1, dist (xˆ, ∂DRout)} if xˆ ∈ Dˆout,Rout, 0 < R < min
{
1, dist
(
xˆ, Γˆ
)}
if
xˆ ∈ Dˆin. The constant C = C (n,Λmin,Λmax, Cα, Cκ) in (B.11) is independent of xˆ, of J ∈ N
and of y ∈ PJ (with Cα and Cκ as in Theorem B.3).
Proof. We refer to [55], Sections 6.2.2, 6.2.3, 6.2.6 and 6.3.2. We remark that the J- and y-
uniform ellipticity condition on αˆ, together with J- and y-independence of the norms of αˆ and
κˆ2, ensure the J- and y-independence of the constant C in (B.11).
B.3 Global estimates
The local estimates at ∂DRout are very similar to the local estimates at Γˆ. Therefore, we
do not present them explicitly, and refer to [25, Sect. 6.7] for details. What we obtain is
that, under the assumptions of Theorems B.3 and B.4, for every xˆ∂D ∈ ∂Dout and 0 < R <
min
{
1, dist
(
xˆ∂D, Γˆ
)}
:
|uˆ|2,β;B−
R/2
(xˆ∂D)
≤ C1
(
1
R2+β
‖uˆ‖0;DRout +R
β
∣∣uˆ±∣∣
2,β;DRout
±
)
+ C2 ‖ui‖2,β;DRout , (B.12)
with B−R/2(xˆ∂D) := BR/2(xˆ∂D) ∩ Dˆout,Rout and the constants C1 and C2 independent of xˆ∂D, of
J ∈ N and y ∈ PJ (C2 is possibly depending on R).
For the global estimate, we recall that,owing to the interpolation inequalities [55, Cor. 1.2.1],
in order to bound ‖uˆ±‖
2,β;DRout
± it is sufficient to bound |uˆ±|
2,β;DRout
± and ‖uˆ‖0;DRout . Using
a finite covering argument on DRout together with Theorems B.3, B.4 and equation (B.12), we
obtain:
Theorem B.5. Let the assumptions of Theorem 5.1 be fulfilled. If uˆ ∈ C2,βpw (DRout) is a bounded
solution to (3.3), then ∥∥uˆ±∥∥
2,β;DRout
± ≤ C
(
‖uˆ‖0;DRout + ‖ui‖2,β;DRout
)
, (B.13)
with a constant C = C (n,Λmin,Λmax, Cα, Cκ) independent J ∈ N and of y ∈ PJ (with Cα and
Cκ the J- and y-uniform bounds on the norms of the coefficients as in Theorem B.3).
To obtain the estimate on ‖uˆ±‖
k,β;DRout
± for k > 2, one proceeds considering the difference
quotient for k = 3 and then, for k > 3, proceeds by induction. The J- and y-independence
on the constants is preserved, provided the assumptions of Theorem 5.1 are fulfilled. We refer
to [25, Thm. 6.17] and [25, Thm. 6.19] for details.
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Remark B.6. It is clear that the regularity results reported in this section are not restricted
to the Helmholtz transmission problem. In particular, they still hold true if the elliptic operator
contains a transport term b(y; xˆ) · ∇ˆuˆ, where ‖bˆ(y; ·)‖Ck−2,βpw (DRout ) is bounded independently of
J and y. Indeed, the results in [25] and [55] (our guidelines throughtout this section) are stated
for an elliptic operator containing a tranport term. A nonzero right-hand side in (3.3) can be
treated adding it to Fˆ in (B.2) and including it in fˆ in (B.4). An extension to nonhomogeneous
transmission conditions at Γˆ is also possible: a jump in the Dirichlet trace can be treated
similarly to nonhomogeneous Dirichlet boundary conditions, and a jump in the Neumann trace
can be added to gˆ in (B.3).
B.4 Proof of Lemma B.1
We present here the proof to the Schauder estimate of Lemma B.1. Schauder estimates can be
proved either using Green’s representation formula for the solution to (B.6), as done in [25, Ch.
6], or using Campanato norms, as in [55, Ch. 6]. Here we follow the latter approach.
We consider the solution to the Poisson equation (B.6). In this section, we denote BR :=
BR(x˜Γ˜), B
+
R := B
+
R(x˜Γ˜) and B
−
R := B
−
R(x˜Γ˜). Without loss of generality, we assume that
Γ˜y = {x˜y ∈ Rn : x˜y,n = 0}, where x˜y,i denotes the ith component of x˜y, i = 1, . . . , n. If Γ˜y is a
generic hyperplane in Rn, the estimates we will obtain still work if we substitute derivatives with
respect to the cartesian coordinates by derivatives with respect to the normal and tangential
directions with respect to Γ˜y, see [55, Rmk. 6.2.8]. Also, we can assume the solution u˜y to be
sufficiently smooth, see Proposition 6.2.1 in [55] (the latter still holds true if we consider the
transmission problem (B.6)).
Analogously to [25, Sect. 6.7], we first assume that g˜y ≡ 0, and only at the end return to
the general case of nonzero g˜y.
B.4.1 Preliminaries
This subsection contains some technical lemmas that will be used in the next subsections.
Lemma B.7 (p. 174 in [55]). For every w ∈ L2(Ω), Ω ⊂ Rn, the function
p(λ) :=
∫
Ω
(w(z)− λ)2 dz, λ ∈ R
is strictly convex, and attains its minimum at λ = wΩ :=
1
|Ω|
∫
Ω
w(z) dz.
Proof. By trivial calculations one sees that
d2p
dλ2
(λ) ≡ 2|Ω| > 0 and dp
dλ
(λ) = 0⇔ λ = wΩ.
Lemma B.8 (Thm. 6.1.1 and Rmk. 6.1.2 in [55]). Let BR ∈ Rn be a ball with radius R and,
for any 0 < λ < 1, consider the quantity
|w|(λ)p,µ;BR := sup
x∈BR,
0<ρ<λ diamBR
(
ρ−µ
∫
Bρ(x)∩BR
|w(x)− wx,ρ|p dz
) 1
p
, (B.14)
where wx,ρ :=
1
|Bρ(x)∩BR|
∫
Bρ(x)∩BR w(z) dz.
Then, for β = µ−n
p
∈ (0, 1], (B.14) is a seminorm equivalent to the Ho¨lder seminorm |w|β;BR,
that is, there exist positive constants C1, C2, depending only on n,R, p, µ and λ, such that
C1 |w|β;BR ≤ |w|
(λ)
p,µ;BR
≤ C2 |w|β;BR .
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Lemma B.9 (Iteration lemma, Sect. 6.2.5 in [55]). Assume that ψ(R) is a nonnegative and
nondecreasing function on [0, R0], satisfying
ψ(ρ) ≤ A
( ρ
R
)α1
ψ(R) +BRα2 , 0 < ρ < R ≤ R0,
where α1, α2 are constants with 0 < α2 < α1. Then there exists a constant C, depending only
on A,α1 and α2, such that
ψ(ρ) ≤ C
( ρ
R
)α2
(ψ(R) +BRα2) , 0 < ρ < R ≤ R0.
In the next lemma, we consider the matrix Λy as defined in (B.5).
Lemma B.10. For every w ∈ Rn,
Λmin‖w‖2 ≤ ‖Λ
1
2
yw‖2 ≤ Λmax‖w‖2,
where Λmin,Λmax > 0 are, respectively, the J- and y-independent lower and upper bounds for
the eigenvalues of Λy.
Proof. The proof is trivial. We just remark that Λ
1
2
y is well defined thanks to the assumption
that Λmin,Λmax > 0.
Notation Given an open domain Ω = Ω+ ∪ Γ˜y ∪Ω− ⊂ Rn divided into two parts, Ω+ and Ω−,
by Γ˜y, and given a function h ∈ L2(Ω+) ∪ L2(Ω−), we introduce the short notation∫
Ω±
h±(z) dz :=
∫
Ω+
h(z)|Ω+ dz +
∫
Ω−
h(z)|Ω− dz.
Also, (h±)2 :=
{
(h|Ω+)2, in Ω+,
(h|Ω−)2, in Ω−,
, and, if h ∈ H1(Ω+)∪H1(Ω−), (∇˜yh)± :=
{
∇˜yh|Ω+ in Ω+,
∇˜yh|Ω− in Ω−.
Analogous notations with the symbol ± as exponent will follow the same rule.
Furthermore, we use the symbol ∂˜y,i :=
∂˜y
∂˜yx˜y,i
, i = 1, . . . , n, to denote partial differentiation,
D˜
2
for the Hessian in the x˜y-coordinates, and in general, D˜
j
, j ∈ N, to denote the tensor
containing all the partial derivatives of order j.
B.4.2 Cacciopoli’s inequalities
Theorem B.11. Let u˜y be a solution to (B.6) in BR = BR(x˜Γ˜) with g˜y ≡ 0. Then, for every
0 < ρ < R and every λ ∈ R, it holds:∫
B±ρ
∣∣∣(∇˜yu˜y(z))±∣∣∣2 dz ≤ C1 [ 1
(R− ρ)2
∫
BR
(u˜y(z)− λ)2 dz + (R− ρ)2
∫
B±R
(F˜±y )
2(z) dz
]
,
∫
B±ρ
∣∣∣(∇˜yw˜y(z))±∣∣∣2 dz ≤ C2 [ 1
(R− ρ)2
∫
BR
w˜2y(z) dz +
∫
B±R
(
F˜±y (z)− F˜±y,R
)2
dz
]
,
(B.15)
(B.16)
where w˜y := ∂˜y,iu˜y, i = 1, . . . , n− 1, Bρ = Bρ(x˜Γ˜) and
F˜+y,R :=
1
|B+R |
∫
B+R
F˜y(z) dz, F˜
−
y,R :=
1
|B−R |
∫
B−R
F˜y(z) dz.
The constants C1 = C1(n,Λmin,Λmax), C2 = C2(n,Λmin,Λmax) are independent of the center
x˜Γ˜ of BR and Bρ, and, overall, they are independent of J ∈ N and y ∈ PJ .
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Proof. (On the lines of the proof of Thm. 6.2.2 in [55].) We first proof (B.15). Let η ∈ C∞0 (BR)
be a cut-off function such that:
0 ≤ η(x˜y) ≤ 1, η(x˜y) = 1 in Bρ, max
x˜y∈BR
‖∇˜yη(x˜y)‖ ≤ Cη
(R− ρ)Λmax , (B.17)
for some J- and y-independent constant Cη > 0 (possibly dependent on n). Multiplying (B.6a)
by η2(u˜y − λ), integrating by parts on B+R and B−R and using (B.6b), we obtain:∫
B±R
η2
∣∣∣∣(Λ 12y ∇˜yu˜y)±∣∣∣∣2 dz = −2∫
B±R
η
(
Λy∇˜yu˜y
)±
·
(
∇˜yη
)
(u˜y − λ) dz +
∫
B±R
η2(u˜y − λ)F˜±y dz.
From this, applying Cauchy’s inequality on the right-hand side with ε = 1
2
for the first term
and ε = 1
(R−ρ)2 for the second term:∫
B±R
η2
∣∣∣∣(Λ 12y ∇˜yu˜y)±∣∣∣∣2 dz ≤ 12
∫
B±R
η2
∣∣∣∣(Λ 12y ∇˜yu˜y)±∣∣∣∣2 dz + 2 ∫
B±R
∣∣∣∣(Λ 12y ∇˜yη)±∣∣∣∣2 (u˜y − λ)2 dz
+
(R− ρ)2
2
∫
B±R
η2
(
F˜±y
)2
dz +
1
2(R− ρ)2
∫
B±R
η2(u˜y − λ)2 dz.
Exploiting the properties (B.17) of η in the equation above and Lemma B.10, we have:∫
B±ρ
∣∣∣∣(Λ 12y ∇˜yu˜y)±∣∣∣∣2 dz ≤ (C2η + 14
)
1
(R− ρ)2
∫
BR
(u˜y(z)− λ)2 dz + (R− ρ)
2
4
∫
B±R
(F˜±y )
2(z) dz.
The estimate (B.15) follows then just using Lemma B.10 to have the lower bound Λmin
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 ≤∣∣∣∣(Λ 12y ∇˜yu˜y)±∣∣∣∣2 on the integrand at the left-hand side. It is clear then that C1 in (B.15) depends
only on n, Λmin and Λmax and it does not depend on the center x˜Γ˜ of BR.
To prove (B.16), we differentiate (B.6) by x˜y,i, i = 1, . . . , n − 1. Then w˜y = ∂˜y,iu˜y, i =
1, . . . , n− 1, satisfies
− ∇˜y ·
(
Λy∇˜yw˜y
)
= ∂˜y,i
(
F˜y − F˜±y,R
)
, in B+R ∪B−R ,
Jw˜yKΓ˜y = 0, rΛy ∂˜yw˜y∂˜yn˜y
z
Γ˜y
= 0.
(B.18a)
(B.18b)
Then, multiplying (B.18a) by η2w˜y and integrating by parts:∫
B±R
η2
∣∣∣∣(Λ 12y ∇˜yw˜y)±∣∣∣∣2 dz = −2∫
B±R
ηw˜y
(
Λy∇˜yw˜y
)±
· ∇˜yη dz +
∫
B±R
∂˜y,i
(
F˜±y − F˜±y,R
)
η2w˜y dz.
If we integrate by parts (on B+R and B
−
R separately) the last term on the right-hand side,
then Jη2w˜y (F˜±y − F˜±y,R) n˜y,iKΓ˜y = 0 for i = 1, . . . , n − 1, due to the fact that the tangential
components (with respect to Γ˜y) of n˜y are zero. Thus∫
B±R
η2
∣∣∣∣(Λ 12y ∇˜yw˜y)±∣∣∣∣2 dz = −2∫
B±R
ηw˜y
(
Λy∇˜yw˜y
)±
· ∇˜yη dz −
∫
B±R
∂˜y,i(η
2w˜y)
(
F˜±y − F˜±y,R
)
dz.
Splitting the derivative in the last integral, and using Cauchy’s inequality on each term with
ε = ε(Λmin) sufficiently small, the properties (B.17) of η lead to (B.16). As for the constant in
(B.15), it is clear that C2 = C2(n,Λmin,Λmax) in (B.16) is independent of the center x˜Γ˜ of BR
and in general of J ∈ N and y ∈ PJ .
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Remark B.12 (Analogous to Rmk. 6.2.5 in [55]). Since (B.6a) can be rewritten as (Λy)nn ∂˜
2
y,nnu˜y =
−∑n−1j=1 (Λy)jj ∂˜2y,jju˜y − F˜y, we obtain, using (B.16):∫
B±ρ
∣∣∣∣(D˜2u˜y)± (z)∣∣∣∣2 dz ≤ C
(
n−1∑
j=1
∫
B±ρ
∣∣∣∣(∇˜y (∂˜y,ju˜y))±∣∣∣∣2 dz + ∫
B±ρ
(
F˜±y
)2
dz
)
≤ C ′
[
1
(R− ρ)2
∫
BR
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 (z) dz
+
∫
B±R
(
F˜±y (z)− F˜±y,R
)2
dz +
∫
B±R
(
F˜±y
)2
(z) dz
]
, (B.19)
where, thanks to Lemma B.10 and Theorem B.11, C and C ′ depend only on n, Λmin and Λmax.
If we apply (B.19) with ρ = R
2
and 3
4
R, and (B.15) with ρ = 3
4
R and R (and λ = 0), we
obtain [55, Cor. 6.2.4]:
Corollary B.13. Let u˜y be a solution to (B.6) in BR = BR(x˜Γ˜) with g˜y ≡ 0. Then it holds:∫
B±
R/2
∣∣∣∣(D˜2u˜y)± (z)∣∣∣∣2 dz ≤ C [ 1R4
∫
BR
u˜2y(z) dz +R
n
∥∥∥F˜±y ∥∥∥2
0;B±R
+Rn+2β
∣∣∣F˜±y ∣∣∣2
β;B±R
]
, (B.20)
where C = C(n,Λmin,Λmax) is independent of the center x˜Γ˜ of BR and, overall, is independent
of J ∈ N and y ∈ PJ .
Corollary B.14. Let u˜y be a solution to (B.6) in B1 = B1(x˜Γ˜). If F˜y ≡ 0 and g˜y ≡ 0, then,
for any positive integer k ∈ N:
‖u˜y‖Hk(B+
1/2
) + ‖u˜y‖Hk(B−
1/2
) ≤ C
(
‖u˜y‖L2(B+
1/2
) + ‖u˜y‖L2(B−
1/2
)
)
, (B.21)
with C = C(n,Λmin,Λmax, k) independent of the center x˜Γ˜ of B1 and overall of J ∈ N and
y ∈ PJ .
Proof. (On the lines of the proof of Corollary 6.2.5 in [55].) For k = 1, the claim follows directly
from Cacciopoli’s inequality (B.15) with λ = 0. For k = 2, it follows from (B.19). For k > 2,
we can proceed analogously to the proof of (B.16) and Remark B.12.
Corollary B.15. Let u˜y be a solution to (B.6) in B1 = B1(x˜Γ˜). If F˜y ≡ 0 in and g˜y ≡ 0, then
sup
B+
R/2
∪B−
R/2
|u˜y| ≤ C
(
1
Rn
∫
B+R∪B−R
u˜2y(z) dz
) 1
2
, (B.22)
with C = C(n,Λmin,Λmax) independent of the center x˜Γ˜ of BR and overall of J ∈ N and
y ∈ PJ .
Proof. (Analogous to proof of Corollary 6.2.6 in [55]) We first establish the estimate assuming
R = 1. The Sobolev embedding theorem [25, Thm. 7.26] applied in B+1/2 and in B
−
1/2 implies
that, for k > n
2
,
sup
B+
1/2
∪B−
1/2
|u˜y| ≤ C
(
‖u˜y‖Hk(B+
1/2
) + ‖u˜y‖Hk(B−
1/2
)
)
,
where the constant C depends on n only. The claim for R = 1 follows then from Corollary
B.14.
For a generic radius R, the result follows from a scaling argument, defining v(z) := u˜y(Rz),
z ∈ B1, and applying the estimate for R = 1 to the function v.
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B.4.3 Interface estimate for the Laplace equation
Theorem B.16. Let u˜y be a solution to (B.6), with F˜y ≡ 0 and g˜y ≡ 0. Then, for every
0 < ρ ≤ R and every i ∈ N:∫
B±ρ
∣∣∣∣(D˜iu˜y)± (z)∣∣∣∣2 dz ≤ C ( ρR)n
∫
B±R
∣∣∣∣(D˜iu˜y)± (z)∣∣∣∣2 dz, (B.23)
where C = C(n,Λmin,Λmax) is independent of the center x˜Γ˜ of BR and overall of J ∈ N and
y ∈ PJ .
Proof. (On the lines of the proof of Thm. 6.2.4 in [55].)
Case i = 0.
If 0 < ρ < R
2
, then∫
Bρ
(u˜±y )
2 dz ≤ |Bρ| sup
B+ρ ∪B−ρ
u˜2y = Cnρ
n sup
B+ρ ∪B−ρ
u˜2y ≤ C
( ρ
R
)n ∫
Bρ
(u˜±y )
2 dz,
where the last constant is given by the product of Cn with the constant from Corollary B.15,
and Cn is a constant depending on n only.
If R
2
≤ ρ ≤ R, then, trivially,∫
Bρ
(u˜±y )
2 dz ≤
∫
BR
(u˜±y )
2 dz ≤ 2n
( ρ
R
)n ∫
BR
(u˜±y )
2 dz.
Case i = 1.
We first consider 0 < ρ < R
2
. For k − 1 > n
2
, the Sobolev embedding theorem [25, Thm.
7.26] ensures that ‖∇˜yu˜y‖L∞(B+
R/2
) ≤ Ck‖∇˜yu˜y‖Hk−1(B+
R/2
), for a constant Ck dependent on n
only (and analogously in B−R/2). Exploiting this fact, we have:∫
B±ρ
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 dz ≤ Cnρn sup
B+
R/2
∪B−
R/2
∣∣∣∇˜yu˜y∣∣∣2
≤ CnCkρn
k−1∑
l=0
R2l−n
∫
B±
R/2
∣∣∣∣(D˜l(∇˜yu˜y))± (z)∣∣∣∣2 dz
= CnCkρ
n
k∑
j=1
R2(j−1)−n
∫
B±
R/2
∣∣∣∣(D˜ju˜y)± (z)∣∣∣∣2 dz,
where Cn is a constant depending only on n. The factors R
2l−n, l = 0, . . . , k− 1, in the second
inequality are due to a scaling argument as in Corollary B.15. We note that k depends on
n only. Denoting u˜y,R :=
1
|BR|
∫
BR
u˜y(z) dz, and observing that (u˜y − u˜y,R) fulfills (B.6) with
F˜y ≡ 0 and g˜y ≡ 0, we can apply Corollary B.14 and derive:∫
B±ρ
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 dz ≤ Cρn k∑
j=1
R2(j−1)−nR−2j
∫
B±R
∣∣u˜±y − u˜y,R∣∣2 dz
= kC
( ρ
R
)n
R−2
∫
B±R
∣∣u˜±y − u˜y,R∣∣2 dz
≤ kCCp
( ρ
R
)n
R−2R2
∫
B±R
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 dz.
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The constant C in the previous inequalities is the product of CnCk by the constant of Corollary
B.14. The constant Cp is instead a scalar factor, independent of R, coming from application of
the Poincare´ inequality for balls (that we could apply being u˜y in H
1(BR)).
For R
2
≤ ρ ≤ R, the inequality (B.23) follows trivially taking C ≥ 2n.
Case i = 2.
For j = 1, . . . , n − 1, J∂˜y,ju˜yKΓ˜y = 0 and rΛy ∂˜y(∂˜y,ju˜y)∂˜yn˜y
z
Γ˜y
= 0. Thus, the case for i = 1
implies that ∫
B±ρ
∣∣∣∣(∇˜y(∂˜y,ju˜y))±∣∣∣∣2 dz ≤ C ( ρR)n
∫
B±R
∣∣∣∣(∇˜y(∂˜y,ju˜y))±∣∣∣∣2 dz, (B.24)
with C = C(n,Λmin,Λmax). For j = n, we can use that (Λy)nn ∂˜
2
y,nnu˜y = −
∑n−1
j=1 (Λy)jj ∂˜
2
y,jju˜y
to obtain: ∫
B±ρ
∣∣∣∣(∂˜2y,nnu˜y)±∣∣∣∣2 dz ≤ CnΛ2maxΛ2min
n−1∑
j=1
∫
B±ρ
∣∣∣∣(∂˜2y,jju˜y)±∣∣∣∣2 dz
≤ CCnΛ
2
max
Λ2min
( ρ
R
)n n−1∑
j=1
∫
B±R
∣∣∣∣(∇˜y(∂˜y,ju˜y))±∣∣∣∣2 dz
≤ CCnΛ
2
max
Λ2min
( ρ
R
)n ∫
B±R
∣∣∣∣(D˜2u˜y)± (z)∣∣∣∣2 dz,
where the constant Cn depends on n only, and the constant C = C(n,Λmin,Λmax) is the
constant in (B.24). The latter inequality together with (B.24) imply finally (B.23).
Case i = 3.
The result follows similarly as for the case i = 2: the estimates associated to D˜
2
(∂˜y,ju˜y), for
j = 1, . . . , n − 1, follow from the case i = 2; for ∂˜3y,nnnu˜y, we observe that, by differentiation,
(B.6a) implies that (Λy)nn ∂˜
3
y,nnnu˜y = −
∑n−1
j=1 (Λy)jj ∂˜
3
y,jjnu˜y, and we can proceed as we did in
the case i = 2 for ∂˜2y,nnu˜y.
The case i > 3 can be proved analogously to the case i = 3.
Theorem B.17. Let u˜y be a solution to (B.6), with F˜y ≡ 0 and g˜y ≡ 0. Then, for every
0 < ρ ≤ R: ∫
B±ρ
(
u˜±y (z)− u˜±y,ρ
)2
dz ≤ C
( ρ
R
)n+2 ∫
BR
u˜2y(z) dz, (B.25)
where u˜+y,ρ =
1
|B+ρ |
∫
B+ρ
u˜y(z) dz and u˜
−
y,ρ =
1
|B−ρ |
∫
B−ρ
u˜y(z) dz. The constant C = C(n,Λmin,Λmax)
is independent of the center x˜Γ˜ of BR and, overall, of J ∈ N and y ∈ PJ .
Proof. (On the lines of proof of Thm. 6.2.5 in [55].) If 0 < ρ < R
2
:∫
B±ρ
(
u˜±y − u˜±y,ρ
)2
dz ≤ Cpρ2
∫
B±ρ
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 dz
≤ CCpρ2
( ρ
R
)n ∫
B±
R/2
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 dz
≤ C ′ρ2
( ρ
R
)n 4
R2
∫
B±R
∣∣∣∣(∇˜yu˜y)±∣∣∣∣2 dz.
In the first step we have applied the Poincare´ inequality in B+ρ and B
−
ρ separately, and denoted
by Cp the ρ-independent scalar factor in the Poincare´ constant. For the second inequality,
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we have used Theorem B.16, and the constant C corresponds to the constant in (B.23). Fi-
nally, the last line follows from Cacciopoli’s inequality (B.15), and we have denoted by C ′ the
multiplication of CCp with the constant in (B.15).
If R
2
≤ ρ ≤ R, (B.25) follows simply taking C ≥ 2n+2.
B.4.4 Interface estimate for the Poisson equation
Theorem B.18. Let u˜y be a solution to (B.6) in BR0, with g˜y ≡ 0, and let w˜y = ∂˜y,iu˜y,
i = 1, . . . , n− 1. Then, for any 0 < ρ ≤ R ≤ R0:
1
ρn+2β
∫
B±ρ
n∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)− (∂˜y,jw˜y)±
ρ
∣∣∣∣2 dz ≤ C1Rn+2β
∫
B±R
n−1∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)∣∣∣∣2 dz
+
C1
Rn+2β
∫
B±R
∣∣∣∣(∂˜y,nw˜y)± (z)− (∂˜y,nw˜y)±
R
∣∣∣∣2 dz
+ C2
∣∣∣F˜±y ∣∣∣2
β;B±R
,
where
(
∂˜y,jw˜y
)+
ρ
:= 1|B+ρ |
∫
B+ρ
∂˜y,jw˜y dz and
(
∂˜y,jw˜y
)−
ρ
:= 1|B−ρ |
∫
B−ρ
∂˜y,jw˜y dz, and similarly for(
∂˜y,jw˜y
)±
R
. The constants C1 = C1(n,Λmin,Λmax, β) and C2 = C2(n,Λmin,Λmax) are indepen-
dent of the center x˜Γ˜ of BR and, overall, they are independent of J ∈ N and y ∈ PJ .
Proof. (On the lines of the proof of Thm. 6.2.9 in [55].) We decompose w˜y as w˜y = w˜
′
y + w˜
′′
y ,
where
−∇˜y ·
(
Λy∇˜yw˜′y
)
= 0, in B+R ∪B−R ,
Jw˜′yKΓ˜y = 0, rΛy ∂˜yw˜′y∂˜yn˜y
z
Γ˜y
= 0,
w˜′y|∂BR = w˜y,

−∇˜y ·
(
Λy∇˜yw˜′′y
)
= ∂˜y,i
(
F˜y − F˜±y,R
)
, in B+R ∪B−R ,
Jw˜′′yKΓ˜y = 0, rΛy ∂˜yw˜′′y∂˜yn˜y
z
Γ˜y
= 0,
w˜′′y |∂BR = 0,
and F˜±y,R =
F˜
+
y =
1
|B+R |
∫
B+R
F˜y(z) dz in B
+
R ,
F˜−y =
1
|B−R |
∫
B−R
F˜y(z) dz in B
−
R .
We first consider j = 1, . . . , n− 1. In this case, ∂˜y,jw˜′y solves (B.6) with F˜y ≡ 0 and g˜y ≡ 0,
and Theorem B.17 gives:∫
B±ρ
∣∣∣∣(∂˜y,jw˜′y)± − (∂˜y,jw˜′y)±
ρ
∣∣∣∣2 dz ≤ C ( ρR)n+2
∫
BR
∣∣∣(∂˜yjw˜′y)∣∣∣2 dz, (B.26)
where C = C(n,Λmin,Λmax) is the constant in (B.25). Then, for ∂˜y,jw˜y, using Lemma B.7 we
can write:∫
B±ρ
∣∣∣∣(∂˜y,jw˜y)± − (∂˜y,jw˜y)±
ρ
∣∣∣∣2 dz ≤ 2 ∫
B±ρ
∣∣∣∣(∂˜y,jw˜′y)±∣∣∣∣2 dz + 2 ∫
B±ρ
∣∣∣∣(∂˜y,jw˜′′y)±∣∣∣∣2 dz
≤ C ′
( ρ
R
)n+2 ∫
BR
∣∣∣(∂˜y,jw˜y)∣∣∣2 dz + C ′′ ∫
B±R
∣∣∣∣(∂˜y,jw˜′′y)±∣∣∣∣2 dz,
(B.27)
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for C ′, C ′′ independent of x˜Γ˜, J and y. The last summand in the above inequality can be
bounded as∫
B±R
∣∣∣∣(∂˜y,jw˜′′y)±∣∣∣∣2 dz ≤ ∫
B±R
∣∣∣∣(∇˜yw˜′′y)±∣∣∣∣2 dz
≤ 1
Λmin
∫
B±R
∣∣∣∣(Λ 12y ∇˜yw˜′′y)±∣∣∣∣2 dz
= − 1
Λmin
∫
B±R
(
∇˜y ·
(
Λy∇˜yw˜′′y
)
w˜′′y
)±
dz
=
1
Λmin
∫
B±R
∂˜y,i
(
F˜±y − F˜±y,R
) (
w˜′′y
)±
dz
= − 1
Λmin
∫
B±R
(
F˜±y − F˜±y,R
)(
∂˜y,iw˜
′′
y
)±
dz
≤ 1
Λmin
(
1
2ε
∫
B±R
∣∣∣F˜±y − F˜±y,R∣∣∣2 dz + ε2
∫
B±R
∣∣∣∣(∇˜yw˜′′y)±∣∣∣∣2 dz
)
,
where for the third and fifth line we have used integration by parts, and the jump terms on Γ˜
vanished because of the transmission conditions in the first case, and because of null tangential
components of n˜y in the second case; the boundary terms vanished because of the Dirichlet
boundary conditions. In the last step, we have applied Cauchy’s inequality for a generic ε > 0.
Choosing ε = ε(Λmin) sufficiently small, we finally obtain∫
B±R
∣∣∣∣(∂˜y,jw˜′′y)±∣∣∣∣2 dz ≤ ∫
B±R
∣∣∣∣(∇˜yw˜′′y)±∣∣∣∣2 dz ≤ C ′′′Rn+2β ∣∣∣F˜±y ∣∣∣2
β;B±R
, (B.28)
for a positive constant C ′′′ = C ′′′(Λmin). Combining the last estimate with (B.27), we infer∫
B±ρ
∣∣∣∣(∂˜y,jw˜y)± (z)− (∂˜y,jw˜y)±
ρ
∣∣∣∣2 dz ≤ C ′ ( ρR)n+2
∫
B±R
∣∣∣∣(∂˜y,jw˜y)± (z)∣∣∣∣2 dz
+ (C ′′C ′′′)Rn+2β
∣∣∣F˜±y ∣∣∣2
β;B±R
,
(B.29)
(B.30)
for j = 1, . . . , n− 1.
We now consider j = n and 0 < ρ < R
2
. Applying the Poincare´ inequality, Lemma B.7,
Theorem B.16 and equation (B.28) (which holds for j = n, too):∫
B±ρ
∣∣∣∣(∂˜y,nw˜y)± − (∂˜y,nw˜y)±
ρ
∣∣∣∣2 dz ≤ 2∫
B±ρ
∣∣∣∣(∂˜y,nw˜′y)± − (∂˜y,nw˜′y)±
ρ
∣∣∣∣2 dz
+ 2
∫
B±ρ
∣∣∣∣(∂˜y,nw˜′′y)± − (∂˜y,nw˜′′y)±
ρ
∣∣∣∣2 dz
≤ Cpρ2
∫
B±ρ
∣∣∣∣(∇˜y (∂˜y,nw˜′y))±∣∣∣∣2 dz + 2 ∫
B±ρ
∣∣∣∣(∂˜y,nw˜′′y)±∣∣∣∣2 dz
≤ CpCρ2
( ρ
R
)n ∫
B±
R/2
∣∣∣∣(D˜2w˜′y)±∣∣∣∣2 dz + C ′′′Rn+2β ∣∣∣F˜±y ∣∣∣2
β;B±R
,
with Cp a scalar factor, independent of R, coming from application of the Poincare´ inequality,
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and C is the constant in Theorem B.16. We can bound the integral on the right-hand side by:∫
B±
R/2
∣∣∣∣(D˜2w˜′y)±∣∣∣∣2 dz ≤ ∫
B±
R/2
∣∣∣∣(∂˜2y,nnw˜′y)±∣∣∣∣2 dz + 2 n−1∑
j=1
∫
B±
R/2
∣∣∣∣(∇˜y(∂˜y,jw˜′y))±∣∣∣∣2 dz
≤ C
n−1∑
j=1
∫
B±
R/2
∣∣∣∣(∇˜y(∂˜y,jw˜′y))±∣∣∣∣2 dz
≤ CCc 1
R2
n−1∑
j=1
∫
B±R
∣∣∣∣(∂˜y,jw˜′y)±∣∣∣∣2 dz
≤ CCc 1
R2
(
n−1∑
j=1
∫
B±R
∣∣∣∣(∂˜y,jw˜y)±∣∣∣∣2 dz + n−1∑
j=1
∫
B±R
∣∣∣∣(∂˜y,jw˜′′y)±∣∣∣∣2 dz
)
≤ CCc 1
R2
(
n−1∑
j=1
∫
B±R
∣∣∣∣(∂˜y,jw˜y)±∣∣∣∣2 dz + (n− 1)C ′′′Rn+2β ∣∣∣F˜±y ∣∣∣2
β;B±R
)
.
In the second line we have used the equality (Λy)nn ∂˜
2
y,nnw˜
′
y = −
∑n−1
j=1 (Λy)jj ∂˜
2
y,jjw˜
′
y and Lemma
B.10, and thus C = C(n,Λmin,Λmax) is J- and y-independent. In the third line we have ex-
ploited the Cacciopoli inequality (B.15), and, in the last step, the bound (B.28). Summarizing,
for j = n and 0 < ρ < R
2
we have∫
B±ρ
∣∣∣∣(∂˜y,nw˜y)± − (∂˜y,nw˜y)±
ρ
∣∣∣∣2 dz ≤ C ′1 ( ρR)n+2
n−1∑
j=1
∫
B±R
∣∣∣∣(∂˜y,jw˜y)±∣∣∣∣2 dz + C ′2Rn+2β ∣∣∣F˜±y ∣∣∣2
β;B±R
,
for two constants C ′1 = C
′
1(n,Λmin,Λmax) and C
′
2 = C
′
2(n,Λmin,Λmax) independent of the center
of BR, of J ∈ N and of y ∈ PJ .
Combining the latter estimate with the estimate (B.29), we finally obtain:∫
B±ρ
n∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)− (∂˜y,jw˜y)±
ρ
∣∣∣∣2 dz ≤ C1 ( ρR)n+2
∫
B±R
n−1∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)∣∣∣∣2 dz
+ C1
( ρ
R
)n+2 ∫
B±R
∣∣∣∣(∂˜y,nw˜y)± (z)− (∂˜y,nw˜y)±
R
∣∣∣∣2 dz
+ C2R
n+2β
∣∣∣F˜±y ∣∣∣2
β;B±R
,
for two positive constants C1 = C1(n,Λmin,Λmax) and C2 = C2(n,Λmin,Λmax). The claim for
0 < ρ < R
2
follows then by application of Lemma B.7 and the Iteration Lemma B.9.
If instead R
2
≤ ρ ≤ R, the claim holds simply by choosing C1 ≥ 2n+2 and using Lemma
B.7.
Theorem B.19. Let u˜y be a solution to (B.6) in BR, with g˜y ≡ 0, and let w˜y = ∂˜y,iu˜y,
i = 1, . . . , n. Then, for any 0 < ρ ≤ R
2
:∫
B±ρ
∣∣∣∣(∇˜yw˜y)± (z)− (∇˜yw˜y)±
ρ
∣∣∣∣2 dz ≤ Cρ2+nβMR, (B.31)
with
MR =
1
R4+2β
‖u˜y‖20;BR +
1
R2β
∥∥∥F˜±y ∥∥∥2
0;B±R
+
∣∣∣F˜±y ∣∣∣2
β;B±R
, (B.32)
and C = C(n,Λmin,Λmax, β) independent of the center x˜Γ˜ of BR and Bρ, and, overall, of J ∈ N
and y ∈ PJ . The term
(
∇˜yw˜y
)±
ρ
has the same meaning as in Theorem B.18.
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Proof. (On the lines of the proof of Thm. 6.2.10 in [55].) For i = 1, . . . , n − 1, we can apply
Theorem B.18, which, together with Lemma B.7 and Corollary B.13, brings:∫
B±ρ
∣∣∣∣(∇˜yw˜y)± (z)− (∇˜yw˜y)±
ρ
∣∣∣∣2 dz = ∫
B±ρ
n∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)− (∂˜y,jw˜y)±
ρ
∣∣∣∣2 dz
≤ C ′ρn+2β
(
1
Rn+2β
∫
B±
R/2
n−1∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)∣∣∣∣2 dz
+
1
Rn+2β
∫
B±R
∣∣∣∣(∂˜y,nw˜y)± (z)− (∂˜y,nw˜y)±
R
∣∣∣∣2 dz
+
∣∣∣F˜±y ∣∣∣2
β;B±R
)
≤ C ′ρn+2β
(
1
Rn+2β
∫
B±
R/2
n∑
j=1
∣∣∣∣(∂˜y,jw˜y)± (z)∣∣∣∣2 dz + ∣∣∣F˜±y ∣∣∣2
β;B±R
)
≤ C ′′ρn+2β
(
1
Rn+2β+4
∫
BR
u˜2y dz +
1
R2β
∥∥∥F˜±y ∥∥∥2
0;B±R
+
∣∣∣F˜±y ∣∣∣2
β;B±R
)
≤ C ′′ρn+2β
(
1
R2β+4
‖u˜y‖20;R +
1
R2β
∥∥∥F˜±y ∥∥∥2
0;B±R
+
∣∣∣F˜±y ∣∣∣2
β;B±R
)
,
with C ′ and C ′′ depending only on n, Λmin, Λmax and β.
For i = n, we observe that, from (B.6a):
(Λy)nn ∂˜
2
y,nnu˜y +
n−1∑
j=1
(Λy)jj
(
∂˜2y,jju˜y
)±
ρ
+ F˜±y,ρ = −
n−1∑
j=1
(Λy)jj
(
∂˜2y,jju˜y −
(
∂˜2y,jju˜y
)±
ρ
)
−
(
F˜y − F˜±y,ρ
)
in B+R ∪B−R , where
(
∂˜2y,jju˜y
)±
ρ
denotes
(
∂˜2y,jju˜y
)+
ρ
= 1|B+ρ |
∫
B+ρ
∂˜2y,jju˜y dz in B
+
ρ and
(
∂˜2y,jju˜y
)−
ρ
=
1
|B−ρ |
∫
B−ρ
∂˜2y,jju˜y dz in B
−
ρ , for j = 1, . . . , n. Analogous notation holds for F˜
±
y,ρ. Setting λ
± :=
−∑n−1j=1 (∂˜2y,jju˜y)±
ρ
− F˜±y,ρ, we can apply Lemma B.7 and the result for j = 1, . . . , n − 1 to
conclude the proof:∫
B±ρ
∣∣∣∣(∂˜2y,nnw˜y)± (z)− (∂˜2y,nnw˜y)±
ρ
∣∣∣∣2 dz ≤ ∫
B±ρ
∣∣∣∣(∂˜2y,nnw˜y)± (z)− λ±∣∣∣∣2 dz
≤ C ′′′ρn+2βMR +
∫
B±ρ
∣∣∣F˜±y − F˜±y,ρ∣∣∣2 dz
≤ C ′′′ρn+2βMR + ρn+2β
∣∣∣F˜±y ∣∣∣2
β;B±ρ
≤ (C ′′′ + 1)ρn+2βMR,
with C ′′′ = C ′′′(n,Λmin,Λmax, β).
Theorem B.20. Let u˜y be a solution to (B.6) in BR = BR(x˜Γ˜), with g˜ ≡ 0. Then∣∣∣∣(D˜2u˜y)±∣∣∣∣
β;B±
R/2
(x˜Γ˜)
≤ C
(
1
R2+β
‖u˜y‖0;BR(x˜Γ˜) +
1
Rβ
∥∥∥F˜±y ∥∥∥
0;B±R (x˜Γ˜)
+
∣∣∣F˜±y ∣∣∣
β;B±R (x˜Γ˜)
)
, (B.33)
where C = C(n,Λmin,Λmax, β) is independent of the center x˜Γ˜ of BR, and overall it is inde-
pendent of J ∈ N and y ∈ PJ .
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Proof. (On the lines of the proof of Thm. 6.2.11 in [55].) For x˜y ∈ Γ˜y∩BR/2(x˜Γ˜) and 0 < ρ ≤ R4 ,
Theorem B.19 implies:∫
B±ρ (x˜y)
∣∣∣∣(D˜2u˜y)± − (D˜2u˜y)±
Bρ(x˜y)
∣∣∣∣2 dz ≤ C ′ρn+2βMR/2 ≤ C ′ρn+2βMR, (B.34)
with C ′ = C ′(n,Λmin,Λmax, β) (where again (·)±B±ρ (x˜y) denotes the mean on B
+
ρ and B
−
ρ ).
If instead x˜y ∈ BR/2(x˜Γ˜) but x˜y /∈ Γ˜y, we denote x˜′y := (x˜y,1, . . . , x˜y,n−1, 0) ∈ Γ˜y, and
distinguish two cases: 0 < x˜y,n <
R
4
and R
4
≤ x˜y,n < R2 . In the first case, we consider two
subcases: x˜y,n ≤ ρ ≤ R4 and 0 < ρ < x˜y,n.
If 0 < x˜y,n <
R
4
and x˜y,n ≤ ρ ≤ R4 , then Bρ(x˜y) ∩ BR/2(x˜Γ˜) ⊂ B2ρ(x˜′y), and, using (B.34),
we can write: ∫
(Bρ(x˜y)∩BR/2(x˜Γ˜))
±
∣∣∣∣(D˜2u˜y)± − (D˜2u˜y)±
Bρ(x˜y)∩BR/2(x˜Γ˜)
∣∣∣∣2 dz
≤
∫
B2ρ(x˜′y)±
∣∣∣∣(D˜2u˜y)± − (D˜2u˜y)±
B2ρ(x˜′y)
∣∣∣∣2 dz ≤ C ′ρn+2βMR. (B.35)
If 0 < x˜y,n <
R
4
and 0 < ρ < x˜y,n, then Bρ(x˜y) is in the interior, meaning it does not cross
the interface Γ˜y. Therefore, using the analogue of Theorem B.18 for the interior [55, Thm.
6.2.6] (where it can be checked, as for the interface case, that the constants in the bound are
independent of the center of the ball, of J ∈ N and y ∈ PJ), we have:∫
Bρ(x˜y)
∣∣∣∣D˜2u˜y − (D˜2u˜y)
Bρ(x˜y)
∣∣∣∣2 dz
≤ C ′′ρn+2β
(
1
x˜n+2βy,n
∫
Bx˜y,n (x˜y)
∣∣∣∣(D˜2u˜y)− (D˜2u˜y)
Bx˜y,n (x˜y)
∣∣∣∣2 dz + ∣∣∣F˜y∣∣∣
β;Bx˜y,n (x˜y)
)
≤ C ′C ′′ρn+2βMR,
with C ′′ = C ′′(n,Λmin,Λmax, β). In the last step we have used (B.35) with ρ = x˜y,n (as
Bx˜y,n(x˜y) ⊂ B2x˜y,n(x˜′y)).
Altogether, if 0 < x˜y,n <
R
4
, then, for 0 < ρ < R
4
:∫
(Bρ(x˜y)∩BR/2(x˜Γ˜))
±
∣∣∣∣(D˜2u˜y)± − (D˜2u˜y)±
Bρ(x˜y)∩BR/2(x˜Γ˜)
∣∣∣∣2 dz ≤ C1ρn+2βMR, (B.36)
with C1 = C1(n,Λmin,Λmax, β).
If instead R
4
≤ x˜y,n < R2 and 0 < ρ ≤ R4 , then either Bρ(x˜y) ⊂ BR/4(x˜y) ⊂ B+3R/4(x˜Γ˜) ⊂
B+R(x˜Γ˜), or Bρ(x˜y) ⊂ BR/4(x˜y) ⊂ B−3R/4(x˜Γ˜) ⊂ B−R(x˜Γ˜). In the first case, the analogous of
Theorem B.19 for the interior (where again it can be checked that the constants in the bound
are independent of the center of the ball, of J ∈ N and y ∈ PJ) implies:∫
Bρ(x˜y)∩B+R/2(x˜Γ˜)
∣∣∣∣∣D˜2u˜y − (D˜2u˜y)Bρ(x˜y)∩B+R/2(x˜Γ˜)
∣∣∣∣∣
2
dz ≤
∫
Bρ(x˜y)
∣∣∣∣D˜2u˜y − (D˜2u˜y)
Bρ(x˜y)
∣∣∣∣2 dz
≤ C2ρn+2βMR,
with C2 = C2(n,Λmin,Λmax, β). An analogous estimate holds in the second case. Considering
this last bound together with (B.36), and using Lemma B.8 with µ = n+ 2β, p = 2 and λ = R
4
,
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we finally obtain, for C3 = C3(n, β):∣∣∣∣(D˜2u˜y)±∣∣∣∣
β;B±
R/2
(x˜Γ˜)
≤ C3
∣∣∣∣(D˜2u˜y)±∣∣∣∣
(
1
4
)
2,n+2β;B±
R/2
(x˜Γ˜)
≤ CM
1
2
R ,
from which (B.33) follows, with C = C(n,Λmin,Λmax, β).
The previous result states the local estimate for the Poisson equation in case of homogeneous
transmission conditions. We are now in the position to consider the case g˜ 6= 0:
Theorem B.21. Let u˜y be a solution to (B.6) in BR = BR(x˜Γ˜). Then∣∣∣∣(D˜2u˜y)±∣∣∣∣
β;B±
R/2
(x˜Γ˜)
≤ C
(
1
R2+β
‖u˜y‖0;BR(x˜Γ˜) +
1
Rβ
∥∥∥F˜±y ∥∥∥
0;B±R (x˜Γ˜)
+
∣∣∣F˜y∣∣∣
β;B±R (x˜Γ˜)
+
1
R1+β
‖g˜y‖0;Γ˜y + |g˜y|β;Γ˜y
)
,
where C = C(n,Λmin,Λmax, β) is independent of the center x˜Γ˜ of BR, of J ∈ N and y ∈ PJ .
Proof. For this proof we use a similar argument as in [25, pp. 124–125].
Consider a nonnegative function η ∈ C20(Rn−1), such that
∫
Rn−1 η(z
′) dz′ = 1. Lemma 6.38
in [25] ensures that g˜y can be extended outside Γ˜y in such a way that its extension belongs to
C1,β0 (Rn−1). With some abuse of notation, we still denote by g˜y this extension.
We define ψ˜1 and ψ˜2 as the functions fulfilling the following equalities:
(Λy)
+
nn ψ˜1(x˜y) =
1
2
x˜y,n
∫
Rn−1
g˜y(x˜
′
y − x˜y,nz′)η(z′) dz′,
(Λy)
−
nn ψ˜2(x˜y) = −
1
2
x˜y,n
∫
Rn−1
g˜y(x˜
′
y − x˜y,nz′)η(z′) dz′,
(B.37)
(B.38)
where x˜′y = (x˜
′
y,1, . . . , x˜
′
y,n−1). It can be checked (see (B.41)) that ψ˜1, ψ˜2 ∈ C2,β(Rn), and that:
ψ˜1(x˜
′
y, 0) = ψ˜2(x˜
′
y, 0) = 0,
(Λy)
+
nn
∂˜y
∂˜yx˜y,n
ψ˜1(x˜
′
y, 0)− (Λy)−nn
∂˜y
∂˜yx˜y,n
ψ˜2(x˜
′
y, 0) = g˜y(x˜
′
y).
The solution u˜y to (B.6) can be decomposed as u˜y = v˜y + ψ˜y, where
ψ˜y|B+R = ψ˜1, ψ˜y|B−R = ψ˜2.
Then v˜y fulfills 
− ∇˜y ·
(
Λy∇˜yv˜y
)
= F˜y + ∇˜y ·
(
Λy∇˜yψ˜y
)
, in B+R ∪B−R ,
Jv˜yKΓ˜y = 0, rΛy ∂˜yv˜y∂˜yn˜y
z
Γ˜y
= 0.
Applying Theorem B.20 to v˜y (and with the help of Lemma B.10), we infer:∣∣∣∣(D˜2v˜y)±∣∣∣∣
β;B±
R/2
(x˜Γ˜)
≤C ′ 1
R2+β
‖v˜y‖0;BR(x˜Γ˜) + C
′ 1
Rβ
(∥∥∥F˜±y ∥∥∥
0;B±R (x˜Γ˜)
+
∥∥∥ψ˜y∥∥∥
2;B±R (x˜Γ˜)
)
+ C ′
(∣∣∣F˜y∣∣∣
β;B±R (x˜Γ˜)
+
∣∣∣ψ˜y∣∣∣
2,β;B±R (x˜Γ˜)
)
, (B.40)
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with C ′ = C ′(n,Λmin,Λmax, β).
Denoting by ∇˜y,Γ˜ the gradient with respect to the first n− 1 components of the argument,
and by ∂˜y,i the derivative with respect to the i
th component, in B+R(x˜Γ˜) we have:
(Λy)
+
nn ∂˜
2
y,ijψ˜y =
1
2
∫
Rn−1
∂˜y,ig˜y(x˜
′
y − x˜y,nz′)∂˜y,jη(z′) dz′, for i, j 6= n,
(Λy)
+
nn ∂˜
2
y,inψ˜y = −
1
2
∫
Rn−1
z′ · ∇˜y,Γ˜g˜y(x˜′y − x˜y,nz′)∂˜y,iη(z′) dz′, for i 6= n,
(Λy)
+
nn ∂˜
2
y,nnψ˜y =
1
2
∫
Rn−1
z′ · ∇˜y,Γ˜g˜y(x˜′y − x˜y,nz′)
[
(n− 2)η(z′) + z′ · ∇˜y,Γ˜η(z′)
]
dz′,
and thus ∥∥∥D2ψ˜y∥∥∥
0;B+R(x˜Γ˜)
≤ Cη |g˜y|1;Γ˜y ,∣∣∣ψ˜y∣∣∣
2,β;B+R(x˜Γ˜)
≤ Cη |g˜y|1,β;Γ˜y .
(B.41a)
(B.41b)
Analogous results hold for the norms on B−R(x˜Γ˜). The constant Cη depends on the norms of
η on Γ˜y, and thus, in principle, it could depend on y ∈ PJ and J ∈ N. However, if, for every
x˜Γ˜ ∈ Γ˜y considered, we use, in BR(x˜Γ˜), the same function η translated so that it is centered
in x˜Γ˜, then Cη is independent of J ∈ N and of y ∈ PJ . Combining (B.41) with (B.40), and
using the interpolation inequalities (cf. [55, Cor. 1.2.1]) to bound ‖g˜‖1;Γ˜y , we gather the desired
estimate:∣∣∣∣(D˜2u˜y)±∣∣∣∣
β;B±
R/2
(x˜Γ˜)
≤ C
(
1
R2+β
‖u˜y‖0;BR(x˜Γ˜) +
1
Rβ
∥∥∥F˜±y ∥∥∥
0;B±R (x˜Γ˜)
+
1
Rβ
|g˜y|1;Γ˜y
)
+ C
(
|g˜y|1,β;Γ˜y +
∣∣∣F˜±y ∣∣∣
β;B±R (x˜Γ˜)
)
≤ C
(
1
R2+β
‖u˜y‖0;BR(x˜Γ˜) +
1
R1+β
‖g˜y‖0;Γ˜y + |g˜y|1,β;Γ˜y
)
+ C
(
1
Rβ
∥∥∥F˜±y ∥∥∥
0;B±R (x˜Γ˜)
+
∣∣∣F˜±y ∣∣∣
β;B±R (x˜Γ˜)
)
,
with C = C(n,Λmin,Λmax, β, η) independent of x˜Γ˜, of J ∈ N and of y ∈ PJ .
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