Abstract-The sentiment mining approaches can typically be divided into lexicon and machine learning approaches. Recently there are an increasing number of approaches which combine both to improve the performance when used separately. However, this still lacks contextual understanding which led to the introduction of deep learning approaches which allows for semantic compositionality over a sentiment treebank. This paper enhances the deep learning approach with semantic lexicon so that scores can be computed in-stead merely nominal classification. Besides, neutral classification is also improved. Results suggest that the approach outperforms its original.
INTRODUCTION
Sentiment mining revolves with the identification of the attitude of the writer and the contextual polarity of the written text. It utilizes natural language processing, text analysis and computational linguistics to identify and extract subjective information in the text. A basic task includes classifying the polarity such as positive, negative or neutral, feature/aspect such as memory, battery, and screen size, and emotions such as angry, sad and happy.
Existing works on sentiment mining can be generally classified into machine learning and dictionary approach. The machine learning approach is divided into supervised and unsupervised approach. The former achieves reasonable effectiveness but is usually domain specific, language dependent, and requires labelled data which is often labor intensive. The latter has high demand because publicly available data is often unlabeled and requires robust solutions. The dictionary approaches extract the polarity of the opinion based on lexicons and dictionary (bag) of words such as MPQA lexicon and SentiWordNet. Although the dictionary-based approaches do not require any training, this approach cannot express the meaning of longer phrases in a principled way. Furthermore, the compositionality feature is often lost when there are more than one aspect and matched lexicon mentioned in the text.
A newly introduced approach based on recursive deep model called Stanford Sentiment Mining (SSM) was aimed to maintain the semantic compositionality of sentiment detection by utilizing a Sentiment Treebank. SSM is therefore built upon vector representations for phrases and computes the sentiment based on how meaning is composed based on the sequence and structure of the words in the sentence.
When trained on the Stanford Sentiment Treebank (SST), SSM outperforms all previous methods. SSM is also the only model that can accurately capture the effect of contrastive conjunctions as well as negation and its scope at various tree levels for both positive and negative phrases. However, as a result of classification the SSM model generates a range of 5 values for each sentiment (ranged between 0 to 4, where 0 means the sentiment is completely negative and 4 completely positive), showing that a specific scoring range of the sentiment cannot be obtained. In SSM training must be done in the specific scope of discussion, if not then the classification result will be poor, especially in the case when the correct classification is neutral. Furthermore, scoring information is also lost when there are more than one aspects mentioned in the text. SSM also has weak performance when the text is short and the structure is small, usually leading to negative sentiments which are the result of its training. It also uses the PENN tree structure for labeled training data which is hard to obtain. Therefore, this paper introduces a hybrid integration of SSM and SentiWordNet to gain the efficiency of SSM in terms of the sentence structure exploitation and the scoring ability in SentiWordNet. This combination increases the possibility to give accurate results in domains that it has been never trained. This integration called Sentimetrics also enables sentiment intensity measurement. We also improve the SSM by online learning algorithm which indicates that our engine is able to incrementally learn and update the scoring representation of phrases. Summing up positive and negative points based on words in a sentence is an approach used in most sentiment prediction systems. Our engine predicts the sentiment based on sentence structure and a sentiment word lexicon. This combinational model is not as easily fooled as previous models and has competitive results compared to the other existing approaches.
The rest of the paper is structure as follows. In section two related works are being discussed. Section three highlights the Sentimetrics engine while section four provides the evaluation of the Sentimetrics engine performance against the existing models. Section five concludes the paper.
II. RELATED WORKS
Works on sentiment mining are divided into several focuses namely, (i) the learning model which is divided into the identification of sentiment polarity, (ii) subjectivity understanding and strength processing which include aspect/feature identification, negation and semantic orientation, and (iii) applications such as opinion mining, sentiment categorization and reviews summarization which are useful for companies offering products or services to analyze published reviews to determine user affinity to their products instead of conducting costly market studies or customer satisfaction analyses.
A. Machine Learning Approaches
Bag of words classifiers [1] can work well in longer documents by relying on a few words with strong sentiment like 'awesome' or 'exhilarating.' However, the achievement of works based on this approach is constrained mainly because word order is ignored and cannot accurately classify hard examples of negation. Machine learning approaches fill this gap by modelling learners based on the extracted features such as syntactic, lexical, structural, labels or the combination of these [2] . Therefore, semi-supervised learning, which uses a large amount of unlabeled data together with labeled data to build better learning models, has attracted growing attention in sentiment classification. The most well-known machine learning methods for sentiment mining are the support vector machine (SVM), Naïve Bayes, and the N-gram model [2] .
Naive Bayes assumes a stochastic model of document generation. Using Bayes' rule, the model is inverted in order to predict the most likely class for a new document. SVMs seek a hyperplane represented by vector that separates the positive and negative training vectors of documents with maximum margin. Instead of taking words as the basic unit, N-gram model takes characters (letters, space, or symbols) as the basic unit in the algorithm. Even though machine-learning approaches have made significant advances, applying them to new texts require labeled training data sets. The compilation of these training data requires considerable time and effort, especially since data should be current. In contrast, lexical-based approaches extract the polarity of each sentence in a text. Afterwards, the sense of the opinion words in the phrase is analyzed in order to group polarities, and thus classify its sentiment.
B. Lexical based approaches
Typically, the lexicons are mapped to their semantic value such as adopted in MPQA lexicon [3] and SentiWordNet [4] . Some works utilized the lexicons as part of the feature generation technique to be incorporated in machine learners [5] - [9] while some relies solely on the lexicon for the content identification [10] - [14] .
Esuli and Sebastiani developed a WordNet of sentimental words, which is called SentiWordNet [4] . The SentiWordNet is a popular lexicon-based sentiment analysis tool used by many researches. Eight ternary classifiers were used to make the lexicon. Every WordNet synset was classified as positive, negative or objective, which results into fine grained and exhaustive Lexicon. A small subset of training data was manually tagged. Through usage of small subset of tagged training set, the remaining training data got iteratively labeled or trained. Above-mentioned ternary classifier is made by applying two classification algorithms (Rocchio learner and SVM) on four subsets of training data. As mentioned before, three generated categories are positive, negative or objective. Positivity, negativity or objectivity was demonstrated by using a graded scale.
The main advantage of lexical-based approaches is that once they are built, no training data are necessary. Unfortunately, they also have certain drawbacks. First, most are designed as glossaries of general language words, often based on WordNet, and thus they do not contain either technical terms or colloquial expressions. Secondly, since they are unable to consider context-dependent expressions, such systems achieve very limited accuracy in multi-domain scenarios because the connotation of certain words can be either positive or negative.
Works that combine both lexicon and machine learning approaches have achieved higher precision [8] , [15] . However, recently, works based on deep learning were proposed which were aim to mitigate the necessity to prepare huge amount of labeled training data by higher automation of the lexicon exploitation.
III. A HYBRID OF DEEP LEARNING AND SEMANTIC LEXICON APPROACHES
The deep learning model is similar with neural network due to the shared utilization of layers, trained in a layer-wise way. It is also an approach for unsupervised learning of feature representations, at successively higher levels. This model computes compositional vector representations for phrases of variable length and syntactic type which allows parsing with deep learning.
The deep learning parsing combines word vectors into meaning vectors of phrases, yet preserving word orders. This is done by exploiting the neural network which, for each pair of words there are two values assigned, namely a vector that represents their combination (associated vector), and a plausibility score (associated matrix/personal composition function). These representations will then be used as features to classify each phrase.
A new model called the Recursive Neural Tensor Network (RNTN) [16] is introduced which labels every syntactically plausible phrase generated by the Stanford Parser [17] to train and evaluate the compositional vector representations for phrases of variable length and syntactic type, generated by the SST. SSM creates SST based on PENN tree formation where each node has a sentiment, as shown in the example in Fig. 1 . The SST captures the interaction between the syntax and the complex sentiment (very negative to very positive) which is expressed by five scale '--', '-','0', '+', and '++'. The RNTN model allows deep learning of complex structure such as negation evaluations.
Fig. 1: Example of the Recursive Neural Tensor Network
accurately predicting 5 sentiment classes [16] However, the RNTN model can only classify words based on the nominal classification and has no means to calculate the score of the text. Therefore, we propose a method called Sentimetrics which aims to improve this by giving texts a score resembling the range of positivity or negativity of the sentiment. This would help in more precise mining. Our hypothesis is to increase the accuracy of SSM approach by merging it with a lexical resource. SSM needs to be trained with a treebank in a category to give the desired accuracy. Using a lexical resource could increase the probability of giving more accurate results in categories that the system has never been trained before. Fig. 2 shows the flowchart of the Sentimetrics engine. The input into the Sentimetrics engine goes through two different paths of sentiment analyzing. In the first path, the same process used in SSM will be used on the sentence, but there will be no extra training involved and we will use the trained system as is. Then, the polarity probability matrices [11] is applied in SSM to compute a score to be used later in conjunction with the results in the other path. In the second path we have tokenized and POS tagged the words according to SentiWordnet scores. At the combination phase (Sentiment Scoring Tree including SentiWordnet) we replace the nodes in the first path which have scores assigned in the second path. At the ending step we recalculate the overall sentiment.
Fig. 2: Flowchart of Sentimetrics engine
We have also proposed an online learning framework in to improve the Stanford Sentiment Treebank by utilizing user's evaluation as shown in Fig. 3 . The lexicon database is also modified to accept a variety of score sentiment dictionaries other than SentiWordnet. Our online learning framework starts with the Analysis by Sentiment Sentiment Engine component where each sentence would be analyzed by the Sentimetrics, as discussed before. (The SentiWordnet dictionary may also be replaced with other sentiment dictionaries.) The resulting score would be a PENN tree containing sentiment dictionary and polarity probability scores for each node. A mean value of these scores for each tree node would be calculated and shown to an external evaluator (a human or another evaluating software) for reevaluation in the Reevaluate and Add to Tree bank component. After reevaluation, the sentence would be inserted in the Stanford Sentiment Tree Bank using the same PENN tree structure and the evaluated scores for each node. The overall procedure guarantees online learning. We have used two customer review datasets namely the Canon3G and the Asus dataset [18] to evaluate our proposed method. Our results are compared with SSM and the benchmark sentiment classifications. The SSM has not been trained for the current datasets. It uses its default trained dataset based on movie reviews. The SSM used in our Sentimetrics engine has the same trained set as the SSM used for comparison. Our experiment measures the improvement gained while combining the deep learning method with a scored dictionary like SentiWordnet.
The confusion matric shown in TABLE I shows the number of false and true positive and negatives. We have no neutral value for the dataset as the sentences have been selected to be either positive or negative. The results indicate that Sentimetrics have better performance compared to SSM in both datasets. Sentimetrics achieve this improvement mainly due to the incorporation of SentiWordNet as the scoring mechanism to replace the noun and verbs tagged phrases (if there exist any node with such tags) instead of the SSM's prior probability score. This improvement is consistent as shown in TABLE II where in the Apex dataset the Sentimetrics shows a better sensitivity, accuracy, precision, recall and also better results with the F measure while in the Canon3G dataset Sentimetrics outperform SSM in terms of accuracy, precision, recall and F-measure. The number of natural classifications rises with the number of false positives and negatives due to the lack of training for the SSM in this domain. Our hypothesis has assisted this inefficiency, taking advantage of SentiWordnets scores which are static in different contexts.
V. CONCLUSION
Most works done in the field of sentiment mining are either emphasized on machine learning mechanisms or dictionary approach mechanisms to detect the sentiment. One of the latest of the sentiment analysers in the field of machine learning is the SSM which is based on how meaning is composed. SSM computes the sentiment but it has to be retrained in the specific domain, using a labeled Treebank (Stanford Sentiment Treebank). It also has a limitation in its scoring due to its 5 state classification. Therefore, we proposed an engine that combines the SSM and the Sentiwordnet dictionary to extend the usage to domains never trained before. We used two different datasets and showed that the Sentimetrics engine shows better results compared to SSM in domains which no training has been conducted. Sentimetrics achieved the improvement compared to SSM due to the incorporation of lexicon scores into the sentiment Treebank instead of merely nominal classification. In the future, we will investigate the online learning framework capability when using various sentiment dictionaries.
