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ATLAGTERJATEKOK: OPTIMALIS VEZERLEST}OL OPTIMALIS
TRANSZPORTIG
MESZAROS ALPAR RICHARD
Jelen dolgozatunkkal egy rovid betekintest nyujtunk az ujonnan beveze-
tett atlagterjatekok elmeletebe. Ezen rendszerek optimalis vezerlessel valo
megfogalmazasa es a Nash-tpusu egyensulyi fogalmak elemzese utan, az opti-
malis transzport modern elmeletet felhasznalva targyalunk nehany un. vari-
acios rendszert. Lokalis kapcsolattal ellatott atlagterjatekok gyenge meg-
oldasainak letezeset es unicitasat mutatjuk be. Az alkalmazott modszerek
az optimalis transzport problema un. Benamou{Brenier-megfogalmazasabol
mertkeznek.
1. Bevezetes
Az atlagterjatekok (ang.mean eld games, a tovabbiakban rovidenMFG) elme-
letet nagyjabol egyidej}uleg J.-M. Lasry es a Fields-djas P.-L. Lions ([17, 18, 19])
francia matematikusok, valamint M. Huang, P.E. Caines es R.P. Malhame ([14])
Kanadaban dolgozo mernokok vezettek be. Kes}obb Lions par even keresztul a
parizsi College de France intezmenyben mutatta be ([20]) az elmelet tovabbi fejl}o-
deset. Tulajdonkeppen Lions tekinthet}o az elmelet atyjanak. 2006 ota az elmelet
folyamatosan b}ovul ujabb es ujabb eredmenyekkel (lasd a tovabbi hivatkozasokat),
amelyek nagy mertekben a francia es olasz parcialis dierencialegyenletek es opti-
malis vezerles elmeletek iskolaiban tevekenyked}o neves kutatoknak koszonhet}oek.
Peldaul, MFG rendszerek tanulmanyozasara kifejlesztett numerikus modszereket
az [1, 2, 10, 16] dolgozatokban mutatnak be; MFG rendszerek gyenge megoldasai
a [7, 8, 9] dolgozatban kerulnek tanulmanyozasra, stb.
Az atlagterjatekok valojaban olyan dierencialjatekok1, ahol a jatekosok szama
nagyon nagy, tart vegtelenhez. Az elmelet alapotlete es elnevezese valojaban a sta-
tisztikus zikaban es mechanikaban is megtalalhato atlagter modellekb}ol szarma-
zik. Ha a Bolzmann-, vagy Vlasov-egyenletek szarmaztatasara gondolunk (folyto-
nossagi hatarertekb}ol) lathato, hogy az atlagter elmelet nagyon hasznosnak bizo-
nyul abban, hogy a reszecskek mozgasat (helyzetet, sebesseget) ugymond atla-
golva, egy parcialis dierencialegyenlet-rendszerrel rjuk le. Igy a tobb millio,
1Olyan jatekok, ahol a jatekosok dinamikajat kozonseges (sztochasztikus) dierencialegyenle-
tek rjak le.
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milliard kozonseges dierencialegyenletb}ol allo rendszer megoldasa helyett (ame-
lyek megadnak minden reszecske palyajat), egy parcialis dierencialegyenletekb}ol
allo rendszert tekintunk, ahol az egyik f}o valtozo a reszecskek s}ur}usege (a ma-
sik altalaban a sebesseguk). Termeszetes az is, hogy nem puszta eleganciabol
valasztjuk a masodik megkozeltest, hiszen szinte azonnal belathato, hogy az els}o
kivitelezese (peldaul numerikusan) szinte lehetetlen. Ha csak az N test proble-
mara gondolunk a newtoni/hamiltoni mechanikaban, rogton erezhet}o a problema
nehezsege mar N = 2; 3; : : : ; 10 eseten is. A fenti problemakor eseten N  1018
nagysagrend}u problemakrol beszelunk.
Visszaterve az MFG rendszerekhez megjegyezzuk, hogy ezek a jatekok nem
atomi jatekok, vagyis minden jatekosnak a jatek teljessegehez valo egyenkenti
hozzajarulasa elhanyagolhato. Mas szoval, egy jatek soran nem az egyenek opti-
malis palyajanak megadasan, hanem a populacio s}ur}useg-evoluciojanak tanulma-
nyozasan van a hangsuly.
Jelen dolgozatunkkal egy rovid betekintest szeretnenk nyujtani ezen sznes
elmeletbe. Az MFG-elmelet vegs}o soron a parcialis dierencialegyenletek elmele-
tebe tartozik, de szoros kapcsolatban all az optimalis es sztochasztikus vezerlessel
es az optimalis transzport elmelettel. Nem utolsosorban mely valoszn}usegsza-
mtasi megkozeltesei is vannak. A dolgozat celja, hogy nehany ilyen kapcsola-
tot bemutassunk es elemezzunk. Mellektermekkent rovid betekintest nyujtunk az
optimalis transzport ujszer}u elmeletebe, amely alkalmazhatosaga nehany variacios
MFG-rendszer (gyenge) megoldasainak tanulmanyozasaban is megtalalhato.
Egy MFG-rendszer altalaban a kovetkez}o kapcsolt Hamilton-Jacobi-Bellman
(a tovabbiakban roviden HJB) es Fokker-Planck (a tovabbiakban roviden FP)
egyenletekb}ol allo parcialis dierencialegyenlet-rendszert jelenti8>><>>:
 @tu(t; x)  u(t; x) +H(x;ru(t; x)) = f(x;m(t; x)); [0; T ) Td
@tm(t; x)  m(t; x)  div (rpH(x;ru(t; x))m(t; x)) = 0; (0; T ] Td;
m(0; x) = m0; u(T; x) = g(x); Td:
(MFG)
Ebben a rendszerben az u valtozo jelenti egy tipikus ugynok nyeresegfuggvenyet,
es az m valtozo a populacio s}ur}useget adja meg. A rendszer bemeneti adatai az
f; g fuggvenyek, a H hamiltoni fuggveny, a   0 valos parameter, valamint m0 az
ugynokok kezdeti s}ur}usegfuggvenye. A jatek T > 0 ideig tart, es jelen esetben a
Td := Rd=Zd teren tortenik. A kes}obbiekben reszletesen elemezzuk ezen bemeneti
adatokat.
A dolgozat feleptese a kovetkez}o: A 2. fejezetben az MFG-rendszerek eredeti
optimalis vezerles alapu megkozelteset vazoljuk. Ebb}ol a megkozeltesb}ol lat-
hato a Nash-egyensulyi fogalom is. A 3. fejezetben roviden vazoljuk az optimalis
transzport elmelet f}obb alappilleret. Itt bemutatjuk a Monge-, illetve Kantorovich-
problemakat, Brenier tetelet, McCann interpolaciojat es a Wasserstein-terek szer-
keszteset. Tovabba megadjuk az un. Benamou-Brenier dinamikus formulaciot,
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amely a Wasserstein-ter dierencialgeometriai elemzesehez es geodetikusok ertel-
mezesehez vezet. A 4. fejezetben teremtjuk meg a kapcsolatot az optimalis transz-
port Benamou{Brenier-formulacioja es az MFG-rendszerek variacios megkozeltese
kozott. Parcialis dierencialegyenletek optimalis vezerlesere es a konvex analzis-
b}ol ismeretes Fenchel{Rockafellar-tpusu tetelekre alapozva, igazolni lehet varia-
cios MFG-rendszerek gyenge megoldasainak letezeset es parcialis uniciatat.
2. MFG-rendszerek optimalis vezerles alapu megfogalmazasa
Ebben a fejezetben alapul veve J.-M. Lasry es P.-L. Lions bevezet}o munkait
(lasd [17, 18, 19]), valamint a kes}obbiekben P.-L. Lions altal tartott el}oadas soro-
zatot ([20]), megadjuk nehany MFG-rendszer lerasat. Az altalanossag megser-
tese nelkul a Td = Rd=Zd (d  2) toruszon dolgozunk (peremfeltetelek elkerulese
vegett). A tovabbiakban, egy Td-n ertelmezett fuggveny azt jelenti, hogy a fugg-
veny Rd-n ertelmezett es Zd periodikus.
Tekintsuk a kovetkez}o sztochasztikus dierencialjatekot: adott egy N > 1
ugynokb}ol allo populacio. Az ugynokok szabadon mozoghatnak Td-n [0; T ] id}o-
intervallum alatt. Az i edik ugynok, aki a t id}opillanatban az xi 2 Td pontban
tartozkodik tekinti, a kovetkez}o sztochasztikus vezerlesi problemat
ui(t; xi) := inf E
8<:
Z T
t
L(Xi(s); i(s))+f
0@Xi(s); 1
N   1
X
i 6=j
Xj(s)
1Ads+ gXi(T )
9=;; (1)
a
dXi(s) = i(s)ds+
p
2dBi(s); s 2 (t; T ] es Xi(t) = xi
feltetelekkel. Ebben a problemaban L : TdRd ! R egy adott Lagrange-fuggveny;
f : TdP(Td)! R (itt P(Td) a Td Borel-halmazain ertelmezett valoszn}usegi mer-
tekek teret jeloli) adott fuggveny kepezi a kapcsolatot a jatekosok kozott es egyben
az un. uzemeltetesi koltseget; g : Td ! R szinten egy adott fuggveny, amely a jatek
vegs}o koltseget kepezi. Lathato, hogy minden ugynok optimalizalasi problemaja
fugg a tobbi ugynokt}ol, ezek empirikus merteke szerint. Tovabba   0 egy valos
parameter,  = 0 eseten determinisztikus (els}orend}u) modellr}ol beszelunk, vala-
mint a Bi k i 2 f1; : : : ; Ng fuggetlen d dimenzios Brown-mozgasok Td-n. A fenti
problemaban x az x 2 Td pontban vett Dirac-delta merteket jeloli.
Formalisan dolgozva, az empirikus mertekek konvergenciaja mellett (a t id}opil-
lanatban a populacio s}ur}useget megado valoszn}usegi mertekhez),
1
N   1
X
i 6=j
Xj(t) *m(t; ) 2 P(Td); a gyenge   topologiaban; amint N ! +1;
a fenti optimalizalasi problema felrhato barmely tipikus ugynok eseten, bemen}o
valtozokent hasznalva az ugynokok s}ur}useget. Igy ez a problema felrhato az in-
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dexek elhagyasa utan a kovetkez}o alakban:
u(t; x) := inf E
Z T
t
L(X(s); (s)) + f (X(s);m(s;X(s))) ds+ g (X(T ))

;
a
dX(s) = (s)ds+
p
2dB(s); s 2 (t; T ] es X(t) = x
feltetellel. A bemeneti fuggvenyek bizonyos regularitasi feltetelei mellett a szto-
chasztikus vezerles elmelete biztostja az optimalis  vezerlesek letezeset mindket
fenti problema eseten (gy mindket problemaban az inf valojaban min). Tovabba
 visszacsatolas (feedback) formaban, az (t; x) :=  rpH(x;ru(t; x)) formula-
val adott, ahol a H : TdRd ! R hamiltoni fuggveny az L masodik valtozo szerint
vett Legendre{Fenchel-transzformaltja. Tovabba az u ertekfuggveny formalisan
megold egy Hamilton{Jacobi{Bellman-tpusu egyenletet, mg a populacio s}ur}u-
sege, amely az m(t; ) := Law(X(t)) formulaval adott, egy Fokker{Planck-egyenlet
szerint fog valtozni, a formalisan felrt optimalis  vektormez}o szerint. Ezt
konnyen belathatjuk az Ito^-kalkulust hasznalva. Az iment hasznalt Law-jeloles
a kovetkez}okeppen ertelmezhet}o: egy Td-n ertelmezett Y valoszn}usegi valtozo
eseten, Y torvenye a  := Law(Y ) valoszn}usegi mertek, uh.Z
Td
'(x) d(x) = E ('(Y ))
minden ' : Td ! R folytonos fuggveny eseten.
A fentiek alapjan az MFG-rendszer egy kapcsolt HJB- es FP-egyenletekb}ol allo
rendszer:8>><>>:
 @tu(t; x)  u(t; x) +H(x;ru(t; x)) = f(x;m(t; x)); [0; T ) Td
@tm(t; x)  m(t; x)  div (rpH(x;ru(t; x))m(t; x)) = 0; (0; T ] Td;
m(0; x) = m0; u(T; x) = g(x); Td:
Minden esetben ismeretes az ugynok populacio kezdeti konguracioja, az
m0 2 P(Td) valoszn}usegi mertek.
A gyelmes olvaso eszrevehette, hogy bizonyos ertelemben
"
csalas" tortent a
fenti rendszer szarmaztatasa soran. Valoban, hiszen az u ertekfuggveny ertelme-
zese soran szukseg vanm-re, mint bemeneti adatra, kes}obb pedigm-et az optimalis
trajektoria segtsegevel (m(t; ) := Law(X(t))) { amely fugg m-t}ol { ertelmeztuk.
Valojaban a csalas azzal magyarazhato, hogy a fenti rendszer megoldasa egy Nash-
egyensulyt is kodol a jatekban.
Pontosabban, a kovetkez}o tortenik a rendszer szarmaztatasa soran: az optima-
lis vezerles problema eseten a tipikus ugynok
"
el}orejelzi" a populacio s}ur}usegenek
valtozasat, m(t; )-et. Ennek segtsegevel meg tudja hatarozni az optimalis palya-
jat, valamint az optimalis vezerlest, -t. Ez alapjan ertelmezni tud egy uj valo-
szn}usegi merteket, mint ~m(t; ) := Law(X(t)); amely az FP-egyenlet megoldasat
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fogja eredmenyezni. Ha az el}orejelzes helyes volt, vagyis m = ~m, akkor Nash-
egyensulyrol beszelunk, valamint (MFG)-nek van megoldasa. Ebben az esetben az
m valoszn}usegi mertek egyben megkozelt}o Nash-egyensulykent is szolgal veges,
de nagy szammal rendelkez}o (1) tpusu dierencialjatekok eseten.
A fenti (MFG) rendszer megoldasanak letezese nehez kerdesnek bizonyul.
Abban az esetben, amikor a kapcsolatot jelent}o f fuggveny nem lokalis es regu-
larizalo (peldaul az m szerinti fugges valamilyen konvolucioval adott) Lasry es
Lions igazoltak (lasd [17, 18, 19, 20]) az er}os megoldasok letezeset (es bizonyos
monotonicitasi feltetelek mellett az unicitasat is), els}orend}u ( = 0) eseten is,
tobbnyire xpont alapu eljarasokat hasznalva. Az el}obbi el}orejelzes-eljaras is uta-
las a xpontos megkozeltesre, de ez csak regularizalo operator esetes kivitelezhet}o.
Lokalis fuggvenyek eseten, amikor f nem regularizal (peldaul f(x;m) = m;
ahol  2 R adott hatvany), a letezes kerdese sokkal melyebb. Itt megemltenenk
peldanak D. Gomes es munkatarsai munkajat ([12]), akik a kovetkez}o rendszert
tanulmanyoztak:
8>><>>:
 @tu(t; x) u(t; x) +H(x;ru(t; x)) = m(t; x); [0; T ) Td
@tm(t; x) m(t; x)  div (rpH(x;ru(t; x))m(t; x)) = 0; (0; T ] Td;
m(0; x) = m0; u(T; x) = g(x); Td:
Nehany strukturalis feltetel mellett, H szubkvadratikus 1+1=(d+1) <  < 2 nove-
kedessel a masodik valtozoban, 0 <  <  , ahol  egy fels}o korlat, ami konk-
retan kiszamolhato a tobbi parameter fuggvenyeben, es m0; g 2 C1(Td); a fenti
lokalis rendszernek letezik egyertelm}u klasszikus megoldasa. Az eredmeny iga-
zolasara a szerz}ok Gagliardo{Nirenberg-tpusu interpolacios eljarasokat es egyeb
PDE-temakorben hasznalatos a priori becsleseket hasznalnak.
Ez a dolgozat is azt igazolja, hogy altalanos esetben meg mindig nagyon keveset
tudunk a lokalis kapcsolattal ellatott MFG-rendszerekr}ol. Tovabba el}orevetti azt
a tenyt is, hogy kulonboz}o gyenge megoldasok letezesere sokkal tobb remeny lehet.
Egy nagyon hasznos elmelet, amely MFG-rendszerek tanulmanyozasabal is segtse-
gunkre lesz, az optimalis transzport elmelet. Ezen elmelet elemeit a kovetkez}okben
vazoljuk.
3. Optimalis transzport eszkoztar
Az optimalis transzport elmelet alapjait Gaspard Monge francia matematikus
tette le 1781-ben (lasd [27]). Matematikai nyelvezettel ez a problema a kovetke-
z}okeppen fogalmazhato meg: adott  es , a d-dimenzios Lebesgue-mertekre (Ld)
nezve abszolut folytonos (jel: ;   Ld) valoszn}usegi mertek Rd-n, f; illetve g
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s}ur}usegfuggvenyekkel, vagyis  = f  Ld es  = g  Ld ugy, hogyZ
Rd
f(x) dx =
Z
Rd
g(x) dx = 1:
Talaljuk meg azt a (merhet}o) T : Rd ! Rd lekepezest amely az f s}ur}useget a g-be
transzportalja (jel: T#f = g) es kozben optimalizalja a transzportalasi koltseget,
azaz
T 2 argmin
Z
Rd
jx  S(x)jf(x)dx : S#f = g

: (MP)
A fenti problema eseten, ha letezik optimalis T; ezt optimalis transzport lekepe-
zesnek nevezzuk. Az (MP) problemat termeszetes modon megfogalmazhatjuk alta-
lanos valoszn}usegi mertekek eseten (nem feltetlenul kell megkovetelni az abszolut
folytonossagot).
A tovabbiakban egy (X; d) lengyel (teljes, szeparabilis metrikus) ter eseten
jeloljuk az X Borel-halmazain ertelmezett valoszn}usegi mertekek teret P(X)-szel.
Nemkompakt X eseten megkulonboztetjuk a Pp(X) tereket (1  p < +1, veges
p edrend}u momentummal rendelkez}o mertekek), amelyeket a kovetkez}okeppen
ertelmezhetuk: legyen x0 2 X egy tetsz}oleges rogztett pont. Ekkor
Pp(X) :=

 2 P(X) :
Z
X
d(x0; x)
p d(x) < +1

:
Nyilvanvaloan, ha X kompakt, akkor P(X) ekvivalens Pp(X)-szel barmely
1  p < +1 eseten.
A mi esetunkben altalaban X = Rd; X = 
, ahol 
  Rd egy kompakt hal-
maz, X = Td a d-dimenzios torusz (Td := Rd=Zd), vagy X = M , egy kompakt
Riemann-sokasag. Mivel sok eredmeny kijelentese eseten nem jelent plusz er}ofesz-
test absztraktabb terekkel dolgozni, ezert mi is altalanosan lengyel terekkel fogunk
dolgozni. Viszont legtobbszor sajatosan az euklideszi keretek kozott maradunk.
Most nezzuk, mit is jelent pontosabban egy merhet}o lekepezes eseten a
"
transz-
portacio"fogalma. LegyenekX;Y lengyel terek, T : X ! Y merhet}o, es  2 P(X).
Ekkor P(Y ) 3  := T# ( a  mertek T lekepezes altal vett transzport merteke,
vagy ang. push-forward-ja) azt jelenti, hogy barmely B 2 B(Y ) Borel-halmaz
eseten (B) = (T 1(B)): Ez a feltetel tesztfuggvenyekre terve azt jelenti, hogyZ
X
'(T (x)) d(x) =
Z
Y
'(y) d(y); 8 ' : Y ! R korlatos esten:
Visszaterve Monge problemajahoz elmondhatjuk, hogy (MP) teljes altalanos-
sagaban tobb mint 150 evig megoldatlan maradt. Nagyon egyszer}u belatni, hogy
a fenti problemanak nem mindig letezik megoldasa. Ennek erdekeben tekintsuk
peldaul az X = Y = R es  := 0, valamint  := 121 +
1
22 esetet, ahol x az
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x pontban vett Dirac-delta merteket jeloli. Ebben az esetben a T# =  felte-
tel ures, hiszen egyetlen lekepezes sem letezik, amely
"
szethastana" a 0 ban lev}o
tomeget.
Tekintsunk egy masik peldat (lasd [32]): Legyenek
X = Y = R2; A = f 1g  [0; 1]; B = f0g  [0; 1] es C = f1g  [0; 1]
fugg}oleges szakaszok. Legyenek tovabba  := H1 B es  :=
1
2
H1 A+
1
2
H1 C;
ahol H1 D az 1-dimenzios Hausdor-merteknek a D H1-merhet}o halmazra valo
lesz}ukteset jeloli. Ekkor nyilvan leteznek T : R2 ! R2 merhet}o lekepezesek u.h.
T# = ; de konny}u belatni, hogy nincsen optimalis megoldasa az (MP) problema-
nak. Valoban, ennek erdekeben szerkesszuk a kovetkez}o transzport lekepezeseket:
Legyen n 2 N, es osszuk fel a B szakaszt 2n reszre ugy, hogy minden kis szakasz
hossza 1=2n legyen. Legyenek ezek a szakaszok fentr}ol lefele haladva (Bi)i2f1;:::;2ng:
Osszuk fel tovabba az A es C szakaszokat n reszre ugy, hogy minden kis szakasz
hossza 1=n legyen. Legyenek ezek a szakaszok fentr}ol lefele haladva (Ai)i2f1;:::;ng,
illetve (Ci)i2f1;:::;ng. Ekkor szerkesszuk meg a Tn : B ! A [ C darabonkent an
lekepezeseket, amelyek a B2i 1 szakaszokat Ai-be, valamint a B2i szakaszokat a
Ci-be viszik at, minden i 2 f1; : : : ; ng eseten. Minden ilyen lekepezes koltsege az
(MP) problemaban kisebb, vagy egyenl}o, mint
P2n
i=1
1
2n
q
1 +
 
1
n
2
=
q
1 +
 
1
n
2
:
Ha n! +1; akkor ez a koltseg tart 1-hez, es nyilvanvalo, hogy ha letezik optima-
lis transzport lekepezes, akkor ennek koltsege nem lehet kisebb, mint 1, hiszen a
B pontjai legalabb 1 tavolsagra vannak az A es a C pontjaitol is. Masfel}ol belat-
hato, hogy a Tn lekepezessorozatnak nem letezik pontonkenti hatarerteke, hiszen
az esetleges T hatarertekre egyidej}uleg kellene teljesuljon, hogy T = T1 es T = T2;
ahol T1(x) = x+ e1, T2(x) = x  e1 es e1 = (1; 0)> 2 R2, ami termeszetesen lehe-
tetlen. Mas szoval, ebben az esetben is az optimalis lekepezes szet kellene hastsa
a B pontjaiban lev}o tomegeket. Vegyuk eszre, hogy Tn *
1
2T1 +
1
2T2; gyenge
ertelemben, amib}ol az is latszik, hogy (MP) nem bizonyul stabilnak a transzport
lekepezesek gyenge konvergenciajat illet}oen.
Monge problemajat teljes altalanossagaban L. Kantorovich orosz matemati-
kus es Nobel-djas kozgazdasz valaszolta meg 1942-ben (lasd [15]). }O az (MP)
problema egy kovetkez}o relaxalt valtozatat tekintette. Terjunk vissza az abszt-
raktabb kornyezetbe, legyenek X es Y (nem feltetlenul kompakt) lengyel terek,
es c : X  Y ! R [ f+1g egy tetsz}oleges alulrol felig folytonos es alulrol korla-
tos koltsegfuggveny (az euklideszi esetben c(x; y) = jx   yj az el}obb felrt (MP)
problema koltsegfuggvenye), es tekintsuk a kovetkez}o problemat:
inf
Z
XY
c(x; y) d(x; y) :  2 (; )

; (KP)
ahol (; ) := f 2 P(X  Y ) : (x)# = ; (y)# = g es x : X  Y ! X,
valamint y : XY ! Y a kanonikus projekciok. Konnyen belathato, hogy (KP)
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eseten a feltetel soha nem lehet ures, hiszen barmely  2 P(X);  2 P(Y ) eseten

  2 (; ): Valoban, hiszen a 
  szorzatteren ertelmezett metek x szerinti
projekcioja , es y szerinti projekcioja .
Az is konnyen igazolhato, hogy a (KP) problemanak mindig van megoldasa. Ez
a teny belathato alkalmazva a variacioszamtas direkt modszeret. Ehhez elegend}o
igazolni, hogy barmely (n)n1 minimalizalo sorozatnak van gyenge-? konvergens
reszsorozata, a gyenge hatarertek megengedhet}o megoldas valamint, hogy az (KP)
problemaban szerepl}o funkcional alulrol felig folytonos az iment emltett konver-
genciara nezve. Ha megkovetelnenk, hogy az X es Y terek kompaktak legyenek,
akkor a minimizalo sorozat szekvencialis kompaktsaga a (szekvencialis) Banach{
Alaoglu-tetel kovetkezmenye lenne. Valoban, hiszen kompakt teren ertelmezett
folytonos fuggvenyek tere szeparabilis, es P(X  Y ) resze ezen ter dualisanak.
Viszont altalanos esetben, ha az X es Y terek nem kompaktak, ez a megkozel-
tes nem hasznalhato. Ekkor egy melyebb eredmeny, Prokhorov tetele fogja ered-
menyezni a szekvencialis kompaktsagot, hiszen a minimalizalo sorozat un. sz}uk
(ang. tight) merteksorozat. A funkcional alulrol felig folytonossaga a gyenge-?
konvergenciara nezve egy jol ismert eredmeny, amely a c fuggveny alulrol felig
folytonossaganak es alulrol korlatossaganak kovetkezmenye.
A (KP) problema  optimalizalojat optimalis transzport tervnek nevezzuk.
A kapcsolat az (MP) es (KP) problemak kozott konnyen felfedezhet}o: ha lete-
zik optimalis T lekepezes az (MP) eseten, akkor  := (id; T )# optimalis terv a
(KP) eseten.
3.1. Kantorovich-potencial, Wasserstein-terek es Brenier tetele
Konvex analzisben hasznalatos dualitasi technikak segtsegevel felrhatjuk a
(KP) problema dualisat a kovetkez}okeppen:
sup
Z
X
'(x)d(x) +
Z
Y
 (y)d(y) :
' 2 Cb(X);  2 Cb(Y ) es '(x) +  (y)  c(x; y); 8(x; y) 2 X  Y

;
(DP)
ahol Cb(X) az X-en ertelmezett folytonos es korlatos fuggvenyek teret jeloli.
A (DP)-ben hasznalt ' es  fuggvenyeket Kantorovich potencialoknak nevez-
zuk. Szinten konvex analzisb}ol ismert Rockafellar tetelenek segtsegevel igazol-
hato, hogy leteznek az optimalis '; fuggvenyek, valamint min (KP) = max (DP):
X = Y = Rd eseten kulonos jelent}oseggel brnak a c(x; y) = jx   yjp alaku
koltsegek (1  p  +1). Ebben az esetben ertelmezhetjuk minden ;  2 Pp(Rd)
eseten az un. Wasserstein-metrikat, mint
Wp(; ) := min
Z
RdRd
jx  yjp d (x; y) :  2 (; )
 1
p
:
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Wp metrizalja a valoszn}usegi mertekek gyengye- topologiajat. A (Pp(Rd);Wp)
teret Wasserstein-ternek nevezzuk. Termeszetesen ezen terek megszerkeszthet}oek,
ha (Rd; jx  yj) helyett egy altalanos (X; d) metrikus teret tekintunk.
Az elmult 25{30 evben az optimalis transzport elmelet oriasi fejl}odesen ment
keresztul. Valojaban Y. Brenier es R. J. McCann voltak azok, akik lefektettek az
elmelet mai arculatanak alapjait. A kovetkez}okben ismertetjuk Y. Brenier tetelet
az optimalis transzport lekepezesek letezeser}ol es jellemzeser}ol.
3.1. Tetel. (Y. Brenier, 1987, [5]) Legyenek ;  2 P(
); ahol 
  Rd
kompakt. Tekintsuk tovabba a c(x; y) := h(x   y) koltsegfuggvenyt, ahol
h : 
 ! R [ f+1g egy szigoruan konvex fuggveny. Ekkor letezik egy opti-
mals  2 P(
  
) terv a (KP) problemaban. Ha   Ld, akkor  egyertelm}u,
letezik egy egyertelm}u T optimalis transzport lekepezes az (MP) problemaban
es  = (id; T )#. Tovabba, leteznek '; : 
 ! R optimalis Kantorovich-
pontencialok a (DP) problemaban es
T (x) := x  (rh) 1(r'(x)):
Megjegyzes.
(i) A fenti tetel eredetileg a c(x; y) = jx  yj2 koltsegfuggvenyre volt meg-
fogalmazva, de kulonosebb nehezseg nelkul felrhato minden
c(x; y) := h(x  y)
alaku fuggvenyre a megadott feltetelekkel (lasd [11]).
(ii) A tetel feltetelei kozul a   Ld feltetel ( abszolut folytonos a
d dimenzios Lebesgue-mertekre nezve) kicserelhet}o arra, hogy
(A) = 0 barmely A  
; ahol A Hausdor-dimenzioja (d   1) (lasd
[11]).
(iii) Y. Brenier tetelet megfogalmazhatjuk kompakt Riemann-sokasagok
eseteben is, ahol a koltsegfuggveny c(x; y) = d2(x; y), es d a soka-
sagon ertelmezett Riemann-tavolsag. Ez az eredmeny R. J. McCann
nevehez f}uz}odik (lasd [24]).
3.2. Benamou{Brenier-formulacio es geodetikusok (Pp(Rd);Wp) ben
J.-D. Benamou es Y. Brenier egy uj formulaciot adtak az (MP) es (KP) optima-
lis transzport problemaknak (lasd [4]). Otletuk a folyadekmechanikabol ered. Pon-
tosabban a folyadekmechanikaban ismeretes un. euleri modellek ihlettek a kuta-
tokat a kovetkez}o problema felrasara. Adott ;  2 Pp(Rd) eseten tekintsuk a
kovetkez}o problemat
inf
Z 1
0
Z
Rd
jvtj2 dt(x)dt : @tt +r  (tvt) = 0; 0 = ; 1 = 

: (BB)
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A fenti problemaban az optimalizalas minden (; v) id}ofugg}o (a [0; 1] id}ointerval-
lumon) mertek es vektormez}o paros szerint tortenik, amelyen gyenge megoldasat
kepezik a felrt folytonossagi egyenletnek a  kezdeti es  vegs}o peremfeltetelekkel.
Ismet konvex analzisbeli technikakat hasznalva igazolhatjuk, hogy
W 22 (; ) = min (BB);
ahol W2(; ) a fentebb bevezetett Wasserstein-metrika.
A (BB) problema megoldasa soran szerkesztunk egy optimalis mertekgorbet
[0; 1] 3 t 7! t 2 P(
) es egy vektormez}ot, amelyek megoldanak egy folytonossagi
egyenletet. A t 7! t gorbe osszekoti a  es  mertekeket ugy, hogy kozben
kinetikus energiat, un. hatast (ang. action) minimalizal. Ebb}ol a szempontbol a
t gorbet geodetikus vonalnak tekinthetjuk a Wasserstein-terben. Termeszetesen
a (BB) problemat megfogalmazhatjuk altalanosan barmely Wp (1  p  +1)
metrika eseten.
A geodetikus vonalakat maskeppen is ertelmezhetjuk, R. J. McCann interpo-
lacioja segtsegevel. Tetelezzuk fel, hogy   Ld es   Ld (altalanos esetben a
traszport lekepezesek helyett transzport tervekre kell terni), valamint tekintsuk a
kvadratikus esetet. Ekkor egyertelm}uen letezik egy optimalis transzport lekepezes
T , megoldasa az (MP) problemanak. Ertelmezzuk minden t 2 [0; 1] eseten a
Tt := (1  t)id + tT
lekepezest es a
t := (Tt)#
gorbet. Ez a gorbe egy geodetikus vonalat eredmenyez, amely osszekoti a  es
 mertekeket, valamint a megfelel}o vt vektormez}ovel { amelyet megadhatunk a
vt := (T   id)  T 1t formulaval { megoldasa a (BB) problemanak. Ezzel a szer-
kesztessel R. J. McCann eredeti motivacioja egy uj konvexitasi fogalom bevezetese
volt. Ha funkcionalokat ertelmezunk a Wasserstein-teren, es optimalizalasi felada-
tokat szeretnenk megoldani ezen funkcionalok segtsegevel, jogosan fogalmazzuk
meg a kerdest, hogy melyik lenne a legtermeszetesebb konvexitasi fogalom ezen
keretek kozott. Erre a kerdesre a mar emltett [23] dolgozat adja a valaszt, amely
ilyen geodetikusok menten vett konvexitast ertelmez, amit a szerz}o elmozdulas
konvexitasnak (ang. displacement convexity) keresztel.
Ebben a szovegkornyezetben megemltjuk F. Otto munkajat is (lasd [28]), aki
els}ok kozott fogalmazta meg a Wasserstein-terek ezen jelleg}u dierencialgeometriai
vonzatait. Igy a szakirodalom mai allaspontja szerint nyilvanvalo, hogy a valosz-
n}usegi mertekek Wasserstein-tere, (Pp(X);Wp) ebb}ol a szempontbol egy vegte-
len dimenzios sokasagnak tekinthet}o, amelyet dierencialis strukturaval lathatunk
el. Ez a meglatas kaput nyitott a metrikus mertekterek egzotikus strukturainak
melyebb megismeresehez. Itt megemltenenk idezes nelkul f}okent C. Villani,
J. Lott, K.-T. Sturm, L. Ambrosio, N. Gigli, G. Savare es masok munkait, amelyek
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robbanasszer}uen kezdik feltarni ezt a 20 evvel ezel}ott meg szinte ismeretlennek velt
vilagot. Manapsag peldaul (Ricci) gorbulet fogalommal tudunk ellatni metrikus
mertektereket es h}ofolyamot tudunk ertelmezni ugyanitt. Es mindezt az optimalis
transzport elmeletnek koszonhet}oen.
Az optimalis transzport elmelet melyrehato naprakesz eredmenyeit megtalaljuk
a Fields-djas C. Villani ket monograajaban (lasd [31, 32]), L. Ambrosio, N. Gigli
es G. Savare monograajaban (lasd [3]), valamint a F. Santambrogio monograa-
jaban (lasd [30]).
4. MFG-rendszerek variacios megfogalmazasa: kapcsolatok
Benamou-Brenierrel
Ebben a fejezetben egy masik szempontbol vizsgaljuk meg az MFG-rendszereket.
Az eddig bemutatott optimalis vezerles alapu megfogalmazas, valamint a kulon-
boz}o PDE-technikak alkalmazasa mellett az (MFG) tpusu rendszerek hozzarendel-
het}ok variacioszamtashoz kapcsolodo problemakhoz.
Valoban, formalisan az (MFG) rendszer felfoghato, mint a kovetkez}o variacios
problema optimalitasi feltetele:
inf
(m;w)2KP
Z T
0
Z
Td

m(t; x)L

x; w(t; x)
m(t; x)

+ F (x;m(t; x))

dxdt+Z
Rd
g(x)m(T; x) dx;
(2)
ahol
KP := f(m;w) 2 XP  YP : @tm  m+ div(w) = 0; m(0; x) = m0g ;
es F (x;m) :=
Z m
0
f(x; s) ds, valamint m0 2 L1(Td), amely teljesti az m0  0
es
Z
Td
m0 dx = 1 felteteleket. A fenti problemaban felrt funkcional valojaban az
(MFG) rendszer energiafunkcionaljanak tekinthet}o.
Itt azXP es YP terek fuggvenytereket jelolnek, amelyek termeszetesen fuggenek
az L Lagrange-fuggveny es az F novekedeset}ol. A KP halmaz deniciojaban vett
Fokker{Planck-egyenletet a megfel}o gyenge ertelemben terkintjuk. A kes}obbiekben
reszletezzuk ezen terek tulajdonsagait, valamint tovabbi reszletek megtalalhatoak
a [7] es a [8] dolgozatokban.
A fenti problema a Fokker{Planck-egyenlet egy optimalis vezerlesi feladatanak
tekinthet}o. A gyelmes olvaso ezen problema olvasasa soran felismerheti a kapcso-
latot az iment emltett Benamou{Brenier-formulaval (lasd (BB)). Valoban,  = 0
es f  0 eseten, valamint L(x; p) = H(x; p) = jpj2 megvalasztasaval majdnem
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a (BB) problemahoz jutunk. Pontosabban, ahhoz, hogy az gy megfogalmazott
problemanak ertelme legyen, egy vegs}o s}ur}useget (mT 2 P(Td)) is meg kellene
adni. Ebben az esetben a rendszer egyenletei (mivel nincsen kapcsolat a kett}o
kozott) kulon-kulon is megoldhatoak.
Lathato, hogy az el}oz}o szemleltetes teljes mertekben formalis. El}oszor is, egy-
altalan nem vilagos, hogy a fenti problemanak letezik-e megoldasa (ez termeszete-
sen kapcsolatban van az XP  YP ter megvalasztasaval). Masodszor, ha igazolni
is tudjuk a letezest, utana sem vilagos a optimalitasi feltetelek szarmaztatasa.
Gyakorlatilag, szuksegunk lenne a fenti funkcional Ga^teaux-szubdierencialjanak
a felrasara. Ez viszonylag nehezkes kerdesnek bizonyul. Id}ofuggetlen problemak
es viszonylag regularis mertekek eseten, hasonlo funkcional szubdierencialjanak
jellemzese megtalalhato a [26] dolgozatban.
Az optimalitasi feltetelek levezetese es a letezes igazolasa erdekeben bevezet-
juk a (2) problema dualisat (konvex analzis ertelemben). Tekintsuk a kovetkez}o
problemat:
inf
(u;)2KD
Z T
0
Z
Td
F (x; (t; x)) dxdt 
Z
Td
u(0; x)m0(x) dx; (3)
ahol
KD := f(u; ) 2 XD  YD :  @tu(t; x)  u(t; x) +H(x;ru(t; x)) = (t; x) ;
u(T; x) = g(x)g ;
es az F  az F fuggveny masodik valtozoja szerint vett Legendre{Fenchel-transzfor-
maltja. Ez a problema a viszkozus Hamilton{Jacobi{Bellman-egyenlet optimalis
vezerlesi feladatanak tekinthet}o.
Innen is latszik, hogy az MFG-rendszerekben szerepl}o HJB-, valamint FP-
egyenletek valojaban egymas dualisai. A kozelmultban f}okent P. Cardaliaguet es
munkatarsai nagy mertekben tanulmanyoztak hasonlo tpusu problemakat (last [7,
8, 9]). Igy elmondhatjuk, hogy ebben a kontextusban valamelyest sikerult az MFG-
rendszerek gyenge megoldasainak vizsgalata, melyebb megertese. A kovetkez}okben
szemleltetjuk P. Cardaliaguet es P. J. Graber gyenge megoldasait.
4.1. P. Cardaliaguet es P. J. Graber gyenge megoldasai
P. Cardaliaguet es P. J. Graber tobbnyire els}orend}u rendszereket tanulmanyoz-
tak, de a gondolatmenet m}ukodik altalanosabb, masodrend}u rendszerek eseten is
(last [9]). Ezert a tovabbiakban mi is els}orend}u rendszereket tekintunk, vagyis
 = 0 (a bemutatott eredmenyek megtalalhatok a [7, 8] dolgozatokban).
Tekintsuk a kovetkez}o felteteleket:
1. (Feltetelek a kezdeti es vegs}o adatokra.) Legyen m0 egy folytonos valosz-
n}usegi mertek Td n, amely abszolut folytonos a Lebesgue-mertekre nezve,
es m0 > 0: Tovabba legyen g : Td ! R Lipschitz-folytonos.
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2. (Feltetelek a Hamilton-i fuggvenyre.) Legyen H : Td  Rd ! R folytonos
mindket valtozoban, konvex es dierencialhato a masodik valtozoban, es
rpH folytonos mindket valtozoban. Tovabba H novekedese szuperlinearis
a gradiens valtozoban: letezik r > 1 es C > 0 uh.
1
rC
jpjr   C  H(x; p)  C
r
jpjr + C; (4)
H(x; ) az el}obbi feltetelek miatt teljesti a
1
r0C
jqjr0   C  H(x; q)  C
r0
jqjr0 + C (5)
feltetelt, ahol r0 az r konjugaltja, vagyis 1=r + 1=r0 = 1.
3. (Feltetelek a kapcsolatot teremt}o fuggvenyre.) Legyen f folytonos
Td  (0;+1) n, szigoruan novekv}o a masodik valtozoban, es f(x; 0) = 0.
Tovabba teljesuljon a kovetkez}o novekedesi feltetel: letezik C > 0 es q > 1
uh.
1
C
jmjq 1   C  f(x;m)  Cjmjq 1 + C; 8m  1; (6)
ahol a kapcsolatot az r es a q kozott az r > maxfd(q 1); 1g feltetel kepezi.
Hasonlo novekedesi feltetel fogalmazhato meg az F fuggvenyre is:
1
C
jmjq   C  F (x;m)  Cjmjq + C; 8m  1: (7)
A fenti feltetelek mellett P. Cardaliaguet f}obb eredmenyei a kovetkez}ok: legyen
XP  YP := L1((0; T ) Td) L1((0; T ) Td;Rd):
Legyen KD azon (u; ) 2 BV ((0; T )Td)L1((0; T )Td) parok halmaza, amelyre
ru 2 Lr((0; T )  Td;Rd); u(T; )  g trace ertelemben, + 2 Lp((0; T )  Td)
(p = q), u 2 L1((t; T ) Td) minden t 2 (0; T ) eseten es
 @tu+H(x;ru)  ;
disztribucio ertelemben.
Ekkor a (2) problemanak van megoldasa a KP halmazon, valamint a (3) prob-
lemanak van megoldasa a KD halmazon, es a dualitas teljesul. Pontosabban
min
KP
(2) =  min
KD
(3):
A dualitasbol konnyen levezethet}ok az optimalitasi feltetelek, amelyek a kovetkez}o
MFG-rendszert eredmenyezik.
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4.1. Dencio. (MFG-rendszer gyenge megoldasai) Az
(u;m) 2 BV ((0; T ) Td) Lq((0; T ) Td)
az (MFG) rendszer gyenge megoldasa, ha
1. ru 2 Lr((0; T )Td) esmf(x;m); mH(x; rpH(x;ru)) esmrpH(x;ru)
integralhatoak;
2. u teljesti az els}orend}u HJ-egyenl}otlenseget
 @tu+H(x;ru)  f(x;m)
disztribucio ertelemben, az u(t; )  g peremfeltetel teljesul trace ertelem-
ben, valamint teljesul a kovetkez}o egyenl}osegZ T
0
Z
Td
m(t; x)fH(x;ru(t; x)) ru(t; x)  rpH(x;ru(t; x))
  f(x;m(t; x))gdxdt
=
Z
Td
fg(x)m(T; x)  u(0; x)m0(x)gdx;
3. m megoldasa a folytonossagi egyenletnek
@tm  div (mrpH(x;ru)) = 0; ((0; T ) Td)  ben; m(0; ) = m0
disztribucio ertelemben.
A fenti ertelmezesb}ol konnyen levezethet}o a HJ-egyenlet kovetkez}o felrasa:
( @tu)ac +H(x;ru(t; x)) = f(x;m(t; x))
m majdnemmindenhol ((0; T )Td) ban, ahol ( @tu)ac a @tumertek Lebesgue-
mertek szerinti abszolut folytonos reszet jeloli. A [8] f}o eredmenye a kovetkez}o
tetel:
4.1. Tetel. (Letezes es parcialis unicitas)
(i) Legyen (m;w) 2 KP egy minimizalo a (2) problemaban es (u; ) 2 KD
minimizalo a (3) problemaban. Ekkor (u;m) az MFG-rendszer gyenge
megoldasa a 4.1 ertelmezes ertelmeben. Tovabba (t; x) = f(x;m(t; x))
majdnem mindenhol.
(ii) Fordtva, ha (u;m) gyenge megoldasa az MFG-rendszernek, akkor
letezik w; uh. (m;w) 2 KP minimalizalo a (2) problemaban, es
(u; ) 2 KD minimalizalo a (3) problemaban.
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(iii) Ha (u1;m1) es (u2;m2) ket gyenge megoldasa az MFG-rendszernek,
akkor m1 = m2 majdnem mindenhol, es u1 = u2 majdnem mindenhol
az fm1 > 0g halmazon.
Lathato, hogy a fenti tetel segtsegevel meg tudjuk alapozni a lokalis kap-
csolattal ellatott rendszerek (gyenge ertelemben vett, de alapos) szarmaztatasat.
Tovabba megjegyezzuk azt is, hogy az ilyen ertelemben vett gyenge megoldasok
globalis regularitasa (ami szukseges lenne ahhoz, hogy kovetkeztessunk arra, hogy
ezek a megoldasok valojaban klasszikus megoldasok) egyel}ore nylt kerdesnek bizo-
nyul ebben a temakorben.
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MEAN FIELD GAMES: FROM OPTIMAL CONTROL TO OPTIMAL TRANSPORT
Alpar Richard Meszaros
With the present paper we provide a short survey to the recently introduced theory of Mean
Field Games. After the optimal control formulation of these systems and the analysis of Nash-
type equilibria notions, we use the modern theory of optimal transportation to describe some
Mean Field Games via a variational characterization. With the help of the so-called Benamou-
Brenier formulation of the optimal transportation problem we study the existence and unicity of
weak solutions of some Mean Field Game systems with local couplings.
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A VEGES SZOHOSSZBOL ADODO KORLATOZAS HATASA
GEOMETRIAI ADATOKBOL SZAMITOTT SZAMJEGYVEZERLES}U (NC)
PROGRAMOK SZERKESZTESENEL
DR. VOROS GABOR
1. Bevezetes
A 32 bites szohosszusagu lebeg}opontos abrazolas eseten (1 bit el}ojel, 7 bit
karakterisztika, 24 bit mantissza) a reprezentacio pontossaga 2 24, azaz 10 7.
Jollehet az abrazolhato legnagyobb es legkisebb szam 9; 2 1018, a pontossagon a
kovetkez}oket kell erteni:
{ Azonos karakterisztikak eseten ket, M hosszusagu (esetunkben 24 bites)
mantissza osszeadasakor tulcsordulas keletkezik, es az eredmenyt egy bittel
jobbra kell leptetnunk (a binaris tortvessz}o a bal oldalon van). Amennyi-
ben ez a bit zerus ertek}u volt, hibat nem kovettunk el, logikai 1 eseten
viszont 2 M nagysagu hiba lep fel attol fugg}oen, hogy a szam pozitv,
vagy negatv volt-e. Ennek a hibanak a szorasnegyzete 21 = 2
 M=2.
{ Amikor pedig ketM bites mantisszaju gepi szot osszeszorzunk, az eredmeny
2M (esetunkben 48) bites mantisszaju gepi szo lesz. Mivel az abrazolas
miatt az eredmenyt ujbol M bitszamra kell visszaleptetnunk, hibat kove-
tunk el, amelynek szorasnegyzete 21 = 2
 2M=12.
2. A jelenseg
Geometriai adatokbol szamtott szamjegyvezerles}u (NC) programok szerkesz-
tesenel (elemszamtaskor) a bevezet}oben korvonalazott csonktasi hibak csak akkor
okoznak nehezseget, ha egy adott szamtasi modszerrel meghatarozott korpontok
egy ezt kovet}o masik modszerrel (a koron fekves ellen}orzesekor) a megengedett
hibat meghaladva is elterest jeleznek a kor keruletet}ol.
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3. Elemzes
Ket kor metszese eseten a metszespont a kovetkez}ok szerint szamthato:
ahol C, D a sugarak
G, H az egyik kor kozeppontjanak x, y koordinataja
I, J a masik kor kozeppontjanak x, y koordinataja
X, Y a keruleti metszespontok
T a kozeppontok tavolsaganak negyzete
Ha bevezetjuk a kovetkez}o jelolest:
R = I  G; (1)
akkor
R=
p
T az  szog koszinusza,
valamint
S = J  H (2)
eseten
S=
p
T az  szog szinusza.
T erteket Pithagorasz tetelevel S es R-b}ol szamthatjuk:
T = S2 +R2: (2a)
A [Q G;H  X;Y ] haromszogben
C2 = U2  T + V 2  T; (P1)
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mg a [Q  I; J  X;Y ] haromszogben
D2 = (1  U)2  T + V 2  T: (P2)
A (P1) jel}u egyenletb}ol kivonva (P2)-t kapjuk:
C2  D2 = U2  T   T + 2  U  T   U2  T;
gy
U =
C2  D2 + T
2T
(3)
es (P1)-b}ol:
V = 
r
C2
T
  U2 (4)
Ez egyben az elrendezes diszkriminansa: U2 > T 2=2 eseten a ket kornek nincs
egyetlen kozos pontja sem.
A keresett metszespont X koordinatajat az alabbi abra szerint hatarozhatjuk
meg:
X = G+ U 
p
T cos  V 
p
T sin;
de
cos = R=
p
T es sin = S=
p
T :
Igy
X = G+ U R  V  S (5)
hasonlo okoskodassal kapjuk, hogy
Y = H + U  S + V R: (6)
Amennyiben a ket kor
(X  G)2 + (Y  H)2 = C2;
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illetve
(X   I)2 + (Y   J)2 = D2
egyenleteib}ol a fenti geometriai jelentestartalomtol fuggetlenul fejezzuk ki X, Y
ertekeit, ezeket mintegy 50 %-kal tobb elemi m}uvelet reven kaphatjuk csak meg
az (1)-t}ol (6) jel}u szamtasokkal szemben (lasd Fuggelek).
Ezutan kovetkezik a koron fekves ellen}orzese: megmunkalaskor minden NC
mondat kezd}o es vegpontjara nezve osszevetes tortenik a megadott kozeppontra
nezve, azaz az 1-jel}u kor eseten:p
(X1 G)2 + (Y 1 H)2  
p
(X  G)2 + (Y  H)2 = #
vagy p
(X  G)2 + (Y  H)2   C = #
erteket a szerszamgep mechanikai pontossagnak gyelembe vetelevel allaptjuk
meg (a gyakorlatban ez 3{5 mikron szokott lenni).
Vegezzuk most vizsgalatunkat csak pozitv szamokra.
A korlatozott bitszam hatasa ugy nyilvanul meg, hogy egy adott A ertek helyet
egy A0 szerepel es
A = A0 +a;
ahol a-val jeloltuk a csonktasi hibat.
Most mar (5) es (6) ezzel a formalizmussal atrhato:
X = X 0 +x = G+ (U 0 +u)  (R0 +r)  (V 0 +v)  (S0 +s);
Y = Y 0 +y = H + (U 0 +u)  (S0 +S)  (V 0 +v)  (R0 +r):
Amennyiben a helyzetet ugy egyszer}ustjuk, hogy r = s = 0 legyen, akkor
R0 = R es S0 = S;
gy rhato
X 0 +x = G+ U 0 R  V 0  S  v  S +u R;
Y 0 +y = H + U 0  S   V 0 R+v R+u  S;
azaz
x =  v  S +u R;
y = v R+u  S:
Amennyiben R > S akkor el}ofordulhat, hogy x > 0 es y < 0. Igy arra a
meglep}o kozbens}o eredmenyre jutunk, hogy pozitv szamok eseten is el}ofordulhat,
hogy csonktott ertek (pl. Y 0) nagyobb lesz az elmeletileg pontos erteknel (Y ).
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4. A problema
A jelenseg fellepesenek szukseges feltetele, hogy peldaul a 2-jel}u korre
 =
p
(I  X 0  x)2 + (J   Y 0 +Y )2 +
p
(I  X 0)2 + (J   Y 0)2
az altalunk megadott (peldaul 3 mikron) ertek}u hibahatart meghaladja. A prob-
lema az, hogy hogyan lehetne megadni azoknak az elrendezeseknek C, D es
p
T
ertekeit}ol fugg}o halmazat, melyre nezve a fenti osszefugges teljesul.
Ezen szamhalmaz ismereteben remelhet}o lenne, hogy a helyesbtes is korrekten
elvegezhet}o.
5. Heurisztikus helyesbtes
Az elvi kriterium hianyaban az X 0, illetve Y 0 ertekeket a kovetkez}ok szerint
helyesbthetjuk:
A (9)-b}ol kapott  ertekevel D-t D-re modostjuk:
D = D   szerint,
azaz ellenkez}oen valtoztatjuk meg, mint amit a
"
tulloves" okozott.
Ezek utan ujbol atszamtjuk a (3)-tol (9) osszefuggeseket, de most mar D-vel D
helyett. Szerencses esetben remelhet}o, hogy  uj erteke kisebb lesz a megengedett
hibahatarnal.
6. A problema heurisztikus megkerulese
A vilagszerte alkalmazott modszer a nagyobb bitszamu szohossz bevezetese (64
bites lebeg}opontos abrazolas). Ilyenkor a csonktasok abszolut ertekenek nagysag-
rendekkel kisebb volta miatt az NC-gyakorlatban hasznalt eddigi ertekek eseten a
jelenseg nem lepett fel.
A problema elvi megoldasanak hianyaban azonban nincs kizarva, hogy a je-
lenseg fellepese nagyobb szohossz eseten se fordulhasson el}o. Lehetseges azonban,
hogy ekkor ez mar a mernoki gyakorlat szamara erdektelenne is valik, ezert a jelen
sorok szerz}oje tovabbi vizsgalatok folytatasanak lehet}osegere hvja fel az erdek-
l}od}o Olvaso szves gyelmet. Javasolhato az ujabban
"
divatos" kaotikus jelenseg-
kent torten}o kezeles is, hisz a jelenseg determinisztikus es a
"
kaoszt" nem lozoai
ertelemben hasznalva meghatarozhatok lennenek a kaotikus attraktorok.
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7. Fuggelek
A metszespontok kiszamtasa pusztan algebrai modszerrel az
(X  G)2 + (Y  H)2 = C2 (A)
(X   I)2 + (Y   J)2 = D2 (B)
egyenletrendszer megoldasat jelenti.
Elvegezve a negyzetre emeleseket, majd (B)-t kivonva (A)-bol:
2X(I  G) +G2   I2 = C2  D2(Y  H)2 + (Y   J)2;
ebb}ol
X = R+ S  Y; (C)
ahol
R =
I2  G2 + C2  D2 + J2  H2
2(I  G) (D)
es
S =
H   J
I  G (E)
(C)-t behelyettestve (A)-ba
Y 2(1  S2) + Y (2RS   2J   2SG) +R2   2RG+G2 +H2   C2 = 0:
Ha bevezetjuk hogy,
T = RS   J   SG (F)
es
W = R2   2RG+G2 +H2   C2 (G)
azt kapjuk, hogy
Y =
 T pT 2   (1 + S)2 W
1 + S2
(H)
A (C)-t}ol (G)-ig terjed}o egyenletek 17 szorzast, 3 osztast es 19 osszeadast/kivonast
rnak el}o, szemben az (1)-t}ol (6)-tal, ahol 9 szorzas, 2 osztas, 10 osszeadas/kivonas
szerepel, amit bizonytani kellett.
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Meg kell meg jegyezni, hogy a megvalosto programban egy dontest kell vegezni,
hogy I  G nem nulla-e? Amennyiben igen { azaz Y tengellyel parhuzamos egye-
nesen fekv}o kozeppontok eseten { egy, az X=Y -ra nezve szimmetrikus kifejezeseket
ado levezetest kell hasznalnunk. Itt a nevez}oben J   H fog szerepelni, amellyel
a szamolas mar elvegezhet}o. J  H nulla eseten ket koncentrikus korr}ol van szo,
amelynek nyilvan nincs, vagy { egybevagosaguk miatt { vegtelen sok kozos pontja
van.
(Beerkezett: 2015. december 6.)
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EFFECTS OF TRUNCATION IN CALCULATING DATA
FOR NUMERICALLY CONTROLLED MACHINE TOOLS
Dr. Gabor Voros
Truncation errors can cause a problem in dispatching geometrical data for NC machine tools.
I. e: calculations of intersection points give a result of o-the-circle result with nal checks. In our
practice the permissible dierence was 3 microns and mantissa-length of oating point data was
24. In metal working, the generally accepted method is to apply longer word-lengths. Pointing
out that even with this, theoretical occurance can not be excluded, we give a heuristic method
of solving the problem. Finally, with a hint, we call the attention toward further development
with chaotic attractors.
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KARBANTARTASI PROJEKTEK MATRIX ALAPU TERVEZESE
KOSZTYAN ZSOLT TIBOR, PRIBOJSZKI-NEMETH ANIKO, KOVACS ZOLTAN
Az utemezesi feladatok kozul az egyik legnehezebb problema, amikor
egy projekt soran a tevekenysegek id}o-, koltsegigenyei mellett a projekt
min}osegi parametereit harmonizalnunk kell egymassal. Feltetelezzuk, hogy
az id}o-koltseg es a karbantartas eseteben a rendszerelemek javto-megel}oz}o
tevekenysegek hatasakent fellep}o megbzhatosag novekedese kozott vala-
milyen fugg-venykapcsolat letesthet}o. Ha pl. egy projektet rovidebb id}o
alatt kell elvegezni, akkor az tobbletkoltseget igenyel. Ugyangy tobbletkolt-
seggel jarhat egy magasabb rendszer szint}u megbzhatosag elerese. A szak-
irodalom ezeket a problemakat time-cost-quality trade-o problem (TCQTP)
problemaosztalyba sorolja, ahol ebben a peldaban a min}osegi parameter a
rendszer megbzhatosaganak novekedese lesz. Amennyiben az id}o, a koltseg
es a min}oseg kozott az un. atvaltasi fuggveny diszkret, akkor ez a prob-
lema bizonytottan NP-nehez feladat. Cikkunkben bemutatjuk, hogy a meg-
el}oz}o karbantartasi projekt is kezelhet}o es visszavezethet}o ilyen problemava,
ugyanakkor ehhez ki kell terjesztenunk az eredeti problemaosztalyra kifej-
lesztett modszerek alkal-mazasi kereteit. Egy karbantartasi projekt ugyanis
tartalmazhat, s}ot legtobbszor tartalmaz is korfolyamatokat. Egy megel}oz}o
karbantartasi projekt celja, hogy egy rendszer berendezesi elemeit javtva a
rendszer megbzhatosagat novelje, ugyanakkor egy meghatarozott minimalis
megbzhatosagi, vagy rendelkezesre allasbeli javulashoz altalaban nem fogjuk
valamennyi berendezeselemet javtani, hanem ebb}ol ki kell valogatni azokat a
javto megel}oz}o tevekenysegeket, melyek az elvart minimalis megbzhatosag-
javulas erdekeben elengedhetetlenek. Eppen ezert a hagyomanyos haloter-
vezesi modszerekkel szaktva olyan matrix alapu modszerek alkalmazasa fele
fordulunk, melyek kepesek kezelni a bizonytalan tevekenyseg-el}ofordulasokat
es a bizonytalan tevekenysegkap-csolatokat is, ezaltal kiterjesztve az eredeti
problemat sztochasztikus halostrukturak kezelesere is.
1. Bevezetes
A berendezesek komplexitasa folyamatosan n}o, ezzel parhuzamosan a karban-
tartas targykore mara mar nemcsak a berendezesek allapotanak meg}orzesevel es
helyrealltasaval foglalkozik, hanem kiterjedt a berendezesek egysegeire is. A gaz-
dasagi kenyszer es a megbzhatosaggal szembeni kovetelmenyek arra osztonzik a
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vallalatokat, hogy noveljek a termel}o berendezeseik megbzhatosagat, ugyanakkor
esszer}ustsek a karbantartasi es javtasi koltsegeket es az uzemfenntartas hianyos-
sagaira visszavezethet}o hibakat. A nagyobb karbantartasi feladatok un. karban-
tartasi projektekbe szervezhet}ok. Ezek a karbantartasi projektek (id}o-, koltseg- es
er}oforras)korlatok koze szortjak a terulet szakembereit. A lehet}o legrovidebb id}o
alatt kell a lehet}o legnagyobb mertekben javtani a rendszer megbzhatosagat vagy
a rendelkezesre allasat ugy, hogy a felhasznalt koltsegeink minimalisak legyenek.
A feladat komplexitasat mutatja, hogy egyszerre kell megoldanunk egy pro-
jektkivalasztasi (project screening) es egy, a tevekenysegek id}o-koltseg-min}oseg
parameterei kozotti atvaltasi problemat (time-quality-cost trade-o problem): bar
valamennyi berendezeselem megbzhatosaganak javtasara meghatarozhato egy
vagy tobb javto-megel}oz}o tevekenyseg, meg egy un. nagyleallas eseten { ami-
kor szinte valamennyi berendezeselemet felulvizsgaljuk { sem fogjuk az osszes
lehetseges javto megel}oz}o tevekenyseget vegrehajtani. Az els}o kerdes, amit ilyen-
kor meg kell valaszolnunk, hogy egy adott koltseg- es id}okeret eseten vajon mely
tevekenysegeket kell/lehet majd vegrehajtani?
A tevekenysegeket altalaban tobbfelekeppen is meg lehet valostani, melyekhez
kulonboz}o koltseg, id}o es min}osegi parameterek rendelhet}ok. A projektmenedzser-
nek e parameterek gyelembevetelevel kell egyensulyoznia, hogy valamennyi javto-
megel}oz}o tevekenyseget a(z id}o-, koltseg)korlatokat nem tullepve vegre tudja haj-
tani/hajtatni.
A feladat specialitasa, hogy itt az un. min}osegi (quality) parametert a megbz-
hatosagi ertekek javulasabol fogjuk szamolni, ami nem trivialis feladat. A rend-
szert lero un. megbzhatosagi diagram (angolul: Reliability Block Diagram, rovi-
dtve: RBD) akar teljesen mas strukturat is kovethet, mint amilyen strukturat
maga a karbantartasi projekt kovet. Egy berendezes elemhez altalaban tobb
javto-megel}oz}o tevekenyseg is rendelhet}o, melyek hatasara novekedhet a berende-
zes elem megbzhatosaga es ezaltal a rendszer megbzhatosaga is, vagy egy masik
szamtasnal a rendszer rendelkezesre allasa. Egy berendezeselem minden onallo
karbantartasi egyseget kepez}o gepresz, melynek/melyeknek meghibasodasa soran
a karbantartas helysznen azt/azokat tovabb nem bontjak.
Ebben a tanulmanyban olyan, a kutatasunk soran kifejlesztett matrix alapu
karbantartas-tervezesi modszert (Matrix-based Maintenance Management Method
= M4) mutatunk be, amelyet sikerrel lehet alkalmazni berendezesek karbantarta-
sanak tervezesere. Celunk, hogy a modszer alkalmazasaval atlathatobba, egysze-
r}ubbe tegyuk az egyebkent is bonyolultnak t}un}o karbantartas-tervezest. Tesszuk
mindezt ugy, hogy a maximalizalt rendszermegbzhatosag elerese erdekeben torek-
szunk a berendezesegysegek minel magasabb megbzhatosagara is amellett, hogy
a vallalat altal tamasztott koltseg- es id}oterven belul maradjon az eredmenykent
kapott karbantartasi projektvaltozat/-struktura.
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2. Szakirodalmi attekintes
Mivel a javasolt modszer kombinalja az un. atvaltasi modszereket a projekt-
kivalasztasi eljarasokkal, gy e fejezetben els}osorban e teruleteket tekintjuk at.
A legtobb koltseg-id}o atvaltasi problema mar onmagaban is altalaban kombinato-
rikus, un. NP-nehez feladat (lasd: 2.1. alfejezetet). A feladatot tovabb bonyoltja
a megbzhatosagi parameterek meghatarozasa, illetve ezek tervezes soran torten}o
gyelembevetele, gy ezzel a terulettel is kulon foglalkozunk a 2.2. alfejezetben.
A karbantartas- es projekttervezesnek egy matrix alapu modell szolgaltat keretet.
A 2.3. alfejezet bemutatja, hogy hogyan lehet a projekttervezesi eljarasokat egy
matrixos modellben kombinalni.
2.1. Id}o-koltseg atvaltasi modszerek
Az id}o- es koltsegcsokkentesi eljarasok mar tobb mint otven evre tekintenek
vissza. Az els}ok kozott meg Fulkerson [13] foglalkozott olyan feladatokkal, ahol a
tevekenysegek id}otartama es a koltsegigenye kozott feleltetett meg egy folytonos
fuggvenyt. Feltetelezte, hogy amennyiben egy tevekenyseget rovidebb id}o alatt
kell vegrehajtani, akkor ahhoz tobb emberi er}oforras, dragabb technologia, vagyis
tobb (kozvetlen) koltsegigeny fog tarsulni. A problema e valtozatat folytonos
koltseg-id}o atvaltasi problemanak, angolul Continuous Time-Cost Trade-o Prob-
lem (CTCTP) nevezik. A nyolcvanas evekig nagyon elenk kutatas folyt ezen a
teruleten. Az id}o- es koltsegigenyek kozott nemcsak linearis [18], hanem konvex
[2], [26], s}ot konkav [11] fuggvenykapcsolatokat is tudtak kezelni.
A folytonos atvaltasi problemak altalaban nagyon gyorsan megoldhatok.
A linearis id}o-koltseg atvaltasi problemakat visszavezetve minimalis koltseg}u folya-
mokra kozel linearis futasid}oben vegrehajthato algoritmusokat kaphatunk (lasd
pl. [15], [16], [29]).
A valosagot azonban sokkal jobban modellezi az atvaltasi problema diszkret
valtozata. Nehezen elkepzelhet}o ugyanis folytonos fuggveny a tevekenysegek id}o-
tartama es pl. az emberi er}oforrasszukseglet kozott. Ugyangy nehezkes folytonos
fuggvenyekkel jellemezni egy koltsegesebb, de id}otakarekosabb technologia alkal-
mazasanak hatasat.
A diszkret modellben ugynevezett vegrehajtasi modokat hatarozunk meg.
Ehhez tartoznak id}o- es koltsegadatok. Altalaban itt is feltetelezzuk, hogy a
vegrehajtasi id}otartam csokkentese tobbletkoltseggel jar (lasd az 1. tablazatot).
Mindket valtozat eseten szamos celfuggvenyt hataroztak meg a legegyszer}ubbekt}ol
(pl. legrovidebb, legkisebb koltsegigeny}u projektterv megadasa) egeszen a komp-
lex, adott koltsegigenyt nem tullep}o, lehet}o legrovidebb, vagy eppen az adott id}o-
szuksegletet nem tullep}o, lehet}o legkisebb koltseg}u projektterv meghatarozasaig
[10]. Szemben azonban a folytonos eset gyors megoldasi lehet}osegeihez kepest, ez
a problema ilyen komplex celfuggvenyek eseten nehany specialis tpusu projekt-
halot leszamtva NP-nehez [9].
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Folytonos Diszkret Sztochasztikus
1. tablazat. Atvaltasi modellek
A problemat tovabb bonyoltja, ha az id}o- es koltsegigenyeket a pontos erte-
kek helyett csak intervallumon tudjuk becsulni [12]. Ekkor az id}otartamok es a
koltsegigenyek kozotti osszefuggeseket egy pont helyett pl. egy szorasellipszissel
jellemezhetjuk (lasd az 1. tablazatot).
A karbantartasi projekteknel a tevekenyseg-id}otartamokat es a koltsegigenyeket
el}ore meg kell becsulnunk, ugyanakkor ilyen esetekben nehezen ertelmezhet}o a
tevekenysegek es az id}otartamok kozotti folytonos fuggvenykapcsolat; eppen ezert
az atvaltasi problema diszkret valtozataval foglalkozunk. Ugyanakkor az id}o- es
koltsegadatok mellett a rendszermegbzhatosag novekedesevel, mint a projekt egy-
fajta min}osegi parameterevel foglalkozunk, de mint azt lathatjuk, e
"
min}osegi"
parameter tevekenysegekhez valo rendelese korantsem trivialis feladat.
Egy karbantartasi projekt eseten a min}osegi parameter a berendezesek vagy
berendezeselemek megbzhatosaganak, vagy mas szamtasok eseten rendelkezesre
allasanak (varhato) javulasakent ertelmezhet}o. Ugyanakkor ezeket a tevekenyse-
geket berendezeselemekhez kell rendelnunk. A rendszer megbzhatosaganak javu-
lasat pedig a megbzhatosagot lero megbzhatosagi diagram segtsegevel jelle-
mezhetjuk, aminek a strukturaja a karbantartasi projekt strukturajatol jelent}os
mertekben elterhet. Elkepzelhet}o, hogy egy alacsony megbzhatosagu rendszer-
elem jelent}os mertek}u javtasa sem fogja a rendszer megbzhatosagat szamotte-
v}oen emelni, hiszen, ha pl. egy alacsony megbzhatosagu elem meghibasodasakor
egy tartalekrendszer a feladatokat atveszi, akkor ez kisebb mertek}u zavart okoz,
mintha egy joval magasabb megbzhatosagu, de tartalek rendszerrel nem rendel-
kez}o berendezes elem esik ki, es veszelyezteti a teljes rendszer m}ukodeset. A tar-
talekbeeptesi tevekenyseg meg az egyszer}ubb eset, mert mind a koltsegek, mind
pedig a megbzhatosag varhato javulasa jol jelezhet}o el}ore. Az egyeb, peldaul meg-
hibasodast megel}oz}o beavatkozasoknal a koltsegek meg viszonylag jo kozeltessel
(bar sokszor csak a berendezes megbontasa utan), a varhato megbzhatosag azon-
ban nehezebben adhato meg. Eppen ezert a javasolt modellben a min}osegjavulas
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kiszamtasa soran a megbzhatosagi diagramot is gyelembe kell vennunk, ahogyan
arra a 2.2. fejezetben reszletesen is kiterunk.
1996-ban Babu es Suresh [1] voltak az els}ok, akik azt javasoltak, hogy az id}otar-
tam es koltsegigeny kozotti kapcsolatok mellett a min}oseg-koltseg es min}oseg-id}o
relaciokat is ertelmezzek. A problemat id}o-koltseg-min}oseg atvaltasi problema-
kent hataroztak meg (angolul: Time-Cost-Quality Trade-o Problems, rovidtve:
TCQTP). A modelleknel nemcsak azt feltetelezik, hogy az id}otartam rovidtese
kozvetlen koltsegnovekmennyel jar, hanem azt is, hogy a magasabb min}oseg el-
erese is altalaban mas, dragabb technologiat igenyel.
E problemakor leggyakrabban alkalmazott diszkret valtozata (DTCQTP) is
NP-nehez feladat, hiszen maga a diszkret id}o-koltseg atvaltasi feladat is NP-nehez,
ezert a legtobb kutato ([35],[31]) igyekezett valamilyen heurisztikus kozelt}o meg-
oldast adni a problema kezelesere.
Valamennyi itt bemutatott modell abbol indul ki, hogy a projekttervek, illetve
a projektet megado logikai halostrukturak valtozatlanok. Ugyanakkor a karban-
tartasi projektek eseten meg az un. nagyleallasok eseten sem fogjuk valamennyi
lehetseges javto megel}oz}o tevekenyseget elvegezni. Ki kell ezek kozul valasztani
azokat tevekenysegeket, amelyek vegrehajtasa utan egy kvant rendelkezesreallast,
vagy egy rendszermegbzhatosagi szintet el tudunk erni, de emellett nem lepunk tul
egy adott koltsegkeretet, raadasul mindezeket a javtasokat a folyamatos termeles
fenntartasa erdekeben a lehet}o leghamarabb vegre is tudjuk hajtani.
A feladat megoldasahoz el}oszor tehat el kell tudnunk donteni, hogy mely teve-
kenysegeket milyen sorrendben hajtjuk vegre, vegul pedig valasztanunk kell a meg-
valostasi alternatvak kozul.
Cikkunkben egy uj modszert javaslunk, amely segti a projektmenedzserek
munkajat abban, hogy mely tevekenysegek megvalosthatok egy adott sz}ukos kolt-
seg- es id}okeret kozott. Kombinaljuk a tevekenysegek kivalasztasat a hagyoma-
nyos atvaltasi modellekkel, letrehozva egy uj feladatosztalyt, melyet hibrid atval-
tasi problemaknak neveztunk el. Ezek kozul most a diszkret valtozatra mutatunk
egy peldat, melynek neve angolul: Hybrid Discrete Time-Cost-Quality Trade-o
Problem (HDTCQTP). Maga a feladatosztaly sokkal b}ovebb, mint amit most cik-
kunkben korul tudunk jarni. Lehet}osegunk most csak a megel}oz}o karbantartasi
projektek vizsgalatara szortkozik, melynek angol neve: Preventive Maintenance
Project Scheduling Problem (PMPSP).
2.2. Komplex rendszerek megbzhatosaga
A megbzhatosagi blokkdiagrammal (angolul: Reliability Block Diagram, rovi-
dtve: RBD) altalaban a rendszer megbzhatosagat (angolul Total System Relia-
bility, rovidtve: TSR) hatarozhatjuk meg, amit a tovabbiakban ugy ertelmezunk,
mint a helyes m}ukodes valoszn}usege egy adott id}ointervallumban. Hasonloan,
a megbzhatosagi blokkdiagram segtsegevel szamthato ki a rendelkezesreallas,
amely megmutatja, hogy egy adott id}ointervallum mekkora hanyadaban m}ukod}o-
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kepes a rendszerunk. A rendszerelemeket ketallapotunak tekintjuk, de ez a mod-
szer szempontjabol nem jelent megkotest, mert a valoszn}useg helyett kiterjesztett
megbzhatosagkoncepcio, peldaul kapacitaskihasznalas is alkalmazhato lenne.
Az RBD megmutatja, hogy milyen logikai kapcsolat van a rendszer m}ukodese-
hez szukseges elemek kozott. A blokkdiagramnak is szamos valtozata ismert (lasd
pl. Gertsbackh [14], illetve Idhammar [17] monograait). A modellunkben minden
berendezeselemr}ol feltesszuk, hogy barmely masiktol fuggetlenul m}ukodik. Egy
rendszerelem lehet akar egy egesz reszrendszer, egy reszegyseg, komponens vagy
barmilyen mas resze a rendszernek.
Az egyszer}u RBD-k soros vagy parhuzamos elemekb}ol, vagy ezek kombinacio-
ibol epulnek fel [28].
A blokkdiagram modszer soran az i-edik blokk: ri : R+0 ! [0; 1] megbzha-
tosagi fuggvenyenek ismereteben hatarozzuk meg a m}uszaki rendszerek megbz-
hatosagat, modellunkben mindvegig feltetelezve, hogy az egyes rendszerelemek
meghibasodasa egymastol fuggetlen.
A teljes rendszer TSR : R+0 ! [0; 1], ered}o megbzhatosagi fuggvenye, amely
adott t 2 R+0 id}opontban ertelmezhet}o. Az ered}o megbzhatosag szamtasanak
gyorsasaga fugg a rendszer komplexitasatol. A legegyszer}ubb eset, ahol csak ES,
illetve VAGY kapcsolatok fodrulnak el}o, mert ekkor a szorzasi szabaly alkalmaz-
hato. ES kapcsolat eseten a rendszer m}ukodesehez valamennyi berendezeselemenek
m}ukod}okepes allapotban kell lennie. Ekkor
TSR(t) =
nY
i:=1
ri(t):
A VAGY kapcsolat eseten a rendszer m}ukodesehez eleg, ha egy reszrendszer at
tudja venni a m}ukodes feladatait. Ekkor n parhuzamos blokk elrendezese eseten:
TSR(t) = 1 
nY
i:=1
(1  ri(t))
osszefuggessel hatarozhato meg a rendszer megbzhatosaga.
Termeszetesen nem minden rendszert tudunk ilyen egyszer}u alapelemekkel le-
rni. Gyakran el}ofordul, hogy olyan rendszereket kell modellezni, amikor is nem
lehet a rendszert ES-VAGY alrendszerekre szetbontani, ekkor segthet az un. igaz-
sagtablaval [25] vagy am}ukodesi utvonalak modszerevel torten}o rendszermegbzha-
tosag-szamolas [32], vagy a meg szamolasigenyesebb szimulacios eljarasok [24].
Az igazsagtabla (angolul: Event Space Method, rovidtve: ESM) szerinti ered}o-
szamtas [36] azon alapul, hogy ketallapotu { m}ukod}o es meghibasodott { eleme-
ket feltetelezve, meghatarozzuk a rendszer m}ukodeset eredmenyez}o allapotkom-
binaciok valoszn}usegenek osszeget. A modszer nagy el}onye, hogy gyakorlatilag
barmilyen rendszerstruktura eseten meghatarozhato a rendszer ered}o megbzha-
tosaga. Meg a rendszerelemek megbzhatosag szempontjabol valo fuggetlenseget
sem hasznaljuk ki. Ugyanakkor nagy hatranya az eljarasnak, hogy valamennyi
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rendszerelem m}ukodes/nem m}ukodes kombinaciojat szamba kell venni. Ez pedig
n elem eseten 2n lehetseges (m}ukodesi- vagy hiba)allapotot jelent.
A m}ukodesi utvonalak modszere (angolul: Path-Tracing Method, rovidtve:
PTM) az igazsagtablahoz hasonlto eljaras [32]. A PTM soran a
"
m}ukodesi" utak
valoszn}usegeinek uniojat vesszuk alapul. Ebben az esetben az utak metszetei-
nek levonasara is szukseg van, hogy a teljes rendszerre szamolt megbzhatosag ne
tartalmazzon redundans adatokat. Ebb}ol adodoan legrosszabb esetben itt is 2n
lehetseges kombinaciot kell szamba vennunk.
A dekompozcios eljaras (angolul: Decomposition Method, rovidtve: DCM,
lasd az 5. abran lathato pszeudo kodot) a fentiekkel ellentetben egy gyors eljaras,
amely a teljes valoszn}useg elvet alkalmazza. Els}o lepeskent kivalaszt egy un. kulcs-
elemet. Mivel a kulcselem megvalasztasatol fugg a modszer szamtasigenye, ezert
celszer}u olyan kulcselemet valasztani, amelyik legna-gyobb fokszamu berendezes-
elem a megbzhatosagi diagramban. Jelolje rogztett t > 0 eseten P (S) = TSR(t)
az S (teljes) rendszer m}ukodesi valoszn}useget. Jelolje P (K) egy K  S kulcs
elem m}ukodesi valoszn}useget ugyanebben t > 0 rogztett id}opontban. Ekkor a
teljes valoszn}useg elve szerint TSR(t) = P (S) = P (SjK) P (K)+P (SjK) P (K),
ahol P (K) jeloli a K kulcselem hibas m}ukodesi valoszn}useget, P (SjK) pedig az S
rendszer m}uk}odesi valoszn}useget, ha feltetelezzuk, hogy K  S kulcselemunk m}u-
kod}okepes allapotban van. A kulcselem kivalasztasa utan, ha a halozat ES-VAGY
kapcsolodasu elemekre bonthato, akkor ezeket az elemeket osszevonjuk, gy ha-
tarozva meg a rendszer megbzhatosagat; mg ha nem egyszer}usthet}o a halozat,
akkor ujabb kulcselemet valasztunk. A modszert a teljes megbzhatosag meg-
hatarozasaig ismeteljuk. A modszer pszeudo kodja megtalalhato a Mellekletben
(5. abra).
A bemutatott modszerek nem csak abban segthetnek, hogy meghatarozzuk
a rendszer megbzhatosagat, hanem abban is, hogy egy-egy berendezeselem jav-
tasa utan mennyivel n}o a rendszer megbzhatosaga. Modellunkben az egyszer}useg
kedveert egy statikus mo-dellt alkalmazunk, ahol tehat t > 0 erteket rogztjuk,
ugyanakkor egy kovetkez}o cikkben bemutatjuk, hogy a megbzhatosagcsokkenest
hogyan lehet felhasznalni az un. prediktv karbantartas soran, ahol mar a megbz-
hatosag id}obeli valtozasat is gyelembe vesszuk.
2.3. Matrix alapu projekttervezes
A berendezesek megbzhatosaganak, rendelkezesre allasanak novelesere javto-
megel}oz}o tevekenysegeket hataroznak meg. A tevekenysegek meghatarozasanak
alapja lehet egy un. hibamod es -hatas elemzes (angolul: Failure Mode and Eect
Analysis, rovidtve: FMEA), ahol az egyes hibamodokhoz javto megel}oz}o teve-
kenysegeket rendelhetunk. Az eredeti FMEA modellben meg egy hibamodhoz egy
javto-megel}oz}o tevekenyseg tarsult, ugyanakkor ezt a megkotest szamos tovabb-
fejlesztes feloldotta (reszletes attekintest olvashat az olvaso Sutrisno es Lee [34]
dolgozataban).
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A javto-megel}oz}o tevekenysegekb}ol allthatjuk ossze a karbantartasi projek-
teket. Ezek a projektek azonban specialis szerkezet}uek, mer}oben elterhetnek a
hagyomanyos, pl. eptesi, beruhazasi projektekt}ol.
A legfontosabb elteres, hogy itt a legritkabb esetben fog megvalosulni, hogy
valamennyi javto-megel}oz}o tevekenyseg megvalosul. Ez alol nem kivetel sem a
nagyleallas, sem az id}oszakosan elvegzett un. f}ovizsgalat sem.
A masik fontos elteres, hogy a karbantartasi projektek eseten nagyon sokszor
fordul el}o, hogy bizonyos tevekenysegeket ujra es ujra el kell vegeznunk egeszen
addig, ameddig a kvant berendezesmegbzhatosagi szintet el nem erjuk.
A lehetseges visszateresek, mint korfolyamatok kezelese meg nem igenyelne
feltetlen a matrixos tervezest, hiszen nagyon koran, a hatvanas evek vegen Prits-
ker [30] tanulmanyaban mar kezelte ezt a problemat, de bizonyos javto-megel}oz}o
tevekenysegek elhagyhatosaga mar kikenyszerti a halos tervezesi eljarasok meg-
haladasat.
A halos tervezesi eljarasoknal mar a kifejlesztesuk soran gondoltak arra, hogy
a halos terveket majd matrixok taroljak [6]. Ekkor a szomszedsagi matrix segtse-
gevel jelolhet}ok a tevekenysegek. A matrix cellaiban lev}o tevekenysegekhez pedig
rendelhet}ok id}o- es koltsegadatok is. Kifejezetten matrixos projekttervezesi mod-
szer kidolgozasa Steward [33] nevehez kothet}o. Itt mar nem megjelenesi forma a
matrix, hanem a tervezes eszkoze. A matrix cellai nem a tevekenysegeket, hanem
a tevekenysegek kozotti kapcsolatokat jelentettek meg. Az gy kapott negyzetes
szomszedsagi matrixot Dependency Structure Matrix (roviden DSM) modszernek
neveztek el.
Amg a DSM-matrix egy determinisztikus rendszert, illetve projektek eseten
halo strukturat feltetelezett, ahol a tevekenysegek kozotti kapcsolatokat szigoru
rakovetkezesi kapcs-olatokkent tekintettuk, a tovabbfejlesztesekent javasolt Nume-
rikus DSM (NDSM) matrix [39] mar kepes volt modellezni a rakovetkezesi kap-
csolatok fontossagat, illetve valoszn}useget is.
Els}okent Kosztyan es mtsai [20] mutattak ra arra, hogy ha valoszn}usegek-
kent kezeljuk a rakovetkezesi relaciokat, akkor attol fugg}oen, hogy egy rakovetke-
zest betartunk vagy elhagyunk, kulonboz}o halostrukturat, illetve ezeket jellemz}o
DSM-matrixokat fogunk kapni. Az gy kapott strukturakat projektstrukturaknak
neveztek el. A modszert, amellyel ezeket meg lehet hatarozni, pedig sztochasztikus
halotervezesi eljarasnak (angolul: Stochastic Network Planning Method, rovidtve:
SNPM) [22].
Azokat a kapcsolatokat, amelyek valoszn}usege kisebb, mint egy, de nagyobb,
mint nulla, bizonytalan kapcsolatoknak nevezzuk. Ha megadjuk ezek valoszn}u-
segeit, akkor meg tudjuk hatarozni a lehetseges projektstrukturak bekovetkezesi
valoszn}usegeit is [22]. A modell nagy el}onye a hagyomanyos halotervezesi elja-
rasokhoz kepest, hogy itt nem szukseges valamennyi lehetseges alternatva halo-
strukturajat meghatarozni, hanem egyetlen, un. SNPM-matrixban jelolni lehet a
biztos es a bizonytalan kapcsolatokat is.
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2. tablazat. Project Domain Matrix
A modszer tovabbfejlesztesekent egy un. projekt szakert}oi matrix segtsege-
vel [21] (angolul: Project Expert Matrix, rovidtve: PEM) mar a bizonytalan
tevekenyseg-el}ofordulasok is modellezhet}ok. Az ilyen bizonytalan tevekenyseg-
el}ofordulasokat es bizonytalan kapcsolatokat tartalmazo projekttervek eseten el}o-
szor arrol kell dontenunk, hogy mely tevekenyseget fogjuk vegrehajtani [19]. Ered-
menyul SNPM-matrixszal jellemezhet}o un. projektvaltozatokat kapunk. A masodik
fazisban a korabban ismertetett modszerekkel kell arrol dontenunk, hogy a teve-
kenysegeket milyen sorrendben hajtjuk vegre.
A matrixalapu projekttervezesi eljarasokat nem csak logikai tervezesre, hanem
utemezesre [7], [27], valamint koltseg- es er}oforrastervezesre is alkalmaztak [3], [38],
[4], [23].
A modellezeshez az n  n -es logikai strukturat lero matrix melle tovabbi
oszlopokat, un. domain-eket hataroztak meg az id}o-, koltseg- es er}oforrasadatok
jelolesere. Az ilyen matrixokat angulul Domain Mapping Matrixoknak (DMM)
neveztek el a kutatok [8]. A PEM matrix id}o-, koltseg- es er}oforrasadatokkal valo
kiterjesztese az un. Project Domain Matrix (PDM) [23].
A PDM-matrixbol negy valtozatot hataroztak meg attol fugg}oen, hogy a bizony-
talan tevekenyseg-el}ofordulasokat, illetve tevekenysegrelaciokat szamszer}ustjuk,
vagy sem (specied PDM/ semi-specied PDM); illetve hogy az id}o-, koltseg- es
er}oforrasadatoknak tobb alternatvajat is meghatarozzuk-e, vagy sem (determinis-
tic PDM/ non-deterministic PDM) [23].
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A javasolt PDM-matrix minden esetben negy reszmatrixot, un. domain-t tar-
talmaz. Az els}o n n -es reszmatrix a logikai kapcsolatokat (Logic Domain, LD)
rja le egy PEM-matrix segtsegevel. A modszer alkalmazasahoz nem szukseges
a logikai kapcsolatokat es a tevekenysegeket szamszer}usteni. Elegend}o csak azt
meghatarozni, hogy a tevekenyseg-el}ofordulasok, illetve a kapcsolatok biztosak
(
"
X"-szel jeloljuk) vagy bizonytalanok (
"
?"-lel jeloljuk). Az ures cellak felelnek
meg annak, ha ket tevekenyseg kozott nem ertelmezunk rakovetkezesi relaciot.
A tevekenyseg-el}ofordulasokhoz, illetve a kapcsolater}ossegekhez kulonboz}o
szamszer}ustett adatokat tarstunk. Ezek lehetnek pl. a tevekenyseg/kapcsolat-el}o-
fordulasok valoszn}usegei pl. hasonlo projekteket alapul veve. Lehetnek fontossagi
vagy prioritasi ertekek is. Mi a most javasolt modellunkben eltekintunk attol, hogy
ezeket az ertekeket szamszer}ustsuk, gy a PDM nem szamszer}ustett valtozatat
hasznaljuk fel az altalunk javasolt modellben.
A kovetkez}o reszmatrix (Time Domain, TD) a tevekenysegek id}otartamat mu-
tatja. Ha minden tevekenyseg id}otartamat egyetlen szammal jellemezzuk, akkor
az id}oadatokat determinisztikusnak tekintjuk. Lehet}oseg van azonban kulonboz}o
megvalostasi alternatvakhoz tartozo id}oadatokat is megadni. A 2. tablazat utolso
oszlopaban ezek kozul csak a minimalis, illetve a maximalis id}otartamot jeloltuk.
A harmadik reszmatrix (Cost Domain, CD) a tevekenysegek kozvetlen koltseget
jellemzi. A koltsegek is lehetnek determinisztikusak, ekkor egy tevekenyseghez
csak egyetlen koltsegalternatvat rendelunk. Hasonloan a tevekenysegekhez, itt is
lehet akar tobb koltsegigenyt is rendelni egyetlen tevekenyseghez, modellezve, hogy
a tevekenysegek kulonboz}okeppen, ebb}ol adodoan pedig kulonboz}o koltsegigennyel
hajthatok vegre. A koltsegigenyeket itt tagabban, nem megujulo er}oforraskent is
lehet ertelmezni.
A PDM-modell utolso reszmatrixa a megujulo er}oforrasokat tartalmazo resz-
matrix (Resource Domain, RD). Ha r db er}oforrassal rendelkezunk, akkor deter-
minisztikus esetben r oszlopbol all ez a reszmatrix. Itt is lehet}oseg van azonban
egy-egy alternatvahoz kulonboz}o er}oforras-igenyt rendelni.
Kosztyan [23] a javasolt matrixmodellen tul egy polinomialis rend}u, gyors algo-
ritmust is javasolt szamszer}ustett determinisztikus PDM-matrixok kiertekelesere.
A modszer kihasznalta, hogy minden bizonytalan tevekenyseg-el}ofordulas eseten
ket lehetseges alternatva kozott kell dontenunk, nevezetesen: vagy megvalostjuk,
vagy elhagyjuk a tevekenyseget a projektb}ol. Minden lepesnel ki lehet szam-
tani, hogy mi a legkisebb koltseg}u projektterv (a kotelez}okon kvul minden meg
bizonytalan tevekenyseg-el}ofordulas elhagyasa), mi a lehet}o legrovidebb projekt-
terv (minden (meg) bizonytalan kapcsolat feloldasa es a tevekenysegek legkorabbi
id}opontra valo utemezese) [19]. Ha a ket lehetseges alternatva kozul barmelyik-
nel teljesul, hogy a korlatkent szabott minimalis koltsegigenyt a lehet}o legkisebb
koltsegigeny}u projektvaltozat is tullepi, akkor azt a dontesi agat nem erdemes
tovabbertekelni, mert a kit}uzott korlatokon belul nem valosthato meg a pro-
jekt. A modszerr}ol reszletesen olvashat Kosztyan [23] tanulmanyaban. Ebben
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az esetben a tevekenyseg-el}ofordulasokhoz es kapcsolater}ossegekhez rendelt pont-
ertekekkel lehetett meghatarozni a projektvaltozatok es projektstrukturak ponter-
tekeit, koltseg- es er}oforrasigenyeit. Polinomialis rendben lehetett meghatarozni az
els}o N legvaloszn}ubb, legfontosabb, legrovidebb, vagy eppen legkisebb koltseggel
rendelkez}o projektterveket anelkul, hogy szukseg lett volna valamennyi projekt-
terv meghatarozasara. Jelen cikkunkben azonban olyan projekttervekkel foglal-
kozunk, amelyekben a projekttervben szerepl}o tevekenyseg-el}ofordulasokhoz nem
feltetlenul tudunk ponterteket rendelni. Ezek alapjan a projektvaltozatok pont-
ertekeit sem tudjuk meghatarozni. A karbantartasi projektterv osszealltasanal
javto-megel}oz}o tevekenysegeket hajtunk vegre, amelyek kulonboz}o technologia-
val, kulonboz}o koltseg- es id}oigenyekkel jarhatnak, tehat a 2. tablazatban bemuta-
tott PDM-matrixok kozul a nem szamszer}ustett nem determinisztikus valtozatot
kell alkalmaznunk, illetve megbzhatosagi blokkdiagramot, a berendezeselemekhez
rendelhet}o javto-megel}oz}o tevekenyseget es a be-csult megbzhatosagnovekedest
beeptve tovabbfejlesztenunk.
Ha tobbfajta logikai strukturat kell osszekapcsolnunk, akkor ki kell lepnunk a
korabban targyalt nm -es tobb reszmatrixot tartalmazo osszetett matrixok adta
lehet}osegek koreb}ol. Az ilyen tpusu modellezesi problemak kezelesere fejlesztet-
tek ki az un. Multi-Domain Matrix -ot (MDM). Itt lehet}oseg van pl. egy projekt
eseten a szervezeti hierarchia, a feladatstruktura es az utemterv osszekapcsola-
sara. Danilovic es Browning [8] tanulmanya azonban meg mindig x kapcsolato-
kat es tevekenyseg-el}ofordulasokat feltetelezett. Ahogyan azt a korabbiakban mar
emltettuk, a karbantartasi projekt a legritkabb esetben tartalmaz minden javto-
megel}oz}o tevekenyseget. Ebb}ol adodoan a Danilovic es Browning altal javasolt
megoldasok nem alkalmazhatok a karbantartasi projekt korrekt lerasara.
3. Karbantartasi projektek matrixos tervezese
Miel}ott a javasolt matrix alapu eljarast ismertetnenk, el}oszor a 3.1. fejezetben
a feladat matematikai lerasat adjuk meg. A problema modellezeset egy matrix-
modell segtsegevel valostottuk meg, melynek reszletes ismerteteset a 3.2. feje-
zetben targyaljuk. A problema megoldasara javasolt algoritmus harom fazisbol
all, melynek els}o ket fazisa polinomialis rendben vezeti vissza a megel}oz}o karban-
tartasi feladatot a diszkret id}o-min}oseg-koltseg atvaltasi problemara, mely mar
megoldhato egyreszt a korabban mar kifejlesztett eszkozokkel (lasd: 2.1. fejeze-
tet), masreszt az altalunk javasolt megoldassal is.
3.1. A karbantartasi problema meghatarozasa
A problema egy un. hibrid id}o-koltseg-min}oseg atvaltasi problema (Hybrid
Time-Cost-Quailty Trade-o Problem, HTCQTP) diszkret valtozatanak egy spe-
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cialis alesetekent tekinthet}o. Jelen cikkben ezt a megel}oz}o karbantartas-tervezesi
feladatot (angolul: Preventive Maintenance Project Scheduling Problem, rovidtve:
PMPSP) formalizaljuk, mely mint latni fogjuk, a diszkret id}o-min}oseg-koltseg
atvaltasi problema (DTCQTP) altalanostasakent tekinthet}o. A formalizmus meg-
adasanal kihasznaljuk, hogy a megvalostas matrixok segtsegevel tortenik, gy az
absztrakt megadason kvul a matrixos lerast is ismertetjuk.
3.1. Dencio. Jelolje K := fk1; k2; : : : ; kzg a berendezesek veges halmazat.
A megbzhatosagi diagram szomszedsagi matrixat megado z  z matrixot jelolje
K 2f0; 1gzz.
A megbzhatosagi diagramrol feltetelezzuk, hogy egyszer}u graal jellemezhet}o
(tobbszoros elt es hurokelt nem tartalmaz), ebb}ol adodoan a szomszedsagi matrix
atloja 0 ertekeket tartalmaz, melyet a kes}obbiekben felhasznalunk a kritikussagi,
megbzhatosagi vagy rendelkezesre allasi adatok jelolesere (lasd: 3.2. fejezetet).
3.2. Dencio. Jelolje R : K ! [0; 1] a berendezes(elem) megbzhatosagi fugg-
venyet. Jelolje tovabba TSR(K) 2 [0; 1] a teljes rendszer megbzhatosagat.
A megbzhatosagi fuggveny jelen esetben egy rogztett t > 0 id}opontban mu-
tatja az Ri = R(ki) rendszerelem megbzhatosagat. Abban az esetben, ha ez a
megbzhatosagi ertek egy ugynevezett cri kritikus megbzhatosagi ertek ala esik,
akkor a berendezeselem javtasara mindenkeppen szukseg lesz (lasd: 1. abra).
3.3. Dencio. Jelolje A := fa1; : : : ; ang n elem}u veges halmaz a berende-
zeselemek megel}oz}o karbantartasahoz kapcsolhato javto-megel}oz}o tevekeny-
segek halmazat. Jelolje a bizonytalan tevekenyseg-el}ofordulasok halmazateA = fea1; : : : ;easg  A, valamint A = A n eA a kotelez}oen vegrehajtando javto-
megel}oz}o tevekenysegek halmazat.
3.4. Dencio. A = (A;;s;1) strukturat hibrid projekttervnek nevez-
zuk, ahol (;s;1) binaris relaciokat 8ai; aj 2 A; i 6= j eseten a kovetkez}okeppen
ertelmezzuk.
(1) ai  aj ) ai es aj kozott szigoru rakovetkezesi relacio all fent. aj a
kovet}o, mg ai a megel}oz}o tevekenyseg
(2) ai s aj ) aj nem koveti ai tevekenyseget
(3) ai 1 aj ) kes}obbi dontes eredmenyekent aj kovetni fogja ai-t, vagy nem. A
dontes eredmenyeig az ilyen kapcsolatot bizonytalan kapcsolatnak nevez-
zuk.
Amennyiben a bizonytalan kapcsolatok szamossaga
 eA akkor a lehetseges pro-
jektvaltozatok szama: 2j eAj. A tevekenysegeket es kapcsolataikat egy nn-es PEM
matrix reprezentalhatja (lasd: 2.3. fejezetet).
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3.5. Dencio. Jelolje  (A) :=

S  A : A  S	 a projektvaltozatok hal-
mazat. A halmaz egy elemet a kivalasztott projektvaltozatnak nevezzuk:
S 2  (A).
Egy kivalasztott projektvaltozat mar nem tartalmaz bizonytalan tevekenyseg-
el}ofordulasokat. Egy S = (S;;s;1) matrix-reprezentaciojat egy SNPM matrix
rja le (lasd: 2.3. fejezetet). Mivel sem a bizonytalan tevekenyseg-el}ofordulasokat,
sem pedig a bizonytalan kapcsolatokat nem szamszer}ustjuk, gy a matrixreprezen-
taciokban a biztos kapcsolatokat jelolheti
"
X" illetve 1-es, a bizonytalan kapcso-
latokat, illetve bizonytalan tevekenyseg-el}ofordulasokat
"
?" illetve 0; 5. A matrix-
reprezentaciokban azokat a kapcsolatokat/tevekenysegeket, melyeket elhagyunk a
projektb}ol, jelolje ures cella,
"
;" vagy 0.
3.6. Dencio. X = (S;;s) strukturat projektstrukturanak nevezunk,
ahol S 2  (A) egy kivalasztott projektvaltozat.
Egy projektstruktura mar nem tartalmaz bizonytalan kapcsolatokat. A pro-
jektstruktura logikai tervenek matrixreprezentacioja egy szomszedsagi vagy DSM-
matrix.
Az utemezesi es kulonosen az atvaltasi problemaknal nagyon gyakran felteszik,
hogy a tevekenyseggraf, amit itt a projektstruktura jellemez, nem tartalmaz kort.
Ezt itt ugy rhatnank le, hogy  relacio reszben rendezes S halmazon. Ugyan-
akkor mar a kezdeti matrixtervezesi modszerek (lasd: Steward [33]) is modelleztek,
detektaltak (lasd: Xiao es mtsai [37]), illetve egynel kisebb valoszn}useg}u visszacsa-
tolasoknal fel is oldottak (lasd: Kosztyan [23]) az ilyen visszacsatolasokat. Eppen
ezert mi most csak az egyszer}useg kedveert tesszuk fel, hogy egy projektstruktura
mar nem tartalmaz koroket.
A javasolt algoritmus soran minden bizonytalan tevekenyseg-el}ofordulasrol don-
tunk, hogy megvalostjuk vagy sem (1. fazis, lasd: 3.3. fejezetet). Ezutan pedig
minden bizonytalan kapcsolatrol hatarozunk, hogy el}orjuk (soros megvalostas),
vagy sem (parhuzamos megvalostas). A modszert egeszen addig folytatjuk, amed-
dig egyetlen bizonytalan kapcsolat sem marad a modellunkben (2. fazis, lasd:
3.3. fejezetet). Vagyis az eredmenyul kapott, a projekttervet lero matrixrepre-
zentacio mar egyetlen
"
?" szimbolumot sem fog tartalmazni.
3.7. Dencio. Tegyuk fel, hogy minden a 2 A := fa1; a2; : : : ang tevekeny-
seget m 2 Z+ modon tudunk vegrehajtani. Tegyuk fel tovabba, hogy min-
den tevekenyseghez osszesen r-fele er}oforrast rendelhetunk, akkor minden
a 2 A tevekenysegre vonatkozo vegrehajtasi modok r + 3-asokkal rhatok le:
Ma := f(ta; ca;Ra; ra1 ; ra2 ; : : : ; rar ) : 1; 2; : : : ;mg, melyek tartalmazzak a vegre-
hajtasi mod id}o- (ta), illetve koltsegigenyet (ca), valamint a javto-megel}oz}o teve-
kenyseg adott berendezes elemre gyakorolt megbzhatosag-novekedeset (Ra), ezen
kvul pedig az er}oforras-szuksegleteket (ra1 ; ra2 ; : : : ; rar ).
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Megjegyzes. Jelolje egy aj 2 A tevekenyseg v; w 2 f1; 2; : : : ;mg vegrehaj-
tasi modjainak id}oigenyet: tjv; tjw, koltsegigenyet: cjv; cjw, er}oforrasigenyeit
lero vektort: rjv; rjw, valamint a tevekenyseg hatasara jelentkez}o megbzhatosag-
novekedest: Rjv;Rjw. Az atvaltasi feladatoknal altalaban feltetelezik, hogy
tjv < tjw eseten cjv  cjw, rjv  rjw valamint Rjv  Rjw teljesul, vagyis az
id}obeli rovidtes, potlolagos (kozvetlen) koltsegnovekmennyel (lasd: 1. tablazatot),
illetve potlolagos er}oforras-novekmennyel jar, mikozben a rovidebb id}o alatt kisebb
mertekben lehet novelni a berendezeselemek es ezaltal a rendszer megbzhatosa-
gat. Ugyanakkor latni fogjuk, hogy ezt az osszefuggest a javasolt algoritmusunk
soran sehol nem hasznaljuk ki. Csak annyit varunk el, hogy a kulonboz}o modokat
tekintve az id}o-, er}oforras- es koltsegigenyek korlatosak legyenek. Tovabba lehes-
sen meghatarozni a minimalis es maximalis szuksegleteket, valamint a minimalis
es maximalis megbzhatosagnovekmenyeket.
Miutan meghataroztuk, mely tevekenysegeket hajtjuk vegre (1. fazis), valamint
azt is megallaptottuk, hogy milyen sorrendben hajtjuk ezeket vegre (2. fazis), ki
kell valasztanunk hogy a tevekenysegeket milyen modon hajtjuk vegre (3. fazis).
Eredmenyul egy ugynevezett projektutemtervet kapunk, amely tartalmazza a veg-
rehajtando tevekenysegeket es a vegrehajtas modjat.
3.8. Dencio. Tekintsunk egy X = (S;;s) projektsttukturat, ahol S 2  (A)
egy kivalasztott projektvaltozat. A projektutemterv azon a 2 S tevekenyse-
gekre vonatkozo id}o-, kolteg-, er}oforrasigenyek, illetve a javto-megel}oz}o tevekeny-
seg okozta megbzhatosagjavulasok halmaza,  !s X = fsa : a 2 Sg ahol sa 2Ma.
3.9. Dencio. Egy rogztett X = (S;;s) projektstrukturara vonatkozo  !s X
projektutemtervre a projekt teljes koltsege (Total Project Cost, TPC) a
projektutemtervben szerepl}o tevekenysegek koltsegigenyeinek osszegekent tekint-
het}o: c ( !s X ) :=
P
(c;t;R;r1;:::;rr)=sa ; a2S;sa2Ma c.
Hasonloan kiszamthato az  !s X atfutasi ideje (Total Project Time, TPT),
melyet jeloljon t ( !s X ), valamint a rendszer megbzhatosaganak (Total System
Reliability, TSR) novekmenye, a rendszer K berendezeseire, melyet jeloljon
TSR (K; !s X ) : Jelolje tovabba rmax ( !s X ) az er}oforras-maximumokat tartal-
mazo r elem}u vektort. (A fuggvenyek szamtasait az 5. es 7. pszeudo kodok
tartalmazzak.)
A bevezetett jelolesekkel mar megfogalmazhato a megel}oz}o karbantartasi pro-
jekttervezesi problema.
1. Problema. (a) Megel}oz}o karbantartastervezesi problema (Preven-
tive Maintenance Project Scheduling Problem, PMPSP), legrovidebb at-
futasi idej}u projektutemterv keresese: Legyen K := fk1; k2; : : : ; kzg egy ve-
ges, berendezeselemeket tartalmazo halmaz. Legyen tovabba A := fa1; a2; : : : ; ang
veges tevekenysegeket tartalmazo halmaz. Jelolje S 2 (A) egy kivalasztott
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projektvaltozatot S  A, valamint jeloljon X = (S;;s) egy projektstrukturat.
A projektstruktura egy lehetseges projektutemtervet jelolje  !s X . Legyen Cc  0
a koltseg, Ct  0 az id}o, Cr  0 pedig az er}oforraskorlat vektora. Jelolje
tovabba 1  CTSR  0 az el}oraskent tekinthet}o minimalis rendszermegbzha-
tosag-novekmenyt.
argmin t( !s X ) (1)
felteve, hogy
c( !s X )  Cc
rmax(
 !s X )  Cr
1  TSR(K; !s X )  CTSR
A fenti feladat soran azt az  !s X projektutemtervet kell meghataroznunk, ahol
a koltseg- es er}oforraskorlatokat gyelembe veve, egy minimalis rendszermegbz-
hatosag-novekmenyt elerve a javto-megel}oz}o tevekenysegeket a lehet}o legrovidebb
id}o alatt tudjuk elvegezni. Mivel a gyakorlatban ez a feladat szokott a leggyak-
rabban el}ofordulni, hiszen a folyamatos m}ukodeshez a legfontosabb, hogy minel
rovidebb id}o alatt sikeruljon a karbantartasi projektet vegrehajtani, ezert a tovab-
biakban mi is ezzel a feladattal foglalkozunk. Ugyanakkor a bemutatott modsze-
runk alkalmas az adott korlatokat betarto legkisebb koltseggel rendelkez}o, vagy
eppen a legnagyobb rendszermegbzhatosag-novekmenyt eler}o projektterv megha-
tarozasara is. Ekkor a feladatok a kovetkez}okeppen rhatok le.
2. Problema. (b) Megel}oz}o karbantartas-tervezesi problema (Preventive Ma-
intenance Project Scheduling Problem, PMPSP), legkisebb koltseg}u projekt-
utemterv keresese:
argmin c( !s X ) (2)
felteve, hogy
t( !s X )  Ct
rmax(
 !s X )  Cr
1  TSR(K; !s X )  CTSR
3. Problema. (c) Megel}oz}o karbantartas-tervezesi problema (Preventive Ma-
intenance Project Scheduling Problem, PMPSP), legnagyobb rendszermegbz-
hatosag-novekmennyel jaro projektutemterv keresese:
argmaxTSR(K; !s X ) (3)
felteve, hogy
t( !s X )  Ct
c( !s X )  Cc
rmax(
 !s X )  Cr
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Lehet}oseg van tovabba un. tobb celfuggveny szerint is megfelel}o un. Pareto-
optimalis megoldast talalni. Ezzel azonban csak egy kes}obbi tanulmanyunkban
foglalkozunk reszletesebben.
3.2. A matrix alapu modell feleptese
A javasolt M4 (Multi-domain Maintenance Management Matrix) matrix modell
osszesen 7 reszmatrixot (domaint) tartalmaz.
1. Block domain (BD): egy z  z matrix, ahol z a berendezeselemek szamat
adja meg. A reszmatrix a megbzhatosagi blokkdiagram (RBD) matrixrep-
rezentacioja, ahol az atlok tartalmazzak a kritikussagi, megbzhatosagi vagy
rendelkezesre allas ertekeit. Legyen ij egy cellaja BD reszmatrixnak, ahol
i 6= j eseten ij = 1 jelenti a megbzhatosagi diagramban ket berendezeselem
kozotti kapcsolatot. ij = 0 pedig azt jelenti, hogy a ket berendezeselem
kozott megbzhatosagi szempontbol nincs kapcsolat. A diagonalis ertekek
0  R(ki) = ri = ii < 1 a berendezeselemek megbzhatosag-ertekei lesznek.
2. Equipment-task mapping domain (ED): egy z  n-es (atvaltasi)
matrix, ahol n a javto-megel}oz}o tevekenysegek, z pedig a berendezesele-
mek szamat jeloli. ED (resz)matrix egy elemet jelolje: "ij (i = 1; 2; : : : ; z;
j = 1; 2; : : : ; n). Az 1  "ij  0 egy aj javto-megel}oz}o tevekenyseg relatv
hatasat mutatja egy ki berendezeselem megbzhatosagara. Egy berendezes-
elemhez tobb javto-megel}oz}o tevekenyseget is rendelhetunk, de egy javto-
megel}oz}o tevekenyseg csak egy berendezes-elemhez tartozhat.
3. Increase of reliability domain (ID): egy mn-es matrix, ahol n a teve-
kenysegek szama, mg m a lehetseges megvalostasi modok szama. Legyen
1  jw  0 (j = 1; 2; : : : ; n; w = 1; 2; : : : ;m) az ID matrix egy cellaja.
Ekkor jw azt mutatja, hogy ha egy aj javto-megel}oz}o tevekenyseget jw
modon valostunk meg, akkor az mennyivel novelheti a berendezeselemek
megbzhatosagat. Ekkor egy ki berendezeselemre vonatkozo megbzhato-
sagnoveles a kovetkez}okeppen szamthato: R(ki) =
nX
j:=1
"ijjw: Egy aj
tevekenyseg vegrehajtasabol ered}o minimalis, illetve maximalis megbzha-
tosag novekedest jelolje: maxj = maxw jw, illetve 
min
j = minw jw. Jelolje
Rmax := fmax1 ; max2 ; : : : ; maxn g, illetve Rmin := fmin1 ; min2 ; : : : ; minn g a
maximalis megbzhatosag-novekmeny vektorokat.
4. Logic domain (LD): egy n n -es matrix, ahol n a javto-megel}oz}o teve-
kenysegek szama; ij (i; j = 1; 2; : : : ; n) az LD (resz)matrix egy cellaja.
A diagonalis (ii; i = 1; 2; : : : ; n) elemek reprezentaljak tevekenyseg-el}ofor-
dulasokat. 0 jelenti, ha nem valostjuk meg a tevekenyseget, 0; 5 jeloli a
bizonytalan tevekenyseg-el}ofordulast, 1 pedig a biztos tevekenysegmegvalo-
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stast. A diagonalison kvuli cellak (ij ; i 6= j) reprezentaljak a tevekenyse-
gek kozotti kapcsolatokat, ahol 0, jeloli a rakovetkezesi kapcsolat hianyat,
1 a rakovetkezesi kapcsolat megletet. 0; 5 pedig a bizonytalan kapcsola-
tot mutatja. Ebben a modellben nem adunk tovabbi pontertekeket sem a
tevekenyseg-el}ofordulasoknak, sem a kapcsolater}ossegeknek.
5. Time domain (TD): egy n m -es matrix, ahol n a javto-megel}oz}o te-
vekenysegek szamat, m pedig a vegrehajtasi modok szamat jeloli. jw  0
cellaertek jeloli a w modon vegrehajtando aj tevekenyseg id}oigenyet. Jelolje
egy aj tevekenyseg maximalis, illetve minimalis id}oigenyet 
max
j = maxw jw,
illetve minj = minw jw. Jelolje tovabba tmax := [
max
1 ; 
max
2 ; : : : ; 
max
n ]; es
tmin := [
min
1 ; 
min
2 ; : : : ; 
min
n ] a maximalis/minimalis id}oigenyeket tartalmazo
vektort.
6. Cost domain (CD): egy nm -es matrix, ahol n a javto-megel}oz}o teve-
kenysegek szamat, m pedig a vegrehajtasi modok szamat jeloli. jw  0
cellaertek jeloli a w modon vegrehajtando aj tevekenyseg koltsegigenyet.
Jelolje egy aj tevekenyseg maximalis, illetve minimalis koltsegigenyet
maxj = maxw jw, illetve 
min
j = minw jw Jelolje tovabba
cmax := [
max
1 ; 
max
2 ; : : : ; 
max
n ]; es cmin := [
min
1 ; 
min
2 ; : : : ; 
min
n ]
a maximalis/minimalis er}oforras-igenyeket tartalmazo vektort.
7. Resource domain (RD): egy n rm -es matrix, ahol n a javto-megel}oz}o
tevekenysegek, r a (megujulo) er}oforras-igenyek, m pedig a vegrehajtasi
modok szamat jeloli. A matrix els}o m oszlopaban az els}o, a masodik m
oszlopaban a masodik, az r-edik m oszlopaban az r-edik er}oforrasoknak a
tevekenysegek egyes vegrehajtasi modjaihoz tartozo igenyeit jeloljuk.
A het reszmatrix elhelyezkedeset mutatja az 1. abra egy peldan keresztul felte-
telezve, hogy a kritikus beavatkozasi ertek valamennyi berendezeselemre cr = 0; 5.
Mivel az 1. abran a k4 berendezes-elemre R(k4) = 0; 4 < cr, ezert a k4 megbzha-
tosagat mindenkeppen javtani kell. Ebb}ol adodoan az a5 tevekenyseget minden-
keppen el kell vegeznunk, hogy a minimalis 0; 5-os megbzhatosagi erteket elerjuk.
Megbzhatosagi szempontbol a k3 es k4 berendezeselem parhuzamosan van
csatolva egymassal, e ket elemmel pedig sorosan az osszes tobbi rendszerelem.
Az abran bejelolt 2 m}ukodesi ut adhato meg. Ebb}ol adodoan a rendszer megbz-
hatosaga:
TSR = R(k1)R(k2)(1  (1 R(k3))(1 R(k4)))R(k5)R(k6):
3.3. A javasolt algoritmus bemutatasa
A javasolt algoritmus (melynek angol neve Preventive Maintenance Project
Scheduling Algorithm, PMPSA, lasd: 6. abran lathato pszeudo kodot) valamennyi
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1. abra. Megel}oz}o karbantartas-tervezes matrix alapu modellje
fazisaban kihasznaljuk, hogy az elerhet}o, id}o-, koltseg-, er}oforras- es maximalis
megbzhatosagi erteket anelkul kiszamthatok, hogy az osszes lehetseges projekt-
valtozatot meg kellene hataroznunk.
Legtobb koltsegunk akkor keletkezik, ha valamennyi javto-megel}oz}o tevekeny-
seget vegrehajtjuk, es ezek kozul is a legkoltsegesebb alternatvat valasztjuk (Cmax).
Legkevesebb koltseg}u projektvaltozatot az a projektterv adja, ahol csak a kote-
lez}o tevekenysegek szerepelnek a projekttervben es itt is a legkevesbe koltseges
alternatvat valasztjuk (Cmin).
Nagyon hasonloan a koltsegekhez, amennyiben a tevekenysegek varhato ha-
tasat meg tudjuk hatarozni, akkor becsulhet}o a maximalis megbzhatosag-javulas
(TSRmax). Ezt az erteket itt is akkor erhetjuk el, ha valamennyi javto-megel}oz}o
tevekenyseget vegrehajtjuk. Ha csak a kotelez}okre szortkozunk, akkor a minimalis
megbzhatosag-javulast (TSRmin) fogja jelolni.
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Az id}oszukseglet szamtasahoz a fentieken kvul a tevekenysegek kozotti kapcso-
latokat is gyelembe kell vennunk. A legrovidebb projekttervet akkor kapjuk,
ha valamennyi bizonytalan tevekenyseget kes}obbi projektbe utemezzuk at, vagyis
ebb}ol a projektb}ol elhagyjuk es valamennyi, technologiailag nem kotelez}o kapcso-
latot feloldunk es a tevekenysegek vegrehajtasat parhuzamostjuk (Tmin). Ezzel
szemben a leghosszabb atfutasi id}ot (Tmax) valamennyi tevekenyseg vegrehajtasa
es valamennyi tevekenysegkapcsolat betartasa fogja eredmenyezni.
Ha a tevekenysegeket a legkorabbi id}opontra utemezzuk, akkor az er}oforras-
igenyek maxi-mumat (rmax) akkor kapjuk, amikor valamennyi bizonytalan teve-
kenyseget vegrehajtjuk, de valamennyi bizonytalan kapcsolatot feloldjuk (par-
huzamos vegrehajtas) es a megvalostasi modok kozul azt valasztjuk, ahol az
er}oforras-igeny maximalis. Ugyangy a legkevesebb er}oforras-igeny (rmin) akkor
keletkezik, ha valamennyi bizonytalan tevekenyseg-el}ofordulast elhagyjuk ebb}ol a
projektb}ol (pontosabban atutemezzuk egy kes}obbi, masik projektbe), a kotelez}o
tevekenyseg-el}ofordulasok kapcsolatait azonban meghagyjuk (soros vegrehajtas),
es az er}oforras-igenyek kozul a minimalisakkal szamolunk.
Az els}o es a masodik fazisban mindig ket lehetseges alternatva kozul valasz-
tunk, nevezetesen az els}o fazisban: megvalostjuk, vagy elhagyjuk (atutemezzuk) a
tevekenyseget, illetve a masodik fazisban: el}orjuk, vagy feloldjuk ket tevekenyseg
kozott a kapcsolatot. Ebb}ol adodoan a dontesi fank, amit be kell jarnunk, egy spe-
cialis binaris fa lesz. Valamennyi dontesi ag eseten ki tudjuk szamtani a lehetseges
legkisebb, illetve legnagyobb id}o-, koltseg-, er}oforrasigenyeket, illetve a minima-
lis, maximalis rendszermegbzhatosag-novekmenyt, felteve, hogy a tevekenysegeket
megvalostjuk, vagy elhagyjuk. Ekkor tehat a dontesi fank egy un. binaris kupac
lesz (binary heap). A fa tetejen meg tudjuk mondani, hogy mi az a legkisebb
id}o-, koltseg-, er}oforrasigeny, amelyet biztosan igenyel barmely projektvaltozat.
Egy tevekenyseg megvalostasarol, vagy elhagyasarol dontve szinten ki tudjuk sza-
molni a legkisebb id}o-, koltseg-, illetve er}oforrasigenyt, vagy eppen a maximalis
rendszermegbzhatosag-novekmenyt.
Nagyon fontos, hogy minden dontes utan is egy M4 matrixreprezentaciot
kapunk, viszont az els}o fazisban minden lepesben eggyel csokken a bizonytalan
tevekenysegek, a masodikban a bizonytalan kapcsolatok szama. }Oket a donte-
sunknek megfelel}oen vagy elhagyjuk, vagy el}orjuk.
A javasolt modszer a projektvaltozatok kiertekelese soran azokat az alternat-
vakat reszesti el}onyben, amelyek celfuggveny erteke kedvez}obb.
Mivel minden dontes utan meg tudjuk mondani az elerhet}o legnagyobb rendszer-
megbzhatosag-novekmenyt, illetve minimalis id}o- es koltsegigenyt, a kovetkez}o
vagasi szabalyokat hatarozhatjuk meg az els}o ket fazisra.
1. Szabaly. [TSR CUT] Ha egy projektvaltozatra szamolt maximalis rend-
szermegbzhatosag-novekmeny kisebb, mint a korlatkent tamasztott el}ort meg-
bzhatosag novekmeny: TSRmax < CTSR , akkor sem az adott,sem az ebb}ol
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szarmaztathato projektvaltozatok, sem pedig a projektvaltozatbol szarmaztathato
projektstrukturak nem megengedettek.
2. Szabaly. [TPC CUT] Ha egy projektvaltozat minimalis koltsegigenye ma-
gasabb, mint a koltsegkorlat: Cmin > Cc , akkor sem az adott, sem az ebb}ol
szarmaztathato projektvaltozatok, sem pedig a projektvaltozatbol szarmaztathato
projektstrukturak nem megengedettek.
3. Szabaly. [TPT CUT] Ha egy projektvaltozat vagy egy projektstruktura
minimalis id}oigenye magasabb, mint az id}okorlat: Tmin > Ct , akkor sem az adott
projektvaltozat/projektstruktura, sem az ebb}ol szarmaztathato projekttervek nem
megengedettek.
Er}oforrasokra azert nem hatarozunk meg ilyen vagasi szabalyt, mert itt er}o-
forras-simto eljarast a harmadik fazisban fogunk vegezni. A legkorabbi id}opontra
utemezett tevekenysegek eseteben a maximalis er}oforrasigenyen mind egy kiegyen-
ltesi, mind pedig er}oforras-simtasi algoritmussal csokkenteni lehet. Ennek szam-
tasi igenye ugyanakkor sokkal magasabb, mint pl. az utemezese. A modszer els}o
fazisanak szemleltetesere tekintsuk az alabbi peldat.
3.1. Pelda. Legyen adott a megel}oz}o karbantartasi terv matrixos utemterve
(2. abra). A feladat, hogy a karbantartasi projektet a legkorabbi id}opontban
vegezzuk el ugy, hogy a rendszer megbzhatosaga minimalisan 10%-ot novekedjen
(CTSR = 0; 1), de a koltsegigenykent tamasztott 40 e $-t ne lepjuk tul (Cc = 40).
A feladatot 3 karbantartoval es 2 gepbealltoval kell elvegeztetnunk (Cr = [3; 2]
T ).
Feltetel. hogy a megbzhatosagi diagramtol fuggetlenul minden berendezeselemnek
legalabb 0; 5-os megbzhatosagi erteket el kell ernie (cr = 0; 5).
Mivel a celfuggveny a lehet}o legrovidebb projektatfutasi id}o megtalalasa, gy
az els}o fazisban azokat a projektvaltozatokat reszestjuk el}onyben, amelyek keve-
sebb tevekenyseget tartalmaznak. Tehat minden lepesben, ha a tevekenyseg a
kritikus uton van, akkor igyekszunk a tevekenyseget elhagyni a projektb}ol, mert
ekkor kapunk rovidebb atfutasi id}ot (lasd: 2. abra); ugyanakkor, ha az gy kapott
matrixra szamolt legnagyobb rendszermegbzhatosag-novekmennyel jaro projekt-
valtozat megvalostasa sem tudja garantalni a 10%-os megbzhatosag-novekmenyt,
akkor ezt az agat, illetve valamennyi alagat ki kell vennunk a dontesi fabol. Vagyis
a 2. abra peldajan a8 tevekenyseg megvalostasa mellett dontunk.
Bar az algoritmus soran a legjobb megoldas megtalalasara torekszunk, szuk-
seg lehet a masodik, vagy epp harmadik legjobb megoldas megtalalasara. Eppen
ezert a lehetseges legrovidebb atfutasi id}oket egy rendezett BUFFER halmazban
taroljuk.
A masodik fazisban arrol dontunk, hogy a tevekenysegeket milyen sorrend-
ben hajtjuk majd vegre. Fontos megjegyezni, hogy mivel mar dontottunk arrol,
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2. abra. Az els}o fazis els}o lepese
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hogy egy tevekenyseget vegrehajtunk-e vagy sem, ezert azok minimalis es maxi-
malis koltsegvonzatat, illetve a rendszer megbzhatosaganak minimalis es maxima-
lis novekmenyet a tevekenysegek vegrehajtasi sorrendje (a javasolt modellunkben)
nem befolyasolja. Eppen ezert elegend}o csak a minimalis es maximalis lehetseges
tevekenysegid}oket kiszamolni. Ehhez pedig elegend}o a logikai tervet es az id}oige-
nyeket tartalmazo reszmatrix (lasd: 3. abra) megadasa.
A celfuggvenynek legmegfelel}obb projektstruktura meghatarozasakor csak a
3. vagasi szabalyt alkalmazhatjuk. A masodik fazis vegere mar egy projektstruk-
turat kapunk, ahol a cel a celfuggvenynek leginkabb megfelel}o, a korlatokat nem
tullep}o projektutemterv meghatarozasa. Ebben a fazisban mar az ismert diszkret
id}o-min}oseg-koltseg atvaltasi problemat kell megoldanunk, mely sajnos NP-nehez
feladat [9]. Ugyanakkor, ha nincs tul sok lehetseges alternatvank, akkor az els}o
ket fazisban ismertetett gondolatmenetet tovabbvihetjuk, nevezetesen: minden
lepesben dontunk arrol, hogy egy adott tevekenyseget a lehetseges modok kozul
melyikkel valostjuk meg. A dontesi faban minden csucsnak (kiveve az utolso (n-
edik szinten lev}oket)) m gyermeke van, hiszen minden tevekenyseget m-felekeppen
oldhatunk meg.
Minden pontban kiszamtjuk az elerhet}o legkisebb/legnagyobb atfutasi idej}u,
koltsegigeny}u, valamint a legkisebb/legnagyobb rendszermegbzhatosag-novek-
menyt eredmenyez}o projektterveket.
Az 1., 2., 3. vagasi szabalyokat alkalmazva egy adott celfuggvenynek leginkabb
megfelel}o projektutemtervet kapunk.
Az eredmenyul kapott utemtervre vegzunk el egy er}oforras-simtast. Ha ered-
menyul egy, a korlatokat nem tullep}o megoldast kapunk (jelen esetben ez
r = [3; 1]T , amely nem lepi tul a Cr = [3; 2]
T korlatot), akkor ezt a projekttervet
javasolhatjuk a karbantartok szamara (lasd: 4. abra). Ha az er}oforras-tervezes
nem vezet eredmenyre, akkor vissza kell lepnunk a kovetkez}o legjobb megoldasra
es ott kell elvegeznunk ujra az er}oforras-simtast.
4. A javasolt algoritmus komplexitasa
Az els}o ket fazisban kihasznaljuk, hogy mindig csak ket lehetseges alternatva
kozul kell valasztanunk, nevezetesen megvalostjuk vagy elhagyjuk a bizonytalan
tevekenysegeket, illetve a masodik fazisban el}orjuk vagy feloldjuk a bizonyta-
lan kapcsolatokat. A dontesi fa minden agan meg tudjuk mondani, hogy mi a
leghosszabb/legrovidebb atfutasi id}o; legkisebb/legnagyobb projektkoltseg; legki-
sebb/legnagyobb megbzhatosag-novekmeny, anelkul, hogy valamennyi projekt-
valtozatot, illetve az ezekb}ol eredeztethet}o projektstrukturat meghataroznank.
A vagasi szabalyok segtsegevel pedig azokat a projektvaltozatokat, illetve az
azokbol szarmaztathato projektstrukturakat ki sem kell ertekelni, amelyek egy
minimalis (id}o-, koltseg-, megbzhatosag-novekmeny-) korlatot nem elegtenek ki.
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3. abra. Projektstruktura meghatarozasa (2. fazis)
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4. abra. Optimalis utemterv meghatarozasa (3. fazis)
Az els}o ket fazisban anelkul tudunk eljutni egy projektstrukturaig, hogy a dontesi
faban vissza kellene lepni. Ha a bizonytalan tevekenysegek szama u, a bizonytalan
kapcsolatok szama pedig v, akkor O(u+ v) lepesben kaphatunk egy projektstruk-
turat. A harmadik fazis diszkret atvaltasi problema (lasd: De es mtsai [9]) es a
legtobb er}oforras-tervezesi feladat (lasd: Brucker es mtsai [5]) mar igazoltan NP-
nehez feladatok, ahol a javasolt modszerek mellett szamos heurisztikus modszert
is alkalmazhatunk [5].
5. Osszefoglalas
A javasolt modell altalanostja a hagyomanyos id}o-min}oseg-koltseg atvaltasi
problemat, kiterjesztve azt bizonytalan tevekenyseg-el}ofordulasok es bizonytalan
kapcsolatok kezelesenek lehet}osegevel. Egy O(u+ v) algoritmus (ahol u a bizony-
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talan tevekenysegek, v pedig a bizonytalan kapcsolatok szama) vezeti vissza a
javasolt karbantartas-tervezesi problemat egy hagyomanyos atvaltasi problemara.
Ugyanakkor meg kell jegyezni, hogy a karbantartas-tervezes a rendszer megbzha-
tosagarol egy statikus allapotot feltetelez, holott az akar a vegrehajtas ideje alatt is
valtozik, valtozhat. Egy el}orejelz}o rendszer es a javasolt modszer kombinalasa mar
nem csak a megel}oz}o (preventive), hanem az un. prediktv karbantartas-tervezes
eszkoztarat is gazdagthatna. Ennek bemutatasara ugyanakkor majd csak egy
kovetkez}o tanulmanyban kerulhet sor.
6. Koszonetnyilvantas
A kutatas a Uj Nemzeti Kivalosag Program tamogatasaval keszult.
Koszonetunket fejezzuk ki tovabba az MTA-PE Regionalis Innovacios es Fej-
l}odestani Halozati Kutatocsoport kollegainak cikkunkhoz adott jobbto javaslata-
ikert.
A. Melleklet
5. abra. Pszeudo kod. Rendszermegbzhatosag kiszamtasa soros-parhuzamos
osszevonassal es dekompozcios modszerekkel
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6. abra. Pszeudo kod. Javasolt algoritmus a karbantartas-tervezesi problema
(PMPSP) megoldasara
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7. abra. Pszeudo kod. Segedfuggvenyek: atfutasi id}o (TPT), koltsegigeny
(TPC), maximalis er}oforrasigeny (maxres) szamtasa, csucs kivalasztasa (impact)
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MATRIX-BASED MAINTENANCE MANAGEMENT
Zsolt Tibor Kosztyan, Aniko Pribojszki-Nemeth, Zoltan Kovacs
In this paper a new problem, namely: preventive maintenance project scheduling problem
is specied. This problem integrates the structures of system reliability and the sequences of
the preventive maintenance tasks. Since in a preventive maintenance project scheduling prob-
lem usually not all equipment will be maintained, the problem specify a exible project, which
consist not only mandatory but also supplementary tasks. The proposed algorithm reduce the
preventive maintenance project scheduling problem to a traditional discrete time-quality-cost
trade-o problem within a polynomial time. The proposed algorithm is able to rank all the
feasible project plans according to the predened preferences of scores like time and cost. The
developed matrix based methods and proposed exact algorithm may be important and essential
components of a project expert system supporting strategic decision makings particularly in case
of large, complex exible maintenance projects.
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A REZG}O HUR IRANYITASA
HORVATH MIKLOS
Ket bels}o pontban er}ohatasnak alavetett, a vegpontokban rogztett, kez-
detben nyugalmi allapotban lev}o hur lehetseges mozgasallapotait vizsgaljuk.
Ismert, hogy a veges id}o alatt elerhet}o osszes mozgasallapot el}oall (elegen-
d}oen nagy) rogztett id}o alatt is. Jelen dolgozatban megkeressuk a minimalis
id}ot, amely alatt a hur az osszes lehetseges mozgasallapotba atvihet}o. Meg-
mutatjuk, hogy a kerdes egyszer}u szerkezet}u, soronkent legfeljebb 4 nem-
nulla elemet tartalmazo matrixok rangjanak vizsgalatara vezethet}o vissza.
A dolgozat 3. reszeben megfogalmazott nyitott kerdes vizsgalatahoz a kozep-
iskolai ismeretanyag is elegend}o.
1. Bevezetes
Tekintsuk a kovetkez}o egyenletet:
ytt(x; t) = yxx(x; t) + (x  a1)u1(t) + (x  a2)u2(t); (1)
0  x  1; 0  t  T:
Itt y(x; t) jeloli a [0; 1] szakaszon kifesztett hur x pontjanak a nyugalmi allapotbol
(azaz y = 0-bol) valo transzverzalis kitereset a t id}opontban. A 0 < a1 < a2 < 1
bels}o pontokban iranytjuk a hurt a negyzetesen integralhato valos u1(t); u2(t) 2
L2(0; T ) fuggvenyekkel. A hur ket vegpontja rogztett, tehat
y(0; t) = y(1; t) = 0: (2)
A meggyeles kezdeti t = 0 pillanataban a hur nyugalomban van, azaz minden
pontjanak pozcioja es sebessege is nulla:
y(x; 0) = yt(x; 0) = 0: (3)
A T > 0 id}o alatt elerhet}o mozgasallapotok halmaza
R(T ) = f(y(:; T ); yt(:; T ))ju1; u2 2 L2(0; T )g:
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Nyilvanvalo, hogy az R(T ) halmaz T fuggvenyeben monoton n}o, hiszen ha t = 0-
tol egy adott ertekig az u1; u2 irany tas nulla, akkor a hur nyugalomban marad,
es ezutan (id}oeltolodassal) barmely kisebb T -hez tartozo mozgasallapot elerhet}o.
Joo Istvan [6] dolgozataban tobbek kozott igazolta, hogy ha a1 es a2 racionalis,
azaz
a1 =
p1
q
; a2 =
p2
q
; (p1; p2; q) = 1;
tehat p1, p2 es q legnagyobb kozos osztoja 1, akkor 2(q   1)=q  T1 < T2 eseten
R(T1) = R(T2). Jelen dolgozat celja a legkisebb olyan T0 megadasa, amelyre
T0  T1 < T2 eseten R(T1) = R(T2). Ezt a minimalis eleresi id}ot jellemezzuk
linearis algebrai eszkozokkel.
A kerdessel kapcsolatos korabbi kutatasok kozott el}oszor emltsuk meg a Joo
[5] dolgozatot, melynek egyik eredmenye szerint ha csak egy bels}o pontban ira-
nytjuk a hurt, akkor a minimalis eleresi id}o T0 = 2 irracionalis pont eseten, es
T0 = 2(q  1)=q, ha p=q-ban iranytunk, ahol (p; q) = 1. Castro [2] egyetlen mozgo
pontban vizsgalta a hur iranytasat. Tobb szerz}o vizsgalta a vegpont(ok)ban ira-
nytott hur mozgasallapotait. Hansen es Zuazua [3] ket darabbol osszetett hurt
vizsgalt, ahol az illesztesi pont nyugalmi helyzetb}ol valo kiterese az iranytas. Il'in
es Moiseev [4] az egyik vegpontban a kiteresi sebesseggel iranytott hurt vizsgal-
tak, es megkerestek a minimalis normaju kontrollt. Vegul megemltjuk Avdonin
es Edward [1] dolgozatat, ahol veges sok bels}o pontban a hurhoz tomegpontokat
ragasztunk, es az egyik vegpont kiterese az iranytas. Tobbek kozott megmutatjak,
hogy eleg hosszu id}o alatt minden, megfelel}o fuggvenyterbe tartozo mozgasallapot
elerhet}o.
A dolgozat feleptese a kovetkez}o. A fenti, reszben heurisztikus problemafel-
vetes pontos megfogalmazasat es ekvivalens atalaktasait adjuk meg a 2. reszben.
Ez nagyreszt a [6] cikkben is megtalalhato anyag, melyet a konnyebb olvashatosag
erdekeben itt is attekintunk. A 3. resz tartalmazza az uj eredmenyeket, azaz
T0 jellemzeset linearis algebrai eszkozokkel, tovabba diszkutaljuk a T0-ra adhato
explicit kepleteket, megfogalmazva nyitott kerdeseket is.
2. A feladat pontos megfogalmazasa es ekvivalens atalaktasai
Az (1) masodrend}u dierencialegyenlet Dirac-deltakat is tartalmaz, tehat kozon-
seges ertelemben y legfeljebb els}orend}u dierencialhatosagat varjuk. Legyen z(x; t)
egy tetsz}oleges fuggveny a
z(x; t) 2 C2([0; 1] [0; T ]); z(x; T ) = zt(x; T ) = 0; (4)
z(0; t) = z(1; t) = 0
tulajdonsagokkal. Szorozzuk be az (1) egyenletet z-vel, es integraljunk 0  x  1-
ben es 0  t  T -ben is. Formalisan ketszeres parcialis integralast alkalmazva
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az egyik, illetve masik valtozoban a kilep}o tagok elt}unnek az y-ra es z-re kirott
kezdeti- es peremfeltetelek miatt, ezert a kovetkez}o egyenlet adodik:Z 1
0
Z T
0
y(x; t)[ztt(x; t)  zxx(x; t)] dt dx
=
Z T
0
[z(a1; t)u1(t) + z(a2; t)u2(t)] dt:
(5)
Mivel ez az egyenlet nem igenyli y simasagat, es implicit modon tartalmazza az
y-ra kirott kezdeti- es peremfelteteleket is, kezenfekv}o az alabbi ertelmezes:
2.1. Dencio. Az (1), (2), (3) rendszer megoldasan olyan y 2 L2([0; 1]
[0; T ]) fuggvenyt ertunk, mely tetsz}oleges, a (4) kikoteseket kielegt}o z(x; t) fugg-
veny eseten eleget tesz az (5) egyenletnek.
A valtozok szetvalasztasanak ismert modszeret alkalmazzuk: a
z(x; t) = sin(nx)  b(t); b 2 C2([0; T ]); b(T ) = b0(T ) = 0
fuggvenyt helyettestjuk (5)-be. A kovetkez}o alltas adodik:
2.1. Tetel. (Joo [6]) Az (1), (2), (3) rendszernek letezik pontosan egy,
a 2.1. Dencio szerinti y 2 L2([0; 1]  [0; T ]) megoldasa. A megoldas szinuszos
sorfejtese az x valtozoban
y(x; t) =
1X
n=1
cn(t) sin(nx); (6)
ahol az egyutthatok
cn(t) =
Z t
0
sin(n(t  ))
n
gn() d;
gn(t) = 2[sin(na1)u1(t) + sin(na2)u2(t)]:
(7)
A sor barmelyik valtozoban egyszer tagonkent dierencialhato:
yt(x; t) =
1X
n=1
c0n(t) sin(nx);
yx(x; t) =
1X
n=1
ncn(t) cos(nx):
Mindharom sorfejtes konvergens L2([0; 1][0; T ])-ben es barmely rogztett t eseten
L2([0; 1]-ben is. Vegul az y(x; t) megoldas benne van a H
1([0; 1][0; T ]) Szoboljev-
terben.
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A tetel bizonytasa megtalalhato [6]-ban, azt nem ismeteljuk itt meg, de nehany
megjegyzest teszunk. A (7) kepletet derivalva kapjuk, hogy
c0n(t) =
Z t
0
cos(n(t  ))gn() d: (8)
Innen el}oszor is latszik, hogy cn(0) = c
0
n(0) = 0, ahonnan (3) kovetkezik. A (8)
keplet azt is mutatja, hogy c0n is abszolut folytonos, a masodik derivalt L2-ben
van, es c00n = n
22cn + gn teljesul majdnem minden t 2 [0; 1]-re. Ez az egyenlet
(formalisan) az (1) keplettel ekvivalens. Ugyancsak a (7) formula szerint
jcn(t)j  2
n
 Z t
0
sin(n)u1(t  ) d
+  Z t
0
sin(n)u2(t  ) d
 ;
ahonnan a Cauchy{Bunyakovszkij{Schwartz-egyenl}otlenseg alkalmazasaval lathato,
hogy
P
n jcnj egyenletesen korlatos t-ben, es emiatt a (6) sor abszolut es egyen-
letesen konvergens [0; 1]  [0; T ]-n. Ebb}ol pedig kovetkezik, hogy y egy folytonos
fuggveny, amely nulla a hur vegpontjaiban.
A sorfejtesek miatt az R(T ) halmazok novekedese helyett vizsgalhatjuk az
osszes lehetseges cn; c
0
n egyutthato-sorozatok halmazanak novekedeset is. Ez az
otlet a kovetkez}o alltashoz vezet:
2.1. Lemma. ([6]) Legyen
 =

sin(na1)
sin(na2)

eint : n  1

;
es jelolje B(T ) a  halmaz momentumteret a ket komponens}u komplex L2 terben,
azaz
B(T ) =

sin(na1)
sin(na2)

eint;

v1
v2
1
n=1
v1v2

2 L2(0; T ;C2)

:
A B(T ) momentumter novekszik T -ben, es B(T1) = B(T2) pontosan akkor, ha
R(T1) = R(T2).
Bizonytas. El}oszor is vegyuk eszre, hogy
c0n(T ) incn(T ) =
Z T
0
eintgn(t) dt;
gn(t) = 2[sin(na1)u1(t) + sin(na2)u2(t)]:
Ket valos sorozat, cn es c
0
n helyett egyetlen komplex sorozatbol, c
0
n(T )+ incn(T )-
b}ol is rekonstrualhatok az y(:; T ), yt(:; T ) fuggvenyek. A fenti keplet szerint ilyen-
kor csak n  1 jelenik meg az exponencialis fuggveny kitev}ojeben. Ha err}ol atte-
runk a komplex L2 ter momentumterere, akkor minden nemnulla index megjelenik
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a kitev}oben. A
(c0n(T ) + incn(T )) + (c0n(T )  incn(T ))
= 4
Z T
0

sin(na1)
sin(na2)

eint;
<v1
<v2

dt;
(c0n(T ) + incn(T ))  (c0n(T )  incn(T ))
= 4i
Z T
0

sin(na1)
sin(na2)

eint;
=v1
=v2

dt
kepletek azt mutatjak, hogy a komplex L2 es a valos L2 fenti momentumterei
egymasbol rekonstrualhatok, es az egyik pontosan akkor b}ovul, amikor a masik.
Ezzel a bizonytast befejeztuk. ut
Erdemes itt megjegyezni, hogy mivel a 2 1=2eint fuggvenyek ortonormalt
bazist alkotnak L2(0; 2;C)-ben, ezert T  2-re a B(T ) momentumter az n 6= kq
koordinatakon vett teljes komplex `2 ter lesz. Emiatt a minimalis eleresi id}o az a
legkisebb T0  2 ertek lesz, amely folott B(T ) az n 6= kq koordinatakon vett teljes
komplex `2 teret kiadja.
3. A minimalis eleresi id}o jellemzese
A tovabbiakban szuksegunk lesz az alabbi fogalomra.
3.1. Dencio. Azt mondjuk, hogy a H Hilbert-terben a H1; : : : ; HN alterek
er}osen fuggetlenek, ha van olyan 0 < c konstans, hogy barmely hi 2 Hi vektorokra
kh1 +   + hNk  c (kh1k+   + khNk) : (9)
Ez valoban er}osebb a linearis fuggetlensegnel, mert (9) miatt h1 +    + hN = 0-
bol h1 =    = hN = 0 kovetkezik. Heurisztikusan a fogalom azt jelenti, hogy
barmelyik alter pozitv szoget zar be a tobbi alter osszegevel, vagyis nincsenek
bennuk
"
majdnem parhuzamos" vektorok. Nyilvan feltehet}o (es a nemtrivialis
esetekben szuksegszer}u), hogy c < 1. Az is vilagos, hogy ha H1; : : : ; HN er}osen
fuggetlen, akkor H1 es H2 +   +HN is er}osen fuggetlen, hiszen
kh1 + (h2 +   + hN )k  c (kh1k+   + khNk)  c (kh1k+ (kh2 +   + hNk)) :
3.1. Lemma. Ha H1 es H2 er}osen fuggetlen zart alterek H-ban, akkor
a)
kp?2 h1k  ckh1k 8h1 2 H1; kp?1 h2k  ckh2k 8h2 2 H2
ahol p?i a Hi ortokomplementer alterere, H
?
i -re valo mer}oleges vettes, es
c az er}os fuggetlenseg denciojaban szerepl}o konstans.
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b) Van olyan 0 <  < 1 szam, megpedig  =
p
1  c2, hogy
kp2h1k  kh1k 8h1 2 H1; kp1h2k  kh2k 8h2 2 H2;
ahol pi a Hi-re valo mer}oleges vettes.
c) Ha H1 es H2 er}osen fuggetlen, nem feltetlenul zart alterek H-ban, akkor
H?1 +H
?
2 = H.
Bizonytas. a)-t es b)-t eleg csak az egyik szereposztasban igazolni.
p?2 h1 = h1   p2h1 miatt kp?2 h1k  c(kh1k+kp2h1k)  ckh1k bizonytja a)-t. Mivel
kh1k2 = kp2h1k2 + kp?2 h1k2  kp2h1k2 + c2kh1k2, ezert kp2h1k2  (1  c2)kh1k2,
ami bizonytja b)-t. A c)-ben feltehet}o, hogy a H1; H2 alterek zartak, mert
Hi
?
= H?i , es a denciobol lathatoan a H1, H2 alterek is er}osen fuggetlenek.
Legyen h 2 H tetsz}oleges vektor. Teljes indukcioval konnyen igazolhato, hogy
h = p1(p2p1)
nh+ p?1 (h+ p2p1h+   + (p2p1)nh)
+ p?2
 
p1h+   + p1(p2p1)n 1h

:
(10)
Valoban, n = 0-ra h = p1h+ p
?
1 h, masreszt
p1(p2p1)
nh = (p2p1)
n+1h+ p?2 p1(p2p1)
nh
= p1(p2p1)
n+1h+ p?1 (p2p1)
n+1h+ p?2 p1(p2p1)
nh:
A b)-beli becslesek miatt (10) jobboldalan az els}o osszeadando normaban 0-hoz
tart, a masik ket osszeadandoban pedig a veges osszegek normaban konvergalnak,
ezert limeszben kapjuk a
h = p?1 h
 + p?2 h
; h =
1X
n=0
(p2p1)
nh; h = p1
1X
n=0
(p2p1)
nh
el}oalltast, amely bizonytja c)-t is. ut
A momentumterek vizsgalatahoz szuksegunk lesz a kovetkez}o alltasra:
3.2. Lemma. Legyen Wi; i = 1; : : : ; N veges sok er}osen fuggetlen zart alter a
H Hilbert-terben es legyen pi a Wi-re valo mer}oleges vettes. Akkor tetsz}oleges
hi 2Wi vektorokhoz megadhato olyan h 2 H vektor, hogy pih = hi; i = 1; : : : ; N .
Bizonytas. Mivel Wi es Lin(Wj ; j 6= i) er}osen fuggetlenek, az el}oz}o lemma c)
pontja szerint minden i-re
H = W?i + (Lin(Wj ; j 6= i))? = W?i + \j 6=iW?j :
Ennek megfelel}oen minden hi-nek letezik egy hi = h

i + h

i , h

i 2W?i ,
hi 2 \j 6=iW?j felbontasa. Nyilvan pihi = 0 es pihj = 0, ha i 6= j. Ezert
hi = pihi = pih

i , es akkor h =
P
j h

j valasztassal pih = pih

i = hi. ut
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Lathato, hogy a  rendszerben a (sin(na1); sin(na2))
T vektorok parhuzamo-
sak, ha n = (2kq+ j) vagy n = (2kq+2q  j) alaku egy rogztett 1  j  q 1
mellett. Jeloljuk Vj-vel a
j =
n
ei(2kqj)tjk 2 Z
o
rendszer altal kifesztett zart alteret az L2(0; T ;C) terben. Vegul legyen
Wj =

sin(jp1=q)
sin(jp2=q)

Vj :
3.3. Lemma. A j rendszer momentumtere az L2(0; T ;C) terben a komplex
`2 ter, ha T  2=q, es `2 valodi reszhalmaza, ha T < 2=q.
Bizonytas. Bar a hasonlo alltasokat a Riesz-bazisok elmeletenek felhasznalasa-
val szokas bizonytani, mi inkabb egy elemi indoklast mutatunk. Legyen f 2
L2(0; 2=q;C), es legyen f0 = f j(0;1=q), f1(t) = f(t + 1=q). Akkor az f momentu-
mait megado integralZ 2=q
0
ei(2kqj)tf(t) dt =
Z 1=q
0
ei2kqtg(t) dt;
g(t) = eijt[f0(t) + eij=qf1(t)]:
Az ei2kqt rendszer konstans normaju ortogonalis bazis L2(0; 1=q;C)-ben, ezert
pontosan akkor kapjuk a teljes `2 momentumteret, ha g+ es g  ket tetsz}oleges
eleme lehet L2(0; 1=q;C)-nek. A g fuggvenyeket az f0, f1 fuggvenyekb}ol kapjuk
a
g+e
 ijt = f0 + eij=qf1;
g eijt = f0 + e ij=qf1
linearis egyenletrendszerrel. Mivel T = 2=q eseten (f0; f1) tetsz}oleges L2-beli par
lehet, es az egyenletrendszer megoldasa barmely L2-beli (g+; g ) par eseten egy
L2-beli (f0; f1) par, ezert ilyenkor a momentumter a teljes `2. Emiatt nyilvan
maximalis a momentumter T > 2=q-ra is. Ha viszont T < 2=q, akkor f1 mar nem
valaszthato tetsz}olegesen, es emiatt a momentumter is kisebb lesz. ut
A j altal kifesztett Vj alterbeli fuggvenyek egyszer}uen jellemezhet}ok:
3.4. Lemma. Legyen T > 2=q. Akkor
Vj = ff 2 L2(0; T ;C)j (11)
f(t+ 2=q) = 2 cos(j=q)f(t+ 1=q)  f(t) m.m. t-reg:
Ha pedig f 2 Vj es k  2, akkor m.m. t 2 (0; 1=q)-ra
f(t+ k=q) =
sin(jk=q)
sin(j=q)
f(t+ 1=q)  sin(j(k   1)=q)
sin(j=q)
f(t): (12)
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Bizonytas. Mivel az ei2kqt fuggvenyek altal kifesztett ter az osszes 1=q-periodikus
L2-beli fuggvenyb}ol all, ezert nyilvan
Vj = feijtg1 + e ijtg2j g1; g2 1=q-periodikus L2-beli fuggveny.g
Ilyen alakban minden L2(0; 2=q;C)-beli fuggveny el}oall: az el}oz}o bizonytas jelole-
sevel f0 = e
ijtg1+ e
 ijtg2, f1 = eij=q  eijtg1+ e ij=q  e ijtg2 befut minden
L2-beli (f0; f1) part. A
z   eij=q

z   e ij=q

= z2   2 cos(j=q)z + 1
azonossagbol kovetkezik, hogy (11) teljesul minden eijtg1 + e
 ijtg2 alaku fugg-
venyre. Ez egyuttal bizonytja (12)-t is k = 2-re. Nagyobb k eseten teljes indukciot
alkalmazva kapjuk, hogy
f(t+ (k + 1)=q) = 2 cos(j=q)f(t+ k=q)  f(t+ (k   1)=q)
= 2 cos(j=q)

sin(jk=q)
sin(j=q)
f1   sin(j(k   1)=q)
sin(j=q)
f0

 

sin(j(k   1)=q)
sin(j=q)
f1   sin(j(k   2)=q)
sin(j=q)
f0

=
sin(j(k + 1)=q) + sin(j(k   1)=q)
sin(j=q)
f1
  sin(jk=q) + sin(j(k   2)=q)
sin(j=q)
f0
  sin(j(k   1)=q)
sin(j=q)
f1 +
sin(j(k   2)=q)
sin(j=q)
f0
=
sin(j(k + 1)=q)
sin(j=q)
f(t+ 1=q)  sin(jk=q)
sin(j=q)
f(t):
ut
3.5. Lemma. Ha a Wj alterek linearisan fuggetlenek valamilyen T -re
H = L2(0; T ;C2)-ben, akkor er}osen fuggetlenek is.
Bizonytas. A linearis fuggetlenseg azt jelenti, hogy ha valamilyen fj 2 Vj-vel
q 1X
j=1
Fj(t) = 0 m.m. t 2 (0; T )-re; Fj(t) =

sin(jp1=q)
sin(jp2=q)

fj(t); (13)
akkor fj = 0 m.m., j = 1; : : : ; q   1. Az el}oz}o lemma szerint az fj-k kifejezhet}ok
az fj;0 = fj j(0;1=q), fj;1(t) = fj(t + 1=q), 0 < t < 1=q fuggvenyekkel, ezert (13)
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minden t 2 (r=q; (r+1)=q) eseten egy egyenletpart ad. Ha k=q < T  (k+1)=q es
f = (fj;0; fj;1)
q 1
j=1, akkor a (13) egyenletrendszer (0; T   k=q)-n a Cf = 0,
(T   k=q; 1=q)-n a Cf = 0 alakban rhato, ahol a C es C matrixok t-t}ol fugget-
lenek (es C a C ket sorral valo b}ovtese). AWj-k fuggetlensege miatt Cf = 0-nak
es Cf = 0-nak is csak f = 0 a megoldasa, ezert van olyan  > 0, hogy
jCf j2  
q 1X
j=1
(jfj;0j2 + jfj;1j2); jCf j2  
q 1X
j=1
(jfj;0j2 + jfj;1j2):
Az els}o becslest integralva (0; T   k=q)-n, a masodikat (T   k=q; 1=q)-n, majd
osszeadva azt kapjuk, hogy
k
X
Fjk2L2(0;T ;C2)  
X
kfjk2L2(0;2=q)  c1
X
kfjk2L2(0;T )
 c2
X
kFjk2L2(0;T ) 
c2
q   1
X
kFjkL2(0;T )
2
;
ezert az er}os fuggetlenseget igazoltuk c =
p
c2=(q   1) konstanssal. ut
A minimalis eleresi id}ore a kovetkez}o jellemzest adhatjuk:
3.6. Lemma. T0 az a legkisebb ertek, amelyre a
Wj =

sin(jp1=q)
sin(jp2=q)

Vj ; j = 1; : : : q   1 (14)
alterek linearisan fuggetlen rendszert alkotnak L2(0; T ;C2)-ben minden T > T0-ra.
Bizonytas. Lattuk, hogy T0 a legkisebb id}o, amely mellett minden T > T0-ra
a  exponencialis rendszer L2(0; T ;C2)-beli momentumtere a q-val nem oszthato
indexeken befutja az `2 teret. A 3.3. lemma szerint a (14) altereket kifeszt}o -beli
vektorok momentumtere `2 lesz, ha T  2=q, es ilyenkor az alterekben vannak
olyan vektorok, melyek eppen egy el}ort `2-beli momentumsorozatot adnak. Ha
a (14) alterek linearisan fuggetlenek valamilyen T -re, akkor a 3.5. lemma szerint
er}osen fuggetlenek is, ezert a 3.2. lemma szerint ilyen T -re a teljes  rendszer
momentumtere is befutja `2-t, hiszen h es pjh skalaris szorzata egy Wj-beli fugg-
vennyel ugyanaz. Tegyuk fel most, hogy a Wj alterek linearisan osszefugg}ok. A
'n =

sin(np1=q)
sin(np2=q)

eint
jelolessel elve ez azt jelenti, hogy a q-val nem oszthato n indexeken letezik egy
nem azonosan nulla fcn;0g 2 `2 sorozat, amelyre
P
n cn;0'n = 0 (es az osszeg
L2(0; T ;C2)-ben konvergens). Akkor viszont barmely h 2 L2(0; T ;C2)-re
0 = hh;
X
n
cn;0'ni =
X
n
cn;0hh; 'ni;
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azaz minden momentumsorozat mer}oleges fcn;0g-ra, es akkor a momentumter nem
lehet maximalis. ut
A dolgozat f}o eredmenyenek kimondasahoz vezessuk be a kovetkez}o linearis
egyenletrendszert. Valasszunk fj 2 Vj fuggvenyeket, es vezessuk be az
xp =
q 1X
j=1
sin(jp=q)fj;0;
yp =
q 1X
j=1
sin(jp=q)fj;1
(15)
jeloleseket, ahol fj;0 = fj j(0;1=q), fj;1(t) = fj(t+ 1=q), 0 < t < 1=q. Vegyuk eszre,
hogy az (fj;0)
q 1
j=1 7! (xp)q 1p=1 es (fj;1)q 1j=1 7! (yp)q 1p=1 hozzarendelesek kolcsonosen
egyertelm}uek. Valoban, ha
q 1X
j=1
j sin(jp=q) = 0 p = 1; : : : ; q   1;
akkor a '(t) =
Pq 1
j=1 j sin(jt) egy olyan, legfeljebb q   1-edfoku trigonometrikus
polinom, melynek gyoke van az osszes k=q pontban, tehat [0; 2)-ben van legalabb
2q   1 gyoke, ezert '  0, vagyis 1 =    = q 1 = 0.
Az alabbiakban minden egyenlet egy egyenletpart jelent, ahol p helyebe minden
el}ofordulasakor p1-et, illetve minden el}ofordulasakor p2-t kell helyettesteni:
(A)
8>>>>><>>>>>:
[0] xp = 0;
[1] yp = 0;
[2] yp+1 + yp 1 = 0;
[k] yp+k 1 + yp k+1   xp+k 2   xp k+2 = 0; k  3:
Az xp, yp valtozok denciojabol lathato, hogy
(B)
8<:x0 = xq = 0; x p =  xp; xq+p =  xq p;y0 = yq = 0; y p =  yp; yq+p =  yq p:
Latjuk, hogy a (B) redukcio gyelembe vetelevel az (A) egyenletrendszer az
x1; : : : ; xq 1; y1; : : : ; yq 1 valtozokat tartalmazza. Az egyenletrendszer matrixa
egyszer}u szerkezet}u: soronkent legfeljebb negy 1 elemen kvul csak nullakat tar-
talmaz, es a nemnulla ertekek is szabalyosan helyezkednek el. Heurisztikusan azt
lehet mondani, hogy ket q   1 hosszusagu diszkret hur p1 es p2 pontjabol egy
egysegnyi jel szimmetrikusan tovabbterjed mindket iranyba, es (B) szerint a hur
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hatarahoz erve a jel ellentetes fazisban ver}odik vissza. A dolgozat f}o eredmenye,
hogy a keresett minimalis eleresi id}o attol fugg, milyen k eseten lesz az (A), (B)
egyenletrendszernek csak a nullvektor a megoldasa, vagyis mikor lesz az egyenlet-
rendszer matrixanak rangja a maximalis 2q   2:
3.1. Tetel. Tekintsuk azt a linearis egyenletrendszert az x1; : : : ; xq 1,
y1; : : : ; yq 1 valtozokra, amely az (A)-beli [0]; [1]; : : : ; [k] egyenletparokbol adodik
a (B) gyelembe vetelevel. Az a minimalis T0 eleresi id}o, amely folott R(T ) mar
nem n}o tovabb, megadhato T0 = (k0 + 1)=q alakban, ahol k0 a legkisebb olyan k
ertek, amelynel a (B) szerint modos tott (A) linearis egyenletrendszernek csak a
nullvektor a megoldasa. Az R(T0) halmaz mar tartalmazza a hur osszes, veges id}o
alatt elerhet}o mozgasallapotat.
Bizonytas. A 3.6. lemma szerint azt kell vizsgalnunk, milyen T -re lesznek aWj
alterek linearisan fuggetlenek L2(0; T ;C2)-ben. Legyen tehat fj 2 Vj , es vizsgaljuk
a
q 1X
j=1
sin(jp=q)fj = 0 m.m, p =
(
p1
p2
(16)
egyenletpart. A t id}ot felosztva 1=q hosszu szakaszokra az fj;0 = fj j(0;1=q),
fj;1(t) = fj(t+ 1=q), 0 < t < 1=q jelolesekkel az alabbi egyenletek adodnak:
xp =
q 1X
j=1
sin(jp=q)fj;0 = 0;
yp =
q 1X
j=1
sin(jp=q)fj;1 = 0;
a k  2 indexekre pedig a 3.4. lemma szerint trigonometrikus azonossagok alkal-
mazasaval az adodik, hogy
0 = 2
q 1X
j=1
sin(jp=q)

sin(jk=q)
sin(j=q)
fj;1   sin(j(k   1)=q)
sin(j=q)
fj;0

=
q 1X
j=1
cos(j(p   k)=q)  cos(j(p + k)=q)
sin(j=q)
fj;1 (17)
 
q 1X
j=1
cos(j(p   k + 1)=q)  cos(j(p + k   1)=q)
sin(j=q)
fj;0:
Mivel
2xp = 2
q 1X
j=1
sin(jp=q)fj;0 =
q 1X
j=1
cos(j(p  1)=q)  cos(j(p+ 1)=q)
sin(j=q)
fj;0;
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es hasonloan yp-re, ezert (17) ekvivalens az
yp k+1 + yp k+3 +   + yp+k 1   (xp k+2 + xp k+4 +   + xp+k 2) = 0
egyenletparral, ami a 2-vel kisebb k esetere felrt hasonlo egyenletpar miatt ekvi-
valens az
yp k+1 + yp+k 1   (xp k+2 + xp+k 2) = 0
egyenletparral. Vagyis az (A) egyenletrendszer adodik, es nyilvanvaloan a (B)
azonossagok is teljesulnek. Ha k=q < T  (k + 1)=q, akkor a [0], [1], . . . ,[k-1]
egyenletek a teljes [0; 1=q] szakaszon teljesulnek, [k] pedig a [0; T  k=q] szakaszon.
Nezzuk el}oszor a k  k0; k=q < T < (k + 1)=q esetet. Akkor a T   k=q < t < 1=q
ertekekre vett xp; yp valtozokra csak a [0], [1], . . . ,[k-1] egyenletek teljesulnek, ezert
vannak olyan xp; yp nem mind nulla konstansok, melyek kielegtik [0], [1], . . . ,[k-1]-
et. Legyen 0 < t < T   k=q-ra fj;0 = fj;1 = 0, T   k=q < t < 1=q eseten
pedig fj;0; fj;1 legyenek az xp; yp megoldasnak (15) szerint megfelel}o nem mind
nulla konstansfuggvenyek. Akkor a fentiek szerint megkapjuk a (16) egyenletnek
egy nemtrivialis megoldasat, azaz a Wj alterek nem fuggetlenek, emiatt az R(T )
halmaz ilyen T-re nem maximalis. Most legyen k = k0, es T = (k0   1)=q vagy
k > k0. Akkor minden 0 < t < 1=q-hoz tartozo xp; yp-re teljesulnek a ((B)
szerint modostott) [0], [1], . . . ,[k] egyenletek, vagyis csak xp = yp = 0 a megoldas,
es emiatt a (16) egyenletnek csak trivialis megoldasa van. Ez azt jelenti, hogy
a Wj alterek linearisan fuggetlenek, akkor pedig a 3.6. lemma szerint barmely
T  (k0 + 1)=q-ra az R(T ) halmaz maximalis lesz. A bizonytast befejeztuk. ut
A tetel pontos lerasat adja a minimalis eleresi id}onek. A kriterium nem nagy
p1; p2 es q ertekekre papron konnyen szamolhato, illetve barmely p1; p2, q ese-
ten konnyen programozhato a (modostott) [0], [1], . . . ,[k] egyenleteknek megfelel}o
matrix rangjanak vizsgalata. Ugyanakkor erdekes lenne egy explicit formula, mely
p1; p2 es q fuggvenyeben megadja k0-t. Ez szamos specialis esetben meghataroz-
hato, ezekb}ol bemutatunk nehanyat, teljes altalanossagban viszont nem ismert.
Vezessuk be az
uk = yk   xk 1; k 2 Z
valtozokat. A (B) szerint
u k = xk+1   yk:
Nyilvan uk 2q-periodikus, de valojaban 2q 2 fuggetlen uj valtozot ad meg, melyek-
b}ol az xk; yk valtozok egyertelm}uen kifejezhet}ok, es az (A) egyenletrendszer tovabb
egyszer}usthet}o:
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3.7. Lemma. Az uj uk valtozokbol a korabbi valtozok felrhatok az
xk =
k 1X
j=0
u1 k+2j = uk 1 + uk 3 +   + u1 k;
yk =
k 1X
j=0
u2 k+2j = uk + uk 2 +   + u2 k
(18)
alakban. Specialisan
q 1X
j=0
ui+2j = 0 8i; (19)
azaz a paratlan index}u u-k es a paros index}u u-k osszege is 0, gy valojaban 2q  2
fuggetlen uk valtozot denialtunk. Az uj valtozokkal az (A) egyenletrendszer a
kovetkez}o alakot olti a p=q, (p+ s)=q pontpar eseten:
(A0)
8>>>>><>>>>>:
[0]
Pp 1
j=0 u1 p+2j = 0;
Pp+s 1
j=0 u1 p s+2j = 0;
[1]
Pp 1
j=0 u2 p+2j = 0;
Pp+s 1
j=0 u2 p s+2j = 0;
[2] up+1 = u p+1; up+s+1 = u p s+1;
[k] up+k 1 = u p+k 1; up+s+k 1 = u p s+k 1; k  3:
Bizonytas. Dencio szerint u0 =  x 1 = x1 es u1 = y1. Ezzel a (18)
egyenleteket k = 1-re megkaptuk. Nagyobb k eseten teljes indukciot alkalmazunk
az xk = u1 k + yk 1, illetve az yk = uk + xk 1 formulak alapjan. Igy megkapjuk
(18)-at, specialisan az xq = yq = 0 egyenletek miatt (18)-bol (19) is adodik. Az
(A') rendszerben [0] es [1] az xp = xp+s = 0 es yp = yp+s = 0 egyenletek (18)
szerinti atrasa, [k] pedig az eredeti egyenletpar yp+k 1   xp+k 2 = xp k+2  
yp k+1 alakra hozasabol kovetkezik. ut
Az uj (A') egyenletrendszer annyiban egyszer}ubb, mint az (A), hogy a  2
index}u egyenletek ket valtozo egyenl}oseget alltjak. A kovetkez}okben azt vizsgal-
juk, melyik [k] eseten talaljuk az els}o redundans egyenletet. A [k] egyik egyenletet
akkor nevezzuk redundansnak, ha kifejezhet}o [k] masik egyenleteb}ol es a [0]-[k 1]
egyenletekb}ol a 2q-periodikussag es (19) gyelembe vetelevel.
3.8. Lemma. a) Ha az (A') egyenletrendszerben [k1] egyik egyenlete redun-
dans, akkor a k > k1 index}u egyenletparok megfelel}o egyenlete is redundans lesz.
b) Ha el}oszor [k1]-ben van redundans egyenlet, akkor
T0

p
q
;
p+ s
q

=
2q   k1   2
q
:
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Bizonytas.
a) A [2] egyenletpar [0] miatt ekvivalens a
p 1X
j=0
u3 p+2j = 0,
p+s 1X
j=0
u3 p s+2j = 0
egyenletekkel. Hasonloan lathato teljes indukcioval, hogy [k] ekvivalens a
p 1X
j=0
uk p+2j = 0;
p+s 1X
j=0
uk p s+2j = 0 egyenletparral. Vagyis ekvivalens at-
alaktas utan [k] egyenleteit ugy kapjuk, hogy [0] egyenleteiben minden indexet
megnovelunk k-val. Emiatt ha [k] egyik egyenlete kifejezhet}o nem kes}obbi index}u
mas egyenletekkel, akkor az indexek eltolasaval kapott kes}obbi egyenlet is redun-
dans lesz. Megjegyezzuk, hogy a valtozok indexben vett 2q-periodikussaga es a
(19) egyenletek is invariansak az indexek eltolasara.
b) Tudjuk, hogy eleg nagy [k] eseten a [0]-[k] egyenletrendszernek csak a null-
vektor lesz a megoldasa. Az a) szerint ha k1 az els}o redundans egyenlet, akkor
k1  k  k0-ra [k] egyik egyenlete lesz redundans, k > k0-ra pedig mindkett}o.
Osszesen 2q   2 fuggetlen egyenlet kell az egyertelm}u megoldhatosaghoz, ebb}ol
k1 1-ig van 2k1, utana kell meg 2q 2k1 2, tehat az utolso informaciot hordozo
egyenlet indexe k0 = 2q k1 3. Mivel tudjuk, hogy T0 = (k0+1)=q, a bizonytast
befejeztuk. ut
A fenti apparatussal s = 1 es s = 2 esetere fogjuk a minimalis eleresi id}ot
meghatarozni.
3.9. Lemma.
T0

p
q
;
p+ 1
q

= max

2p
q
;
2q   2p  2
q

:
Bizonytas. Az el}oz}o lemma miatt azt kell megmutatni, hogy 2p  2q   2p   2
eseten az els}o redundans egyenlet indexe k1 = 2p. Az egyenletrendszer
(A0)
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
[0]
Pp 1
j=0 u1 p+2j = 0;
Pp
j=0 u p+2j = 0;
[1]
Pp 1
j=0 u2 p+2j = 0;
Pp
j=0 u1 p+2j = 0, u p = 0; up+1 = 0;
[2] up+1 = u p+1; up+2 = u p , u1 p = 0; up+2 = 0;
[3] up+2 = u p+2; up+3 = u p+1 , u2 p = 0; up+3 = 0;
...
[2p  2] u3p 3 = up 3; u3p 2 = up 4 , up 3 = 0; u3p 2 = 0;
[2p  1] u3p 2 = up 2; u3p 1 = up 3 , up 2 = 0; u3p 1 = 0;
[2p] u3p 1 = up 1; u3p = up 2 , up 1 = 0; u3p = 0:
A [0] els}o egyenletere tekintettel [2p  2]-b}ol es a korabbi egyenletekb}ol up 1 = 0
kovetkezik; hasonloan [0] masodik egyenleteb}ol [2p   1] szerint up = 0. Ezert
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[2p] els}o egyenlete redundans. Amint lattuk, a [0]-[2p 1] osszesen 4p egyenleteb}ol
levezethet}o, hogy a  p es 3p 1 kozotti index}u osszes uk = 0. Vagyis 4p egyenletb}ol
4p ismeretlent meg lehet hatarozni, ezert ezen 4p egyenlet kozott csak akkor lehet
redundans, ha a 4p valtozo nem mind fuggetlen, vagyis ha  p+ 2q   2  3p  1,
azaz 4p  2q  1, tehat 2p  q, de ez ellentmond a 2p  2q  2p  2 feltevesnek. ut
Az s = 2 esetben a kovetkez}okeppen kapjuk az optimalis eleresi id}ot. Az alltast
olyan alakban mondjuk ki, amely kiemeli a p$ q   p  2 szimmetriat.
3.10. Lemma. Legyen T0 = T0(p=q; (p+ 2)=q).
a) Ha p paros es q   p  2 paratlan, akkor T0 = max(2p=q; (2q   2p  2)=q).
b) Ha p paratlan es q   p  2 paros, akkor T0 = max((2p+ 2)=q; (2q   2p  4)=q).
c) Ha p es q p 2 is paratlan, akkor T0 = max(2p=q; (2q 2p 4)=q) ha p 6= q p 2
es T0 = (2p+ 2)=q = (2q   2p  2)=q = 1, ha p = q   p  2.
Bizonytas. Most is megkeressuk az els}o redundans egyenletet.
(A0)
8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
[0]
Pp 1
j=0 u1 p+2j = 0;
Pp+1
j=0 u 1 p+2j = 0, u p 1 + up+1 = 0;
[1]
Pp 1
j=0 u2 p+2j = 0;
Pp+1
j=0 u p+2j = 0, u p + up+2 = 0;
[2] up+1 = u p+1; up+3 = u p 1 , u p 1 + u1 p = 0; up+3 + up+1 = 0;
[3] up+2 = u p+2; up+4 = u p , u2 p + u p = 0; up+4 + up+2 = 0;
...
[2p  3] , up 6 + up 4 = 0; u3p 2 + u3p 4 = 0;
[2p  2] , up 5 + up 3 = 0; u3p 1 + u3p 3 = 0;
[2p  1] , up 4 + up 2 = 0; u3p + u3p 2 = 0;
[2p] , up 3 + up 1 = 0; u3p+1 + u3p 1 = 0;
[2p+ 1] , up 2 + up = 0; u3p+2 + u3p = 0;
[2p+ 2] , up 1 + up+1 = 0; u3p+3 + u3p+1 = 0:
Legyen el}oszor p paros. Akkor [0] illetve [1] els}o egyenlete felrhato
(up 1 + up 3) + (up 5 + up 7) +   + (u3 p + u1 p) = 0;
(up + up 2) + (up 4 + up 6) +   + (u4 p + u2 p) = 0
alakban. Ezert a [4], [6], : : : , [2p  4] egyenletekb}ol kapjuk, hogy up 1+up 3 = 0,
emiatt [2p] els}o egyenlete redundans. Most nezzuk csak a [0]-[2p  1] egyenleteket.
A [2], [4], : : : ,[2p 4], [2p 2], [2p 4], [0], [2], [4], : : : , [2p 4], [2p 2] egyenletekb}ol
kapjuk, hogy
u p 1 =  u1 p = u3 p =    = up 5 =  up 3 = up 1 =  up+1
= up+3 =  up+5 =    =  u3p 3 = u3p 1:
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Hasonloan a [3], [5], : : : ,[2p   3], [2p   1], [2p   3], [1], [3], : : : , [2p   5], [2p   3],
[2p  1] egyenletekb}ol kapjuk, hogy
u p =  u2 p = u4 p =    = up 4 =  up 2 = up =  up+2
= up+4 =    = u3p 4 =  u3p 2 = u3p:
Vagyis a [0] { [2p  1] 4p egyenleteb}ol a  p  1 es 3p kozti index}u 4p+ 2 valtozok
altereb}ol ket szabadsagi foku rendszer maradt. Emiatt a [0] { [2p   1] egyenletek
kozott csak akkor lehet redundans, ha nem mind a 4p+2 valtozo fuggetlen, vagyis
ha  p   1 + 2q   2  3p, 4p  2q   4, azaz p  q   p   2. Mivel paros p-re q
paratlan, ezert p 6= q   p  2, ezzel belattuk:
Ha p  q   p  2 paros, akkor T0 = 2q   2p  2
q
:
Legyen most p paratlan. Akkor [0], illetve [1] els}o egyenletenek alakja
up 1 + (up 3 + up 5) +   + (u3 p + u1 p) = 0;
up + (up 2 + up 4) +   + (u4 p + u2 p) = 0:
Ezert [2p   2]-b}ol up 1 = 0, [2p   1]-b}ol up = 0 kovetkezik. A paros index}u
egyenleteket el}oszor csokken}o, aztan nov}o sorrendben gyelembe veve kapjuk, hogy
0 = up 1 = up 3 = up 5 =    = u p 1 = up+1 = up+3 =    = u3p+1;
es hasonloan egy indexszel eltolva
0 = up = up 2 =    = u3p+2:
Innen kovetkezik, hogy [2p+ 2] els}o egyenlete redundans. Masreszt a [0] { [2p+ 1]
4p + 4 egyenleteb}ol megkaptuk, hogy az u p 1 es u3p+2 kozti 4p + 4 valtozo
mindegyike nulla. Vagyis [0] { [2p + 1]-ben nem lehet redundans egyenlet, ha a
valtozok fuggetlenek, azaz  p  1 + 2q  2 > 3p+ 2, maskeppen ha p  q  p  3.
Ezzel igazoltuk:
Ha p  q   p  3 paratlan, akkor T0 = 2q   2p  4
q
:
Vegul legyen p = q p 2 paratlan. Akkor [2p] els}o egyenlete redundans. Ugyanis
3p+ 1 = 2q   p  3 miatt
u3p+1 + u3p 1 = u p 3 + u p 5 =  (u p 1 + u1 p +   + u2q p 7)
=  [(u p 1 + u1 p) +   + (up 5 + up 3) + up 1
+ (up+1 + up+3) +   + (u3p 5 + u3p 3)] = 0:
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Masreszt ha [2p  1]-ben is lenne redundans egyenlet, akkor [0] { [2p+ 1]-ben leg-
feljebb 4p+1 = 2q  3 fuggetlen egyenlet volna, marpedig lattuk, hogy ezekb}ol az
egyenletekb}ol kovetkezik, hogy mind a 2q   2 valtozo egyenl}o nullaval. Vagyis ez
esetben az els}o redundans egyenlet [2p]-beli, ezert
T0 = (2q   2p  2)=q = (2p+ 2)=q = 1:
A fentiekb}ol a lemma alltasai mar konnyen adodnak. Valoban, ha p paros es
q p 2 paratlan, akkor p 6= q p 2 es p < q p 2 eseten T0 = (2q 2p 2)=q,
p > q   p   2 eseten pedig T0 = (2q   2(q   p   2)   4)=q = 2p=q, ahonnan a
lemma a) alltasa kovetkezik. Ha p paratlan es q   p   2 paros, akkor szinten
p 6= q   p   2 es p < q   p   2 eseten T0 = (2q   2p   4)=q; p > q   p   2
eseten pedig T0 = (2q   2(q   p   2)   2)=q = (2p + 2)=q, amib}ol b) kovetkezik.
Vegul ha p es q   p   2 is paratlan, de nem egyenl}ok, akkor p < q   p   2 eseten
T0 = (2q 2p 4)=q; p > q p 2 eseten pedig T0 = (2q 2(q p 2) 4)=q = 2p=q,
a p = q   p   2 esetet pedig mar lattuk. Ezzel a c) is igazolast nyert, amivel a
bizonytast befejeztuk. ut
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THE CONTROL OF VIBRATING STRINGS
Miklos Horvath
We investigate the reachable movement states of a nite string, xed at the endpoints, with
zero initial state and controlled in two interior points. It is known that all states reachable in
nite time can be obtained in a xed nite time T0. In this paper we give a simple linear algebraic
characterization of the minimal reachability time T0.
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MATEMATIKAI KOZGAZDASAGTANROL MATEMATIKUSOKNAK
SIMONOVITS ANDRAS
Kulcsszavak: matematikai kozgazdasagtan, optimalizalas, egyensuly, dina-
mika, kormanyzati beavatkozas.
Koszonetnyilvantas: Halasan koszonom Freud Robert es Lazar Eszter
ertekes megjegyzeseit.
1. Bevezetes
Gondtalan gyermekkorat maga utan hagyva minden ember gyakorlati kozgaz-
dasz lesz. Rovid tavon: adott arak es jovedelem mellett, hajlamait es zleset
kovetve eldonti, hogy a kulonfele termekek (es szolgaltatasok) kozott hogyan osztja
el a jovedelmet. Hosszabb tavon: ugy valaszt foglalkozast, hogy kepessegeinek
megfelel}o jovedelmet erjen el, es ugy vesz fol hitelt, illetve ugy takarekoskodik,
hogy elete minel kellemesebben teljen.
Ebben a cikkben viszont az elmeleti kozgazdasagtant, azon belul is a matema-
tikai modszert mutatjuk be erdekl}od}o matematikusoknak. Modellek segtsegevel
megprobaljuk megmagyarazni, neha el}orejelezni, hogy miert gy dont az egyen.
S}ot, az egyenr}ol az egesz tarsadalomra kiterjesztve a modelleket, elemezzuk a kiala-
kulo piaci arakat es jovedelmeket. A politikusok tanacsadojava szeg}odve meg azt
is vizsgalhatjuk, hogyan erdemes a kormanyzatnak az adok es transzferek reven
a jovedelemek eloszlasat modostaniuk. Megjegyezzuk, hogy a kvantitatv koz-
gazdasagtannak letezik egy masik valfaja: az okonometria, amely a matematikai
statisztika megfelel}oen modostott eszkozeivel probalja meg feltarni a kozgazdasag-
tanban ervenyesul}o statisztikai szabalyossagokat. Ez utobbival nem foglalkozunk.
A matematika hasonlo szerepet jatszik a kozgazdasagtanban, mint a termeszet-
tudomanyokban: nyelv. Csupan a modellezett jelensegekr}ol szolo ismeretek bizony-
talanabbak, es a beavatkozasi celok es eszkozok erkolcsi tartalma ketsegesebb itt,
mint ott.
A cikk szerkezete a kovetkez}o: a 2. szakasz az egyeni dontesek elmeletet ismer-
teti, statikus es dinamikus nez}opontbol. A 3. szakasz a tobbszerepl}os dontesek
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egyensulyat vazolja: el}oszor statikus, majd dinamikus valtozatban, megkulon-
boztetve a sok es a kevesszerepl}os eseteket. A 4. szakasz a kormanyzati beavat-
kozas legegyszer}ubb modelljeit vazolja. Az 5. szakasz vazolja a tortenetet, mg
a 6. szakasz megprobal nehany kovetkeztetest levonni. Rovid hivatkozasjegyzek
zarja a cikket.
Szandekosan a torteneti osszefoglalasra halasztottam az irodalmi hivatkoza-
sokat, es nagyon megtartoztattam magam a hivatkozasokban, mert nem hiszem,
hogy az atlagolvaso cikkem elolvasasa utan megveszi a tobbszaz-oldalas konyveket,
hogy reszletesebben is tajekozodjon a kerdeskorr}ol.
2. Egyeni fogyasztasi dontesek
Ebben a szakaszban el}oszor az egyeni fogyasztasi dontesek statikus, majd dina-
mikus modelljet mutatjuk be.
2.1. Statikus megkozeltes
Statikus modellunkben egyetlenegy fogyaszto egyetlen id}oszaki vasarlasi don-
teseit vizsgaljuk. Legegyszer}ubb esetben a fogyaszto jovedelme az m > 0 valos
szam; az n termeszetes szam adja a vasarolhato termekek szamat, es i = 1; 2; : : : ; n
az egyes termekek indexet. Legyen xi az i-edik termekb}ol vasarolt mennyiseg es
pi > 0 az egysegar (mindketten valos szamok). Els}o kozeltesben feltehetjuk, hogy
a fogyaszto minden jovedelmet elkolti:
nX
i=1
pixi = m: (1)
Vektorialis rasmoddal:
x = (x1; x2; : : : ; xn) es p = (p1; p2; : : : ; pn);
valamint
p  x = m: (10)
Itt lep fel az els}o kerdes: hogyan ossza el a fogyaszto a jovedelmet az egyes ter-
mekek kozott? Egy koznapi fogyaszto nagyon egyszer}u valaszt ad erre a kerdesre:
legyen (i) egy n-elem}u valos sorozat, elemeinek osszege 1:
nX
i=1
i = 1: (2)
Jovedelme i reszet kolti az i-edik termekre:
xi =
mi
pi
; i = 1; 2; : : : ; n: (3)
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Ha a sulyok ertelmesen vannak megvalasztva, es a jovedelemhez kepest az arak
is realisak, akkor ez a szabaly alkalmas a fogyasztoi dontes lerasara. Mutatja, hogy
az egyes termek fogyasztasa a jovedelemnek novekv}o, az arnak viszont csokken}o
fuggvenye. Azt is tukrozi, hogy az zlesnek szerepe van a fogyasztasi dontesben:
rogztett jovedelem es arak mellett egyesek tobbet esznek, masok tobbet isznak,
megint masok tobbet utaznak. Termeszetesen ez a leras nem tukrozi a keresztar-
hatast: ha az alma ara emelkedik, akkor a narancs fogyasztasa n}o.
A f}oaramu kozgazdasagtan a fogyaszto statikus donteset optimalizalasra vezeti
vissza. Az optimalizalando fuggvenyt hasznossagfuggvenynek nevezik, amelyr}ol
csak annyit tesznek fol, hogy a fogyasztasi vektor skalarertek}u, folytonosan die-
rencialhato, szigoruan novekv}o es szigoruan konkav fuggvenye, jele U(x). A szi-
goru konkavitasnal csak egyetlen bels}o maximum letezik. Feltesszuk, hogy
U(x1; : : : ; xi 1; 0; xi+1; : : : ; xn) =  1; i = 1; : : : ; n:
Ezt az U fuggvenyt kell az (1) korlat mellett feltetelesen maximalizalni.
A Lagrange-fele modszer segtsegevel a kovetkez}o szukseges (es elegseges)
feltetelt kapjuk a bels}o optimumra. Legyen  6= 0 egy valos szam, es legyen
L(x) = U(x)  p  x.
2.1. Tetel. Az (1) feltetel mellett az U(x)! max feladat x megoldasa kiele-
gti a kovetkez}o egyenletrendszert:
U 0i(x
) = pi; i = 1; 2; : : : ; n: (4)
Bizonytas. L0x(x
) = 0. 2
2.1. Pelda. A kozgazdasagtanban nagyon elterjedt a logaritmikus hasznossag-
fuggveny:
U(x1; : : : ; xn) =
nX
i=1
i log xi;
ahol teljesul (2). (4) segtsegevel konnyen belathato, hogy az optimalis aranyokat
eppen (3) adja, es  = 1=m.
A hasznossagfuggveny azert nepszer}u a kozgazdasagtanban, mert az egyeni
dontesek kaotikus vilagaba rendet visz. Ugyanakkor ketseges, hogy az egyenek
kepesek-e ilyen bonyolult feladatokat megoldani (az en III. eves matematikus hall-
gatoim tobbsege keptelen erre). Meg inkabb problematikus az elmeleti eredmenyek
gyakorlati megvalostasa: a szandekoltnal tobbet eszunk, es kevesebbet kirandu-
lunk.
2.2. Dinamikus megkozeltes
Eddig statikusan vizsgalodtunk, most raterunk a dinamikus vizsgalatra. Maxi-
malis egyszer}usegre torekedve, most csak a osszes fogyasztas id}obeli alakulasat
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vizsgaljuk. Diszkret id}oben vizsgalodunk, ahol az id}oszakok (honap, ev stb.)
szama T > 1 termeszetes szam, indexuk t = 1; 2; : : : ; T . Eltekintunk az ina-
ciotol, es feltesszuk, hogy fogyasztonk t-edik id}oszaki jovedelme mt, es fogyasztasa
ct. Eltekintunk attol a kulonbsegt}ol, amely megtakartasunk es hitelunk utan ze-
tett kamatlab kozott letezik. Id}oben is egysegesnek tekintjuk es R-rel jeloljuk a
kamattenyez}ot (=1+kamatlab). Felteve, hogy a dolgozo el}ore ismeri a jovedelmi
palyajat, nem kap es nem hagy orokseget, egyetlen egyenletbe tomorthetjuk kolt-
segveteset. Ehhez a jovedelem es a fogyasztas un. jelenertekere van szukseg:
PV[m] =
TX
t=1
mtR
 t es PV[c] =
TX
t=1
ctR
 t: (5)
Figyeljuk meg, hogy az els}o kifejezes { (mt) Laplace-transzformaltja { az a jove-
delem, amelyet ha eletpalyank elejen egy osszegben elhelyeznenk a bankunkban,
es T db szamlara tennenk, akkor a t-edik id}oszak vegere a t-edik szamlan eppen
mtR
 tRt = mt friss jovedelem allna a rendelkezesunkre. Hasonloan, a masodik
kifejezes t-edik tagja eppen ctR
 tRt = ct, s ez a nevezett id}oszak fogyasztasi
koltsege. Egyensulyi feltetelunk szerint a ket jelenertek azonos:
PV[m] = PV[c]: (6)
A variacioszamtashoz hasonloan a fogyasztas dinamikus elmeleteben a hasznos-
sagfuggvenyt id}oben additvnak feltetelezik:
U(c1; : : : ; cT ) =
TX
t=1
ut(ct);
ahol ut() egy szigoruan novekv}o es szigoruan konkav fuggveny. Tovabbi egyszer}u-
steskent feltetelezik, hogy a t-edik id}oszaki hasznossag csupan abban kulonbozik
az 1. id}oszaketol, hogy a jelenertekhez hasonloan leszamtoljak az un. leszamtolasi
tenyez}ovel, jele  2 (0; 1]:
U(c1; : : : ; cT ) =
TX
t=1
tu(ct); (7)
ahol u() egy szigoruan novekv}o es szigoruan konkav fuggveny: u(0) =  1.
Felhvjuk az Olvaso gyelmet, hogy valamilyen okbol a diszkret idej}u modellek-
ben a kozgazdaszok elfelejtettek negatv el}ojellel ellatni a t kitev}ot, ennel fogva
minel kozelebb van az 1-hez a leszamtolasi egyutthato, annal kevesbe szamtol le
a fogyaszto.
El}okesztesunk vegere erve kimondhatjuk a kovetkez}o tetelt:
2.2. Tetel. A (7) hasznossagfuggvenyt az (5){(6) egyensulyi feltetel mellett
maximalizalo (ct ) fogyasztasi palya kielegti az un. Euler-egyenletet:
u0(ct ) = Ru
0(ct+1); t = 1; 2; : : : T   1: (8)
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Megjegyzes. Az Euler-jelz}o a folytonos idej}u variacioszamtas Euler{Lagrange-
egyenletenek els}o szerz}ojere utal.
Bizonytas. Az 1. tetel gondolatmenetet alkalmazva a Lagrange-fuggveny
L(c1; : : : ; cT ) =
TX
t=1
[tu(ct)  ctR t]
es a stacionaritasi feltetel
0 = L0i(c1; : : : ; cT ) = 
tu0(ct)  R t; t = 1; 2; : : : T:
Atrendezve: tRtu0(ct) =  es osszehasonltva a t+1-edik id}oszak hasonlo feltete-
level adodik (8):  = u0(c0). 2
A (8) feltetel elegge nehezkesnek latszik. Az azonban kiolvashato bel}ole, hogy
a R szorzat erteke kulcsszerepet jatszik a fogyasztasi palya alakulasaban.
2.1. Kovetkezmeny. Ha R = 1, akkor a fogyasztas id}oben allando: ct  c1;
ha R > 1, akkor a fogyasztas id}oben n}o: ct+1 > ct; s vegul ha R < 1, akkor a
fogyasztas id}oben csokken: ct+1 < ct.
Megkonnyti a 2.2. tetel megerteset, ha megint a logaritmikus hasznossag-
fuggvenyen szemleltetjuk alltasunkat.
2.2. Pelda. Legyen az id}oszaki hasznossagfuggveny u(x) = log x. Ekkor a (8)
feltetel explicitte valik: 1=ct = R=ct+1, azaz ct+1 = Rct, azaz ct = (R)
t 1c1.
Visszahelyettestve az (5){(6) korlatba:
PV[m] =
TX
t=1
R t(R)t 1c1 =
1  T
(1  )Rc1; ha  6= 1;
ahonnan az optimalis fogyasztasi palya
c1 = PV[m]
(1  )R
1  T es c

t = (R)
t 1c1; t = 1; : : : ; T:
Ezt a gondolatmenetet gyakran alkalmazzak a nyugdjmodellezesben. Peldaul
a leszamtolasi egyutthato kicsiny ertekevel indokoljak a kotelez}o nyugdjrendszer
bevezeteset, illetve a kamattenyez}o nagy ertekevel magyarazzak a magannyugdj-
rendszer folenyet a tb-nyugdjrendszerrel szemben. A dolog nem ilyen egyszer}u: a
valosagban a fogyaszto csak rovid tavon rovidlato, a 3:; :::; T -edik id}oszakra mar
nem diszkontal. Csak az a gond, hogy 1 id}oszak elteltevel a holnapbol ma lesz, es
ujra kezd}odik a leszamtolas. Hasonlo gondot okoz, hogy az elmeleti modellekben
gyakran szerepl}o 10 szazalek koruli real-kamatlabak (R =1,1) csak alkotoik fejeben
leteznek. Vegul nem igaz, hogy ugyanannyi kamatot zet a fogyaszto 1 forintnyi
tartozasaert, mint 1 forintnyi beteteert.
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3. Egyensuly
Eddig egyetlen fogyasztoval szamoltunk, marpedig a valosagban tobb fogyaszto
(es a cikkben altalaban elhanyagolt termel}o) lep kolcsonhatasba a piacon. Harom
esetet vizsgalunk ebben a szakaszban: a piaci egyensuly statikus modelljet, az
egyuttel}o nemzedekek dinamikus modelljet es a strategiai gondolkodast is gye-
lembe vev}o nem kooperatv jatekelmelet Nash-egyensulyat.
3.1. Piaci egyensuly
Visszaterunk a 2.1. szakasz statikus modelljehez, de egy helyett r fogyasztoval,
indexuk h = 1; : : : ; r. Foltesszuk, hogy olyan sokan vannak, es egyenkent olyan
kicsi a sulyuk, hogy egyeni donteseik nem hatnak a piac allapotara. Roviden meg-
ismeteljuk es altalanostjuk az ottani denciokat es fogalmakat, majd ujabbakat
vezetunk be.
A h-adik fogyaszto jovedelme mh > 0 valos szam, a tovabbiakban is az n
termeszetes szam adja a vasarolhato termekek szamat, es i = 1; 2; : : : ; n az egyes
termekek indexet. Legyen xi;h az i-edik termekb}ol a h-adik fogyaszto altal vasarolt
mennyiseg es pi > 0 az egysegar (mindketten valos szamok). Ismet feltesszuk, hogy
a h-adik haztartas minden jovedelmet elkolti:
nX
i=1
pixi;h = mh; h = 1; : : : ; r:
Vektorialis rasmoddal:
xh = (x1;h; x2;h; : : : ; xn;h) es p  xh = mh:
Feleslegesnek tartjuk a 2.1. pont optimumszamtasanak megismetleset, helyette
bevezetjuk a cseregazdasagot, amelyben nem termelnek, csak cserelnek. Feltesszuk,
hogy kezdetben a h-adik dolgozo vagyona ah = (a1;h; : : : ; an;h) pozitv elem}u vek-
tor es a dolgozo csere utjan xh fogyasztasra torekszik. Termeles hjan a csere-
gazdasagban teljesulnek a kovetkez}o merlegegyenletek: minden termekb}ol az
osszvagyon = osszfogyasztas, azaz
ai = xi; i = 1; : : : ; n; (9)
ahol
ai =
rX
h=1
ai;h; es xi =
rX
h=1
xi;h i = 1; : : : ; n: (10)
Pontosabban: megengedjuk, hogy az egyes termekekb}ol a vagyon nagyobb
legyen, mint a fogyasztas, de azoknak a termeknek az ara 0 kell hogy legyen.
Kepletben:
ai  xi; i = 1; : : : ; n; (90)
Alkalmazott Matematikai Lapok (2016)
MATEMATIKAI KOZGAZDASAGTANROL MATEMATIKUSOKNAK 81
es
ha ai > xi; akkor pi = 0: (9
00)
Kerdes: van-e olyan n  r-dimenzios X = (xi;h) fogyasztasmatrix, amely min-
den haztartasnak optimalis, es teljesti a (9){(10) merlegegyenleteket? A valasz-
hoz egyel}ore eltekintunk a merlegegyenletekt}ol, es valtozonak tekintve a korabban
adottnak vett p arvektort, bevezetjuk az egyes termekekre vonatkozo piaci tulkeres-
leti fuggvenyt; zi(p), amely az osszfogyasztasi tervek es az osszvagyon kulonbsege:
zi(p) = xi(p)  ai; i = 1; : : : ; n:
Vegyuk eszre, hogy most a jovedelmeket is az arvektor denialja: mh = p  ah(p).
Ezek segtsegevel felrhatjuk az egyeni tulkeresleti fuggvenyeket is: zh(p) = xh(p) 
 ah(p). Erdekes, hogy ekkor az (1) egyenlet helyere a
p  zh(p) = 0; h = 1; : : : ; r (11)
lep.
Ha barmilyen pozitv  skalarral beszorozzuk az arakat, akkor a jovedelmek is
ugyanezzel a skalarral szorzodnak meg, tehat az egyensuly szempontjabol az arszint
kozombos. A kes}obbiek miatt celszer}u lesz alkalmasan normalni az arvektort:
az arak osszeget vesszuk 1-nek:
Pn
i=1 pi = 1, azaz az arvektor egy n-dimenzios
szimplex. (Masik alternatva: az utolso osszetev}ot vesszuk 1-nek: pn = 1, de nem
elunk ezzel.)
Egyensulynak nevezunk egy olyan (p; X(p)) hipermatrixot, amelyre (9){(11)
egyszerre teljesul, tovabba zi(p) = 0.
3.1. Tetel. Ha a z(p) piaci tulkereslet{ar-fuggveny folytonos, akkor letezik
legalabb egy egyensulyi p arvektor es hozzatartozo X(p) fogyasztasi matrix.
Bizonytas. A bizonytas alapgondolata egyszer}u: az arvektorok n-dimenzios
szimplexet folytonos fuggvennyel lekepezzuk e szimplexbe, s ekkor a nevezetes
Brouwer-fele xponttetel (1911) ertelmeben letezik legalabb egy xpont. Csak azt
kell belatni, hogy e xpont eppen az egyensulyi ar. Szuksegunk lesz egy vektor
pozitv reszenek a jelolesere: z+ = (z1+; : : : ; zn+).
Lassuk a vazolt lekepezest:
p0 = T (p) =
p+ z+(p)
[p+ z+(p)]1
; ahol 1 = (1; : : : ; 1):
Konny}u belatni, hogy a T (p) lekepezes a n-dimenzios szimplexet ugyanabba a
szimplexbe folytonosan kepzi le, letezik tehat egy xpont, pl. p.
Legyen I(p) azon indexek halmaza, amelyre a piaci tulkereslet pozitv: zi > 0,
ha i 2 I(p). Ha ez nem ures halmaz, akkor a T (p) lekepezes emeli ezen termekek
arat, es csokkenti a tobbiet. A piaci egyensulyban nincsenek ilyen termekek: I(p)
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ures halmaz, es a konstrukcio miatt a p egyensulyi arvektor T xpontja. De a
megfordtas is igaz: ha van xpont, akkor az egyensulyi arvektor. Valoban: jelolje
a T (p) nevez}ojet , ekkor a xpont-egyenletet rendezve:
pi = pi + zi+(p
); i = 1; 2; : : : ; n:
Beszorozva mindket oldalt pi -gal, osszeadva a kapott egyenleteket, es felhasznalva,
hogy az egyeni koltsegvetesi korlatok miatt pz(p) = 0, adodik p2 = p2, azaz
 = 1. Visszahelyettestve a xpont-egyenletbe: zi+(p
) = 0. 2
A tetelt lefordtva a hetkoznapok nyelvere, azt kaptuk, hogy kedvez}o korulme-
nyek kozott a piac optimalisan osztja el a javakat az emberek kozott. Ezt lattuk,
amikor a
"
tervgazdasagbol" rovid id}ore kiruccantunk a piacgazdasagba, ahol min-
dent lehetett kapni, csak eleg penz kellett a vonzo aruk megvasarolasahoz.
De ez a tetel sulyos feltevesekre epul, es ha azokat elmozdtjuk, akkor
a tetel kicsorbul. Csak a legfontosabb problemakat jelezzuk, tavirati stlusban.
a) Feltettuk, hogy az egyes piaci szerepl}ok sulya kicsi, es mindenki elfogadja
a piaci arakat olyannak, amilyenek. Ezzel szemben a valosagban olyan orias-
vallalatok is m}ukodnek, amelyek szinte szabadon alaktjak az araikat (Microsoft,
hollywoodi lmipar stb.). b) Feltettuk, hogy minden szerepl}onek van annyi kezd}o-
vagyona, amely elfogadhato megelhetest biztost a szamara. Kulonosen a haboruk
idejen mutatkozik meg e felteves eletidegensege, ahol jegyrendszert kell bevezetni,
nehogy a jobbmoduak az osszes elelmiszert felvasaroljak a szegenyek orra el}ol.
c) Foltettuk, hogy az egyes szerepl}ok dontesei nem befolyasoljak masok eletet.
Ezzel szemben a kozossegeknek torvenyekkel kell megakadalyozni, hogy a kornye-
zetszennyez}o vallalatok koltsegtakarekossag cmen tonkretegyek a korulottuk el}ok
eletet. d) Foltettuk, hogy az embereknek teljes informaciojuk van a vasarolt ter-
mekekr}ol es szolgaltatasokrol. A valosagban azonban a beteg csak azert bzhat
meg vakon az orvosban, mert az allam oklevellel igazolja az orvos szakertelmet.
Hasonlo aszimmetrikus informacio jellemzi a beteg es a biztosto viszonyat, s ez
indokolhatja a kotelez}o allami egeszsegbiztostas bevezeteset.
3.2. Az egyuttel}o nemzedekek modellje
A 2.2. pont id}oben kiterjesztette a 2.1. szakasz statikus modelljet, mikozben
elhanyagolta a termekvilag sokszn}useget. Ehhez hasonloan a 3.2. szakasz id}oben
kiterjeszti a 3.1. szakasz tobbszerepl}os statikus modelljet, de kozben visszater az
egytermekes vilagba. A lenyeg: kulonboz}o eletkoru nemzedekek elnek egyutt.
Legyen t = 1; 2; : : : az id}oszakok indexe, es a = 1; 2 az eletkore (atal, id}os),
gyakorlatilag 30 ev hosszusagu id}oszakokkal dolgozva. Ekkor a jovedelmeket id}ot}ol
fuggetlennek, de eletkortol fugg}onek vesszuk: m1 es m2. Bevezetjuk a t-edik
id}oszak (st) megtakartasanak t + 1-edik id}oszakra vonatkozo kamattenyez}ojet:
Rt+1, valamint az id}o- es eletkorfugg}o fogyasztast: (c1;t; c2;t+1)-t. (A kamattenyez}o
indexe azert t + 1 es nem t, mert szokas szerint nem a kezd}o, hanem a zaro
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id}oszakkal jelolik a ket id}oszakot osszekot}o kamattenyez}ot.) Ekkor a fogyasztasi
egyenletek dencio szerint
c1;t = m1   st es c2;t+1 = m2 +Rtst: (12)
Eltekintunk a halalozasi kockazattol, azaz mindenkinek egysegesen 2 id}oszaknyi
feln}ott eletet adunk. Foltesszuk meg, hogy minden anya  > 0 lanyt szul, ahol 
szinten valos szam. (Ezt ugy kell elkepzelni, hogy az anyakon belul vannak 0, 1,
2 stb. szamu gyermeket szul}ok, es az gy adodo nagy nevez}oj}u racionalis szamot
valosnak tekintjuk. Apakrol es aikrol kulon nem beszelunk, de }ok is leteznek.)
Ha ragaszkodunk a korabban vazolt cseregazdasaghoz, akkor a t-edik id}oszakbeli
osszes megtakartasok egyenlege 1 atalra vettve 0; es a (12) masodik egyenleteben
szerepl}o id}oskori Rtst megtakartast 1 id}oszakkal visszadatumozzuk:
st = Rt 1st 1: (13)
Lemondva az optimalizalasrol, csupan azt tesszuk fol, hogy az st megtakartas
adott fuggvenye az Rt kamattenyez}onek: st = s(Rt). Foltesszuk, hogy letezik
olyan RB > 0 szam, amelyre a megtakartas elt}unik: s(RB) = 0. Behelyettestve
(13)-ba, egy els}orend}u nemlinearis dierenciaegyenlet kapunk az egymast kovet}o
kamattenyez}okre:
s(Rt) = Rt 1s(Rt 1); t = 1; 2; : : : ; R0 adott. (14)
Kimondhatjuk a kovetkez}o tetelt.
3.2. Tetel. a) Az egyuttel}o nemzedekek modelljeben adott s() megtakartasi
fuggveny eseten a kamattenyez}o-dinamikat lero (14) rendszernek altalaban ket
allandosult allapota van: s(RB) = 0, ahol nincs megtakartas, es ahol a kamat-
tenyez}o egyenl}o a gyermekszammal: RG = . b) A ket allandosult allapot kozul
egyik vagy masik lehet lokalisan aszimptotikusan stabil. Peldaul RB <  eseten
RB lokalisan aszimptotikusan stabil.
Bizonytas. a) Vegyuk eszre, hogy a (14) egyenlet mind RB-re, mind RG = -re
fonnall, tehat mindkett}o allandosult allapot.
b) Az implicit fuggveny tetele szerint megfelel}o feltevesek mellett letezik (14)
megoldasa: Rt = f(Rt 1). Behelyettestve (16)-ba, es derivalva Rt 1 szerint:
s0(f(Rt 1))f 0(Rt 1) = s(Rt 1) + Rt 1s0(Rt 1), azaz 0 < f 0(RB) = =RB < 1 {
a lokalis stabilitas elegseges feltetele. 2
Megjegyezzuk, hogy elvont szinten e modell a tb- es a magannyugdjrendszert
stilizalja. A maganrendszer hozama nyilvan RB , a tb-rendszer bels}o hozama
pedig . Sokan ennek az egyszer}u osszefuggesnek az alapjan reszestik el}ony-
ben egyiket vagy masikat. A valosagban azonban a korabbi kormanyzatok nem
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a semmib}ol teremtettek egy uj rendszert. Peldaul a hazankban 1998{2010 ko-
zott fenallo kotelez}o magannyugdjrendszerbe terelt maganjarulekok hianyoztak a
tb-nyugdjrendszerb}ol, ezert kellett }oket allami forrasbol potolni.
Kiemelunk meg egy kritikus feltevest: a dolgozo egy id}oszakra (30 evre) el}ore
ismeri a kamattenyez}ot, ezt nevezik tokeletes el}orelatasnak vagy altalanosabban,
racionalis varakozasnak. Logikusnak t}un}o felteves, de a valosagban gyakran nem
teljesul. Peldaul akik 2004 es 2008 kozott Magyarorszagon svajci frank alapu jelza-
loghitelt vettek fol, azt teteleztek fel, hogy stabil forintarfolyam mellett megmarad
a svajci frank kamatlab el}onye a forinttal szemben. Ma mar tudjuk, hogy az ellen-
kez}oje tortent. Nem nehez kiszamolni, hogy mi tortenik naiv varakozas eseten,
amikor az el}oz}o id}oszak tenyleges kamattenyez}ojet vettik ki a jov}ore. Persze, ez
30 ev tavlataban durva felteves, de eves id}oszakra terve mar nem.
3.3. Nash-egyensuly
Eddig eltekintettunk attol, hogy a szerepl}ok esetleg olyan nagy sulyuak lehet-
nek, hogy hatasuk nem hanyagolhato el a kolcsonhatasi modellben. Most a jatek-
elmeletbe kiruccanva, egy olyan helyzetet vizsgalunk, ahol keves jatekos szerepel,
es ezek gyelembe veszik donteseik egymasra gyakorolt hatasait.
Legyen a jatekosok szama n > 1, indexuk i = 1; 2: : : : ; n, strategiahalmazuk
Si a di-dimenzios ter reszhalmaza, elemeit pedig nevezzuk a megfelel}o jatekosok
strategiainak: si 2 Si. Az elemzesi problemat az jelenti, hogy mindegyik jatekos
hasznossagat nemcsak sajat, hanem a tobbi jatekos strategiaja is befolyasolja.
Leegyszer}usti a jeloleseket, ha kulon jelolest vezetunk be a
"
tobbi" strategia vekto-
rara, s gy a hasznossagfuggvenyekre:
s i = (s1; : : : ; si 1; si+1; : : : ; sn) es ui(s1; s i):
Egy (s1; : : : ; s

n) strategiavektort Nash-egyensulynak nevezzuk, ha egyik jatekos
sem javthat hasznossagan azaltal, hogy elter sajat Nash-strategiajatol, felteve,
hogy a tobbi jatekos ragaszkodik a Nash-strategiahoz. Kepletben:
ui(s

i ; s

 i)  ui(si; s i); ha si 2 Si; i = 1; : : : ; n:
Felhvjuk a gyelmet arra, hogy a) a Nash-egyensuly denciojaban burkoltan
megjelenik a racionalis varakozas, ugyanis minden jatekos a tobbi jatek egyensulyi
strategiajat varja, es varakozasa beteljesul; b) egy jateknak lehet tobb egyensulya
is, es c) ha legalabb ket jatekos elter az egyensulytol, akkor ezeknek a jatekosoknak
n}ohet a hasznossaga.
3.3. Tetel. Ha az Si strategiahalmaz a di-dimenzios euklideszi ter kompakt
es konvex reszhalmaza, az ui hasznossagfuggveny folytonos, es si-ben konkav
(i = 1; : : : ; n), akkor letezik legalabb egy Nash-egyensuly.
Bizonytas. A bizonytas a mar emltett xponttetel halmazertek}u fuggve-
nyekre torten}o Kakutani-fele altalanostasan (1941) alapul. Tegyuk fol, hogy
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bi(s i) 2 Si halmazertek}u lekepezes a tobbi jatekos s i 2 S i strategiajara adott
legjobb valaszok halmaza. Megfelel}o technikai feltevesek mellett e halmazok nem
uresek. Nash-egyensuly eseten si 2 bi(s i). Denialjuk a
b(s) = (bi(si; s i))i
osszetett lekepezest, amely az S1   Sn halmazt kepezi le onmagaba. Konny}u
belatni, hogy a Nash-egyensuly a b lekepezes xpontja: s 2 b(s), marpedig ilyen
xpont letezik. 2
Egyik legegyszer}ubb jatekelmeleti pelda az un. eremparostas, amelyb}ol kiderul,
hogy Nash-egyensuly szarmaztatasahoz szukseg lehet az eredeti strategiahalmazok
radikalis b}ovtesere.
3.1. Pelda. Eremparostas. Ket jatekos lerak az asztalra egy{egy azonos penz-
ermet, amelynek erteke 1 egyseg. Ha azonosat raknak (FF vagy II), akkor az
1. jatekos nyeri el mindket ermet; ha kulonboz}ot raknak (FI vagy IF), akkor a
2. jatekos nyeri el mindket ermet. Ez egy nullaoszeg}u jatek: u2   u1. Ha csak ez
a ket (un. tiszta) strategia letezne, akkor nem letezne Nash-egyensuly. Erdemes
tehat b}ovteni a strategiak teret a kevert strategiak bevezetesevel: egy si 2 [0; 1]
valos szammal jelolt strategia azt jelenti, hogy az i-edik jatekos si valoszn}useg-
gel jatssza Fejet, es 1   si valoszn}useggel az Irast. Belathato, hogy az 1. jatekos
varhato nyeresege
u1(s1; s2) = s1s2 + (1  s1)(1  s2)  s1(1  s2)  (1  s1)s2:
Az s1 lokalis optimumat a parcialis derivalt gyoke adja:
@
@s1
u1(s1; s2) = s2   1 + s2   1 + s2 + s2 = 0; azaz s2 = 1=2:
Furcsa, hogy az 1. jatekos lokalis optimuma csak a 2. jatekos valasztasatol fugg, de
a jatek szimmetriaja miatt a 2. jatekos optimalitasi felteteleb}ol adodik az 1. jatekos
lokalis optimuma is: s1 = 1=2. A sarokpontokat mar kizartuk, ezert egyetlenegy
Nash-egyensuly letezik, es ott mindket jatekos foldobja a sajat ermejet, es teljesen
a veletlenre bzza a valasztast.
Csak technikai erdekesseg}u peldank utan most vazolunk egy gyakorlatban is
nagyon fontos peldat, amely fenyt vet az autopiaci vagy olajpiaci oriasok kuzdel-
mere, valamint arra, hogy bizonyos feltetelek mellett minel tobb vallalat verseng
egymassal, annal olcsobban jutnak a vev}ok a termekhez.
3.2. Pelda. Oligopoljatek. Legyen az egymassal verseng}o vallalatok szama n,
indexuk i = 1; : : : ; n. Homogen termeket alltanak el}o, kapacitaskorlat nelkul. Ha
(q1; : : : ; qn) nemnegatv elem}u valos vektor a vallalatok termelesi vektora, akkor az
ossztermeles Q = q1+  +qn. A 2.1. szakaszban vazolt qi(pi) kereslet{ar-fuggveny
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makrovaltozata Q = D(P ), s ennek inverzekent bevezetjuk az inverz keresleti
fuggvenyt, meghozza linearis valtozatban: P =  Q, ahol ;  > 0. Tegyuk fol,
hogy minden vallalat koltsegfuggvenye azonos, es homogen linearis: qi mennyiseg}u
termek el}oalltasi koltsege qi, ahol 0   <  az egysegkoltseg. A vallalatok ugy
valasztjak meg sajat kibocsatasukat, hogy sajat protjukat maximalizaljak, de
az arfuggvenyen keresztul a tobbi vallalat osszegzett dontese, Q i = Q   qi is
befolyasolja protjukat:
i(qi; Q i) = (P (qi; Q i)  )qi:
Behelyettestve a linearis arfuggvenyt es Q = qi +Q i-t:
i(qi; Q i) = [     (qi +Q i)]qi:
Adottnak veve a Q i-t, az i-edik vallalat protfuggvenyere a kovetkez}o maxima-
lizalasi feltetel adodik:
0 =
@
@i
i(qi; Q i) =  qi + [     (qi +Q i)]:
Visszahelyettestve Q i = Q  qi-t az optimalitasi feltetelbe,
0 =  qi +      Q;
azaz minden vallalat ugyanannyit termel: Q = nqi, azaz n-fels}o indexszel jelolve
az n-vallalatos Nash-egyensulyt:
qni =
  
(n+ 1)
; Qn =
(  )n
(n+ 1)
es Pn =
+ n
n+ 1
:
Tanulsag: minel tobb (hatekony) vallalat verseng, annal jobban kozelt az ar a
koltseghez, azaz annal kisebb a prot.
A jatekelmelet szamos iranyba fejl}odott, ezek ismertetese kulon tanulmanyokat
igenyelnek. Itt csupan meg egy egyszer}u jatekot mutatunk be, amelyben a valodi
jatekosok nem a szakemberek altal elkepzelt hasznossagfuggvenyt maximalizaljak.
3.3. Pelda. Ultimatumjatek. Ket jatekosunk van, es a bro letesz az asztalra
100 db otforintost. Az els}o id}oszakban az 1. jatekos bejelenti igenyet az otforinto-
sokra (0  s1  100), es a 2. id}oszakban a 2. jatekos vagy elfogadja az ajanlatot
(s2 = 100  s1) vagy felbortja az asztalt, es senki sem kap semmit sem. Konny}u
belatni, hogy egyetlenegy Nash-egyensuly letezik: s1 = 99 es s

2 = 1, de a kserletek
soran a 2. jatekos altalaban 20-30 otforintosra tart igenyt.
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4. Adozas es jovedelemujraelosztas
Eddig csak a piaci szerepl}ok kolcsonhatasat vizsgaltuk, csupan megjegyzesben
utaltunk arra, hogy gyakran szukseg lehet a piac kormanyzati befolyasolasara.
Peldaul ha a legkisebb kereset}u dolgozo piaci jovedelme nagyon kicsi, akkor a
kormanyzat adot vet ki, es alapjovedelem zetesevel ujra elosztja a jovedelmeket.
Jo kozeltessel feltehetjuk, hogy csak a dolgozok zetnek szemelyi jovedelem-
adot. A nalunk megvalosult, matematikai ertelemben valoban aranyos adoval sza-
molva, ahol egy 0 es 1 kozotti valos  az adokulcs, egy w a teljes munkaid}oert jaro,
roviden teljes havi ber}u, havonta l id}ot dolgozo egyen wl kereset utan wl adot
zet. (Nem erdemes oraban merni a munkaid}ot, egyszer}ubb, ha a maximalis 176
orat tekintjuk egysegnek.)
A gyermekekt}ol es a nyugdjasoktol itt eltekintunk, es feltesszuk, hogy az ado-
zas egyetlen celja: minden dolgozonak azonos alapjovedelemmel (jele: b) kiegesz-
teni adozas utani piaci jovedelmet.
Kiszemelt dolgozonk fogyasztasa
c = (1  )wl + b:
A lehet}o legegyszer}ubb hasznossagfuggvennyel dolgozunk:
U(c; l) = 2c  wl2: (15)
Magyarazat: a fogyasztast duplan vesszuk gyelembe, viszont minden dolgozo
odzkodasa a munkatol a munkaid}o negyzetevel aranyos, es az aranyossagi tenyez}o
eppen w, a teljes havi ber.
4.1. Tetel. Adott adokulcs es alapjovedelem eseten minden dolgozo optimalis
munkaknalata
l = 1  :
Bizonytas. Behelyettestve a fogyasztast (15)-be, a hasznossagfuggvenyt egy-
valtozossa tettuk:
U [l] = 2[(1  )wl + b]  wl2: (16)
Az optimalis munkaknalat U 0[l] = 2(1  )w   2wl = 0-bol mar kozvetlenul
adodik. 2
Megjegyzesek. A 4.1. tetel modellje tulzottan egyszer}u. 1. Nem veszi gye-
lembe, hogy a valosagban gyakran lehetetlen folyamatosan valtozo hosszusagu
reszmunkat vallalni. 2. Elhanyagolja a csaladfenntarto fer es a gyermeknevel}o
n}o helyzete kozti kulonbseget. 3. Elsiklik az adomoral folott, amely az adokulcs
mellett szinten befolyasolja az adoelkerules merteket. Ennek ellenere fontos resz-
igazsagot kifejez: nagyobb adokulcshoz egyebkent valtozatlan korulmenyek kozott
kisebb munkaknalat tartozik, ezert a kormanyzatnak celszer}u elkerulnie a munka
tuladoztatasat.
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Orszagos szinten a dolgozok kereseteloszlasat egy F eloszlasfuggveny rja le, es
olyan mertekegysegben szamolunk, hogy a teljes havi ber varhato erteke egyseg-
nyi legyen: Ew = 1. Ekkor az alapjovedelem b = (1   ). Behelyettestve az
adokulcstol fugg}o munkaknalatot es alapjovedelmet (16)-ba, adodik
u() = (1  )2w + 2(1  ): (17)
(Itt megkulonboztetesul runk U() helyett u()-t.)
Tegyuk fol, hogy a kormanyzat a legkisebb hasznossagfuggveny}u, esetunkben
a minimalber}u dolgozo hasznossagat akarja maximalizalni, akinek teljes havi bere
0 < wm < 1.
4.2. Tetel. Modellunkben a tarsadalmilag optimalis adokulcs
 =
1  wm
2  wm <
1
2
: (18)
Bizonytas. (17)-be behelyettestve w = wm-et es derivalva a fuggvenyt, az
optimalisi feltetel
0 = u0()=2 =  wm(1  ) + (1  )  : (19)
(19) gyoke valoban (18). 2
Megjegyzes. A 4.2. tetel nagyon bolcsen azt sugallja, hogy minel nagyobb a
keresetegyenl}otlenseg, amelyet itt 1   wm mer, annal nagyobb az optimalis ado-
kulcs. Ugyanakkor e tetel meg a 4.1. tetelen is tulmegy a valosag egyszer}usteseben.
Peldaul a modellezett kormanyzat csak a legrosszabb helyzet}uek helyzetenek jav-
tasat t}uzi ki celul, es ezzel tull}ohet a celon. Err}ol szol a kovetkez}o tetel.
A tarsadalmi jolet kormanyzati maximalizalasa helyett egy tomegdemokraci-
aban a valasztok hatarozzak meg az egyensulyi adokulcsot. Ehhez szuksegunk van
a medianszavazo fogalmara: legyen a dolgozok F (w) kereseti eloszlasa folytonos,
ahol F (w) a w-nel kevesebbet keres}ok aranya a dolgozo nepessegben. Jelolje wo
a mediankeresetet, amelyre teljesul, hogy F (wo) = 1=2. Azaz ugyanannyi dol-
gozo keres wo-nal kevesebbet, mint amennyi tobbet. Foltesszuk, hogy ket part
vetelkedik a szavazatokert: egy baloldali part magasabb (L) adokulccsal, es egy
jobboldali part alacsonyabbal (R): 0  R  L  1. A w kereset}u szavazo arra
a partra szavaz, amely altal gert adokulcsnal a jolete nagyobb, mint a masiknal.
(17) alapjan a w kereset}u dolgozo pontosan akkor szavaz balra, ha
u[w; L] > u[w; R]: (20)
(17) ertelmeben (20) ekvivalens a kovetkez}o egyenl}otlenseggel
(1  L)2w + 2L(1  L) > (1  R)2w + 2R(1  R):
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A 4.1. tetel ertelmeben [vo. (18)] a w kereset}u dolgozo szamara szamara optimalis
adokulcs
(w) =
1  w
2  w: (21)
Mindket part olyan adokulcsot javasol, amely gy}ozelemmel kecsegtet.
4.3. Tetel. A ketparti modellben mindket part Nash-egyensulyra torekszik,
amelyben a medianszavazo valasztasa jut ervenyre:
L = R = (w
o):
Bizonytas. Konnyen belathato, hogy (21)-ben a (w) adokulcs a w kereset
szigoruan csokken}o fuggvenye. A baloldali part megszerzi a dolgozok szegenyebb
felenek a szavazatait, ha (wo)-t javasol, es a jobboldali part megszerzi a dolgozok
gazdagabb feleet, ha (wo)-t javasol. Ha barmelyik part ett}ol elter, a masik part
elcsabthatja a masik part szavazoi hozza kozel es}o reszet. 2
Megjegyzesek.
1. Ugy t}unhet, hogy e modell elfajult, hiszen mindket part ugyanazt a koz-
politikat javasolja. A valosagban gyakran el}ofordul azonban, hogy mindket part
kozepre huz, emiatt a szavazas nagyon kiegyenltett, es csak masodlagos kerdesek
dontik el a valasztas eredmenyet.
2. Termeszetesen az is gyakori, amikor nem ket nagy part van, hanem tobb
kisebb; vagy nem egy, hanem tobb kerdes jatszik kozponti szerepet, es ilyenkor
mas modelleket kell alkalmazni.
5. Torteneti vazlat
Nem akartam torteneti reszletekkel elvonni a gyelmet az elmelet logikajarol,
de a vazlat vegere erve helyenvalonak latszik a tortenet vazolasa. Daniel Berno-
ulli volt talan az els}o gondolkodo, aki 1735-ben a szentpetervari paradoxon elem-
zese kozben rabukkant a logaritmikus hasznossagfuggvenyre. A kozlekedesmernok
Cournot (1838) bevezette a keresleti fuggvenyt, es ket verseng}o vallalat eseten
meghatarozta az egyensulyi megoldast. A hasznossagfuggvenyen alapulo egyeni
es piaci elemzes uttor}oje Walras (1874/77) volt, aki az altalanos egyensulyelmelet
szamos kerdeset vazolta, de az akkori matematika es a kozgazdasagtan fejletlen-
sege miatt a szabatos targyalas lehetetlen volt. A xponttetel felhasznalasaval
Neumann (1928) bizonytotta be a nullaosszeg}u ketszemelyes jatekok alaptetelet.
Samuelson (1947) monograaja hatark}o volt a matematikai kozgazdasagtan fejl}o-
deseben. A fuggetlen hasznossagfuggveny}u, sokszemelyes jatekelmelet kialaktasa
Nash (1951) erdeme. Arrow es Debreu (1954) cikke tartalmazta az altalanos
egyensulyelmelet els}o szabatosan bizonytott tetelet. Samuelson (1958) fedezte
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fol az egyuttel}o nemzedekek modelljet. Arrow (1963) mar reszletesen elemezte,
hogy az aszimmetrikus informacio es a moralis kockazat miatt mennyire csorbul
az altalanos egyensulyelmelet ervenyessege az egeszsegugyi szolgaltatasok teren.
Az optimalis adozas klasszikusa Mirrlees (1971), a medianszavazo elmeletet Black
(1948) dolgozta ki, es csrajaban tartalmazta a Nash-egyensulyt.
6. Kovetkeztetesek
Egyes szam els}o szemelyre valtok. Lehetlennek t}un}o feladatra vallalkoztam:
diohejban bemutatni a matematikai kozgazdasagtant matematikusoknak. Nagyon
visszafogtam magam: csak nehany alapvet}o modellt korvonalaztam. Probaltam
hangsulyozni a modern f}oaramu kozgazdasagtan egyik alapvet}o sajatossagat: min-
dent az egyeni optimalizalasra vezet vissza; s ebb}ol a mikromegkozeltesb}ol kserli
meg levezetni a makroszinten megvalosulo egyensulyt. A tobbtermekes statikus
modell eredmenyeit szembestettem az egytermekes dinamikus modellevel. Hang-
sulyoztam a keves- es sokszerepl}os modellek kozti kulonbseget.
Ugyanakkor roviden igyekeztem utalni az alkalmazott modellek korlataira: pel-
daul az egyen keptelen kiszamtani az optimalis dontest, az egyensuly letezeset
szavatolo feltevesek szamos piacon nem allnak fenn, ezert az egyenuly vagy nem
optimalis vagy nem is letezik. A piaci rendszert mindig kiegeszti egy kormanyzati
szfera, amely peldaul az adorendszeren keresztul befolyasolja a piac m}ukodeset.
Az adorendszer optimalitasa is vizsgalhato, meghozza nem is egyfelekeppen: mast
ad a tarsadalmi joletet maximalizalo tervezes es megint mast a ket part versengese.
Csak nehany alapvet}o cikk szerepel a hivatkozasi listan. Az itt lertak zome
megtalalhato a legtobb emelt szint}u tankonyvben. Ajanlom a wikipedia mathema-
tical economics cmszavat, amely nem ennyire szabatosan, de nagyobb vben tar-
gyalja a kerdest. Kulon felhvom a gyelmet ket tovabbi konyvre: Keynes (1936)
a Nagy Valsag melypontja utan elmeletileg is megmagyarazta, hogy az elegtelen
kereslet tomeges munkanelkuliseghez vezet. Kornai (1971) monograaja nemzet-
kozileg is az els}ok kozott mutatott ra az altalanos egyensulyelmelet korlataira.
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ON MATHEMATICAL ECONOMICS FOR MATHEMATICIANS
Andras Simonovits
This survey outlines the elements of mathematical economics for mathematicians. We int-
roduce the static and the dynamic models of optimal consumption. We extend these models
from one to many decision-makers, considering also the theory of strategic interaction: game
theory. Pure market models are extended by government intervention. Appreciating the results,
we point out unsolved problems.
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AZ UTVONALTERVEZ}O ALGORITMUS TORTENETI ATTEKINTESE,
KULONOS TEKINTETTEL AZOK TURISZTIKAI CELU
ALKALMAZASAIRA
APATHY M. SANDOR
Keves remesebb erzest tudok elkepzelni, mint eltevedni egy idegen varos-
ban, f}okent, ha nyelvi akadalyok miatt meg segtsegkeresre sem igen van
lehet}osegunk. Az id}ok soran megannyi utvonaltervez}o eljaras szuletett, es
talan ezek szuleteseben is hasonlo elmenyek jatszhattak kozre. Cikkunk celja
a jelenleg hasznalatos turisztikai es szalltasi celu utvonaltervez}o algoritmu-
sokig vezet}o, helyenkent rogos, es kiter}okt}ol sem mentes tudomanyos ut rovid
bemutatasa. A legrovidebb ut problemajatol indtva tudomanytorteneti atte-
kint}onket lathatjuk, ahogyan a szerteagazo problemakat egyesti a linearis
programozas technikaja, majd raterunk az utazougynok feladatra, valamint
az abbol kifejl}od}o szalltasi es utvonaltervezesi problemakra koncentralva.
Mivel a 60-as evekt}ol kezdve igen megnovekedett a kulonfele utvonaltervezesi
eljarasok szama, gy osszefoglalonkat mindinkabb a turisztikai megoldasokra
sz}uktjuk, hogy tartani tudjuk a terjedelmi kereteket.
Kulcsszavak: Team Orienteering Problem, Route Planning, Heuristic
Algorithm, Tourism JEL kod: C60, C61, Z32
1. Bevezetes
Az okostelefonok koraban megannyi utvonaltervez}o alkalmazas all rendelkeze-
sunkre, hogy kirandulasaink megtervezeseben segtsegunkre legyen. Egy 3 napos
ut tervezese papron, akar csak egy Budapest meret}u varosban is komoly kih-
vast jelent, es nem keves munkaorat. Egy ilyen utat keves szemelyes informacio
megosztasa aran kalkulalni kepes algoritmus, nyilvanvaloan temerdek tervezge-
tessel toltott orat takarthat meg a felhasznalok szamara, akik azon faradoznak,
hogy azt a nehany pihenesre szant napot a szamukra leginkabb elvezetesse tegyek.
Jelen cikk celja annak bemutatasa, hogyan jutott idaig ez a tudomanyterulet a
legrovidebb ut problemajatol, mely mar az }oskorban is foglalkoztatta el}odeinket
az elelem lel}ohely es a taboruk viszonylataban. Mint azt latni fogjuk, a linearis
programozasi technika kifejl}odese egyseges keretet nyujtott a korabbi szerteagazo
kombinatorikus optimalizalasi feladatok megoldasanak, melyeket korabban kulon
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kezeltek. Ennek kialakulasaban egy sor magyar tudos vett reszt, akik munkassa-
ganak kulon gyelmet szentelunk a cikkben. Az 50-es, 60-as evek megannyi olyan
eredmennyel szolgalt az operaciokutatas teruleten, mely addig sohasem latott mo-
don gyorstotta fel a terulet fejl}odeset. Hogy terjedelmi kereteinket tartani tudjuk,
a korai eredmenyek ismertetese utan az utazougynok problemara fordtjuk gyel-
munket, valamint az abbol kifejl}od}o turisztikai es szalltmanyozasi celu eljarasokra.
Az utolso szakaszban a turisztikai utvonaltervez}o problemak nehany kiterjeszteset
mutatjuk be, illetve az azokra adott megoldasokat, szamossagukra valo tekintettel
a teljesseg igenye nelkul.
2. Legrovidebb ut problemaja
Az utvonaltervez}o algoritmusok szakirodalma messzire nyulik vissza, hiszen
mar az }oskorban is foglalkoztatta el}odeinket, akarcsak az allatokat, hogyan tud-
nak a leggyorsabban, vagy leginkabb energiatakarekos modon eljutni az elelem-
vagy vzforrashoz. Els}o emltest erdeml}o merfoldkove a labirintusbol valo kiju-
tast megoldo melysegi kereses algoritmusa (Depth-rst search), mely Tremaux
nevehez f}uz}odik. Az eljaras lenyege, hogy adott pontbol ugy jarjunk vegig egy
grafot, hogy addig megyunk el}ore a csomopontokon, mg lehetseges, majd vissza-
lepunk az els}o olyan csomopontig, ahol elagazas volt, stb. Ez tehat egy moho
algoritmus, mely lokalis optimumokon keresztul remeli elerni a globalis optimumot.
A melysegi bejaras modszerer}ol Wienernel olvashatunk el}oszor 1873-ban [96].
A legrovidebb utakra adott megoldasok tovabbi torteneti attekintese el}ott kovet-
kezzen egy dencio.
2.1. Dencio. (legrovidebb ut iranytatlan grafon) Legyen G(V;E) iranytat-
lan graf, V a csucsok, E az elek halmaza, mg P = (v1; v2; : : : ; vn) 2 V V   V
ugy, hogy vi szomszedos vi+1-gyel 8 1  i < n, gy P egy n hosszu ut v1 es vn
kozott. Legyen ei;j elkoltseg vi es vj csucsok kozott, valamint az eleken legyen
adott f : E ! R elkoltseg fuggveny. Ekkor v0 es v kozott (ahol v0 = v1 es
v = vn) a legrovidebb ut az, ami minden lehetseges n-re minimalizalja az alabbi
kifejezest:
n 1X
i=1
f(ei;i+1):
Az iranytott grafok eseten csupan annyi a kulonbseg a dencioban, hogy ira-
nytott ei;j eleket kovetelunk meg a szomszedos vi es vj csucsok kozott. Iranytott
grafokra az 50-es evekben ket megoldas is szuletett. Ezen eljarasokban kozos az
alabbi, Ford [38] altal lert altalanos forma:
Legyen adott G(V;E) iranytott grafon az f : E ! R elkoltseg fuggveny, es ket
csucs kozotti tavolsagot denialo fuggveny, d : E  E ! R. Ekkor egy adott s
csucsbol egy masik csucsig tarto ut hosszat az alabbiak szerint kalkulaljuk: legyen
d(s) = 0 es d(vi) = 1 8 vi 2 V=s. Valasszuk (vj , vi) elt, ahol d(vi) > d(vj)+
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+ f(vj ; vi) es legyen d(vi) := d(vj) + f(vj ; vi), majd folytassuk ezt addig, amg
mar nem talalunk ilyen elt. A ket modszer kozotti kulonbseg ott van, ahogyan az
iteracioban a kovetkez}o elt kivalasztjuk:
 A Bellman-Ford algoritmusban minden iteracioban vegigmegyunk az eleken,
mg el nem fogynak, osszesen maximum jV j darab iteracioban. Ezt a modszert
(vagy ezzel ekvivalens modszert) rt le egymastol fuggetlenul Shimbel 1955-ben
[79], Bellman 1958-ban [5] es Moore 1959-ben [66]. Shimbel telefonhalozatok
matrix reprezentaciojan igyekezett megoldani a legrovidebb ut problemjat.
 A Dijkstra altal 1959-ben kozzetett algoritmusban [29] mindig a legkisebb d(vj)
ertekhez tartozo (vj ; vi) elt valasztjuk, gy minden el legalabb egyszer kivalasz-
tasra kerul, ha nincsenek negatv elkoltsegek. Ezzel ekvivalens megoldast rtak
le Leyzorek et al. [62], a Case Institute of Technology kutatoi is 1957-es riport-
jukban, es Shimbel korabbi eredmenyenek komplexitasan is tudtak javtani
javaslatukkal. Hasonlo, es csak kicsit lassabb algoritmus az 1958-ban Dantzig
cikkeben megjelent modszer [25], amely szerint azt az elt kell valasztani a
kovetkez}o lepesben, amelyre a d(vj) + f(vj ; vi) ertek minimalis.
Mint lathato az evszamok kozelsegeb}ol is, a korszak igen termekeny volt, a
megoldasok pedig kis tulzassal egyszer}uek, hiszen tobb kutato egymastol fugget-
lenul is ekvivalens eredmenyre jutott. A korszakrol b}ovebben Schrijver cikkeben
olvashatunk [78].
Rovid kiter}o erejeig meg kell emltenunk a temaval kapcsolatosan a mini-
malis feszt}ofa problemat, mely egy osszefugg}o, iranytatlan grafban a legkisebb
osszelkoltseg}u feszt}ofat keresi. (Feszt}ofa alatt azt a fat ertjuk, amely a graf
osszes csucsat tartalmazza, elei a graf eredeti elei, es minden csucsbol, minden
csucsba pontosan egy ut vezet). A problemara mar 1926-ban adott egy megoldast
Boruvka [9], melynek egy egyszer}ustett valtozatat rta meg Jarnk 1929-es leve-
leben Boruvkanak, majd 1930-ban cseh nyelven cikk formajaban is megjelent [53].
Am ez feledesbe merult, es t}ole fuggetlenul Prim 1957-ben [71], valamint Dijkstra
1959-ben ismet megalkottak az eljarast [29], ezzel sikerult javtaniuk Kruskal 1956-
ban megjelent megoldasanak szamtasigenyen [60], melyet Boruvka nyoman rt.
Az eljaras igen egyszer}u (Prim-algoritmus): legyen G(V;E) osszefugg}o, iranytat-
lan graf, valamint jelolje A a keresett feszt}ofa csucsainak halmazat, mg B az
elek halmazat. Els}o lepeskent valasszunk tetsz}oleges csucsot V -b}ol, majd toroljuk
V -b}ol, es keruljon A-ba. Valasszuk ki a legkisebb elkoltseg}u (vj ; vi) elt ugy, hogy
vi 2 V es vj 2 A. A kivalasztott (vj ; vi) elt tegyuk at B-be, es vj-t toroljuk V -b}ol,
es tegyuk A-ba. Ha mar G graf minden csucsa A-ban van, akkor megkaptunk egy
olyan feszt}ofat (tehat nem feltetlenul egyertelm}u megoldashoz jutunk), melynek
eleit B tartalmazza. Ennek az eljarasnak igen nagy szerepe van tobbek kozott
kozuzemi halozatok telepteseben.Rovid kiter}o erejeig meg kell emltenunk a te-
maval kapcsolatosan a minimalis feszt}ofa problemat, mely egy osszefugg}o, irany-
tatlan grafban a legkisebb osszelkoltseg}u feszt}ofat keresi. (Feszt}ofa alatt azt a fat
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ertjuk, amely a graf osszes csucsat tartalmazza, elei a graf eredeti elei, es minden
csucsbol, minden csucsba pontosan egy ut vezet). A problemara mar 1926-ban
adott egy megoldast Boruvka [9], melynek egy egyszer}ustett valtozatat rta meg
Jarnk 1929-es leveleben Boruvkanak, majd 1930-ban cseh nyelven cikk formaja-
ban is megjelent [53]. Am ez feledesbe merult, es t}ole fuggetlenul Prim 1957-ben
[71], valamint Dijkstra 1959-ben ismet megalkottak az eljarast [29], ezzel sikerult
javtaniuk Kruskal 1956-ban megjelent megoldasanak szamtasigenyen [36], melyet
Boruvka nyoman rt. Az eljaras igen egyszer}u (Prim-algoritmus): legyen G(V;E)
osszefugg}o, iranytatlan graf, valamint jelolje A a keresett feszt}ofa csucsainak hal-
mazat, mg B az elek halmazat. Els}o lepeskent valasszunk tetsz}oleges csucsot
V -b}ol, majd toroljuk V -b}ol, es keruljon A-ba. Valasszuk ki a legkisebb elkolt-
seg}u (vj ; vi) elt ugy, hogy vi 2 V es vj 2 A. A kivalasztott (vj ; vi) elt tegyuk
at B-be, es vj-t toroljuk V -b}ol, es tegyuk A-ba. Ha mar G graf minden csucsa
A-ban van, akkor megkaptunk egy olyan feszt}ofat (tehat nem feltetlenul egyer-
telm}u megoldashoz jutunk), melynek eleit B tartalmazza. Ennek az eljarasnak
igen nagy szerepe van tobbek kozott kozuzemi halozatok telepteseben.
Visszaterve a legrovidebb ut problemahoz, Dijkstra algoritmusa utan sok heu-
risztikus megoldas szu1etett a teljestmeny javtasara. (A heurisztika minden eset-
ben egy fuggveny, mely rangsorolja a lehetseges megoldasokat az elerhet}o infor-
maciok alapjan, ezzel segtve a tovabblepesnel a gyorsabb dontest). Talan a leg-
ismertebb utkeres}o algoritmus, az A* (A-star) is ekkor szuletett 1968-ban a Stan-
ford Research Institute-ban, mely az els}o legjobb keresesi (best-rst search) elja-
rast hasznalja heurisztikakent minden iteracioban [68], hogy a lehet}o leghamarabb
megtalalja az optimalis utat, lasd Hart et al. [51]. Egyeb heurisztikus megolda-
sok, mint peldaul a B* (B-star) [7] vagy a ketiranyu kereses (bi-directional search)
utan [16], 1987-ben sikerult a szamtasi igeny teren attorest elernie Fredmannak
es Tarjannak [39], Fibonacci-halmokon (F-heaps) alapulo, uj adatstrukturajuk-
nak koszonhet}oen. A halozatok bonyolultsaganak novekedesevel nehezen tudta az
informatika fejl}odese tartani a versenyt, gy 2005-ben a 9. alkalommal megrende-
zett Dimacs Challange [98] nev}u tudomanyos verseny a legrovidebb ut temajaban
rta ki palyazatat, es mintaadatkent rendelkezesre bocsatottak az USA akkori tel-
jes uthalozatanak grafjat. A verseny igen sok uj eredmenyt generalt, kozuluk is
kiemelked}o a Karlsruhe Institue of Technology csapata altal publikalt cikkek sora.
A rovidseg kedveert csak egyet, Geisberger et al. [46] cikket emelnem ki, akiknek
erdeme abban rejlik, hogy a korabbi eredmenyeket javtani tudtak azzal, hogy a
kereses soran nem preferalt elemeket el}ozetesen eltavoltjak a grafbol. Eljarasuk-
nak a rovidtesi rangsor (contraction hierarchy) nevet adtak. Gyorsabb megolda-
suknak azonban igen komoly el}okalkulacio az ara. Ennek kivaltasara tett kserletet
Delling et al. [27] RAPTOR nev}u algoritmusa, mely egyaltalan nem igenyel el}okal-
kulaciot, es mivel nem Dijkstra-algoritmusan alapszik, minden utat maximum egy-
szer vesz gyelembe iteracionkent. Az el}okalkulaciok elhagyasaval az algoritmus
alkalmassa valt online alkalmazasokban valo felhasznalasra, hogy Pareto-optimalis
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utakat kalkulaljon tomegkozlekedesi halozatok felhasznaloi szamara. 2013-as cik-
keben Dibbelt et al. [28] kozzetettek Connection Scan nev}u algoritmusukat, mely
bar nem sokkal gyorsabb, mint a RAPTOR, de lenyegesen egyszer}ubb, mindamel-
lett kepes kezelni komplex eseteket is, peldaul a varhato keseseket, es ezt gyelembe
veve kalkulalja a felhasznalok varhato erkezesi idejet. A temakorben a 90-es evek
kozepeig megalkotott algoritmusokat reszletesen targyalja Cherkassky et al. [20],
kulonos gyelmet fordtva azok szamtasigenyere.
A legrovidebb ut problemara adott megoldasok torteneti attekintese utan ter-
junk ra az utvonaltervez}o eljarasok gyakorlati problemakon valo alkalmazasaira.
3. Utvonaltervez}o eljarasok
Az egyik els}o utvonaltervez}o alkamazas az utazougynok problema (Traveling
Salesman Problem, roviden TSP), melyet el}oszor az 1930-as evekben Karl Menger
formalizalt, es adott ra megoldast [64]. Lenyege, hogy az ugynoknek adott telep-
helyeket kell felkeresnie, es donteni csak arrol tud (az elkoltsegek ismereteben),
milyen sorrendben teszi ezt, hogy a lehet}o legkisebb koltseggel jarja korbe a telep-
helyeket. Tehat minimalis osszkoltseg}u Hamilton-kort keresunk a grafon. Birkho
[8] munkajanak koszonhet}oen lehet}ove valt a hozzarendelesi feladatok megoldasa
linearis programozasi feladatkent, melyet Dantzig, Fulkerson es Johnson alkal-
mazott els}okent a TSP megoldasara [24]. 1954-es cikkukben olyan modszereket
vezetnek be, mely ma kombinatorikus optimalizalas alapjat kepezik, mint peldaul
a metsz}oskok modszere. Fontos megemltenunk, hogy a kombinatorikai es grafel-
meleti alapok megteremteseb}ol olyan magyar tehetsegek vettek ki reszuket, mint
K}onig Denes a paros grafok ekvivalencia tetelevel [59], majd tantvanya, Gallai
Tibor fuggetlen- es lefogo halmazokrol szolo tetelevel [40], es Egervary Jen}o, aki
altalanostotta a K}onig-tetelt [31], majd kes}obb a szalltasi feladat kapcsan is elert
onallo eredmenyt [32]. A magyar grafelmeleti iskola jelent}oseget az is jol mutatja,
hogy Kuhn Magyar-modszernek nevezte el az Egervary munkaja nyoman megalko-
tott, ma is alapvet}o eljarasat a hozzarendelesi feladat kombinatorikai megoldasara
[61]. A temakor tudomanytorteneti hatteret b}ovebben Schrijver dolgozta fel [77].
A kes}obbiekben is javareszt ipari es gazdasagi motivaciok vezereltek a kuta-
tasok fokuszat, gy alakult onallo temakorre a szalltmanyozas tervezeset segt}o
jarm}u utvonaltervezesi problema (Vehicle Routing Problem, roviden VRP), mely
egy teherszallto otta jarm}uveinek telephely kozpontu korutjainak optimaliza-
lasat celozza id}o- es kapacitaskorlatok mellett. A problema els}o formalizalasara
Dantzig es Ramser 1959-es cikkeben kerult sor [26]. Kes}obb ennek tobb valtozata
alakult ki: jarm}u utvonaltervezesi problema id}oablakokkal (Vehicle Routing Prob-
lem with Time Windows, roviden VRPTW), a korlatozo feltetelek kib}ovultek a
meglatogatando celallomasok nyitvatartasi idejevel, vagy eppen a kapacitaskorla-
tos jarm}u utvonaltervezesi problema eseten a szalltoeszkoz kapacitas korlatjaval
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(Capacitated Vehicle Routing Problem, roviden CVRP), de tobb peldat lathatunk
a feltetelek konnytesere is: a tobbutas jarm}u utvonaltervezesi problema eseten a
teherautok akar tobb korutat is tehetnek (Vehicle Routing Problem with Multiple
Trips, roviden VRPMT), vagy nem feltetlenul szukseges az ut vegen a telephelyre
visszaterniuk a nylt jarm}u utvonaltervezesi problemaban (Open Vehicle Routing
Problem, roviden OVRP). Mivel a problema NP-nehez, gy az id}ok soran megannyi
kozelt}o modszer szuletett, ezek egyik jellemz}o iranya a heurisztikus megoldasok
kore:
 Genetikus algoritmusok, melyek utanozzak a mikrobiologusok altal meggyelt
DNS-lanc javtasanak mechanizmusat, es az els}o fazisban - jellemz}oen moho
algoritmus segtsegevel - elkeszult utakat varialjak cserek es eltolasok soroza-
taval. Az algoritmus futasi ideje er}osen fugg attol, milyen megallasi erteket
alltanak be az algoritmusban (vagyis hany olyan random probat tehet az algo-
ritmus egymas utan, ami nem javtotta a celfuggveny erteket, miel}ott uj helyen
probal javulast elerni az algoritmus), lasd Chang es Chen [17].
 A hangya koloniak modszere (ant colony system) a hangyak
"
motivacios elja-
rasat" igyekszik utanozni: tudvalev}o, hogy a hangyak feromonok segtsegevel
kommunikalnak egymassal. Amennyiben egy hangyanak hosszu utat kell meg-
tenni az elelem forrasaig, ugy egyre gyengul a feromon jel, amit maga utan
hagy. Ha azonban sikerul rovid utat talalnia, ez a jel er}os marad, gy mind
tobben jarnak majd a megtalalt rovid uton. Ezt a logikat alkalmaztak Bulln-
heimer et al. [12] VRP feladat megoldasara.
 A szimulalt leh}ules (simulated annealing) egy sztochasztikus technika, mely
minden lepesben dont - megfelel}o kriteriumok mellett -, hogy egy masik alla-
potba lepjen-e at, vagy helyben maradjon. A kohaszatbol vett kifejezes arra
utal, ahogyan a femet ellen}orzott korulmenyek kozott felhevtik, majd vissza-
h}utik, hogy a szerkezetet er}ostsek, es a benne talalhato zarvanyokbol minel
tobb elt}unjon. Ezzel az eljarassal keres globalis optimumot VRPTW feladatra
Czech es Czarnas [23].
 A tabu kereses (tabu search) megoldasok a memoriaban taroljak azokat a meg-
oldasokat, melyek korabbi iteraciokban tesztelve lettek es valamilyen el}ore meg-
allaptott szabaly miatt tilto listara kerultek (egy id}ore). Az eljarast peldaul
Braysy es Gendreau alkalmazta VRPTW megoldasara [11].
 A 2-opt altalaban mas algoritmusokkal kombinalva jelenik meg a megoldasok-
ban. Lenyege, hogy olyan ut, mely keresztezi sajat magat, ugy legyen atren-
dezve, hogy ne legyen benne keresztez}odes. Az algoritmus lerasat els}okent
Croes adta 1958-ban a TSP megoldasara [22].
 A 3-opt olyan lokalis keresesi (local search) algoritmus, mely a grafon, vagy
uton 3 szomszedos csucsot torol, majd ezeket minden lehetseges modon ujra-
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rendezve igyekszik az optimalis utat, vagy utakat megtalalni. Az algoritmust
els}okent Lin formalizalta 1965-ben [57].
 A Lin-Kernighan-algoritmus a 2-opt es 3-opt eljarasok altalanostasa, melyben
mindket algoritmust adaptvan alkalmazzuk az utvonalakon. A Lin es Kernig-
han [58] altal 1973-ban alkotott algoritmus az egyik leghatekonyabb eljaras a
TSP megoldasara.
Mindemellett egzakt algoritmusok is szulettek:
 Korlatozas es szetvalasztas (branch and bound) egy kombinatorikus optimali-
zacios eljaras, szetvalasztas szakaszaban a keresesi halmazt diszkret halmazokra
bontja bizonyos szabalyok alapjan, majd a korlatozas szakaszban az egyes hal-
mazokat
"
ritktja", ezzel gyorstva fel a keresest a brute-force megoldasokhoz
kepest, lasd Bektas et al. [6]
 A vagas es szetvalasztas (branch and cut) eljaras egeszertek}u linearis programo-
zasi (Integer Linear Programming, roviden ILP) feladatok megoldasara szolgal,
melynek kereteben el}oszor a korlatozas es szetvalasztas algoritmust hasznaljuk
az LP felteteleinek konnytesere, majd metsz}oskok modszerevel sz}uktjuk azo-
kat, hogy az optimumhoz kozelebb jussunk. Jo pelda ennek alkalmazasara
VRP feladat megoldasaban Pessoa et al. [69].
 Az egzakt algoritmusok szamtasigenye gyakran csokkenthet}o olyan eljarasok-
kal, melyek egyszer}u megfontolasok alapjan az irrelevans csucsokat, vagy csucs-
kombinaciokat eleve torlik. Erre jo pelda Lu et al. [63] Trip-Mine algoritmusa,
ahol a csucsok koltseg-prot alapu rendezesevel, valamint mar id}oben el nem
erhet}o csucsok torlesevel lerovidtik a vizsgalando esetek szamat. Igy a vizsgalt
"
brute force" algoritmus (mely 12 csucs kalkulalasa eseten mar majdnem 1 oras
futasi id}ot produkal, hiszen 12! esetet kell leszamlalnia) helyett javasolt eljaras
nehany ezred masodpercre csokkenti annak futasidejet.
 Mivel a VRPTV formalizalhato egyenletrendszerkent, gy a problema LP fel-
adatkent valo megoldasa is lehetseges, lasd Rousseau et al. [75].
Az utazougynok problemabol kifejl}od}o modellek masik aga a tajfuto prob-
lemaja (Orienteering Problem, roviden OP), vagy mas neven a szelektv utazo-
ugynok problema (Selective Traveling Salesman Problem, roviden STSP), ahol az
egyes ugyfelekhez mar protot rendelnek, es az ugynokot szorto id}okorlaton be-
lul a legnagyobb osszprotot kell begy}ujtenie az utja soran az ugyfelek megla-
togatasaval. Az elnevezes 1996-ban Chao et al. [18] cikkeben szerepel, de mar
1984-ben megjelent Tsiligirides-nel [88], ahol a TSP-ben az ugynoknek nincs eleg
ideje, hogy az osszes varost meglatogassa egyedul. Cikkeben olyan sztochaszti-
kus algoritmust alkalmaz az optimalis utvonal kozelt}o megoldasara, mely min-
den iteracioban Monte-Carlo-modszerrel keresi a kovetkez}o csucsot, a tavolsag es
a begy}ujthet}o prot fuggvenyeben. A problemat mar formalizalta Kataoka es
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Morito 1988-ban [55], am }ok meg maximalis gy}ujtesi problema (Maximum Collec-
tion Problem) neven hivatkoztak ra. A temarol b}ovebben Feillet et al. osszefoglalo
cikkeben olvashatunk [35]. Az OP megfogalmazasat az A.1. fuggelek alatt talaljuk.
Mar a kezdetekt}ol ismert volt ennek a technikanak a termeszetjarasban es altala-
ban a turizmusban valo alkalmazhatosaga, hiszen az OP elnevezes is a tajfutasbol
ered, ahol a versenyz}oknek egy terkep es egy iranyt}u segtsegevel kell felkeresni az
el}ore kijelolt pontokat a lehet}o legrovidebb id}on belul. Innen datalhato a tudo-
manyag sport es turizmus teruleten torten}o hasznostasa, es terjedt ki nem csak
a termeszetjarasra, de a varosnezesre is. Ennek jo peldaja Wang et al. [95], ahol
a legerdekesebb latvanyossagokat latogatja vegig a turista a szallodabol indulva,
es a nap vegen oda visszaerkezve. Golden, Levy es Vohra megmutattak, hogy az
OP NP-nehez [49], gy az erre adott egzakt megoldasok csak viszonylag kis szamu
csucs eseten lehetseges. Ramesh et al. [73] korlatozas es szetvalasztas algorit-
must hasznal, mellyel egzakt megoldast ad akar 150 csucsot tartalmazo grafra is,
mg Fischetti et al. [36] cikkukben brach-and-bound eljarassal akar 500 csucsra is
egzakt megoldast tudnak adni. Ramesh es Brown [72] 4 fazisbol allo heuriszti-
kus megoldast adnak az OP-re, melyben a 2-opt es 3-opt eljarasokat alkalmazzak.
Ennel jobb eredmenyeket ad Chao et al. [18] 5 lepesb}ol allo megoldasa, mely moho
algoritmust, sztochasztikus eljarast es opt-2 algoritmust otvozve epti fel az utvo-
nalat. A fenti heurisztikus megoldasok komoly hatranya, hogy konnyen be tudnak
ragadni egy lokalis optimumba, melyet Gendreau et al. [48] tabu search megoldasa
hatekonyan hidal at. Mivel az eredmenyek turisztikaban torten}o felhasznalasa igen
nagy gyelmet kap, gy cikkek sora foglalkozik azok terinformatikai beagyazasaval
is (mobil applikaciok formajaban), erre jo peldat talalunk az OP esetere Souriau
et al. 2008-as cikkeben [80]. A tajfuto problemaja id}oablakkal (Orienteering Prob-
lem with Time Windows, roviden OPTW) az OP altalanostasa, ahol a csucsokhoz
nyitvatartasi id}oket rendelunk. Az OPTW lerasat az A.2. fuggelek alatt adjuk
meg. Els}okent Kantor es Rosenwein [54] adtak ra megoldast 1992-ben. Els}o lepes-
ben ugy illesztenek be az utvonalba uj csucsokat, hogy ne utkozzon id}okorlatba,
es az egysegnyi id}okoltsegre es}o fajlagos prot a lehet}o legnagyobb legyen. Ezutan
melysegi keresesi algoritmussal alltanak el}o utszakaszokat, majd f}uzik }oket ossze,
elhagyva a nem megvalosthato elemeket. Mivel az id}oablakok miatt az OP-nel
hatekonyan alkalmazhato opt-2 es opt-3 algoritmusok OPTW eseten nem hasz-
nalhatoak, gy annak egzakt megoldasara mas eljarasra van szukseg. Az azonban
igaz, hogy az OPTW megoldasara hasznalt eljaras alkalmazhato az OP megolda-
sara. Ezt megmutatjak Tricoire et al. [87] 2010-es cikkukben. Righini es Salani
2009-es cikkeben cite72 ketiranyu dinamikus programozasi megoldast javasol: a
kezd}o- es vegcsucstol egyszerre kezdik el az ut felepteset, vegig ellen}orizve, hogy
megvalosthato-e az egyes lepesekben javasolt megoldas, ha a ket szakaszt ossze-
kapcsolnank.
Az OP egy termeszetes kiterjesztese a tajfuto csapat problema (Team Ori-
enteering Problem, roviden TOP), ahol a turista
"
feladata", hogy P nap alatt a
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rendelkezesere allo id}oben a lehet}o legtobb (szamara erdekes) latvanyossagot meg-
latogasson, es minden nap vegen visszaterjen a szallodajaba, (ez igen hasonlt a
VRPTW-ben megfogalmazott feladathoz). Ezt el}oszor Butt es Cavalier formali-
zalta 1994-ben [13], ahol egy toborzasi feladat megoldasara alkalmaztak. A TOP
megfogalmazasat az A.3. fuggelek alatt talaljuk. Az egzakt megoldasok kozul
igen hatekonyan m}ukodnek az oszlopgeneralo algoritmuson [4] alapulo eljarasok.
Ekkor LP feladatkent oldjuk meg a feladatot, de redukaljuk a dimenziok szamat a
gyorsabb futasi id}o erdekeben, melyre jo pelda Butt es Ryan 1999-es cikke [14], ahol
akar 100 csucsra is egzakt megoldast kaphatunk viszonylag rovid id}o alatt. Kes}obb
Boussier et al. [10] alkalmazta az oszlopgeneralo algoritmust, de mar kombinalva
a korlatozas es szetvalasztas eljarassal, hogy javtsanak az algoritmus teljestme-
nyen. A heurisztikus megoldasok kozul a legkorabbi a mar az OP kapcsan ismer-
tetett Chao et al. [18] cikkeben szerepl}o 5 lepcs}os eljaras kis atalaktassal: itt az
els}o P legjobb utat listazzuk ki eredmenyul [19]. Tang es Miller-Hooks [84], vala-
mint Archetti et al. [3] is tabu kereses eljarast alkalmaz a TOP megoldasara, mg
Ke et al. [56] hangya koloniak modszeret javasolja cikkeben. Az els}o lepesben 4
eljarast is teszteltek, amivel egy megvalosthato eljarashoz lehet jutni. Kozu-
luk az utakat szekvencialisan felept}o algoritmus bizonyult a leghatekonyabbnak.
Az egyes iteraciokban elkeszult megoldast 2-opt algoritmussal javtjak, majd kiege-
sztik annyi csuccsal, amennyi az id}okorlatba belefer. Vansteenwegen et al. ket heu-
risztikus eljarast is kifejlesztett. Mind az iranytott lokalis kereses (Guided Local
Search, roviden GLS) [90], mind a ferde valtozo szomszed kereses (Skewed Variable
Neighborhood Search, roviden SVNS) [92] eljarasok ugyanazokon a lepeseken ala-
pulnak: egy kezdeti eljarasbol kiindulva
"
gyengebb" utszakaszokat torlunk, illetve
kisebb utszakaszokat illesztunk ossze, majd az gy kapott ut osszprotjat igyekszik
javtani cserekkel, illetve a menetid}oket csokkenteni, es uj pontokat beilleszteni
a megtakartott id}o terhere. Az SVNS mas sorrendben varialja ezeket a lepese-
ket, es gy joval megel}ozi a GLS-t. A TOP id}oablakokkal altalanostott valtozata
a tajfuto csapat problemaja id}oablakkal (Team Orienteering Problem with Time
Windows, roviden TOPTW), melynek lerasat az A.4. fuggelekben adjuk meg.
A TOPTW-re adott megoldasok kozul Vansteenwegen et al. [91] iteralt lokalis
kereses algoritmusa (Iterated Local Search, roviden ILS) messze a leggyorsabb, bar
akadnak eljarasok, melyek atlagosan kicsivel jobb megoldast adnak. Ilyen peldaul
Gambardella et al. [41] hangya koloniak modszeren alapulo eljarasa. Tricoire et
al. [87] a TOPTW egy altalanostasara, a tobbperiodusos, tobb id}oablakos tajfuto
problemajara (Multi-Period Orienteering problem with Multiple Time Windows,
roviden MPOPMTW) ad heurisztikus megoldast valtozo szomszed keres}o eljaras-
sal (Variable Neighborhood Search, roviden VNS) [50] eljarassal, mg az utvonal
megvalosthatosaganak ellen}orzesere egzakt algoritmust javasolnak. Ez esetben
az egyes telephelyeknek napok kozott valtozo lehet a nyitvatartasi ideje. Kser-
leteik alapjan 100 csucs es 2 megtervezend}o ut eseten nagyjabol 1 perc alatt jut
megoldasra, mg Vansteenwegenek ILS algoritmusaval ez 1 masodperc.
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4. Az utvonaltervez}o eljarasok nehany kiterjesztese
A fent ismertetett modelleknek tobb lehetseges altalanostasa letezik, melyek
kozul a teljesseg igenye nelkul nehanyat megemltunk az alabbiakban:
 Az id}ofugg}o tajfuto problemaja (Time-dependent OP, roviden TDOP) lenyege,
hogy az egyes elkoltsegek id}oben valtoznak. Jol rja le ez a modell azt a gyakor-
lati problemat, hogy napszakonkent elter}o a varosi kozlekedes min}osege: val-
tozik a forgalom es a tomegkozlekedesi eszkozok jarats}ur}usege is. Ez talan
akkor erint bennunket legkevesbe, ha csak gyalogosan kozlekedunk a varos-
ban, bar a lampak bealltasai meg gy is id}oben valtozo modon befolyasolja
menetid}onket, lasd Fomin es Lingas [37]. Verbeeck et al. [94] hangya koloniak
modszeret kombinalta lokalis keres}o eljarasokkal a TDOP megoldasara. Korab-
ban Abbaspour es Samadzadegan [1] adnak kozelt}o megoldast a TDOPTW-re
genetikus algoritmus segtsegevel. Az ILS jo kompromisszumot nyujt gyorsasag
es pontossag kozott, de minden csucsot kulon kezel. Az id}ofugg}o, id}oablakos
tajfuto csapat problemaja (Time-dependent Team Orienteering Problem with
Time Windows, roviden TDTOPTW) megoldasa a hagyomanyos ILS mod-
szerrel mar nem lenne hatekony, gy Garca et al. [43] el}okalkulacios eljarassal
visszavezeti TOPTW feladatra, majd ILS algoritmussal oldja meg azt. Egy
masik modszert is kidolgoztak, mely nem el az id}obeni fugges eliminalasaval,
am helyette a tomegkozlekedes menetrendjere tesznek periodicitasi feltevese-
ket (mely korant sem realisztikus). Gavalas et al. [44] javasolja az egymashoz
kozel es}o pontok egyutt kezeleset a problema egyszer}ustese erdekeben, melyhez
k-kozep klaszterez}o (k-means clustering) eljarast alkalmaznak. Atheni helysz-
neket es tomegkozlekedest modellez}o kutatasukban klasztereken alapulo heu-
risztikus eljarasukat tovabb fejlesztve 3 algoritmust is adnak a TDTOPTW
kozeltesere, melyek az id}oablakok mellett kezelni tudjak az id}oben valtozo uti-
koltsegeket es a tomegkozlekedesi menetrendet is [45]. Az eljarasaik hatranya,
hogy nem veszik gyelembe az ujabb csucsok utvonalba torten}o beillesztesenel
a kovetkez}o helyszn varakozasi idejeben okozott valtozast, mikor a beillesztes-
r}ol dontenek.
 Az altalanostott tajfuto problemaja (Generalized Orienteering Problem, rovi-
den GOP) abban kulonbozik az OP-t}ol, hogy celfuggvenye nem pusztan a
csucsokban begy}ujthet}o protok osszessege, hanem altalanosabb, nemlinea-
ris osszefugges a pontok kozott. Lehet peldaul az egyes helysznek valtoza-
tossagat extra prottal ertekelni (peldaul a negyedik muzeum meglatogatasa
helyett egy park felkeresese eseten), vagy bizonyos kiegeszt}o helysznek megte-
kintese, peldaul Glasgow-ban Mackintosh muzeumma alaktott hazanak meg-
latogatasa utan erdemes felkeresni az altala tervezett Willow Tearooms enteri-
}orjet. Schilde et al. [76] cikkeben a turistak kulonleges igenyeit probalja lerni
nemlinearis celfuggvenyekkel. Az Aurigo nev}u alkalmazas j[97] utvonaltervez}o
algoritmusa igen egyszer}u, hiszen csak az epp adott tartozkodasi hely egy r
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sugaru kornyezeteben keresi a kovetkez}o, legnagyobb protu pontot, de a pro-
tok adaptv modon, dinamikusan kerulnek meghatarozasra a felhasznalo zlese,
valamint a mar meglatogatott pontok fuggvenyeben.
 Cikkek sora foglalkozik olyan modellekkel, ahol az egyes elekhez protok
vannak rendelve. Amennyiben a csucsokhoz nincs, csak az elekhez, azt a
szakirodalomban el utvonaltervez}o problema (Arc Routing Problem, roviden
ARP) neven talaljuk. A feladat, hogy ket adott pont kozott a lehet}o legtobb
protot begy}ujtve haladjunk at eleken, melyeknek koltseg vonzata is van.
Souriau et al. [81] peldaul az eszak-andriai uthalozaton tesztelte biciklis utvo-
naltervez}o moho veletlenszer}u adaptv keresesi eljarasukat (Greedy Randomized
Adaptive Search Procedure, roviden GRASP) eljarasat, mely el}obb moho algo-
ritmussal jut egy kezdeti megoldashoz, majd azt javtja a kovetkez}o lepesben
lokalis keresesi eljarassal. Muyldermans et at. [67] az OP-t kiegesztve elekhez
rendelt protokkal formalizalta az altaluk altalanos utvonaltervezesi problema-
nak (General Routing Problem, roviden GRP) nevezett feladatot, majd adott
ra egzakt megoldast opt-2 es opt-3 algoritmusok felhasznalasaval. A feladat
gyakorlati jelent}osege a turisztikai celu utvonaltervezesben az lehet, hogy ez-
altal a szebb, latvanyosabb utvonalakat, mint peldaul a sugarutak vagy folyo-
partok, el}onyben reszesthetjuk.
 Ha az OP-ben egyes csucsokat kotelez}ove teszunk, az az altalanos tajfuto prob-
lemaban (Generalized Orienteering Problem, roviden GOP) egy szels}oseges
alesetnek tekinthet}o (vegtelenul nagy protokat rendelve bizonyos csucsokhoz).
Gendreau et al. [47] ilyen eljarassal biztostja, hogy a legfontosabb latnivalok
minden egyedileg tervezett turautban benne legyenek.
 Amennyiben az egyes csucsoknal begy}ujthet}o protok erteke el}ore nem ismert,
csupan azok eloszlasarol van tudomasunk, az OP-ben megismert feladatunk
annyiban modosul, hogy az osszprotunk varhato erteket kell maximalizalnunk,
melyet sztochasztikus protu tajfuto problema (Orienteering Problem with Sto-
chastic Prots, roviden OPSP) neven talalunk a szakirodalomban. Peldaul Il-
han et al. [52] genetikus algoritmust adott az optimum kozeltesere, valamint
egy egzakt megodast is, melyben a sztochasztikus celfuggvenyt vele ekviva-
lens, determinisztikus celfuggvenyre cserelik, majd sulyozott osszeg eljarassal
(weigthed sum method) [86] oldjak meg a feladatot.
 A csucsoknal gy}ujthet}o protok erteke lehet id}oben valtozo, de ismert ertek.
Ez f}oleg szalltasi feladoknal fordul el}o, ahol a kesedelmes kiszalltas buntetes-
sel jarhat. Erre adott eljarast Erkut es Zhang [34], ahol a szalltasi feladatot
id}ofugg}o djazasu maximalis gy}ujtesi problema (Maximum Collection Prob-
lem with Time Dependent Rewards, roviden MCPTDR) modellel rta le, es a
protok id}oben linearisan csokkentek. Ezt egeszertek}u programozasi feladat-
kent kezeltek, melyre korlatozas es szetvalasztas algoritmussal es egy moho
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algoritmussal adtak kozelt}o megoldast. Ennek tobb utra felrt valtozatara
(Multiple Tour Maximum Collection Problem with Time-Dependent rewards,
roviden MTMCPTD) ad megoldast Tang et al. [85], akik hibaelharto szere-
l}ocsoportok kiszallasait optimalizalasara tabu kereses algoritmust adtak koze-
lt}o megoldaskent. A turizmusban olyan gyakorlati esetekben fordulhat el}o,
mikor egy kialltas valamely reszlege csak sz}ukebb latogatasi id}oben erhet}o el, es
annak zarva tartasa eseten a csucsnal gy}ujthet}o prot erteke kisebb, vagy mint
Erdogan es Laporte cikkeben [33], ahol az adott ponton toltott id}ot}ol fugg a
beszedhet}o prot.
 A TOPTW egy masik altalanostasa a szelektv jarm}u utvonaltervezesi prob-
lema id}oablakokkal (Selective Vehicle Routing Problem with Time Windows,
roviden SVRPTW), ahol ket uj korlatot vezethetunk be: a jarm}uvek nem csak
id}okorlatokkal brnak, de tavolsagkorlattal is, valamint a rakterukb}ol adodo
kapacitaskorlattal. Ezt tetsz}olegesen ertelmezhetjuk turistakra is, akik egy
bizonyos tavolsag megtetele utan elfaradnak, valamint anyagi lehet}oseguk is
veges, gy nem tudnak naponta egy adott osszegnel tobbet elkolteni a neveze-
tessegeknel megvaltando belep}ojegyekre. Boussier et al. [10] korabban emltett
egzakt algoritmusa erre a problemara is megoldast ad akar 100 csucs es 10
megtervezend}o ut esetere is.
 Ennek egy specialis valtozata a kapacitaskorlatos tajfuto csapat problema
(Capacitated Team Orienteering Problem, roviden CTOP), ahol csak egy extra
kapacitaskorlattal (penzugyi korlat) egesztjuk ki a TOP modelljet, lasd
Archetti et al. [2].
 A turizmusban el}ofordulo gyakorlati problemabol fakad a szalloda valaszto taj-
futo problema (Orienteering Problem with Hotel Selection, roviden OPHS), ami
a TOP feladat kib}ovtve azzal, hogy egy adott halmazbol szallast kell valasz-
tani az utakhoz (ahol azok kezd}odnek es vegz}odnek), lasd Divsalar et al. [30].
Castro et al. [15] a TSP-t egeszti ki szallodavalasztassal (TSPHS), melyre ILS
es egy specialis genetikus algoritmus kombinaciojabol allo heurisztikus megol-
dast adnak cikkukben.
 Kulon emltest erdemel meg az utvonaltervez}o feladatok egy specialis csaladja,
mely a turistak gyakorlati utvonaltervez}o feladatait kvanja megoldani, es gyak-
ran kothet}o mobil alkalmazasokhoz, es ebb}ol adodoan kis szamtasigeny}u elja-
rast kvan. Elnevezese, a turistaut tervezesi problema (Tourist Trip Design
Problem, roviden TTDP), Vansteenwegen es Van Oudheusden 2007-es cikke-
b}ol szarmazik [89]. A TTDP legegyszer}ubb modellje az OP, es gyakorlati jelen-
t}oseget tulajdonthatunk annak minden kiterjesztesenek. A TTDP megolda-
sok reszletes attekinteset olvashatjuk Gavalas et al. [45] osszefoglalo cikkeben.
A mobil eszkozokre keszult alkalmazasok jo peldaja Sylejmani es Dika cikke
[83], ahol Becs turisztikai latvanyossagain teszteltek tabu search alapu heu-
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risztikus algoritmusukat. Garca et al. [42] a TDTOPTW megoldasara tesz-
nek javaslatot heurisztikus algoritmusukkal, mely szemelyre szabott protokkal
latja el az egyes csucsokat a felhasznalo preferenciainak megfelel}oen.
A TDTOPTW mobil alkalmazasokra tervezett megoldasok kozul Souriau et
al. [82] ILS algoritmussal adott kozeltese az egyik leghatekonyabb.
 Az utvonaltervez}o eljarasok egy mashova kevesse beilleszthet}o peldaja De
Choudhury et al. [21] cikke, akik
"
kozossegi kenyermorzsaknak" (social bread-
crumbs) nevezett informacio alapjan eptenek turautvonalakat. Az interne-
ten (Facebook, Flickr stb.) megosztott fotok es egyeb bejegyzesek gy}ujtese es
szisztematikus valogatasa alapjan, osszeegyeztetve a felhasznalo el}ore kinyilva-
ntott preferenciaival. Mivel a fotokhoz id}obelyegek (timestamp) is tartoznak,
gy Popescu es Grefenstette [70] korabbi munkaja alapjan mar lehet}oseg nylt
az egyes helysznek latogatasi idejenek, illetve a koztuk megtett ut menetide-
jenek becslesere is. Hasonloan kozossegi adatokon alapszik Letchner et al. [36]
munkaja, akik helyi lakosok autos GPS adatai alapjan jobb utvonalat tudtak
javasolni az atutazoknak, mint amit barmilyen utvonaltervez}o adott, mert }ok
egy eddig fel nem hasznalt informaciot eptettek a tervezesbe: a tapasztalatot.
A dolgozatban bemutatott utvonaltervezesi problemak kozotti kapcsolatot a B
fuggelekben szemleltetjuk
Az utvonaltervez}o algoritmusokrol b}ovebb osszefoglalot Vansteenwegen et al. cik-
keben olvashatunk [93], ahol kulon kiternek az egyes eljarasok szamtasi igenyere
is.
5. Befejezes
A fentiekben ismertetett problemakon es azokra adott megoldasok bonyolult-
sagan lathatjuk, mikent valtak az id}ok soran egyre inkabb eletszer}uve es ponto-
sabba a modellek. Az eddigi problemak kiterjesztesenek, valamint az ujabb utvo-
naltervez}o eljarasoknak csak a fantazia es a rendelkezesre allo eszkozok szamtasi
teljestmenye szabhat hatart. Nem ketseges, hogy meg a mi eletunkben tobb nagy-
sagrenddel nagyobb bonyolultsagu feladatok megoldasanak lehetunk szemtanui.
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A.1. fuggelek: Az Orienteering Problem formalizalasa
Legyen adott egy G(V;E) graf, amelynek minden vi csucsahoz egy i nemne-
gatv protertek van rendelve, melyet az ugynok megkap, ha meglatogatja a vi
csucsot, valamint vi es vj csucsok kozotti eij elhez tij elkoltseget rendelunk, ami
a tavolsag megtetelehez szukseges id}o. A feladat Tmax id}o alatt maximalis pon-
tot osszegy}ujteni ugy, hogy minden csucs legfeljebb egyszer latogathato meg. A
kezd}o- es a vegpont x, es gyakran meg is egyeznek egymassal. Jelolje tovabba
hi, hogy az i-edik csucs hanyadik lepesben kerul sorra az uton, valamint ij er-
teke legyen 1, ha az i-edik csucs utan a j-edik kovetkezik az uton, es 0 kulonben.
Ugyan fontos szerepet jatszik az egyes csucsok kivalasztasaban az ott toltend}o
id}o is, am ezt gyakran nem szerepeltetik a modellben, inkabb szetosztjak a csucs
el}otti es utani elekre (jellemz}oen fele-fele aranyban). Ekkor az OP formalizalasa a
kovetkez}okeppen alakul:
max
N 1X
i=2
NX
j=2
iij
NX
j=2
1j =
N 1X
i=1
iN = 1
NX
j=2
kj =
N 1X
i=1
ik 6 1; 8k = 2; : : : ; N   1
N 1X
i=1
NX
j=2
ijtij 6 Tmax
hi   hj + 1 6 (N   1)(1  ij); 8i; j = 2; : : : ; N
2 6 hi 6 N ; 8i = 2; : : : ; N
ij 2 f0; 1g 8i; j = 1; : : : ; N
Az egyes sorok jelentese a kovetkez}o:
1. A celfuggveny: a csucsoknal begy}ujtott protok osszege legyen maximalis.
2. Az ut az 1-es csucsnal kezd}odik, es az N -ediknel er veget.
3. Az ut osszefugg}o, es minden csucsot csak legfeljebb egyszer latogatunk
meg.
4. Betartjuk az id}okorlatot.
5. es 6. egyutt garantalja, hogy ne legyenek korok az utban, Miller-Tucker-
Zemlin javaslata alapjan [65].
7. A ij ertekkeszlete 0 vagy 1.
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A.2. fuggelek: Az Orienteering Problem with Time Windows
formalizalasa
Az OP-nel lertaktol annyiban ter el az OPTW, hogy minden csucsot csak
az [Oi; Ci] nyitvatartasi ideje alatt lehet meglatogatni, es jeloljuk si-vel az i-edik
csucshoz valo megerkezes id}opontjat. Ekkor az OPTW lerhato az alabbi modon:
max
N 1X
i=2
NX
j=2
iij
NX
j=2
1j =
N 1X
i=1
iN = 1
NX
j=2
kj =
N 1X
i=1
ik 6 1; 8k = 2; : : : ; N   1
N 1X
i=1
NX
j=2
ijtij 6 Tmax
si + tij   sj + 1 6M(1  ij); 8i; j = 1; : : : ; N
Oi 6 si 6 Ci; 8i = 1; : : : ; N
ij 2 f0; 1g 8i; j = 1; : : : ; N
Lathato, hogy az OP-hez kepest csupan a kormentesseg feltetele valtozott (itt
M egy nagy konstans erteket jelol), valamint kib}ovult a nyitvatartasi id}o korlat-
javal a feltetelrendszer.
A.3. fuggelek: A Team Orienteering Problem formalizalasa
Legyen adott egy G(V;E) graf, amelynek minden vi csucsahoz egy i nemne-
gatv protertek van rendelve, melyet az ugynok megkap, ha meglatogatja a vi
csucsot, valamint vi es vj csucsok kozotti eij elhez tij elkoltseget rendelunk, ami
a tavolsag megtetelehez szukseges id}o. A feladat Tmax id}o alatt P darab ugynok
szamara maximalis pontot osszegy}ujteni ugy, hogy minden csucs legfeljebb egyszer
latogathato meg. A kezd}o- es a vegpont x, es gyakran meg is egyeznek egymassal.
Jelolje tovabba hip, hogy a p-edik utnal az i-edik csucs hanyadik lepesben kerul
sorra az uton, valamint ijp erteke legyen 1, ha a p-edik utnal az i-edik csucs utan
a j-edik kovetkezik az uton, es 0 kulonben. Legyen ip erteke 1, ha a p-edik uton
az i-edik csucsot meglatogatjak, es 0 kulonben. Ekkor a TOP megfogalmazhato a
kovetkez}okeppen:
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max
PX
p=1
N 1X
i=2
iip
PX
p=1
NX
j=2
1jp =
PX
p=1
N 1X
i=1
iNp = P
PX
p=1
kp 6 1; 8k = 2; : : : ; N   1
NX
j=2
kjp =
N 1X
i=1
ikp = kp; 8k = 2; : : : ; N   1; 8p = 1; : : : ; P
N 1X
i=1
NX
j=2
ijptij 6 Tmax; 8p = 1; : : : ; P
hip   hjp + 1 6 (N   1)(1  ijp); 8i; j = 2; : : : ; N ; 8p = 1; : : : ; P
2 6 hip 6 N ; 8i = 2; : : : ; N ; 8p = 1; : : : ; P
ijp; ip 2 f0; 1g 8i; j = 1; : : : ; N ; 8p = 1; : : : ; P
Az egyes sorok jelentese a kovetkez}o:
1. A celfuggveny: a csucsoknal begy}ujtott protok osszege legyen maximalis
az osszes utat gyelembe veve.
2. Minden ut az 1-es csucsnal kezd}odik, es az N -ediknel er veget.
3. Minden csucsot csak legfeljebb egyszer latogatunk meg.
4. Minden ut egyenkent osszefugg}o.
5. Betartjuk az id}okorlatot.
6. es 7. egyutt garantalja, hogy ne legyenek korok az utban, Miller-Tucker-
Zemlin javaslata alapjan [65].
8. A ijp es ip ertekkeszlete 0 vagy 1.
A.4. fuggelek: A Team Orienteering Problem with Time Windows
formalizalasa
A TOP-nel lertaktol annyiban ter el a TOPTW, hogy minden csucsot csak az
[Oi; Ci] nyitvatartasi ideje alatt lehet meglatogatni, es jeloljuk sip-vel a p-edik ut
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soran az i-edik csucshoz torten}o megerkezes id}opontjat. Ekkor a TOPTW lerhato
az alabbi modon:
max
PX
p=1
N 1X
i=2
iip
PX
p=1
NX
j=2
1jp =
PX
p=1
N 1X
i=1
iNp = P
PX
p=1
kp 6 1; 8k = 2; : : : ; N   1
NX
j=2
kjp =
N 1X
i=1
ikp = kp; 8k = 2; : : : ; N   1; 8p = 1; : : : ; P
N 1X
i=1
NX
j=2
ijptij 6 Tmax; 8p = 1; : : : ; P
sip + tij   sjp 6M(1  ijp); 8i; j = 1; : : : ; N ; 8p = 1; : : : ; P
Oi 6 sip 6 Ci; 8i = 1; : : : ; N ; 8p = 1; : : : ; P
ijp; ip 2 f0; 1g 8i; j = 1; : : : ; N ; 8p = 1; : : : ; P
Lathato, hogy az OP-hez kepest csupan a kormentesseg feltetele valtozott (itt
M egy nagy konstans erteket jelol), valamint kib}ovult a nyitvatartasi id}o korlat-
javal a feltetelrendszer.
Alkalmazott Matematikai Lapok (2016)
AZ UTVONALTERVEZ}O ALGORITMUS TORTENETI ATTEKINTESE 117
B fuggelek: Az utvonaltervez}o feladatok csaladja
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A SURVEY ON ROUTE PLANNING ALGORITHMS,
FOCUSING ON ITS TOURISTIC APPLICATIONS
Sandor M. Apathy
There are few worse situations I could imagine than getting lost in a foreign city. It is even
worse if the language barriers keeps us away from the chance of getting help. These experiences
might have inspired many Researchers on the eld of Route planning algorithms. The aim of
this paper is to briey present the cumbersome research eorts that lead to the recent touristic
and transportation related algorithms. We start our survey from the Shortest Path Problem to
show how the wide range of route planning problems were unied by the technique of Linear
Programming, then a far-reaching set of transportation and travelling problems will be introduced
that unfolded from the Traveling Salesman Problem. To keep the extent of the survey at a
reasonable level our focus is narrowed more to the Touristic solutions due to the growing number
of specic routing methods from the early '60s.
Keywords: Team Orienteering Problem, Route Planning, Heuristic Algorithm, Tourism JEL
code: C60, C61, Z32
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