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In this paper we establish the stability of the Pexiderized Goła¸b–Schinzel functional
equation f (x+ yf (x)) = g(x)h(y), under the condition that limt→0 h(tx) exists and is non-
zero.
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1. Introduction
In 1940, Ulam [1] gave a talk before the Mathematics Club of the University of Wisconsin where he discussed a number
of unsolved problems. Among these problems was the following question concerning the stability of homomorphisms.
Let (G1, ·) be a group and let (G2, ◦, d) be metric group with the metric d. Given ε > 0, does there exist δ = δ(ε) > 0
such that if a mapping h : G1 −→ G2 satisfies the inequality
d(h(x · y), h(x) ◦ h(y)) ≤ ε
for all x, y ∈ G1, then there is a homomorphism H : G1 −→ G2 with
d(h(x),H(x)) ≤ δ
for all x ∈ G1?
In 1941, Hyers [2] considered the case of approximately additive mappings f : E −→ E ′, where E and E ′ are Banach
spaces and f satisfies Hyers inequality
‖f (x+ y)− f (x)− f (y)‖ ≤ ε
for all x, y ∈ E. He proved that then there exists a unique additive mapping L : E −→ E ′ satisfying
‖f (x)− L(x)‖ ≤ ε
for all x ∈ E.
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In 1978, Rassias [3] provided a generalization of Hyers’ Theoremwhich allows the Cauchy difference to be unbounded (for
some historical remarks on that result see [4–6]). This stability phenomenon is called the Hyers–Ulam–Rassias stability.
This terminology is also applied to the case of other functional equations. The interested reader may refer to the book by
Hyers, Isac, Rassias [7] for an in depth account on the subject of stability of functional equations, see also a recent paper by
Moszner [8]. See also: Forti [9].
In 1982–1994, J.M. Rassias (see [10–17]) solved the Ulam problem for different mappings and for many Euler-Lagrange
type quadratic mappings, by involving a product of different powers of norms. The stability phenomenon that was proved
by J.M. Rassias is called Ulam–Gavruta–Rassias stability (see [18–30]). See also: Savadkouhi, Gordji and Rassias [31].
The stability of functional equation highlighted a new phenomenon, which is usually called superstability. Consider the
functional equation
E(ψ) = 0
and assume we are in a framework where the notion of boundedness of E(ψ) implies that either ψ is bounded or ψ is a
solution of E(ψ) = 0.
The superstability of the Cauchy functional equation
f (x+ y) = f (x)f (y)
for all x, y ∈ V , where V is a vector space, was proved by Baker, Lawrence, Zorzitto [32] for real valued functions. The
result was generalized by Baker in [33], by replacing V by a semigroup and R by a normed algebra E, in which the norm
is multiplicative, i.e. ‖u · v‖ = ‖u‖‖v‖ for all u, v ∈ E, by Ger, Šemrl [34], where E is an arbitrary commutative complex
semi-simple Banach algebra and by Lawrence [35] in the case where E is the algebra of all n× nmatrices.
A different generalization of the result of Baker, Lawrence and Zorzitto was given by L. Székelyhidi (see [36–39]).
Ger in [40,41], replaced the condition |f (x · y)− f (x)f (y)| ≤ δ used in [33,32] by the inequality∣∣∣∣ f (x · y)f (x)f (y) − 1
∣∣∣∣ ≤ δ.
Later Tabor [42] provided a generalization of Ger’s Theorem.
The superstability of d’Alembert’s functional equation f (x · y)+ f (x · y−1) = 2f (x)f (y) on Abelian groups was solved by
Baker [33]. Other generalizations of this equation were studied by Székelyhidi [36–39] and by Elqorachi, Akkouchi [43].
Badora [44] investigated the stability for spherical functions: he pointed out that Wilson’s functional equation f (x · y)+
f (x · y−1) = 2f (x)g(y) is not superstable even on G = R.
Recently Bouikhalene, Elqorachi, Redouani, Rassias [45–47] proved the stability of the following functional equations:
O’Connor’s andGajda’s type functional equations f (x−y) = a(x)a(y) and f (x+y)+f (x−y) = 2a(x)a(y), Swiatak’s functional
equation f (x+ y)+ f (x− y) = 2f (x)+ 2f (y)+ g(x)g(y) and the Pexider equation f1(x+ y)+ f2(x+ σ(y)) = f3(x)+ f4(y)
where σ is an involution of G. Following this investigation, we deal with the superstabiliy of a pexiderized version of the
Goła¸b–Schinzel equation
f (x+ yf (x)) = g(x)h(y) (1.1)
for all x, y ∈ E, where f , g, h : E → K , K is a subfield of complex numbers C, E is a K -vector space and h satisfies the
conditions that f (E) ⊂ R, if h(E) ⊂ R, and limt→0 h(tx) exists and is non zero. The Goła¸b–Schinzel functional equation
f (x+ yf (x)) = f (x)f (y) (1.2)
for all x, y ∈ R, where f : R → R, was introduced and studied by Goła¸b and Schinzel [48] around 1959. Since that time
severalmathematicians have contributed to the study of this equation. The interested reader should refer to Brzd¸ek [49–54],
Brillouët-Belluot andBrzde¸k [55,56], Chudziak [57–60], Chudziak and Tabor [61], Jabłońska [62–64],Mureńko [65–67], Reich
[68], Sablik [69] and Charifi, Bouikhalene and Kabbaj [70]. In general Eq. (1.1) is not superstable (see Remark 3.4 below). The
paper is organized as follows: in the first section after this introduction we give some preliminary results. In the second
section, we derive the stability of Eq. (1.1). In Theorem 3.5, we give a form of solutions of Eq. (1.1).
2. Preliminary results
In this section we establish some useful results for the proof of the main theorems.
Lemma 2.1. Let δ be a positive number and let f , g, h : E → K be functions satisfying the inequality
|f (x+ yf (x))− g(x)h(y)| < δ (2.1)
for all x, y ∈ E. Then the following assertions are equivalent,
(1) f is unbounded,
(2) g is unbounded and h(0) 6= 0,
(3) g 6= 0 and h is unbounded.
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Proof. The equivalence of (1) and (2) follows immediately from the fact that, taking y = 0 in (2.1), we get |f (x)−g(x)h(0)| <
δ for all x ∈ E. On the other hand, if (1) (respectively (3)) is satisfied, it follows that, there exists an a such that f (a) 6= 0
(respectively g(a) 6= 0). Taking x = a in (2.1)we have |f (a+yf (a))−g(a)h(y)| < δ for all y ∈ E, which gives the equivalence
of (1) and (3). 
Remark 2.2. Let δ be a positive number, f , g , h : E → K be functions satisfying the inequality (2.1) and f be unbounded.
Then for all a ∈ E the following conditions are equivalent
(1) f (a) = 0,
(2) g(a) = 0.
Remark 2.3. Let δ be a positive number, f , g , h : E → K be functions satisfying the inequality (2.1) and f be unbounded.
Then for every sequence (xn)n in E, limn→+∞ |f (xn)| = +∞ if and only if limn→+∞ |g(xn)| = +∞.
Lemma 2.4. Let δ be a positive number f , g, h : E → K be functions satisfying the inequality (2.1) and f be unbounded. Then
there exist two sequences (xn)n, (yn)n such that
(i) limn→+∞ |f (xn)| = limn→+∞ |g(xn)| = +∞,
(ii) limn→+∞ |h(yn)| = +∞.
(iii) f (xn)g(xn)h(yn) 6= 0 for all n ∈ N.
(iv) limn→+∞ f (xn+yf (xn))g(xn) = h(y) for all y ∈ E,
(v) limn→+∞ f (x+ynf (x))h(yn) = g(x) for all x ∈ E.
Proof. The idea of this proof is inspired from Hyers [2]. The function f is unbounded so there exists a sequence (xn)n such
that limn→+∞ |f (xn)| = +∞ and f (xn) 6= 0 for all n ∈ N. By Remarks 2.2 and 2.3 we also have limn→+∞ |g(xn)| =
+∞ and g(xn) 6= 0 for all n ∈ N. In the same way, using Lemma 2.1, we show that there exists a sequence (yn)n such
that h(yn) 6= 0 and limn→+∞ |h(yn)| = +∞. Then (i), (ii) and (iii) are fulfilled. Next, we have for all x, y ∈ E|f (xn +
yf (xn)) − g(xn)h(y)| < δ and |f (x + ynf (x)) − g(x)h(yn)| < δ, whence, we get that limn→+∞ f (xn+yf (xn))g(xn) = h(y), and
limn→+∞ f (x+ynf (x))h(yn) = g(x) for all x ∈ E. 
Lemma 2.5. Let δ be a positive number and let f , g, h : E → K be functions satisfying the inequality (2.1)where f be unbounded
and, for every x ∈ E, limt→0h(tx) exists and is non-zero. Then by setting h′(x) = h(x)h(0) we have h′(x+ yh′(x)) = h′(x)h′(y) for all
x, y ∈ E.
Proof. Let (xn)n be a sequence given by Lemma 2.4. Then limn→+∞ |f (xn)| = +∞ and f (xn) 6= 0 for all n ∈ N.We write
B = {x ∈ E/h(x) 6= 0} and un = xn + xf (xn), vn = un + yf (un), wn = xn + (x + yh′(x))f (xn), where x, y are in E. Without
loss of generality we can assume that either
(α) wn 6= vn for all n ∈ N, or
(β) wn = vn for all n ∈ N;
(it is enough to replace (xn)n∈N by a suitable subsequence). If x 6∈ B then
h′(x+ yh′(x)) = h′(x)h′(y) (2.2)
for all y ∈ E. Assume now that x ∈ B. In view of Remarks 2.2 and 2.3 we get{
(i) lim
n→+∞ |f (xn)| = limn→+∞ |f (un)| = limn→+∞ |f (vn)| = +∞ if y ∈ B
(ii) lim
n→+∞ |f (xn)| = limn→+∞ |f (un)| = limn→+∞ |f (wn)| = +∞ if x+ yh
′(x) ∈ B, (2.2′)
and consequently (replacing xn by a suitable subsequence) we can assume that{
(i) f (xn)f (un)f (vn) 6= 0 if y ∈ B
(ii) f (xn)f (un)f (wn) 6= 0 if x+ yh′(x) ∈ B. (2.2
′′)
First case: y ∈ B. From the inequality (2.1) and (2.2′′)(i), we obtain∣∣∣∣f (wn)− g(vn)h(wn − vnf (vn)
)∣∣∣∣ < δ; (2.3)
for all n ∈ N. In addition, we have wn−vnf (vn) = y h
′(x)f (xn)−f (un)
f (vn)
and
|h′(x)f (xn)− f (un)| = |h′(x)f (xn)− g(xn)h(x)+ g(xn)h(x)− f (un)|
< (|h′(x)| + 1)δ.
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In view of (2.2′)(i), (2.2′′)(i) and the inequality (2.3), the limit l(y) = limn→+∞ h(wn−vnf (vn) ) exists. By passing to the limit, the
inequality (2.3), (2.2′′)(i) and Lemma 2.4 give us
lim
n→+∞
f (wn)
g(xn)
= lim
n→+∞
g(vn)
g(xn)
h
(
wn − vn
f (vn)
)
= lim
n→+∞
g(vn)
g(xn)
l(y)
= lim
n→+∞
g(vn)
f (vn)
f (vn)
g(un)
g(un)
f (un)
f (un)
g(xn)
l(y)
= 1
h(0)
h(y)
1
h(0)
h(x)l(y).
Since limn→+∞ f (wn)g(xn) = h(x+ yh′(x)),we obtain
h(x+ yh′(x)) =
[
1
h(0)
h(y)
1
h(0)
h(x)l(y)
]
for all x, y ∈ B and consequently, if (α) holds, then, with x = 0 we get l(y) = h(0); if (β) holds, then, we have l(y) = h(0)
for y ∈ B. Therefore, we obtain
h′(x+ yh′(x)) = h′(y)h′(x) (2.4)
for all x, y ∈ B.
Second case: If y 6∈ B. Suppose that
h′(x+ yh′(x)) 6= h′(x)h′(y), (2.5)
(i.e. x+ yh′(x) ∈ B), for some x ∈ E. Then, from (2.1) and (2.2′′)(ii), we deduce that∣∣∣∣f (vn)− g(wn)h(vn − wnf (wn)
)∣∣∣∣ < δ (2.6)
for all n ∈ N. Similarly as in the calculation of the first case, the limit l(y) = limn→+∞ h( vn−wnf (wn) ) exists and is non-zero. In
fact, if (α) holds, l(y) = limt ′→0 h(t ′y); if (β) holds, l(y) = h(0). By passing at the limit, the inequality (2.6), Lemma 2.4,
(2.2′)(ii) and (2.2′′)(ii) give us
lim
n→+∞
f (vn)
g(xn)
= lim
n→+∞
g(wn)
g(xn)
h
(
vn − wn
f (wn)
)
= lim
n→+∞
g(wn)
f (wn)
f (wn)
g(xn)
l(y)
= 1
h(0)
h(x+ yh′(x))l(y).
Since
lim
n→+∞
f (vn)
g(xn)
= lim
n→+∞
f (vn)
g(un)
g(un)
f (un)
f (un)
g(xn)
= h(y) 1
h(0)
h(x),
we obtain 1h(0)h(x+ yh′(x))l(y) = h(y) 1h(0)h(x).Whence, we get
h(x+ yh′(x)) = 0, (2.7)
which yields a contradiction. This completes the proof of Lemma 2.5. 
3. Stability of Eq. (1.1)
From now on we suppose that K is a field of real or complex numbers. Moreover, in this part we generally assume the
following hypothesis.
(H) If h(E) ⊂ R, then f (E) ⊂ R.
Remark 3.1. It is easily seen that if (H) holds, then without loss of generality we may assume that, in the case h(E) ⊂ R,
we have K = R.
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Theorem 3.2. Let δ be a positive number and let f , g, h : E → K be functions satisfying the inequality
|f (x+ yf (x))− g(x)h(y)| < δ (3.1)
for all x, y ∈ E, where for every x ∈ E, limt→0h(tx) exists and is non-zero, f is unbounded and (H) holds. Then f (x) = g(x)h(0),
for all x ∈ E.
Proof. Let A = {x ∈ E/f (x) 6= 0} and Bx = {y ∈ E/h(y)f (x + yf (x)) 6= 0} for x ∈ E. Let (yn) be the sequence described by
Lemma 2.4. Take x ∈ A, y ∈ Bx and write
αn = x+ yf (x)+ ynf (x+ yf (x)),
βn = x+ (y+ ynh′(y))f (x),
γ = f (x+ yf (x))− f (x)h′(y). (3.2)
By using the inequality (2.1), we get
|f (βn)− g(x)h(y+ ynh′(y))| < δ (3.3)
and by Lemma 2.5 we have
lim
n−→+∞ |h(y+ ynh
′(y))| = lim
n−→+∞ |h(0)h
′(y)h′(yn)| = +∞.
From (3.3) we deduce that limn−→+∞ |f (βn)| = +∞. So, replacing the sequence (βn)n by a suitable subsequence, we can
assume that f (βn) 6= 0 for all n ∈ N. Therefore, from (2.1) we obtain∣∣∣∣f (αn)− g(βn)h(αn − βnf (βn)
)∣∣∣∣ < δ (3.4)
for all n ∈ N and x ∈ A, y ∈ Bx. Next, in view of (3.2), Remark 2.2 and the inequality (2.1), we get
lim
n→+∞ |f (αn)| = +∞. (3.5)
Thus, by (3.4) and (3.5)we can assume (replacing yn by a suitable subsequence) that h(
αn−βn
f (βn)
) 6= 0 for all n ∈ N, x ∈ A, y ∈ Bx.
By Lemma 2.5, Remark 3.1 and [52, Theorem 3], we know that there exists a K -linear functional ϕ : E −→ K such that
h′(x)− 1 = ϕ(x) for every x ∈ E with h′(x) 6= 0. So we can write
g(βn)h
(
αn − βn
f (βn)
)
= g(βn)h
(
γ yn
f (βn)
)
= γ g(βn)
f (βn)
(h(yn)− h(0))+ h(0)g(βn).
By using (3.4) and Lemma 2.4 we get
g(x+ yf (x)) = lim
n→+∞
f (αn)
h(yn)
= lim
n→+∞
g(βn)
h(yn)
h
(
αn − βn
f (βn)
)
= lim
n→+∞
g(βn)
f (βn)
γ + lim
n→+∞
g(βn)
h(yn)
h(0)
= 1
h(0)
γ + h(0) lim
n→+∞
g(βn)
f (βn)
f (βn)
h(y+ ynh′(y))
h(y+ ynh′(y))
h(yn)
= 1
h(0)
γ + g(x)h′(y).
Consequently for all x ∈ A, y ∈ Bx we have
h(0)g(x+ yf (x)) = γ + h(0)g(x)h′(y)
= f (x+ yf (x))− f (x)h′(y)+ g(x)h(y).
It follows that
|f (x+ yf (x))− h(0)g(x+ yf (x))| = |f (x)h′(y)− g(x)h(y)|
= |h′(y)||f (x)− g(x)h(0)|.
In view of (2.1), this implies that |h(y)||f (x)− g(x)h(0)| < δ|h(0)|. Which gives supy∈Bx(|f (x)− g(x)h(0)||h(y)|) < |h(0)|δ.
Then we necessarily have f (x) = g(x)h(0) for all x ∈ A. According to Remark 2.2, we obtain the result f (x) = g(x)h(0) for
all x ∈ E. 
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In the next theorem we show the Hyers–Ulam stability of Eq. (1.1).
Theorem 3.3. Let δ > 0 and f , g, h : E −→ K satisfy (2.1). Assume that f is unbounded, (H) holds and that the limit
limt→0 h(tx) exists and is non-zero for all x ∈ E. Then there exists a unique pair of functions F ,G : E −→ K such that G(a) = g(a)
for a fixed arbitrary element a in E, with g(a) 6= 0,
F(x+ yF(x)) = G(x)h(y) (3.6)
for all x, y ∈ E,
|F(x)− f (x)| < δ (3.7)
for all x ∈ E and
|G(x)− g(x)| < δ|h(0)| (3.8)
for all x ∈ E.
Proof. Taking in (2.1) x = a, g(a) 6= 0, y = z−af (a) , z ∈ E.We obtain |f (z)−g(a)h( z−af (a) )| < δ, z ∈ E. So, by Theorem3.2, |g(x)−
g(a)
h(0)h(
x−a
f (a) )| < δ|h(0)| , x ∈ E. Now, taking F(x) = g(a)h( x−af (a) ) and G(x) = g(a)h(0)h( x−af (a) ), we get (3.7) and (3.8). Furthermore,
by Lemma 2.5, we have h′(x+ yh′(x)) = h′(x)h′(y), x, y ∈ E and, by Theorem 3.2, f (a) = g(a)h(0). Thus, a straightforward
calculation gives (3.6). The uniqueness is given by the fact that F(x) = G(a)h( x−aF(a) ), F(a) = G(a)h(0) and G(a) = g(a).
Indeed, suppose that there exist other functions F ′,G′ : E −→ K such that
F ′(x+ yF ′(x)) = G′(x)h(y) for all x, y ∈ E
and G′(a) = g(a). We get
F ′(x) = G′(a)h
(
x− a
F ′(a)
)
= G′(a)h
(
x− a
G′(a)h(0)
)
= G(a)h
(
x− a
G(a)h(0)
)
= G(a)h
(
x− a
F(a)
)
= F(x)
for all x ∈ E. Thus, F ′ = F and consequently G′ = G. 
Remark 3.4. The functional equation g(x+ yg(x)) = g(x)h(y), for all x, y ∈ E, where g, h : E −→ K , is not superstable.
Proof. It is enough to take, E = K = R, h(x) = ax + 1, where a ∈ R and g(x) = h(x) + δ2e−x
2
, where δ > 0. By easy
computations we obtain that g(x + yg(x)) − g(x)h(y) = δ2 (e−(x+yg(x))
2 − e−x2) which is non-zero for some x, y ∈ E and
|g(x+ yg(x))− g(x)h(y)| < δ for all x, y ∈ E. 
The next Theorem gives a form of solutions of Eq. (1.1).
Theorem 3.5. Functions f , g, h : E −→ K , where f is unbounded, (H) holds and the limit limt→0 h(tx) exists and is non-zero
for all x ∈ E, satisfy Eq. (1.1) if and only if f (x) = g(x)h(0) and there exist λ ∈ K , β ∈ R, ε ∈ {−1, 1} and a K-linear functional
ϕ : E −→ K such that one of the following two conditions is valid
(a) h′′(x) = ϕ(x)+ 1 for x ∈ E;
(b) K = R and h′′(x) = max(ϕ(x)+ 1, 0) for x ∈ E,
and
g(x) =
{
h′′(x)+ λ, x ∈ E if (a) holds;
εmax(εϕ(x)+ β, 0), x ∈ E if (b) holds,
where h′′(x) = h(
x
h(0) )
h(0) .
Proof. Assume that f , g and h satisfy Eq. (1.1) under the assumption described in Remark 3.1. Taking h′′(x) = h(
x
h(0) )
h(0) , by
Lemma 2.5, h′′ is a solution of (1.2). By (1.1) we get
f (x) = g(x)h(0) and g(x+ yg(x)) = g(x)h′′(y) (3.9)
for all x, y ∈ E. On the other hand, by [52, Theorem 3], there exists a K-linear functional ϕ : E −→ K such that ϕ(x)
= h′′(x)− 1 for x ∈ E or K = R and h′′(x) = max(1+ ϕ(x), 0) for x ∈ E.
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First case: If (a) holds.
Since g 6= 0, there exists x0 ∈ E such that g(x0) 6= 0. For all x, y ∈ E, by (3.9) we have
g(x+ yg(x)) = g(x0)h′′
(
x− x0 + yg(x)
g(x0)
)
= g(x0)
{
1
g(x0)
[h′′(x− x0 + yg(x))− 1] + 1
}
= h′′(x− x0 + yg(x))− 1+ g(x0)
= h′′(x− x0)− 1+ h′′(yg(x))− 1+ g(x0)
= h′′(x)− 1+ h′′(−x0)− 1+ g(x)h′′(y)− g(x)+ g(x0)
= h′′(x)− 1− h′′(x0)+ 1+ g(x)h′′(y)− g(x)+ g(x0)
= g(x)h′′(y)+ [h′′(x)− g(x)] − [h′′(x0)− g(x0)].
Whence, we get [h′′(x)− g(x)] − [h′′(x0)− g(x0)] = 0 for all x ∈ E. Therefore, there exists λ ∈ K such that
g(x)− h′′(x) = λ (3.10)
for all x ∈ E.
Second case: If (b) holds. First, note that, g kept a constant sign on E. Since, in view of (1.1) g(E) ⊂ R and, by (3.9), for all
a ∈ E such that g(a) 6= 0, we have g(x) = g(a)h′′( x−ag(a) ) for all x ∈ E. It follows that g(x)g(a) ≥ 0 for all x ∈ E. In addition,
for all x, y and a ∈ E such that g(a) 6= 0,we have
g(x+ yg(x)) = g(a)h′′
(
x− a+ yg(x)
g(a)
)
= g(a)max
(
1+ ϕ
(
x− a+ yg(x)
g(a)
)
, 0
)
= g(a)max
(
1+ ϕ(x)− ϕ(a)+ ϕ(y)g(x)
g(a)
, 0
)
= εmax(εg(a)+ εϕ(x)− εϕ(a)+ εϕ(y)g(x), 0),
where ε is the sign of g(a). Taking y = 0 in previous equality, we obtain g(x) = εmax(εg(a)+εϕ(x)−εϕ(a), 0). If moreover
for g(x) 6= 0,we get
g(x) = ϕ(x)+ g(a)− ϕ(a),
this shows that εg(x)− εϕ(x) = εg(a)− εϕ(a), is a constant of R.We denote this constant by β. So, we have
g(x) = εmax(εϕ(x)+ β, 0) (3.11)
for all x ∈ E. So, (3.10) and (3.11) give the first part of the proof. The converse implication is checked as follows.
Suppose first that for x ∈ E, g(x) = h′′(x)+ λ, where λ ∈ K and h′′− 1 is a K -linear application. For all x, y ∈ E, we have
g(x)h′′(y) = g(x)h′′(y)+ [h′′(x)− g(x)] + λ
= h′′(yg(x))− 1+ h′′(x)+ λ
= h′′(x+ yg(x))+ λ
= g(x+ yg(x)).
Thus
g(x+ yg(x)) = g(x)h′′(y) and f (x+ yf (x)) = g(x)h(y) (3.12)
for all x, y ∈ E.
Suppose next that for x ∈ E, g(x) = εmax(εϕ(x)+β, 0), where ε ∈ {−1, 1}, β ∈ R, ϕ : E → R is anR-linear application
and h′′(y) = max(ϕ(y)+ 1, 0), for all y ∈ E.
Let x, y ∈ E,we have the following cases:
(1) If g(x) = 0, then the equality g(x+ yg(x)) = g(x)h′′(y) is verified.
(2) If g(x) 6= 0, then for all a ∈ E, such that g(a) 6= 0, we have
g(a) = εmax(εϕ(a)+ β, 0) = ε(εϕ(a)+ β) = ϕ(a)+ εβ.
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This gives us β = εg(a)− εϕ(a). Therefore, we get
g(x+ yg(x)) = εmax(εϕ(x+ yg(x))+ εg(a)− εϕ(a), 0)
= εmax
(
εg(a)
{
1+ ϕ
(
x− a+ yg(x)
g(a)
)}
, 0
)
= g(a)max
(
1+ ϕ
(
x− a+ yg(x)
g(a)
)
, 0
)
= g(a)h′′
(
x− a+ yg(x)
g(a)
)
.
Taking a = x in the previous equality, we obtain g(x+ yg(x)) = g(x)h′′(y) for all x, y ∈ E, g(x) 6= 0. Then from (1) and (2)
we obtain
g(x+ yg(x)) = g(x)h′′(y) and f (x+ yf (x)) = g(x)h(y) (3.13)
for all x, y ∈ E. This completes the proof of the theorem. 
Remark 3.6. Let δ > 0 and f , g, h : E −→ K satisfy (2.1). Assume that f is bounded. Then ‖g‖‖h‖ ≤ ‖f ‖ + δ and
‖f ‖ ≤ ‖g‖|h(0)| + δ, moreover, in the case ‖f ‖ = ‖g‖ = ‖h‖we have ‖f ‖ ≤ 1+
√
1+4δ
2 , where ‖f ‖ = supx∈E(|f (x)|).
Proof. It follows from (2.1) that−δ + ‖g‖‖h‖ ≤ ‖f ‖ and ‖f ‖ ≤ ‖g‖|h(0)| + δ,moreover, if ‖f ‖ = ‖g‖ = ‖h‖ = λ, then
λ2 − λ− δ ≤ 0, that gives λ ≤ 1+
√
1+4δ
2 . 
Remark 3.7. In Lemma 2.5 and Theorems 3.2, 3.3 and 3.5 the condition that limt→0 h(tx) 6= 0 is not necessary in the
following particular cases
(i) h′ = f ,
(ii) limt→0 h(tx) = h(0), x ∈ E.
In the case (ii) the proof of Lemma 2.5 can be simplified a little (e.g., l(y) = h(0)).
Proof. (i) In the proof of Lemma 2.5, case y 6∈ B, the condition that h′ = f gives us vn = wn, for all n ∈ N. Consequently, we
get
h′(x+ yh′(x)) = h′(x)h′(y) for x, y ∈ E.
(ii) By Lemma 2.1(2), h(0) 6= 0. This ends the proof of Remark 3.7. 
4. Applications
According to Theorem 3.5 and Remark 3.4. we give the following Corollaries 4.2 and 4.3 of the equations of the form (1.1)
which are superstable and which are not of the form (1.2).
Corollary 4.1 (See [61]). Let δ be a positive number and let f : E → K be a function satisfying
|f (x+ yf (x))− f (x)f (y)| < δ (4.1)
for all x, y ∈ E. Assume that f is unbounded and, for every x ∈ E, limx→0 f (tx) exists. Then we have f (x+ yf (x)) = f (x)f (y) for
all x, y ∈ E.
Corollary 4.2. Let δ be a positive number, and let h : E → C be a function satisfying the inequality
|h(x+ yh(x)+ yλ)− h(x)h(y)− λh(y)+ λ| < δ (4.2)
for all x, y ∈ E, where λ ∈ C and h(E) \ R 6= ∅. Assume that h is unbounded and if, for every x ∈ E, limt→0h(tx) exists and is
non-zero, then we have
h(x+ yh(x)+ λy) = h(x)h(y)+ λh(y)− λ (4.3)
for all x, y ∈ E.
Proof. It is enough to notice that (4.2) can be written in the following form |g(x+ yg(x))− g(x)h(y)| < δ, x, y ∈ E, where
g(x) = h(x) + λ. In view of Lemma 2.5 and [52, Theorem 3], h′ − 1 is a C-linear application. So, by applying Theorems 3.2
and 3.5 we get the result. 
Corollary 4.3. Let δ be a positive number, θ, σ be isometric involutions of K and let f , h : E → K be functions satisfying the
inequality |θ f (x+ yσ f (x))− h(x)h(y)| < δ for all x, y ∈ E. Assume that f is unbounded, f (0) = 1, (H) holds and that for every
x ∈ E, limt→0h(tx) exists and is non-zero, then we have θ f (x+ yσ f (x)) = h(x)h(y) for all x, y ∈ E.
Proof. By similar computations as in Corollary 4.2, we obtain the sought result. 
A. Charifi et al. / Computers and Mathematics with Applications 59 (2010) 3193–3202 3201
Acknowledgements
We are grateful to the referees of the original version for useful comments and suggestions. We thank them very much.
References
[1] S.M. Ulam, A collection of Mathematical Problems, Interscience Publ., New York, 1961, Problems in Modern Mathematics, Wiley, New York 1964.
[2] D.H. Hyers, On the stability of the linear functional equation, Proc. Nat. Acad. Sci. USA 27 (1941) 222–224.
[3] Th.M. Rassias, On the stability of the linear mapping in Banach spaces, Proc. Amer. Math. Soc. 72 (1978) 297–300.
[4] L. Maligranda, A result of Tosio Aoki about a generalization of Hyers–Ulam stability of additive functions —a question of priority, Aequationes Math.
75 (2008) 289–296.
[5] D.H. Hyers, Th.M. Rassias, Approximate homomorphisms, Aequationes Math. 44 (1992) 125–153.
[6] D.H. Hyers, S.M. Ulam, On approximate isometry, Bull. Amer. Math. Soci. 51 (1945) 288–292.
[7] D.H. Hyers, G. Isac, Th.M. Rassias, Stability of Functional Equations in Several Variables, Birkhäuser, Boston, Basel, Berlin, 1998.
[8] Z. Moszner, On the stability of functional equations, Aequationes Math. 77 (2009) 33–88.
[9] G.L. Forti, Hyers–Ulam stability of functional equations in several variables, Aequationes Math. 50 (1995) 143–190.
[10] J.M. Rassias, On approximation of approximately linear mappings by linear mappings, J. Funct. Anal. 46 (1) (1982) 126–130.
[11] J.M. Rassias, On approximation of approximately linear mappings by linear mappings, Bull. Sci. Math. (2) 108 (4) (1984) 445–446.
[12] J.M. Rassias, On a new approximation of approximately linear mappings by linear mappings, Discuss. Math. 7 (1985) 193–196.
[13] J.M. Rassias, Solution of a problem of Ulam, J. Approx. Theory 57 (3) (1989) 268–273.
[14] J.M. Rassias, On the stability of the Euler-Lagrange functional equation, Chinese J. Math. 20 (1992) 185–190.
[15] J.M. Rassias, Solution of a stability problem of Ulam, Discuss. Math. 12 (1992) 95–103.
[16] J.M. Rassias, Complete solution of the multi-dimensional problem of Ulam, Discuss. Math. 14 (1994) 101–107.
[17] J.M. Rassias, On the stability of a multi-dimensional Cauchy type functional equation, in: Geometry, Analysis and Mechanics, World Sci. Publ., 1994,
pp. 365–376.
[18] M. Ait Sibaha, B. Bouikhalene, E. Elquorachi, Ulam–Gavruta–Rassias stability of a linear functional equation, Int. J. Math. Stat. 7 (Fe07) (2007) 157–166.
[19] Choonkil Park, Jong Su An, Jianlian Cui, Isomorphisms and Derivation in Lie C∗-Algebras, Abstr. Appl. Anal., 2007, doi:10.1155/2007/85737. Art. ID
85737, 14 pages.
[20] M. Eshaghi Gordji, H. Khodaei, On the generalized Hyers–Ulam–Rassias stability of quadratic functional equations, Abstr. Appl. Anal. 2009 (2009)
1–11, doi:10.1155/2009/923476. Art. ID 923476.
[21] Paisan Nakmahachalasint, Hyers–Ulam–Rassias and Ulam–Gavruta–Rassias stabilities of additive functional equation in several variables, Internat. J.
Math. Math. Sci. 2007 (2007), doi:10.1155/2007/13437. Art. ID 13437, 6 pages.
[22] Paisan Nakmahachalasint, On the generalized Ulam–Gavruta–Rassias stability of mixed-type linear and Euler–Lagrange-Rassias functional equations,
Internat. J. Math. Math. Sci. 2007 (2007), doi:10.1155/2007/63239. Art. ID 63239, 10 pages.
[23] K. Ravi, M. Arunkumar, On the Ulam–Gavruta–Rassias stability of the orthogonally Euler–Lagrange type functional equation, Int. J. Math. Stat. 7 (Fe07)
(2007) 143–156.
[24] K. Ravi, M. Arunkumar, J.M. Rassias, Ulam stability for the orthogonally general Euler–Lagrange type functional equation, Int. J. Math. Stat. 3 (A08)
(2008) 36–46.
[25] K. Ravi, J.M. Rassias, M. Arunkumar, R. Kodandan, Stability of a generalized mixed type additive, quadratic, cubic and quartic functional equation,
J. Pure Appl. Math.: JIPAM 10 (4) (2009) 1–29. Article 114.
[26] Chung-Gil Park, John Michael Rassias, Hyers–Ulam stability of an Euler–Lagrange type additive mapping, Int. J. Math. Stat. 7 (Fe07) (2007) 112–125.
[27] H.X. Cao, J.R. Lv, J.M. Rassias, Superstability for generalized module left derivations and generalized module derivations on a Banach module (II),
J. Pure and Appl. Math.: JIPAM 10 (2) (2009) 1–8.
[28] B. Bouikhalene, E. Elqorachi, Ulam–Gavruta–Rassias stability of the Pexider functional equation, Int. J. Math. Stat. 7 (Fe 07) (2007) 27–39.
[29] H.X. Cao, J.R. Lv, J.M. Rassias, Superstability for generalized module left derivations and generalized module derivations on a Banach module (I),
J. Inequal. Appl. 2009, doi:10.1155/2009/718020. Art. ID 718020, 1–10.
[30] M.E. Gordji, S. Zolfaghari, J.M. Rassias, M.B. Savadkouhi, Solution and stability of a mixed type Cubic and Quartic functional equation in Quasi-Banach
spaces, Abstr. Appl. Anal. (2009) 1–14, doi:10.1155/2009/417473. Art. ID 417473.
[31] M.B. Savadkouhi, M.E. Gordji, J.M. Rassias, N. Ghobadipour, Approximate ternary Jordan derivations on Banach ternary algebras, J. Math. Phys. 50
(042303) (2009) 1–9, doi:10.1063/1.3093269.
[32] J.A. Baker, J. Lawrence, F. Zorzitto, The stability of the equation f (x+ y) = f (x)f (y), Proc. Amer. Math. Soc. 74 (1979) 242–246.
[33] J.A. Baker, The stability of the cosine equation, Proc. Amer. Math. Soc. 80 (1980) 411–416.
[34] R. Ger, P. Šemrl, The stability of the exponential equation, Proc. Amer. Soc. 124 (1996) 779–787.
[35] J. Lawrence, The stability of multiplicative semigroup homomorphisms to real normed algebras, Aequationes Math. 28 (1985) 94–101.
[36] L. Székelyhidi, Ulam’s problem,Hyers’s solution and towhere they led, in Functional equations and inequalities, in: Th.M. Rassias (Ed.), in:Mathematics
and Its Applications, vol. 518, Kluwer Acad. Publ., Dordrecht, 2000, pp. 259–285.
[37] L. Székelyhidi, On a theorem of Baker, Lawrence and Zorzitto, Proc. Amer. Math. Soc. 84 (1982) 95–96.
[38] L. Székelyhidi, The stability of d’Alembert-type functional equations, Acta Sci. Math. Szeged. 44 (1982) 313–320.
[39] L. Székelyhidi, Stability of the sine and cosine equations, Proc. Amer. Math. Soc. 10 (1990) 109–115.
[40] R. Ger, Superstability is not natural, Rocznik Nauk-Dydakt. Prace Mat. 159 (13) (1993) 109–123.
[41] R. Ger, A survey of recent results on the stability of functional equations, in: Proc. of the 4th International Conference on Functional Equations and
Inequalities, Akademia Pedagogiczna w Krakowie, 1994, pp. 5–36.
[42] J. Tabor, Approximate endomorphisms of the complex plane, J. Nat. Geom. I (1992) 71–86.
[43] E. Elqorachi, M. Akkouchi, The superstability of the generalized d’Alembert functional equation, Georgian Math. J. 10 (2003) 503–508.
[44] R. Badora, On Hyers–Ulam stability of Wilson’s functional equation, Aequationes Math. 60 (2000) 211–218.
[45] B. Bouikhalene, E. Elqorachi, A. Redouani, On Hyers–Ulam stability of a special case of O’Connor’s and Gajda’s functional equations, JIPAM J. Inequal.
Pure Appl. Math. 6 (2) (2005) Article 32.
[46] B. Bouikhalene, E. Elqorachi, Th.M. Rassias, On the generalized Hyers–Ulam stability of Swiatak’s functional equation, J. Math. inequal. 1 (2007)
291–300.
[47] B. Bouikhalene, E. Elqorachi, Th.M. Rassias, On Hyers–Ulam stability of Approximately Pexider mapping, Math. Inequal. Appl. 11 (2008) 805–818.
[48] S. Goła¸b, A. Schinzel, Sur l’equation fonctionnelle f (x+ yf (x)) = f (x)f (y), Publ. Math. Debrecen 6 (1959) 113–125.
[49] J. Brzde¸k, Bounded solutions of the Goła¸b-Schinzel equation, Aequationes Math. 59 (2000) 248–254.
[50] J. Brzde¸k, On continuous solutions of a conditional Goła¸b-Schinzel equation, Anz. Österreich. Akad. Wiss. Math.-Natur. Kl. 138 (2001) 3–6.
[51] J. Brzde¸k, On the continuous solutions of a generalization of the Goła¸b-Schinzel equation, Publ. Math. Debrecen 63 (2003) 421–429.
[52] J. Brzde¸k, Subgroups of the group Zn and a generalization of the Goła¸b-Schinzel functional equation, Aequationes Math. 43 (1992) 59–71.
[53] J. Brzde¸k, The Goła¸b-Schinzel equation and its generalizations, Aequationes Math. 70 (2005) 14–24.
[54] J. Brzde¸k, On the quotient stability of a family of functional equations, Nonlinear Analysis 71 (2009) 4396–4404.
[55] N. Brillouët-Belluot, J. Brzde¸k, On continuous solutions and stability of a conditional Goła¸b-Schinzel equation, Publ.Math. Debrecen 72 (2008) 441–450.
[56] N. Brillouët-Belluot, J. Brzde¸k, J. Chudziak, On continuous solutions of a class of conditional equations, Publ. Math. Debrecen 75 (2009) 11–22.
3202 A. Charifi et al. / Computers and Mathematics with Applications 59 (2010) 3193–3202
[57] J. Chudziak, Approximate solutions of the generalized Goła¸b-Schinzel equation, J. Inequal. Appl. (2006) Article ID 89402, 8 pages.
[58] J. Chudziak, Continuous solutions of a generalization of the Goła¸b-Schinzel equation, Aequationes Math. 61 (2001) 63–78.
[59] J. Chudziak, On a functional inequality related to the stability problem for the Goła¸b-Schinzel equation, Publ. Math. Debrecen 67 (1–2) (2005) 199–208.
[60] J. Chudziak, Stability problem for the Goła¸b-Schinzel type functional equations, J. Math. Anal. Appl. 339 (2008) 454–460.
[61] J. Chudziak, J. Tabor, On the stability of the Goła¸b-Schinzel functional equation, J. Math. Anal. Appl. 302 (2005) 196–200.
[62] E. Jabłońska, Functions having the Darboux property and satisfying some functional equation, Colloq. Math. 114 (2009) 113–118.
[63] E. Jabłońska, Solutions of some functional equation bounded on nonzero Christensen measurable sets, Acta Math. Hungar. 125 (2009) 113–119.
[64] E. Jabłońska, Christensen measurable solutions of some functional equation, Nonlinear Anal. (in press).
[65] A. Mureńko, On solutions of the Goła¸b-Schinzel equation, Internat. J. Math. Math. Sci. 27 (2001) 541–546.
[66] A. Mureńko, On solutions of a common generalization of the Goła¸b-Schinzel equation and of the addition formulae, J. Math. Anal. Appl. 341 (2008)
1236–1240.
[67] A. Mureńko, On the general solution of a generalization of the Goła¸b-Schinzel equation, Aequationes Math. 77 (2009) 107–118.
[68] L. Reich, Über die stetigen Lösungen der Goła¸b-Schinzel auf R und auf R≥0 , Österr. Akad. Wiss. Math.-Natur. Kl. Sitzungsber.II. 208 (1999) 165–170.
[69] M. Sablik, A conditional Goła¸b-Schinzel equation, Anz. Österreich. Akad. Wiss. Math.-Natur. Kl, Abt. II 137 (2000) 11–15.
[70] A. Charifi, B. Bouikhalene, S. Kabbaj, On solutions of pexiderizations of the GoLab-Schinzel functional equation, Inequality Theory and Applications,
Nov. Sc. Publ., 6 (2010) (in press).
