• There is an extreme diversity of molecular docking methods accounting for target flexibility, which reflects the broad range of their applications. • The dichotomy between induced fit and conformational selection is not always adapted to understand and classify these methods. • Virtual screening (VS) and geometry prediction (GP) are two different applications that require considering different levels of protein flexibility. • VS can benefit from combining ensemble docking and selective docking. • GP is pushing the boundaries of molecular docking, focusing on complex systems and realistic binding predictions.
I. INTRODUCTION
Proteins are the main effectors of genomic information. They are involved in a wide range of essential tasks and mediate both physiological and pathological processes. In many cases, a protein's function is influenced by interactions with other molecules. In this context, the molecular understanding of proteins and their interactions with specific partners can pave the way for rational drug design, allowing interfering with specific protein targets. Over the past decades, the fastgrowing rate of experimentally-determined protein structures and the impressive advances in computational resources have fueled the development of computer-aided strategies for drug development [1] . Molecular docking, which aims at predicting and analyzing molecular complexes (see Fig. 1 for an example), is one of the most popular and diversified of these approaches [2] - [4] .
Despite having different goals and requirements, all docking applications build on two basic components: sampling and scoring. Sampling consists of exploring (some of) the structural degrees of freedom (DoFs) of a protein-ligand complex and predicting its binding mode [5] . Scoring consists of estimating the strength of the binding interaction (binding energy) for a given binding mode [6] . Sampling and scoring engender different challenges, but have a combined influence on docking accuracy and performance [7] , [8] . Issues related to scoring have been examined in numerous reviews [4] - [6] , [9] , [10] , and will not be discussed here. Instead, the present paper focuses on sampling methods.
With the exception of early rigid-docking methods, ligand flexibility has always been an essential part of molecular docking [2] . Even small ligands with only few rotatable bonds can adopt alternative low-energy conformations. Various conformational sampling techniques have been proposed to explore ligand flexibility. The most common ones involve (i) a systematic search (e.g., exhaustive search, ensemble-based search, fragment-based search) or (ii) a stochastic search (e.g., Monte Carlo, evolutionary algorithm, swarm optimization, tabu search) [2] , [5] , [10] . Large ligands and peptides represent bigger challenges for docking, which might exceed the capabilities of many current approaches [11] - [15] . The treatment of ligand flexibility has been extensively reviewed elsewhere [2] , [5] , [10] and will not be specifically discussed here. Instead, this review focuses on strategies used to account for protein flexibility (in addition to ligand flexibility).
Proteins are flexible and dynamic entities. There exist numerous examples showing differences between a protein's unbound (apo) and bound (holo) structures, ranging from local side-chain rearrangements [9] , [16] , [17] to large-scale conformational changes, such as domain motions, hingebending motions, or (un)folding of entire segments [9] , [18] - [21] . Considering target flexibility has a direct impact on docking experiments, potentially leading to different results, and consequently having major implications for drug discovery [22] , [23] . Therefore, protein flexibility has become a major goal in molecular docking, as acknowledged by several recent reviews [5] , [24] , [25] . Because of the diversity of docking methods accounting for protein flexibility, general classifications are useful to provide overviews of shared concepts and applications. In this context, analogies with the major theories underlying biomolecular recognition (i.e., induced fit [26] and conformational selection [27] ) are sometimes used to classify these docking methods [9] , [25] . Although convenient, this classification can become arbitrary, as several methods are clearly blurring the boundary between both categories [25] .
This paper presents an overview of sampling methods considering protein flexibility, in light of an alternative (more algorithmic) classification strategy: the level of flexibility accounted for (see Section II). Differences between four major categories are highlighted, and special attention is given to methods considering full receptor flexibility. This review also discusses how the application context influences the choice of a docking method dealing with protein flexibility (see Section III): e.g., virtual screening vs. accurate prediction of binding geometry, small ligand vs. large peptide. Note, however, that protein-protein docking is out of the scope of this review.
II. SAMPLING METHODS ACCOUNTING FOR PROTEIN FLEXIBILITY
For decades, the concepts of induced fit and conformational selection (also known as population selection, population shift, or selected fit) have been competing to model the mechanisms explaining biomolecular recognition [29] . In the context of protein-ligand binding, both models account for protein flexibility, but in different ways. According to the inducedfit model, a protein may experience conformational changes upon ligand binding [26] . These conformational rearrangements result in a protein-ligand complex with tighter binding. This model implies that no mutual fit is required between the ligand and the protein prior to binding, as it is effectively Fig. 1 . Example of a protein-ligand complex (PDB access code 2G94). The binding site of the human beta-secretase protein is depicted using a "surface" representation, while a selective inhibitor (ligand) is depicted using a "balland-sticks" representation. Protein residues Y68 to K75 are depicted using a "ribbon" representation because they encompass a flexible loop that visually occludes the ligand. Picture produced with the UCSF Chimera package [28] .
induced by the binding event. The conformational-selection model relies on the fact that, in solution, proteins exist as an ensemble of conformations rather than as a unique native state. According to this model, the ligand selectively stabilizes specific unbound-receptor conformations, causing a shift in the population toward a particular bound-receptor conformation [27] . In other words, changes in the population are dictated by the laws of statistical mechanics, and the underlying energy landscape is reshaped upon ligand binding [25] , [30] .
These two biomolecular recognition models have often been used to provide protein-ligand docking methods with some theoretical justification, and to classify these methods [9] , [25] . In fact, direct analogies can be drawn between these theoretical models and some of the docking approaches accounting for protein flexibility. On one hand, selective docking methods (see Section II-B), which account for local flexibility, have usually been referring to the induced-fit model. On the other hand, earlier ensemble docking methods (see Section II-C), which only relied on an ensemble of rigid protein conformations, could clearly be related to the conformational-selection model. However, because of the considerable diversity of docking methods accounting for protein flexibility, any classification based on a dichotomy between these two theoretical models is bound to fail. Indeed, several methods clearly blur the boundary between these models; that is the case for some recent ensemble docking methods (see Section II-C) and several onthe-fly docking methods (see Section II-D). This paper introduces a different classification of the docking methods considering protein flexibility, which relies only on the level of flexibility accounted for. Focusing on the algorithmic side, this classification is decomposed along two orthogonal dimensions that relate to two kinds of evolution of docking methods (see Fig. 2 ). In practice, the constraints imposed by computational resources have always been conflicting with the dimensionality of the problems that practitioners wanted to address. As considering a fully-flexible protein was computationally prohibitive, earlier methods treated only partial target flexibility, focusing on the binding site. Since then, we have witnessed a transition from partial flexibility to full flexibility, which corresponds to the first dimension of the classification. The second dimension relates to the transition from implicit flexibility to explicit flexibility. Performing conformational sampling by explicitly exploring the protein's DoFs during the docking procedure is computationally expensive; therefore, many methods involve an implicit treatment of protein flexibility. These two dimensions lead to a classification encompassing the following categories (see Fig. 2 ): soft docking (partial, implicit flexibility), selective docking (partial, explicit flexibility), ensemble docking (full, implicit flexibility), and on-the-fly docking (full, explicit flexibility).
A. Soft Docking
The simplest method accounting for protein flexibility is soft docking [31] . The idea is to allow for small overlaps between the ligand and the receptor by "softening" the van der Walls potentials. The Lennard-Jones potential, typically used to compute van der Walls interactions, increases rapidly to infinity at short inter-atomic distances, thus producing large steric penalties. Minor steric clashes between the ligand and the protein can be tolerated by using a more permissive repulsive term in the Lennard-Jones potential. This adjustment of the potential energy function simulates a slightly larger binding site and mimics some level of conformational plasticity. Therefore, soft docking is an implicit way to consider partial protein flexibility (see Fig. 2 ).
Historically, the advantage of soft docking was that it introduced no additional computational cost compared to rigidprotein docking. It could accommodate small local conformational changes in the protein (on the order of 1Å), which could have a significant influence on docking results [32] . Some variations of this technique, referred to as "vdW-offset grid", have been used more recently [33] . Unfortunately, the scope of soft docking is limited to small-scale rearrangements associated to side-chain plasticity. It does not allow for larger conformational changes, such as large side-chain rotations or backbone motions [34] , [35] . Another drawback of soft docking is its tendency to increase the rate of false positives [25] , [36] . Nowadays, soft docking is used only rarely on its own, but sometimes as a first docking step within more complex methods (see Section II-D) [37] , [38] .
B. Selective Docking
To address larger conformational changes, another simple method considering only partial flexibility of the protein is selective docking (see Fig. 2 ). It consists of selecting a few "critical" DoFs of the protein, additionally to those of the ligand, and explicitly exploring their variability. Therefore, selective docking provides a clear analogy with the inducedfit model: conformational rearrangements are allowed in the protein to better accommodate the binding. Selective docking can be useful when a good structural knowledge of the receptor is available, as well as some expert knowledge on its function. For example, if structural changes between the unbound and bound states are expected to be limited and to involve only active-site residues, this approach can ensure an efficient treatment of side-chain flexibility [39] , [40] .
Performing selective docking increases the dimensionality of the docking problem, as compared to dealing with a rigid protein, and therefore its computational cost. To mitigate this computational overhead, earlier methods were varying only the essential torsional DoFs of a few side chains in the active site of the protein, while keeping bond lengths and bond angles fixed. Additionally, they were following a discrete approach: side-chain rotatable bonds were explored using a rotamer library [41] . Such libraries typically contain experimentally observed and preferred rotamers (i.e., low-energy conformations) of amino acid side-chains. Thanks to its simplicity and low computational cost, this discrete approach is still in use today [42] - [44] . However, its drawback is that sampling may be restricted or biased by the content of the rotamer library. Therefore, it has been extended into a continuous approach where the rotatable bonds of the selected side chains are fully explored [45] , [46] . Another early continuous paradigm was based on explicitly treating the reorientation of hydrogen atoms only, to optimize hydrogen bonds between the protein and the ligand [47] , [48] .
Numerous molecular docking programs have incorporated the continuous selective docking approach, allowing users to define a set of flexible side-chains in the active site of the protein. In some methods, the ligand's pose is optimized before varying the protein side-chains [49] , while in more recent methods, both the ligand and side-chain conformations are explored simultaneously [50] , [51] . The latter methods have demonstrated significant improvement over rigid-protein docking [52] , [53] . Unfortunately, limiting protein flexibility to side chains can sometimes produce worse results than keeping the protein rigid [54] . That is why some methods also account for the flexibility of the backbone around the active site [55] , in hinges [18] , or in large loop regions of the receptor [56] . However, even these approaches allow for only limited-scale conformational changes.
C. Ensemble Docking
Simulating large-scale conformational changes in the receptor requires considering full flexibility of the protein. This can be achieved by adopting the ensemble docking approach, which attempts to dock the ligand to an ensemble of receptor conformations instead of a single one [57] , [58] . A direct analogy with the conformational-selection model arises from the fact that receptor conformations are generated before docking, usually considering a fully-flexible protein. However, from a docking perspective, protein flexibility is accounted for only implicitly because these conformations are not allowed to vary during the docking procedure. Ensemble docking quickly became popular because it allowed considering protein flexibility without introducing any significant changes into existing molecular docking programs.
Ensemble docking methods differ with respect to how the ensemble is used (see Fig. 2 ): the receptor conformations can be treated independently or simultaneously, which results in two distinct paradigms [59] , [60] . The "multiple-run" paradigm consists of performing a series of independent runs for each conformation, using traditional rigid-protein docking programs [57] , [61] , [62] . The "single-run" paradigm consists of performing a single docking run by combining all the conformations into a single representation, such as a gridbased average of the ensemble [58] , [63] or a dynamic pharmacophore model [64] , [65] . In all cases, receptor conformations can be provided by experimental techniques, such as X-ray crystallography [66] - [68] or NMR spectroscopy [69] , [70] . Alternatively, they can be produced by computational techniques, such as homology modeling [71] , molecular dynamics (MD) [62] , [72] , [73] , Monte Carlo simulations [74] , [75] , or normal mode analysis (NMA) [61] , [76] , the latter technique sometimes involving elastic network models [74] , [77] , [78] .
Numerous studies have shown that ensemble docking provides great improvement compared with rigid-protein docking [68] , [79] - [81] . The dominant view is that docking to an ensemble of protein conformations is superior to docking to a single one [35] , but things are not so clear. When experimentally-derived structures are available, using an ensemble of conformations performs better than using a single conformer in many cases, but not all the time [67] , [82] , [83] .
It appears that the composition of the ensemble has a great impact on docking results. More precisely, an anti-cooperative behavior can be observed, where adding some conformations to the ensemble actually deteriorates the docking outcome [82] . In fact, the noise introduced by each extra conformation may obscure the additional information it provides, typically by generating false positives [66] . This problem highlights the need for clear guidelines to select the experimental structures that should compose the ensemble [24] . To this end, various selection strategies have been suggested [68] , [82] , [84] - [86] , but no consensus has been reached.
When using computational simulation techniques, it becomes even more difficult to select representative conformations and build a good ensemble. Indeed, in this case too, using an ensemble can sometimes provide worse results than using a single structure [73] . A strategy has been suggested to generate an ensemble using NMA [76] ; however, applying NMA has raised issues such as how many modes have to be used [61] . Several selection techniques have been proposed to extract promising protein conformations from MD simulations [87] - [89] . Unfortunately, MD is strongly limited by the available computational power. Additionally, MD is known for often being unable to cross high-energy barriers, and exploring only local minima of the rugged energy landscape [36] , [81] . Therefore, performing a reasonable exploration of the protein's conformational space can be computationally extremely high. A solution is to introduce artificial biases into MD simulations by applying enhanced-sampling techniques (e.g., temperature-accelerated replica exchange, umbrella sampling, metadynamics) [90] or using accelerated MD [36] , [81] . Other methods have been suggested, combining MD with essential dynamics [91] or with molecular mechanics and quantum mechanics [92] .
To sum up, despite its success and popularity, ensemble docking suffers from several drawbacks. First, flexibility is only implicit: it is not possible to generate new protein conformations during docking. Second, the docking outcome is highly biased by the composition of the ensemble; clear selection strategies are still needed to alleviate this problem. Finally, some studies suggest that ensemble docking might not be the best way to consider full protein flexibility. Indeed, better docking results can sometimes be obtained by restricting protein flexibility to only relevant side chains and loops [93] .
An important remark is that various ensemble docking methods are blurring the boundary between the induced-fit and conformational-selection models. This is the case for several approaches where the ensemble of protein conformations is generated using a knowledge-based strategy accounting for receptor flexibility. For example, ensembles derived from NMA or Monte Carlo can be filtered using ligand information to select representative protein conformations [75] . Using a dynamic virtual ligand (represented by a collection of functional groups), an MD simulation of the binding event can generate promising protein conformations [94] , [95] . Another method generates an ensemble of protein conformations by docking flexible ligands to a flexible receptor, using known active compounds [96] . Finally, several MD simulations can be conducted on protein-ligand complexes involving known active compounds; the numerous protein conformations produced this way can then be filtered to obtain a small working ensemble [97] .
D. On-the-fly Docking
Contrary to ensemble docking, the on-the-fly docking approach treats protein flexibility explicitly by exploring the protein's DoFs during the docking procedure. In other words, these approaches generate new protein conformations "on the fly" during docking by altering the protein's structure. This is achieved using various conformational sampling techniques and/or optimization algorithms. Because on-the-fly docking can account for full protein flexibility, suitable strategies or heuristics are often applied to keep the problem computationally manageable given its extremely high dimensionality. Moreover, complexity increases even further when dealing with ligand flexibility and protein flexibility simultaneously, as some methods do.
Some on-the-fly docking methods follow a discrete approach, while more sophisticated ones follow a continuous approach (see Fig. 2 ). Many on-the-fly docking methods can be related to the induced-fit model of biomolecular recognition. This is the case for the appropriately-named induced-fit docking approach (see Section II-D1), but also for molecularrelaxation docking (see Section II-D2) and collective-degreesof-freedom docking (see Section II-D3). However, many other methods, such as four-dimensional docking (see Section II-D4), composite-structure docking (see Section II-D5), or hybrid docking (see Section II-D6) are blurring the boundary between induced fit and conformational selection.
1) Induced-Fit Docking: Building heavily on the induced-fit concept, the idea behind the induced-fit docking approach is to optimize the conformation of the receptor after having docked the ligand into it [37] . More precisely, the ligand is first docked to a rigid protein using soft docking; then, conformations of the protein side-chains are explored using a rotamer library; finally, a short minimization of the protein-ligand complex is performed. Therefore, this method can account for significant side-chain conformational changes, but only small backbone relaxations, in the receptor [37] . Another limitation is that the ligand's and protein's DoFs are not sampled simultaneously, which is reasonable only when induced-fit effects are expected to be relatively limited [37] . In spite of these drawbacks, this approach has been successfully used in several studies [98] , [99] .
As an example of a molecular docking program underpinned by the induced-fit concept, RosettaLigand is a perfect illustration of the increasing level of flexibility that has been accounted for over the years. In its initial implementation, based on Rosetta [100] , RosettaLigand only allowed for sidechain flexibility in the protein's active site [101] . Later, it was augmented with the incorporation of full side-chain and backbone flexibility, as well as with the simultaneous treatment of the ligand and the protein [55] . The latest release includes additional features tackling problems of even higher dimensionality, such as the simultaneous docking of multiple flexible ligands, accounting for protein flexibility [102] .
2) Molecular-Relaxation Docking: Exploring the flexibility of the ligand and the protein simultaneously represents a significant increase in complexity, but allows considering larger-scale induced-fit effects. This idea has been leveraged in various ways by the molecular-relaxation docking approach. Its most physicochemically-accurate implementation consists of performing the docking procedure as an optimization of the conformation of the protein-ligand complex using energy minimization [103] , Monte Carlo methods [104] , or MD [105] . As these optimization algorithms are computationally expensive, they have often been confined to a post-processing refinement step following rigid-protein docking [106] or selective docking [107] . To refine the binding pose, some studies have involved energy minimization [107] , but most of them rely on MD simulations [19] , [106] , [108] - [112] .
The reason hindering the use of MD as a molecular docking tool per se is the limited extent of simulations allowed by today's computational power. As already mentioned in Section II-C, performing an acceptable exploration of the conformational space of a protein-ligand complex would be computationally prohibitive. In most cases, simulating a complete docking event with MD is currently out of reach, except if some approximations are used. Some adjustments to MD simulations have been suggested to make them more computationally efficient, using different temperatures [113] , [114] , implicit solvent models [115] , geometric constraints [116] , or a combination with molecular mechanics and quantum mechanics [92] . Even in methods where MD is only used as a refinement tool, it has been sometimes enhanced (e.g., using a torsion-angle approach [93] , an optimized potential [117] , or steered MD [118] ) to improve efficiency.
3) Collective-Degrees-of-Freedom Docking: Another kind of approximation, which allows simulating large-scale conformational changes in the protein-ligand complex, relies on using a lower-dimensional representation of this complex that can capture the dominant modes of the protein's motion. This reduction of the high-dimensionality of the original problem is the concept underlying the collective-degrees-offreedom (collective-DoFs) docking approach. This approximation allows accounting for realistic protein plasticity in a computationally-tractable way [119] . Several dimensionalityreduction techniques have been suggested to define heuristics guiding conformational sampling in molecular docking. The most popular one is NMA [104] , [120] - [122] , which sometimes involves applying elastic networks [20] , [38] , but principal component analysis (PCA) [123] and MD [124] have also been used. Note that collective-DoFs docking can be restricted to backbone motions and combined with selective docking, that can better describe local, typically anharmonic, side-chain motions [125] . The main drawback of collective-DoFs docking is that using collective motion modes instead of native DoFs can potentially lead to inaccuracies [119] . 4) Four-dimensional Docking: The simplest way to combine induced fit and conformational selection is to perform fourdimensional (4D) docking [126] , [127] . This approach involves an ensemble of protein conformations that are not used sequentially, but simultaneously. The term "4D docking" does not refer to the dimensionality of the docking problem itself (which depends on the level of flexibility considered for the ligand, in this case). Rather, it refers to the fact that, additionally to the three dimensions of space in which the ligand resides, the 4D docking approach involves an extra dimension through a discrete variable corresponding to the index of the protein conformation in the ensemble. In fact, this variable is explored during the search in the same way as the ligand's DoFs are. The drawbacks of this method are the same as for ensemble docking: sampling is strongly dependent on the composition of the ensemble, and no new conformation of the receptor can be created. 5) Composite-Structure Docking: A similar approach, unifying induced fit and conformational selection, but providing an additional level of complexity is composite-structure docking [128] , [129] . Composite structures are conformations of the protein constructed using parts of the conformations present in the initial ensemble. Each part can be as small as a single side chain or as big as the whole backbone [129] . Additionally, some methods restrict these parts within the regions of the protein showing high variability (because of high disorder or point mutations) in the initial ensemble [128] . The interesting aspect of this approach, as opposed to 4D docking, is that new conformations are created during the search, thus increasing structural variation. Several studies have reported good results with this approach [130] , [131] . However, it remains a discrete method, strongly influenced by the content of the ensemble. 6) Hybrid Docking Approaches: Several docking methods are based on hybrid approaches combining docking paradigms, and therefore blurring the boundary between induced fit and conformational selection. For example, practitioners often implicitly use such hybrid approaches when they perform ensemble docking using popular software allowing for the selection of flexible side-chains in the protein (i.e., for selective docking) [50] , [51] . Some methods explicitly perform a similar connection, mixing ensemble docking and induced-fit docking [67] , [132] . Other examples are approaches that combine ensemble docking and molecular-relaxation docking [118] , [133] . In this case, each binding pose of the protein-ligand complex is refined using an optimization algorithm.
E. Conclusion
Proteins are dynamic entities that are believed to exist as an ensemble of conformational states in solution. Interactions with a ligand may impact these pre-existing states, by inducing conformational changes in proteins or stabilizing a particular conformer [25] , [29] . Although understanding and modeling the mechanisms of biomolecular recognition is still a topic of research, receptor flexibility is recognized as essential for protein-ligand interactions and, therefore, drug discovery.
In the context of molecular docking, a great diversity of sampling methods have been proposed to account for protein flexibility. In an attempt to better comprehend such diversity, these methods have often been classified using analogies to the main models of biomolecular recognition: induced fit and conformational selection [9] , [25] . However, as highlighted in this review, many sampling methods are clearly blurring the boundary between these two theories. This goes along the lines of recent advances in the theory of biomolecular recognition. Indeed, after recognizing that classical models could not describe all binding mechanisms [25] , [134] , theoreticians are now trying to reconcile both models of binding into a unified one [135] - [137] , in accordance with recent experimental evidence [138] , [139] . Such work could lead to a new understanding of protein-ligand binding.
III. EXPERT OPINION Accounting for protein flexibility in molecular docking is a challenging task, especially because it should come additionally to the treatment of ligand flexibility. This increase in the dimensionality of the docking problem literally translates into an explosion of computational costs, which has always constrained the development of docking software. Consequently, a huge variety of molecular docking methods have been proposed over the years, continuously increasing the level of protein flexibility considered during conformational sampling. This diversity of methods also reflects the broad range of their proposed applications. For instance, virtual screening (VS) and geometry prediction (GP) are very different goals in molecular docking, with totally opposed computational constraints; this requires choosing adapted strategies when tackling protein flexibility. While VS focuses on identifying a short list of likely binders out of a large dataset of ligands (classification problem), GP focuses on finding the best possible geometry for a given protein-ligand complex (optimization problem).
VS is arguably the most common application of molecular docking. Since the docking procedure is repeated multiple times when screening a large library of ligands, VS imposes a trade-off between the speed of the docking method and its accuracy [6] . Consequently, exploring large-scale structural changes and folding events during conformational sampling can represent a detrimental computational burden. Instead, building a compact ensemble of representative protein conformations, as in ensemble docking, can be a useful preprocessing step. As this is done only once, this can involve more sophisticated and computationally-expensive approaches to sample large-scale conformational changes [36] , [140] - [144] . Additionally, selective docking can be used for local refinement of the binding mode for each ligand in the dataset. Therefore, combining these two docking approaches represents an efficient way to consider protein flexibility in VS experiments.
Top-ranking binders identified by VS can be further analyzed with other tools or become the input of GP experiments, to optimize the corresponding binding modes. In this context, the combination of ensemble and selective docking can show limitations. First, no matter how good the conformational ensemble is, it is only a discrete collection of states. A local exploration of the binding site might not be enough to correct these initial structures and discover an accurate bioactive pose. Second, combining global protein conformational sampling with local binding site refinement in a sequential way is not always likely to predict major ligand-induced rearrangements or allosteric effects. GP requires greater confidence in the binding mode description, which can benefit from a simultaneous exploration of protein and ligand flexibility. Being less affected by computational constraints, GP can fully leverage the capabilities of on-the-fly docking. Therefore, GP will continue to push the boundaries of molecular docking, by tackling more complex systems and yielding more realistic predictions of protein-ligand interactions.
Despite its impressive advances, on-the-fly docking is still facing many challenges, such as dealing with large-scale conformational changes in the receptor [9] , [19] - [21] or treating multiple flexible ligands while considering protein flexibility [102] . In turn, this directly relates to the issue of cryptic allosteric sites-i.e., transient pockets that are usually not observable from the crystal structure but that can influence protein function by allosteric communication with the active site. The so-called "drugability" of these sites is an active field of research [145] , [146] . In some cases, the binding of one drug at a cryptic allosteric site might trigger conformational changes in the protein, allowing a second drug to bind in another active site. Such mechanisms can be accurately modeled only by docking methods that simultaneously account for multiple ligands and large-scale conformational changes in the protein.
An additional challenge for on-the-fly docking relates to predicting binding modes of peptides [147] . As opposed to small drug-like ligands, large peptides have a complex dynamic behavior: they can establish intricate networks of hydrogen bonds and even fold into secondary structures [147] . Such folding properties are difficult to simulate using standard docking protocols. More generally, the challenge of correctly predicting the structure of a protein-peptide complex is becoming more and more related to ab initio protein modeling and proteinprotein docking [9] . Accordingly, the biggest claims regarding large target flexibility in docking are made using methods based on protein prediction platforms, such as Rosetta [100] or CABS [148] . Both platforms have been used for on-the-fly docking, considering peptides and large-scale conformational changes in the receptor [13] , [21] , [147] . Even though they involve coarse-grained representations of the protein-ligand complex, these approaches represent very innovative trends for on-the-fly docking.
As a research field, molecular docking has experienced a rapid evolution and has grown to include very diverse applications. Unfortunately, no single method can address the variety of docking tasks: combining different tools and using target-specific parameters is often required to achieve best results. Future docking methods are expected to combine features of different approaches, accounting simultaneously for ligand flexibility, binding site rearrangement, large-scale ligand-induced motions in the receptor, as well as the overall dynamics of the interaction. In turn, this more realistic exploration of the binding event will also reflect the flexibility of the protein-ligand complex, probably predicting not only one "best" structure, but an ensemble of top-ranked alternative binding modes. Considering alternative binding modes will also have an impact on scoring methods, with respect to binding aspects that are often neglected, such as entropy [3] , [5] . Indeed, more accurate binding energy estimations are a pressing issue for several docking applications [9] , [149] . Finally, considering the diversity of methods and the difficulty to assess their performance, benchmarking efforts using stan-dard datasets are needed to highlight the advantages of each strategy [3] , [150] . Future developments in the field will greatly benefit from the popularization of such practices.
ACKNOWLEDGEMENT
Molecular graphics have been produced with the UCSF Chimera package. Chimera is developed by the Resource for Biocomputing, Visualization, and Informatics at the University of California, San Francisco (supported by NIGMS P41-GM103311).
