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In der vorliegenden Arbeit werden die Möglichkeiten für eine Automatisierung des 
Klassifizierens von Online Dokumenten evaluiert und ein mögliches Verfahren 
prototypisch implementiert. Dabei werden Verfahren der Terminologieextraktion 
angewandt, um die Sinnträger der Texte zu ermitteln. Klassifikationen, die im Allg. 
nur wenige weiterführende Informationen enthalten, sollen über einen Mapping 
Mechanismus auf die das Dokument beschreibenden Terme angewandt werden. Im 
Ansatz wird bereits sichtbar, dass es keine rein automatische Klassifikation geben 
kann, da es immer einen Bruch zwischen den intellektuell erstellten Klassifikatio-
nen und den aus den Texten generierten Informationen geben wird. Es wird ein se-
miautomatisches Verfahren vorgestellt, das durch Anwenderaktionen lernt und zu 
einer sukzessiven Automatisierung führen kann. Die Ergebnisse der semiautomati-
schen Klassifizierung werden mit denen einer manuellen verglichen. Im Anschluss 
wird ein Ausblick auf Möglichkeiten und Grenzen der automatischen Klassifikation 
gegeben. 
 
Diese Veröffentlichung geht zurück auf eine Master-Arbeit im postgradualen Fern-
studiengang Master of Arts (Library and Information Science) an der Humboldt-
Universität zu Berlin.  
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eine Unterstützung dieses  intellektuellen Prozesses  erreicht werden  soll.   Die Darstellung ge‐
schieht aus der Sicht des Information Retrieval und Text Mining. 

















Als Statistiker, der  er  in dieser Tätigkeit  ist,    erkennt  er Häufigkeiten von Begriffen und ver‐
















Beziehungen der Begriffe werden hierarchisch  abgebildet. Es  kann  sich dabei,  je nach 
Kontext, um beliebige Beziehungen handeln. 
• Er versucht eine Abbildung der so normalisierten Worte, mit Hilfe semantischer Analyse 







Die  zu  klassifizierenden Textdokumente  aus dem  Fachbereich  Informatik,  bedienen  sich, wie 
jeder  Fachtext,  einer  Fachsprache.    Fachsprachen  bauen,  zur  eindeutigen Kommunikation  im 




















können  auch  aus der Fachterminologie  in den  allgemeinen  Sprachgebrauch hinüberwandern, 










chen Texten angewandt. Diese  sind mit größerer Wahrscheinlichkeit  fachlich  relevant als Ein‐
wortterme. 
Für die Bedeutung von Termen  ist die  statistische Betrachtung der Verteilung der Terme von 

















































nen deutsche Wörter nicht  automatisch  in  ihre  Stammform gebracht werden. Deshalb 
werden dafür  zusätzlich Thesauri verwendet, die    für  jede  Stammform die möglichen 
Ableitungen  enthalten. Zudem  benutzt  die  deutsche  Sprache Komposita,  d.h.  zusam‐


































binationen  für die  beiden Textkorpora  berechnet und  zueinander  in Beziehung  gesetzt, dann 
lassen sich grundsätzlich folgende vier Klassen von Wortformen bilden: 














































nutzt werden kann.  Idealerweise nutzt man dazu  als Ausgangsbasis  einen Fachthesaurus, da 
dieser eine Klassifikation impliziert.  
Hierin besteht  ein wesentlicher Unterschied  zu  anderen Verfahren, die  anhand  einer Termex‐
traktion  aus den vorliegenden Fachtexten  eine Klassifikation,  einen Thesaurus    oder  ein   Be‐
griffsnetz  versuchen  zu  erzeugen.  Als  Online‐  Beispiel  ist  hier  das  Projekt  Dandelon 
http://www.dandelon.com zu nennen. 
Da  in diesem Kontext oft Begriffe wie Thesaurus, Ontologie, Klassifikation, Topic Map  fallen 
und  teilweise  synonym  verwendet werden, werden  im  folgenden Abschnitt  die  Instrumente 
Thesaurus und Klassifikation  sowie Begriffe wie Ontologie und Topic Map   kurz   vorgestellt 
und anschließend bezüglich ihrer Eigenschaften vergleichen. 
 









le,    in Abgrenzung  zu  anderen Objekten  zu  einer Gruppe  zusammengefasst werden,  andererseits  aber 
auch das Merkmal oder die Eigenschaft selbst [WIKI06]. Im bibliothekarischen Sinn  sind diese Ob‐
jekte die Begriffe bzw. Vorzugsdeskriptoren. 










polyhierarchisch  aufgebaut  sind  können wesentlich mehr Aspekte  von Ordnungen darstellen 












































„Ein Thesaurus  im Bereich der Dokumentation  ist  eine Sammlung  (Menge) von Begriffsbenennungen 
und/oder zusätzlicher Wörter der natürlichen Sprache und/oder sonstiger Zeichen mit Darstellungen von 
Beziehungen zwischen diesen Elementen, sofern noch folgende Kriterien erfüllt sind: Die Sammlung ent‐
hält  einen merklichen Anteil  von Nicht‐Vorzugsbenennungen und/oder  von nicht  als Deskriptoren  be‐
nutzten Vorzugsbenennungen. Eine terminologische Kontrolle wird angestrebt.“ [SOER69] 
Unterschiedliche  Schreibweisen  (Photo/Foto),  Synonyme bzw.  als gleichbedeutend behandelte 
Quasi‐Synonyme, Abkürzungen, Übersetzungen  etc. werden durch Äquivalenzrelationen mit‐
einander  in  Beziehung  gesetzt.  Begriffe werden  außerdem  durch Assoziationsrelationen  und 
hierarchische Relationen vernetzt. In der Definition von Umstätter [UMST89] wird vor allem die 



















BF - Benutzt für UF - Used for 
BS - Benutze Synonym USE/SYN Use synonym 
OB - Oberbegriff BT - Broader term 
UB - Unterbegriff NT - Narrower term 
VB - Verwandter Begriff RT - Related term 








Struktur besitzen, dass heißt  ein Unterbegriff kann mehrere Oberbegriffe haben.     Prinzipiell 
kann mit der polyhierarchischen Ordnung  jeder beliebige Aspekt als Relation genutzt werden. 

















































griffe  untereinander,  erfolgt  in  der  Regel  durch  umfangreiche  kreative  Tätigkeiten,  die  ver‐













Thesaurus   Topic Map  Ontologie  Klassifikation 
Used for Topic Vorzugsdeskriptor Klasse 
Use synonym - Deskriptor [Terms] 
Broader term - Benannte Relationen Vaterknoten  
Narrower term - Benannte Relationen Kindknoten  
Related term Association Benannte Relationen [Is related to] 
Top term - Root Top 
 
Ontologie  und  Klassifikationen,  besitzen  bezüglich  der  Thesaurusdefinition  ähnliche  Eigen‐









bereits  im Modell  vorgesehen, während Klassifikationen,  Thesaurus  und Ontologie  zunächst 






































































ja  die  Zuordnung  der  Fachtexte  zur Klassifikation  erfolgen  soll. Das  Beziehungsgeflecht  der 
Fachterminologie der Informatik ist natürlich wesentlich komplexer strukturiert. Die Erzeugung 
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Fachtexte, die bereits klassifiziert  sind, könnten als  Instanzen der  jeweiligen Klasse hinterlegt 
werden um so eine bessere Datenbasis zu schaffen. Die Begriffe von Fachtexten, die bereits intel‐
lektuell klassifiziert  sind, kann man  als Deskriptoren den  jeweiligen Klassen hinzufügen, um 
diese anzureichern. 
Nach  [SCHE05]  liegt diese Menge bei ca. 15‐20 Dokumenten pro Klasse, um eine  relativ gute 
Trefferquote bei einer automatischen Zuordnung zu erreichen. Diese Werte beziehen sich auf ein 
Verfahren der Klassifizierung  von Pressetexten. Wenn man diese Werte  auch  für das hier  zu 





Mit  jeder Klassifizierung, die  erfolgt, werden die neuen, noch nicht  zugeordneten Terme des 
Fachtextes als weitere Deskriptoren verwendet und das klassifizierte Dokument als Instanz zu‐






















































nur  syntaktische Beziehung, bzw. Abstraktionsbeziehungen wie  <Unterbegriff>, <Ober-

































insbesondere  bei  der  Verschlagwortung  von  aktueller  Literatur  in  technischen  Fachgebieten, 
werden regelmäßig Grenzen erreicht,   da neu entstehende oder entstandene Wissensgebiete  in 
der  SWD  unzureichend  abgebildet  sind.  Das  Einpflegen  neuer  Schlagworte  unterliegt  einer 





verbünde verfügbar  ist, es aber keine Schnittstellen  für automatische Anfragen gibt. Eine  Inte‐
gration  in  eigene Anwendungen  ist,  zumindest nicht über  eine offene, definierte  Schnittstelle 
möglich. Die bei einer Abfrage über einen Browser gelieferten Ergebnisse sind bezüglich  ihrer 
Semantik  ebenfalls  schwer  auswertbar.  Es wird  nur  eine  ungenügende Auszeichnung  vorge‐
nommen. Auch Verweise sind   soweit vorhanden nur in reiner Textform dargestellt. Hier wäre 
es  z.B.  sehr  hilfreich wenn Abstraktionsbeziehungen  über  ein  XML  Schema  definiert  und  in 










































Ein Nachteil  in der derzeitigen Version  ist  jedoch, dass die Hierarchiestruktur aus der Artikel‐
sicht nur schwer erkennbar ist, da nicht der gesamte Hierarchienbaum sichtbar ist, sondern nur 
lediglich die zugeordnete Kategorie. Dadurch  ist nicht deutlich sichtbar wo genau die Einord‐













SELECT cur_title  FROM cur, categorylinks WHERE cur_id = cl_from and 





































Thesaurus Definition  SWD  de.wikipedia.org  CR‐Classification 
UF - used for Schlag
wort 
Artikel-Titel Node (CR_Deskriptor, 
CR_Label) 
USE/SYN use synonym S Text is composed by 
BT - broader term BT Kategorien  
(Mächtigkeit N) 
Parent Node 
NT - narrower term UB Hyperlinks 
(vage) 
Children Nodes 




Is related to 
TT - top term  Portal Root Node 
 
Für  alle  Systeme  sind der Vorzugsdeskriptor,  in  Form  von  Schlagwort, Titel  oder Klassenbe‐







hier die Strukturierung nicht  sehr  stringent und vor allem  sind die Zuordnungen zu anderen 
Begriffen  also Artikeln  eher  vage.  In  der Wikipedia  ist  die  Kategorisierung  zwar  nicht  sehr 
streng, dafür  ist sie aber polyhierarchisch, was eine schöne Basis für eine Suche über verschie‐
dene Aspekte ermöglicht.  In der SWD  ist die Hierarchie sehr  flach, dafür aber die Menge der 





durch die gleiche Verwendung von Verweisen und Oberbegriffen  entsteht  ist nicht  immer  in 


































































































Jede Klassifikation  ist  in XML Notation beschrieben und kann mit den  für XML vorhandenen 
Werkzeugen bearbeitet werden. Eine Überprüfung der Syntax und Semantic erfolgt über XML‐
Schema. Für die Einbettung des Verfahrens zur automatischen Klassifikations  in MyCoRe habe 















<mycoreclass  ID="mycore_class_00000100"  
xsi:noNamespaceSchemaLocation="MCRClassification.xsd"> 
 <label description="The ACM Computing Classification System  [1998 
Version] Copyright 2006, by the Association for  Computing…" /> 
 <categories> 
  <category ID="I.7"> 
    <label xml:lang="en"  
text="I.7 DOCUMENT AND TEXT PROCESSING" description="" /> 
… 
<category ID="I.7.2"> 
       <label xml:lang="en" text="I.7.2 Document Preparation" 
       description="H.4|H.5"> 
Desktop publishing | Format and notation | Hypertext/hypermedia 
|Index generation | Languages and systems |Markup languages | 
Multi/mixed media |Photocomposition/typesetting | Scripting 
languages | Standards |  
      </label> 
     </category> 
       … 










Die ursprüngliche CR Classification  liefert  in  ihrer XML Notation schon einige wenige Terme, 
die im <composed by> Block der XML Notation der CR Classification abgelegt sind. Diese Terme 
wurden bei der Transformation übernommen.   










Die Klassifikation der Dokumente soll durch zwei wesentliche Komponenten erreicht werden. In 
einem ersten Schritt werden aus den zu klassifizierenden Dokumenten die Fachtermini extrahiert. 
Die Ermittlung der für den Text relevanten Schlagworte soll mit Hilfe des Indexers erfolgen, ein 
Tool das auf statistischen und linguistischen Verfahren, wie in Kapitel 3 Textindizierung und 
Merkmalsextraktion vorgestellt, basiert.  Der Indexer, den ich dankenswerterweise zur Nutzung 
in der vorliegenden Arbeit zur Verfügung gestellt bekam, wurde in der Abteilung Automatische 
Sprachverarbeitung am Institut für Informatik der Universität Leipzig im Rahmen verschiedener 
Forschungsprojekte entwickelt und wird ständig weiter bearbeitet. Dabei handelt es sich  um ein 
Tool, das durch die Kombination verschiedener Verfahren, wie statistische Differenzanalyse oder 
musterbasierte reguläre Ausdrücke über Part Of Speech Tags  (POS), also das Kategorisieren von 
Einheiten (Wörtern) in Verbünden (Sätzen) mithilfe linguistischen Wissens, versucht, Fachtermi-
nologie aus Fachtexten zu extrahieren. 
Das zu klassifizierende Dokument ist der zu analysierende Textkorpus, der wesentlich größere 










ermittelt werden. Der LR  ist  ein  relativ  allgemein  einsetzbares Verfahren  zum Vergleich  von 
Modellen auf der Grundlage des Maximum‐Likelihood Verfahrens. Verglichen werden  jeweils 
zwei Modelle: Ein Ausgangsmodell, welches ein oder mehrere Modellparameter enthält und ein 
Vergleichsmodell,  in welchem  einem  oder mehreren dieser Parameter Restriktionen  auferlegt 
wurden. Im Fall der Analyse des Fachtextes bezüglich des Vergleichskorpus, also der Vergleich 
des Auftretens  eines Wortes  aus dem  Fachtext  im  gemeinsprachlichen Korpus. Ausgegangen 
wird dabei von der so genannten Nullhypothese. Diese Prüfung besagt, ob  im zu analysieren‐
den Modell  das  zu  prüfenden  Element  signifikant  öfter  vorkommt,  als  rein  durch  Zufalls‐
schwankungen zu erwarten wäre. Beim LR  ist  jede Prüfung unabhängig von den vorangegan‐
genen Prüfungen. Für Worte die  in  einem Kontext  zueinander  stehen, wäre diese  statistische 
Nähe zwar  interessant, wird aber nicht berücksichtigt. Weiterhin  ist die Wahrscheinlichkeit ein 
positives Testergebnis  zu  erhalten  für  jede  Prüfung  gleich, wobei  auch diese Annahme  nicht 








































Manuell  vergebene Schlagworte:   Dezentralisiert,  unstrukturiert, Peer‐to‐Peer Overlay Netzwerk, 
Ad‐Hoc, Replikation, Distributed Hash Tables, Updates 
Manuell vergebene CR Classification: C.2.1 Network  communications, C.2.4 Distributed  applica‐

















































































tationen    der  TU München  klassifiziert,  zu  denen  es  schon  eine manuelle  Zuordnung  von 
Schlagworten und Fachklassifikationen gab. Die Dokumente standen über die Sammlung Digi‐
tale Dissertationen  (http://mediatum.ub.tum.de)  zur Verfügung.  Für  eine  umfassende Gegen‐
überstellung sind neben den Ergebnissen der Klassifikationsverfahren auch mindestens die Me‐
























































































































































































































werden. Als Beispiel habe  ich alle Unterkategorien der Kategorie    ‚Objektorientierte Program‐
mierung’  als Deskriptoren  für die Klasse D.1.5 Object‐oriented Programming übernommen und 

























Terminologienutzung  als  für  gemeinsprachliche  Texte  vorausgesetzt werden.  Strukturierende 
Instrumente, die   bei der Arbeit des Klassifizierens von Fachtexten zur Anwendung kommen, 
werden näher untersucht,   verglichen und auf  ihre Eignung hinsichtlich der Automatisierung 
bewertet. Aufbauend  auf diesen Betrachtungen wurden  verschiedenen Methoden  ausgewählt 





wurde,  genutzt. Das Open  Source  Produkt MyCoRe wurde  als  digitales  Content‐Repository 
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Berlin, den 16.05.2006            
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