Mruczek RE, Sheinberg DL. Stimulus selectivity and response latency in putative inhibitory and excitatory neurons of the primate inferior temporal cortex. J Neurophysiol 108: 2725-2736 , 2012 . First published August 29, 2012 doi:10.1152/jn.00618.2012.-The cerebral cortex is composed of many distinct classes of neurons. Numerous studies have demonstrated corresponding differences in neuronal properties across cell types, but these comparisons have largely been limited to conditions outside of awake, behaving animals. Thus the functional role of the various cell types is not well understood. Here, we investigate differences in the functional properties of two widespread and broad classes of cells in inferior temporal cortex of macaque monkeys: inhibitory interneurons and excitatory projection cells. Cells were classified as putative inhibitory or putative excitatory neurons on the basis of their extracellular waveform characteristics (e.g., spike duration). Consistent with previous intracellular recordings in cortical slices, putative inhibitory neurons had higher spontaneous firing rates and higher stimulus-evoked firing rates than putative excitatory neurons. Additionally, putative excitatory neurons were more susceptible to spike waveform adaptation following very short interspike intervals. Finally, we compared two functional properties of each neuron's stimulus-evoked response: stimulus selectivity and response latency. First, putative excitatory neurons showed stronger stimulus selectivity compared with putative inhibitory neurons. Second, putative inhibitory neurons had shorter response latencies compared with putative excitatory neurons. Selectivity differences were maintained and latency differences were enhanced during a visual search task emulating more natural viewing conditions. Our results suggest that short-latency inhibitory responses are likely to sculpt visual processing in excitatory neurons, yielding a sparser visual representation.
BEGINNING WITH the pioneering studies of Hubel and Weisel (1968) , our understanding of the functional properties of neurons in primate visual cortex has been primarily advanced by single-unit extracellular recordings. While these studies have greatly expanded our knowledge of neuronal response properties, they have largely ignored the vast diversity of cell types known to exist in cortex (Ramón y Cajal 1899). In vitro studies have established that morphology, gene expression, and membrane properties vary widely across cell type (Markram et al. 2004; Peters and Jones 1984; Toledo-Rodriguez et al. 2003) . Although these differences have a direct consequence on how neurons transmit information through patterns of action potentials, they have been typically overlooked in experiments involving extracellular recordings and awake, behaving animals.
Cortical neurons can be broadly classified as inhibitory or excitatory, depending on their primary synaptic neurotransmitter. Intracellular recordings in cortical slices have established that GABAergic inhibitory interneurons produce shorter-duration action potentials than glutamatergic excitatory pyramidal cells (Connors and Gutnick 1990; McCormick et al. 1985; Nowak et al. 2003) . This is likely the result of differences in the kinetics of the expressed sodium and potassium channels in each cell type (Martina and Jonas 1997; Martina et al. 1998; McBain and Fisahn 2001) . Henze et al. (2000) demonstrated that the extracellular waveform is defined by specific properties of the intracellular waveform, such as duration and amplitude changes. This makes it possible to broadly classify extracellularly recorded cells as putative inhibitory or putative excitatory based on their spike duration. Such a scheme is supported by additional studies that have concurrently identified either excitatory projection neurons by antidromic stimulation (Johnston et al. 2009 ) or inhibitory interneurons by pairwise recordings and cross-correlation analysis (Bartho et al. 2004; Tamura et al. 2004) .
A number of recent studies employing waveform-based classification have contributed to our understanding of the different functional roles played by excitatory and inhibitory neurons in visual cortex (Chen et al. 2008; Gur et al. 1999; Mitchell et al. 2007; Woloszyn and Sheinberg 2012) , somatosensory cortex (Mountcastle et al. 1969) , prefrontal cortex (Constantinidis and Goldman-Rakic 2002; Diester and Nieder 2008; Pasternak 2009, 2012; Johnston et al. 2009; Rao et al. 1999; Wilson et al. 1994) , and the hippocampus (Csicsvari et al. 1999) , among others. Even the most basic functional properties are likely to differ across cell type, and understanding these differences may shed light on the local interactions that take place within cortical networks. Here, we report on two basic response properties of putative inhibitory and putative excitatory neurons in inferior temporal cortex: stimulus selectivity and response latency. Briefly, putative excitatory neurons showed stronger stimulus selectivity, while putative inhibitory neurons showed shorter response latencies. These differences were apparent in the initial transient response to abrupt stimulus onsets and when images were freely selected for fixation during a visual search task. Earlier and less selective response profiles for putative inhibitory neurons are consistent with the hypothesis that local inhibitory connections play a key role in shaping the neural response profiles of excitatory neurons in inferior temporal cortex (Wang et al. 2000) .
MATERIALS AND METHODS
The experimental apparatus, recording methods, and behavioral tasks are described in detail elsewhere Sheinberg 2007a, 2007b; Sheinberg and Logothetis 2001) .
Animals, surgery and recording techniques. Four adult male rhesus monkeys (Macaca mulatta; monkeys M, S, Q, and V) were the subjects in this study.
1 Each monkey had a recording chamber implanted over one hemisphere (left for monkeys M and S, right for monkeys Q and V; Horsley-Clark coordinates: 15-20 anterior, 16 -20 lateral) and a titanium head post for head restraint. All surgeries were performed with sterile technique while the animals were intubated and anesthetized with isoflurane gas. Animal protocols were reviewed and approved by the Brown University Institutional Animal Care and Use Committee (IACUC), and all procedures conformed to the National Research Council Guide for the Care During each recording session, a single electrode was advanced through a guide tube inserted to a level just below the dura (monkey S) or through a chronic guide tube (monkeys M, Q, and V). For monkeys M and S, electrodes were composed of a tungsten core with a glass coating (Alpha-Omega). Neural signals were amplified (model A-1, BAK Electronics, Germantown, MD), filtered (model 3364, KrohnHite, Brockton, MA; 100 Hz to 12 kHz), and digitized at 34 kHz. For monkeys Q and V, electrodes were composed of a PtIr core (90/10; A-M Systems, Sequim, WA) with a glass coating. Neural signals were amplified (model A-1, BAK Electronics), filtered (Krohn-Hite; 100 Hz/12 dB to 8 kHz/24 dB), and digitized at 22 kHz. For all monkeys, electrodes were advanced with a micro-positioner (David Kopf Instruments, Tujunga, CA).
Eye movements were recorded with an EyeLink II video eye tracking system (monkeys M and S; SR Research, Mississauga, ON, Canada) running at 500 Hz or a scleral search coil (monkeys Q and V; Robinson 1963) . Eye movement signals were sampled by the control system at 1 kHz, and a moving average was stored to disk every 5 ms (200 Hz).
Neuron selection and spike extraction. Inferior temporal cortex was located based on the stereotaxic placement of the recording chamber and by counting white-gray matter transitions. Spikes were extracted off-line from the stored analog signal with a threshold and two time-amplitude discrimination windows (custom software). For each spike, we obtained a 4-ms trace, spanning 1 ms before to 3 ms after the threshold crossing. This window was sufficient to capture the full waveform (i.e., the trace reached 5% of its baseline amplitude after repolarization) of every cell in our data set. To facilitate the comparison of waveform characteristics across cells, we inverted the trace of some cells such that all spikes in our data set displayed an initial upward-going phase (i.e., peak) followed by a downward-going phase (i.e., trough; see Fig. 1 ).
All spikes in the present data set displayed a high signal-to-noise ratio (median ϭ 29.7; range ϭ 5.6 -159.9), defined as the average peak-to-trough amplitude of each spike divided by twice the mean absolute amplitude of the recorded trace in a 200-s window starting 1 ms prior to the start of each spike. Additionally, all cells in the present data set had a minimum interspike interval of 1.2 ms. A representative spike trace from a neuron with a signal-to-noise ratio of 51.0 can be seen in Fig. 2C . The present data set is composed of 322 neurons (42 from monkey M, 97 from monkey S, 111 from monkey Q, and 72 from monkey V).
Stimuli, display, and task descriptions. Stimuli were presented on a dedicated graphics workstation running an OpenGL-based stimulation program. Behavioral control for the experiments was maintained by a network of interconnected PCs running the QNX real-time operating system (QNX Software Systems, Ottawa, ON, Canada). Experimental control and the collection of behavioral measures were conducted with custom-written programs. All behavioral data, such as button responses and eye position signals, were available for online monitoring and stored to disk for off-line analysis.
For behavioral trials, the stimulus set contained full-color images of everyday objects and scenes (Hemera Photo-Objects, Gatineau, QC, Canada; Corel, Ottawa, ON, Canada). Objects subtended ϳ1.5 ϫ 1.5°. All stimuli used were highly familiar to the monkeys.
As a precursor to a visual search task (described below) monkeys performed a screening task in order to identify a set of stimuli eliciting a particular response profile from the recorded cell (see Sheinberg 2007a, 2007b; Sheinberg and Logothetis 2001) . During the screening task, monkeys were presented with isolated objects on a uniform gray (50%) background while they performed either a passive-viewing task (monkeys M and S) or a classification task (monkeys Q and V). During the passive-viewing task, the monkey initiated trials by fixating a small spot at the center of the screen for 500 ms. After acquisition, the fixation spot was extinguished and three to eight isolated stimuli were presented sequentially at the center of the screen for 200 -600 ms with a 200-to 600-ms interstimulus interval. At the end of the stimulus period a second fixation spot was presented in a randomly selected location 6°above, below, left, or right of the center of the screen. The monkey was required to fixate the second spot to receive juice reinforcement. For the classification task, the monkey was initially required to fixate the center (3°window) of a blank screen for 300 ms, after which a single object appeared centrally. The monkey's task was to press a lever (left or right) that had previously been associated with that object. Correct choices were immediately followed by delivery of a juice reward and removal of the stimulus from the screen. Feedback was also provided by auditory cues indicating correct and incorrect trials. There were no explicit constraints on the monkey's eye movements during the time that the visual display was present, but the analysis windows for selectivity and latency measures were limited to the time of the initial transient response from the neurons (see below). Additionally, trials in which the monkey made a saccade that was not corrective (i.e., small saccades that landed on the image) were excluded from all functional analyses (2.1% for monkey M, 0.6% for monkey S, 9.1% for monkey Q, and 4.1% for monkey V). Small-amplitude saccades, such as microsaccades, have little influence on the activity of inferior temporal cortex neurons under normal conditions (Leopold and Logothetis 1998) .
For the visual search task, monkeys were presented with a search array containing one target stimulus and 30 distractor stimuli on a uniform gray (50%) background (Mruczek and Sheinberg 2007a) , 2 distractor stimuli on a noise background that consisted of pseudorandomly colored squares (Mruczek and Sheinberg 2007b) , or embedded within a natural scene (Sheinberg and Logothetis 2001) . In all cases, the monkey's task was to locate any known target image and press the button/lever (left or right) that had previously been associated with that target. Correct choices were immediately followed by delivery of a juice reward and removal of the stimulus array from the screen. Feedback was also provided by auditory cues indicating correct and incorrect trials. Note that there were no explicit constraints on the monkeys' eye movements during the time that the visual display was present. Rather, the monkeys were allowed to freely explore the display.
Spikes recorded in the absence of any specific task were included only for analyses that were not stimulus-or task dependent (e.g., waveform properties and short interspike interval analysis, see below).
Data analysis and statistics. All spikes recorded from a given cell were averaged to obtain the spike waveform. We used two independent methods to classify neurons as putative inhibitory or putative excitatory. For the spike width classification, spike width was defined as the time from the waveform peak to the waveform trough (see Fig.  1A , inset). The distribution of spike widths was tested for departure from unimodality with Hartigan's dip test (Hartigan and Hartigan 1985 ) and a permutation test (100,000 permutations). We modeled the distribution of spike widths as a sum of two Gaussian distributions and chose the local minimum of the combined distribution (352 s) as the cutoff for our classification.
For the second classification method, we performed k-means clustering (k ϭ 2, distance metric ϭ 1 Ϫ Pearson correlation) of the full spike waveform vectors. For this analysis, the waveforms were first normalized by their peak amplitude and aligned to the time of the peak to remove irrelevant features related to the spike-extraction process (Diester and Nieder 2008) .
For both methods, the group of neurons with the shorter waveform durations was deemed putative inhibitory. The majority of the analyses presented here included only those neurons that were consistently classified by both methods, with inconsistently classified neurons considered separately.
Spontaneous and stimulus-evoked firing rates were calculated for the sudden-onset condition of the screening tasks described above. Spontaneous firing rates were measured in a 150-ms time window prior to the onset of the stimulus. Stimulus-evoked responses were measured in a 150-ms time window starting 50 ms after stimulus onset.
To quantify waveform adaptation, we compared the amplitude of the spike trough (i.e., minimum of second phase) for pairs of spikes that occurred with very short interspike intervals. For this analysis, we only considered pairs of spikes that occurred within 8 ms of each other, with no preceding spikes for at least 50 ms. Note that with this second criterion, no single spikes could be included as the first and second spike in two different pairs of spikes. For each neuron with at least five such spike pairs, the average waveform for the first spike and second spike in each pair was calculated separately. We then defined an amplitude adaptation index (AI) as follows:
where Amp 1 is the amplitude of the trough for the average first spike waveform and Amp 2 is the amplitude of the trough for the average second spike waveform. This value ranges from Ϫ1 to 1, with positive values indicating decreased trough amplitudes for the second spike. Similar adaptation indexes were calculated for peak-to-trough slope and peak-to-trough duration.
Measurements of stimulus selectivity were limited to data collected during the very first block of trials from the screening task for each neuron. This ensured that the stimuli were selected randomly and without any potential experimenter bias, since the end-goal of this screening process was to identify a small subset of stimuli that evoked a specific response profile from the recorded cell. For the analysis of stimulus selectivity, we included every neuron for which we presented at least five repetitions of at least four different stimuli. Average firing rates were extracted from a 150-ms window starting 50 ms after stimulus onset. Neurons that never fired a spike in response to one of the test stimuli were excluded (n ϭ 5), as most of our selectivity measures are ill defined under these conditions and we cannot be certain that the cells were visual in nature.
Stimulus selectivity was calculated with a variety of measures that have been previously used in visual neurophysiology studies: depth of selectivity (DOS; Moody et al. 1998; Rainer and Miller 2000) , breadth of selectivity (Freedman et al. 2006) , selectivity index (SI), and broadness.
where n is the number of stimuli presented, R i is the firing rate of the neuron to the presentation of the ith stimulus, and R max is the largest firing rate across all presented images.
where R norm is the normalized firing rates on a scale from 0 (response to the least effective image, R min ) to 1 (response to the most effective image, R max ). DOS and breadth account for the response of the cell to all presented stimuli and range from 0 to 1, with higher values indicating more selective tuning (i.e., fewer stimuli strongly activate the cell).
where R max and R min are the mean firing rates to the most and least effective stimuli, respectively. This value ranges from 0 to 1, with higher values indicating more selective tuning.
Broadness was defined as the proportion of stimuli eliciting a significant response from the cell. Broadness ranges from 0 to 1, with lower values indicating more selective tuning. Two related measures were calculated with different criteria for defining a significant response. First, broadness wilcoxon was defined as the proportion of stimuli that induced a response greater than the spontaneous firing rate of the cell (i.e., positive response or stimulus-evoked excitation) as indicated by a Wilcoxon rank-sum test (␣ ϭ 0.01). Second, broadness %max was defined as the proportion of stimuli that induced responses Ͼ25% of the baseline-to-peak difference (R max Ϫ spontaneous rate).
Response latencies for each cell were calculated with two distinct metrics. Both metrics account for the background firing rate of the cell, and thus are little affected by differences in mean firing rate across the two cell types. First, we estimated spike density functions (SDFs) for each neuron across all screening task trials containing stimuli that elicited a significant response as defined by broadness %max (see above). We used the more liberal of the two broadness measures to maximize the data included in subsequent analyses. We computed SDFs by replacing each spike with an asymmetric function composed of separate truncated Gaussian functions, one for the prespike time range (standard deviation of 5 ms) and one for the postspike time range (standard deviation of 15 ms). The asymmetric function provides an estimate of the instantaneous firing rate while minimizing the influence of each spike on the SDF backward in time (Brincat and Connor 2004; Thompson et al. 1996) . Onset latency (Lat SDF ) was defined as the time that the SDF exceeded 10% of the baseline-to-peak difference and continued to increase for at least 15 ms. This second criterion was adjusted for some cells (n ϭ 28) upon visual inspection of the stimulus-evoked SDF to account for responses that were either very brief (e.g., cells with consistent transient SDF increases spanning Ͻ15 ms) or very noisy (e.g., cells with low background rates that were susceptible to SDF increases driven by very few spikes that were inconsistent across stimulus repetition). Twenty-eight neurons were excluded from this analysis because the associated SDF had no clear peak (n ϭ 9) or had a maximum value of Ͻ10 spikes/s (i.e., essentially just noise, n ϭ 19).
The second latency metric was based on identifying "bursts," defined as times when the number of observed spikes exceeded the number expected from a Poisson process with the same mean firing rate as the cell (Hanes et al. 1995; Legendy and Salcman 1985; Sheinberg and Logothetis 2001) . Mean firing rates were calculated across all recorded spikes because of the extremely low firing rates of some cells. The burst detection algorithm is described in detail by Sheinberg and Logothetis (2001) . Burst onsets and offsets were defined as the time of the first and last spike of each identified burst. For each neuron, burst latency (Lat burst ) was defined as the median burst onset time across all trials in which a burst onset occurred between 40 and 200 ms after stimulus onset.
In addition to the cell-specific latency metrics described above, we calculated population response profiles for each cell type by extracting the stimulus-evoked response of each neuron to the presentation of any stimulus that elicited a significant response, as defined by broadness %max (see above). Activity was normalized for each neuron, with 0 being the background firing rate and 1 being the response to the most effective image. Significant differences between putative inhibitory and putative excitatory neurons were determined by a permutation test. We calculated the difference between the normalized population averages across cell type after randomly assigning the putative inhibitory and putative excitatory labels 5,000 times and compared the observed difference to the permutated differences at every time point. Observed differences that exceeded the 95% confidence interval of the permutated distribution for a minimum of 5 consecutive time bins were deemed significant (i.e., 2-tailed test with an ␣-level of 0.05).
To explore the functional response properties of putative inhibitory and putative excitatory neurons during more natural conditions, we calculated similar selectivity and latency metrics as described above for the sudden-onset condition while the monkeys performed a selfguided visual search. For these analyses, we extracted saccade-and fixation-triggered averages of neural activity. We collapsed across all saccade directions because of the large, bilateral receptive fields of inferior temporal cortex neurons (Gross et al. 1969 (Gross et al. , 1972 Op De Beeck and Vogels 2000) and the success of this method in previous studies Sheinberg 2007a, 2007b; Rolls et al. 2003; Sheinberg and Logothetis 2001) . We excluded the very first saccade or fixation of each trial in order to verify that any observed effects were not driven by the initial transient response to the stimulus onset, which was quantified in the analysis of the screening trial data described above. Additionally, we excluded saccades Ͻ1.5°of visual angle in amplitude or fixations that were located on the same object as the preceding fixation. These restrictions eliminated microsaccades and corrective fixations.
To quantify stimulus selectivity during visual search, we extracted fixation-triggered responses from a 125-ms window starting 50 ms after fixation onset. Where applicable, we compared this activity with a measure of baseline activity extracted from a 50-ms window centered on the fixation onset. We included every neuron for which we could extract a minimum of five fixations of at least four different stimuli. For each cell, we calculated DOS, breadth, SI, broadness wilcoxon , and broadness %max as defined above.
To quantify response latency during visual search, we extracted fixation-triggered responses for every fixation of a stimulus that elicited a significant response during the screening task, as defined by broadness %max (see above). Lat SDF was defined as the time that the SDF exceeded 10% of the minimum-to-maximum SDF range between 25 and 175 ms after fixation onset and continued to increase for at least 15 ms. This second criterion was adjusted for some cells (n ϭ 14) upon visual inspection of the stimulus-evoked SDF to account for responses that were either very brief or very noisy. We calculated onset latency for every neuron for which we could extract a minimum of five fixations of an effective stimulus. Five neurons were excluded from this analysis because the associated SDF had no clear peak (n ϭ 2) or had a maximum value of Ͻ10 spikes/s (i.e., essentially just noise, n ϭ 3). Lat burst was defined as the median burst onset time across all fixations in which a burst onset occurred between 25 and 175 ms after fixation onset.
As with the sudden-onset analysis, we calculated population response profiles for each cell type by extracting the response of each neuron aligned to every saccade toward or fixation of a stimulus that elicited a significant response during the screening task, as defined by broadness wilcoxon (see above). Activity was normalized based on the response of each neuron during the screening task, with 0 being the background firing rate and 1 being the response to the most effective image. For each cell and event type, normalized activity was averaged across all neurons for which we could extract at least five saccade or fixation events. Significant differences between putative inhibitory and putative excitatory neurons were calculated with a permutation test as described for the analysis of the screening task data above.
Selectivity and latency metrics were directly compared across the sudden-onset conditions of the screening task and the fixation-aligned conditions of the visual search task. This analysis included only those neurons for which valid measures could be determined under both conditions. Significant differences across condition were determined with a Wilcoxon signed-rank test.
The distributions of the cell-specific measures were compared across putative inhibitory and putative excitatory neurons with a Wilcoxon rank sum test. Median values for each measure are reported unless otherwise specified. All statistical analyses were performed with MATLAB (MathWorks, Natick, MA) and custom software. Unless otherwise noted, significance was determined with an ␣-level of 0.05.
RESULTS
Cell classification by waveform properties. We recorded from 322 inferior temporal cortex neurons in 4 monkeys (42 from monkey M, 97 from monkey S, 111 from monkey Q, and 72 from monkey V). Neurons were classified as putative inhibitory or putative excitatory with two independent methods based on properties of the average spike waveform. First, spike duration was defined as the time from the initial peak to the trough ( Fig. 1A, inset ; Bartho et al. 2004; Mitchell et al. 2007 ). The distribution of spike durations for the entire population is shown in Fig. 1A . Hartigan's dip test (Hartigan and Hartigan 1985) confirmed that this distribution departed from unimodality (P ϭ 0.004, permutation test). We modeled this distribution by a sum of two Gaussian distributions and used the local minimum (352 s) of the combined distribution as the cutoff for classification. Neurons with waveform durations below the cutoff threshold were defined as putative inhibitory neurons (n ϭ 70; 21.7%), and those with waveform durations greater than the threshold were classified as putative excitatory neurons (n ϭ 252; 78.3%).
We confirmed this classification with an independent kmeans clustering procedure using the peak amplitude-normal- Fig. 1 . Spike waveform-based classification of inferior temporal cortex neurons as putative inhibitory or putative excitatory. A: histogram of peak-totrough waveform durations (inset) for the population of inferior temporal cortex neurons. We fit this distribution with a sum of 2 Gaussians (black trace) and used the local minimum (352 s) as the cutoff for our waveform duration-based classification. Throughout all figures, data pertaining to putative excitatory and putative inhibitory neurons are shown in red and blue, respectively. B: amplitude-normalized waveform vectors sorted by a k-means clustering algorithm. The cluster with shorter waveform durations was deemed putative inhibitory. Timescale is the same as in C. C: average waveform for putative inhibitory and putative excitatory neurons that were consistently classified by the waveform duration-based and k-means clustering algorithms. Median waveform durations are shown for both distributions. Shaded region denotes 95% confidence interval. ized waveform vectors. Figure 1B shows the results of this clustering analysis. The cluster with the shorter waveform durations was deemed putative inhibitory (n ϭ 83; 25.8%) and the other cluster putative excitatory (n ϭ 239; 74.2%). It is clear that spike duration was a critical component of the clustering algorithm. Indeed, only 17 neurons (5.3%) were classified differently by the two methods.
For the remaining analyses we have only included those neurons (n ϭ 305, N excite ϭ 237, N inhib ϭ 68) that were consistently classified by both methods. Qualitatively similar results were obtained when using each classification method independently. Inconsistently classified neurons are considered separately below. Figure 1C shows the average waveform for putative inhibitory and putative excitatory neurons that were consistently classified by the waveform-and cluster-based methods. The median waveform durations for putative inhibitory and putative excitatory neurons were 262 and 627 s, respectively. In addition to longer spike durations, putative excitatory neurons had significantly lower trough amplitudes relative to their peak amplitude (amp_ratio excite ϭ 0.61, amp_ratio inhib ϭ 0.86, P Ͻ 0.001). These waveform signatures are a result of a slower repolarization phase for excitatory neurons and are consistent with both extracellular (Mitchell et al. 2007 ) and intracellular (McCormick et al. 1985) studies.
Validation of classification. To validate our classification, we measured response properties of each neuron that are known to differ across inhibitory and excitatory neurons from intracellular recordings (Connors and Gutnick 1990; Contreras and Palmer 2003; McCormick et al. 1985) . First, putative inhibitory neurons from our population had higher spontaneous firing rates (4.6 spikes/s) than putative excitatory neurons (2.1 spikes/s, P Ͻ 0.001; Fig. 2A ). Second, putative inhibitory neurons had higher stimulus-evoked firing rates in response to their most effective stimulus (30.4 spikes/s) than putative excitatory neurons (24.0 spikes/s, P ϭ 0.025; Fig. 2B ).
In contrast to fast-spiking inhibitory neurons, regular-spiking excitatory neurons show marked spike rate adaptation in response to prolonged current injections (Connors and Gutnick 1990; McCormick et al. 1985) . These differences presumably reflect the biophysical properties of the specific ion channels expressed by each of these cell types (Martina and Jonas 1997; Martina et al. 1998; McBain and Fisahn 2001) . Because we could not control the amount of stimulus-driven input to our recorded cells, we quantified the degree to which spike waveform properties (e.g., trough amplitude) adapted for spikes that occurred within very close succession (Fig. 2C) . We reasoned that the same ion channel properties responsible for spike rate fatigue in excitatory neurons might lead to observable changes in spike waveform properties. Indeed, changes in spike waveform amplitude and duration, as a function of interspike interval, have been reported previously (Fee et al. 1996; McCormick et al. 1985) .
For each neuron, we identified spike pairs that occurred within 8 ms of each other, after a preceding period of at least 50 ms with no spikes. For all neurons with at least five such spike pairs (n ϭ 222, N excite ϭ 171, N inhib ϭ 51), we compared the trough amplitude of the average first spike and the average second spike with an adaptation index (see MATERIALS AND METHODS) . Positive values indicate decreased trough amplitudes for the second spike of a short interspike interval pair. Consistent with results from intracellular recordings (Connors and Gutnick 1990; McCormick et al. 1985) , adaptation indexes for putative excitatory neurons (0.06) were significantly higher than for putative inhibitory neurons (0.005; P Ͻ 0.001), indicating more pronounced waveform changes following very short interspike intervals (Fig. 2D) . Similar results were found for other waveform parameters, such as peak-to-trough slope (AI slope_excite ϭ 0.05, AI slope_inhib ϭ 0.009; P Ͻ 0.001) and peak-to-trough duration (AI dur_excite ϭ Ϫ0.05, AI dur_inhib ϭ 0.00; P ϭ 0.001). It should be noted that across all cells the changes in waveform duration observed here for short interspike interval spike pairs were close to an order of magnitude smaller (ϳ41 s) than the overall difference between putative inhibitory and putative excitatory neurons (ϳ365 s).
Stimulus selectivity. The neural response to each image was extracted from a 150-ms window starting 50 ms after stimulus onset during the screening task. Figure 3A shows the normalized neural response, ranked by stimulus effectiveness, for all neurons recorded during the presentation of at least five repetitions of four images (n ϭ 167, N excite ϭ 132, N inhib ϭ 35). Because of the nature of our screening task, the number of images meeting these criteria differed across cell. Overall, however, the number of images included in this analysis did not differ across neuron type (median: N excite ϭ 12, N inhib ϭ A: cumulative probability distributions of spontaneous firing rates. Putative inhibitory neurons had larger spontaneous firing rates (P Ͻ 0.001). B: cumulative probability distributions of stimulus-evoked firing rates in response to the most effective stimulus for each cell. Putative inhibitory neurons had larger stimulus-evoked firing rates (P ϭ 0.025). C: illustration of the waveform adaptation analysis for a sample time window of an example putative excitatory neuron. Spike pairs that occurred within 8 ms of each other, after a preceding period of at least 50 ms with no spikes, were extracted from the stored extracellular trace (top). Average waveforms for the first (orange) and second (green) spike of each pair were compared with an adaptation index (AI). D: cumulative probability distributions of trough amplitude adaptation indexes. Positive values indicate decreased trough amplitudes for the second spike of a short interspike interval pair. Putative excitatory neurons displayed more pronounced waveform adaptation as measured by changes in trough amplitude (P Ͻ 0.001). In A, B, and D, arrowheads denote median values.
12, P ϭ 0.87; range excite ϭ 4 -35, range inhib ϭ 4 -20). Although there was a large overlap in the response profiles for putative inhibitory and putative excitatory neurons, putative excitatory neurons generally showed stronger stimulus selectivity as indicated by the relatively sharper drop-off in normalized response across stimulus rank. To quantify this difference, we used a variety of selectivity measures (see MATERIALS AND METHODS) . Across the population of neurons, putative excitatory neurons displayed significantly higher values for depth of selectivity (DOS excite ϭ 0.77, DOS inhib ϭ 0.58, P Ͻ 0.001; Fig. 3B ), breadth (breadth excite ϭ 0.83, breadth inhib ϭ 0.67, P Ͻ 0.001), and selectivity index (SI excite ϭ 1.0, SI inhib ϭ 0.88, P ϭ 0.001; Fig. 3C ). The selectivity index was also significant (SI excite ϭ 0.79, SI inhib ϭ 0.55, P ϭ 0.0007) when excluding all cells with SI of 1.0, which occurs when a cell does not fire any spikes in response to at least one stimulus. There was no significant difference between broadness wilcoxon values, in which significant responses were defined by a Wilcoxon rank sum test (broadness wilcoxon_excite ϭ 0.20, broadness wilcoxon_inhib ϭ 0.21, P ϭ 0.99). However, an alternative quantification of stimulus-evoked responses (% of maximum response, see MATERIALS AND METHODS) yielded results consistent with DOS, breadth, and selectivity indexes, with significantly lower values of broadness %max for putative excitatory than putative inhibitory neurons (broadness %max_excite ϭ 0.24, broadness %max_inhib ϭ 0.38 P ϭ 0.005; Fig. 3D ). Overall, these results indicate that putative inhibitory neurons displayed stimulus-evoked responses across a larger proportion of images than putative excitatory neurons.
Response latency. Figure 4A shows the population-averaged neuronal response during the screening task to a subset of images evoking a significant response, sorted by cell type. From this plot, it appears that putative inhibitory neurons responded slightly earlier than putative excitatory neurons. Indeed, the difference between the response functions of the two cell classes was significant for the population-averaged traces starting 81 ms after stimulus onset (P Ͻ 0.05, permutation test). To quantify this latency difference more directly, we estimated response latencies for each of our neurons, using two distinct metrics based on either the SDF or a Poisson spiking model. Figure 4B shows the estimated response latencies using both metrics for example putative excitatory and putative inhibitory neurons.
First, SDFs for each neuron were estimated from all stimuli that elicited a significant response, as defined by the broadness %max metric. Lat SDF was defined as the time that the SDF exceeded 10% of the baseline-to-peak difference. This Fig. 4 . Putative inhibitory neurons exhibit shorter response latencies than putative excitatory neurons during sudden-onset presentation. A: populationaveraged neuronal response to a subset of images evoking a significant response. Shaded region denotes 95% confidence interval. Thick black marks denote time points at which the difference between 2 cell types was significant (P Ͻ 0.05, permutation test). Putative inhibitory neurons responded slightly earlier than putative excitatory neurons; the population-averaged response function for putative inhibitory neurons was significantly higher than putative excitatory neurons in the 81-89 ms range (P Ͻ 0.05). B: response latency estimation for examples of an putative inhibitory (top) and a putative excitatory (bottom) neuron. Response latencies were estimated with 2 distinct metrics. Response onset latency (Lat SDF , green) was defined as the time that the spike density function (SDF) exceeded 10% of the baseline-to-peak difference (dashed line). Burst latency (Lat burst , pink) was defined as the median time that the spike train first departed from a Poisson spiking process with the same mean firing rate as the neuron. Spikes comprising bursts are highlighted in pink. Note that only a small selection of trials is displayed in the raster plot for each neuron. C: cumulative probability distributions of response onset latencies (Lat SDF ). Putative inhibitory neurons had shorter response onset latencies (P ϭ 0.02). D: cumulative probability distributions of burst onset latencies (Lat burst ). Putative inhibitory neurons had shorter burst onset latencies (P ϭ 0.02). In C and D, arrowheads denote median values. metric was only computed for neurons with at least one image that evoked a significant response and a peak SDF value of at least 10 spikes/s (N excite ϭ 136, N inhib ϭ 41). Across this population of neurons, putative inhibitory neurons displayed significantly shorter response onset latencies (97 ms) than putative excitatory neurons (104 ms, P ϭ 0.02; Fig. 4C ). The second latency measure was based on identifying spike "bursts." Bursts were defined as spike trains that departed from a Poisson spiking process with the same mean firing rate as the cell. Lat burst was defined as the median time of the first spike in identified bursts across all trials. Note that, unlike Lat SDF , this measure was not dependent on first identifying a subset of trials in which a specific image was presented. Across the population of neurons exhibiting bursts (N excite ϭ 153; N inhib ϭ 52), putative inhibitory neurons displayed significantly shorter burst latencies (113 ms) than putative excitatory neurons (126 ms, P ϭ 0.02; Fig. 4D) .
Natural viewing conditions. To determine how the stimulus selectivity and response latency differences observed for putative excitatory and putative inhibitory neurons were affected by more natural viewing conditions, we calculated metrics similar to those described above for the sudden-onset condition of the screening task while the monkeys performed a self-guided visual search task. The majority of these analyses were based on the neural response elicited for each fixation, excluding the very first fixation of every search trial. Figure 5A shows the normalized neural response, ranked by stimulus effectiveness, for all neurons recorded while the monkey made a minimum of five fixations of four different images during the visual search task (n ϭ 209, N excite ϭ 169, N inhib ϭ 40). Neural responses were calculated from a 125-ms window starting 50 ms after fixation onset during visual search trials. Putative excitatory neurons generally showed stronger stimulus selectivity as indicated by the relatively sharper dropoff in normalized response across stimulus rank. Consistent with the results from the sudden-onset analysis of the screening task, putative excitatory neurons displayed significantly higher values for depth of selectivity (DOS excite ϭ 0.71, DOS inhib ϭ 0.45, P Ͻ 0.001; Fig. 5B ), breadth (breadth excite ϭ 0.77, breadth inhib ϭ 0.63, P Ͻ 0.001), and selectivity index (SI excite ϭ 1.0, SI inhib ϭ 0.61, P Ͻ 0.001; Fig. 5C ) and significantly lower values of broadness %max (broadness %max_excite ϭ 0.20, broadness %max_inhib ϭ 0.30, P Ͻ 0.001; Fig. 5D ) during selfguided visual search. The selectivity index was also significant (SI excite ϭ 0.81, SI inhib ϭ 0.48, P Ͻ 0.001) when excluding all cells with SI of 1.0, which occurs when a cell does not fire any spikes during fixation of at least one stimulus.
We directly compared stimulus selectivity across the sudden-onset conditions of the screening task and the fixationaligned conditions of the visual search task for all putative inhibitory (n ϭ 24) and putative excitatory (n ϭ 106) neurons for which we could calculate valid metrics for each condition. In general, putative inhibitory neurons showed no difference in selectivity across condition (DOS onset ϭ 0.61, DOS search ϭ 0.59, P ϭ 0.95; breadth onset ϭ 0.71, breadth inhib_search ϭ 0.64, P ϭ 0.76; SI onset ϭ 0.77, SI search ϭ 0.75, P ϭ 0.62). Putative excitatory neurons, on the other hand, showed small but significant decreases in selectivity during visual search (DOS onset ϭ 0.78, DOS search ϭ 0.72, P Ͻ 0.001; breadth onset ϭ 0.85, breadth excite_search ϭ 0.77, P ϭ 0.001; SI onset ϭ 1.0, SI search ϭ 0.96, P ϭ 0.01). These results are consistent with previous work showing that most inferior temporal cortex neurons exhibit similar degrees of stimulus selectivity when objects are viewed in isolation or fixated during visual search (Sheinberg and Logothetis 2001) .
To show the population response dynamics during visual search, we calculated saccade (Fig. 6A)-and fixation (Fig. 6B) triggered averages of neural activity for each cell type. This analysis included saccades toward or fixations of any stimulus that elicited a significant response during the screening task, as defined by broadness %max . For neurons recorded during at least five such events of either type (N sac_excite ϭ 64, N sac_inhib ϭ 11; N fix_excite ϭ 69, N fix_inhib ϭ 13), mean normalized activity traces were directly compared across cell type with a permutation test. Putative inhibitory neurons showed response modulations that were significantly greater than putative excitatory neurons as early as 89 ms after a saccade onset and 50 ms after fixation onset. For comparison, in the sudden-onset analysis described above, differences between the two cell classes emerged 81 ms after stimulus onset.
Significant differences across cell type were also apparent prior to saccades toward or fixations of an effective stimulus during visual search. These differences presumably reflect the broader selectivity of putative inhibitory neurons (Fig. 5) , as the identity of the object fixated prior to the analyzed event was not specifically selected. Importantly, no significant differences were apparent at the time of the saccade or at the beginning of the fixation, and thus differences do not simply reflect higher activity for putative inhibitory neurons throughout visual search conditions. Addition- ally, we did not observe any difference in the saccade-or fixationaligned neural response profiles in the absence of visual stimuli (i.e., intertrial intervals, data not shown).
For a more direct comparison with the sudden-onset conditions of the screening task, we estimated fixation-triggered response latencies during visual search, using the same metrics. Lat SDF was defined as the time that the SDF exceeded 10% of the minimum-to-maximum range after fixation onset and was computed for all neurons recorded during the fixation of at least five stimuli that evoked a significant response during the screening task. Across this population of neurons (N excite ϭ 64, N inhib ϭ 13), putative inhibitory neurons displayed significantly shorter fixation-aligned response onset latencies (67 ms) than putative excitatory neuron (100 ms, P ϭ 0.01; Fig. 6C ). Lat burst was defined as the median time of the first spike in identified bursts (see above) across all fixations during the visual search. Across the population of neurons exhibiting bursts (N excite ϭ 63, N inhib ϭ 13), putative inhibitory neurons displayed shorter burst latencies (92 ms) than putative excitatory neurons (112 ms), although this difference was only marginally significant (P ϭ 0.054; Fig. 6D ).
We directly compared response latencies derived from the sudden-onset condition of the screening task and the fixationaligned condition of the visual search task for all neurons for which we could calculate valid onset (N excite ϭ 65, N inhib ϭ 13) and burst (N excite ϭ 62, N inhib ϭ 13) latencies for each condition. Putative inhibitory neurons had significantly faster response latencies during visual search (Lat SDF_onset ϭ 91 ms, Lat SDF_search ϭ 67 ms, P ϭ 0.02; Lat burst_onset ϭ 113 ms, Lat burst_search ϭ 92 ms, P ϭ 0.04). Putative excitatory neurons showed no effect of condition on response latency (Lat SDF_onset ϭ 95 ms, Lat SDF_search ϭ 99 ms, P ϭ 0.94; Lat burst_onset ϭ 114 ms, Lat burst_search ϭ 112 ms, P ϭ 0.52).
In summary, during self-guided search through complex visual displays, the relationship between the selectivity of putative inhibitory and putative excitatory neurons was similar to sudden-onset conditions, with putative excitatory neurons responding to a more narrow range of images. Additionally, the response latency differences between putative inhibitory and putative excitatory neurons were enhanced compared with those measured under sudden-onset conditions.
Inconsistently classified neurons. The above analyses were limited to those neurons that were consistently classified as putative inhibitory or putative excitatory by both the waveform duration and clustering methods. Here, we briefly provide some more details about the subset of neurons (n ϭ 17) that were inconsistently classified across the two methods. In general, these neurons displayed spike waveform properties that were distinct from both putative excitatory and putative inhibitory neurons and functional properties that were more similar to those of putative excitatory neurons.
Specifically, the neurons that were inconsistently classified tended to have spike waveform durations (378 s) just above the waveform-based classification cutoff value of 352 s. Similar to putative excitatory neurons, inconsistently classified cells showed significantly more spike waveform adaptation during very short interspike intervals than putative inhibitory neurons (AI amp_inconsistent ϭ 0.067, P ϭ 0.009). Similar to putative inhibitory neurons, however, they had significantly higher trough amplitudes relative to their waveform peak amplitude than putative excitatory neurons (amp_ratio inconsistent ϭ 0.87, P ϭ 0.003). It is possible that these neurons represent an additional and distinct class of cells, such as "chattering cells" (Gray and McCormick 1996; Mitchell et al. 2007; Nowak et al. 2003) or a class of long-range projection neurons (Vigneswaran et al. 2011) . Consistent with this hypothesis, the functional properties of these neurons were more similar to those of putative excitatory neurons. The inconsistently classified population showed trends toward lower spontaneous (2.4 spikes/s, P ϭ 0.15) and stimulus-evoked (17.1 spikes/s, P ϭ 0.10) firing rates, as well as higher stimulus selectivity (dos inconsistent ϭ 0.76, P ϭ 0.051; breadth inconsistent ϭ 0.88, P ϭ 0.003) compared with putative inhibitory neurons. No significant differences were found between inconsistently classified cells and putative excitatory neurons for the same measures (P Ͼ 0.52 in all cases).
DISCUSSION
We classified inferior temporal cortex neurons as putative excitatory or putative inhibitory on the basis of their extra- . Putative inhibitory neurons exhibit shorter response latencies than putative excitatory neurons during self-guided visual search. A: saccadetriggered neural response averages during the search task for saccades that landed on an image that elicited a significant response during the screening trials (top) and the distributions of the saccade end time and the previous fixation start time (bottom) . B: fixation-triggered neural response averages during the search task for fixation that were located on an image that elicited a significant response during the visual search task (top) and the distributions of the fixation end time and the previous saccade start time. For A and B, shaded region denotes 95% confidence interval and thick black marks denote time points at which the difference between the 2 cell types was significant (P Ͻ 0.05, permutation test). Putative inhibitory neurons showed earlier modulations, ϳ89 ms after saccade onset and as early as 50 ms after fixation onset. Importantly, no significant differences were apparent at the time of the saccade or at the beginning of the fixation. C: cumulative probability distributions of response onset latencies (Lat SDF ). Putative inhibitory neurons had shorter response onset latencies (P ϭ 0.01). D: cumulative probability distributions of burst onset latencies (Lat burst ). Putative inhibitory neurons had marginally shorter burst onset latencies (P ϭ 0.054). In C and D, arrowheads denote median values. cellular waveform properties. As expected, putative inhibitory neurons had larger spontaneous and stimulus-driven firing rates than putative excitatory neurons. Additionally, putative excitatory neurons displayed more pronounced spike waveform adaptation following very short interspike intervals. Finally, we compared two functional properties of each neuron's stimulus-evoked response: stimulus selectivity and response latency. Across a range of measures, putative excitatory neurons showed stronger stimulus selectivity compared with putative inhibitory neurons. Putative inhibitory neurons, on the other hand, showed shorter response latencies compared with putative excitatory neurons. Furthermore, differences in stimulus selectivity were maintained and differences in response latency were enhanced during a visual search task emulating more natural viewing conditions: a cluttered environment, self-guided exploration, and goal-oriented behavior.
Comparison with previous results. Our population contained ϳ22% putative inhibitory neurons, which is consistent with previous reports from histological studies (ϳ25%; Hendry et al. 1987) . One might expect that our population should comprise a higher proportion of pyramidal cells because of the sampling bias of the extracellular recording technique (Logothetis 2003; Towe and Harding 1970) . However, in our case this sampling bias may be counteracted, at least partially, because of the extremely low spontaneous firing rate of many inferior temporal cortex neurons ( Fig. 2A) . It is likely that many excitatory pyramidal cells were not recorded simply because we were unaware of their proximity to the electrode tip in the absence of an effective visual image. Tamura et al. (2004) compared excitatory and inhibitory inferior temporal cortex neurons identified with paired recordings and a cross-correlation analysis. Quantifying selectivity with a broadness metric (same as broadness wilcoxon here), they did not find any difference between inhibitory and excitatory neurons. Although we found similar results for broadness wilcoxon , we also found highly significant differences using selectivity metrics that were more sensitive to the entire range of evoked responses (DOS and breadth) and an alternative definition for significant stimulus-evoked activity (broadness %max ). Finally, consistent with our results, a plot of the average time course of the response to the most effective stimulus (their Fig. 6 ) shows a relatively earlier response onset for putative inhibitory neurons, although the authors did not quantify this effect. Zoccolan et al. (2007) classified inferior temporal cortex neurons on the basis of their extracellular waveform and noted a tendency for putative inhibitory neurons to show weaker stimulus selectivity (DOS and sparseness; Olshausen and Field 2004; Rolls and Tovee 1995) than putative excitatory neurons. Interestingly, they also noted that putative inhibitory neurons were more tolerant to changes in spatial position, size, contrast, and clutter (i.e., flanking stimuli). In other words, putative inhibitory neurons responded to a larger proportion of stimuli and over a larger range of identity-preserving image manipulations.
A similar relationship between response latency and stimulus selectivity as shown here, but without specific regard to cell type, has been shown in both monkey and human temporal cortical neurons. Sugase et al. (1999) showed that the earliest component of the response to faces in inferior temporal cortex and the superior temporal sulcus (STS) is more broadly tuned to global information (e.g., monkey vs. human), while later components carry more specific information (e.g., identity and emotional state). Similarly, Brincat and Connor (2006) showed that neurons in posterior inferior temporal cortex that are sensitive to individual stimulus parts had shorter response latencies than neurons sensitive to nonlinear combinations of multiple stimulus parts. Zoccolan et al. (2007) and Mormann et al. (2008) reported a direct relationship between response latency and stimulus selectivity in monkey inferior temporal cortex and human medial temporal cortex, respectively: neurons with shorter response latencies tended to be less selective. Interestingly, Mormann et al. (2008) also noted that the cells with shorter latencies and broader selectivity generally had high spontaneous firing rates. Our data suggest that this population may have contained a high proportion of inhibitory interneurons.
Finally, it is worth noting that our results are consistent with a wide range of studies from multiple cortical regions across multiple species. In monkeys, Diester and Nieder (2008) found higher selectivity and a later emergence of selectivity for number representations in putative excitatory prefrontal cortex neurons. Similarly, Hussar and Pasternak (2009) reported a trend for putative inhibitory neurons to show earlier task-related changes in directional selectivity. More directly, Wilson et al. (1994) found that putative inhibitory neurons responded at shorter latencies than neighboring putative excitatory neurons. Also in prefrontal cortex, Constantinidis and Goldman-Rakic (2002) found that putative inhibitory interneurons had broader spatial tuning. In parietal cortex, Yokoi and Komatsu (2010) reported that putative excitatory neurons, but not putative inhibitory neurons, showed selectivity for orientation during a visual grouping task. There was also a trend for putative excitatory parietal neurons to show longer response latencies (ϳ10-ms difference), although this effect was not significant. In cat primary visual cortex, Cardin et al. (2007) found moderately broader orientation tuning in layer 4 inhibitory neurons and Nowak et al. (2008) found a subset of fast-spiking inhibitory neurons with little orientation or directional selectivity. Studies in mouse primary visual cortex have reported that inhibitory interneurons have larger receptive fields than excitatory neurons (Liu et al. 2009; Niell and Stryker 2008) and the large majority have much weaker orientation and spatial frequency tuning (Kerlin et al. 2010; Liu et al. 2009; Niell and Stryker 2008; Runyan et al. 2010; Sohya et al. 2007 ). In mouse auditory cortex, putative inhibitory interneurons exhibit less selectivity for natural stimuli, broader frequency tuning, and shorter response latencies (Lin and Liu 2010) . Putative inhibitory interneurons in rat (Simons and Carvell 1989) and rabbit (Swadlow 1989) barrel (somatosensory) cortex are generally not directionally selective but are highly sensitive to vibrissa stimulation. In response to tactile stimulation, putative inhibitory neurons in rat motor cortex respond with shorter response latencies than putative excitatory neurons (Murray and Keller 2011) . In the primate motor system, compared with putative regular-spiking pyramidal neurons, putative inhibitory neurons display broader directional tuning in primary motor cortex (Merchant et al. 2008) and are modulated by a wider range of movement conditions in dorsal premotor cortex (Kaufman et al. 2010) . Additionally, putative inhibitory neurons in primary motor cortex respond to movement cues with shorter response latencies compared with putative regularspiking excitatory neurons (Merchant et al. 2008) . The results from all these studies suggest a general functional distinction between inhibitory and excitatory cells across cortex that is directly supported by the present study: inhibitory neurons respond earlier and are influenced by a more diverse set of stimulus conditions than excitatory neurons.
Mechanism and network implications. Clarifying the differences in basic response properties between inhibitory and excitatory neurons is critically important for understanding how local cortical networks process and transform sensory information for guiding behavior. In inferior temporal cortex, inhibitory neurons contribute mainly to local circuitry (Tanigawa et al. 1998) and are known to play a role in shaping the neural response properties of excitatory neurons (Wang et al. 2000) . Our latency results demonstrate that inhibitory neurons are well suited to influence excitatory neurons in that they respond earlier and to a wider variety of retinal images. Furthermore, these effects are enhanced during natural viewing conditions, when the complexity of the visual scene generates more lateral competition between cortical object representations.
Why might inhibitory neurons fire earlier? Although our data do not address this question, we can propose a few scenarios. First, inhibitory cells may simply have a lower threshold for activation (Connors and Gutnick 1990) . This would also explain their higher spontaneous rates, since very little input might be needed to initiate spiking. Second, inhibitory neurons may receive preferential input from "fast" visual pathways (Chen et al. 2007 ). These might include, for example, direct input from the lateral geniculate nucleus (HernandezGonzalez et al. 1994) or top-down inputs from prefrontal cortex representing an "initial guess" (Bar 2003) , both of which would likely convey coarser, less selective, visual information. In contrast, excitatory cells may receive their dominant input via the traditional ventral visual stream hierarchy. Third, it is possible that our inhibitory population was mainly recorded from cortical input layers (e.g., layer 4) and our excitatory population mainly recorded from cortical output layers (e.g., layer 5 or 6). In this case, a local processing hierarchy could explain the latency differences. This scenario, however, is still consistent with the general hypothesis put forth above: short-latency inhibitory responses (local processing) with coarse information are well positioned to influence visual processing in excitatory (output) neurons, yielding a sparser visual representation. It should be noted that these hypotheses are not mutually exclusive. For example, in rabbit barrel cortex putative inhibitory interneurons of layer 4 receive direct input from the thalamus (Swadlow 2003) .
Conclusions. Although the broad classification of neurons as inhibitory or excitatory is an oversimplification of the diversity of cortical cells, it is a useful step in advancing our understanding of the role these cell types play in visual processing. Our results demonstrate that, in general, putative excitatory neurons are more selective and respond with longer latencies than putative inhibitory neurons. Importantly, these functional differences were apparent during self-guided exploration through complex visual displays, suggesting that they are relevant for natural vision. Additional studies will be useful for understanding how other fundamental neuronal properties, such as receptive field structure (Op De Beeck and Vogels 2000) and experience-dependent plasticity (Anderson et al. 2008; Freedman et al. 2006; Woloszyn and Sheinberg 2012) , vary across cell type. Such comparisons will be critical for developing biologically plausible models of visual processing that take into account the role of different cell types.
