The problem of adaptive multivariate function estimation in the single-index regression model with random design and weak assumptions on the noise is investigated. A novel estimation procedure that adapts simultaneously to the unknown index vector and the smoothness of the link function by selecting from a family of specific kernel estimators is proposed. We establish a pointwise oracle inequality which, in its turn, is used to judge the quality of estimating the entire function ("global" oracle inequality). Both the results are applied to the problems of pointwise and global adaptive estimation over a collection of Hölder and Nikol'skii functional classes, respectively.
The problem of adaptive multivariate function estimation in the single-index regression model with random design and weak assumptions on the noise is investigated. A novel estimation procedure that adapts simultaneously to the unknown index vector and the smoothness of the link function by selecting from a family of specific kernel estimators is proposed. We establish a pointwise oracle inequality which, in its turn, is used to judge the quality of estimating the entire function ("global" oracle inequality). Both the results are applied to the problems of pointwise and global adaptive estimation over a collection of Hölder and Nikol'skii functional classes, respectively.
1. Introduction. This paper deals with multivariate functions estimation. For the proposed estimator we establish local as well as global oracle inequalities and show how to use them for deriving minimax adaptive results.
Model and setup. We observe (X 1 , Y 1 ), . . . , (X n , Y n ) ∈ R d × R following Y i = F (X i ) + ε i , i = 1, . . . , n, (1.1) where d ≥ 2, the noise {ε i } n i=1 are i.i.d. centered random variables satisfying a tail probability condition (Assumption 1), and the design points {X i } n i=1 are independent random vectors with common density g with respect to the Lebesgue measure. The sequences {ε i } n i=1 and {X i } n i=1 are assumed to be independent. The density g is known, however, in Section 4 we discuss how to extend our results to the case of unknown design density.
In addition, we assume that the function F : R d → R has a single-index structure, that is, there exist unknown f : R → R and θ * ∈ R d such that
A minimal technical assumption about f is that it belongs to some Hölder ball, yet the knowledge of this ball will not be required for the proposed estimation procedure; see the discussion after Assumption 3 for more details.
The paper aims at estimating the entire function F on [−1/2, 1/2] 2 or its value F (t), t ∈ [−1/2, 1/2] 2 , from the data {(X i , Y i )} n i=1 without any prior knowledge about the nuisance parameters f (·) and θ * . The unit square is chosen for notation convenience; and all the results remain true when [−1/2, 1/2] 2 is replaced by an arbitrary bounded interval of R 2 .
Throughout the paper we adopt the following notation. The joint distribution of the sequence {(X i , Y i )} n i=1 will be denoted by P (n)
F , and those of {(X i , ε i )} n i=1 by P (n) X,ε . In addition, P
X and P (n) ε stand for the marginal distributions of {X i } n i=1 and {ε i } n i=1 , respectively. To judge the quality of estimation, we use either the risk determined by the L r norm, · r , on [−1/2, 1/2] 2 with r ∈ [1, ∞):
a "global" risk; or the "pointwise" risk defined as follows:
Here F (·) is an estimator, that is, an {(X i , Y i )} n i=1 -measurable function, and E (n) F denotes the mathematical expectation with respect to P (n) F . All the results established in the paper, except the lower bound given in Theorem 4, are obtained for d = 2. The principal difficulties with the case of arbitrary dimension are commented in Remark 2. It is noteworthy that the single-index modeling, even if d = 2, is a direct generalization of the univariate regression model. Therefore, our results, mainly presented in Section 2.2, generalize in several directions the existing ones obtained for the univariate random design regression (see the discussion after Theorem 5).
Main assumptions. Let us formulate the principal assumptions used in the sequel. They are imposed on the distributions of the design and noise variables as well as on the approximation property of the link function. Assumption 1. The random variable ε 1 has a symmetric distribution with density p with respect to the Lebesgue measure. Moreover, there exist Υ > 0, Ω ∈ (0, 1], and ω > 0 such that
The assumption holds, for example, for the Gaussian, Laplace or, more generally, for the symmetrized Weibull distribution. In the following, the functional class P is considered as fixed.
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Assumption 2. There exists g ∈ (0, 1) such that inf x∈ [−3,3] 
The assumption holds obviously if the design points are uniformly distributed on any bounded Borel set containing [−3, 3] 2 . The imposed condition is "fitted" to the estimation over [−1/2, 1/2] 2 that explains the set [−3, 3] 2 . When estimating over a rectangle [a, b] × [c, e] ∈ R 2 , the infimum should be taken over [a − 5/2, b + 5/2] × [c − 5/2, e + 5/2]. If M from Assumption 3 below is known, the above condition can be relaxed to [a − 2, b + 2] × [c − 2, e + 2]. We also remark that independently of the values a, b, c, e Assumption 2 is fulfilled if g ∈ C(R 2 ) and g(x) > 0 for any x ∈ R 2 . Assumption 3. There exist β 0 ∈ (0, 1) and M > 0 such that
The latter assumption guarantees that the link function is smooth. However, it is important to emphasize that β 0 and M are not supposed to be known a priori. In particular, they are not involved in our estimation procedure. On the other hand, both the parameters restrict the minimal sample size needed to justify the theoretical results involved. Set for any n ∈ N *
In the sequel it will be assumed that n ≥ n 0 , where
To finish this section, we remark that all the presented results remain true if one assumes that f ∈ F(0, M ), that is, is uniformly bounded, and M is known.
Objectives. For clarity of presentation, it is assumed that the index vector θ * ∈ S d−1 , where S d−1 stands for the unite sphere in R d . However, in Section 2.1.4 it is shown that our results can be extended to the case θ * ∈ R 2 .
The goal of our studies is at least threefold. We first seek an estimation procedure F (t), t ∈ [−1/2, 1/2] 2 , for F which could be applicable to any function F satisfying assumption (1.2). Moreover, we would like to bound the risk of this estimator uniformly over the set F(β 0 , M ) × S 1 . More precisely, we want to establish for F (t) the so-called local oracle inequality-at any point t ∈ [−1/2, 1/2] 2 the risk of F (t) should be bounded as follows:
Here A (n) f,θ * (·) is completely determined by the function f , vector θ * and observations number n, while C r is a constant independent of F and n.
After being established, the local oracle inequality allows deriving minimax adaptive results for the function estimation at a given point. Indeed, let {F(γ), γ ∈ Γ} be a collection of functional classes such that γ∈Γ F(γ) ⊆ F(β 0 , M ). For any γ ∈ Γ define
where the infimum is taken over all possible estimators. The quantity φ n (γ) is the minimax risk on F(γ) × S 1 . In the framework of minimax adaptive estimation, the task is to construct an estimator F * such that for any
The estimator F * satisfying (1.8) is called optimally rate adaptive over the collection {F(γ), γ ∈ Γ}. Subsequently, let (1.7) be proved; and let for any
Then one can assert that the estimator F is adaptive over {F(γ), γ ∈ Γ}. Thus, the first step is to prove (1.7). To the best of our knowledge, such results do not exist in the context of regression with random design not only under the single-index constraint, but also in univariate regression.
Next, (1.7) is applied to minimax adaptive estimation over Hölder classes, {F(γ) = H(β, L), γ = (β, L)}; see Section 2.2 for pertinent definitions. We will find the minimax rate over H(β, L) × S 1 and prove that F achieves it, that is, is optimally rate adaptive. This result is quite surprising because, if θ * is fixed, say, θ * = (1, 0) ⊤ , it is well known that an optimally adaptive estimator does not exist; see Lepskiȋ (1990) for the Gaussian white noise model, Brown and Low (1996) for density estimation, and Gaïffas (2007) for regression.
Local oracle inequality (1.7) allows us to bound from above the "global" risk as well. Indeed, for any r ≥ 1, in view of Jensen's inequality and Fubini's theorem, [R
r,· ( F , F ) r r and, therefore,
Inequality (1.9) is called the global oracle inequality, and in the considered framework it supplies new results. As local oracle inequality (1.7) is a powerful tool for deriving minimax adaptive results in pointwise estimation, so inequality (1.9) can be used for constructing adaptive estimators of F .
We will consider a collection of Nikol'skii classes N p (β, L) (see Definition 2), where β, L > 0 and 1 ≤ p < ∞. When considering these classes, we aim at estimating functions with inhomogeneous smoothness. This means that the underlying function can be very regular on some parts of its domain and rather irregular on the other sets. We will compute bounds for
and show that, if (2β + 1)p < r, the rate of convergence is the minimax rate over N p (β, L) × S 1 . This means that our estimator F is optimally rate adaptive over the collection {N p (β, L) × S 1 , β > 0, L > 0} whenever (2β + 1)p < r. In the case (2β + 1)p ≥ r, we will show that the latter bound differs from the bound on the minimax risk by a logarithmic factor. Following the contemporary language, we say that F is "nearly" adaptive. The construction of an optimally rate adaptive over the entire range of the Nikol'skii classes estimator under the single-index constraint (1.2) is an open question.
All presented results are completely new. The adaptive estimation under the L r loss and single-index constraint, except the case r = 2 in Gaïffas and Lecué (2007) , was not studied. Note, however, that the cited result was obtained under the Gaussian errors model and over the Hölder classes that do not admit the consideration of functions with inhomogeneous smoothness.
Remarks. It turns out that the adaptation to the unknown θ * and f (·) can be viewed as selecting from a special family of kernel estimators in the spirit of that of Lepskiȋ (1990) , Kerkyacharian, Lepski and Picard (2001) , Goldenshluger and Lepski (2008) . However, our selection rule is quite different from the aforementioned proposals, and it allows us to solve the problem of minimax adaptive estimation under the L r losses over a collection of Nikol'skii classes.
It is worth mentioning that the single-index model is particularly popular in econometrics [see, e.g., Horowitz (1998) , Maddala (1983) ]. The estimation, nevertheless, is usually performed under smoothness assumptions on the link function. One usually uses the L 2 losses, and the available methodology is based on these restrictions. To the best of our knowledge, the only exceptions are Golubev (1992) for the minimax estimation under the projection pursuit constraints, and Goldenshluger and Lepski (2009) for adaptation to unknown smoothness and structure.
Organization of the paper. In Section 2.1 we present our selection rule and establish for it local and global oracle inequalities. Section 2.2 is devoted to the application of these results to minimax adaptive estimation. The proofs of the main results are given in Section 3; Section 4 discusses an unknown design density, and the proofs of lemmas are moved to the supplementary material [Lepski and Serdyukova (2013) ].
2. Main results. In this section we motivate and explain our procedure and prove the local and global oracle inequalities. Then we apply these results to adaptive estimation over a collection of Hölder classes (pointwise estimation) and over a collection of Nikol'skii classes (estimating the entire function with the accuracy of an estimator measured under the L r risk).
2.1. Oracle approach. Let K : R → R be a function (kernel) satisfying K = 1. With any such K, any z ∈ R, h ∈ (0, 1] and any f ∈ F(β 0 , M ), we associate the quantity
Note that the kernel smoother
as an approximation of the function f at the point z. Thus, ∆ K,f (h, z) is a monotonous approximation error provided by this kernel smoother. In particular, under Assumption 3, we have
In what follows, K p , 1 ≤ p ≤ ∞, denotes the L p norm of K and we will assume that the kernel K satisfies the following condition.
2.1.1. Oracle estimator. For any y ∈ R, denote the Hardy-Littlewood maximal function of ∆ K,f (h, ·) [see, e.g., Wheeden and Zygmund (1977) ] by
. Now, let us define the oracle estimator. For any y ∈ R and h min defined in (1.5), set
Goldenshluger and and the more detailed discussion of the oracle approach therein. Following their lead, we advance it for the estimation under the single-index constraint. The basic idea behind our selection rule is simple.
and consider the family of kernel estimators with
We remark that Assumptions 2 and 4(1) assure well-definiteness of
is not an estimator in the usual sense because it depends on the function F to be estimated [more precisely, on (f, θ * ) which determines F ]. The meaning of F (θ * ,h * ) is explained by the following result based on the straightforward application of Rozenthal's inequality.
where c > 0 is a numerical constant independent of n.
This result indicates that the "oracle" knows the exact value of θ * and the optimal, up to ln(n), trade-off h * between the approximation error induced by ∆ * K,f (h * , ·) and the stochastic error of the kernel estimator from F with bandwidth h * . It explains why the "oracle" chooses the "estimator" F (θ * ,h * ) . Below we propose a "real," based on the observation, estimator F , which mimics the oracle-for any (f, θ * ) ∈ F(β 0 , M ) × S 1 , r ≥ 1 and n ≥ n 0 ,
where c ′ is an absolute constant independent of n and the underlying function F . The latter result is a local oracle inequality. The construction of the estimator F is based on the data-driven selection from the family F . 
where
A kernel estimator associated with the matrix E (θ,h)(ν,h) is defined by
The quantities C 1 (n), C 2 (n) and C 5 (n) are listed in Section 3.1.
and let for any θ ∈ S 1 and h ∈ H n ,
Subsequently, define (θ,ĥ) as a solution of the following minimization problem:
Then our final estimator is F (t) = F (θ,ĥ) (t), where (θ,ĥ) is obtained by minimizing (2.5).
Remark 1. We note that Assumption 4(2) guarantees that all random fields involved in the description of selection rule (2.5) are continuous on S 1 . Moreover, the set H n is finite. Thus, (θ,ĥ) is {(X i , Y i )} n i=1 -measurable and (θ,ĥ) ∈ S 1 × H n [see Jennrich (1969) ].
Remark 2. Our selection rule (2.5) is defined in the case d = 2. The main difficulty in extending it to d > 2 consists in the construction of the matrix E (θ,h)(ν,h) for any vectors θ, ν ∈ S d−1 . Indeed, analyzing the proof of Theorem 1, we remark that the following properties should be fulfilled:
where the class of matrices E a,A is defined in (3.2). If d = 2, these requirements hold. However, we were not able to construct a class of matrices obeying latter restrictions in the dimension strictly larger than 2. Note, nevertheless, that if such a class would be found, our results could be extended to d > 2 without any additional consideration.
2.1.3. Local and global oracle inequalities. We reinforce restriction (1.6) on the minimal sample size n. Let n 1 ≥ 1 be defined as follows:
where h is defined in (1.5) and C 3 (n) is given at the beginning of Section 3.1. All our results below will be proved under the condition n ≥ n 0 ∨ n 1 .
First, we note that n 1 is well-defined since (nh 2 ) −1/2 C 3 (n) → 0 as n → ∞. Next, contrary to restriction (1.6) that relates the sample size n to the quantities β 0 and M from Assumption 3, restriction (2.6) links the minimal value of n with the quantity g appearing in Assumption 2.
The constants c 1 and c 2 are independent of n and F and their explicit expressions can be extracted from the proof of the theorem.
As already mentioned, the global oracle inequality is obtained by integrating the local oracle inequality. Indeed, for any r ≥ 1, using Jensen's inequality and Fubini's theorem, we have R Integration by substitution yields
dz, that leads to the following bound.
+ c 2 n −1/2 .
Extension to the case
so the estimation of F is equivalent to the estimation of F θ * . Because ϑ ∈ S 1 , Theorems 1 and 2 are applicable. To this end, it suffices to replace f by f θ * in the definition of h * K,f (·). In general, however, there is no universal way of expressing h * K,f θ * (·) via h * K,f (·), although in particular cases, mainly in adaptive estimation over classes of smooth functions, it is often possible.
2.2. Adaptive estimation. In this section we first apply the local oracle inequality given in Theorem 1 to the problem of pointwise adaptive estimation over a collection of Hölder classes. Next, we study adaptive estimation under the L r losses over a collection of Nikol'skii classes. The corresponding result is deduced from the global oracle inequality proved in Theorem 2.
Assume throughout this section that the kernel K obeys additionally Assumption 5 below; we then introduce the following notation: for any a > 0, let m a be the maximal integer strictly less than a.
Assumption 5. There exists b > 0 such that
2.2.1. Pointwise adaptive estimation. We start with some definitions.
The aim is to estimate the function F (t) at a given point t ∈ [−1/2, 1/2] 2 under the assumption that F ∈ F(b) := β≤b L>0 F 2 (β, L), where
the constant b is from Assumption 5, and d ≥ 2 is the dimension. We will see that b can be an arbitrary number but it must be chosen a priori.
Theorem 3. Let b > 0 be fixed; and let additionally Assumptions 4 and 5 hold. Then, for any β ≤ b, L > 0, r ≥ 1 and
The proof of the theorem is based on the evaluation of the uniform over H d (β, L) lower bound for h * K,f (·) and on the application of Theorem 1. We note that a similar upper bound for the minimax risk appeared in Goldenshluger and in the framework of Gaussian white noise model, but the estimation procedure used there is different from our selection rule.
The main question, however, is if ψ n (β, L) coincides with the minimax rate for any given value of β and L? To answer it, we need some additional assumptions on the densities of the noise variable ε 1 and design variable X 1 .
Assumption 6. There exist q, Q > 0 such that, for any υ 1 , υ 2 ∈ [−q, q],
It is easy to see that the density of the normal law N (0, σ 2 ), σ 2 > 0, obeys the aforementioned assumption. In general, this assumption is fulfilled if the density p is regular and decreases rapidly at infinity. More precisely, if the Fisher information corresponding to the density p is finite and the function [p ′ (y + ·)] 2 p −1 (y) dy is continuous at zero, Assumption 6 is verified.
Assumption 7. There exist g > 0 and ̟ > 1 such that, for all
We remark that the imposed assumption is very weak and holds for the majority of probability distributions used in statistical applications.
Theorem 4. Let Assumptions 6 and 7 be fulfilled. Then, for any t ∈ [−1/2, 1/2] d , d ≥ 2, r ≥ 1, β, L > 0, and any n ∈ N * large enough,
where the infimum is over all possible estimators. Here κ 2 is a numerical constant independent of n and L, and ψ n (β, L) is defined in Theorem 3.
To the best of our knowledge, this lower bound is new. It is worth mentioning that Assumption 6 is close to being necessary. One can give examples where this condition does not hold and Theorem 4 is not true anymore.
Theorems 3 and 4 indicate that the estimator F (θ,ĥ) is minimax adaptive with respect to the collection {F d (β, L), β ≤ b, L > 0}. As already mentioned, this result is quite surprising. Indeed, if, for example, θ = (1, 0) ⊤ , that is, is known, then F(β, L) = H(β, L), and the considered estimation problem reduces to estimation of f at a point in the univariate regression model. As it is shown in Gaïffas (2007) , an adaptive estimator over {H(β, L), β ≤ b, L > 0} does not exist and a price for adaption appears. The latter means that the asymptotic bound on the minimax risk provided by the adaptive estimator differs from the minimax rate of convergence by some factor. This factor for the majority of known results is ln(n).
In addition, we would like to note that the assertion of Theorem 4 is proved for arbitrary dimension.
2.2.2.
Adaptive estimation under the L r losses. We begin by defining the relevant functional classes.
Here, the target of estimation is the entire function F under the assumption that F ∈ F p (b) := β≤b L>0 F 2,p (β, L), where
Let us briefly discuss the applicability of Theorem 2 requiring f ∈ F(β 0 , M ).
To this end, we assume that βp > 1. The latter assumption is standard for estimating functions with inhomogeneous smoothness [see, e.g., Donoho et al. (1995) , Lepski, Mammen and Spokoiny (1997) , Kerkyacharian, Lepski and Picard (2008) ]. If βp > 1, the embedding N p (β, L) ⊂ H(β − 1/p, cL) with an absolute constant c > 0 guarantees that f ∈ F(β 0 , M ) with β 0 = β − 1/p and M = cL.
Theorem 5. Let b > 0 be fixed, and let Assumptions 4 and 5 hold. Then, for any L > 0, p > 1, p −1 < β ≤ b and r ≥ 1,
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where κ 3 is independent of n, and
. Indeed, the class N p (β, L) can be viewed as a class of functions F satisfying F (·) = f (θ ⊤ ·) with θ = (1, 0) ⊤ . Then, the problem of estimating such (2-variate) functions reduces to the estimation of univariate regression functions.
There are at least two observations arising in view of the latter remark. First, the upper bound of Theorem 5 generalizes the results for the univariate regression [Donoho et al. (1995) , Delyon and Juditsky (1996) , Baraud (2002), Kerkyacharian and Picard (2004) , Kulik and Raimondo (2009), Zhang, Wong and Zheng (2002) ] in several directions. In particular, the majority of the papers treat the Gaussian errors or the errors having exponential moment. An exception is Baraud (2002) , where some results are obtained under a very weak assumption on the noise (weaker than our Assumption 1). Nevertheless, these results are available only if p = r = 2.
Next, the rate of convergence for the latter problem, which can be found in Chesneau (2007) , is also the lower bound for the minimax risk defined on F 2,p (β, L). With the proviso that βp > 1, the rate of convergence is given by
The minimax rate of convergence in the case (2β + 1)p = r is not known, hence, the rate presented in the middle line above is only the lower asymptotic bound for the minimax risk.
Thus, the proposed estimator F (θ,ĥ) is adaptive whenever (2β + 1)p < r. In the case (2β + 1)p ≥ r, we loose only a logarithmic factor with respect to the optimal rate and, as mentioned in the Introduction, the construction of an adaptive estimator over the collection {F 2,p (β, L), β > 0, L > 0} in this case remains an open problem. In view of the latter remark, we conjecture that the presented lower bound is correct and, therefore, the upper bound result has to be improved.
Proofs.
We now list the quantities that are involved in the description of the selection rule that led to the adaptive estimator F (θ,ĥ) .
3.1. Important quantities. Let τ = (Ω −1 (4r + 1) ln(n)) 1/ω . Set
With h given in (1.5) and σ 2 = sup p∈P R x 2 p(x) dx, we define
In spite of the cumbersome expressions, it is easy to see that
3.2. Proof of Theorem 1. To begin with we present upper bounds for the approximation errors of the estimators involved (Lemma 1) and their stochastic errors (Lemma 2). Lemma 3 allows us to proceed without knowledge of M from Assumption 3. The proofs of the later two results are essentially based on Proposition 1 of Lepski (2013) . The detailed proofs of these technical results are moved to the supplementary material [Lepski and Serdyukova (2013) ].
3.2.1. Auxiliary results. For any θ, ν ∈ S 1 and h ∈ [2 −1 h min , 1], denote
For ease of notation, we write h * f = h * K,f (t ⊤ θ * ).
Lemma 1. Grant Assumption 4. Then, for any ν ∈ S 1 and any band-
Let E a,A with a ∈ (0, 1], A ≥ 1, be a set of 2 × 2 matrices satisfying
Here |E| ∞ = max i,j |E i,j | denotes the matrix sup norm. Set, ∀E ∈ E a,A ,
and consider the following random fields defined on E a,A :
Denote finally by E * the set of matrices E a,A with a = 1/8 and A = h −1
min . In what follows, we denote by
Lemma 2. Grant Assumptions 1-4. Then, for any n ≥ 3 and any r ≥ 1,
The expressions for C 1 (n) and C 2 (n) are given in Section 3.1.
Lemma 3. Grant Assumptions 1-4. Then, for any n ≥ n 0 ∨ n 1 ,
The numbers n 0 , n 1 are defined in (1.6) and C 5 (n) is defined in Section 3.1.
3.2.2.
Proof of Theorem 1. In view of Jensen's inequality, an upper bound for R (n) r,t , r ≥ 2, will suffice to complete the proof. Let h * ∈ H n be a bandwidth such that 2h * ≤ h * f < 4h * . Introduce the following random events:
and let A and B denote the events complimentary to A and B, respectively. The proof is split into three steps. Risk computation under A ∩ B. First, the following inclusion holds:
Indeed, the definition of the couple (θ,ĥ) yields
It remains to note that the mapping η → TH(η) is decreasing so inclusion (3.3) follows. Next, the triangle inequality yields
1 0 . We have in view of (3.3) and the definition of R
Note that E (θ,h)(ν,h) = ±E (ν,h)(θ,h) , for any θ, ν and h. Hence,
because K is symmetric. The latter observation, inclusion (3.3) and the definition of R
From (3.4), (3.5), (3.6) and (3.7), we obtain that
In addition, the definition of (θ,ĥ) guarantees that
We then obtain
Note also that, for any η ∈ H n ,
where C 6 = 2 K 2 ∞ + 2(3M + 4C 5 )C 1 + 2C 2 and C 1 , C 2 and C 5 are defined in (3.1). Because TH(h * ) ≤ TH(h * f /4), this bound and (3.8) yield
The following "approximation + stochastic part" decomposition of F (E, t) will be useful in the sequel:
where η n,t (E) and ξ n,t (E) are defined before the statement of Lemma 2. Hence
Taking into account that det(E (θ * ,h * ) ) = (h * ) −1 ≤ 4(h * f ) −1 in view of the definition of h * and using the third assertion of Lemma 1, we obtain
Applying the Rosenthal inequality to η n,t (E (θ * ,h * ) ) + ξ n,t (E (θ * ,h * ) ) which is a sum of centered independent random variables, from (3.9) we obtain (3.11) wherec 0 is independent of F and n.
Risk computation under B. Because f ∈ F(β 0 , M ) and nh min > 1, we have
Hence, in view of the Rosenthal inequality, we obtain (3.12) wherec 1 is independent of F and n.
The use of the Cauchy-Schwarz inequality together with the statement of Lemma 3 leads to the following bound:
Risk computation under A ∩ B. We note that
and, therefore,
Thus, denoting by ς n = sup E∈E * [|η n,t (E)| + |ξ n,t (E)|] and using (3.10) together with the first assertion of Lemma 1, we obtain, for any k :
Here we have also used that 2 −1 h * f ≥ 2 −k . Note also that
and, therefore, we obtain from (3.15), for any k satisfying 2 −k ≤ h * ,
in view of Lemma 2. This bound and (3.14) yield
and, hence,
Similar to estimate (3.15), with the use of (3.10) and the second assertion of Lemma 1, we obtain, for any k satisfying 2 −k ≤ h * , that
For any k satisfying 2 −k ≤ h * , bound (3.16) and Lemma 2 yield
Together with (3.18), the latter bound gives
Thus, we obtain from (3.17) and (3.19) that Subsequently, this bound and (3.12) yield
wherec 2 is independent of F and n.
The assertion of the theorem follows from (3.11), (3.13) and (3.20).
3.3. Proof of Theorem 3. Using the standard computation of the bias of kernel estimators, under Assumptions 4 and 5, we get, for any f ∈ H(β, L) and any z ∈ R,
Since the right-hand side of the latter inequality is independent of z, we
, for any z ∈ R, so the assertion of the theorem follows from Theorem 1.
3.4. Proof of Theorem 4. We start this section with an auxiliary result used in the proof of the second assertion of the theorem. It was established in Kerkyacharian, Lepski and Picard (2008) , Corollary 2 of Proposition 5, and, for convenience, we formulate it as Lemma 4 below.
3.4.1. Auxiliary result. The result cited below concerns a lower bound for estimators of an arbitrary mapping in the framework of an abstract statistical model. We do not present it in full generality and below a version reduced to the estimation at a given point is provided.
Let F be a nonempty class of functions; and let F : R d → R be an unknown function from model defined in (1.1)-(1.2). The aim is to estimate the functional F (t),
Introduce the following notation. For any given F, G ∈ F , set
Lemma 4. Assume that, for any sufficiently large n ≥ 1, there exist a positive integer N n , c > 1 and functions F 0 , . . . , F Nn ∈ F such that
Then, for r ≥ 1 and any
3.4.2. Proof of Theorem 4. The proof is based on the construction of F 0 , . . . , F Nn satisfying conditions (3.21)-(3.22) of Lemma 4. 1 0 . First, we construct F 0 , . . . , F Nn and verify (3.21). Let w : R → R be a function such that supp(w) ⊂ (−1/2, 1/2), w ∈ H(β, 1) and
, where a > 0 will be chosen later, and define
For b > 0, put N n = n b assuming without loss of generality that N n is an integer. The value of b will be determined later in order to satisfy (3.22).
Let {ϑ j , j = 1, . . . , N n } ⊂ S d−1 be defined as follows:
j = sin(j/N n ). Finally, we set F 0 ≡ 0 and F j (x) = f (ϑ = |w(0)|a β/(2β+1) ψ n (β, L).
We see that (3.21) holds with λ n = |w(0)|a β/(2β+1) ψ n (β, L). 2 0 . It is noteworthy that
It follows that
Because lim n→∞ sup j=1,...,Nn F j ∞ = 0, we have in view of Assumptions 6 and 7, for all n large enough, For any j = k, set Θ ⊤ j,k = (ϑ j , ϑ k , e 3 , . . . , e d ). By changing of variables with Θ j,k x = v, we have for sufficiently large n. We obtain We have in view of (3.26) and (3.28) sup j =k;j,k=1,...,Nn Choosing a = b(QgC ̟ w 2 2 ) −1 , we see that (3.22) holds with the constant c = 1 + e 2aQgc̟ w 2 1 . Since c appearing in (3.22) is chosen independently of L, the assertion of the theorem follows from Lemma 4.
3.4.3. Proof of Theorem 5. In the proof we exploit the ideas from Lepski, Mammen and Spokoiny (1997) . Moreover, our considerations are, to a great degree, based on the technical result of Lemma 5 below. Its proof is moved to the supplementary material [Lepski and Serdyukova (2013) ].
Lemma 5. Grant Assumptions 4 and 5. Then, for any p > 1, 0 < s ≤ b and Q > 0, we have
