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Abstract
A digital spiking neuron is a wired system of shift registers and can generate various spike-trains by adjusting the wiring pattern. In this paper
we analyze the basic relations between the wiring pattern and characteristics of the spike-train. Based on the relations, we present a learning
algorithm which utilizes successive changes of the wiring pattern. It is shown that the neuron can reproduce spike-trains of another neuron which
has an unknown wiring pattern. It is also shown that the neuron can approximate various spike-trains of a chaotic analog spiking neuron.
c  2008 Elsevier Ltd. All rights reserved.
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1. Introduction
Simpliﬁed spiking neuron models have been investigated
from the fundamental and application points of view (Hopﬁeld
& Herz, 1995; Izhikevich, 2006; Lee & Farhat, 2002; Perez &
Glass, 1982; Torikai & Saito, 2004). For example, integrate-
and-ﬁre models (including periodically driven ones) have been
used to investigate spike-based information coding functions
(Hamanaka, Torikai, & Saito, 2006; Lindner, Chacron, &
Longtin, 2005). Also, the integrate-and-ﬁre models have
been used to construct pulse-coupled neural networks whose
application potentials include image processing based on
synchronization phenomena (Campbell, Wang, & Jayaprakash,
1999; Hopﬁeld & Herz, 1995). Inspired by such neuron models,
we have proposed a digital spiking neuron (DSN) (Torikai,
Hamanaka, & Saito, 2006) that can be regarded as a digital
version of simple analog neuron models as shown in Fig. 1. The
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DSN can be implemented as a wired system of shift registers.
We emphasize that the wiring pattern among the registers
is a key parameter because the DSN can generate spike-
trains having various inter-spike intervals (ISIs) by adjusting
the wiring pattern (Torikai, Shimizu, & Saito, 2006). Then a
fundamental question arises: can the DSN approximate given
spike-trains by using a learning algorithm which is based on
successive changes of the wiring pattern? In this paper we
consider an approach toward answering this question.
First, we clarify the basic relations between the wiring
pattern and ISI characteristics. Some important results are
summarized into a theorem. Second, based on the theorem,
we present a learning algorithm. We then consider learning
abilities of the DSN through two problem settings. In the
ﬁrst problem setting, a pair of two DSNs are used as a pair
of teacher and student. The student accepts a spike-train of
the teacher as an input. It is shown that, using the learning
algorithm, the student can reproduce spike-trains generated by
the teacher. In the second problem setting, a chaotic analog
spiking neuron (Nakano & Saito, 2004) is used as a teacher. The
analog teacher can generate various periodic and chaotic spike-
trains depending on its parameter values. It is shown that the
student DSN can approximate various spike-trains generated by
the analog teacher.
The signiﬁcant points of this paper include the following.
0893-6080/$ - see front matter c  2008 Elsevier Ltd. All rights reserved.
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Fig. 1. (a) Basic dynamics of integrate-and-ﬁre neuron models in (Lee &
Farhat,2002;Perez&Glass,1982;Torikai&Saito,2004).Apotentialv repeats
integrate-and-ﬁre dynamics between a threshold Th and a reset level ρ(t).
The periodic reset level ρ(t) can realize rich bifurcation phenomena. z(t) is
an output spike-train. (b) Basic dynamics of the digital spiking neuron (Torikai,
Hamanaka et al., 2006). The black box corresponds to the potential v and the
white circle corresponds to the reset level ρ(t). The black box repeats shift-and-
reset dynamics that can be regarded as a digital version of the integrate-and-ﬁre
dynamics. Y(t) is an output spike-train.
• We have investigated a simple pulse-coupled network of
DSNs and its applications to spike-based information coding
and multiplex communication (Torikai, Hamanaka et al.,
2006). In the network, an input spike to a DSN changes
a state of the DSN. We have also investigated application
of the DSN to ultra-wideband impulse-radio technology
(Torikai, 2007). The results of this paper will contribute to
the development of learning methods for such digital pulse-
coupled networks and applications.
• The presented learning algorithm is based on change of
the wiring pattern and thus it is suited for implementation
based on the reprogramming of a crossbar-switch on a ﬁeld
programmable gate array. On the other hand, if a learning
algorithm utilizes change of analog parameter values, it is
troublesome to implement the algorithm in an electronic
circuit.
• Various digital (discrete-state) dynamical systems have been
investigatedfrombothfundamentalandapplicationpointsof
view, e.g., cellular automaton and pseudo-random number
generator (Chua, Yoon, & Dogaru, 2002; Hsu & Guttalu,
1980; Knuth, 1998; Wolfram, 1984). Then our problem
setting “synthesis of a spiking neuron model by discrete-
state dynamics” per se would be an important fundamental
problem. In addition, consideration of such a problem
will contribute to the development of a new discrete-
state dynamical system with bio-inspired learning and/or
coupling mechanisms (e.g., Bi and Poo (1998) and Eckhorn
(1999)).
The novelties of this paper include the following points.
• The theorem in this paper is a generalized version of a result
in the preliminary paper (Torikai et al., 2007). Based on
thisgeneralization,thelearningalgorithmisalsogeneralized
in this paper. The generalized learning algorithm enables
the DSN to approximate spike-trains consisting of various
numbers of ISIs, whereas the preliminary learning algorithm
can realize approximation of spike-trains consisting of a
ﬁxed number of ISIs only. This paper provides a complete
proof of the theorem, whereas the preliminary paper
provides no proof. In addition, this paper ﬁrstly provides a
sufﬁcientconditionforexistenceofanISImapthatdescribes
Fig. 2. Digital spiking neuron (DSN). M = 7. (a) The DSN is a wired system
of x-cells and p-cells that are shift registers. (b) The shift-and-reset dynamics.
(c) Output spike-train Y(t).
time evolution of the ISI. Using the ISI map, we can clarify
basic characteristics of the spike-train.
• Approximation methods of spike-train generators based on
analog dynamics have been studied (e.g., Iplikci (2006)),
whereas this paper studies approximation of spike-train
generators based on discrete-state dynamics. In Ref. Torikai
(2007), we have studied a learning algorithm of the DSN for
ultra-wideband impulse-radio technology (Maggio, Rulkov,
& Reggiani, 2001; Oppermann, Stoica, Rabbachin, Shelby,
& Haapola, 2004). However the algorithm does not accept
any input spike-train and is not designed to approximate
spike-trains.
2. Digital spiking neuron
Inthissectionweintroducethedigitalspikingneuron(DSN)
andexplainitsbasicdynamics(Torikai,Hamanakaetal.,2006).
The DSN operates on a discrete time t = 0,1,2,.... As shown
in Fig. 2(a), the DSN has M pieces of p-cells that are indexed
by i ∈ {0,1,..., M − 1}, where M ≥ 2. Each p-cell has a
digital state pi(t) ∈ {0,1} ≡ B. The p-cells are ring-coupled
and are governed by
pi(t + 1) = pi−1(t) for 1 ≤ i ≤ M − 1,
p0(t + 1) = pM−1(t).
(1)
In this paper initial states of the p-cells are ﬁxed to p0(0) = 1
and pk(0) = 0 for all k 6= 0. Then the p-cells oscillate
periodically with period M. As shown in Fig. 2(a), the DSN
has one-way reconﬁgurable wirings from the left terminalsAuthor's personal copy
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(l0,...,lM−1) to the right terminals (r0,...,rN−1), where
N ≥ 2. The left terminals accept a state vector P(t) ≡
(p0(t),..., pM−1(t))t ∈ BM of the p-cells. Each left terminal
li has one wiring, and each right terminal rj can accept any
number of wirings. In order to describe the pattern of the
wirings, let us introduce an N × M wiring matrix A whose
element is deﬁned by a(j,i) = 1 if the left terminal li is wired
to the right terminal rj; and a(j,i) = 0 otherwise. The DSN in
Fig. 2(a) has the following wiring matrix.
A =




 



0 0 0 0 0 0 0
0 0 1 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 1
0 1 0 0 0 0 0
0 0 0 1 0 1 0


 





. (2)
The wiring matrix A has one “1” in each column. The
right terminals (r0,...,rN−1) output a base signal b(t) ≡
(b0(t),...,bN−1(t))t ∈ BN which can be described by
b(t) = AP(t). (3)
In Fig. 2(b), white circles represent a base signal b(t) which
corresponds to the wiring pattern in Fig. 2(a). Here let us
consider the x-cells. Each jth x-cell has a digital state x j(t) ∈
B. Also, as shown in Fig. 2(a), the x-cell has three digital
inputs {bj,xN−1,x j−1}, where x−1 ≡ 0. The x-cell operates as
follows: x j(t + 1) = x j−1(t) if xN−1(t) = 0, and x j(t + 1) =
bj(t) if xN−1(t) = 1. Let (x0(t),...,xN−1(t))t ≡ X(t) ∈ BN
be a state vector of the x-cells, and let S((x0,...,xN−1)t) =
(0,x0,...,xN−2)t be a shift operator. Then dynamics of the
x-cells are described by
X(t + 1) =

S(X(t)) if xN−1(t) = 0, (Shift)
b(t) if xN−1(t) = 1. (Reset) (4)
Basic dynamics of the x-cells are shown in Fig. 2(b). A black
box at (t, j) represents that the x-cell has state x j(t) = 1. If
the black box is below the highest position which is indexed by
j = N − 1, the black box is shifted upward. If the black box
reaches the highest position at t = tn (i.e., xN−1(tn) = 1), the
black box at t = tn + 1 is reset to the position of the white
circle at t = tn. At this reset moment, the DSN outputs a
spike Y(tn) = xN−1(tn) = 1. Repeating such shift-and-reset
dynamics, the DSN generates a spike-train
Y(t) ≡ xN−1(t), t = 0,1,2,... (5)
as shown in Fig. 2(c). As a result, the dynamics of the
DSN are described by Eqs. (1) and (3)–(5). Also the DSN
is characterized by the following parameters: number M of
p-cells; number N of x-cells; and elements a(j,i) of N ×
M wiring matrix A. The relations between the parameters
(M, N,A)andcharacteristicsofthespike-trainY(t)arestudied
in the next section.
3. Various spike-trains and problem setting
In this section we show that the DSN can generate various
spike-trains Y(t) by adjusting the parameters (M, N,A). Let us
Fig. 3. Maps corresponding to the DSN in Fig. 2. (a) Base index function β.
(b) Phase map F. (c) Projection of the ISI map G onto (Dn, Dn+1)-plane.
The initial conditions are θ1 = 0 and D1 = 5; and the maps generate the
sequences (θ1,θ2,...,θ7) = (0,5,6,2,1,3,4) and (D1, D2,..., D7) =
(5,1,3,6,2,1,3).
begin with deﬁning inter-spike interval (ISI) and its periodicity
(see also Fig. 2(c)).
Deﬁnition. Let tn be the nth spike position and let Dn ≡ tn+1−
tn be the nth ISI, where n = 1,2,3,.... A spike-train Y(t) is
said to be periodic if there exists a positive integer Q such that
tn+Q(mod M) = tn(mod M) for all n ≥ 1. In this case the
minimum integer Q such that tn+Q(mod M) = tn(mod M) is
said to be the ISI number of the periodic spike-train Y(t). A
sequence D ≡ (D1, D2,..., DQ) is said to be the ISI sequence
of the periodic spike-train Y(t). T ≡
PQ
n=1 Dn is said to be the
period of the periodic spike-train Y(t).
The spike-train Y(t) in Fig. 2(c) can be characterized by
ISI number Q = 7,
ISI sequence D = (5,1,3,6,2,1,3).
(6)
In order to consider time evolution of the ISI Dn (i.e., dynamics
of the ISI Dn), let us deﬁne a base index function:
β(t,b(t)) = j if bj(t) = 1,
t ∈ {0,1,..., M − 1}, β ∈ {0,1,..., N − 1}.
Fig. 3(a) shows the base index function β(t,b(t)) correspond-
ing to the DSN in Fig. 2. As shown in these ﬁgures, the base
index function β(t,b(t)) can be regarded as a time-waveform
of the base signal b(t). Let us deﬁne a spike phase
θn ≡ tn(mod M).
Also, let Zθ ≡ {0,1,..., M − 1} and let ZD ≡ {1,2,..., N}.
Then we can give the following proposition.
Proposition. Assume that each left terminal li of the DSN
has exactly one wiring to one of the right terminals {rj}
(equivalently, each ith column of the wiring matrix A includes
exactly one element which is a(j,i) = 1). Then the dynamics
of spike phase θn and ISI Dn can be described by the following
phase map F : Zθ → Zθ and ISI map G : Zθ × ZD → ZD,
where Θn ≡ θn + Dn(mod M).
θn+1 = F(θn)
≡ θn + N − β(θn,b(θn))(mod M),
Dn+1 = G(θn, Dn) ≡ N − β(Θn,b(Θn)).
(7)
The proof of this proposition is given in Appendix A.
The proposition gives a sufﬁcient condition for the existenceAuthor's personal copy
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Fig. 4. A problem setting: Can the student DSN reproduce or approximate the
teacher ISI sequence ˜ D = ( ˜ D1,..., ˜ D ˜ Q) by using a learning algorithm which
is based on successive changes of the wiring matrix A?
of the maps F and G. Fig. 3(b) and (c) show the phase
map F and the ISI map G corresponding to the DSN in
Fig. 2. In these ﬁgures, the initial conditions are θ1 = 0 and
D1 = 5; the maps generate the sequences (θ1,θ2,...,θ7) =
(0,5,6,2,1,3,4) and (D1, D2,..., D7) = (5,1,3,6,2,1,3).
Using the maps, we can clarify the basic relations between
parameters (M, N,A) and characteristics of the output spike-
train Y(t) as follows.
• The possible longest ISI is determined by the number N of
x-cells, i.e., 1 ≤ Dn ≤ N. This is because Dn ∈ ZD.
• The possible maximum ISI number is determined by the
number M of p-cells, i.e., 1 ≤ Q ≤ M. This is because
the ISI map G can be regarded as a function of Θn ∈ Zθ,
and thus G has at most M images.
• Various shapes of the ISI map G (i.e., rich dynamics of the
ISI Dn) can be realized by adjusting the wiring matrix A.
This is because the base index function can be re-written as
β(t,AP(t)), and thus various shapes of β can be realized by
adjusting the wiring matrix A.
Based on such richness of the ISI dynamics, in this paper
we consider the problem setting depicted in Fig. 4. The teacher
spike-train ˜ Y(t) is a given spike-train which has a teacher ISI
sequence ˜ D = ( ˜ D1,..., ˜ D ˜ Q), where the tilde “ ˜ ” represents
“teacher” hereafter. The teacher ISI sequence ˜ D is input to a
student DSN. The student DSN generates a student spike-train
Y(t) which has a student ISI sequence D = (D1,..., DQ).
Now we have the following fundamental question.
Can the student DSN reproduce or approximate the teacher
ISI sequence ˜ D by using a learning algorithm which utilizes
successive changes of the wiring matrix A?
In the next section we consider an approach toward the
question.
4. Basic theorem and learning algorithm
In this section we give a basic theorem and deﬁne a distance
between ISI sequences. Using the theorem and the distance,
we present a learning algorithm and demonstrate its abilities
by illustrative examples.
4.1. Re-wiring theorem
Let us consider the change of a wiring matrix Aold into
a different wiring matrix Anew. We refer to such a change
of wiring matrix as re-wiring. The superscripts “old” and
“new” represent “original version” and “re-wired version”,
respectively, hereafter. As an example of Aold, let us use the
M × M wiring matrix A in Eq. (2). First, the wiring matrix Aold
whose element is denoted by aold(j,i) is transformed into an
M × M matrix Hold whose element is denoted by hold(j,i) via
the following transformation:
hold(M − j + i (mod M),i) = aold(j,i)
for all i = 0,..., M − 1 and j = 0,..., M − 1.
(8)
The wiring matrix Aold = A in Eq. (2) is transformed into
Hold =




 



0 0 0 0 1 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1
0 1 0 0 0 0 0
0 0 0 1 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 1 0


 





. (9)
This matrix Hold can be regarded as a transition matrix
representation of the phase map F in Fig. 3(b). Hence we
refer to Hold as the transition matrix. Second, the transition
matrix Hold is changed into a different transition matrix Hold by
swapping the rth and the sth rows, and then swapping the rth
and the sth columns. We refer to the integers (r,s) as re-wiring
positions. As an example, let us use (r,s) = (5,6). Then the
transition matrix Hold in Eq. (9) is changed into
Hnew =


 





0 0 0 0 1 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 1
1 0 0 0 0 0 0






 

. (10)
Finally, the transition matrix Hnew whose element is denoted
by hnew(j,i) is transformed into a an M × M wiring matrix
Anew whose element is denoted by anew(j,i) via the following
transformation:
anew(M − j + i (mod M),i) = hnew(j,i)
for all i = 0,..., M − 1 and j = 0,..., M − 1.
(11)
The matrix Hnew in Eq. (10) is transformed into
Anew =


 





0 0 0 0 0 0 0
1 0 1 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0






 

. (12)Author's personal copy
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Fig. 5(a) shows the DSN with the re-wired matrix Anew in Eq.
(12). We note that a re-wiring leads to the change of at most
four wirings of the DSN. In the case of Fig. 5(a), the three bold
wirings are different from the wirings in Fig. 2(a). Fig. 5(b)
shows the phase map Fnew of the re-wired DSN. Let us explain
how the phase map is changed by the re-wiring. Let a map
σm,n(θ) from Zθ into itself denote the transposition of m and
n, i.e.,
σm,n(m) = n, σm,n(n) = m,
and σm,n(θ) = θ for θ 6= m,n.
(13)
Then, for given re-wiring positions (r,s), we have a relation
Fnew = σr,s ◦ F ◦ σr,s. Actually, by comparing Fig. 3(b) and
Fig. 5(b), we can conﬁrm Fnew = σ5,6 ◦ F ◦ σ5,6. Fig. 5(c)
shows the ISI map Gnew of the re-wired DSN. Fig. 5(d) shows
the spike-train Ynew(t) which is characterized by
ISI number Qnew = 7,
ISI sequence Dnew = (6,6,4,6,2,1,3).
(14)
Comparing Eqs. (14) and (6), we can see that the ISI number
is invariant (Qnew = Q) but the ISI sequence is changed
(Dnew 6= D) by the re-wiring. In the following, we give some
generalized results.
In order to simplify the consideration, we assume that the
numbers of p-cells and x-cells are identical, i.e.,
M = N. (15)
Then we refer to M as system size hereafter. We also assume
that the re-wiring positions satisfy 1 ≤ r < s ≤ M − 1. We
then introduce the following.
Re-wiring rule. A wiring matrix Aold is transformed into a
transition matrix Hold via Eq. (8). The transition matrix Hold is
changed into a transition matrix Hnew by swapping the rth and
the sth lows, and then swapping the rth and the sth columns.
The transition matrix Hnew is transformed into the re-wired
matrix Anew via Eq. (11).2
We assume that the initial states xold
j (0) and xnew
j (0) of the
original and the re-wired DSNs are ﬁxed to
xold
N−1(0) = xnew
N−1(0) = 1,
xold
k (0) = xnew
k (0) = 0 for k 6= N − 1.
(16)
This initial state setting guarantees that the 1st spike positions
of the original DSN and the re-wired DSN are told
1 = 0 and
tnew
1 = 0, respectively. Then we can give the following.
Theorem. Let a DSN have a wiring matrix Aold and let it
generate a periodic spike-train with ISI number Qold. Then, for
arbitrary re-wiring positions (r,s), the re-wired DSN generates
2 The assumption in Eq. (15) guarantees that the transformations in Eq. (11)
and (8) can be regarded as one-to-one mappings and inverse mappings to each
other. That is, the assumption in Eq. (15) guarantees that there exist a unique re-
wired matrix Anew for a given wiring matrix Aold and a given pair of re-wiring
positions (r,s). The re-wiring rule will be generalized for the case of M 6= N
elsewhere.
Fig. 5. Re-wired DSN. (a) The bold wirings are different from the wirings
in Fig. 2(a). (b) Phase map Fnew. (c) Projection of the ISI map Gnew onto
(Dnew
n , Dnew
n+1)-plane. (d) Output spike-train Ynew(t) whose ISI sequence is
different from the ISI sequence in Fig. 2(c).
a periodic spike-train with ISI number Qnew = Qold. That is,
the ISI number is invariant under the re-wiring rule.
The proof of this theorem is given in Appendix B. By
comparing Eqs. (6) and (14), we can conﬁrm the theorem. A
role of the theorem in a learning is discussed in Section 5. We
note that the preliminary paper (Torikai et al., 2007) considers
a limited case of Qold = M only and provides no proof.
4.2. Distance of ISI sequences
Let a teacher ISI sequence ˜ D and a student ISI sequence Dold
havethesameISInumber ˜ Q.Wethendeﬁneadistancebetween
˜ D and Dold as follows.
C(˜ D,Dold) =
1
˜ T
˜ Q X
n=1
| ˜ Dn − Dold
n |,
˜ T =
˜ Q X
n=1
˜ Dn.
(17)
That is, C is a Manhattan distance between ˜ D and Dold
normalized by period ˜ T of the teacher spike-train ˜ Y(t). For
example, ISI sequences ˜ D = (1,2,3) and Dold = (3,2,1) have
distance C = (|1 − 3| + |2 − 2| + |3 − 1|)/(1 + 2 + 3) = 4/6.
The distance C measures the degree of differences between the
ISI sequences ˜ D and Dold as follows.
• C(˜ D,Dold) = 0 implies ˜ D = Dold. In this case the student
DSN reproduces the teacher ISI sequence ˜ D.Author's personal copy
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Fig. 6. Learning algorithm.
• C(˜ D,Dold) > 0 implies ˜ D 6= Dold. In this case the student
DSN approximates the teacher ISI sequence ˜ D with distance
C. A smaller distance C means a smaller approximation
error.
4.3. Learning algorithm
Using the distance C and the re-wiring rule, we present
the following learning algorithm whose ﬂow-chart is given in
Fig. 6.
Step 1. Initialization: Initialize the wiring matrix Aold as
aold(j,i) :=



1 for j = M − 1 and i 6= ˜ Q − 1,
1 for j = Q − 1 and i = ˜ Q − 1,
0 otherwise
(18)
for all i and j, where “:=” denotes the “substitution of the
right side into the left side” hereafter. Initialize a counter k for
iteration number to k := 0.
Step 2. Re-wiring: Generate random integers (r,s) such that
1 ≤ r < s ≤ M − 1. Applying the re-wiring rule with the
re-wiring positions (r,s) to Aold, create a re-wired matrix Anew.
Step 3. Selection: If C(˜ D,Dnew) ≤ C(˜ D,Dold) then go to step
4. If C(˜ D,Dnew) > C(˜ D,Dold) then go to step 5. That is, the
distance C is used as a cost function.
Step 4. Update: Update the wiring matrix as Aold := Anew.
Step 5. Termination: Let K be a given maximum iteration
number. Increment the counter k by one. If k < K, then go
to step 2. If k ≥ K, then terminate the algorithm.
In order to explore abilities of the learning algorithm, let us
consider the following two examples of problem settings.
4.4. Example 1: Approximation of DSN by DSN
As the ﬁrst example, let us study a problem setting where the
teacher spike-train ˜ Y(t) is generated by a DSN called teacher
DSN. Let a teacher DSN with system size M = 10 have
the following wiring matrix: ˜ a(2,0) = ˜ a(3,1) = ˜ a(4,2) =
˜ a(7,3) = ˜ a(9,4) = ˜ a(0,5) = ˜ a(1,6) = ˜ a(5,7) =
˜ a(6,8) = ˜ a(8,9) = 1 and the other elements ˜ a(j,i) are 0.
This teacher DSN outputs a periodic spike-train ˜ Y(t) which
Fig. 7. A learning trial for M = 10. (a) Teacher spike-train ˜ Y(t) generated by
the teacher DSN. The teacher ISI sequence ˜ D = (2,2,5,9,8,5,2,4,8,5) is
appliedtothestudentDSNasaninput.(b)–(d)Studentspike-trainsinalearning
trial. (b) After initialization. Dold = (1,1,1,1,1,1,1,1,1,1) and C = 40/50.
(c) After re-wiring. Dnew = (1,1,1,3,9,9,3,1,1,1) and C = 32/50. (d)
After 150 learning iterations. Dold = ˜ D and C = 0. In this case the student
DSN reproduces the teacher ISI sequence ˜ D.
has the ISI number ˜ Q = 10 and the ISI sequence ˜ D =
(2,2,5,9,8,5,2,4,8,5) as shown in Fig. 7(a). As a student,
a DSN with system size M = 10 is used. The student DSN
accepts the teacher ISI sequence ˜ D as an input and obeys
the learning algorithm. Fig. 7(b) shows the student spike-train
Yold(t)justaftertheinitializationinstep1.Bytheinitialization,
the ISI number Qold of Yold(t) is to be identical with the
ISI number ˜ Q = 10 of the teacher spike-train ˜ Y(t).3 The
spike-trains ˜ Y(t) and Yold(t) seem to be very different, and
actually their ISI sequences ˜ D and Dold have the large distance
C(˜ D,Dold) = 40/50. Fig. 7(c) shows a student spike-train
Ynew(t) after a re-wiring in step 2. The theorem guarantees
that the ISI number Qold of the student spike-train Yold(t) is
invariant under the re-wiring, i.e., Qnew = Qold. The distance
C(˜ D,Dnew) = 32/50 is smaller than the distance C(˜ D,Dold) =
40/50. Hence the re-wired matrix Anew is substituted into the
wiring matrix Aold as described in step 4. Fig. 7(d) shows a
student spike-train Yold(t) after k = 150 learning iterations. In
this case the distance C is zero and the student DSN reproduces
the teacher ISI sequence ˜ D. Fig. 8 shows characteristics of the
distance C for learning iterations. We can see that the student
DSN can approximate the teacher ISI sequence ˜ D with distance
C ' 0.11 in average after about k = 500 learning iterations
and can reproduce the ISI sequence ˜ D (i.e., C = 0) in some
learning trials.
4.5. Example 2: Approximation of analog neuron
As the second example, let us study a problem setting where
the teacher spike-train ˜ Y(t) is generated by an analog neuron
model. As an example, let us use a chaotic analog spiking
3 The initialized student DSN generates a spike-train Yold(t) with spike
positions (0,1,2,...) as shown in Fig. 7(b). From Deﬁnition, the ISI number
of this spike-train Yold(t) is to be M, although the ISI sequence is (1,1,...,1).
That is, the ISI number Q is such that Dn+Q = Dn for all n and the period
T =
PQ
n=1 Dn is M or a multiple of M.Author's personal copy
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Fig. 8. Characteristics of the distance C for 40 learning trials. M = 10. The
student DSN accepts the teacher ISI sequence ˜ D in Fig. 7(a) that is generated
by the teacher DSN.
Fig. 9. Analog spiking neuron (Nakano & Saito, 2004). (a) Basic dynamics.
(b) Periodic attractor and periodic spike-train z(τ). δ = 0.18, λ = 1.0 and
µ = −0.75.
neuron (ASN) that can be regarded as a two-dimensional
version of the integrate-and-ﬁre neuron (Nakano & Saito,
2004). The dynamics of the ASN are described by
d
dτ

x
y

=

δ 1
−1 δ

x
y

for x < 1,
(x(τ+), y(τ+)) = (µ, y(τ) − λ(1 − µ)) if x(τ) = 1,
z(τ) =

0 for x(τ) < 1
1 if x(τ) = 1, (19)
where τ is a continuous time, τ+ denotes lim→0 τ +, x and y
are analog states, and z is an output. The ASN is characterized
by the analog parameters (λ,µ,δ). The basic dynamics of the
ASN are shown in Fig. 9. If x < 1, the state x vibrates as shown
in Fig. 9(a) and the trajectory of (x, y) rotates around the origin
(0,0) as shown in Fig. 9(b). If x = 1, the states (x, y) are reset
to (µ, y−λ(1−µ)) and a spike z = 1 is generated as shown in
Fig. 9(a). In the parameter case of Fig. 9(b), the ASN generates
Fig. 10. A learning trial. (a) Teacher spike-train ˜ Y(t) whose ISI sequence ˜ D =
(4,6,4,6,4,6,4,6,4,6) is given by integerizing the periodic ISI sequence
s in Fig. 9(b). (b)–(d) Student spike-trains Yold(t). (b) After initialization.
Dold = (1,9,1,9,1,9,1,9,1,9) and C = 30/50. (c) After k = 10 learning
iterations. Dold = (5,5,5,5,5,5,5,5,5,5) and C = 10/50. (d) After k = 50
learning iterations. Dold = ˜ D and C = 0. The student DSN reproduces the
teacher ISI sequence ˜ D.
a periodic spike-train z(τ) whose ISIs {sn} have real number
values.4 In a steady state, we sample q ISIs s ≡ (s1,...,sq),
where the number of samples q = 10 is commonly used in this
paper. The ISI sequence s in Fig. 9(b) can be integerized into an
ISI sequence ˜ D = (4,6,4,6,4,6,4,6,4,6) with ISI number
˜ Q = 2. This ISI sequence ˜ D is used as a teacher ISI sequence.
Fig. 10(a) shows a teacher spike-train ˜ Y(t) represented by this
teacher ISI sequence ˜ D. As a student, a DSN with system size
M = q isused.Fig.10(b)showsthestudentspike-trainsYold(t)
just after the initialization in step 1. By the initialization, the
ISI number Qold of the student spike-train Yold(t) is to be
identical with the ISI number ˜ Q = 2 of the teacher spike-
train ˜ Y(t). The theorem guarantees that the ISI number Qold
is invariant during the learning. Fig. 10(c) and (d) show the
student spike-trains Yold(t) after k = 10 and k = 50 learning
iterations, respectively. In the case of Fig. 10(d), the student
DSN reproduces the teacher ISI sequence ˜ D. Fig. 11 shows
characteristics of the distance C. We can see that the DSN
can approximate the teacher ISI sequence ˜ D within distance
C ' 0.01 in average after about k = 150 learning iterations,
and can reproduce ˜ D in some learning trials.
Now, let us consider the case where the ASN generates a
chaotic spike-train. In the parameter case of Fig. 12, the ASN
generates a chaotic spike-train z(τ) whose ISIs {sn} have real
number values. In a steady state, we sample q = 10 ISIs s ≡
(s1,...,sq). The ISI sequence s in Fig. 12 can be integerized
into an ISI sequence ˜ D = (3,6,8,3,8,1,3,7,2,9). This ISI
sequence ˜ D is used as a teacher ISI sequence. Fig. 13(a) shows
a teacher spike-train ˜ Y(t) which is represented by this teacher
ISI sequence ˜ D. As a student, a DSN with system size M = q
is used. The student accepts the ISI sequence ˜ D as an input
and obeys the learning algorithm. Fig. 13(b)–(d) show student
4 Typical phenomena (e.g., generation of periodic and chaotic spike-trains)
of the ASN have been conﬁrmed by laboratory experiments (Nakano & Saito,
2004)Author's personal copy
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Fig. 11. Characteristics of the distance C for 40 learning trials. M = q = 10.
The teacher ISI sequence ˜ D is the integerized periodic ISI sequence in Fig. 10.
Fig. 12. Chaotic attractor and chaotic spike-train z(τ) of the analog spiking
neuron. δ = 0.18, λ = 1.0 and µ = −0.18.
spike-trains Yold(t) in a learning trial. We can conﬁrm that the
student ISI sequence Dold approaches the teacher ISI sequence
˜ D as the learning proceeds. In the case of Fig. 13(d), the student
DSN approximates the teacher ISI sequence ˜ D with the distance
C = 6/50. Fig. 14 shows characteristics of the distance C. We
can see that the DSN can approximate the teacher ISI sequence
˜ D within distance C ' 0.15 in average after about k = 500
learning iterations.
5. Concluding remarks
We have presented the learning algorithm for the DSN based
on the re-wiring. Then we have shown that the student DSN
can reproduce a spike-train from a teacher DSN by using
the learning algorithm. We have also shown that the DSN
can approximate various spike-trains from the analog spiking
neuron.
• Let us consider the case where the numbers of cells are
M = N as assumed in this paper and the ISI number
of a teacher spike-train is ˜ Q = M. In this case the
number of all the wiring matrixes of the student DSN is
MM. If the learning algorithm randomly creates a re-wired
matrix without obeying the theorem, the search space of the
learning is the set of MM wiring matrixes. In these MM
wiring matrixes, however, there exist only (M − 1)! wiring
Fig. 13. A learning trial. (a) Teacher spike-train ˜ Y(t) whose ISI sequence
˜ D = (3,6,8,3,8,1,3,7,2,9) is given by integerizing the sample chaotic ISI
sequence s in Fig. 12. (b)–(d) Student spike-trains Yold(t) in a learning trial. (b)
Afterinitialization.Dold = (1,1,1,1,1,1,1,1,1,1)andC = 40/50.(c)After
1 learning iteration. Dold = (1,1,1,4,8,1,4,8,1,1) and C = 32/50. (d)
After 150 learning iterations. Dold = (3,3,8,3,8,3,4,7,2,9) and C = 6/50.
Fig. 14. Characteristics of the distance C for 40 learning trials. M = q = 10.
The teacher ISI sequence ˜ D is the integerized and sampled chaotic ISI sequence
in Fig. 12.
matrixes that lead to ISI number M of the student spike-
trains. The signiﬁcance of the theorem is that it can restrict
the search space from the MM wiring matrixes into the
(M − 1)! wiring matrixes. From this fact, we suggest that
convergence time of the learning may be evaluated based
on the size (M − 1)! of the search space. Detailed analysis
of the convergence time is an important problem for future
research.
• Recall that the possible longest ISI of a student spike-train is
M and the possible maximum ISI number is M, i.e., a larger
system size M realizes richer student spike-trains. Hence
the distance C (which can be regarded as an approximation
error) is expected to be smaller for larger system size M. It
can be seen in Fig. 8 that the distance (which can be also
regarded as a cost function) keeps C > 0 in some learning
trials, i.e., these learning trials are trapped into local minima.
Relations between cost functions and corresponding local
minima are always important problems in many learning
methods. Because this paper ﬁrstly studies the learning of
the DSN for spike-train approximation, deep analysis of the
approximation error and the local minimum problem areAuthor's personal copy
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premature and should be listed as important problems for
future research.
• It is suggested that bifurcation phenomena (relation between
change of parameter values and change of spike-train
characteristics) of a biological neuron are related to the
encoding function of the neuron (Izhikevich, 2006). In this
paper we have studied the approximation of the analog
teacher neuron by the DSN for ﬁxed parameter values of the
teacher. Hence an important subject of research in the future
is the development of the DSN and its learning algorithm
for approximation of bifurcation phenomena of analog
neurons. If the DSN can mimic bifurcation phenomena of
a sensory neuron, it may be applicable to neural prosthesis
such as electrical cochlea (Martignoli, van der Vyver,
Kern, Uwate, & Stoop, 2007). We note that our DSN
and learning algorithm are expected to be less space and
energy consuming than a straightforward approach such as
memorization of ISIs by a processor and memory. Detailed
analysis of space and energy consumptions of the DSN and
the learning algorithm is also an important subject of future
work.
• Among many analog spiking neuron models, the ASN
has some advantages, e.g., simple circuit structure, rich
bifurcation phenomena, and rigorous analysis by a mapping
procedure (Nakano & Saito, 2004). In this paper the ASN
is used as a generator of various ISIs. The problem setting
in this paper is “approximation of various spike-trains with
ﬁnite number of ISIs”. Because this paper ﬁrstly challenges
suchanapproximationproblem,“approximationofachaotic
attractor” should be listed as an important subject of future
work.
Other future works include the followings: (a) development
of the learning algorithm and its sophisticated implementation
method;and(b)developmentofapulse-coupledneuralnetwork
of DSNs having some useful functions.
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Appendix A. Proof of proposition
First, let us derive the phase map F. It is assumed that each
column of the wiring matrix A includes exactly one element
which is a(j,i) = 1. This assumption guarantees that the base
index function β can be described by
β(t,b(t)) = β(t,AP(t)) = j if a(j,t) = 1
for t ∈ Zθ. (20)
Then, for a given spike phase θn, the ISI Dn is given by
Dn = N − β(θn,b(θn)). (21)
Since tn+1 = tn + Dn, the dynamics of the spike phase θn =
tn(mod M) are described by θn+1 = θn + N − β(θn,b(θn))
(mod M). Hence F in the proposition is derived. Second, let us
derive the ISI map G. Since tn+1 = tn + Dn, we have
θn+1 = θn + Dn(mod M) = Θn. (22)
From Eq. (21), we have
Dn+1 = N − β(θn+1,b(θn+1)). (23)
Substituting Eq. (22) into Eq. (23), we have Dn+1 = N −
β(Θn,b(Θn)). Hence G in the proposition is derived.
Appendix B. Proof of theorem
Let us begin with deﬁning periodicity of the spike phase θn
of the phase map F. A spike phase θn is said to be periodic
if there exists a positive integer Q such that FQ(θn) = θn
for all n ≤ 1. In this case the minimum integer Q such that
FQ(θn) = θn is said to be the cycle of the spike phase θn.
Then, from Deﬁnition, we have the following relation, where l
denotes “implies” hereafter.
A spike phase θn of F is periodic with cycle Q.
l
A spike-train Y(t) of DSN is periodic with ISI number Q.
(24)
Since Hold and Hnew are transition matrix representations of
the phase maps Fold and Fnew, respectively, we can have the
following relation.
Re-wiring from Aold to Anew
with re-wiring positions(r,s).
l
Fnew = σr,s ◦ Fold ◦ σr,s.
(25)
Let us consider the case where a DSN has an ISI sequence
Dold with ISI number Qold = M. In this case the phase map
Fold oftheoriginalDSNcancorrespondtoapermutation.From
the relation in (25), the phase map Fnew of the re-wired DSN
can also correspond to a permutation. Then Fnew generates a
periodic sequence with cycle M. From the relation in (24), the
ISI sequence Dnew of the re-wired DSN has the ISI number
Qnew = M. That is, the theorem for Qold = M is proven.
Now, let us consider the case where a DSN has an ISI
sequence Dold with ISI number Qold < M. In this case the
phase map Fold cannot correspond to a permutation: Fold
has both periodic spike phase(s) and eventually periodic spike
phase(s).5 Recalling θold
1 = 0, the spike phase θold
n = 0 of
Fold is periodic with cycle Qold. Since r 6= 0 and s 6= 0, the
spike phase θnew
n = 0 of Fnew corresponds to (or, topologically
equivalent to) θold
n = 0 of Fold. Hence θnew
n = 0 is periodic
with cycle Qold. That is, the theorem for Qold < M is proven.
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