Abstract -This paper presenis a parallel algorithna for solving ihe region growing based on the split and merge approach. The algarithnl was implemented on the CM-2 and the CM-5 in the daia parallel and message passing models. The perjormance of these implementations i s examined and compared.
Region growing is a general technique for image segmentation. Image characteristics are used to group adjacent pixels together to form regions. Regions are then merged with other regions to grow larger regions. A r e gion might correspond to a world object or a meaningful part of one [2] .
The merging of pixels or regions to form larger regions is usually governed by a homogeneity criterion that inust be satisfied. A variety of homogeneity criteria have been investigated for region growing. The pixel ran ye homogeneity criterion requires that the diflerence between the minimum and maximum intensities within a region not exceed a threshold value T.
There are many approaches for solving the region growing problem [1, 2, lo]. This paper presents a parallel algorithm for solving the problem based on the split and merge approach [5] . The algorithm aims to reduce the number of merge steps required to identify the regions in the image by using a preprocessing split stage.
While previous parallcl implementations of the spIit and merge approach have used dynamic or tree structures to represent the regions in the image [a, 91, our implementations use only one and two-dimensional arrays to soIve the problem. Moreover, we introduce an element of randomness to the merging of regions. For a detailed presentation, refer to [3].
THE SPLIT AND MERGE APPROACII
The split and merge approach solves the region growing problem in two stages: the split stage and the merge stage.
The Split Stage
In the split stage, an N x N image i s partitioned into square regions which satisfy the homogeneity criterion. At first, each pixel is considered a Iiornogeneous square region of size 1 x 1. Then every group of four adjacent pixels are tested for homogeneity. If the homogeneity criterion is satisfied, the pixels are combined into one larger square region of size 2 x 2, and so on. The split stage terminates when the whole image is one square r~gion of size N x N, or when no more square regions can be merged. Figure 1 The regicln growing problem is a representative of a type of loosely synchronous problems, linown as adaptive irregular problems, whose data objects evolve during the computation in a t,ime synchronizc3d manner [4]. The problem exhibits a dynamic behavior that starts with a high degree of parallelism that very rapidly diminishes to a much lower degree of parallelism.
The split and merge algorithm for soIving the region growing problem was implemented in both the data parallel and message passing models. In the data parallel model, the CM Fortran programming language was used, and the same program was executed on both the CM-2 atld the CM-5. In the message passing model, on the other hand, sequential Fortran 77 supplemented with message passing library routines (CMMD) was used, and the program was executed on the ChI-5. Only one and tn~dimensional arrays were used to represent the various data ite~ns required. Two-dimensional arrays were used to store the intensities and other information pertaining to the pixels, while one-dimensional arrays were used to store itiformation about the vertices and edges of the graph modeling the problem.
Data Parallel Implementation
The data parallel implementation of the split and merge algorittim consists of the following steps: 1. The two-dimensional pixel image is repeatedly split into homogeneous square regions. The bar chart of Figure 3 gives a mentation is expected to be closer to the message of the times taken by the merge stage in the various passing one. implementations. In examining the performance of the different paraIIel implementations of the split and merge algorithm, we make the following observations: The number of merge iterations required to find the regions in an image are not identical in all cases. The random numbers generated, as well as the order in which messages are received affect the actual merges that take place and hence the number of merge iterations required to solve the problem. Asynchronous communication on the CM-5 is faster than Linear Permutation, since in Linear Permutation the nodes must loop a larger number of times to complete the required communications.
