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Abstract—Consider an energy harvesting sensor continuously
monitors a system and sends time-stamped status update to a des-
tination. The destination keeps track of the system status through
the received updates. Under the energy causality constraint at the
sensor, our objective is to design an optimal online status updating
policy to minimize the long-term average Age of Information
(AoI) at the destination. We focus on the scenario where the
the channel between the source and the destination is noisy, and
each transmitted update may fail independently with a constant
probability. We assume there is no channel state information
or transmission feedback available to the sensor. We prove that
within a broadly defined class of online policies, the best-effort
uniform updating policy, which was shown to be optimal when
the channel is perfect, is still optimal in the presence of update
failures. Our proof relies on tools from Martingale processes, and
the construction of a sequence of virtual policies.
Index Terms—Age of information, energy harvesting, online
policy, status updating, noisy channel.
I. INTRODUCTION
Energy harvesting (EH) sensor networks, composed of
devices that are powered by energy harvested from ambient
environment, are becoming the future of energy self-sustaining
wireless networks, with the goal of having extended lifetime
and being deployed in challenging conditions or locations.
To cope with the intermittent, random and scarce nature
of the harvested energy in such networks, various energy
management policies have been studied in the past years under
different performance criterion [1]–[4].
Meanwhile, a metric called “Age of Information” (AoI)
has been introduced to measure the timeliness of the status
information in a network recently [5]. Specifically, at time t,
the AoI in the system is defined as t − U(t), where U(t)
is the time stamp of the latest received update packet at the
destination. AoI has shown to be fundamentally different from
standard performance metrics, such as throughput, delay, or
distortion. Modeling the status updating system as a queueing
system, the time average AoI has been analyzed in systems
with a single server [5]–[12], and multiple servers [13]–[15].
A related metric, Peak Age of Information (PAoI), has been
introduced and studied in [16]–[18]. The optimality properties
of a preemptive Last Generated First Served service discipline
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are identified in [19]. AoI optimization has been studied
in [20]. The relationship between AoI and the MMSE in
remote estimation of a Wiener process is investigated in [21].
A few recent works start to investigate AoI-minimal status
updating policies under an energy harvesting setting [22]–[32].
It has been shown in [22] that a lazy updating policy that
introduces inter-update delays outperforms a greedy policy that
submits a fresh update as the system becomes available. AoI
minimization in an EH system under different assumptions on
the battery size has been investigated in [23]–[28]. Specifically,
for the infinite battery case, [24] shows that the best-effort
uniform (BU) updating policy, which updates at a constant
rate when the source has sufficient energy, is optimal when the
channel between source and destination is perfect. For finite
battery sizes, several battery level dependent threshold policies
have been shown to be optimal in [23]–[28]. Offline policies
to minimize AoI in EH channels have been studied in [29],
[30]. Average AoI with different channel coding schemes for
EH channels has been analyzed in [31], [32].
In this paper, we extend our previous work [24] by assuming
a noisy channel between the source and the destination, and
each update will fail with a constant probability, independent
with any other factors in the system. Besides, we assume
there is no channel state information (CSI) or transmission
feedback available to the transmitter. We focus on the infinite
battery case, and aim to develop online status updating policy
for the source to minimize the long-term average AoI at the
destination even with the noisy channel. We first obtain a lower
bound on the long-term AoI for a broadly defined class of
online policies, and then show that the BU updating policy
can actually achieve the lower bound, thus is still optimal.
To overcome the difficulty of characterizing the complicated
AoI evolution due to update failure and battery outage, we
construct a sequence of virtual policies named as best-effort
updating with energy removal (BU-ER). Under BU-ER, we
are able to decouple the impacts of battery outage and up-
date failure, and explicitly show that the expected long-term
average AoI under such policies approaches the lower bound.
Since the BU-ER policies are sub-optimal to the BU updating,
the optimality of BU updating can thus be proved. We also
evaluate the performances of the proposed policies through
simulations.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a scenario where an energy harvesting sensor
continuously monitors a system and sends time-stamped status
updates to a destination. The destination keeps track of the
system status through the received updates. We use the metric
Age of Information (AoI) to measure the “freshness” of the
status information available at the destination.
Similarly to [24]–[32], we assume the time used to collect
and transmit a status update is negligible compared with the
time scale of inter-update delays. Therefore, given sufficient
energy available at the source, a status update can be generated
and transmitted to the destination instantly. Intuitively, a status
update should be transmitted once it is generated to avoid
unnecessary queueing delay. We assume the channel between
the source and the destination is noisy, thus each update trans-
mitted by the source may be corrupted and unrecognizable at
the destination. Specifically, we assume that with probability
p, 0 < p ≤ 1, an update will be successfully delivered to
the destination, irrespective of other factors in the system. As
shown in Fig. 1, only after an update is successful received the
AoI in the system will be updated. We assume there is no CSI
or transmission feedback available to the source. Therefore, the
source does not have precise knowledge of the instantaneous
AoI in the system.
We assume that the energy unit is normalized so that each
status update requires one unit of energy. This energy unit
represents the cost of both measuring and transmitting a status
update. Assume energy arrives at the sensor according to
a Poisson process with parameter λ. Hence, energy arrivals
occur at discrete time instants t1, t2, . . .. Without loss of
generality, we assume λ = 1 for ease of exposition. The sensor
is equipped with a battery to store the harvested energy. In this
paper, we focus on the case when battery size is infinite.
A status update policy is denoted as pi := {ln}
∞
n=1, where ln
is the nth updating epoch at the source. Define An as the total
amount of energy harvested in [ln−1, ln), and E(l
−
n ) as the
energy level of the sensor right before the scheduled updating
epoch ln. Assume l0 = 0,
E(l−0 ) = E0, where E0 ≥ 1. (1)
Then, under any feasible status update policy, the energy queue
evolves as follows
E(l−n ) = E(l
−
n−1)− 1 +An, (2)
E(l−n ) ≥ 1, (3)
for n = 1, 2, . . .. Equation (3) corresponds to the energy
causality constraint in the system. Based on the Poisson arrival
process assumption, An is an independent Poisson random
variable with parameter ln − ln−1.
Due to channel fading, only a subset of the updates will be
successfully delivered. Thus, the actual status updating epochs
at the destination are different from {ln}
∞
n=1 in general. We
use Sn to denote the nth actual update epoch at the destination.
We assume S0 = l0 = 0, i.e., the system successfully updates
its status information right before time zero.
AoI
S1l1 T
X2
0 S2
X1
Fig. 1: AoI as a function of T . Circles represent successful
status updates and crosses represent failed status updates.
Denote the inter-update delays as Xn := Sn − Sn−1,
for n = 1, 2, . . .. Then, we have Sn =
∑n
i=1Xi. We
use M(T ) and N(T ) to denote the number of transmitted
status updates and successfully delivered status updates over
(0, T ], respectively. Define R(T ) as the accumulated age of
information experienced by the system over [0, T ]. Then,
R(T ) =
∑N(T )
i=1 X
2
i + (T − SN(T ))
2
2
, (4)
and the time average AoI over the duration [0, T ] can be
expressed as R(T )/T .
Our objective is to determine the sequence of update epochs
l1, l2, . . . at the source, so that the time average AoI at
the destination is minimized, subject to the energy causality
constraint. We focus on a set of online policies Π in which
the information available for determining the updating epoch
ln includes the updating history {li}
n−1
i=0 , the energy arrival
profile over [0, ln), as well as the energy harvesting statistics
(i.e., λ in this scenario). The optimization problem can be
formulated as
min
pi∈Π
lim sup
T→∞
E
[
R(T )
T
]
(5)
s.t. (1)− (3),
where the expectation in the objective function is taken over
all possible energy harvesting sample paths.
Due to the stochastic energy arrivals and temporal depend-
ing in the battery state, it is difficult to solve the stochastic
optimization in (5) directly. The random update failures make
the problem even more challenging. Therefore, in the follow-
ing, we take an indirect approach, where we will first identify
a lower bound on the long-term AoI for a broad class of online
polices, and then construct online policies to achieve the lower
bound.
III. A LOWER BOUND
First, we note that when the battery size is infinite, no
energy overflow will happen, and the long-term average status
updating rate is subject to the EH rate constraint. Specifically,
we have the following lemma.
Lemma 1 (Lemma 1 in [24]) Under any policy pi ∈ Π, it
must have limT→∞M(T )/T ≤ 1 almost surely.
Besides, we also have the following intuitive yet important
observation.
Lemma 2 For any pi ∈ Π that achieves a finite expected long-
term average AoI, it must have limT→∞M(T ) = ∞ almost
surely.
The proof of Lemma 2 is omitted due to space limitation.
In the following, we will focus on the policies that achieve
finite expected long-term average AoI. In order to facilitate our
analysis, we introduce a broad class of online policies defined
as follows.
Definition 1 (Bounded Updating Policy) If under a policy
pi ∈ Π, the nth updating epoch at the source (i.e., ln) satisfies
E[ln] <∞ for any fixed n ∈ {1, 2, . . .}, pi is called a bounded
updating policy.
Denote the set of bounded updating policy as Π′. Then,
Π′ ⊂ Π. Intuitively, any practical status updating policy should
be in Π′, as it is undesirable to have any nth updating epoch,
and the inter-update delay between any consecutive updating
epochs before ln, to become unbounded in expectation. We
have the following lower bound for bounded updating policies.
Lemma 3 The expected long-term average AoI is lower
bounded by 2−p2p for any pi ∈ Π
′.
Proof: Define STi := min{Si, T }, l
T
n := min{ln, T }, and
pn := (1 − p)
n−1p. Then, under any pi ∈ Π′, the expected
average AoI over [0, T ] can be expressed as
E
[
R(T )
T
]
=
1
T
E

N(T )∑
i=0
(STi − Si)
2
2

 (6)
=
1
2T
E

M(T )∑
n=1
pnl
2
n +

1−M(T )∑
n=1
pn

T 2
+
M(T )∑
n=1
∞∑
j=1
(lTn+j − ln)
2ppj

 , (7)
where the first two terms inside the expectation in (7) corre-
spond to the AoI contribution over [0, ST1 ], and the last term
correspond to the AoI contribution over any other [Si, S
T
i+1].
This can be explained as follows. With fixed updating epochs
{ln}, depending on the realization of the channel state, the
interval [0, T ] can be decomposed into segments, separated
by successful updates. The probability to have [ln, l
T
n+j],
1 ≤ n ≤ M(T ), j ≥ 1, as one of such segment equals ppj ,
which corresponds to the event that update at ln succeeds,
and the next successful update is at ln+j . The corresponding
AoI contribution over [ln, l
T
n+j] thus needs to be weighted
by ppj when the expected AoI is calculated. Since the AoI
contribution over [0, ST1 ] is always positive, in the following,
we will drop it to obtain a lower bound, i.e.,
lim
T→∞
E
[
R(T )
T
]
(8)
≥ lim
T→∞
1
2T
E

p ∞∑
j=1
pj
M(T )∑
n=1
(lTn+j − ln)
2

 (9)
≥ lim
T→∞
1
2T
E

p ∞∑
j=1
pj
1
M(T )
(
jT −
j∑
n=1
lTn
)2 (10)
= lim
T→∞
1
2
p
∞∑
j=1
pjj
2
E
[
(T − l¯Tj )
2
M(T )T
]
, (11)
where (10) is based on Jensen’s inequality, (11) is derived by
considering the cases j ≤ M(T ) and j > M(T ) separately,
and l¯Tj :=
∑j
n=1 l
T
n /j.
Since each term in the summation in (11) is positive, we
can switch the order of limit and summation. We note that for
any given j, E[l¯Tj ] ≤ E[lj ] <∞ according to the definition of
bounded policy. Besides, for any policy that renders a finite
expected average AoI, we must have limT→∞M(T ) = ∞
almost surely according to Lemma 2. Therefore, according to
the Bounded Convergence Theorem, we have
lim
T→∞
E
[
l¯Tj
M(T )
]
= 0, lim
T→∞
E
[
l¯2j
M(T )T
]
= 0. (12)
Combining with (11), we have
lim
T→∞
E
[
R(T )
T
]
≥
1
2
p
∞∑
j=1
pjj
2 lim
T→∞
E
[
T
M(T )
]
(13)
=
1
2
p
∞∑
j=1
j2(1− p)j−1p =
2− p
2p
, (14)
where (14) follows from Lemma 1. 
IV. OPTIMAL ONLINE STATUS UPDATING
In this section, we propose online status updating policies
to achieve the lower bound derived in Section III. We will
start with the BU updating policy introduced in [24]. Although
we assume a noisy channel in this work, when there is no
CSI or feedback available to the source, intuitively, it is still
desirable for the source to update in a uniform fashion, so that
the successfully received updates at the destination would be
most uniformly distributed in time.
Definition 2 (BU Updating) The sensor is scheduled to up-
date the status at sn = n, n = 1, 2, . . .. The sensor performs
the task at sn if E(s
−
n ) ≥ 1; Otherwise, the sensor keeps silent
until the next scheduled status update epoch.
BU updating ensures that the energy causality constraint
is always satisfied. We expect that BU updating achieves
the lower bound in Lemma 3, however, analyzing its AoI
performance is very challenging. Although we are able to
identify a renewal structure in the system status evolution
under the BU updating policy (i.e., a renewal interval can
begin right after the sensor successfully delivers an update
and the battery state becomes E0 − 1), the analysis of the
expected average AoI over one renewal interval is still very
complicated, mainly due to two reasons:
First, different from the perfect channel case [24], the
actual update epoch at the destination may deviate from the
scheduled update epochs sn due to two possible events: battery
outage and update failure. Although the average AoI can be
characterized in systems where only one of such events can
happen, it is hard to analyze the AoI when the effects of both
events are involved.
Second, the expected length of such a renewal interval is
unbounded. This is because the battery evolution under BU
updating can be modeled as a Martingale process, and as we
will show in the proof of Lemma 5, the expected time when it
becomes empty for the first time (i.e., hitting time of zero) is
infinity. Since with a non-zero probability the renewal interval
contains such an interval, the expected length of each renewal
interval is thus unbounded, and the corresponding expected
average AoI becomes intractable.
To overcome such challenges, we will construct a sequence
of virtual policies, and show that the expected time average
AoI under those virtual policies approaches the lower bound
in Lemma 3. Since such virtual policies are sub-optimal to the
BU updating policy, the optimality of BU updating can thus be
proved. In order to simplify the definition and analysis of the
virtual policy, we assume E0 = 2. The proof can be slightly
modified to show that the optimality of the proposed policy is
valid for any E0 ≥ 0.
Definition 3 (BU-ERT0 ) The sensor performs BU updating
until the battery level after updating, i.e., E(s+n ), becomes
zero for the first time, or until time T+0 , in which case the
sensor depletes its battery; After that, when the battery level
E(s+n ) becomes higher than or equal to one for the first time,
the sensor reduces E(s+n ) to one, and then repeats the process.
Lemma 4 For any T0 > 0, BU-ERT0 updating policy is sub-
optimal to the BU updating policy.
Proof: We note that BU-ERT0 updating is identical to BU up-
dating except the energy removal at time T0 and when E(s
+
n )
becomes higher than one. Given the same energy harvesting
sample path, the battery level under BU is always higher than
that under BU-ERT0 . Thus, BU-ERT0 incurs more infeasible
status updating epochs. With the same channel fading profile,
the instantaneous AoI under BU-ERT0 updating is always
greater than or equal to that under BU updating sample path-
wisely. Thus, the expected time-average AoI under BU-ERT0
is greater than or equal to that under BU, which proves the
lemma. 
Since BU-ERT0 updating policy is a renewal policy, to
analyze the expected long-term average AoI, it suffices to
analyze the expected average AoI over one renewal interval. In
update success
update failure
battery outage
Fig. 2: An illustration of the BU-ERT0 updating policy.
the following, we will focus on the first renewal interval, and
show that the corresponding expected average AoI converges
to the lower bound in Lemma 3 as T0 increases. First, as
illustrated in Fig 2, we note that the renewal interval consists
of two stages. The first stage starts at time zero and ends
until E(s+n ) becomes zero for the first time, or until time T
+
0 .
We denote T1 as the duration of the first stage. We note that
all scheduled status updating epochs over (0, T1] are feasible.
The second stage starts at T1 and ends when the battery level
E(s+n ) becomes higher than or equal to one for the first time
after T1. We denote T2 as the duration of the second stage.
Lemma 5 Under BU-ERT0 updating, limT0→∞ E[T1] =∞.
Proof: Consider a “random walk” {Ωn}
∞
n=0, which start with
1 and increments with An − 1, where An is an i.i.d. Poisson
random variable with parameter 1. Denote the first 0-hitting
time for {Ωn}
∞
n=0 as κ. Then Ω0 = 1 and Ωκ = 0. Note
that when T0 →∞, {Ωn}
κ
n=0 is identical to the battery level
evolution process {E(s+n )}
κ
n=0 under the BU-ERT0 updating
policy almost surely, and the corresponding T1 = κ.
Define a Martingale process associated with {Ωn}
∞
n=0 as
{exp(−αΩn − nγ(α))}
∞
n=0 with α > 0 and γ(α) = e
−α −
(1− α) > 0. According to the proof of Theorem 1 in [33],
exp(−αΩ0) = E[exp(−αΩκ − κγ(α))]. (15)
Taking the derivative of both sides of (15) with respect to α,
Ω0 exp(−αΩ0) = E[(Ωκ + κγ
′(α)) exp(−αΩκ − κγ(α))].
(16)
Since Ω0 = 1 and Ωκ = 0, (16) can be reduced to
exp(−α) = E[κγ′(α) exp(−κγ(α))] ≤ E[κγ′(α)], (17)
where the inequality follows from the fact that κγ(α) ≥ 0.
Dividing both sides of (17) by γ′(α), we have
E[κ] ≥ exp(−α)/γ′(α). (18)
Note that
lim
α→0
γ′(α) = lim
α→0
(−e−α + 1) = 0+. (19)
Thus, we have
lim
T0→∞
E[T1] ≥ lim
α→0
exp(−α)/γ′(α) =∞. (20)

Lemma 6 Under BU-ERT0 updating, E[T2], E[T
2
2 ], E[T1 −
SN(T1)], E[(T1 − SN(T1))
2] are bounded.
Proof: First, we note that under BU-ERT0 updating, the en-
ergy arrival over [sn, sn+1) is a Poisson random variable An+1
with parameter 1. Therefore, if the battery level is zero at s+n ,
it remains zero at s+n+1 if An+1 = 0 or 1, which happens with
probability q := 2e−1. It goes above one with probability 1−q.
Thus, T2 is a geometric random variable with parameter 1−q,
whose first and second moments are bounded.
Next, we note that under the BU-ERT0 updating, the AoI
over [0, T1] is a renewal reward process, which resets to
zero at {Si}
N(T1)
i=1 . According to Proposition 3.4.6 in [34],
limt→∞ E[SN(t) − t] is bounded. Therefore E[SN(T1) − T1]
is uniformly bounded for any T1. Similarly, we can show that
E[(SN(T1) − T1)
2] is uniformly bounded. 
Theorem 1 As T0 →∞, the expected long-term average AoI
under BU-ERT0 is upper bounded by
2−p
2p .
Proof: First, we note that the
lim
T0→∞
E[(T1 + T2 − SN(T1))
2]
2E[T1 + T2]
= lim
T0→∞
E[(T1 − SN(T1))
2] + E[T 22 ] + 2E[T1 − SN(T1)]E[T2]
2E[T1]
(21)
= 0, (22)
where (21) follows from that the two events T1 − SN(T1)
and T2 are independent, and (22) follows from Lemma 5 and
Lemma 6.
Then, we note that under BU-ERT0
lim
T→∞
E
[
R(T )
T
]
≤
∑N(T1)
i=1 X
2
i + (T1 + T2 − SN(T1))
2
2E[T1 + T2]
.
Consider the channel state realization at the scheduled status
updating epochs under BU (and BU-ER) updating. Let Yi be
the duration between the ith and i − 1st epochs when the
channel states are good and the corresponding update would
be successful if it were sent. Then, {Yi}
N(T1)
i=1 is identical
to {Xi}
N(T1)
i=1 . This is because there is no battery outage
over [0, T1], and whether an update is successful or not only
depends on the channel state. Combining with (22), we have
lim
T0→∞
lim
T→∞
E
[
R(T )
T
]
≤ lim
T0→∞
E[
∑N(T1)
i=1 X
2
i ]
2E[T1 + T2]
(23)
≤ lim
T0→∞
E
[∑N(T1)+1
i=1 Y
2
i
]
2E
[∑N(T1)+1
i=1 Yi − (
∑N(T1)+1
i=1 Yi − T1)
] (24)
= lim
T0→∞
E[N(T1) + 1]E[Y
2
1 ]
2E[N(T1) + 1]E[Y1]− 2E
[∑N(T1)+1
i=1 Yi − T1
] ,
(25)
where (25) follows from Wald’s equality and the fact that
N(T1) + 1 is a stopping time for {Yi} for any given T1.
Since E[N(T1) + 1]E[Y1] ≥ E[T1], according to Lemma 5,
lim
T0→∞
E[N(T1) + 1]E[Y1] ≥ lim
T0→∞
E[T1] =∞. (26)
Meanwhile, we have E
[∑N(T1)+1
i=1 Yi − T1
]
uniformly
bounded for any T1 based on Proposition 3.4.6 in [34].
Therefore, (25) is equal to
E[Y 2
1
]
2E[Y1]
, i.e., 2−p2p . 
Lemma 3, Lemma 4 and Theorem 1 imply the optimality
of the BU updating, as summarized in the following theorem.
Theorem 2 Among the set of bounded policies, the BU up-
dating policy is optimal when the battery size is infinite.
V. SIMULATION RESULTS
In this section, we evaluate the performances of the pro-
posed status updating policies through simulations.
First, we generate sample paths for the Poisson energy
harvesting process with λ = 1, and perform the BU updating.
The time average AoI as a function of T is shown in Fig. 3. We
vary p = 0.2, 0.6, 1.0, and plot both the sample average and
the corresponding lower bound over 500 sample paths in the
figure. We observe that all curves gradually approach the lower
bound 2−p2p as T increases. We note that when T = 5000,
there is only a very small difference between the simulation
results and the analytical lower bound. The results indicate that
the proposed BU status updating policy is optimal. We also
note that the time average AoI is monotonically decreasing as
p increases, which is consistent with the form of the lower
bound. This is also intuitive since channel with better quality
(i.e., larger p) will render smaller time-average AoI.
Next, we compare the time average AoI under different
updating policies, i.e., the BU updating policy, the BU-ERT0
updating policy and a greedy updating policy. We set p = 0.6
and T0 = 30. In the greedy updating policy, the transmitter
updates instantly when one unit of energy arrives. We plot the
sample average of AoI over 500 sample paths in Fig. 4. As
we observe, the BU updating policy achieves the minimum
time average AoI among those three updating policies. We
note that the BU-ER updating policy also achieves the lower
bound asymptotically, which is consistent with our proof, and
the greedy policy does not approach the lower bound.
VI. CONCLUSIONS
In this paper, we investigated the optimal status updating
policy for an energy harvesting source with a noisy channel.
We showed that among a broadly defined class of online
policies, the BU updating policy minimizes the expected long-
term average AoI. Its optimality is established by constructing
a sequence of BU-ER updating policies which are sub-optimal
to BU updating, and showing that its limit achieves the lower
bound of the expected long-term average AoI.
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