Abstract-We consider the problem of finding an optimum path from each node in the network to a destination node in the network. Typically, each edge in the network is assigned a weight value (e.g. bandwidth or delay), and a metric function (e.g. min or +) is applied consecutively to the edges in the path. The result is the metric value of the path. However, some metric functions have conflicts, and prevent all nodes from obtaining an optimum path simultaneously. Conditions to ensure that a metric function is conflict-free have been presented in the literature. In this study, we consider the more general problem where the optimality of the path is not a function of the edge weights but a function of the path itself. We therefore define a path ranking function, and give suflicient conditions for the ranking to be conflict free. Furthermore, a distributed algorithm is presented to obtain the optimum path from each node to the destination.
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I. INTRODUCTION
One of the most significant factors affecting the performance of a computer network is the choice of routing algorithm. It is most significant, because the purpose of this algorithm is to find an optimum path between any pair of nodes in the network. Due to its importance, the routing algorithm must be chosen carefully.
In addition to choosing a routing algorithm, the choice of routing metric is also very important. The wide range of traffic types to be supported by future networks has created a demand for a variety of routing metrics, which measure the quality of a path. Thus, metrics may vary from minimum cost metrics [4] to maximum bottleneck bandwidth [3] [5] [13] . For a general discussion on a variety of routing metrics and algorithms, see
[a.
One of the fundamental principles of routing is known as the optimality principle [I] [ 121, which states the following. Consider any pair of nodes U and w in the network, and an optimum path P from U to w. Then, if v is a node in P, then the subpath of P from v to w is also an optimum path from v to w. A consequence of this principle is the following: 0 if each node independently chooses a neighbor along the optimum path to the destination, then all edges of the form (node, chosen neighbor to destination) form a spanning tree T, with the destination as its root. T contains an optimum path from every node to the destination. Hence, the above implies that there are no inconsistencies between the choice of path made by each node U, and the choice of path of any ancestors of U in T. Thus, a node can be greedy, and always choose as its next hop to the destination the neighbor along an optimum path to the root.
However, while some metrics satisfy the optimality principle, others do not. The minimum cost metric, where we desire a path whose sum of the cost of its edges is minimum, does satisfy the optimality principle (assuming all edge costs are positive and non-zero). On the other hand, as pointed out in [6] , the maximum bandwidth metric, where we desire a path whose bottleneck bandwidth is the maximum, does not satisfy the optimality principle. This is illustrated in Figure I , where the bandwidth of each edge is indicated to its side. Here, one of the optimum paths from U to the destination r is (U, v, w, r). However, none of the optimum paths from v to w contain (v, w, r).
Furthermore, not only do some metrics not satisfy the optimality principle, their choice of paths to the destination may be conflicting. For example, assume that the metric is the pair (bandwidth, distance), where we desire the path with greatest bottleneck bandwidth, and whose distance is the smallest (a.k.a. "shortest widest path"). In Figure 1 , there is a single optimum path from U to r, namely, (U, v, w, r), and there is a single optimum path from v to r, namely, (v, x, z, r). Thus, there is a conflict at node v.
In [6] , necessary and sufficient properties were presented for these types of conflicts to be avoided, and hence, for a metric to define an optimum path for all nodes in the network. These properties may hold even though the optimality principle does not. For example, the maximum bandwidth metric does satisfy these properties, and thus is conflict free.
However, since the optimality principle does not hold, nodes cannot simply pick any neighbor along an optimal path as their next hop to a destination, since this may cause a loop. For example, an optimum path for x is (x, y, z, r), and an optimum path for y is (y, x, z, r). Thus, if x and y choose each other as the next hop, a loop is introduced. This may be solved by having each node choose as its next hop the neighbor along the shortest optimum path. Thus, both x and y would choose z as their next hop.
The model of routing metrics discussed in [6] covers the usual metrics of assigning a weight value to each edge in the network, and the metric of a path consists on the consecutive application of a function (e.g. min or +) to the weight values of the edges in the path. This model, however, does not cover other metrics that may take into consideration the identities of the nodes along the path. This consideration is important in policy-based routing, where traffic is directed to or away from particular nodes in the network, irrespective of the quality of the edges along the path. The Border Gateway Protocol [lo] used in the Internet is a particular example of policy-based routing.
In this paper, we consider routing metrics where the quality of a path is a function that is not restricted to the weight of the edges in the path. Instead, we consider a function, which we call rank, whose input is a sequence of nodes (i.e. a path) and returns an integer, which expresses the quality of the path.
Note that the use of a path rank function is more general than metrics based solely on edge weights. This is because a metric based on edge weights would assign the same metric to two different paths of equal length whose edge weights are the same. However, a path rank function may assign different ranks to these two paths. Thus, path rank functions subsume edge metrics, and in consequence, some path rank functions will not satisfy the optimality principle.
Given that some path rank functions will not satisfy the optimality principle, the goal of this paper is to obtain sufficient conditions on the rank function such that a) no conflicts occur in the rank function, i.e., an optimum route can be obtained for every node in the network, and b) a simple distributed algorithm exists that allows each node to choose its next hop neighbor to the destination.
Due to space restrictions, all proofs are deferred to the journal version of the paper.
PATH SELECTIONS
A network N is represented as an undirected graph (V, E), where the node set V represents the set of computers in the network, and the edge set E represents the set of communication links in the network. For simplicity, we assume that N is connected. The results are easily extended when this is not the case.
A path in V is a sequence of nodes from V. A network path P in N is a sequence of nodes in V where each pair of consecutive nodes in P is an edge in E. We denote by head(P) the first node in the path of P, and by body(P) the nodes remaining in P after removing its first node.
We denote by P:Q the path obtained by concatenating paths P and Q. Also, we denote by P(v, w) the sub-path of P starting at node v and ending at node w.
Without loss of generality, we assume there is a single destination node in the network, which we call the root node.
A path P in network N is rooted iff the last node in P is the root node, i.e., P = vk, ~k .~, . . . , vo where vo = root.
Let v = head(P), and assume node v has chosen P as its path to the root. Then, node v routes data messages to its neighbor w where w is the next node after v in P.
We assume each node v has a set of paths, denoted by Sel(v), which are acceptable to v. That is, the path chosen from v to the root must be chosen from this set. In this section, we make no assumption as to how Sel(v) is chosen. In the next section, we define a specific set Sel(v) as the optimum paths with respect to a ranking function.
More formally, a path selectioii is a pair (V, Sel), where:
0 V is a set of nodes, with a distinguished root node. Se10 is a function, which takes a node v, v E V -{root], and returns a non-empty set of rooted paths over V, whose initial node is v. Without loss of generality, we assume Sel(v) # 0 for all v.
If node v routes its data messages towards its neighbor w, then the remainder of the path which is followed by the data messages from v depends on the next hop choice made by w, and so on. This choice of next hop neighbors must be consistent to avoid undesirable conditions such as loops. We define this consistency formally as follows.
A rooted path P is selectable in (V, Sel) iff P E Sel(v), where v = head(P). A path selection (V, Sel) is satisfiable in network N, N = (V, E), iff there exists a spanning tree T of N, such that, for any v, v E V, the rooted path from v to the root node along T is a selectable path in (V, Sel). We refer to this spanning tree as a satisfiability tree of (V, Sel) in N.
Thus, each node v should choose as its next hop neighbor its parent in T. This guarantees that the path followed by the data messages of v is a selectable path. However, a path selection may not be satisfiable in some networks, and thus, it may not have a satisfiability tree. Next, we present sufficient conditions to ensure the satisfiability of a path selection.
A path selection (V, Sel) is consistent iff it satisfies the following condition. For all v, w, P, and Q, where P E Sel(v), w E P, and Q E Sel(w), P(v, w):body(Q) E Sel(v) A path selection (V, Sel) is sound iff it satisfies the following condition. For all v, P, Q, R, where P:Q:R E Sel(v) and head(Q) = head(R), P:R E Sel(v) where w is the first node of path P, and P is the shortest network path in Sel(v). Then, this choice of next hops form a satisfiability tree T for (V, Sel) in network N. 4 Theorem 1 states that if a path selection is consistent and sound, and each node has at least one selectable path, then a satisfiability tree may be found. Thus, all nodes may forward their data to the root along an acceptable path.
Since some path selections may not satisfy the optimality principle, nodes cannot simply pick as their next hop neighbor any neighbor along a selectable path. Corollary 1 states that if the neighbor chosen is any neighbor along the shortest selectable network path, then a satisfiability tree is constructed.
111. PATH RANKINGS Above, we made no assumptions as to how a path selection (V, Sel) is chosen. The selection may reflect policy routing decisions, such as restricting traffc across certain nodes. On the other hand, it may be desirable to define the selection with respect to some function that assigns ranks to paths.
The rank of a path may be based on a typical metric, such as bandwidth or delay, or it may be based on other factors. In particular, a ranking on paths based on a combination of a typical metric, such as bandwidth, and on policy based routing, is presented in the next section.
Each node desires its messages to be routed along the highest ranked path to the root, i.e., along a path that is optimal with respect to the ranking function. Thus, the path selection would correspond to those paths that are optimal with respect to the ranking. Hence, the path selection may change as the network topology changes.
More formally, a path ranking is a pair (V, rank), where rank is a function from rooted paths in V to non-negative integers.
Let P be a rooted path in network N, N = (V, E). P is said to be optimal with respect to ranking (V, rank) and network N, iff, for all rooted paths Q in N, where head(Q) = head(P), we have rank(Q) I rank(P).
A path selection (V, Sel) is optimal with respect to network N, N = (V, E), and path ranking (V, rank), iff, for all v E V, and for all P E Sel(v), P is optimal with respect to (V, rank) and N. Again, since an optimal path selection may not satisfy the optimality principle, a satisfiability tree may not exist for an optimal path selection. We next present sufficient properties to ensure that an optimal path selection is satisfiable.
A path ranking (V, rank) is consistent iff it satisfies the following condition. For all v, w, and rooted paths P and Q, where v = head(P), w E P, and w = head(Q), rank(Q) 2 rank(P(w, root)) * rank(P(v, w):body(Q)) 2 rank(P)
A path ranking (V, rank) is sound iff it satisfies the following condition. For all v, P, Q, R, where R is rooted, and head(Q) = head(R), rank(P:R) 2 rank(P:Q:R)
Theorem 2
Let (V, rank) be a consistent and sound path ranking, and let N = (V, E) be any network. Let (V, Sel) be the optimal path selection with respect to (V, rank) and N. Then, (V, Sel) is satisfiable in N.
+

Corollary 2
Let (V, Sel) be defined as in Theorem 2. Let each node v, v E V, choose as its next hop to the root a neighbor w, where w is the neighbor along a shortest path P in Sel(v). Then, this selection of next hop neighbors forms a satisfiability tree T for (V, Sel) in network N.
4
Theorem 2 states that if an optimal path selection is consistent and sound, then a satisfiability tree may be found. Thus, all nodes may forward their data to the root along an optimal path.
Since some optimal path selections may not satisfy the traditional optimality principle, nodes cannot simply pick as their next hop neighbor any neighbor along an optimum path. Corollary 2 states that if the neighbor chosen is any neighbor along the shortest optimum path, then a satisfiability tree is constructed.
IV. EDGE METRICS
In this section, we consider routing metrics, which are based solely on weight values assigned to the edges of the network. In [6] , a general model encompassing a wide variety of edge metrics is introduced. This model encompasses typical metrics such as maximum bandwidth, minimum cost, and minimum delay metrics.
Necessary and sufficient conditions were also presented in [6] for edge routing metrics in this model to be free of conflicts. That is, a spanning tree always exists, which provides the best path from each node in the network to the destination node, regardless of network topology and weight assignment to each edge.
Below, we compare the model of edge metrics with our model of path ranking functions. We map each instance of edge routing metrics into an instance of path ranking functions. We show that if the edge routing metric is free from conflicts, then the corresponding path ranking function is also free of conflicts, and thus, its optimal selection of paths is satisfiable.
Since path rank functions are more general than metrics based on edge weights, we present below an example of a path ranking function that cannot be represented in the model of edge metrics. We begin by presenting the model in [6] .
A metric is a five tuple (M, W, met, m,, <) where:
M is a set of metric values W is a set of edge weights met is a metric function whose domain is M x W and whose range is M 0 m, is the metric value assigned to the root node < is an irreflexive, transitive and total binary relation over A metric (M, W, met, m,, <) is assigned to a network N, by choosing a function wf that assigns to each edge (U, v) of N an edge weight wf(u,v) from W.
The metric value of a rooted path P is obtained by successively applying the metric function starting at the root node and proceeding downwards along P. That is, if P = vk, vk., , . . . , vo, where vo = root, then the metric value of P is mk, where:
for each i, k 2 i > 0, mi = mf(mi.,, wf(vi, vi.,)) The objective is to obtain a spanning tree T over a network N, such that for each node v, the rooted path along T from v to the root is a maximum metric path. That is, there is no other path from v to the root with a greater metric value. The following metric properties are presented in [6] .
A metric (M, W, met, m,, <) is monotonic iff for every pair of metric values m and m', and for every edge weight value w, if m I m' then mf(m, w) I mf(m', w). From monotonicity it follows that metric(Q) 2 metric(R) a metric(P:Q) 2 metric(P:R) for all P, Q, and R.
A metric (M, W, met, m,, <) is bounded iff for every metric value m and edge weight value w, m I mf(m, w). From boundedness, it follows that metric(Q) 2 metric(P:Q) for all P and Q.
In [6] , it was shown that a metric is both monotonic and bounded iff for any network N and any weight function wf, there exists a spanning tree T that provides the maximum metric to each node. We next show that these requirements on the metric imply our sufficient condition for optimal paths. Theorem 3 Let (M, W, met, m,, <) be a monotonic and bounded metric assigned to network N, N = (V, E). Let <D be a function from M to the positive integers, such that, for all m and m' in M, m < m' iff @(m) < <D(m'). This is possible since the set M is totally ordered. For all rooted paths P in V, let rank(P) = @(metric(P)). Then: a) (V, rank) is consistent and sound. b) Let (V, Sel) be the optimum path selection with respect to (V, rank) and N. Then, (V, Sel) is satisfiable in N. 4
From the definition of @, a maximum metric path in the network is also an optimum path with respect to the path ranking function and network N. From Theorem 3, the requirements in [6] for a maximizable metric imply our requirements to satisfy the corresponding optimum path selection. Thus, the model of path ranking functions subsumes the model of routing metrics based on edge weights.
Next, we finalize this section by presenting a simple example of a path ranking function whose optimal path selection is satisfiable, but does not satisfy the requirement of boundedness required for edge routing metrics. Let the set of nodes V be divided into two disjoint sets, L (leaf nodes) and S (service providers). For each v E L, there is a single node v' E S, known as the provider of v. Each edge is assigned a weight in the range I ... n-I, which denotes the bandwidth of the edge. The rank of a path P is defined as follows: a) if there is a pair of edges (U, v) and (v, w) in P, where v E L, then rank(P) = 0.
b) if (a) does not apply, and the first edge of P is (v, v'), where v E L, v' E S, and v' is the provider of v, then rank(P) = n. c) if (a) and (b) do not apply, then the rank(P) is simply the bottleneck bandwidth of P. These rules represent the following scenario. Leaf nodes in L do not accept traffic through them unless it is absolutely necessary (i.e., unless the neighboring node has no other choice but to forward its data through this node). This is the motivation for rule (a). Also, each leaf node has a preferred provider, and it will always desire to forward its data to this provider. This is the motivation for rule (b) . Finally, if the path is not going through nor originating at a leaf node, then the rank of the path is simply its bottleneck bandwidth (rule (c)).
Note that if we consider the rank of a path as the metric of the path, then this metric does not satisfy the boundedness property. To see this, consider a rooted path whose first node v is a node in S. Let its rank be x (x I n-1). If we extend this path to a node U, U E L and v being the provider of U, then the rank of the path is n, i.e., the rank increases, which violates the boundedness property. Thus, by the results in [6] it is not maximizable.
However, it is easy to show that this rank function is both consistent and sound, and thus, its optimal selection of paths is
satisfiable. This appears to contradict the results presented in [6] . However, there is no contradiction, because the model of edge routing metrics does not capture the entire meaning of rules (a) through (c) above, since it cannot take node identities into consideration. Thus, the results in [6] do not apply to this extended model.
v. CONVERGENCE OF OPTIMUM ROUTING
In the previous sections, we have shown necessary properties for a path ranking to have a satisfiable set of optimum paths. In this section, we present a distributed algorithm to compute the optimum path from every node to the destination. The only assumption made is that the path ranking function used is consistent and sound. The algorithm is based on the periodic exchange of paths with neighboring nodes, as done in [Ill. Each node v maintains a variable P, where it stores its desired path to the root. Each node v periodically sends its path P to its neighbors. Whenever a neighbor offers a better path Q to the destination, node v adopts Q instead. The algorithm for a non-root node v follows. Sanity(P) is used to ensure that path P is a sensible path, i.e., it has no cycles, its first node is a neighbor, and the last node is the root. Periodically, node v forwards a copy of P to all its neighbors, provided the previous copy has already been received. Furthermore, if node v receives a path Q from its neighbor U, and it offers a better path than P, then v adopts Q as its new path. The algorithm for the root node follows. 
end if end
We next consider the correctness of the protocol.
Lemma 1
Let (V, rank) be a consistent and sound path ranking. There exists an alternative ranking, (V, rank'), satisfying the following properties.
1 .for all rooted paths P and Q with a common initial node, 2.for all rooted paths P and Q with a common initial node, 3.for all rooted paths P, where v is the first node of P, and rank(P) < rank(Q) -rank'(P) < rank(Q) rank(P) = rank(Q) =+ rank'(P) = rank'(Q) all nodes w, w e P, rank'(P) 2 rank'(w:P) + Lemma I simply states that if there is a path ranking which is consistent and sound, then there exists another path ranking which orders paths in the same order as the original, but in addition, the rank of a path cannot increase if it is extended to include additional nodes. Theorem 4 Let (V, rank) be a consistent and sound path ranking. Assume all nodes of a network N, N = (V, E), execute the above algorithm. Then, a) The algorithm reaches a steady state, i.e., variable P in all nodes ceases to change. Also, b) Let (V, Sel) be the optimal path selection, i.e., for all v E V, Sel(v) is optimal with respect to (V, rank) and N. Then, at a steady state, the union of all P variables of all nodes form a satisfiability tree for (V, Sel).
+
From Theorem 4, once the protocol reaches a steady state, if each node chooses head(P) as the next hop neighbor, its data messages are guaranteed to follow an optimum path to the root.
VI. CONCLUDING REMARKS
In [7] [8] [9] , an abstraction of the BGP problem, known as path vector routing, is introduced. Each node has a set of paths to the destination which is willing to accept. This set is totally ordered. One problem with this protocol is that it may oscillate, and never establish a path to the destination. In [7] sufficient conditions are given to guarantee convergence.
The difference between this work and our model is that the conditions presented in [7] allow the system to converge to a path which is not optimum for every node. Actually, it may converge to a solution where some nodes obtain no path to the destination. Our work is mostly concerned with ensuring that each node does indeed obtain an optimum path.
