We prove an existence and uniqueness theorem for a class of Itô-Skorohod stochastic equations. As an application, we introduce a Black-Scholes market model where the price of the risky asset follows a nonadapted equation.
Introduction
The introduction of the anticipating (or Skorohod) integral in [8] and of the anticipating stochastic calculus in [7] has opened the question of solving anticipating stochastic differential equations. In general, the existence and uniqueness of the solution for these equations is not known. The difficulty of solving such equations is due to the fact that the classical method of Picard's iterations cannot be applied because the mean square formula for the Skorohod integral involves the Malliavin derivation in a such way that we cannot find "closed" formulas. Only in few particular cases some results exist, see for example [1] , [2] or [3] . We have recently proved in [9] that the set of Skorohod integrals coincides with a set of integrals of Itô type. In the present work, using this correspondence between Skorohod integrals and Itô-Skorohod integrals, we introduce a class of anticipating equations (called Itô-Skorohod equations) that can be solved using standard techniques. As an application we introduce a market model where the price of the risky asset follows such an equation with a random initial condition (the price at the transaction time). We prove that our model is complete and has no arbitrage opportunities and we derive a Black-Scholes formula when the initial price of the risky asset is given by a standard normal random variable.
We organized the paper as follows. Section 2 contains some preliminaries on the anticipating stochastic calculus. In Section 3 we define the class of Itô-Skorohod equations and we prove the existence and uniqueness of the solution. In Section 4 we introduce a market model with price dynamic following an Itô-Skorohod equation and we obtain a Black-Scholes option valuation formula and the expression of the replicant portfolio.
Preliminaries
We start with some elements of the Malliavin calculus. We refer to [6] for a complete presentation of this topic. Let (W (t)) t∈ [0, 1] be a standard Wiener process on the canonical Wiener space (Ω, F, P ) and let (F t ) t∈ [0, 1] be the filtration generated by W . A functional of the Brownian motion of the form
with
, is called a smooth random variable and this class is denoted by S. The Malliavin derivative is defined on S as
if F has form (1) . The operator D is closable and it can be extended to the closure of S with respect to the seminorm
where D (i) denotes the ith iterated derivative. The adjoint of D is denoted by δ and it is called the Skorohod integral. That is, δ is defined on its domain
and it is given by the duality relationship
Recall that the variance of the Skorohod integral is
By L k,p we denote the set L 2 ([0, 1]; D k,p ), for k ≥ 1 and p ≥ 2 and we note that L k,p is a subset of the domain of δ. The following version of the Ocone-Clark formula was given in [7] :
We will need the integration by parts formula
if all above terms are defined. Recall also that, if F is random variable, Malliavin differentiable, and measurable with respect to a σ-algebra
Let us define, for k ≥ 1 and p ≥ 2, the sets of processes
We will refer to the elements of N k,p as to Itô-Skorohod integral processes and to the elements of M k,p as to Skorohod integral processes. It has been proved in [9] that, for sufficiently regular integrands, the two classes coincide. As a consequence, to study Skorohod integral processes it suffices to study Itô-Skorohod integral processes, which have two interesting properties. Firstly, note that the integral
and it has similarities with a classical Itô integral. Observe, by (2) , that this integral is an "isometry"
Secondly, if we define for every 
We will define now the stochastic integral with respect to Itô-Skorohod integral processes.
We put by definition, for any adapted square integrable process X,
where
and the integral in the right side of (7) is understood in the semimartingale sense.
Itô-Skorohod stochastic equations
In this section we state and prove an existence and uniqueness theorem for a class of anticipating stochastic differential equations using the method of Picard's iterations. It is known that, in the anticipating stochastic calculus this method cannot be applied because the formula of the mean square of the Skorohod integral involves the Malliavin derivative and one cannot find 'closed' formulas. We define here a new class of anticipating equations, located 'between' Itô and Skorohod equations, that can be solved by classical techniques. Consider the following stochastic differential equation
Note that the stochastic integral from above is a Skorohod integral since the integrand is not adapted and the initial condition is anticipating. The solution will be also anticipating. In what follows the coefficients σ(t, 
H3 (Linear growth condition): There exists a C > 0 such that for all t ∈ [0, 1] and
We also make a hypothesis concerning the initial value Z.
H4 : Z is a random variable with E|Z| 2 < ∞.
A square integrable process that satisfies almost surely (8) is called a solution of equation (8) . For given coefficients σ and b, any solution X will depend on the initial value Z. We will say that the solution is unique if, for every t ∈ [0, 1], P X 1 t = X 2 t = 1 for any two solutions X 1 and X 2 with the same initial condition.
We start by proving the existence and the uniqueness of the solution of equation (8) .
Theorem 1 Under assumptions H1 − H4, stochastic equation (8) has a unique solution
Proof: Throughout this proof, K will denote a generic constant depending only on D and E |Z| 2 . Let us consider the usual Picard iterations X (0) t = Z and
We first prove the existence of the solution. We have, from (2), H3, and Hölder's inequalities that
Using the same arguments and condition H4, we obtain
ds.
By induction one can show that there exists K > 0 such that for all t ∈ [0, 1] and n ≥ 1,
Relation (13) and standard arguments imply the convergence in L 2 (Ω) of the successive approximations X (n) t to a limit X t defined by
To prove that X is a solution, we take the L 2 (Ω)-limit in (12) as n → ∞. Obviously,
and
The uniqueness of the solution is given by Gronwall's lemma since for any two solutions X, Y with the same initial condition and for every t ∈ [0, 1] we have
Concerning bound (11), we will only note that standard techniques apply (see e.g. [4] ).
Remark 1 Let us define the following stochastic differential equation:
Following the lines of the proof of Theorem 1, one can show that equation (14) admits an unique solution X with sup 0≤t≤1 E|X t | 2 < ∞.
In the particular case of linear coefficients, one can explicitly obtain the solution of equation (14).
Then the unique solution of (15) is given by
t . Then M t satisfies the equation
bM s ds and using (4) and (5), we obtain
4
Black-Scholes model driven by Itô-Skorohod stochastic differential equations
We introduce in this section a market model with price dynamic following an Itô-Skorohod stochastic equation. As usual, we will consider two assets on the probability space Ω, F, P, (F t ) t∈ [0, 1] : the safe investment A = (A t ) t∈ [0, 1] satisfying A t = 1 + r t 0 A s ds and the risky asset S = (S t ) t∈ [0, 1] with price dynamic following the SDE
Clearly A t = e rt and Corollary 1 implies that
The value of the portfolio at the instant t is defined by
where the components h, H ∈ L 2 ([0, 1] × Ω) are adapted to the Brownian filtration and represent the quantities of the safe asset and of the risky asset at the instant t. We say that the portfolio (
where the differential dS is understood in the sense of Definition 1.
Remark 2 Note that Definition 1 can be used although the initial value depends on t because by the Ocone-Clark formula (3) we can write
E (S 0 /F t c ) = S 0 − t 0 E D s S 0 /F [s,t] c dW s .
In other words, the self-financing condition (20) can be written as
In the following we will denote byS t = e −rt S t the discounted risky asset price. A necessary and sufficient condition for the portfolio to be self-financing is given in the next result.
Proposition 1 Assume that h, H ∈ L 2 ([0, 1] × Ω) and let the process V be given by (19). Denote byṼ t = e −rt V t .Then the portfolio is self-financing if and only if
Proof: Suppose that V satisfies (20). Define, for every λ ∈ [0, t],
It is not difficult to check that
We can write Itô's formula for e −rλ V λ,t since, for fixed t, the process (
On the other hand, writing Itô's formula for e −rλ S λ,t with S λ,t = E (S 0 /F t c )+
Identity (21) follows from (22) and the above equation using Definition 1. The proof of the necessity part it is not more difficult.
Let T be the exercise time. In the classical Black-Scholes settings to prove the non-existence of arbitrage it suffices to exhibit a probability measure equivalent to P under which the discounted priceS is a martingale. In our case, we have the following Proposition 2 The unique probability measureP equivalent to P under which the process Therefore, the process Ẽ Ṽ t /F t t∈ [0, 1] is a martingale and for every t ≤ T it holds that
We have the following option valuation Black-Scholes formula. 
