The space of ergodic measures for Lorenz attractors by Shi, Yi et al.
The space of ergodic measures for Lorenz attractors
Yi Shi*, Xueting Tian †and Xiaodong Wang ‡
June 16, 2020
Abstract
For every r ∈ N≥2 ∪ {∞}, we show that the space of ergodic measures is path
connected for C r -generic Lorenz attractors while it is not connected for C r -dense
Lorenz attractors. Various properties of the ergodic measure space for Lorenz at-
tractors have been showed. In particular, a C r -connecting lemma (r ≥ 2) for Lorenz
attractors also has been proved. In C 1-topology, we obtain similar properties for
singular hyperbolic attractors in higher dimensions.
1 Introduction
In 1963, E. Lorenz [39] introduced the following differential equations in the study of
meteorology: 
x˙ =α(y −x),
y˙ =βx− y −xz,
z˙ = x y −γz,
(1.1)
which has arisen much interest for dynaminists since then. For an open neighborhood
of the chosen parameters (α,β,γ)= (10,28,8/3), numerical simulations suggest that the
system generated by the solution of (1.1) admits a strange attractor called the Lorenz at-
tractor which attracts almost all points in the phase space. Dynamics of Lorenz attractors
behave in a chaotic way in the sense that it is transitive with dense periodic orbits and
thus it is sensitively dependent on initial conditions. Although expressed in a simplified
model, Lorenz equations (1.1) have been proved to be resistant and present much diffi-
culty for rigorous mathematical analysis. Thanks to the independent pioneering works
of J. Guckenheimer [27] and V. AfraÄŋı˘movicˇ-V. Bykov-L. Sil’nikov [2], a geometric model
of Lorenz attractor was introduced whose dynamics admits the behaviors observed by
Lorenz. The geometric Lorenz attractor (see Definition 2.4) is defined through a three di-
mensional smooth vector field and is proved to possess a singularity (or an equilibrium)
where the vector field vanishes and which is accumulated by regular orbits. On the other
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hand, the geometric Lorenz attractor is not structurally stable [27]. Works of J. Guck-
enheimer and R. Williams [28, 63] gave well descriptions of the structure of geometric
Lorenz attractors which led more studies, for instance [4, 17, 40, 59, 60] and references
therein.
Due to the existence of the singularity, the geometric Lorenz attractor is not hyper-
bolic (see Definition 2.1). To describe its geometric structure, C. Morales-M. Pacifico-E.
Pujals [44] introduced the notion of singular hyperbolicity (or sectional hyperbolicity).
One can refer to [34, 42] for higher dimensions. Let M d (or M for simplicity) be a d-
dimensional (d ≥ 3) C∞ smooth closed Riemannian manifold. For every r ∈N∪ {∞}, we
denote byX r (M) the set of C r -smooth vector fields on M endowed with C r -topology.
Given a vector field X ∈X r (M). We denote by φXt : M →M the C r -flow generated by X
and by ΦXt = DφXt the tangent map of φXt . When there is no confusion, we also denote
them by φt and Φt for simplicity. An invariant compact set Λ of φt is singular hyper-
bolic if its tangent bundle admits a dominated splitting TΛM = E ss ⊕E cu with E ss being
Φt -contracting and E cu beingΦt -sectional expanding (see details in Definition 2.2). It is
proved in [44] that any robustly transitive set of a three dimensional vector field is singu-
lar hyperbolic and similar conclusion holds for higher dimensions [34, 67]. We refer to
[5] for a comprehensive introduction of singular hyperbolic vector fields.
In this paper, we study the space of invariant measures supported on geometric Lo-
renz attractors as well as on singular hyperbolic attractors of higher dimensions. For
C r (r ≥ 2)-generic geometric Lorenz attractors, we show that every invariant measure
supported on the attractor can be approximated by periodic measures. This is motivated
by works of K. Sigmund [54, 55] on basic sets of Axiom A systems [58] together with R.
Mañé’s Ergodic Closing Lemma [41]. Given X ∈X r (M) and an invariant compact set
Λ of φXt , denote byMi nv (Λ) andMer g (Λ) the spaces of φ
X
t -invariant measures and φ
X
t -
ergodic measures supported on Λ respectively endowed with the weak*-topology. De-
note byMper (Λ) the set of periodic measures (the invariant measure equidistributed on
a single periodic orbit) supported on Λ. When Λ is a basic set of an Axiom A system
(diffeomorphism or vector field), K. Sigmund [54, 55] proved that Mper (Λ) is dense in
Mi nv (Λ) and the set of ergodic measures with zero entropy forms a residual subset (i.e.
a dense Gδ subset) ofMi nv (Λ). More statistical properties of periodic measures on basic
sets are obtained by R. Bowen [15, 16]. During the exploration of the stability conjecture,
R. Mañé proved the famous Ergodic Closing Lemma in 1982 [41] which is a milestone
work in dynamical systems and ergodic theory. The Ergodic Closing Lemma plays a key
role in solving the stability conjecture. It states that for C 1 generic diffeomorphisms or
vector fields (i.e. systems in a residual subset of the whole space of systems), the set of
periodic measures and singular measures are dense in the space of ergodic measures. In
this sense, works of K. Sigmund [54, 55] can be seen as the Ergodic Closing Lemma re-
stricted to basic sets without perturbation. However, things become more complicated
to verify the Ergodic Closing Lemma restricted to a non-hyperbolic invariant compact
set Λ. To be precise, considering the problem whether periodic measures together with
singular ones are dense inMer g (Λ) if Λ is not hyperbolic, one has to guarantee that the
periodic measures (maybe obtained by perturbations) are contained in Λ. For a hyper-
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bolic periodic point p, its homoclinic class H(p) is the closure of the set of periodic points
q homoclinically related to p, i.e. W s(Orb(q)) has non-empty transverse intersections
with W u(Orb(p)) and vice verse. In his survey [10, Conjecture 2], C. Bonatti conjectured
that Ergodic Closing Lemma restricted on a homoclinic classes holds true for C 1-generic
diffeomorphisms. Progresses and some important criterions can be found in the work
of F. Abdenur-C. Bonatti-S. Crovisier [1]. Other works on the approximation of invariant
measures by periodic ones can be found in [9, 14, 23, 30, 36, 64].
Recall that a basic set of an Axiom A diffeomorphism is a hyperbolic horseshoe which
is topological conjugate to a full shift. By another work of K. Sigmund [56], we know that
the space of ergodic measures over a basic set is path connected (or arcwise connected).
In the case of Axiom A vector fields, a basic setΛ is the suspension of a hyperbolic horse-
shoe Λ′ with a continuous roof function, thus by the one-to-one correspondence be-
tween invariant measures over Λ and Λ′ (see for instance [46]), we know that Mer g (Λ)
is also path connected. In the non-hyperbolic case, a recent work of A. Gorodetski-Y.
Pesin [26] proves that if an isolated homoclinic class H(p) satisfies that all hyperbolic
periodic points in H(p) of the same index with p are homoclinically related with each
other, thenMer g (H(p)) is path connected. This gives a criterion for path connectedness
of the ergodic measure space restricted on homoclinic classes. Other results on connect-
edness and topological properties of the invariant measure space for certain systems can
be found in [8, 25].
We verify the path connectedness of the space of ergodic measures on geometric
Lorenz attractors for C r (r ≥ 2)-generic vector fields. Moreover, we prove that for C r (r ≥
2)-dense vector fields admitting a geometric Lorenz attractor, the singular measure is
isolated in the space of ergodic measures which breaks the connectedness of the ergodic
measure space. This gives a sharp contrast.
Theorem A. For every r ∈N≥2∪ {∞}, there exist a C r -residual subsetRr ⊂X r (M 3) and a
C r -dense subsetD r ⊂X r (M 3), such that
• if X ∈Rr has a geometric Lorenz attractor Λ, thenMper (Λ)=Mer g (Λ)=Mi nv (Λ).
Moreover, the spaceMer g (Λ) is path connected.
• if X ∈D r has a geometric Lorenz attractor Λ, thenMper (Λ)áMer g (Λ)áMi nv (Λ).
Moreover, the spaceMer g (Λ) is not connected.
Here the definition of geometric Lorenz attractor follows J. Guckenheimer and R.
Williams [27, 28, 63], see Definition 2.4. Following this definition, the vector fields ex-
hibiting a geometric Lorenz attractor is an open subset of X r (M 3) for every r ≥ 2, see
Proposition 4.7.
Remark. In our construction for the dense part of Theorem A, the atomic measure δσ of
the singularity σ is isolated in the ergodic measure space. Actually, for every geometric
Lorenz attractorΛ, letM0 =Mer g (Λ)\{δσ} andM1 = {µ ∈Mi nv (Λ) :µ(σ)= 0}, thenM0 is
path connected and moreover, Mper (Λ) = Convex(M0) =M1. Here Convex(M0) consists
all elements that are convex combinations of measures inM0.
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As an application of Theorem A, we have the following corollary concerning the sup-
port and entropy of invariant measures for C r (r ≥ 2)-generic geometric Lorenz attrac-
tors.
Corollary 1.1. For every r ∈N≥2∪ {∞}, there exists a residual subsetRr ⊂X r (M 3), such
that for every X ∈Rr , ifΛ is a geometric Lorenz attractor of X , then
• there exists a residual subset Mr es in Mi nv (Λ) such that every µ ∈Mr es is ergodic
with Supp(µ)=Λ and hµ = 0.
• there exists a dense subset Mden in Mi nv (Λ) such that every µ ∈Mden is ergodic
with hµ > 0.
Remark. For every geometric Lorenz attractorΛ of every X ∈X r (M 3), the measures with
zero entropy and full support form a residual subset inMi nv (Λ). See Remark 4.21.
During the proof of Theorem A, a main novelty is that we prove a C r -connecting
lemma for the geometric Lorenz attractors. See Theorem 4.9 for detailed statement.
Theorem 1.2. Let r ∈N≥2∪ {∞} and X ∈X r (M 3) which exhibits a geometric Lorenz at-
tractor Λ with singularity σ ∈ Sing(Λ). Assume z ∈W u(σ) and p ∈Λ is a critical element,
then there exists Y ∈X r (M 3) which is arbitrarily C r -close to X , such that
Orb(z,φYt )⊆W u(σ,φYt )∩W s(p,φYt ),
with Orb(σ,φXt )=Orb(σ,φYt ) and Orb(p,φXt )=Orb(p,φYt ).
Recall that a point p is a critical element of X ∈X r (M) if p ∈ Sing(X ) or p ∈ Per(X ).
Here p can be equal to σ. This theorem shows that a C r -perturbation can generate a
homoclinic or heteroclinic orbit for geometric Lorenz attractors. It has its own interest
in the study of homoclinic bifurcations for geometric Lorenz attractors. For instance,
we show that C r -densely, the singularity inside a geometric Lorenz attractor admits a
homoclinic orbit (Corollary 4.10).
For C 1-vector fields, we obtain similar conclusions as in Theorem A and Corollary 1.1
for a larger class of singular hyperbolic attractors. Given a d-dimensional smooth closed
Riemannian manifold M = M d with d ≥ 3 and given X ∈X 1(M), an invariant compact
setΛ of φXt is called a Lorenz-like attractor of X if
1. Λ is a singular hyperbolic withΛ∩Sing(X ) 6= ;;
2. Λ is a robustly transitive attractor: there exist a C 1-neighborhoodU0 of X and an
attracting region U0 such that the maximal invariant set of φYt in U0 is a transitive
attractor for any Y ∈U0 and coincides withΛwhen Y = X .
Researches on Lorenz-like attractors about robust transitivity, hyperbolicity and entropy
theory can be found in a series works [6, 20, 43, 52, 66, 45]. Our Theorem B verifies the
path connectedness of the space of ergodic measures restricted on Lorenz-like attractors
for C 1-generic vector fields. Similarly as in Theorem A, we prove that for C 1-dense vector
fields admitting a Lorenz-like attractor with a co-dimensional two singular hyperbolic
splitting, the singular measure is isolated in the space of ergodic measures, which implies
in this case that the ergodic measure space is not connected.
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Theorem B. There exist a residual subset R ⊂X 1(M) and a dense subset D ⊂X 1(M),
such that
• if X ∈R andΛ is a Lorenz-like attractor of X , thenMi nv (Λ)=Mer g (Λ)=Mper (Λ).
Moreover, the spaceMer g (Λ) is path connected.
• if X ∈ D and Λ is a Lorenz-like attractor of X whose singular hyperbolic splitting
TΛM = E ss⊕E cu satisfies dim(E cu)= 2, thenMper (Λ)áMer g (Λ)áMi nv (Λ). More-
over, the spaceMer g (Λ) is not connected.
Remark 1.3. Concerning the residual part of Theorem B, similar properties are obtained
in [1, Theorem 3.5] for isolated non-trivial transitive sets of diffeomorphisms. However,
for vector fields, we have to conquer the difficulties caused by the existence of singu-
larities, i.e. to show that the atomic measure of the singularity can be accumulated by
periodic measures inside the Lorenz-like attractor. Moreover, we obtains the dense part
of Theorem B which is a sharp comparison with the residual part. Very recently, D. Yang
and J. Zhang provedMi nv (Λ)=Mer g (Λ)=Mper (Λ) for which Λ is a non-trivial isolated
transitive set for C 1-generic vector fields in [65, Theorem 3.1].
The following is a corollary of Theorem B which concerns the support and entropy of
measures on Lorenz-like attractors and whose statement is similar to Corollary 1.1.
Corollary 1.4. There exists a residual subsetR ⊂X 1(M), such that for any X ∈R, if Λ is
a Lorenz-like attractor of X , then:
1. there exists a residual subset Mr es in Mi nv (Λ) such that every µ ∈Mr es is ergodic
with Supp(µ)=Λ and hµ = 0.
2. there exits a dense subsetMden inMi nv (Λ) such that every µ ∈Mden is ergodic with
hµ > 0.
A related notion with attractors is the Lyapunov stability. An invariant compact set
Λ of a vector field X ∈X 1(M) is Lyapunov stable if for any neighborhood U of Λ, there
exists another neighborhood V of Λ such that φt (V ) ⊂U for any t ≥ 0. S. Crovisier and
D. Yang [20] proved recently that there exists an open dense set U inX 1(M) such that
for any X ∈U , any singular hyperbolic Lyapunov stable chain recurrence class Λ is a ro-
bustly transitive attractor (see Section 2.3 for the definition of chain recurrence class).
As a consequence, Λ either is a Lorenz-like attractor or a uniformly hyperbolic attrac-
tor, depending on whether it contains singularities or not. Thus we have the following
conclusion as a corollary of Theorem B and Corollary 1.4 combined with Crovisier-Yang’s
result [20] .
Theorem B’. The conclusions of Theorem B and Corollary 1.4 are valid if we assume Λ is
a singular hyperbolic Lyapunov stable chain recurrence class.
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Organization of the paper
In Section 2, we state some preliminaries. Seciton 3 is devoted to give some properties of
the space of invariant measures supported on certain invariant compact set. We give a
detailed characterization of geometric Lorenz attractors and prove Theorem A together
with Corollary 1.1 in Section 4 and prove Theorem B together with Corollary 1.4 in Sec-
tion 5. In Appendix, we give a proof of Proposition 4.7 which states that the C r (r ≥ 2)-
vector fields admitting a geometric Lorenz attractor forms an open subset ofX r (M).
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2 Preliminary
Recall that for a C r (r ≥ 1)-vector field X ∈X r (M), we denote by φXt : M → M the C r -
flow generated by X and byΦXt =DφXt the tangent map of φXt . We also use φt andΦt for
simplicity if there is no confusion.
2.1 Singular hyperbolicity
We give the definition of hyperbolic and singular hyperbolic set.
Definition 2.1. Given a vector field X ∈X 1(M). An invariant compact setΛ is hyperbolic
if Λ admits a continuous Φt -invariant splitting TΛM = E s ⊕〈X 〉⊕E u , where 〈X 〉 denotes
the one-dimensional linear space generated by the flow direction, such that E s is con-
tracted by Φt and E u is expanded by Φt . To be precise, there exist two constants C > 0
and η> 0, such that for any x ∈Λ and any t ≥ 0, it satisfies:
• for any v ∈ E s(x), ‖Φt (v)‖ ≤Ce−ηt‖v‖;
• for any v ∈ E u(x), ‖Φ−t (v)‖ ≤Ce−ηt‖v‖.
The stable dimension dim(E s) is called the index of the hyperbolic splitting.
Singular hyperbolicity was first introduced by Morales-Pacifico-Pujals [44] to describe
the geometric structure of Lorenz attractors and was developed in higher dimensions
by [34, 42].
Definition 2.2. Given a vector field X ∈X 1(M). An invariant compact set Λ is singular
hyperbolic if Λ admits a continuous Φt -invariant splitting TΛM = E ss ⊕E cu and there
exist two constants C ,η> 0, such that for any x ∈Λ and any t ≥ 0, it satisfies:
• E ss ⊕E cu is a dominated splitting: ‖Φt |E ss (x)‖ ·‖Φ−t |E cu (φt (x))‖ <Ce−ηt ;
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• E ss is contracted byΦt : ‖Φt (v)‖ <Ce−ηt for any v ∈ E ss(x);
• E cu is sectionally expanded by Φt : ‖detΦt (x)|Vx‖ > Ceηt for any 2-dimensional
subspace Vx ⊂ E cux .
Remark 2.3. (1) Given X ∈X 1(M). If an invariant compact set Λ is hyperbolic, then Λ
must contain no singularity. On the other hand, if Sing(Λ) = ;, then Λ is hyperbolic if
and only ifΛ is singular hyperbolic for X or for −X .
(2) By definition, singular hyperbolicity is a robust property. To be precise, if Λ is a
singular hyperbolic invariant compact set of X ∈X 1(M) associated with splitting TΛM =
E ss ⊕E cu and constants (C ,η), then there exist a neighborhood U of Λ and a neighbor-
hoodU ⊂X 1(M) of X such that for any Y ∈U , the maximal invariant set of φYt in U is
singular hyperbolic associated with the same stable dimension and constants (C ,η).
2.2 The geometric Lorenz attractor
We follow the constructions of Guckenheimer and Williams [27, 28, 63] to give the defi-
nition of geometric Lorenz attractor for any C r (r ≥ 1) vector field. Let X ∈X r (M) where
r ∈N∪ {∞}, an open subset U ⊆M is called an attracting region of X , if for every x ∈ ∂U ,
the vector field X (x) is transverse to ∂U and points to the interior of U , and φXt (x) ∈U
for every t > 0. This implies φXt (U ) = φXt (U ) áU for every t > 0. An invariant compact
set Λ is an attractor of X if Λ is transitive and Λ is the maximal invariant set of an at-
tracting region. Recall that M 3 denotes a three dimensional closed smooth Riemannian
manifold.
Definition 2.4. Let r ≥ 2 and X ∈X r (M 3). We say X admits a geometric Lorenz attractor
Λ, if X has an attracting region U ⊂M 3 such thatΛ=⋂t>0φXt (U ) is a singular hyperbolic
attractor and satisfies the following properties:
• Λ contains a unique singularity σ with three eigenvalues λ1 < λ2 < 0 < λ3 with
respect toΦ1(σ) satisfying λ1+λ3 < 0 and λ2+λ3 > 0.
• Λ admits a C r -smooth cross sectionΣwhich is C 1-diffeomorphic to [−1,1]×[−1,1],
such that for every z ∈U \ W sloc(σ), there exists t > 0 such that φXt (z) ∈ Σ, and l =
{0}× [−1,1]=W sloc(σ)∩Σ.
• The Poincaré map P :Σ\ l →Σ is C 1-smooth in the coordinate Σ= [−1,1]2 and has
the form P (x, y)= ( f (x) , H(x, y)) for every (x, y) ∈ [−1,1]2 \ l . Moreover, it satisfies
– H(x, y) < 0 for x > 0, H(x, y) > 0 for x < 0, and sup(x,y)∈Σ\l |∂H(x, y)/∂y | < 1,
sup(x,y)∈Σ\l |∂H(x, y)/∂x| < 1;
– the one-dimensional quotient map f : [−1,1] \ {0}→ [−1,1] is C 1-smooth and
satisfies limx→0− f (x)= 1, limx→0+ f (x)=−1, −1< f (x)< 1 and f ′(x)>
p
2 for
every x ∈ [−1,1] \ {0}.
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Figure 1: Geometric Lorenz attractor and return map
Remark 2.5. The unstable manifold ofσ contains two orbits. We denote z+, z− ∈W u(σ)∩
Σwhich satisfy φXt (z
±) ∉Σ for every t < 0, and
z+ = (−1, y+) ∈Σ, and z− = (1, y−) ∈Σ.
Here we can assume −1< y+ < 0 and 0< y− < 1 by changing the y-coordinate. For every
(x, y) ∈Σ\ l , if x → 0+, then P (x, y) approaches z+; if x → 0−, then P (x, y) approaches z−.
Lemma 2.6. The Poincaré map P (x, y)= ( f (x), H(x, y)) :Σ\ l →Σ satisfies
lim
x→0 f
′(x)=+∞, and lim
x→0 |∂H(x, y)/∂y | = 0.
Moreover, for every α> 0, let the cone field Cα =⋃(x,y)∈ΣCα(x, y) be defined on Σ as
Cα(x, y) =
{
v = a ·∂/∂x+b ·∂/∂y : |b| ≤α · |a| }.
Then for every α≥ 1/(p2−1), the Poincaré map P satisfies
DP
(
Cα(x, y)
)⊆Cα(P (x, y)), ∀(x, y) ∈Σ\ l .
Proof. Since (x, y)→W sloc(σ) as x → 0, the orbit of (x, y) approaches the singularity σ. As
we assumed λ1 < λ2 < 0 and λ2+λ3 > 0, thus lim
x→0 f
′(x) = +∞ and lim
x→0 |∂H(x, y)/∂y | = 0.
Moreover, for every α≥ 1/(p2−1) and v = ∂/∂x+α ·∂/∂y ∈Cα, if we denote DP (v)= a ·
∂/∂x+b ·∂/∂y , then we have |a| >p2 and |b| ≤ 1+α≤α·p2. This implies DP (v) ∈Cα.
Remark 2.7. For every point z ∈Σ∩Λ, the cone fieldCα(z)⊕〈X (z)〉 is a neighborhood of
center-unstable bundle E cu(z) of z.
In Definition 2.4, the property sup(x,y)∈Σ\l |∂H(x, y)/∂x| < 1 is not necessary. We only
need there exists some constant K > 0, such that sup(x,y)∈Σ\l |∂H(x, y)/∂x| < K , which
is automatically holds because Λ is singular hyperbolic and H is uniformly C 1-smooth.
Then we can take α≥K /(p2−1) and the cone field Cα is DP-invariant.
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It has been showed in [17] that, following Definition 2.4, every geometric Lorenz at-
tractor Λ is robustly transitive. In Section 4, we will introduce a series of properties of
geometric Lorenz attractors. In particular, the C r -vector fields exhibiting a geometric
Lorenz attractor consists an open subset inX r (M 3) for every r ≥ 2 (Proposition 4.7).
2.3 C 1-connecting lemmas
In this subsection, we state some C 1-perturbation techniques, mainly the connecting
lemma [29, 62] by S. Hayashi and L. Wen-Z. Xia, and the chain-connecting lemma [11] by
C. Bonatti-S. Crovisier.
Theorem 2.8 ([29, 62]). Assume X ∈X 1(M). For any neighborhood U of X , there exists
L > 0 such that for any neighborhood U of a non-critical point z, there exists a neighbor-
hood V ⊂U of z satisfying the following property:
For any two points p, q ∉ ⋃t∈[0,L]φXt (U ), if there exit m,n > 0 satisfying φXm(p) ∈ V and
φX−n(q) ∈V , then there exist Y ∈U and t > 0 such that q =φYt (p) and Y coincides with X
on M \
⋃
t∈[0,L]φXt (U ).
Remark 2.9. The constant L and the neighborhood V of z are valid for vector fields in a
neighborhoodU1 ⊂U of X , see [61].
In certain cases, we have to perturb a vector field in different open regions. The re-
sults in [48, Section 2] guarantee that every vector field X ∈X r (M) (r ∈N∪ {∞}) admits
a basis of neighborhoodsU satisfying the following property:
(F ) : For any two perturbations Y1,Y2 ∈U of X , if there exists two open sets W1,W2 such
that Yi = X |M\Wi for i = 1,2 and W1∩W2 =;, then the composed perturbation Y is
also inU , where Y = X |M\W1∪W2 and Y = Yi |Wi for i = 1,2.
Conley theory decomposes the dynamics into chain recurrence classes [19]. Given
a vector field X ∈X 1(M), a point y is chain attainable from x, if for any ε > 0, there
exist points x0 = x, x1, x2, · · · , xn = y and constants t0, t2, · · · , tn−1 ≥ 1 where n ≥ 1 such
that d(φti (xi ), xi+1) < ε, for any 0 ≤ i ≤ n − 1. The collection of pairs {xi , ti }0≤i≤n−1 is
called an ε-chain from x to y . Given a compact set K , we say y is chain attainable from
x inside K if the chains from x to y can be chosen inside K . An invariant compact set
Λ is chain transitive if y is chain attainable from x inside Λ for any x, y ∈ Λ. A maximal
chain transitive set is called a chain recurrence class, that is to say it is not a proper subset
of any chain transitive set. For any point x that is chain attainable from itself, its chain
recurrence class is denoted by C (x, X ) or C (x) for simplicity if there is no confusion.
The following is the famous chain-connecting lemma proved by Bonatti-Crovisier [11].
Theorem 2.10 ([11]). Given X ∈X 1(M) and a compact set K ⊂ M such that all critical
elements in K are hyperbolic. Assume y is chain attainable from x inside K . Then for any
neighborhood U ⊂X 1(M) and any neighborhood U of K , there exists Y ∈U and t > 0
such that y =φYt (x) and Y coincides with X on M \U .
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2.4 Linear Poincaré flow
Given X ∈X 1(M) and x ∈M \Sing(X ). Denote byNx the orthogonal complement space
of 〈X (x)〉, i.e.
Nx = {v ∈ Tx M |v ⊥ X (x)}.
Denote N = ⋃x∈M\Sing(X )Nx . We define the linear Poincaré flow ψt : N →N and the
rescaled linear Poincaré flow ψ∗t : N →N as follows: for any x ∈ M \ Sing(X ) and any
v ∈Nx ,
ψt (v)=Φt (v)− 〈Φt (v), X (φt (x))〉‖X (φt (x))‖2
X (φt (x)).
ψ∗t (v)=
‖X (x)‖
‖X (φt (x))‖
ψt (v)= 1‖Φt |〈X (x)〉‖
ψt (v).
Lemma 2.11. Let X ∈X 1(M) andΛ be a transitive compact invariant set. Assume thatΛ
is singular hyperbolic. Then for any ergodic measure µ ∈Mer g (Λ) which is not any atomic
supported on a singularity, the rescaled linear Poincaré flow admits a dominated splitting
NSupp(µ)\Sing(Λ) = E ⊕F with dim(E )= Ind(µ). Moreover, there exist two constants η,T > 0
such that ∫
log‖ψ∗T |Ex‖dµ(x)<−η and
∫
logm(ψ∗T |Fx )dµ(x)> η.
Remark. A similar result for star vector fields can be found in [35, Lemma 2.6] and we
only give a sketch here.
Sketch of proof. Let TΛM = E ss ⊕E cu be the singular hyperbolic splitting. Note that for
any µ ∈Mer g (Λ) which is not the atomic measure supported on any singularity, we have
that Ind(µ)= dim(E ss).
By [13, Lemma 3.4], either X (x) ∈ E ss(x) for any x ∈ Λ \ Sing(Λ) or X (x) ∈ E cu(x) for
any x ∈Λ\Sing(Λ). Since E ss is uniformly contracted, we have that X (x) ∈ E cu(x) for any
x ∈Λ\Sing(Λ). By the definition of (scaled) linear Poincaré flow, there exists a dominated
splittingNΛ\Sing(Λ) = E ⊕F with dim(E)= dim(E ss) with respect to ψ∗t [13, Lemma 2.3].
Applying Mane’s Ergodic Closing Lemma [41] and by the definition of singular hyperbol-
icity, the two inequalities of estimations follow the arguments in [52, Theorem 5.6].
Definition 2.12. Given X ∈X 1(M) and two constants η,T0 > 0. For x ∉ Sing(X ) and T >
0, the orbit segment φ[0,T ](x) is called (η,T0)∗-quasi hyperbolic with respect to a direct
sumNx = Ex ⊕Fx , if there exists a sequence of constants
0= t0 < t1 < ·· · < tn = T, with tk+1− tk ∈ [T0,2T0],
such that for any k = 0,1,2, · · · ,n−1
k∏
i=0
‖ψ∗ti+1−ti |ψti (Ex )‖ ≤ e
−ηtk+1 ,
n−1∏
i=k
m(ψ∗ti+1−ti |ψti (Fx ))≥ e
η(tn−tk ),
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‖ψ∗tk+1−tk |ψtk (Ex )‖
m(ψ∗tk+1−tk |ψtk (Fx ))
≤ e−η(tk+1−tk ).
The following is a shadowing lemma proved by S. Liao [37, 38]. A detailed proof can
be found in [66, Theorem A.6].
Theorem 2.13. Given X ∈X 1(M), two constants η,T0 > 0 and a compact set Λ ⊂ M \
Sing(X ). For any ε > 0, there exists δ > 0 such that for any (η,T0)∗-quasi hyperbolic orbit
segmentφ[0,T ](x) with respect to a direct sumNx = Ex⊕Fx contained inΛ, if d(Ex ,ψT (Ex ))<
δ, then there exist a periodic point p of X and a strictly increasing function θ : [0,T ]→ R
satisfying that
• θ(0)= 0 and |θ′(t )−1| < ε for any t ∈ [0,T ];
• φθ(T )(p)= p and d(φt (x),φθ(t )(p))< ε|X (φt (x))| for any t ∈ [0,T ].
Definition 2.14. Let X ∈X 1(M). Assume Λ is an invariant compact set such that the
rescaled linear Poincaré flow ψ∗t admits a dominated splittingNΛ\Sing(Λ) = E ⊕F . Given
η> 0, T > 0. A point x ∈Λ\ Sing(Λ) is called an (η,T )-E -Pliss point, if
n−1∏
k=0
‖ψ∗T |EφkT (x)‖ ≤ e
−nηT , for any n∈N.
A point x ∈Λ\ Sing(Λ) is called an (η,T )-F -Pliss point, if
n−1∏
k=0
‖ψ∗−T |Fφ−kT (x)‖ ≤ e
−nηT , for any n∈N.
A point x ∈Λ\ Sing(Λ) is called an (η,T )-bi-Pliss point, if x is both an (η,T )-E -Pliss point
and an (η,T )-F -Pliss point.
Next theorem is proved by S. Liao [38], see also [52, Theorem 5.4].
Theorem 2.15. Given X ∈ X 1(M) and η > 0, T > 0. Assume Λ is an invariant com-
pact set of X such that the rescaled linear Poincaré flow ψ∗t admits a dominated splitting
NΛ\Sing(Λ) = E ⊕F . Then for any ε > 0, there exist δ > 0 such that for any (η,T )-E -Pliss
point x ∈Λ, there exists a C 1 map κ : Ex (δ|X (x)|)→Nx , satisfying that
• dC 1 (κ, i d)< ε,
• κ(0)= 0,
• W cs
δ|X (x)| ⊂W s(Orb(x)) where W csδ|X (x)| = expx (Image(κ)).
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2.5 Generic properties
A vector field X ∈X 1(M) is weak Kupka-Smale if all critical elements of X are hyperbolic.
X is Kupka-Smale if it is weak Kupka-Smale and the intersection between the stable and
unstable manifolds of any two critical elements are transverse. We state the following
C 1-generic properties for vector fields. Some of them can be found in the book [12].
Theorem 2.16. There exists a residual subsetR0 ⊂X 1(M), such that every X ∈R0 satis-
fies the following properties.
1. X is Kupka-Smale. [33, 57]
2. Every chain recurrence class C of X containing a periodic point p coincides with the
homoclinic class H(p) and every periodic point q ∈ C with the same index as p is
homoclinically related with p. [11]
3. Every singular hyperbolic Lyapunov stable chain recurrence class is an attractor and
contains periodic orbits. [45]
4. For any hyperbolic periodic point p, the closure (in the weak*-topology) of the set of
periodic measures supported on H(p) is convex. [1]
5. For any hyperbolic critical element γ of X , if C (γ) is Lyapunov stable, then there exist
a neighborhoodU ⊂X 1(M) of X such that for any weak Kupka-Smale vector field
Y ∈U , the chain recurrence class C (γY ,Y ) is Lyapunov stable. [24, Lemma 3.15]
Remark 2.17. Note that singular hyperbolicity is a robust property and any periodic orbit
of a singular hyperbolic set is hyperbolic. Hence in item 5 of Theorem 2.16, if C (γ) is
singular hyperbolic, then C (γY ,Y ) is singular hyperbolic and Lyapunov stable for any
Y ∈U .
3 The space of ergodic measures
In this section, we obtain several properties of the space of invariant measures.
3.1 Non-singular ergodic measures
The following proposition states that any ergodic measure supported on a singular hy-
perbolic homoclinic class can be accumulated by periodic measures if it is not supported
on singularities. The proof essentially follows the arguments of [52, Theorem 5.6] and we
give an explanation here for completeness.
Proposition 3.1. Let X ∈X 1(M) andΛ be a singular hyperbolic homoclinic class. Assume
µ ∈Mer g (Λ) is not an atomic measure supported on any singularity. Then µ ∈Mper (Λ).
Proof. Let TΛM = E ss ⊕E cu be the singular hyperbolic splitting. Then µ is a hyperbolic
measure with Ind(µ) = dim(E ss). By Lemma 2.11, there exist a ψ∗t -dominated splitting
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NSupp(µ)\Sing(Λ) = E ⊕F with dim(E )= Ind(µ)= dim(E ss) and two constants η,T > 0 such
that ∫
log‖ψ∗T |Ex‖dµ(x)≤−η and
∫
log‖ψ∗−T |Fx‖dµ(x)≤−η.
By Birkhoff Ergodic Theorem, for µ-almost every x ∈M , we have
lim
n→
1
n
n−1∑
i=0
log‖ψ∗T |Eφi T (x)‖ ≤−η and limn→
1
n
n−1∑
i=0
logm(ψ∗T |Fφ−i T (x) )≥ η.
Now we follow Katok’s arguments [32]. As in Pesin theory, denote by ΛC the set of
points x in Supp(µ)∩B(µ,T ) that satisfies:
n−1∏
i=0
‖ψ∗T |Eφi T (x)‖ ≤Ce
−nη and
n−1∏
i=0
m(ψ∗T |Fφi T (x) )≥C
−1enη, for any n ∈N,
where B(µ,T ) = {x ∈ M : lim
n→∞
1
n
∑n−1
i=0 δφi T (x) → µ}. Then µ(ΛC ) → 1 as C → +∞. Take
C large enough such that µ(ΛC ) > 0. Since µ is not an atomic measure supported on
any singularity, we have that µ(Sing(Λ))= 0. Thus there exists α> 0 such that µ(ΛC ,α)>
0 where ΛC ,α = ΛC \ B(Sing(Λ),α) and B(Sing(Λ),α) is the α-neighborhood of Sing(Λ).
Note that ΛC ,α is a compact set. By Poincaré Recurrence Theorem, for µ-almost every
x ∈ ΛC ,α, there exist a sequence of points {xn} and an increasing sequence of integers
{kn} satisfying the following properties.
• xn ,φkn T (xn) ∈ΛC ,α with kn →+∞;
• lim
n→∞xn = limn→∞φkn T (xn)= x;
• lim
n→∞
1
kn
kn∑
i=0
δφi T (xn ) →µ.
By definition ofΛC ,α, for any n ∈N and any 0≤m ≤ kn −1, we have that
m∏
i=0
‖ψ∗T |Eφi T (xn )‖ ≤Ce
−(m+1)η and
kn−1∏
i=m
m(ψ∗T |Fφi T (x) )≥C
−1e(kn−m)η.
Note that kn → +∞, hence replacing T by T0 = m0T with m0 large enough if nec-
essary, then the orbit segment φ[0,kn T ](xn) is (η,T0)-quasi hyperbolic for every n large.
By Theorem 2.13, there exists a sequence of periodic points pn which converges to µ
and the periodic measure δOrb(pn ) associated to Orb(pn) converges to µ in the weak*-
topology. Moreover, the shadowing property guarantees that pn is a (
η
2 ,T0)-bi-Pliss point
for every n large enough. Then by Theorem 2.15, the local stable and unstable manifolds
of pn has uniform size and thus are homoclinically related with each other for n large
enough. Recall that z ∈ Λ and Λ is a homoclinic class, hence pn ∈ Λ for n large. This
implies µ ∈Mper (Λ).
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3.2 Path connectedness
The following proposition gives a general criterion for path connectedness (or arcwise
connectedness) of ergodic measures. A related conclusion for diffeomorphisms can be
found in [26].
Proposition 3.2. Let X ∈X 1(M) and Λ be a homoclinic class of X such that all periodic
points inΛ are hyperbolic and any two periodic points p, q inΛ are homoclinically related.
Then the setMper (Λ)∩Mer g (Λ) is path connected.
Proof. We first prove the following two claims which are the flow version of [26, Lemma
3.1, 3.2]. For a periodic point p, we denote by δOrb(p) the periodic measures correspond-
ing to Orb(p).
Claim 3.3. For any periodic points p, q ∈ Λ, there exits a continuous path {νt }t∈[0,1] ⊂
Mper (Λ)∩Mer g (Λ) such that ν0 = δOrb(p) and ν1 = δOrb(q).
Proof. By assumption, the two orbits Orb(p) and Orb(q) are homoclinically related. There-
fore, there exists a hyperbolic horseshoe K ⊂Λ of X containing p and q . Note here that
the hypberolic horseshoe K of X is the suspension of a hyperbolic horseshoe K˜ for a dif-
feomorphism (the time one map of the flow) with a continuous roof function. By [56,
Theorem B], the space Mer g (K˜ ) is path connected. On the other hand, there is a one-
to-one correspondence betweenMer g (K˜ ) andMer g (K ), see for instance [46, Chapter 6].
HenceMer g (K ) is path connected. Moreover,Mper (K ) is dense inMer g (K ) since K is a
hyperbolic horseshoe. Thus δOrb(p) and δOrb(q) can be connected by a path contained in
Mer g (K )⊂Mper (Λ)∩Mer g (Λ).
Claim 3.4. For any µ ∈Mer g (Λ) and ε > 0, there exists η > 0 such that for any periodic
points p, q ∈Λ, if d(µ,δOrb(p))< η and d(µ,δOrb(q))< η, then there exists a path {νt }t∈[0,1] ⊂
Mper (Λ)∩Mer g (Λ) such that ν0 = δOrb(p), ν1 = δOrb(q) and d(µ,νt )< ε for any t ∈ [0,1].
Proof. Since Orb(p) and Orb(q) are homoclinically related, there exist hyperbolic horse-
shoes such that every point in which spends arbitrarily large fractions of its orbit shadow-
ing Orb(p) and Orb(q) as closely as we want. Thus we can choose a hyperbolic horseshoe
K containing p and q to be 2η-close toµ in the measure sense: any ergodic measure sup-
ported on K is contained in the 2η-neighborhood of µ. Then Claim 3.4 concludes if we
take η= ε/2.
Take two ergodic measures µ,ν ∈Mper (Λ)∩Mer g (Λ). We only need to show there
exists a path {µt }t∈[0,1] ⊂Mper (Λ)∩Mer g (Λ) such that µ0 = µ and µ1 = ν. We follow
the idea of [26, Theorem 1] and just give an explanation here. Note that there exist two
sequences of periodic points {pn} and {qn} in Λ such that δOrb(pn ) → µ and δOrb(qn ) → ν
in the weak*-topology. Similarly with the proof of [26, Theorem 1.1], by Claim 3.3, there
exits a continuous path {νt }t∈[ 13 , 23 ] ⊂Mper (Λ)∩Mer g (Λ) such that ν 13 = δOrb(p1) and ν 23 =
δOrb(q1). By Claim 3.4, for any n ≥ 1 there exist two paths
{νt }t∈[ 13n , 13n+1 ]
and {νt }t∈[1− 13n ,1− 13n+1 ]
14
in Mper (Λ)∩Mer g (Λ) connecting δOrb(pn ),δOrb(pn+1) and δOrb(qn ),δOrb(qn+1) respectively
and the length of the paths decreases to 0 exponentially when n goes to ∞. Therefore
{νt }t∈[0,1] is a continuous path inMper (Λ)∩Mer g (Λ) satisfying that ν0 =µ and ν1 = ν.
3.3 Homoclinic loop and periodic measures
In this subsection, we prove that a homoclinic loop of a singularity can be accumulated
by periodic orbits with the associated periodic measures accumulating to the singular
measure by C r -perturbations.
Proposition 3.5. Let r ∈N∪{∞} and X ∈X r (M) be a C r -vector field on M. Ifσ ∈ Sing(X )
is a hyperbolic singularity of X , and
Γ=Orb(z,φXt )⊂W s(σ,φXt )∩W u(σ,φXt )
is a homoclinic orbit of σ, then there exist a sequence of vector fields {Xn} and a sequence
of periodic points pn ∈ Per(Xn), such that
1. The vector field Xn converges to X inX r (M).
2. σ ∈ Sing(Xn) and the periodic measure δOrb(pn ,φXnt ) converges to δσ.
3. The orbit Orb(pn ,φ
Xn
t ) converges to Γ∪ {σ} in the Hausdorff topology.
Proof. Let d = dim M and s = dimE s(σ) be the index of σ, then dimE u(σ)= d − s. Since
Γ=Orb(z,φXt ) is a homoclinic loop of X , we have
lim
t→±∞φ
X
t (z)=σ.
By Grobman-Hartman Theorem [22, 4.10 Theorem], there exists a small neighborhood
U (σ) of σ, such that the flow φXt is orbit equivalent to the linear system generated by
D X (σ). Moreover, shrinking U (σ) if necessary, we can assume there exist T1 < 0 < T2
satisfying
U (σ)∩Γ = φX(−∞,T1)(z) ∪ φX(T2,+∞)(z),
where φXT1 (z) ∈W uloc(σ,φXt ) and φXT2 (z) ∈W sloc(σ,φXt ).
There exists a (d −1)-dimensional C∞-smooth cross section Σ1 which is transverse
to X everywhere and satisfies the following properties:
• φXT1−1(z) ∈Σ1, and φX[0,1](Σ1)∩Γ=φX[T1−1,T1](z).
• There exists a s-dimensional C∞-smooth disk Σs1 ⊂Σ1 such that Σs1 is transverse to
W uloc(σ) at φ
X
T1−1(z).
Symmetrically, There exists a (d −1)-dimensional C∞-smooth cross section Σ2 which is
transverse to X everywhere and satisfies the following properties:
• φXT2+1(z) ∈Σ2, and φX[−1,0](Σ2)∩Γ=φX[T2,T2+1](z);
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• there exists a (d − s)-dimensional C∞-smooth disk Σu2 ⊂ Σ2 such that Σu2 is trans-
verse to W sloc(σ) at φ
X
T2+1(z).
By the λ-lemma (Inclination Lemma), see [22, 7.2 Lemma], there exist a sequence of
points xn ∈Σu2 ⊆Σ2 and Sn →+∞, such that
1. The point xn →φXT2+1(z) in Σu2 as n →∞.
2. The point yn =φXSn (z) ∈Σs1 ⊆Σ1, and yn →φXT1−1(z) in Σs1 as n →∞.
3. The orbit segment φX[0,Sn ](xn)⊂U (σ) for every n.
Now we consider two flow box V1 =φX[T1−1,T1](Σ1) and V2 =φX[T2,T2+1](Σ2). Since xn →
φXT2+1(z) in Σ
u
2 and yn → φXT1−1(z) in Σs1, there exists a sequence of vector fields Xn ∈
X r (M), such that
1. The vector field Xn converges to X in C r -topology.
2. Xn |M\(V1∪V2) ≡ X |M\(V1∪V2).
3. There exist an ,bn → 1 as n →∞, such that
φ
Xn
an (yn)=φXT1 (z), and φ
Xn
bn
(
φXT2 (z)
)= xn .
This implies the vector field Xn satisfies φ
Xn
bn+Sn+an
(
φXT2 (z)
)=φXT1 (z). So Γn =Orb(z,φXnt )
is a periodic orbit of Xn with period pin = an +bn + (T2−T1)+Sn . Moreover, we have
φ
Xn
t+bn
(
φXT2 (z)
)=φXnt (xn)=φXt (xn), ∀t ∈ [0,Sn], and φXnt (z)=φXt (z), ∀t ∈ [T1,T2].
Recall that xn → φXT2+1(z) ∈W sloc(σ) and yn → φXT1−1(z). Since (pin −Sn) is uniformly
bounded above, the fact that
φ
Xn
[0,Sn ]
(xn)=φX[0,Sn ](xn)⊆U (σ)
and φXt is orbit equivalent to the linear system generated by D X (σ) in U (σ) implies Γn
converges to Γ∪ {σ} in the Hausdorff topology and the periodic measure δΓn converges
to δσ.
3.4 Isolated singular measures
In this subsection, we show that if the unstable manifold of a codimension one singular-
ity is contained in the stable manifold of a periodic orbit, then the Dirac measure of this
singularity is isolated in the space of ergodic measures. The idea of this proposition is
inspired by the work of J. Palis [47], see also [21].
Proposition 3.6. Let X ∈X 1(M) and σ ∈ Sing(X ) be a hyperbolic singularity satisfying
dimE u(σ) = 1. Assume there exists a hyperbolic periodic point p ∈ Λ such that W u(σ) \
{σ}⊂W s(Orb(p)). Then the Dirac measure δσ is isolated inMer g (X ).
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Proof. Assume there exists a sequence of ergodic measures µn approximating the Dirac
measure δσ. We only need to find a continuous function ϕ : M → R, such that
∫
ϕdµn
does not converge to
∫
ϕdδσ, then we get a contradiction.
Since σ is a hyperbolic singularity, each µn doesn’t support on a singularity. Let
xn ∈ Supp(µn) be a generic point of µn , i.e. the empirical measure equidistributed on
the orbit segment φ[0,T ](xn) converges to µn as T →+∞. We must have Ind(p) < d −1.
Otherwise, Orb(p) is a periodic sink. Hence as the positive orbit of xn approaches σ, it
also approaches W u(σ) and enters the attracting region of Orb(p). This contradicts to
xn ∈ Supp(µn) which implies that xn is a recurrent point.
As we have assumed dimE u(σ) = 1, let λ1, · · · ,λd be eigenvalues of D X (σ) which
satisfy |Reλ1| ≤ · · · ≤ |Reλd−1| < 1< |Reλd | = |λd |. We fix a constant ²1 satisfying 0< ²1 <
min
{− log |Reλd−1|, log |λd |}, and let
u1 = log |Reλd−1|+²1 < 0. (3.1)
Claim 3.7. There exists a neighborhood U (σ) of σ admitting a C 1-coordinate
U (σ) =
{
(x, y)= (x1, · · · , xd−1, y) ∈Rd−1×R : ‖x‖ =
(d−1∑
i=0
x2i
)1/2 ≤ 1, |y | ≤ 1}
such that
1. The singularity σ= (0,0) ∈Rd−1×R, and the local stable and unstable manifolds of
σ in U (σ) are
W sloc(σ)=
{
(x,0) : ‖x‖ ≤ 1}, and W uloc(σ)= {(0, y) : |y | ≤ 1}.
2. For every z = (x, y) ∈U (σ), let φt (z) =
(
x(t ), y(t )
)
be the orbit of z under φt where(
x(0), y(0)
) = (x, y). Assume the orbit segment φ[T1,T2](z) ⊂U (σ) where T1 < 0 < T2,
then it satisfies |y ′(t )−λd · y(t )| ≤ ²1 · |y(t )|, ∀T1 ≤ t ≤ T2,
‖x(t )‖ ≤ exp(u1t )‖x(0)‖, ∀0≤ t ≤ T2; and ‖x(t )‖ ≥ exp(u1t )‖x(0)‖, ∀T1 ≤ t ≤ 0.
3. U (σ)∩Orb(p,φt )=;, and for z± = (0,±1) ∈Rd−1×R, they satisfy φt (z±) ∉U (σ) for
every t > 0.
Proof of Claim 3.7. The first two items have been proved in Lemma 2.1, Theorem 2.4 and
Theorem 2.5 of [53]. The third item comes from the fact that z± ∈ W uloc(σ) while their
orbits Orb(z±)⊆W s(Orb(p)). So we only need to take U (σ) small enough.
For every 0< δ< 1, we denote U (σ,δ)= {(x, y) ∈U (σ) : ‖x‖ ≤ δ, |y | ≤ δ}. Let
Σ± = {(x,±1) ∈U (σ) : ‖x‖ ≤ 1}, and Σ±(δ)= {(x,±1) ∈Σ± : ‖x‖ ≤ δ}.
then Σ± ⊆ ∂U (σ). Moreover, the second item of Claim 3.7 shows that the vector field X is
transverse to Σ± and points outside U (σ). For every δ > 0, Σ± are local cross sections of
X centered at z± respectively.
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Claim 3.8. For every 0< δ< 1 and z = (xz , yz ) ∈U (σ,δ) with xz 6= 0, yz > 0, it satisfies
1. There exist T1 < 0 < T2 such that φT1 (z) ∈ ∂U (σ) \Σ±, φT2 (z) ∈ Σ+, and φt (z) ∈
IntU (σ) for every t ∈ (T1,T2).
2. There exist T ′1 ∈ (T1,0] and T ′2 ∈ [0,T2), such that φ[T1,T2](z)∩U (σ,δ)=φ[T ′1,T ′2](z).
3. If (xw ,1)=
(
x(T2), y(T2)
)=φT2 (z) ∈Σ+, then we have ‖xw‖ < δ< 1 and
T ′2−T ′1 ≤ T2−T1 ≤
1
u1
· [ log‖xw‖− log1] = 1
u1
· log‖xw‖.
The same conclusion holds for xz 6= 0, yz < 0 if we replace Σ+ by Σ−.
Proof of Claim 3.8. From the second item of Claim 3.7, for z = (x, y) satisfying x 6= 0 and
y > 0, the flow (x(t ), y(t )) satisfies
• y(t )> 0 and monotonous increasing with respect to t , which implies ∃T2 > 0 such
that φT2 (z) ∈Σ+;
• ‖x(t )‖ ≥ exp(u1t )‖x(0)‖ for every t ≤ 0, which implies ∃T1 < 0, such that φT1 (z) ∈
∂U (σ) \Σ±.
Moreover, we have φt (z) ∈ IntU (σ) for every t ∈ (T1,T2). This proves the first item. The
proof of second item is the same.
As ‖x(T1)‖ = 1 and ‖x(T2)‖ = ‖xw‖ ≤ exp(u1T2)‖x‖ < δ, we apply the fact that ‖x(t )‖ ≥
exp(u1t )‖x(0)‖ for every t ≤ 0, which shows
T ′2−T ′1 ≤ T2−T1 ≤
1
u1
· ( log‖xw‖− log1) = 1
u1
· log‖xw‖.
Recall p is a hyperbolic periodic point of X with index 0< Ind(p)< d −1. We denote
k = Ind(p), then we have the following claim.
Claim 3.9. There exist a cross section Σp transverse to X everywhere admitting a C 1 coor-
dinate
Σp =
{
(r, s) ∈Rk ×Rd−1−k : ‖r‖ ≤ 1,‖s‖ ≤ 1
}
,
and two constants κ> 1, T0 > 0, such that
1. The orbit Orb(p,φt )∩Σp = {p} and p = (0,0) ∈Rk ×Rd−1−k .
2. The local stable and unstable manifolds of the orbit of p intersect Σp as
W sloc(Orb(p))∩Σp =
{
(r,0) : ‖r‖ ≤ 1}, W uloc(Orb(p))∩Σp = {(0, s) : ‖s‖ ≤ 1}.
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3. The Poincaré return map
R : Σ′p =
{
(r, s) ∈Σp : ‖s‖ ≤ κ−1
}−→Σp
is well defined and C 1-smooth on Σ′p . For every (r0, s0) ∈ Σ′p , if we denote (r1, s1) =
R(r, s), then
‖r1‖ < ‖r0‖, and ‖s1‖ ≤ κ · ‖s0‖.
4. For every z ∈ Σ′p , let Tz > 0 be the first return time of z to Σ, i.e. R(z) = φTz (z) ∈ Σ,
then Tz ≥ T0 and  ⋃
z∈Σ′p
φ[0,Tz ](z)
 ∩ U (σ) = ;.
Proof of Claim 3.9. Let pi(p) be the period of p and u2 > 0 be the largest Lyapunov expo-
nent of Orb(p). There exists a C 1 cross section Σ1 containing p and transversing to X
everywhere. By shrinking Σ1 if necessary, we can assume Σ1∩Orb(p,φt )= {p}.
Since p is a hyperbolic periodic orbit of X , there exists a small neighborhoodΣ2 ⊆Σ1,
such that the Poincaré map R : Σ2 → Σ1 is well defined and C 1-smooth. Moreover, p is a
hyperbolic fixed point of R with largest Lyapunov exponent equal to
(
pi(p)u2
)
. For every
z ∈Σ2, let Tz be the first return time of z inΣ1, i.e. R(z)=φTz (z). By shrinkΣ2 if necessary,
there exists T0 > 0 which is close to pi(p), such that Tz ≥ T0 for every z ∈ Σ2. Moreover,
since U (σ)∩Orb(p)=;, we can assume( ⋃
z∈Σ2
φ[0,Tz ](z)
)
∩ U (σ) = ;.
Finally, we fix a small constant ²2 > 0 and take
κ= exp[pi(p) · (u2+²2)]. (3.2)
Similar to Claim 3.7, we can take an adapted C 1-coordinate on Σ2, such that p = (0,0) ∈
Rk ×Rd−1−k in this coordinate and the second and third items of the claim are satisfied
on
Σp =
{
(r, s) ∈Rk ×Rd−1−k : ‖r‖ ≤ 1,‖s‖ ≤ 1
}
⊆ Σ2.
See [53, Theorem 2.4 & 2.5]. This finishes the proof of the claim.
Let V (p) = ⋃z∈Σ′p φ[0,Tz ](z) which is a neighborhood of Orb(p). Since W u(σ) \ {σ} ⊆
W s(Orb(p)), for z± = (0,±1) ∈ U (σ)∩W uloc(σ), there exist T± > 0 and (r±,0) ∈ Int
(
Σ′p
)
such that
(r+,0)=φT +(z+), and (r−,0)=φT −(z−).
Since Orb+(z±)∩U (σ) = ;, there exist two constants δ0 > 0,K > 0 with K ·δ0 ¿ 1, such
that
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• The Poincaré map P+ : Σ+(δ0) → Σp is well defined and C 1-smooth, satisfying
P+(z+)= P+(0,1)= (r+,0) and for every w = (xw ,1) ∈Σ+(δ0), if we denote P+(w)=
(rw , sw ), then it satisfies
‖rw − r+‖ ≤K · ‖xw‖, and ‖sw‖ ≤K · ‖xw‖.
Moreover, if we denote T+w > 0 the time satisfying P+(w) = φT +w (w), then the orbit
segment φ(0,T +w )(w)∩U (σ)=;.
• The Poincaré map P− : Σ−(δ0) → Σp is well defined and C 1-smooth, satisfying
P−(z−)= P−(0,−1)= (r−,0) and for every w = (xw ,−1) ∈Σ−(δ0), if we denote P−(w)=
(rw , sw ), then it satisfies
‖rw − r−‖ ≤K · ‖xw‖, and ‖sw‖ ≤K · ‖xw‖.
Moreover, if we denote T−w > 0 the time satisfying P−(w) = φT −w (w), then the orbit
segment φ(0,T −w )(w)∩U (σ)=;.
Claim 3.10. For every z = (xz , yz ) ∈U (σ,δ0) with xz 6= 0, yz > 0, let T1 < 0< T2 be defined
as in Claim 3.8 and w = (xw ,1) = φT2 (x) ∈ Σ+(δ0), then for the point P+(w) = (rw , sw ) ∈
Σp , let
Tp =
(
− log(K ‖xw‖)
logκ
−2
)
·T0.
we have φ[0,Tp ](P
+(w))⊆V (p).
In particular, combined with the third item of Claim 3.8 that T2−T1 ≤ log‖xw‖/u1,
we have
Tp
T2−T1
≥ −u1 ·T0
logκ
·
(
1+ logK +2logκ
log‖xw‖
)
. (3.3)
The same conclusion holds for z = (xz , yz ) ∈U (σ,δ0) with xz 6= 0, yz < 0.
Proof of Claim 3.10. This claim is a direct calculation by applying the third item of Claim
3.9 and ‖sw‖ ≤K · ‖xw‖.
Now we take δ1 ∈ (0,δ0] small enough, such that (logK +2logκ)/ logδ1 >−1/2. Then
for every z = (xz , yz ) ∈U (σ,δ1), the corresponding estimation of Equation (3.3) is
Tp ≥ L · (T2−T1), where L = −u1 ·T0
2logκ
. (3.4)
Now we take a C 1 smooth function ϕ : M →R satisfying:
1. ϕ(z)≥−1 for every z ∈M and ϕ(σ)=−1.
2. ϕ(z)≥ 0 for every z ∈M \U (σ,δ1).
3. ϕ(z)≥ L−1 for every z ∈V (p).
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Then for the generic point xn of µn , let
0 ≤ T 11 < T 12 < T 13 < T 14 < ·· · · · · < T m1 < T m2 < T m3 < T m4 < ·· · · · ·
be the time sequence where {T m1 }m are all the times that φt (xn) enters U (σ,δ1) and T
m
2
is the time whenφt (xn) enters U (σ,δ1) after T m1 ; T
m
3 is the time whenφt (xn) enters V (p)
after T m2 and T
m
4 is the time when φt (xn) leaves V (p) after T
m
3 .
For every m, we have
(T m4 −T m3 ) ≥ L · (T m2 −T m1 ).
This implies ∫
ϕdµn = lim
T→+∞
1
T
∫ T
0
ϕ
(
φt (xn)
)
dt
≥ lim
T m4 →+∞
1
T m4
m∑
i=1
[
(−1) · (T m2 −T m1 )+L−1 · (T m4 −T m3 )
]
≥ 0.
However, we have
∫
ϕdδσ = ϕ(σ) = −1. This contradicts to µn → δσ, thus δσ is isolated
inMer g (X ).
4 The geometric Lorenz attractors
4.1 Properties of geometric Lorenz attractors
In this subsection, we investigate some properties for the geometric Lorenz attractor. We
assume r ∈ N≥2∪ {∞} and X ∈X r (M 3) which exhibits a geometric Lorenz attractor Λ
with cross section Σ. Let P (x, y)= ( f (x), H(x, y)) :Σ\ l →Σ be the Poincaré map of φXt .
Recall that Λ is a singular hyperbolic attractor with splitting TΛM 3 = E ss ⊕E cu and
there exists a Hölder continuous foliationF ss tangent to E ss everywhere [51]. Since the
strong stable bundle E ss is determined by the positive orbit of a point andΛ is an attrac-
tor, E ss andF ss is well defined in the whole attracting region U , see [3, Proposition 3.2].
Moreover, we have the following lemma.
Lemma 4.1. For every z ∈U \F ss(σ), if we define
F s(z)= ( ⋃
t∈R
φXt (F
ss(z))
)∩U ,
then F s is a 2-dimensional φXt -invariant foliation in U \F
ss(σ). Moreover, each leaf of
F s is C r -smooth and the holonomy maps ofF s is C 1-smooth.
Proof. The definition of F s implies it is a 2-dimensional φXt -invariant foliation in U \
F ss(σ). The classical invariant manifold theorem [31] shows each leaf of F ss is C r -
smooth, so does each leaf of F s . The holonomy maps of F s is C 1-smooth1 has been
proved in [4, Lemma 7.1].
1In fact, [4, Lemma 7.1] proves more that the holonomy maps ofF s is C 1+-smooth.
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Lemma 4.2. There exists a C r -smooth cross section Σ1 of φXt which is an extension of Σ
and C 1-diffeomorphic to [−1−²,1+²]2 for some ²> 0 such that
l1 = {0}× [−1−²,1+²]=Σ1∩W sloc(σ,φXt ), and Σ= [−1,1]2 ⊂ [−1−²,1+²]2 =Σ1.
The Poincaré map P :Σ\l →Σ smoothly extends to a Poincaré map P1 :Σ1 \l1 →Σ1, which
has the form P1(x, y) =
(
f1(x), H1(x, y)
)
for every (x, y) ∈ Σ \ l1 and satisfies P1|Σ\l ≡ P.
Moreover, they satisfy:
• H1(x, y) > 0 for x > 0, H1(x, y) < 0 for x < 0, and sup(x,y)∈Σ1\l1 |∂H1(x, y)/∂y | < 1,
sup(x,y)∈Σ\l |∂H(x, y)/∂x| < 1;
• the one-dimensional quotient map f1 : [−1−²,1+²]\{0}→ [−1,1] is C 1-smooth and
satisfies f1|[−1,1]\{0} ≡ f ,−1< f (x)< 1 and f ′(x)>
p
2 for every x ∈ [−1−²,1+²]\{0}.
In particular, the image of the Poincaré map P1 satisfies P1(Σ1 \ l1)⊆ [−1,1]× (−1,1).
Proof. Since Σ is a C r -smooth cross section of φXt , we can extend Σ to a larger surface
Σ1 transverse to φXt . Moreover, Lemma 4.1 shows that the stable foliationF
s intersects
Σ1 induced a C 1-smooth foliation in Σ1, where we already haveF s ∩Σ=
{
x× [−1,1] : x ∈
[−1,1]}. So we can C 1-smoothly extend the coordinate ofΣ toΣ1 = [−1−²,1+²]2 for some
²> 0, such that
F s ∩Σ1 =
{
x× [−1−²,1+²] : x ∈ [−1−²,1+²]},
and l1 = 0× [−1−²,1+²]=W sloc(σ,φXt )∩Σ1.
Let P1 : Σ1 \ l1 → Σ1 be the Poincaré map associated to Σ1, then it has the form
P1(x, y)= ( f1(x), H1(x, y)) and P1|Σ\l ≡ P . In particular, f1 is C 1-smooth and f1|[−1,1]\{0} ≡
f . From the definition of geometric Lorenz map, the one-dimensional quotient map
f : [−1,1] \ {0} → [−1,1] satisfies −1 < f (x) < 1 and f ′(x) > p2 everywhere. This implies
−1< f (−1)< 0< f (1)< 1. Thus if we choose ² small enough, we also have−1< f1(1−²)<
0< f (1+ ²)< 1. Shrinking ² if necessary, P1 is well defined on Σ1 \ l1, and H1, f1 satisfies
all estimations of H , f . In particular, we have
P1(Σ1 \ l1)= P1(Σ1 \ l1)∪ {z+, z−}⊆ [−1,1]× (−1,1).
Notation 4.3. From now on, we use Σ,P, f , H to denote Σ1,P1, f1, H1 respectively for the
simplicity of notations. We denote pix : Σ→ [−1− ²,1+ ²] the projection to x-coordinate
on Σ. Since limx→0 f ′(x) = +∞, there exists λ0 >
p
2, such that f ′(x) > λ0 for every x ∈
[−1−²,1+²] \ {0}. On the other hand, since f (−1)>−1, we must have λ0 < 2.
We fix α= 1/(p2−1). The proof of Lemma 2.6 shows that the cone field Cα satisfies
DP (Cα(x, y)) ⊆ Cp2α/λ0 (P (x, y)), ∀(x, y) ∈Σ\ l .
Definition 4.4. LetL r (r ≥ 1) be the set consisting of C r -maps f : [−1,1] \ {0}→ (−1,1)
which satisfies
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• limx→0− f (x)= 1, and limx→0− f ′(x)=+∞;
• limx→0+ f (x)=−1, and limx→0+ f ′(x)=+∞;
• −1< f (x)< 1 and f ′(x)>p2 for every x ∈ [−1,1] \ {0}.
We call f ∈L r a Lorenz expanding map.
Figure 2: The Lorenz expanding map
The following lemma is standard in the study of geometric Lorenz attractors. We
include its proof which illustrates the main idea of proving Claim 4.15 in the proof of
Theorem 4.9.
Lemma 4.5. Let f ∈L r , then f is eventually onto, i.e. for every open interval J ⊂ [−1,1] \
{0}, there exists an integer N > 0, such that⋃Ni=0 f i (J )= (−1,1).
New proof of Lemma 4.5. For every n ≥ 1, we consider the map f n : J → [−1,1]. Let
Dn = {t ∈ J : f m(t )= 0, for some 1≤m ≤ n−1} for n ≥ 2 and D1 =;.
We call t ∈Dn a discontinuity point of f n . Then Dn is a finite subset of J with Dn ⊆Dn+1,
and f n is well-defined and C 1-smooth on each connected component of J \ Dn . More-
over, if (a,b) ⊆ J is a connected component of J \ Dn , then f n |(a,b) is a diffeomorphism
from (a,b) to its image
f n(a,b) = ( lim
x→a+
f n(x) , lim
x→b−
f n(x)
)
and ( f n)′(x)≥λn0 , ∀x ∈ (a,b).
Claim 4.6. For every n ≥ 1, assume I = (a,b) is a connected component of J \ Dn , then
either #
(
I ∩Dn+2
)≤ 1, or (−1,1)⊆ f n+1(I )∪ f n+2(I ).
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Proof of the claim. Recall that f n is well-defined and C 1-smooth on I . Let (c,d)= f n(I ).
If 0 ∉ (c,d), then I ∩Dn+1 = ; and f n+1(I ) = f (c,d) is an open interval in (−1,1). Thus
there exists at most one point t ∈ I , such that f n+1(t )= 0. This implies #(I ∩Dn+2)≤ 1.
If 0 ∈ (c,d) = f n(I ), then we denote t0 ∈ I satisfying f n(t0) = 0. Then the two open
intervals (a, t0) and (t0,b) are two connected components of J \ Dn+1. Moreover, their
images by f n+1 satisfies
f n+1(a, t0)=
(
lim
x→a+
f (x), 1
)
, and f n+1(t0,b)=
(−1, lim
x→a+
f (x)
)
.
If neither of them contains 0, then we have #
(
I ∩Dn+2
)= #(I ∩Dn+1)= 1.
Otherwise, we have either 0 ∈ f n+1(a, t0) or 0 ∈ f n+1(t0,b). Thus either
[0,1)⊂ f n+1(a, t0)⊂ f n+1(I ), or (−1,0]⊂ f n+1(t0,b)⊂ f n+1(I ).
In both cases, iterating by f again, we have (−1,1)⊆ f n+1(I )∪ f n+2(I ).
Now we show that there exists some n > 0 and a connected component I of J \ Dn ,
such that (−1,1)⊆ f n+1(I )∪ f n+2(I ). Otherwise, Claim 4.6 implies
#D2 ≤ 1, #D4 ≤ #D2+#D2+1≤ 3, · · · #D2n ≤ #D2n−2+#D2n−2+1≤ 2n −1.
This implies J \ D2n has at most 2n connected components. So there exists a connected
component I2n ⊂ J \ D2n , such that its length satisfies |I2n | ≥ 2−n |J |.
Since f is a diffeomorphism on each connected component, and satisfies ( f 2n)′ >
λ2n0 , thus the length of the interval f
2n(I2n) satisfies
∣∣ f 2n(I2n)∣∣ ≥ λ2n0 · |I2n | ≥
(
λ20
2
)n
· |J | → +∞, as n →+∞.
This is absurd since f 2n(I2n)⊆ (−1,1). We take N = n+2 finishing the proof of this lemma.
The following proposition shows that every Lorenz attractor is a homoclinic class and
every pair of periodic orbits are homoclinic related. Moreover, for every r ∈ N≥2∪ {∞},
the set of C r vector fields exhibiting a geometric Lorenz attractor is an open subset of
X r (M 3).
Proposition 4.7. Let r ∈ N≥2 ∪ {∞} and X ∈X r (M 3). If X exhibits a geometric Lorenz
attractorΛwith attracting region U , thenΛ is a singular hyperbolic homoclinic class of X ,
and the orbits of every two periodic points p, q ∈Λ are homoclinic related.
Moreover, there exists a C r -neighborhoodU of X inX r (M 3), such that for every Y ∈
U , U is an attracting region of Y , and the maximal invariant set ΛY = ⋂t>0φYt (U ) is a
geometric Lorenz attractor.
Remark 4.8. The proof of Proposition 4.7 is in the Appendix. The first part is classical
and the “moreover” part relies on a beautiful observation in [4], which shows the stable
foliation of the Poincaré map in the cross section is C 1+-smooth.
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4.2 A C r -connecting theorem for geometric Lorenz attractors
This subsection is devoted to prove the following C r -connecting theorem for geometric
Lorenz attractors which is a key technique for proving Theorem A.
Theorem 4.9. Assume r ∈N≥2∪{∞} and X ∈X r (M 3) admits a geometric Lorenz attractor
Λ with singularity σ and attracting region U . Let Σ be the cross section of Λ from Nota-
tion 4.3, and z ∈W u(σ)∩Σ be a point satisfying φXt (z) ∉Σ for every t < 0.
For every C r -neighborhood V of X , every critical element p ∈Λ and every δ0 > 0, there
exist 0 < δ < δ0 and Y ∈ V , such that the maximal invariant set ΛY = ⋂t>0φYt (U ) is a
geometric Lorenz attractor satisfying
1. The vector field Y and δ-neighborhood B(z,δ) of z satisfy
Y |M 3\B(z,δ) ≡ X |M 3\B(z,δ), and B(z,δ) ∩
(
Orb(p,φXt )∪ {σ}
) = ;.
This implies σY =σ ∈ Sing(ΛY ), and p ∈ Per(ΛY ) with Orb(p,φYt )=Orb(p,φXt ).
2. The point z ∈W u(σ,φYt ) and there exists T > 0, such that φYT (z) ∈W sloc(p,φYt ). This
implies
Orb(z,φYt ) ⊂ W u(σ,φYt )∩W s(Orb(p),φYt ).
Before proving Theorem 4.9, we would like to state the following direct corollary
by considering the critical element p as the singularity σ itself, which shows that C r -
densely, the singularity in the geometric Lorenz attractor admits a homoclinic orbit.
Corollary 4.10. Assume r ∈N≥2∪{∞}. There exists a dense subsetDrh ⊂X r (M 3), such that
if X ∈Drh admits a geometric Lorenz attractor with singularity σ, then σ has a homoclinic
orbit.
Now we give the proof of Theorem 4.9.
Proof of Theorem 4.9. By Proposition 4.7, we can shrink the C r -neighborhood V of X if
necessary, such that for every Y ∈ V , the maximal invariant set ΛY = ⋂t>0φYt (U ) is a
geometric Lorenz attractor.
There are two points z± ∈W u(σ)∩Σ satisfying φXt (z±) ∉Σ for every t < 0. We assume
z = z+ = (−1, y+) ∈Σ. The proof for z = z− is the same.
For the critical element p ∈Λ, there are two possibilities: either p =σ, or p is a peri-
odic point.
• If p = σ, there exists δ ∈ (0,δ0), such that B(z,δ)∩W sloc(σ) = ;. We only need to
show there exists a vector field Y ∈ V which satisfies Y |M 3\B(z,δ) ≡ X |M 3\B(z,δ),
such that for some T > 0,
z ∈W u(σ,φYt )∩Σ, and φYT (z) ∈ l =Σ∩W sloc(σ,φYt ).
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• If p is a periodic point, then we can assume p ∈Σwith
p = (xp , yp ) ∈
(
(−1,1)\{0})×[−1,1] and lp = {xp }×[−1−²,1+²]⊂W sloc(Orb(p),φXt ).
There exists δ ∈ (0,δ0), such that B(z,δ)∩
(⋃
t≥0φXt (lp )∪ {σ}
)=;. We need to show
there exists a vector field Y ∈ V which satisfies Y |M 3\B(z,δ) ≡ X |M 3\B(z,δ), such that
for some T > 0,
z ∈W u(σ,φYt )∩Σ, and φYT (z) ∈ lp ⊂Σ∩W sloc(Orb(p),φYt ).
From now on, we fix δ ∈ (0,δ0) which satisfies the above property. Recall that the cross
section Σ= [−1−²,1+²]2 for some ²> 0 and P :Σ\ l →Σ is the Poincaré map.
Claim 4.11. There exist η ∈ (0,²) and t0 > 0, such that the cross section Σz = [−1−η,−1+
η]× [y+−η, y++η]⊂Σ at z satisfies
1. P (Σz )∩Σz =; and there exists η′ > 0 such that P−1(Σz )⊂ (0,η′)× [−1−²,1+²] and
f ′(x)> 10 for every x ∈ (0,η′).
2. The set φX[0,3t0](Σz ) =
⋃
t∈[0,3t0]φ
X
t (Σz ) ⊂ B(z,δ) and φXt (x) ∉ φX[0,3t0](Σz ) for each
t < 0.
3. We have (1−10−3) f ′(x1)< f ′(x2)< (1+10−3) f ′(x1) for every x1, x2 ∈ [−1−η,−1+η].
Proof. The fact that f (−1) > −1 implies if η is small enough, then f ([−1−η,−1+η])∩
[−1−η,−1+η]=;. Thus P (Σz )∩Σz =;.
Since P (Σ) ⊂ [−1,1]× (−1,1), if a point w ∈ Σ satisfies P (w) ∈ Σz , then pix ◦P (w) ∈
(−1,−1+η]. The one-dimensional map f satisfies f (−1− ²)>−1, so if η< f (−1− ²)+1,
then there exists some η′ > 0, such that P−1(Σz ) ⊂ (0,η′]× [−1− ²,1+ ²]. If η→ 0+, then
η′ → 0+, and f ′(x) → +∞ as x ∈ (0,η′). So we only need to shrink η to take η′ small
enough, such that f ′(x)> 10 for every x ∈ (0,η′). This shows item 1.
Finally, since the quotient map f is C 1-smooth and there exists t0 > 0 such that
φX[−t0,4t0](z)⊂B(z,δ). Hence shrinking η again if necessary, item 2 and 3 are satisfied.
The subset φX[0,3t0](Σz ) admits a natural coordinate: for every w ∈ φX[0,3t0](Σz ), there
exist a unique point w0 = (x0, y0) ∈Σz = [−1−η,−1+η]× [y+−η, y++η] and tw ∈ [0,3t0],
such that w =φXtw (w0). Then we denote
w = (x0, y0, tw ) ∈ φX[0,3t0](Σz )= [−1−η,−1+η]× [y+−η, y++η]× [0,3t0].
We point out here that this coordinate is only C 1-smooth.
Let Z ∈X ∞(M 3) be a smooth vector field satisfying Supp(Z )⊂ φX[t0,2t0](Σz )⊂ B(z,δ)
such that if we represent Z in the coordinate {(x, y, t )} as
Z (x, y, t )= a(x, y, t ) · ∂
∂x
+b(x, y, t ) · ∂
∂y
+ c(x, y, t ) · ∂
∂t
then for every (x, y, t ) ∈φX[t0,2t0](Σz ), it satisfies the following properties
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1. max
{|b(x, y, t )|, |c(x, y, t )|} ≤ β|a(x, y, t )| and |a(x, y, t )| < β where 0 < β < 10−3 is a
small constant to be determined in Claim 4.12 below.
2. a(x, y, t )≥ 0 and a(−1, y+,3t0/2)> 0.
Here since the coordinate {(x, y, t )} is C 1-smooth, the three functions a,b,c are only uni-
formly continuous.
Claim 4.12. Let Xs = X + s ·Z ∈X r (M 3) for s ∈ [0,1]. Then there exists β> 0 such that the
C r -vector field family {Xs}s∈[0,1] satisfies the following properties:
1. X0 = X and Xs converges to X in C r -topology as s → 0.
2. For every s ∈ [0,1], σ is the singularity of Xs and z ∈W u(σ,φXst ).
3. For every s ∈ [0,1], Xs |φX[t0,2t0](Σz ) ≡ X |φX[t0,2t0](Σz ).
4. For every s ∈ [0,1], the first return map Ps :Σ\ l →Σ is well-defined for the flow φXst ,
and satisfies
Ps |Σ\Σz ≡ P |Σ\Σz .
5. For every w ∈ Σz , the curve Ps(w) : [0,1] → Σ is C r -smooth with respect to s, and
satisfies
dpix ◦Ps(w)
ds
≥ 0, and dPs(w)
ds
|s=s′ ∈Cα(Ps′(w)), ∀s′ ∈ [0,1].
Moreover, for the point z, the curve Ps(z) : [0,1] → Σ satisfies dpix ◦Ps(z)/ds > 0 at
the point s = 0.
Proof of the claim. The definitions of Z and Xs imply the first three items directly. The
vector field X on φX[0,3t0](Σz ) is equal to ∂/∂t everywhere. For every w in the boundary of
Σz , Z |φX[0,3t0](w) ≡ 0, this implies φ
Xs
t (w)=φXt (w) for every t ∈ [0,3t0]. Moreover, since
max
(x,y,t )∈φX[0,3t0](Σz )
{ |a(x, y, t )| , |b(x, y, t )| , |c(x, y, t )| } < β,
hence taking 0 < β < 10−3 small, for every s ∈ [0,1] and every w ∈ Σz , there exists some
t = t (w, s) which is close to 3t0, such thatφXst (w) ∈φX3t0 (Σz ). Thus the Poincaré map from
Σz to Σ associated to φ
Xs
t is well defined for every s ∈ [0,1].
For every w ∈Σ\Σz , its positive orbit does not intersect φX[0,3t0](Σz ) before it enters Σ
again. This implies for every s ∈ [0,1], the first return map Ps : Σ \ l → Σ is well-defined
for the flow φXst , and satisfies Ps |Σ\Σz ≡ P |Σ\Σz . This proves item 4.
Let
Ps,1 :Σz →φX3t0 (Σz ), and Ps,2 :φX3t0 (Σz )→Σ
be Poincaré maps ofφXst fromΣz toφ
X
3t0
(Σz ) and fromφX3t0 (Σz ) toΣ respectively. Then we
have Ps = Ps,2◦Ps,1. Let the coordinate onφX3t0 (Σz ) be induced by pushing the coordinate
of Σz ⊂Σ by φX3t0 , then Ps,2 ≡ P |Σz in this coordinate.
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Since Xs ∈X r (M 3) is depends continuously with respect to s in X r (M 3) and the
cross section Σ is a C r smooth surface, the curve Ps(w) : [0,1] → Σ is C r -smooth with
respect to s for every w ∈Σz .
The property a(x, y, t ) ≥ 0 everywhere implies for every w ∈ Σz , dpix ◦Ps,1(w)/ds ≥
0 everywhere. Here pix is the projection to x-coordinate on φX3t0 (Σz ). Since f
′(x) ≥ λ0
everywhere, we have
dpix ◦Ps(w)
ds
= d f
dx
· dpix ◦Ps,1(w)
ds
≥ 0.
Moreover, since |b(x, y, t )| ≤ β · |a(x, y, t )| ≤ 10−3 · |a(x, y, t )| for every (x, y, t ), hence for
every w ∈Σz and every 0≤ s1 < s2 ≤ 1, we have∣∣piy ◦Ps2,1(w)−piy ◦Ps1,1(w)∣∣ ≤ 10−3 · ∣∣pix ◦Ps2,1(w)−pix ◦Ps1,1(w)∣∣ .
This implies dPs,1/ds is tangent to the cone field DφX3t0
(
Cα|Σz
)
everywhere on φX3t0 (Σz ).
Since Ps,2 ≡ P |Σz , and P preserves the cone field Cα(Lemma 2.6 and Notation 4.3), the
curve Ps(w) : [0,1]→Σ is tangent to Cα everywhere.
For the point z = (−1, y+) ∈Σz , since a(−1, y+,3t0/2)> 0, there exists a neighborhood
of (−1, y+,3t0/2), such that for every (x, y, t ) in this neighborhood, we have a(x, y, t )> 0.
Thus there exists some s′ > 0 andκ> 0, such that for every 0< s < s′, we havepix◦Ps,1(z)≥
−1+κ · s. Thus we have
dpix ◦Ps(z)
ds
|s=0 = d f
dx
|x=−1 ·
dpix ◦Ps,1(w)
ds
|s=0 ≥ λ0 ·κ> 0.
Then item 5 is proved and the proof of the claim is completed.
From Notation 4.3, there exists λ0 ∈ (
p
2,2), such that f ′(x) > λ0 for every x ∈ [−1−
²,1+²]. We fix the C∞-vector field Z to satisfy Claim 4.12 and a constant λ ∈ (p2,λ0).
Claim 4.13. There exists a constant τ ∈ (0,1) such that Xs ∈ V for every s ∈ [0,τ], and
satisfies the following two properties:
1. For every s ∈ [0,τ], the Poincaré return map Ps :Σ\l →Σ satisfies for every (x, y) ∈Σ\l
∂pix ◦Ps(x, y)
∂x
>λ, and ∂pix ◦Ps(x, y)
∂y
< 10−3(λ−p2);∣∣∣∣∂piy ◦Ps(x, y)∂x
∣∣∣∣< 1, and ∣∣∣∣∂piy ◦Ps(x, y)∂y
∣∣∣∣< 1.
2. Let γ0 : [0,τ]→Σ be defined as γ0(s)= Ps(z), then we have
dpix ◦γ0(s)
ds
|s=s′ ≥ 1
2
· dpix ◦γ0(s)
ds
|s=0, ∀s′ ∈ [0,τ]
Proof of the claim. Since Xs → X inX r (M 3) and Ps |Σ\Σz ≡ P |Σ\Σz , so we have Ps → P in
C 1-topology under the coordinate Σ= [−1−²,1+²]2. On the other hand,
∂pix ◦P (x, y)
∂x
≡ f ′(x)≥λ0, and ∂pix ◦P (x, y)
∂y
≡ f (x)
y
≡ 0 ∀(x, y) ∈Σ\ l .
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So there exists τ1 > 0, such that for every s ∈ [0,τ], Xs ∈ V whose Poincaré map Ps satisfies
∂pix ◦Ps(x, y)/∂x >λ and ∂pix ◦Ps(x, y)/∂y < 10−3(λ−
p
2) for every (x, y) ∈Σ\l . The proof
for |∂piy ◦Ps(x, y)/∂x| < 1 and |∂piy ◦Ps(x, y)/∂y | < 1 is the same.
Since Ps(z) is C r -smooth with respect to s ∈ [0,1], so the function pix ◦Ps(z) is C 1-
smooth with respect to s. There exists τ2 > 0, such that for every s′ ∈ [0,τ2], it satisfies
dpix ◦γ0(s)
ds
|s=s′ ≥ 1
2
· dpix ◦γ0(s)
ds
|s=0
We take τ=min{τ1,τ2} finishing the proof of the claim.
Fix τ ∈ (0,1) from Claim 4.13. For every n ≥ 1, let Dn ⊂ [0,τ] be the set consisting of
points s satisfying there exists m < n, such that P ms ◦γ0(s) ∈ l . Then Dn is a finite subset
of [0,τ] with Dn ⊆Dn+1.
Claim 4.14. For every n ≥ 0, the map
γn(s)=
(
xn(s), yn(x)
)= P ns ◦γ0(s) : [0,τ] \ Dn −→Σ
is well defined. For each connected component J of [0,τ]\Dn , γn is a diffeomorphism from
J to its image, and satisfies
γ′n(s) ∈ Cα(γn(s)), and
dpix ◦γn(s)
ds
= x ′n(s) ≥ λn · x ′0(s), ∀s ∈ J .
Proof of the claim. We proof this claim by induction. When n = 0, the item 5 of Claim
4.12 shows that γ′0(s) ∈ Cα(γ0(s)) for every s ∈ [0,τ]. And x ′0(s) ≥ λ0x ′0(s) automatically
holds for every s ∈ [0,τ]. Now we assume for every 0≤ i ≤ n−1 and every s ∈ [0,τ] \ Di ,
γ′i (s) ∈Cα(γi (s)). and x ′i (s) ≥ λi · x ′0(s).
For every s ∈ [0,τ] \ Dn , we have
xn(s)=pix ◦Ps
(
xn−1(s), yn−1(s)
)
, and yn(s)=piy ◦Ps
(
xn−1(s), yn−1(s)
)
.
Now we fix s0 ∈ [0,τ] \ Dn . There are two possibilities: either (xn−1(s0), yn−1(s0)) ∉Σz ,
or (xn−1(s0), yn−1(s0)) ∈ Σz . If (xn−1(s0), yn−1(s0)) ∉ Σz , then there exists a neighborhood
of (xn−1(s0), yn−1(s0)), such that Ps ≡ P in this neighborhood. Lemma 2.6 shows that
γ′n(s0) = DP (γ′n−1(s0)) ∈ Cα(γn(s0)).
If (xn−1(s0), yn−1(s0)) ∈ Σz , item 1 of Claim 4.11 implies (xn−2(s0), yn−2(s0)) ∉ Σz , 0 <
xn−2(s0)< η′ and f ′(xn−2(s0))> 10. If we denote
γ′n−2(s0) = x ′n−2(s0) ·
∂
∂x
+ y ′n−2(s0) ·
∂
∂y
∈ Cα(γn−2(s0)).
γ′n−1(s0) = x ′n−1(s0) ·
∂
∂x
+ y ′n−1(s0) ·
∂
∂y
∈ Cα(γn−1(s0)).
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Then γ′n−1(s0)=
(
DP |(xn−2(s0),yn−2(s0))
)(
γ′n−2(s0)
)
. Thus we have∣∣y ′n−2(s0)∣∣≤α · ∣∣x ′n−2(s0)∣∣ , |x ′n−1(s0)| = f ′(xn−2(s0)) · |x ′n−2(s0)| ≥ 10|x ′n−2(s0)|,
and
|y ′n−1(s0)| ≤
∂H
∂x
|γn−2(s0) · |x ′n−2(s0)| +
∂H
∂y
|γn−2(s0) · |y ′n−2(s0)|
≤ |x ′n−2(s0)| + |y ′n−2(s0)|
≤ (1+α)|x ′n−2(s0)|.
Now we calculate γ′n(s0). Since xn(s) = pix ◦ Ps
(
xn−1(s), yn−1(s)
)
and yn(s) = piy ◦
Ps
(
xn−1(s), yn−1(s)
)
, if we denote wn−1 =
(
xn−1(s0), yn−1(s0)
)
, then
x ′n(s0)=
∂pix ◦Ps0
∂x
· x ′n−1(s0)+
∂pix ◦Ps0
∂y
· y ′n−1(s0)+
∂pix ◦Ps(wn−1)
∂s
|s=s0 .
From item 1 of Claim 4.13, we have
∂pix ◦Ps0
∂x
· x ′n−1(s0)≥λ · x ′n−1(s0) and
∣∣∣∣∂pix ◦Ps0∂y · y ′n−1(s0)
∣∣∣∣≤ 10−3(λ−p2) · |y ′n−1(s0)|.
Since |y ′n−1(s0)| ≤α · x ′n−1(s0) and 10−3α< 1, we have
x ′n(s0)≥
p
2 · x ′n−1(s0)+
∂pix ◦Ps(wn−1)
∂s
|s=s0 (4.1)
On the other hand, we have
y ′n(s0)=
∂piy ◦Ps0
∂x
· x ′n−1(s0)+
∂piy ◦Ps0
∂y
· y ′n−1(s0)+
∂piy ◦Ps(wn−1)
∂s
|s=s0 .
Again, item 1 of Claim 4.13 shows that |∂piy ◦Ps0 /∂x| < 1 and |∂piy ◦Ps0 /∂y | < 1. Thus we
have
|y ′n(s)| < (1+α) · x ′n−1(s0)+
∣∣∣∣∂piy ◦Ps(wn−1)∂s |s=s0
∣∣∣∣ . (4.2)
Item 5 of Claim 4.12 shows that
dPs(wn−1)
ds
|s=s0 ∈Cα(Ps0 (w)) and
∂pix ◦Ps(wn−1)
∂s
|s=s0 ≥ 0,
Which implies ∣∣∣∣∂piy ◦Ps(wn−1)∂s |s=s0
∣∣∣∣ ≤ α · ∂pix ◦Ps(wn−1)∂s |s=s0 .
Sinceα= 1/(p2−1) which is equivalent to (1+α)/p2=α, Equation 4.1 and Equation 4.2
imply
|y ′n(s0)| ≤ α · x ′n(s0), i.e. γ′n(s0) ∈Cα(γn(s0)).
Finally, Equation 4.1 shows that
x ′n(s0) ≥
p
2 · x ′n−1(s0) ≥ 10
p
2 · x ′n−2(s0) > λ2 ·λn−2 = λn .
This finishes the proof of the claim.
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We can finish the proof of this theorem by using the idea of Lemma 4.5.
Claim 4.15. There exists some integer N > 0, such that
(−1,1) ⊆
N⋃
i=0
pix ◦γn
(
[0,τ]
)
.
Proof of the claim. If (a,b)⊆ [0,τ] is a connected component of [0,τ] \ Dn , then
pix ◦γn(s)=pix ◦P ns ◦γ0(s) : [0,τ]→ [−1,1]
is a diffeomorphism from (a,b) to its image.
Similar to Claim 4.6, we show that for every n ≥ 1, let I = (a,b) be a connected com-
ponent of [0,τ] \ Dn , then either #
(
I ∩Dn+2
)≤ 1 or (−1,1)⊆pix ◦γn+1(I )∪pix ◦γn+2(I ).
Actually, let (c,d)=pix ◦γn(I ). If 0 ∉ (c,d), then I ∩Dn+1 =; and
pix ◦γn+1(I )=pix ◦P n+1s ◦γ0(I )
is an open interval in (−1,1). Thus there exists at most one point s0 ∈ I satisfying pix ◦
γn+1(s0)= 0. This implies #
(
I ∩Dn+2
)≤ 1.
If 0 ∈ (c,d), then we denote s0 ∈ I satisfying pix ◦γn(s0)=pix ◦P ns0 ◦γ0(s0)= 0. Then two
open intervals (a, s0) and (s0,b) are two connected components of I \ Dn+1. Moreover,
item 4 of Claim 4.12 shows that Ps |Σ\Σz ≡ P |Σ\Σz . This implies
lim
s→s−0
pix ◦γn+1(s)= 1, and lim
s→s+0
pix ◦γn+1(s)=−1.
Thus there exists e, f ∈ (−1,1), such that
pix ◦γn+1
(
(a, s0)
)= (e,1), and pix ◦γn+1((s0,b))= (−1, f ).
If both of them don’t contain 0, then we have #
(
I ∩Dn+2
)= #(I ∩Dn+1)= 1.
Otherwise, we have either 0 ∈ (e,1) or 0 ∈ (−1, f ). Thus either
[0,1)⊂pix ◦γn+1
(
(a, s0)
)⊂pix ◦γn+1(I ), or (−1,0]⊂pix ◦γn+1((s0,b))⊂pix ◦γn+1(I ).
In both cases, we can apply Ps |Σ\Σz ≡ P |Σ\Σz and show that
(−1,1)⊆pix ◦γn+1(I )∪pix ◦γn+2(I ).
Now we claim there exists some n > 0 and a connected component I of [0,τ] \ Dn ,
such that (−1,1)⊆pix ◦γn+1(I )∪pix ◦γn+2(I ). Otherwise, we have
#D2 ≤ 1, #D4 ≤ #D2+#D2+1≤ 3, · · · #D2n ≤ #D2n−2+#D2n−2+1≤ 2n −1
This implies [0,τ] \ D2n has at most 2n connected components. So there exists a con-
nected component I2n ⊂ [0,τ] \ D2n , such that its length satisfies |I2n | ≥ 2−nτ.
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Since pix ◦γ2n is a diffeomorphism on each connected component of [0,τ] \ D2n , and
Claim 4.14 shows that
dpix ◦γn(s)
ds
= x ′n(s) ≥ λn · x ′0(s), ∀s ∈ I2n ,
the length of the interval pix ◦γn(I2n) satisfies |pix ◦γn(I2n)| ≥λ2n · |γ0(I2n)|.
Finally, item 2 of Claim 4.13 shows that
|γ0(I2n)| ≥ 1
2
· dpix ◦γ0(s)
ds
|s=0 · |I2n | ≥ 1
2
· dpix ◦γ0(s)
ds
|s=0 ·2−nτ.
Thus we have
|pix ◦γn(I2n)| ≥ τ
2
· dpix ◦γ0(s)
ds
|s=0 ·
(
λ2
2
)n
−→ +∞, as n →+∞.
This is absurd because pix ◦γn(I2n)⊆ (−1,1). So there exists n > 0 and a connected com-
ponent I of [0,τ] \ Dn , such that (−1,1)⊆pix ◦γn+1(I )∪pix ◦γn+2(I ). We take N = n+2 to
complete the proof of this claim.
For the critical point p ∈Λ, recall that lp = {xp }× [−1−²,1+²]⊂Σwith xp ∈ (−1,1) (if
p =σ, then xp = 0). Claim 4.15 shows there exist s ∈ [0,τ] and n > 0, such that
xp = pix ◦P ns ◦γ0(s) = pix ◦P ns ◦Ps(z).
This implies for the vector field Y = Xs ∈ V , there exists T > 0, such that φYT (z) ∈ lp .
Since Xs |M 3\B(z,δ) ≡ X |M 3\B(z,δ) and B(z,δ)∩
(⋃
t≥0φXt (lp )∪ {σ}
) = ;, we have lp ⊂
W sloc(Orb(p),φ
Y
t ). The fact z ∈W u(σ,φYt )=W u(σ,φXst ) implies
Orb(z,φYt ) ⊂ W u(σ,φYt )∩W s(Orb(p),φYt ).
This completes the proof of this theorem.
4.3 Proof of Theorem A and Corollary 1.1
We split the proof of Theorem A into two parts: the residual part and the dense part. We
first prove the following lemma which is key for the residual part.
Lemma 4.16. For every r ∈N≥2∪{∞}, there exists a C r -residual subsetRr ⊂X r (M 3) such
that if X ∈Rr admits a Lorenz attractorΛ, thenMer g (Λ)⊂Mper (Λ).
Proof. Assume X ∈X r (M 3) admits a Lorenz attractor Λ with attracting region U and
letU be the C r neighborhood of X satisfying Proposition 4.7 for Λ and U . Recall that Λ
is a homoclinic class and any two periodic orbits are homoclinically related by Proposi-
tion 4.7. Applying Corollary 4.10 and Proposition 3.5, we have the following claim.
Claim 4.17. For any C r -neighborhood V of X and any ε > 0, there exists Y ∈ V which
admits a periodic point p satisfying that d(δOrb(p,φYt ),δσY )< ε.
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Lemma 4.16 concludes by a standard Baire argument. Take a countable basis {On}n∈N+
of M 3 and let {Un}n∈N+ be the countable family which consists of all the possible unions
of finitely many elements in {On}n∈N+ . For each pair of integers n,m ∈N+, we define the
following two subsets ofX r (M 3):
• Fm,n : Y ∈Fm,n if and only if Y admits a hyperbolic singularityσY in Um and there
exists a periodic point qY of Y such that d(δOrb(qY ,φYt ),δσY )<
1
n ;
• Nm,n : Y ∈Fm,n if and only if there exists a neighborhood VY ⊂X r (M 3) of Y such
that for any Z ∈ VY , one of the following cases satisfies
– either Z admits no hyperbolic singularity in Um ;
– or for any singularity σZ of Z in Um and for any periodic point qZ of Z , it
satisfies d(δOrb(qZ ,φZt ),δσZ )≥
1
n .
Claim 4.18. Fm,n ∪Nm,n is open and dense inX r (M r ).
Proof. By the robustness of hyperbolic critical elements, we have that Fm,n is open in
X r (M 3). The openness ofNm,n is by definition.
For any vector field Y ∈X r (M 3) \Nm,n , there exists a sequence of vector fields Yi ∈
X r (M 3) such that Yi admits a hyperbolic singularity σYi in Um and there exists a peri-
odic point qYi of Yi such that d(δOrb(qYi ),δσYi )<
1
n . Again by the robustness of hyperbolic
critical elements, we have that Yi ∈Fm,n which implies that Y ∈Fm,n . This shows that
Fm,n ∪Nm,n is dense inX r (M 3).
By Claim 4.18, the set
Rr = ⋂
m,n∈N+
(Fm,n ∪Nm,n)
is a residual subset in X r (M 3). Let X ∈Rr and Λ be a Lorenz-like attractor of X with
singularity σ. We show thatMer g (Λ)⊂Mper (Λ).
Takeµ ∈Mer g (Λ). Ifµ 6= δσ, thenµ ∈Mper (Λ) by Proposition 3.1. If otherwiseµ= δσ.
By the hyperbolicity of σ, there exist a neighborhood Uσ of σ and a neighborhoodUX ⊂
X r (M 3) of X such that any Y ∈UX admits a unique singularity σZ in Uσ where σZ is
the continuation of σ. Take m ∈ N+ such that Um ⊂Uσ is a neighborhood of σZ for all
Z ∈UX . By Claim 4.17, we have that X ∉Nm,n for any n ∈N+. Hence X ∈Fm,n for any n ∈
N+. This implies that there exists a sequence of periodic points pn of X such that δOrb(pn )
converges to δσ in the weak*-topology. Moreover, since Λ is a Lorenz attractor, we have
that pn ∈ Λ for each n large enough. This shows that δσ ∈Mper (Λ) and completes the
proof of Lemma 4.16.
Recall by Proposition 4.7, any geometric Lorenz attractor of a vector field X ∈X r (M 3)
is a homoclinic class and any two periodic orbits are homoclinically related. Hence we
have the following lemma which is a combination of [1, Proposition 4.7 & Remark 4.6].
Lemma 4.19. Assume r ∈N≥2∪{∞} and X ∈X r (M 3) admits a geometric Lorenz attractor
Λ, thenMper (Λ) is convex.
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Now we manage to prove Theorem A and Corollary 1.1.
Proof of Theorem A. Let r ∈N≥2∪{∞}. We splits the proof of Theorem A into residual part
and dense part.
Residual part: Let Rr ⊂X r (M 3) be the residual subset from Lemma 4.16. Assume
X ∈Rr admits a geometric Lorenz attractorΛ. We first show that
Mi nv (Λ)=Mer g (Λ)=Mper (Λ).
Take µ ∈Mi nv (Λ). By the Ergodic Decomposition Theorem, there exists a sequence
of measures µn converging to µ in the weak*-topology where µn ∈Mi nv (Λ) is a convex
sum of finitely many ergodic measures supported on Λ for each n ∈N. By Lemma 4.16,
there exists a sequence of measures νn converging to µ in the weak*-topology where
νn ∈Mi nv (Λ) is a convex sum of finitely many periodic measures supported on Λ for
each n ∈N. By Lemma 4.19, we have thatMper (Λ) is convex. Hence µ ∈Mper (Λ). This
impliesMi nv (Λ)=Mer g (Λ)=Mper (Λ).
Note that Mer g (Λ) coincides with Mper (Λ)∩Mer g (Λ). Hence the path connected-
ness ofMer g (Λ) follows directly from Proposition 4.7 and Proposition 3.2.
Dense part: By Proposition 4.7 and robustness of hyperbolic singularities, one can eas-
ily prove that there exists an open and dense subset O inX r (M 3) such that the number
of geometric Lorenz attractors of every X ∈O is robustly constant. That is to say, for any
X ∈O , there exists a C r neighborhood VX of X such that the number of geometric Lorenz
attractors of any Z ∈ VX is a constant which equals that of X .
To prove the dense part, we only need to show that for any X ∈ O and for any C r
neighborhood V of X , there exists a vector field Y ∈ V such that every geometric Lorenz
attractorΛY of Y satisfies
Mper (ΛY )áMer g (ΛY )áMi nv (ΛY ).
By hyperbolicity of singularities, we have that X admits only finitely many geometric
Lorenz attractors Λ1,Λ2, · · · ,Λk with pairwise disjoint attracting regions U1,U2, · · · ,Uk .
Shrinking V if necessary, we assume that every Z ∈ V admits exactly k geometric Lorenz
attractors Λ1,Z ,Λ2,Z , · · · ,Λk,Z with the same attracting regions U1,U2, · · · ,Uk . Moreover,
we assume that V satisfies the property (F ) in Section 2.3. For each Z ∈ V and for each
i = 1,2, · · · ,k, we denote by σZi the unique singularity in Λi ,Z and denote by σi = σXi for
simplicity. We first show the following claim.
Claim 4.20. For each i = 1,2, · · · ,k, there exists Yi ∈ V satisfying that Yi |M\Ui = X |M\Ui and
W u(σYii ,φ
Yi
t ) \ {σ
Yi
i }⊂W s(Orb(p
Yi
i ,φ
Yi
t )) where p
Yi
i is a hyperbolic periodic point of φ
Yi
t .
Proof of Claim 4.20. Fix i ∈ {1,2, · · · ,k}. We denote by Λ =Λi ,U =Ui and σ = σi to sim-
plify notations.
Let Σ⊂U be the cross section ofΛ and z+, z− ∈W u(σ)∩Σ be the two different points
satisfying φXt (z
+),φXt (z
−) ∉ Σ for any t < 0. Take a hyperbolic periodic point p ∈Λ. Take
a constant δ+ > 0 such that
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• B(z+,δ+)⊂U \ (Orb(p,φXt )∪ {σ}),
• φXt (z
−) ∉B(z+,δ+) for any t ≤ 0.
By Theorem 4.9, there exists Y + ∈ V satisfying that
Y +|M\B(z+,δ+) = X |M\B(z+,δ+) and Orb(z+,φY
+
t )⊂W u(σ,φY
+
t )∩W s(Orb(p),φY
+
t ).
Note that V is also a C r -neighborhood of Y + with z− ∈W u(σ,φY +t ) and p ∈ Per(φY
+
t ).
Moreover, by the choice of V , the maximal invariant compact set of φY
+
t is still a geo-
metric Lorenz attractor with singularity σ and containing Orb(p) in it. We take another
constant δ− > 0 satisfying that
• B(z−,δ−)⊂U \ (Orb(p,φXt )∪ {σ}),
• φY
+
t (z
+) ∉B(z−,δ−) for any t ∈R.
Applying Theorem 4.9 again for the vector field Y + and the neighborhood V , there exists
Yi ∈ V such that
Yi |M\B(z−,δ−) = Y +|M\B(z−,δ−) and Orb(z−,φYit )⊂W u(σ,φYit )∩W s(Orb(p),φYit ).
By the choice of δ−, we know that it satisfies also
Orb(z+,φYit )⊂W u(σ,φYit )∩W s(Orb(p),φYit ).
The vector field Yi satisfies Claim 4.20.
Finally, let Y be the composed perturbation of X satisfying that
Y |Ui = Yi |Ui , for each i = 1,2, · · · ,k, and Y |M\(⋃1≤i≤k Ui ) = X |M\(⋃1≤i≤k Ui ).
By the property (F ), we have that Y ∈ V since the attracting regions {Ui }1≤i≤k are pairwise
disjoint. By Proposition 3.6, for each 1≤ i ≤ k, the Dirac measure δσi = δσYi is isolated in
Mer g (Y ). In particular, we have
Mper (Λi ,Y )áMer g (Λi ,Y )áMi nv (Λi ,Y ).
This completes the dense part and hence the proof of Theorem A.
Proof of Corollary 1.1. Let Rr be the residual subset of X r (M 3) from Theorem A. As-
sume X ∈Rr admits a geometric Lorenz attractor Λ. By [1, Proposition 5.1],Mer g (Λ) is
a Gδ subset in Mi nv (Λ). Since Mi nv (Λ) =Mer g (Λ), we have that Mer g (Λ) is a residual
subset in Mi nv (Λ). On the other hand, periodic orbits are dense in Λ since Λ is a ho-
moclinic class. Then by [1, Proposition 5.3], the set of invariant measures with support
equal toΛ is a residual subsetM1 inMi nv (Λ). By [45], the entropy map
h(·) : Mi nv (Λ)→R
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µ 7→ hµ(X )
is upper semi-continuous. Hence the continuity points of the entropy map h(·) form a
residual subsetM2 inMi nv (Λ). Moreover, sinceMi nv (Λ)=Mper (Λ) and every periodic
measure has 0-entropy, we have that every µ ∈M2 satisfies hµ(X )= 0. Let
Mr es =Mer g (Λ)∩M1∩M2.
ThenMr es is a residual subset inMi nv (Λ) and the residual part concludes.
To prove the dense part, since Mi nv (Λ) =Mper (Λ), we only need to show that any
periodic measure supported onΛ is approximated by ergodic measures inMer g (Λ) with
positive entropy. The idea follows [1, Theorem 3.5 part (c)] and we give an explanation
here. For any periodic orbit Orb(p) in Λ, we have that Λ = H(p) by Proposition 4.7.
Hence Orb(p) exhibits some transverse homoclinic orbit which implies that there are
hyperbolic horseshoes contained in Λ arbitrarily close to this homoclinic orbit. That
means points in the hyperbolic horseshoes spends arbitrarily large fractions of their or-
bits shadowing Orb(p) as closely as required. Hence measures supported on such hyper-
bolic horseshoes are close to δOrb(p) in the weak*-topology. On the other hand, every hy-
perbolic horseshoe must support an ergodic measure with positive entropy. Thus δOrb(p)
is approximated by ergodic measures inMer g (Λ) with positive entropy.
Remark 4.21. In the proof of Corollary 1.1, the residual subsetsM1 andM2 ofMi nv (Λ)
exist for every geometric Lorenz attractor Λ of every X ∈X r (M 3). Therefore the mea-
sures with zero entropy and full support form a residual subsetM0 inMi nv (Λ) for every
geometric Lorenz attractorΛ. Here is an explanation:
First, periodic points are dense in Λ since it is a homoclinic class by Proposition 4.7. By
[1, Proposition 5.3], the set of invariant measures with full support is a residual subset
M1 inMi nv (Λ). Second, by Proposition 3.1, the setMper (Λ)∪ {δσ} is dense inMer g (Λ).
This implies that every µ ∈Mi nv (Λ) is the limit of invariant measures {µn} where each µn
is the convex sum of finitely many periodic measures supported on Λ together with δσ.
Thus by the upper semi-continuity of the entropy map [45], the invariant measures with
zero entropy form a residual subsetM2 inMi nv (Λ).
5 Lorenz-like attractors for C 1-vector fields
In this section, we prove Theorem B and Corollary 1.4. The idea follows similar argu-
ments as in Theorem A and Corollary 1.1. For completeness, we give short explanations
in this section. We state the following two lemmas as a preparation. The first one is sim-
ilar to Lemma 4.16.
Lemma 5.1. There exists a residual subsetR ⊂X 1(M), such that for any X ∈R, if Λ is a
Lorenz-like attractor of X , thenMer g (Λ)⊂Mper (Λ).
Proof. LetR0 ⊂X 1(M) be the residual subset from Theorem 2.16. Assume first that X ∈
R0 and Λ is a Lorenz-like attractor of X . Let TΛM = E ss ⊕E cu be the singular hyperbolic
splitting overΛ. By item 2 and 3 of Theorem 2.16,Λ is a homoclinic class.
We prove the following claim first which compares to Claim 4.17.
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Claim 5.2. Assume σ is a hyperbolic singularity of X in Λ. For any neighborhood U ⊂
X 1(M) of X and for any η > 0, there exists Y ∈ U which admits a hyperbolic periodic
point p such that Y coincides with X on a small neighborhood of σ and d(µp ,δσ) < η,
where µp is the periodic measure associated to Orb(p,Y ).
Proof. Replacing U with a subset if necessary, we assume that U satisfies the property
(F ) in Section 2.3.
Let L > 0 be the constant from Theorem 2.8 associated to (X ,U ) and let U1 ⊂ U
be the neighborhood from Remark 2.9. Since Λ = C (σ) is a nontrivial chain recurrence
class, there exist x ∈ Λ∩ (W u(σ) \ {σ}) and y ∈ Λ∩ (W s(σ) \ {σ}) (see [13, Lemma 2.7]).
By Theorem 2.10, there exists Y1 ∈U1 such that y is on the positive orbit of x under φY1t
and Y1 = X |U where U is a neighborhood of σ. That is to say Orb(x,φY1t )⊂W u(σ,φY1t )∩
W s(σ,φY1t ). A detailed explanation can be found in [52, Lemma 4.2]. Then Claim 5.2
follows from Proposition 3.5.
Lemma 5.1 follows by a standard Baire argument as we have done in Lemma 4.16.
Take a countable basis {On}n∈N+ of M and let {Un}n∈N+ be the countable family which
consists of all the possible unions of finitely many elements in {On}n∈N+ . For each pair of
integers n,m ∈N+, we define the following two subsets ofX 1(M):
• Fm,n : Y ∈Fm,n if and only if Y admits a hyperbolic singularityσY in Um and there
exists a periodic point qY of Y such that d(δOrb(qY ),δσY )< 1n ;
• Nm,n : Y ∈Fm,n if and only if there exists a neighborhood VY ⊂X 1(M) of Y such
that for any Z ∈ VY , one of the following cases satisfies
– either Z admits no hyperbolic singularity in Um ;
– or for any singularity σZ of Z in Um and for any periodic point qZ of Z , it
satisfies d(δOrb(qZ ),δσZ )≥ 1n .
Similar to Claim 4.18, we have the following claim and we omit the proof.
Claim 5.3. Fm,n ∪Nm,n is open and dense inX 1(M).
By Claim 5.3, the set
R =R0∩
( ⋂
m,n∈N+
(Fm,n ∪Nm,n)
)
is a residual subset in X 1(M). Let X ∈R and Λ be a Lorenz-like attractor of X . With
similar arguments as done in the last paragraph of the proof of Lemma 4.16, we have
thatMer g (Λ)⊂Mper (Λ).
Next is a perturbation lemma in the C 1-topology to make the two branches of the un-
stable manifolds of a singularity with co-index one lie in the stable manifold of a periodic
orbit.
37
Lemma 5.4. Let R0 be the residual subset of X 1(M) from Theorem 2.16. Assume X ∈
R0 and σ ∈ Sing(X ) such that C (σ) is a Lorenz-like attractor with attracting region U0
whose singular hyperbolic splitting TC (σ)M = E ss ⊕E cu satisfies dim(E cu) = 2. Then for
any neighborhood U of X in X 1(M), there exists Y ∈ U such that Y coincides with X
on M \U0 and W u(σY ) \ {σY } ⊂ W s(Orb(p)) where σY is the continuation of σ and p ∈
C (σY )∩Per(Y ). Moreover, C (σY ) is a Lorenz-like attractor of Y .
Proof. TakeU0 to be the neighborhood of X from the definition of Lorenz-like attractor
for Λ. That is to say for any Y ∈ U0, the maximal φYt -invariant set in U0 is transitive.
Without loss of generality, we assume that U ⊂ U0. Then C (σ) contains a hyperbolic
periodic point p and C (σ) = H(p) by item 3 of Theorem 2.16. Let TσM = E s(σ)⊕E u(σ)
be the hyperbolic splitting. Notice that TσM = E ss(σ)⊕E cu(σ) which is associated to the
singular hyperbolic splitting over C (σ). Since dim(E cu) = 2, we have that dim(E u(σ)) =
1. Thus W u(σ) \ {σ} decomposes into two components that are contained in Λ and let
Orb(x) and Orb(y) be the two orbits.
ShrinkingU if necessary, we assume thatU satisfies the property (F) in Section 2.3.
Let L be the constant associated to (X ,U ) by Theorem 2.8 and let U1 be the neigh-
borhood of X from Remark 2.9 such that L is valid for every vector field in U1 with
respect to (X ,U ). Take L1 to be the constant associated to (X ,U1) by Theorem 2.8.
Let z ∈ W s(Orb(p))∩W u(Orb(p)) be a transverse homoclinic point of Orb(p). Then
z ∈H(p)=C (σ).
Claim 5.5. There exits Y1 ∈U1 satisfying that
• Y1|M\U0 = X |M\U0 ;
• φY1t coincides with φ
X
t on {σ}∪Orb(p)∪Orb(z);
• φY1t coincides with φ
X
t on Orb
−(x,φXt ) and Orb
−(y,φXt ), which implies Orb(x,φ
Y1
t )
and Orb(y,φY1t ) are still the two components of W
u(σ,φY1t ) \ {σ};
• x ∈W s(Orb(p),φY1t ).
Proof. Denote by x1 = φX1 (x). Take a neighborhood Ux1 of x1, a neighborhood Uσ of σ
and a neighborhood UOrb(p) of Orb(p) such that denote by ∆1 =⋃0≤t≤L1 φXt (Ux1 ), then
– ∆1 ⊂U0;
– Uσ∩UOrb(p) =; and ∆1∩ (Uσ∪UOrb(p))=;;
– ∆1 is disjoint with Orb
−(x,φXt ), Orb
−(φXL+1(y),φ
X
t ) and Orb(z).
Take a smaller neighborhood Vx1 ⊂Ux1 of x1 that satisfies the properties in Theorem 2.8
associated to (x1, X ,U1).
Recall that C (σ)=H(p). Hence there exist a point z1 ∈W s(Orb(p),φXt )∩UOrb(p) and
T1 > 0 such that φX−T1 (z1) ∈ Vx1 and φXt (z1) ∈UOrb(p) for all t ≥ 0. By Theorem 2.8, there
exits Y1 ∈U1 such that Y1 coincides with X on M \∆1 and z1 is on the positive orbit of x
under φY1t . The properties in the claim are satisfied by the choice of the neighborhoods
Ux1 , Uσ and UOrb(p).
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By the choice of U0 and U0, we have that the maximal invariant set in U0 with re-
spect to φY1t is still a singular hyperbolic attractor and coincides with C (σ,φ
Y1
t ). Thus
Orb(y,φY1t ) ⊂ W u(σ,φY1t ) ⊂ C (σ,φY1t ) and p ∈ C (σ,φY1t ). Moreover, the point z is still a
homoclinic point of Orb(p), and hence z ∈C (σ,φY1t ).
Recall that ∆1 is disjoint with Orb
−(φY1L+1(y),φ
X
t ) and Orb(z,φ
Y1
t ). Denote by y1 =
φ
Y1
1 (y) and z1 = φY1−L−1(z). We can take neighborhoods Uy1 of y1 and Uz1 of z1 such that
denote by ∆2 =⋃0≤t≤LφY1t (Uy1 ) and ∆3 =⋃0≤t≤LφY1t (Uz1 ), then it satisfies:
– ∆2∪∆3 ⊂U0 and ∆1,∆2,∆3 are pairwise disjoint;
– ∆2∪∆3 is disjoint with Orb−(y,φY1t ) and Orb+(z,φY1t );
– (∆2∪∆3)∩Orb(x,φY1t )=;.
Take Vy1 ⊂Uy1 and Vz1 ⊂Uz1 be smaller neighborhoods of y1 and z1 respectively such that
the two triples (y1,Uy1 ,Vy1 ) and (z1,Uz1 ,Vz1 ) satisfy Theorem 2.8 with respect to (Y1,U ).
Since C (σ,Y1) is transitive, there exists a point w ∈ Vy1 and a constant T > 0 such that
φ
Y1
T (w) ∈ Vz1 . By Theorem 2.8, there exists Y2 ∈U such that the point φY1T (w) is on the
positive orbit of y under φY2t and Y2 coincides with Y1 outside ∆2. Since U satisfies the
property (F) and∆1,∆2,∆3 are pairwise disjoint, by Theorem 2.8 again, there exists Y ∈U
such that Y coincides with Y2 outside ∆3 and z is on the positive orbit of y under φYt .
To conclude, both the two components Orb(x,φYt ) and Orb(y,φ
Y
t ) of W
u(σ,φYt ) \ {σ}
lie in W s(Orb(p),φYt ) and YM\U0 = XM\U0 . Moreover, C (σ,Y ) is a Lorenz-like attractor
since Y ∈U0.
Now we manage to prove Theorem B and Corollary 1.4.
Proof of Theorem B and Corollary 1.4. Let R be the residual subset ofX 1(M) obtained
from Lemma 5.1. Note that every X ∈R also satisfies Theorem 2.16. Thus any Lorenz
like attractor of any X ∈R is a homoclinic class. Then the residual part of Theorem B
follows the same arguments as that of Theorem A except in one place where we apply
Lemma 4.19 in Theorem A while here we should apply item 2, 3 and 4 of Theorem 2.16.
The dense part of of Theorem B follows the same arguments as that of Theorem A by
applying Lemma 5.4 here instead of Theorem 4.9.
The proof of Corollary 1.4 follows the same arguments as Corollary 1.1. For the resid-
ual part, we take the residual subsetR ofX 1(M) from Theorem B. The dense part is the
same as in Corollary 1.1.
A Appendix: Robustness of geometric Lorenz attractors
In the appendix, we prove Proposition 4.7, which shows the geometric Lorenz attractor
is a homoclinic class and the vector fields exhibiting a geometric Lorenz attractor forms
a C 2-open subset inX r (M 3) for every r ∈N≥2∪ {∞}.
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Proof of Proposition 4.7. The proof of Λ is a homoclinic class and every two periodic or-
bits of Λ are homoclinic relies on the fact that the one-dimensional quotient map f is
eventually onto (Lemma 4.5). We refer to [7, Theorem 1] for showing that Λ is a ho-
moclinic class. For every two periodic points p, q ∈ Λ, we can assume p, q ∈ Σ. Let
γu ⊂ W uloc(Orb(p),φXt )∩Σ be the segment containing p in Σ. Let q = (xq , yq ) ∈ Σ, then
{xq }× [−1,1]⊂W sloc(Orb(q),φXt ). We only need to show there exists some n > 0 such that
P n(γu) ∩ {xq }× [−1,1] 6= ;.
Here P : Σ \ l → Σ is the Poincaré map. Let J = pix (γu). This is equivalent to there exists
n > 0 such that xq ∈ f n(J ), which has been proved in Lemma 4.5.
Now we prove the second part of this proposition. We only need to show for every
X ∈X 2(M 3) which exhibits a geometric Lorenz attractor with attracting region U , there
exists a C 2-neighborhood U of X , such that for every Y ∈U , the maximal invariant set
ΛY =⋂t>0φYt (U ) is a geometric Lorenz attractor.
Let λ0 >
p
2 be the constant fixed in Notation 4.3 satisfying f ′(x) > λ0 for every x ∈
[−1−²,1+²] \ {0}. Let η> 0 be a fixed constant satisfying
(1+η)−6 ·λ0 >
p
2 and sup
(x,y)∈Σ\l
|∂H(x, y)/∂x| < (1+η)−6. (A.1)
Since U ⊆ M 3 is an attracting region of X andΛ =⋂t>0φXt (U ) is singular hyperbolic
TΛM 3 = E ss ⊕E cu , there exists a C 2-neighborhood U1 of X , such that for every Y ∈U1,
U is an attracting region of Y and ΛY =⋂t>0φYt (U ) is singular hyperbolic with splitting
TΛY M
3 = E ssY ⊕E cuY . Moreover, The singularity σY ∈ΛY also has three eigenvalues λ1,Y <
λ2,Y < 0<λ3,Y satisfying λ1,Y +λ3,Y < 0 and λ2,Y +λ3,Y > 0 for every Y ∈U1.
Let Σ = [−1− ²,1+ ²]2 be the cross section of X and Λ defined in Lemma 4.2. By
the continuity of the singularity σY and the continuity of the local stable and unstable
manifolds of σY , shrinkingU1 if necessary, we can further assume that for every Y ∈U1,
it satisfies
1. For every z ∈U \W sloc(σY ,φYt ), there exists T > 0, such that φYT (z) ∈Σ.
2. The local stable manifold of σY intersects Σ with lY =W sloc(σY ,φYt )∩Σ being C 2-
close to l = {0}× [−1−²,1+²].
3. The unstable manifold of σY intersects Σ with z+Y , z
−
Y ∈ Σ which are close to z+, z−
respectively.
4. The Poincaré map PY :Σ\ lY →Σ is well defined and satisfies
PY (Σ\ lY ) = PY (Σ\ lY )∪ {z+Y , z−Y } ⊆ Int(Σ).
5. For every (x, y) ∈Σ\ lY , we have
∂pix ◦PY
∂x
(x, y)> (1+η)−1λ0,
∂piy ◦PY
∂x
(x, y)< (1+η)−3, and ∂piy ◦PY
∂y
(x, y)< 1.
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For every Y ∈U1, we denoteF ssY the strong stable foliation of Y tangent to E ssY in U ,
andF sY =
⋃
t∈RφYt (F
ss
Y )∩U the 2-dimensional stable foliation in U \F ssY (σY ) defined as
Lemma 4.1. Let
F sY ,Σ = F sY ∩ Σ
be the stable foliation on Σ induce byF sY . By the classical stable manifold theorem [31],
for every z = (xz , yz ) ∈Σ, the leafF sY ,Σ(z) converges to {xz }× [−1−²,1+²] in C 2-topology
as Y → X inX 2(M 3). To be precise, shrinkingU if necessary, for every xz ∈ [−1−²/2,1+
²/2], there exists a C 2-smooth function ϕsz : [−1−²,1+²]→ (−²/2,²/2), such that
F sY ,Σ(z)=Graph
(
ϕsz
)= {xz +ϕsz (y) : y ∈ [−1−²,1+²]}.
The function ϕsz satisfies ϕ
s
z (yz )= 0 and ϕsz → 0 in C 2-topology as Y → X inX 2(M 3).
Let hsY ,Σ be the holonomy map induced byF
s
Y ,Σ on Σ. Now we show h
s
Y ,Σ converges
to the holonomy map of the foliation
{
{x}×[−1−²,1+²] : x ∈ [−1−²,1+²]} in C 1-topology.
Claim A.1. The holonomy map hsY ,Σ is C
1+-smooth on Σ. There exists a C 2-neighborhood
U2 of X , such that for every Y ∈U2 and every two points zi = (xi , yi ) ∈F sY ,Σ(z), i = 1,2, let
Ji = (ai ,bi )× {yi } ⊂ [−1−²/2,1+²/2]× [−1−²,1+²]
be two intervals containing xi ∈ (ai ,bi ), such that hsY ,Σ(z1)= z2 and hsY ,Σ(J1)= J2, then
(1+η)−1 < DhsY ,Σ(z1) < (1+η).
This implies hsY ,Σ converges to h
s
X ,Σ ≡ Idx in C 1-topology as Y converges to X inX 2(M 3).
Proof of the claim. Due to a beautiful observation in [4, Lemma 7.1], the holonomy map
hsY of the stable foliationF
s
Y ,Σ is C
1+-smooth in the cross section Σ. The key fact is that
hsY is absolutely continuous with respect to the transversal Lebesgue measure. Thus the
fact thatF sY ,Σ is codimension one implies h
s
Y is C
1+-smooth. Following the estimation in
[4, Lemma 7.1], we can show that the holonomy map hsY converges to h
s
X in C
1-topology
as Y → X inX 2(M 3).
Recall that the stable foliationF ssY is Hölder continuous. There exists a Hölder con-
tinuous function T : J2 →R, such that for every w1 ∈ J1 and w2 = hsY (w1) ∈ J2, they satisfy
φXT (w2)(w2) ∈ F ssY ,loc(w1).
Here we can assume the function |T | < 1 on J2 by flowing the cross section Σ.
Since the strong stable foliationF ssY is preserved by φ
Y
t , for t small enough, we have
φXT (w2)+t (w2) ∈ F ssY ,loc(φYt (w1)).
This implies there exists δ> 0, such that if
Iδ = [x1−δ, x1+δ]× {y1} ⊂ (a1,b1)× {y1} = J1,
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and DY
δ
= ⋃t∈[−δ,δ]φYt (Iδ), then the holonomy map of the local strong stable foliation
F ssY is well defined:
hssY : D
Y
δ −→DY2 =
⋃
t∈[−1,1]
φYt (J2),
and satisfies hssY (w1)=φXT (w2)(w2) where w2 = hsY (w1) ∈ J2.
The holonomy map hssY : D
Y
δ
→DY2 is absolutely continuous, see [18, 50]. Moreover,
let m1 and m2 be Lebesgue measures induced by the Riemannian metric restricted on
DY
δ
and DY2 respectively. Then for every w1 ∈DYδ and w2 = hssY (w1) ∈DY2 , the Jacobian of
hssY (w1) is
Jac
(
hssY
)
(w1) =
+∞∏
i=0
Jac
(
DφY−1|TφY
i
(w2)
φYi (D
Y
2 )
)
Jac
(
DφY−1|TφY
i
(w1)
φYi (D
Y
δ
)
) , (A.2)
see [49, Theorem 7.1 & Remark 7.2]. Notice here the infinite product must convergence
since w2 = hssY (w1) ∈F ssY ,loc(w1).
For every κ > 0, there exists a C 2-neighborhood Vκ,1 ⊂X 2(M 3) of X , and an integer
k > 0, such that for every Y ∈ Vκ,1 and w2 = hssY (w1) with w1 ∈DYδ , they satisfies
+∞∑
i=k+1
∣∣∣∣logJac(DφY−1|T
φY
i
(w2)
φYi (D
Y
2 )
)
− logJac
(
DφY−1|T
φY
i
(w1)
φYi (D
Y
δ
)
)∣∣∣∣< κ4 . (A.3)
Here we use the fact that the distance between φYi (w1) and φ
Y
i (w2), and the distance
between the tangent bundles TφYi (w1)
φYi (D
Y
δ
) and TφYi (w2)
φYi (D
Y
2 ) are both exponential
convergent to zero.
For every w ∈ Iδ and every t ∈ [−δ,δ], we denote w Xt = φXt (w) ∈ D Xδ and wYt =
φYt (w) ∈DYδ for Y ∈ Vκ,1. Let w X2 = hssX (w Xt ) and wY2 = hssY (wYt ). Equation A.2 and Equa-
tion A.3 show that∣∣logJac(hssY ) (wYt ) − logJac(hssX ) (w Xt )∣∣
≤
k∑
i=0
∣∣∣∣logJac(DφY−1|T
φY
i
(wY2 )
φYi (D
Y
2 )
)
− logJac
(
DφX−1|T
φX
i
(w X2 )
φXi (D
X
2 )
)∣∣∣∣
+
k∑
i=0
∣∣∣∣logJac(DφY−1|T
φY
i
(wYt )
φYi (D
Y
δ
)
)
− logJac
(
DφX−1|T
φX
i
(w Xt )
φXi (D
X
δ
)
)∣∣∣∣+ κ2 .
When Y → X in C 2-topology, we have DφY−1 →DφX−1, and for every i = 0, · · · ,k,
• φYi
(
DY
δ
)→φXi (D Xδ ) and φYi (DY2 )→φXi (D X2 ) in C 1-topology;
• φYi
(
wYt
)→φXi (w Xt ) and φYi (wY2 )→φXi (w X2 ).
So there exists a C 2-neighborhood Vκ,2 ⊂ Vκ,1 of X , such that for every Y ∈ Vκ,2,∣∣logJac(hssY ) (wYt ) − logJac(hssX ) (w Xt )∣∣< κ.
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Thus we have Jac
(
hssY
)→ Jac(hssX ) as Y → X inX 2(M 3).
Let
{
(x, t ) : x ∈ [x1−δ, x1+δ], t ∈ [−δ,δ]
}
be the coordinate on DY
δ
, which is defined
as w = (x, t ) if w0 = (x, y1) ∈ Iδ and w =φYt (w0). Then there exists a smooth function vY1
on DY
δ
, such that the Lebesgue measure m1 on DYδ induced by the Riemannian metric is
m1(x, t ) = vY1 (x, t )dxdt .
Similarly, we have the coordinate
{
(x, t ) : x ∈ (a2,b2), t ∈ [−1,1]
}
on D2 and the smooth
function vY2 satisfying the Lebesgue measure m2(x, t )= vY2 (x, t )dxdt on DY2 .
According to the proof of [4, Lemma 7.1], for every w1 = (x1, y1) ∈ J1 and wY2 = (xY2 , y2)=
hsY ,Σ(w1) ∈ J2, let φYT (w Y2 )(w2) ∈F
ss
Y ,loc(w1)∩DY2 , then w1 = (x1,0) in the (x, t )-coordinate
in DY
δ
, and hssY (w1)=φYT (w Y2 )(w2)= (x2,T (w
Y
2 )) in the (x, t )-coordinate in D
Y
2 . The derivate
of the holonomy map hsY ,Σ is equal to
DhsY ,Σ(w1) = lim
δ→0
∫
DY
δ
Jac
(
hssY
)
v1(x, t ) dxdt∫
hssY
(
DY
δ
) v2(x, t ) dxdt = Jac
(
hssY
)
(w1) · v1(x1,0)
v2(x2,T (wY2 ))
. (A.4)
When Y → X inX 2(M 3), hssY (w1) → hssX (w1), so xY2 → x X2 and T (wY2 ) → T (w X2 ). More-
over, DY
δ
→D X
δ
and DY2 →D X2 imply vYi → v Xi for i = 1,2. Thus Equation A.4 implies
DhsY ,Σ −→DhsX ,Σ ≡ Idx as Y −→ X inX 2(M 3).
Thus for η > 0 decided in (A.1), there exists a C 2-neighborhood U2 of X , such that for
every Y ∈U2, it satisfies
(1+η)−1 < DhsY ,Σ < (1+η).
This finishes the proof of Claim A.1.
For every Y ∈U1∩U2, we give a new coordinate {(x ′, y ′)} on the cross section Σ, such
that the Poincaré map of φYt associated to Σ satisfies the definition of Lorenz attractors
in this coordinate. For every z = (xz , yz ) ∈Σ, we fix the y ′-coordinate of z to y ′z = yz .
For η> 0 defined in (A.1), there exists ²η > 0, such that for every x−, x+, x0 ∈R satisfy-
ing
|x−− (−1)| < ²η, |x+−1| < ²η, and |x0| < ²η,
there exists a diffeomorphism h :R→R satisfying
h(x−)=−1, h(x+)= 1, h(x0)= 0, and (1+η)−1 < h′(x)< (1+η), ∀x ∈R.
The unstable manifolds of σY intersects Σ with z+Y → z+ = (−1, y+) and z−Y → z− =
(1, y+) as Y → X . Moreover, the intersection between the local stable manifolds of σY
and Σ satisfies W sloc(σY ,φ
Y
t )∩Σ = lY → l = {0}× [−1− ²,1+ ²] as Y → X . There exists a
C 2-neighborhoodU3 of X , such that for every Y ∈U3, letF sY ,Σ be the stable foliation on
Σ and J0 = [−1−²,1+²]× {0}, then the coordinates
F sY ,Σ(z
+
Y )∩ J0 = (x−Y ,0), F sY ,Σ(z−Y )∩ J0 = (x+Y ,0), and lY ∩ J0 = (x0,Y ,0)
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satisfy
|x−Y − (−1)| < ²η, |x+Y −1| < ²η, and |x0,Y | < ²η.
Let hY :R→R be the diffeomorphism satisfying
hY (x
−
Y )=−1, hY (x+Y )= 1, hY (x0,Y )= 0, and (1+η)−1 < h′Y (x)< (1+η), ∀x ∈R.
Then we define x ′-coordinate on J0 as following: for every z = (xz ,0) ∈ J0, the (x ′, y ′)-
coordinate of z is
( x ′z , y
′
z ) =
(
hY (xz ), 0
)
.
Let JY = {(x,0) : −1≤ hY (x)≤ 1}⊆ J0, and
ΣY =
( ⋃
z∈JY
F sY ,Σ
)
∩ {(x, y) ∈Σ : |y | ≤ 1}.
For every z = (xz , yz ) ∈ΣY , let w = (xw ,0)=F sY ,Σ(z)∩ J0, then we define the x ′-coordinate
of z as
( x ′z , y
′
z ) = ( x ′w , yz ) =
(
hY (xw ), yz
)
.
Thus in the coordinate
{
(x ′, y ′)
}
, ΣY is C 1-diffeomorphic to [−1,1]2.
For every Y ∈ U1∩U2∩U3, the stable foliation F sY ,Σ is invariant under the action
of Poincaré map, hence the Poincaré map PY : ΣY \ lY → ΣY is well defined and has the
form
PY (x
′, y ′)= ( fY (x ′), HY (x ′, y ′) ), ∀(x ′, y ′) ∈ΣY \ lY .
From the construction of (x ′, y ′)-coordinate on ΣY , the one dimensional quotient
map fY is C 1-smooth and satisfies limx ′→0− fY (x ′) = 1, limx ′→0+ fY (x ′) = −1, and −1 <
fY (x ′) < 1 for every x ′ ∈ [−1,1] \ {0}. Since Y ∈U1, the Poincaré map PY satisfies ∂pix ◦
PY /∂x > (1+η)−1λ0 everywhere in the (x, y)-coordinate. So for every z = (xz , yz )= (x ′z , yz ) ∈
ΣY \ lY , it satisfies
x ′z = hY ◦hsY ,Σ(xz ), i .e. xz =
(
hsY ,Σ
)−1 ◦h−1Y (x ′z ).
Let w = PY (z)= (xw , yw )= ( fY (x ′z ), yw ) ∈ΣY , then
xw =pix ◦PY (z), and fY (x ′z )= hY ◦hsY ,Σ(xw )= hY ◦hsY ,Σ ◦pix ◦PY (xz , yz ).
Since yz = y ′z , we have
f ′Y (x
′
z ) = h′Y ·DhsY ,Σ ·
∂pix ◦PY
∂x
·D(hsY ,Σ)−1 · (h−1Y )′(x ′z )
≥ (1+η)−2 · (1+η)−1λ0 · (1+η)−2
≥ (1+η)
p
2.
This shows that one-dimensional quotient map fY satisfies the property of geometric
Lorenz attractors.
Since PY is uniformly contracting in each leaf ofF sY ,Σ, the function HY is contracting
along the y ′-coordinate. The proof of rest properties for HY is the same with fY . Thus we
takeU =U1∩U2∩U3 which is a C 2-neighborhood of X , and ΛY is a geometric Lorenz
attractor for every Y ∈U . This completes the proof of Proposition 4.7.
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