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Abstract
Current virtual reality (VR) hardware is on the verge of becoming a main-
stream technology as display resolution and tracking accuracy increase
steadily and prices fall. Different tools and frameworks help developers
to create complex interactions with multiple users within adaptive virtual
environments (VEs). However, as the landscape of VR grows, additional
challenges arise: Diverse input controls with unfamiliar shapes and button
layouts prohibit intuitive interaction. Furthermore, the limited functional
range of existing software forces users to fall back to conventional personal
computer (PC) or touch-based systems. Collaboration with other co-located
users has challenges regarding tracking space calibration and collision avoid-
ance. While working remotely, the interaction is influenced by latency and
connection losses. Lastly, users have different requirements for the visual-
ization of content, e.g., size, orientation, or appearance, within the virtual
worlds. Strictly replicating real-world conditions within VEs will not allow
to accommodate the individual needs of users.
To address these issues, this thesis presents advancements within the domains
of input, collaboration, and enhancement of virtual worlds and users that tar-
get to increase the usability and productivity of VEs. First, PC-based hard-
ware and software are transferred into the VE to foster the familiarity and
functional range of existing applications. Virtual proxies of physical devices,
i.e., keyboard and tablet, and a VR-mode for applications allow users to trans-
fer real-world skills into the virtual world. Next, an algorithm is presented
that allows the calibration of multiple co-located VR devices with high ac-
curacy and low hardware requirements and effort. The pertinence of a full-
body avatar visualization is validated for co-located collision avoidance and
remote collaboration as VR headsets block out the real-world surroundings
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of users. Moreover, personalized spatial or temporal modifications of the VE
are proposed that allow increasing the usability, task performance, and social
presence of users. Discrepancies between the virtual worlds due to personal
adaptations are compensated using avatar redirection methods. Finally, some
of the methods and insights are integrated into an exemplary application to
highlight their practical applicability.
The presented work shows that VEs can build upon real-world skills and ex-
periences to enable a familiar and easy interaction and collaboration of users.
Furthermore, personal enhancements of the virtual content and user avatars
allow to overcome real-world limitations and boost VR experiences.
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Kurzfassung
Mit stetig steigender Bildschirmauflösung, genauerem Tracking und fallen-
den Preisen stehen Virtual Reality (VR) Systeme kurz davor sich erfolgreich
am Markt zu etablieren. Verschiedene Werkzeuge helfen Entwicklern bei der
Erstellung komplexer Interaktionen mit mehreren Benutzern innerhalb ad-
aptiver virtueller Umgebungen. Allerdings entstehen mit der Verbreitung der
VR-Systeme auch zusätzliche Herausforderungen: Diverse Eingabegeräte mit
ungewohnten Formen und Tastenlayouts verhindern eine intuitive Interakti-
on. Darüber hinaus zwingt der eingeschränkte Funktionsumfang bestehender
Software die Nutzer dazu, auf herkömmliche PC- oder Touch-basierte Systeme
zurückzugreifen. Außerdem birgt die Zusammenarbeit mit anderen Anwen-
dern am gleichen Standort Herausforderungen hinsichtlich der Kalibrierung
unterschiedlicher Trackingsysteme und der Kollisionsvermeidung. Beim ent-
fernten Zusammenarbeiten wird die Interaktion durch Latenzzeiten und Ver-
bindungsverluste zusätzlich beeinflusst. Schließlich haben die Benutzer un-
terschiedliche Anforderungen an die Visualisierung von Inhalten, z.B. Grö-
ße, Ausrichtung, Farbe oder Kontrast, innerhalb der virtuellen Welten. Eine
strikte Nachbildung von realen Umgebungen in VR verschenkt Potential und
wird es nicht ermöglichen, die individuellen Bedürfnisse der Benutzer zu be-
rücksichtigen.
Um diese Probleme anzugehen, werden in der vorliegenden Arbeit Lösungen
in den Bereichen Eingabe, Zusammenarbeit und Erweiterung von virtuellen
Welten und Benutzern vorgestellt, die darauf abzielen, die Benutzerfreund-
lichkeit und Produktivität von VR zu erhöhen. Zunächst werden PC-basierte
Hardware und Software in die virtuelle Welt übertragen, um die Vertrautheit
und den Funktionsumfang bestehender Anwendungen in VR zu erhalten. Vir-
tuelle Stellvertreter von physischen Geräten, z.B. Tastatur und Tablet, und ein
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VR-Modus für Anwendungen ermöglichen es dem Benutzer reale Fähigkeiten
in die virtuelleWelt zu übertragen. DesWeiteren wird ein Algorithmus vorge-
stellt, der die Kalibrierung mehrerer ko-lokaler VR-Geräte mit hoher Genau-
igkeit und geringen Hardwareanforderungen und geringem Aufwand ermög-
licht. Da VR-Headsets die reale Umgebung der Benutzer ausblenden, wird die
Relevanz einer Ganzkörper-Avatar-Visualisierung für die Kollisionsvermei-
dung und das entfernte Zusammenarbeiten nachgewiesen. Darüber hinaus
werden personalisierte räumliche oder zeitliche Modifikationen vorgestellt,
die es erlauben, die Benutzerfreundlichkeit, Arbeitsleistung und soziale Prä-
senz von Benutzern zu erhöhen. Diskrepanzen zwischen den virtuellen Wel-
ten, die durch persönliche Anpassungen entstehen, werden durch Methoden
der Avatar-Umlenkung (engl. redirection) kompensiert. Abschließend werden
einige der Methoden und Erkenntnisse in eine beispielhafte Anwendung in-
tegriert, um deren praktische Anwendbarkeit zu verdeutlichen.
Die vorliegende Arbeit zeigt, dass virtuelle Umgebungen auf realen Fähigkei-
ten und Erfahrungen aufbauen können, um eine vertraute und einfache Inter-
aktion und Zusammenarbeit von Benutzern zu gewährleisten. Darüber hinaus
ermöglichen individuelle Erweiterungen des virtuellen Inhalts und der Ava-
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On December 9th, 1968, Douglas Engelbart presented the first prototype of
the desktop computer mouse during themother of all demos [Eng68]. Not five
years later, on March 1st, 1973, the first mouse-based desktop computer with
a graphical user interface (GUI), the Xerox Alto¹, was released. The mouse
interaction combined with the windows, icons, menus and, pointer (WIMP)
metaphor [Kim09] provides the foundation for the way that users interact
with computer systems to this day. In October 1965, Eric Johnson [Joh65],
presented his first idea for a touch-based input which would later be imple-
mented into mobile devices including smartphones, e.g., IBM Simon in 1993²,
to become the arguably most ubiquitous digital device of current times.
Almost ten years earlier, on May 24th, 1957, Morton Heilig applied for a
patent [Hei57] for the first virtual reality (VR) head-mounted display (HMD).
The device included a stereoscopic video and audio display. Following the
concept of the ultimate display [Sut65], Ivan Sutherland and Thomas Furness
extended this idea and presented the sword of Damocles in 1968 [Sut68]. Their
VR HMD included head tracking to adjust the displayed three-dimensional
(3D) virtual environment (VE) to match the user’s movements. Thomas De-
Fanti and Daniel Sandin then developed the Sayre Glove in 1976 [Stu94a] to





Although all these technologies have their origin at roughly the same time,
past VR systems failed to establish themselves for widespread use beyond spe-
cialized fields of research, arcade gaming, and industry. However, the de-
velopment of the Oculus Rift³ by Palmer Luckey sparked a second wave of
VR [Ant16]. Building on the increased hardware performance, higher display
resolutions, and smaller form factors, new inventions such as cable-based or
mobile HMDs, haptic devices, controllers, vests, omnidirectional treadmills,
and tracking technologies jump-started the efforts of industry and research to
establish VR at a consumer level. VR allows to visualize complex data [Hel14,
Mar14a], create or validate designs [Rix16] and collaborate with remote ex-
perts [Gre17a, Lux16, Ngu16]. However, for many years, VR remained a spe-
cialized technology for specific use cases. No universal standard for menu
structure or interaction was established to allow VR technology to be utilized
for a variety of application areas. As no standardized method exists, there
is lots of room to explore and optimize current systems. The following sec-
tions discuss challenges in the areas of input, multi-user collaboration, and
modifications within the virtual worlds.
1.1 Input
VR allows users to interact with complex virtual worlds using magic wands/
controllers with buttons and joysticks, glove- or optical tracking-based ges-
tures, or gaze controls using eye-tracking. None of these technologies has
established a universal method of interaction. As no standards for interac-
tion like the WIMP interaction for desktop computing exist, each application
defines different controls that are custom-tailored to the respective use case.
Users have to adapt to the input technology and control scheme each time.
Furthermore, not all applications support each input device and HMD config-




VR systems demand specially designed applications that support the stereo-
scopic rendering and gesture-, gaze-, or wand-based interaction. The required
efforts to transfer an existing application into a VE are quite high. It is not
enough to copy the source code into a VR-capable game engine as the existing
presentation and control of the GUI have to be reworked. Furthermore, some
applications are well suited for two-dimensional (2D) visualization and inter-
action, e.g., a web browser or spreadsheet application, and they might not
even benefit from the 3D space. However, users might want to have access to
2D applications while being immersed in the virtual world to e.g., browse the
internet for information or check their calendar. Current personal computer
(PC)-powered VR headsets allow the user to access the desktop as a 2D win-
dow and interact with it using ray-casting interaction [Bow97b]. But, those
approaches are cumbersome, not sufficiently integrated, and do not fully ex-
plore the possibilities of improving the visualization of and the interaction
with 2D software.
1.2 Multi-User Collaboration
A collaborative virtual environment (CVE) allows multiple users to an-
alyze and discuss information as well as interact with the VE and each
other [Ben01]. VR is suitable for multi-user cooperation because of the
natural visualization and interaction, e.g., [Fré04, Kol18, Le 16b, Oda15,
Otm11, Ott06, Par00, Wan19b]. Users that engage in collaborative work using
VR achieve better results [Hel06, Sch16c] especially when using full-body
gestures [Dod10]. CVEs facilitate richer and more positive interaction and
improve team cohesion [Ven12]. Additionally, VR provides more effective
and efficient communication as teams can leverage affordances, e.g., visual
cues, environmental feedback, and a sense of presence [Mon11]. Collab-
oration can either be co-located (on-site) or remote (in different rooms).
The meta-review of collaborative mixed reality systems from 2013 – 2018
of de Belen et al. [Bel19] shows that 103 of 259 systems use a co-located
collaboration of multiple users in a shared physical environment.
3
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Working in the same room allows users to exchange tools and provide haptic
feedback to each other. Co-located users can talk directly without any audio
connection and only one area needs to be freed and equipped with tracking
sensors. To enable co-located collaboration, e.g., tool exchange, the virtual
worlds of the different users need to be calibrated. Systems with six degrees
of freedom (DOF) employ tracking techniques using sensors such as inertial
measurement units (IMUs), RGB or infrared cameras, and/or depth sensors.
This allows each device to track its location and rotation in a self-defined coor-
dinate system to enable accurate perspective changes depending on the user’s
head movement. However, there exists no standardized way to calibrate dif-
ferent VR and augmented reality (AR) systems as current services are only
available for specific devices and not extendable to other platforms.
Another disadvantage of the co-located approach is the possibility of unin-
tended user contact, which can damage the hardware or even hurt the in-
volved parties. Sufficient user representation is needed to enable users to
successfully predict the other person’s position to avoid collisions.
Based on the confirmed advantages of a 3D CVE and the increasing inter-
connection of our world, it makes sense to utilize CVEs also remotely. Re-
mote collaboration allows teams to spontaneously discuss a topic, or experts/
teachers to support workers/students with problems during task execution.
Furthermore, this saves time and resources while protecting the environment
and climate as people can communicate quickly and independently of their
physical location [Gre17b]. Even though VR enables co-located and remote
collaboration, the impact of the user’s physical location has yet to be deter-
mined. One disadvantage of a remote interaction can be a delayed interaction
due to network latencies or even connection loss. However, the immersive
visualization of VR may provide new ways to compensate for network issues,
e.g., computer-controlling an absent player to mask her/his disconnect.
1.3 Enhanced Collaboration
VR offers the possibility to experience adventures that are exhausting, rare,
or dangerous [Gre17b], all while sitting comfortably in a chair. Without ever
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leaving the house, one can climb Mount Everest⁴ or visit space⁵. But, if the
virtual world is only based on the laws of physics and tries to emulate reality,
it wastes potential. VR can enhance reality by rolling back time or defying
the laws of physics all at once. Slater and Sanchez-Vives [Sla16] put it like
this: “Throughout and wherever possible we have stressed [...] how the real
power of VR is not necessarily to produce a faithful reproduction of ‘reality’
but rather that it offers the possibility to step outside of the normal bounds of
reality and realize goals in a totally new and unexpected way”.
Besides controlling matter and time, VE can also be adjusted to display in-
dividual content for each user and optimize the human-to-human interaction
(HHI). A natural way to convey intent is to use voice communication together
with gaze, gestures, facial expressions, or full-body movements. While work-
ing in a face-to-face configuration, users can see the virtual avatar of other
users and the virtual content at the same time. However, when users work
with different perspectives, their task performance can decrease due to left-
right ambiguities [Fei18]. In contrast, when standing side-by-side or even at
the same location, users can use the shared perspective to build a common un-
derstanding. Users see objects from the same angle and can be sure that the
other person sees the same. But, this might cause the avatars of the different
users to overlap, which might be awkward. One way to combine the advan-
tages of both, face-to-face cooperation and a shared perspective, is to switch
between the two configurations. But, the switch takes time and users may
want to be in different configurations simultaneously. Standing face-to-face
and at the same location is impossible in the real world.
Virtual worlds allow full control over the experience each user has. VR tech-
nology can enhance reality to make it more understandable and more acces-
sible. It allows users to share an environment that is totally adapted to their
very needs. Reducing the complexity of a task by rotating content is one





up-scaled content that contains bigger fonts and adjusted contrast. The ef-
fect of deaf-muteness might be reduced with text-to-speech and speech-to-
text functionality. The challenge is to combine all the different views and
personal requirements into one consistent environment to enable a truly en-
hanced collaboration between users.
1.4 Outline, Goals, and Contributions
The goal of this thesis is to increase the usability and productivity of VEs. To
achieve this target, several concepts are explored.
However, first of all, Chapter 2 provides an overview of existing related work
in the domains of perception, input, and collaboration of VR systems. It sets
the stage for this work and explains the reasoning behind the topics presented.
Additionally, Appendix A describes the statistical methods and questionnaires
which are used for the evaluation of the presented systems.
Chapter 3 presents methods that aim to increase the input performance and
scope of VR applications. Easy-to-learn, efficient and reliable input with a va-
riety of applications is one of the key factors that limit the widespread adop-
tion of VR. With the use of virtual proxies, real-world physical devices are
transferred into the virtual world to provide visual and haptic feedback for
users. As these proxies represent commonly used input devices, users can
transfer their real-world skills into the VE. Current VR software is specially
designed and implemented for specific hardware. Therefore, the available
functionality of VEs is limited when compared to PC or smartphone systems.
To increase the functional range of VR, a mechanism to transfer arbitrary 2D
desktop applications into VR is provided. The proposed method allows inte-
grating existing applications as-is into the virtual worlds. Further extensions
allow transferring suitable parts of the 2D applications little by little towards
a 3D interface while retaining a fully functioning application at all times.
Chapter 4 presents several mechanisms to enable multi-user collaboration
in co-located and remote setups. Collaborative work has many advantages.
However, the requirements to enable collaboration are high. Two or more
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co-located users cannot interact directly with each other if the coordinate
systems of their tracking devices are not calibrated. Current VR HMDs do
not offer sufficient support to align the different virtual worlds of users as
several sensor/tracking technologies and operating systems are used. There-
fore, an algorithm is presented that allows calibrating two or more arbitrary
6DOF devices toward a shared coordinate system. As users start to explore
the VE collaboratively, they need to be aware of the other user’s position to
avoid collisions. The presented work validates the importance of a full-body
avatar for collision avoidance. In addition to that, the full-body avatar in com-
bination with speech communication can also enable remote collaboration. A
comparison of a co-located and remote task execution shows that the immer-
sion of VR is so strong that it allows users to collaborate independently of
their physical presence.
Chapter 5 explores spatial and temporal manipulations of CVEs to increase
usability, task performance, feeling of teamwork, and perceived co-presence
to yield a new way of easy and efficient teamwork with a high social pres-
ence. For this, a mechanism is presented that allows to independently adapt
the virtual worlds to the needs of the respective users. Synchronization of
content and avatar adaptation strategies maintain the interrelation between
the different virtual worlds. These manipulations build upon redirection tech-
niques and enable multiple users with full-body avatars to cooperate in 3D
tasks that involve object selection and manipulation. Furthermore, temporal
modifications allow compensating short-term interruptions of a conversation
by masking the intermittence and replaying the missed speech and avatar
movements. This allows users to rejoin a conversation seamlessly.
Chapter 6 presents an exemplary application that integrates many of the sys-
tems or insights gained within previous chapters. It highlights the practical
applicability of the proposed methods.
Finally, Chapter 7 concludes this work and provides an outlook beyond the
scope of this thesis.
7
1 Introduction
The main contributions of this work are:
• Design, implementation, and evaluation of two virtual proxy input
modalities that provide haptic feedback on movable devices with a
moving user, without wearable trackers, and with commodity
hardware to enable efficient input based on skill-transfer from the real
world into the VE [Hop18a, Hop19, Hop20b] (see section 3.1).
• A hybrid interaction system that increases the functional range of VR
by enabling the interaction with existing arbitrary 2D applications
that are partially transferred to and uniformly controlled within VEs
using a VR-mode [Hop20c] (see section 3.2).
• Design, implementation, and evaluation of a novel algorithm for
precise, easy-to-learn, easy-to-perform, and low-power calibration of
two arbitrary 6DOF devices that enables co-located
collaboration [Hop20a] (see section 4.1).
• The validation of a full-body avatar for avoiding collisions of
co-located users and enabling collaboration independent of their
physical location [Hop18b, Hop18c] (see sections 4.2 and 4.3).
• Design, implementation, and evaluation of a social redirection
technique that enables multi-user collaboration with full-body avatars
while providing each user with an individual optimal perspective to
increase task performance and social presence in comparison to
unmodified or baseline methods [Hop18d, Hop21] (see chapter 5).
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There exist different definitions of what VR is. Heim [Hei00] defines it based
on the three factors of immersion, interaction, and information intensity. Im-
mersion describes the feeling of being transported to another world. It is
achieved by overwriting/misleading the user’s senses. Interaction describes
the capability of changing the virtual world based on the user’s input [Nal06],
e.g., navigation within the VE or manipulation of objects. Interaction is in-
fluenced by factors such as speed, range, and mapping [Ste92]. The quicker
a system reacts to the user’s input the better. Range describes the number
of interactable objects. Mapping demands that the actions of a user within
the real-world should be matched with appropriate actions in the VE. Lastly,
information intensity describes the knowledge transfer from the virtual world
to the user [Nal06].
Steuer [Ste92] finds that VR can be described without technical definitions but
via the experience of presence and telepresence. He defines presence as the ex-
perience and perception of a physical environment via the human senses and
mental processes. Telepresence describes the experience of presence within a
mediated environment. This mediated world can differ from the user’s real
world in space and time. VR then can be defined as an environment in which
the user experiences telepresence. Oh et al. [Oh18] extend this definition to-
wards social presence. Social presence defines “the feeling of being there with
a ‘real’ person” and has a positive impact on communication.
Other definitions include visual, acoustic, and haptic displays which immerse
the user using a rendering engine and tracking systems [Bro99]. Green and
Jacob [Gre91] emphasize the real-time requirements of the diverse input and
output devices of VR systems.
Users can train workflows in safe and controlled VEs [Muj04]. VR finds use
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in the areas of data visualization, modeling, designing and planning, training
and education, cooperative working, psychiatric treatment, tourism, and en-
tertainment [Azu97, Bow04, Haa06, Maz96].
Most VEs are implemented using a game engine such as Unity¹ or Unreal En-
gine 4². However, depending on the hardware and software requirements,
specialized systems are also commonly used.
To further clarify the characteristics and components of VR, this chap-
ter presents related work regarding perception and input. As multi-user
collaboration is an important factor of productive work, this topic is also
addressed. Different collaborative systems are presented, as well as key
factors to increase work productivity, and adaptations of the virtual worlds
to further increase productivity. This chapter serves as a foundation for
the following chapters and builds upon [Hop18a, Hop18b, Hop18c, Hop18d,
Hop19, Hop20a, Hop20b, Hop20c, Hop21, van20].
2.1 Perception of Virtual Environments
Bowman et al. [Bow01d] define four classes of displays for VR systems. Op-
tical full-immersive displays, such as HMDs, arm-mounted displays, or vir-
tual retinal displays fully mask the real world. Optical semi-immersive dis-
plays, such as stereo-monitors, workbenches, surround screens, or cave au-
tomatic virtual environments (CAVEs) [Bro99] allow users to see the real
and virtual world in parallel, e.g., their own body within a VE. Auditory dis-
plays provide 3D sound and allow users to localize the spatial position of
an audio source. Finally, tactile or haptic displays provide force-feedback or
touch-feedback [Bur96, Shi93] and let users experience effects like gravita-
tion, damping, friction, or the texture of surfaces.
As VR display systems overwrite the real world and emulate a different world,
the depth perception of users is changed [Mar19]. This leads to depth underes-
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aswell as depth overestimation for objects in personal space (<2m). However,
seeing a fully-articulated and tracked visual representation of oneself leads to
more accurate depth estimations within 4 to 6 meters [Moh10]. Also, working
within arms-reach adds additional information through head motion parallax
and proprioception [Min97a].
Current HMD devices are cheap, small, and mobile. The integrated lenses
warp the displayed content to provide the user with a stereoscopic impression
of the virtual world. Basic systems, such as a Google Cardboard³ include 3DOF
tracking, i.e., rotation, and allow users to look around the VE. 3DOF tracking
can be achieved using orientation sensors, e.g., an IMU. More advanced sys-
tems, such as an HTC Vive (Pro)⁴, Oculus Rift (S)⁵, or Valve Index⁶ employ
6DOF tracking, i.e., rotation and position, which allows users to experience
the virtual world by moving their head or even walking around. 6DOF track-
ing systems use optical, electromagnetic, or acoustic sensors [Che16a, Par19,
Spi14, Stu94b]. Tracking can be achieved using an inside-out or outside-
in tracking method. Inside-out tracking employs sensors on the device to
recognize its position and orientation, e.g., a camera using depth informa-
tion [Ha14] or simultaneous localization and mapping (SLAM) [Dao18], or
multiple strategies [Bra15]. Outside-in tracking requires hardware to be set-
up in the physical environment of the user. This hardware either captures the
scene to find the device’s pose, e.g., Microsoft Kinect⁷ or Vicon⁸, or sends out
signals which can be interpreted by the devices to determine their position
and rotation, e.g., Lighthouse⁹.
VR tracking and output need to present the virtual world very accurately and
with the lowest latency possible [All01]. Otherwise, users may experience










users are presented with conflicting information of the visual and vestibular
senses [Aki03].
The VE allows objects to be spatially distributed to support the meaning
and relationship of information. Users tend to place virtual windows on
walls, grouped by their content, frequency of use, and context (e.g., work
or home) [Rob00]. Especially women benefit from the higher field of view
(FOV) of larger displays [Cze02].
Feiner et al. [Fei93] and Lindeman et al. [Lin99] differentiate between three
categories of window positioning. Surround-fixed or world-fixed windows
have an absolute position in the room and do not move. Display-fixed or
view-fixed windows are fixed to the user’s view and move with the head.
Lastly, world-fixed¹⁰ or object-fixed windows assume a fixed position relative
to another object in the VE, e.g., a cube or the hand of the user. Bowman et
al. [Bow08] describe that objects should mostly be attached to other objects.
Additionally, it should be avoided that virtual objects intersect with each
other as this is not possible in the real world.
LaViola and Keefe [LaV11] distinguish between three types of windows.
Hand-oriented menus are attached to the user’s hand. Converted 2D menus
are based on conventional desktop windows and the WIMP metaphor. Fi-
nally, 3D widgets integrate their functionality into the VE using 3D objects.
Widgets should utilize affordance (i.e., provide an intrinsic understanding of
what is offered [Gib79]), be visually simple, and match the dimension of the
controlled value (e.g., a slider for a scalar value) [Her94].
While working in the virtual world, users can be presented by a virtual avatar
that performs movements according to their real-world motions. To enable a
natural conversation, the user can be tracked and any facial or body expres-
sions transferred into the VE [Fec16, Sey17]. With the gathered information,
an avatar for each user of the VE can be rendered. Users experience a sense
of embodiment while using virtual avatars. Kilteni et al. [Kil12a] define three
factors of embodiment, i.e., the sense of self-location, the sense of agency, and
¹⁰ Note the difference between the two interpretations ofworld-fixed by Feiner et al. and Lindeman
et al.
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the sense of body ownership. The sense of self-location describes the experi-
ence of being inside a body. Agency defines the sense of having intentional
control over one’s body. Consequently, it is reduced if the virtual avatar’s
movement does not match the real-world movements [Pad16]. The sense of
body ownership describes the feeling that a body belongs to oneself. Its ef-
fect can be observed in the real [Bot98] and virtual [Gon14, San10, Yua10]
world. A virtual body can significantly increase the user’s presence, e.g., dur-
ing locomotion [Sla95, Uso99]. Also, an avatar can increase the accuracy of
height [Lin13] and distance [Moh08, Moh10, Rie08] estimations if calibrated
to the correct size. Differently scaled avatars, e.g., child-size, lead to overes-
timation of size and altitude [Ban13]. Steed et al. [Ste16] show that having
an active avatar alleviates the mental load of doing spatial rotation exercises
and improves performance in a letter recall task. Virtual avatars enable col-
laboration that is similar to real-world face-to-face communication [Smi18].
Furthermore, the social behavior of users is changed, e.g., if provided with a
more attractive avatar [Yee07a] or different clothing [Peñ09]. If the behavior
of the virtual avatar does not match the user’s real actions, users can have
problems identifying themselves with their virtual self [Bio14]. However, hu-
mans seem to be flexible when adapting to a virtual body. Also, even though
virtual avatars are beneficial, users perform quite well without them [McM11,
Str09]. Kilteni et al. [Kil15] discuss and survey the extensive work that was
performed in the domain of body ownership illusions.
2.2 Input in Virtual Environments
Bowman et al. [Bow01d] differentiate between discrete (e.g., button), contin-
uous (e.g., tracking), and hybrid input. Current work can be grouped into
device-based, gesture-based, or multimodal input techniques [Lep17]. Device-
based techniques use a magic wand/controller [Cig03, Wlo95b] also with
dynamic shapes [Shi19], gamepad [Go08, Iso04, Köl07, Per98, San06, Wil06,
Wob04], phone [Gon09, Kim17b], keyboard [Bow02, Gon09, Kim04, Lin17,
Man98, Wal17], pen and tablet [Bow02, Gon09, Pou98b] or touch [Che14b,
Gro15, Lee16a]. Gesture-based methods use hand [Baj12, Bol19, Bow01b,
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Bow02, Eva99, Gon09, Hes11, Ni11, Ros99] and head gestures [Yu17]. Mul-
timodal techniques often add speech [Bow02, Hos12, Mul98] or gaze [Hil16,
Pfe15, Pfe16, Pfe17] to the physical devices.
VR input hasmultiple challenges. First, the precisemanipulation of objects in-
air is difficult if a system fails to provide sufficient haptic feedback [Min97a].
The lack of physical work surfaces for alignment and support limits users’
precision and leads to fatigue. Second, a uniform interaction scheme con-
taining input elements such as buttons or sliders is missing [Lar03, Min97a].
Third, Bowman et al. [Bow08] hypothesize that widespread adoption of VR is
limited by the significant training effort that is required before the systems
can be used productively.
2.2.1 Increasing Input Performance
Several techniques can be introduced to increase the usability of VR user inter-
faces (UIs). The methods presented below include the use of proprioception,
nonlinear mappings, clutching, constraints, and haptic feedback.
Proprioception describes the sense of joint position/movement and forces that
act upon them [Bof94]. It can be used as additional feedback within VEs to
provide intuitive, precise, and comfortable interaction [Min97a]. Addition-
ally, body-relative interactions can be performed without looking. Proprio-
ception can be experienced using different methods, e.g., direct manipulation,
physical mnemonics, or gestures. Direct manipulation allows to control ob-
jects by grabbing them, e.g., go-go [Bow99] or scaled world grab [Min97a].
Physical mnemonics allow users to utilize virtual objects, tools, or menus rel-
ative to their own bodies. The body serves as a memory aid, which allows
users to recall where objects are stored and how they can be accessed, e.g.,
handheld windows [Lin99]/widgets [Min97a] or pull-down menus [Min97a].
Lastly, users can execute commands using hand or body gestures, e.g., head-
butt zoom or look-at menus [Min96, Min97a]. Devices that enable finger ma-
nipulation instead of wrist, elbow, or shoulder movement increase users’ per-
formance [Min97a, Zha96]. One should note that users often perform tasks
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bimanual and each hand takes on a different role [Gui87]. Users initially spec-
ify a frame of reference using their non-dominant hand. Then, the dominant
hand executes precise actions with respect to this reference frame.
A nonlinear mapping between the real and virtual movements of users helps
to increase the precision or speed and reduce the fatigue of the interac-
tion [Min96]. An overproportional movement allows quick actions or can
increase the user’s reach within the VE. Underproportional movements allow
users to perform small and precise movements.
Working with arm gestures can be tiring. Clutching allows detaching the
movement of the hand from the virtual movements completely. It allows
users to pause the interaction and relax their body [Sto95, Wlo95a].
Virtual and physical constraints help to increase the precision of a user’s inter-
actions, especially in VR [Min95]. Virtual constraints reduce the dimension-
ality of the user’s input by ignoring certain dimensions of movement, e.g.,
only allowing horizontal movement. However, movement in the ignored di-
mension is possible. In addition to that, snapping methods can further reduce
the freedom of movement to discretized steps. Physical constraints limit the
movement of the user by restricting physical movement, e.g., by introducing
haptic surfaces or other methods to constrain the user’s movement. But, these
may reduce the user’s capability of expression.
Haptic feedback increases user’s performance and usability [Hin94, Kos08,
Mar12, Oh20b, Pla20, Sal09, Tza08]. Devices that emit haptic feedback can
enable interaction with diverse applications, e.g., sketching [Aro18, Dre20,
Gas19, Huo17], exploration and annotation for 3D visualizations [Büs19,
Lóp16, Son11], 3D input [Bab18, Dor16, Sur19], single-user object manipu-
lation [Kat15, Lia13, Mar14b, Mos13, Spi10, Sur19, Vin16], and collaborative
object manipulation [Gra17, Sal09]. Haptic feedback can be active, e.g., de-
vices that actively exert pressure/forces on the user, or passive, e.g., devices
that limit a user’s movement. The active or passive devices can be tracked to
integrate themselves into the VE. Users can experience haptic feedback using
a variety of different methods. These include the usage of movable [Tak15,
Tak18], body-mounted [Gug16, Lee16b], or surface-mounted [Sin13] virtual
or real (touch) displays. Furthermore, touch can be enabled on a variety of
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surfaces, e.g., a ring [Ens16], a globe [Eng19], flexible surfaces of variable
size [Hol14, Nit18, Pou19], the user’s skin [Dez12, Har11, Lap14, Wei15,
Xia18c, Zha19] or clothes [Dob15, Par17, Pes12]. Also, drones [Gom16,
Hop18e] can act as a surface for touch feedback. Moreover, haptic actua-
tors/exoskeletons attached to the user’s hand [Kim16, Kim17a, Kon03, Sar06,
Sch07, Sch15, Sol10, Tse14], as separate controllers [Chi12, Cho18, Kam09,
Kyu09, Whi18], or as robot-arm devices [Kyu09, Mas94] can exert forces on
the user. Araujo et al. [Ara16] use a robotic arm to move a haptic surface to
block the user’s hand when it gets close to a virtual object. The head of the
robotic arm can be rotated and exchanged, hereby providing a wide range
of haptic surfaces, i.e., different textures, a pressure sensor, an interactive
surface, physical controls, or even a heat emitter. However, interacting with
real touch surfaces, especially tablets, has the disadvantages of a limited
surface size and that both hands are needed for interaction [Lar03]. Using
virtual surfaces can have advantages as they can be transformed without any
constraints [Loo07]. Costes et al. [Cos20] and Wang et al. [Wan19a] provide
a good overview of haptic feedback systems.
Devices whose virtual representation, e.g., shape or weight, corresponds
to their physical shape increase presence and tactile sensations [Wlo95a].
Simeone et al. [Sim15] show that the virtually displayed object does not need
to match the real object perfectly. Some variations of material properties or
shape allow the use of a broader range of virtual objects even if the set of
real-world objects is limited. Corsten et al. [Cor13] also show that real-world
objects can be repurposed for system control input, e.g., bottle cap as rotary
nob or clicky pen as presenter button. Furthermore, transparent tablets can
serve as magic lenses to allow magnification or filtering of content [Bro06,
Lei15, Spi09, Tom14, Tom17] or to supply users with additional informa-
tion [Gru15]. Larger magic lenses are more helpful than smaller ones [Oh06].
However, their aspect ratio is not so important.
2.2.2 Using Virtual Proxy Devices
Several systems use virtual proxy objects to provide haptic feedback. A virtual
proxy is a digital replica that is superimposed over a real-world object [Rus97].
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Virtual proxies can be used, for example, to recreate parts of a car’s inte-
rior [Sal08], or to support storytelling [Har17]. Most important for this work
are virtual replications of common input devices, i.e., keyboard and touch
interfaces.
Although there are plenty of methods that achieve text input in VR, no tech-
nique has established itself as the defining standard. An analysis shows that
the fastest techniques use a QWERTY keyboard (see Fig. 3.2). Error rates are
lower when users type slower and concentrate on inputting single characters
or when word correction is used (see Fig. 3.3). However, there are different
ways to integrate a keyboard into the VE such as in-air gestures with [Wu17]
or without [Ren13] gloves, ray-casting selection on virtual keyboards [Spe18],
or physical keyboards [Bie20, Sch19]. A physical keyboard can use exter-
nal [Gru18a, Gru18b, Kni18] or internal [Hop18a, Ott19] finger tracking. Fur-
thermore, capacitive touch devices [Kim19b], pen and tablet devices [Spe18],
or dull surfaces [Wan14] can be used for text input. While working in VR,
users cannot see their hands on the keyboard. Different approaches are pos-
sible, where no hands, only the fingertips, a 3D virtual mesh representation
of the hands, or an AR video see-through display are integrated into the VR
view [Gru18a, Hop18a].
The arguably most commonly used interface for digital devices is the touch-
based interaction. There exist several techniques that allow to present the
user with an interactable surface. Real screens can be used to display con-
tent [Lei15, Lóp16, Mar14b, Mos13], for example in semi-immersive CAVE
environments [Med13]. Projection-based systems can display content on dull
surfaces. The projector system can either be static [Fuj19, Har12, Xia13,
Xia16] or mobile [Kem18]. Also, the surface that is used for projection can
be static, e.g., the top [Fuj19] or edge [Jos19] of a table, or mobile, e.g.,
movable handheld flat [Cha12, Spi09] or flexible [Ste13] surface, or the user’s
body [Har11]. Besides projecting on opaque surfaces, transparent objects
can be used to allow users to interact with content that is actually displayed
behind the surface, e.g., using a workbench display [Enc99, Sch02, Sch99].
See-through displays even allow creating 3D desktop experiences [Lee13].
Lastly, another approach is to use VR or AR technology to display a virtual
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screen on a haptic surface [Bow01a, Bow98, Che04, Lin99, Sza97, Xia18b,
Zie19].
To enable interaction with haptic surfaces, touch positions need to be
recognized. For this, the device itself can detect a touch, e.g., with a touch
foil [Hol14, Wei15] that can be customized and printed [Gro18, Hol14, Sav12].
Capacitive touch detection can enable interaction on displays [Med13] or
dull surfaces such as tables [Win17]. However, not all surfaces are aug-
mented with touch detection. To detect a touch on these surfaces, tracking
of the user’s hands and the surface are necessary. The easiest solution when
using static surfaces is to perform an initial calibration of the surface’s posi-
tion [Abd19]. However, to allow the surface to be moved freely, it needs to be
tracked. External tracking can be enabled using Lighthouse tracking [Eng19,
Sur19, Zha20], marker-based solutions [Med13], magnetic tracking [Lin99,
Sch99, Ull97], or scene reconstruction [Iza11]. Surfaces can also be fixed
to a movable actuator [Sin13, Tak15, Tak18]. Furthermore, internal sensors
of the devices can be used to detect the device’s pose, e.g., using a cam-
era [Lei15, Lóp16, Mar14b, Mos13]. The user’s hands can be tracked either
by using a glove-based [Eng19, Lin99] or camera-based tracking method.
Camera-based tracking can use single 2D cameras with structured light
projections on a calibrated surface [Dai12, Dai14], distortion detection of a
projected interface [Hu14], deep learning [Fuj19], or shadow monitoring of
a hand on flat [Mat17] and nonplanar [Nii16] surfaces. Alternatively, one
can use static depth cameras [Har12, Wil07, Wil10a], e.g., using a time of
flight sensor [Par16, Zha16a] or low-cost hardware [Won16]. Also, thermal
reflections can be used to detect in-air gestures [Sah14]. Advanced detec-
tion algorithms allow distinguishing multiple fingers, postures, users, and
handedness in multi-user environments [Mur12]. Also, multiple cameras
can be combined to increase the volume of the interaction [Wil10b] or to
increase tracking accuracy using different types of sensors [Cad16]. The
touch detection itself can occur using collision estimation through hand
and surface tracking [Xia18b]. Dippon and Klinker [Dip11] found that
camera-based touch detection is worse than capacitive touch detection but
its accuracy is sufficient for interaction. Different camera angles can be
used to increase touch detection accuracy, e.g., lateral camera position (side
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view) [Nte17, Qin16]. Touch can also be detected via the different grip
poses that correspond to shape primitives [Zho20]. Additionally, camera and
computer mouse-sensors at the fingertip [Yan12], wrist [Prä14, Yan20], or
forearm [Sri17] can be used. The finger position and touch on the user’s skin
can also be detected with high frequency alternating current signals [Zha16b]
or radio-frequency waveguides [Zha19]. Swept frequency capacitive sensing
can enable touch on all conductive materials [Sat12], e.g., human body or
liquids. Furthermore, an IMU can enable touch interaction through the
detection of vibrations [Oh20a, Shi20]. Microphones on a wristband can
also detect touch [Gon20]. Thermal cameras can detect touch by detecting
the residual heat [Kur14] on surfaces. The touch feedback can further be
enhanced using electrovibration haptic feedback [Zha20]. Finally, proactive
touch estimation can be used to decrease touch latency [Xia14].
2.2.3 Interacting with 2D Interfaces
Bowman et al. [Bow04] describe that 2D tasks are cognitively easier to accom-
plish than 3D tasks. Therefore, using 2D windows and reducing the DOF of
the interaction in VR might be a way to increase precision and usability and
to decrease fatigue. Additionally, Bowman et al. [Bow08] note that interac-
tion should only be allowed on visible objects. However, this does not mean
that all tasks should be converted to 2D space. Darken and Durost [Dar05]
find that interaction should match the dimensionality of the task. Tasks such
as text reading or input should be carried out with 2D interfaces. Tasks that
benefit from the third dimension, e.g., object selection ormanipulation, should
use 3D interaction. 2D interfaces facilitate ease of learning, speed, overview,
and comprehension [Hep19]. An interaction in 3D is more fun and also fa-
cilitates comprehension. Hybrid interaction can allow users to switch be-
tween different systems depending on the current task. Hybrid interfaces
may utilize a mouse and keyboard [Man18], gloves [Ben05], PDAs [Wat99],
or tablets [Tre06, Wan15a, Wan15b] in combination with an immersive visu-
alization. Also, virtual windows can provide common system controls [Di 03,
Kec03, Ngu17] that can, for example, be controlled using hand gestures [Jac92]
or virtual touch [Ang95a, Ang95b]. De Haan et al. [Haa06] demonstrate that
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UI elements on 2D windows can be extruded to become 3D widgets. Regen-
brecht et al. [Reg01, Reg02a, Reg02b] show that 2D input devices can be mod-
ified to enable 3D interaction, i.e., a mouse can be picked up to become a
magic wand using marker-based tracking. Dachselt and Hübner [Dac07] sur-
vey various systems that include 2D or 3D menus within virtual worlds. They
define different taxonomies of menus depending on properties such as their
structure, purpose, placement, or content.
Several systems within the related work, e.g., [Con97, Toy18], or commercial
applications use a ray-casting technique to interact with 2D virtual windows.
However, ray-casting might not be the ideal solution because 3D interaction
reduces the performance of traditional interaction techniques [Bow01d]. Ray-
casting techniques can be difficult to use on smaller surfaces or larger dis-
tances because of their sensible reaction to changes in the rotation of the
virtual laser pointer’s origin. Techniques that try to minimize this preci-
sion problem are for example a bending ray-cast that always selects the clos-
est interactable object [Ahl06, Ste05, van13]. However, when capturing an
arbitrary application the positions and extends of buttons and other menu
items might be unknown. Further modifications of the ray-cast try to in-
crease the user’s precision or decrease fatigue by using underproportional
movements [And07b] or adjusting the position of the interactable surface to
be more comfortable [And07a]. Other approaches position virtual windows,
e.g., as a tablet, relative to the user’s body [And07a, Ang95b, Lin99, Min97b,
Wob09] or the environment [Dem99, Lar03] to utilize smaller distances or
proprioception to increase precision.
To display a 2D application inside a VE without reimplementing the software
for 3D, a screen capturing method can be used. The application is filmed,
converted to a texture, and then displayed on top of an object, e.g., a (curved)
plane, inside the VE. Microsoft Windows graphics device interface (GDI)¹¹
is an application programming interface, which captures the desktop or
even single windows, and is used for example by the Open Broadcaster
¹¹ https://docs.microsoft.com/en-us/windows/win32/gdi/windows-gdi/
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Software (OBS)¹². Other systems include the Desktop Duplication API¹³ or
WindowsGraphicsCapture¹⁴. Related work shows that 2Dwindows can be in-
tegrated into the VE by running a full X [Fei93] or VNC [Bue03] server. Also,
UI frameworks or applications such as Qt [And06] or a web browser [Bar05,
Toy18] can be integrated into the virtual world. VR implementations may
provide a user with a way to interact with the whole desktop or separate
windows [Ull09]. Examples of current software for PC-powered VR HMDs
that enable interaction with the user’s desktop are SteamVR¹⁵, Oculus Dash¹⁶,
Windows Mixed Reality home¹⁷, Bigscreen¹⁸, uDesktopDuplication¹⁹, and
Virtual Desktop²⁰.
2.3 Systems for Mixed Reality Collaboration
Immersive CVEs allow users to gather information about particular con-
tent or situations. Moreover, they enable users to discuss and analyze the
gathered information together. Greenwald et al. [Gre17b] recap several
advantages of VR for education/training: Access to remote experts, to scarce
or access-limited resources, or to physically impossible experiences. They
classify the actions in CVEs into interaction with other humans, and inter-
action with the environment. Slater and Sanchez-Vives [Sla16] discuss the
advantages and disadvantages of VR collaboration in great detail. They give
an overview of existing research on the domains of presence, science, edu-
cation, training, remote collaboration, and shared environments. Proposed













and DIVE [Fré98] allow collaboration with co-located and distant users.
For education, not only learning material is relevant but also the HHI since
learning strongly depends on the exchange with others. Heldal et al. [Hel06]
show that two people working as a team outperform individuals. Schouten
et al. [Sch16c] verify that an avatar-based interaction in a 3D CVE supports
team collaboration and decision making. The virtual world offers generally
the same capabilities as text-based or audiovisual communication but allows
for further functionality and yields a higher shared understanding and thus
higher task performance in terms of consensus, satisfaction, and cohesion.
Paul and Reddy [Pau10] show that collaborative understanding is negatively
affected by ambiguous information and also by different roles and expertise
of group members.
Collaboration can occur co-located, i.e., in the same room/on-site, and also
remotely, i.e., at different locations. Hybrid configurations are also possi-
ble as several co-located users collaborate with other groups that are con-
nected remotely [Bec13]. Walker et al. [Wal09] show that the performance
and overall workload of users are similar when playing chess remotely or
co-located. However, considerably different processes of team adaption are
required when using mediated systems. Tang et al. [Tan11] found no differ-
ences in co-located pen-and-paper versus remote digital sketching collabora-
tion. Sykownik et al. [Syk20] also report similarities between remote VR and
unmediated (non-VR) co-located gaming based on a preliminary study. Born
et al. [Bor19] argue that real-world co-located collaboration is better than me-
diated collaboration. However, VR systems allow to replicate users, objects,
and environments and may enable a remote collaboration that is a suitable
alternative to co-located work.
Several researchers explored the differences of the physical location of two
users that collaborate within VR. Gómez Maureira and Verbeek [Góm16]
found no significant differences between co-located or remote collabora-
tion when using 3DOF HMDs regarding social presence, self-enjoyment,
or immersion. Other work with 6DOF HMDs, also found no significant
differences regarding presence, perceived co-presence, communication
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quantity, or cooperative interactions of co-located and distributed play-
ers [Pod18a, Sou20]. However, co-located user collision can significantly
increase co-presence [Pod18a]. But, remote work can have significantly
higher qualitative communication scores and partially higher task perfor-
mance [Bor19]. Gómez Maureira and Verbeek [Góm16] argue that this
might be because either the HMDs prevent an increased social presence, the
HMDs increase social presence to be independent of physical proximity, or
vocal communication has a higher impact on social presence than a visual
representation of the other user.
2.3.1 Co-Located Collaboration
While collaborating remotely, users do not need to calibrate their VR or
AR systems towards a shared coordinate system, because their relative
positions in the real world do not matter. However, while engaging in
a co-located collaboration users need to know where the other user is to
avoid collisions [Hop18b, Oli18, Pod17, Pod18a, Rio18] or to be able to work
together using tools [Sal09]. There exist several approaches that support the
calibration of two co-located VR or AR devices. Billinghurst et al. [Bil00]
and Kalkusch et al. [Kal02] use devices with cameras and fiducial markers
placed around the room to calibrate the systems towards a shared coordinate
system relative to the room. Different patterns can be used for marker
detection [Sai07]. Modern AR frameworks allow to track arbitrary images
as well as 3D models²¹. Bai et al. [Bai17] use this technique to integrate an
HTC Vive controller interaction with a Microsoft HoloLens²² HMD. Weissker
et al. [Wei20b] calibrate two HTC Vive systems by using two trackers (one
per user) with a known spatial relation. SynchronizAR [Huo18] uses an
ultra-wideband (UWB) module, wifi, and a Google Tango²³ device. The







different devices. An algorithm minimizes the euclidean transformation and
solves for the shared calibration of the devices. However, the method is
imprecise, restricted to 2D planes and UWB modules are not available in any
commercial off-the-shelf VR or AR product. Krohn et al. [Kro05] and Hazas
et al. [Haz05] also calibrate different devices in a 2D plane using infrared
light. Wahlstrom et al. [Wah16] calibrate a smartphone to a car using an
unscented Kalman filter and the device’s IMU. But, the precision allows only
to determine the approximate location of the phone in the car and is not
an accurate calibration. SLAM algorithms use a camera to reconstruct the
environment of the device, e.g., [Tak17]. SLAM provides tracking to popular
AR or VR systems such as HoloLens [Liu18] or Oculus Quest and Rift S²⁴.
They create a map of the environment and track the device with respect
to this map using an RGB camera [Dao18]. Also, depth information can
be included [Tak17]. By matching the generated environment maps of the
different devices, a shared calibration can be found.
Avoiding collisions with virtual agents [Soh17] or remotely connected
users [Rei20] can supply a more realistic and comfortable experience and
maintain the feeling of co-presence [Rei20]. However, users can also collide
with physical objects. Semi-immersive CAVE-based or AR systems allow the
user to experience virtual content and see the real environment including
her/his own body and the body of other co-located users, e.g., [Bec13]. This
allows users to avoid collisions with the physical environment and with each
other. However, full-immersive VR systems mask the real world completely.
Therefore, mechanisms need to be provided that protect users from any
physical harm.
Static room barriers [Cir09] or virtual companions [Cir12] can warn users
about the limits of their physical room. Additional depth information can
help to visualize real-world obstacles [Hua18a, Woz18, Woz20]. Some sys-
tems even try to actively avoid collisions by activating users’ muscles using
electrical muscle stimulation [Fal20].
²⁴ https://ai.facebook.com/blog/powered-by-ai-oculus-insight/
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The risk of collisions with other co-located persons changes users’ be-
havior. Users give anthropomorphic avatars more space than inanimate
objects [San15]. One can observe that users walk more carefully around
co-located users compared to remote users [Pod18a]. Furthermore, they
are slowed down when avoiding collisions in VR due to more careful
movement [Rio18]. The risk of collision is accurately anticipated but with
delay [Oli18]. Besides the slower movement, users leave more clearance
space to other co-located users compared to real-world or remote collabora-
tion [Buc19, Pod18b]. Also, the effects of gender on the behavior of letting
someone go ahead seems to be reduced when using virtual avatars [Buc19].
The appearance of the co-located users has an impact on the immersive ex-
perience and also on the capability to avoid collisions. Users react differently
to varying avatar appearances (e.g., bounding shape, dummy, or realistic) de-
pending on the scenario/task [Pod17]. They prefer more realistic avatars dur-
ing explorative experiences and basic avatars for task-focused experiences.
While bounding shapes are an effective way to decrease collisions, avatar vi-
sualizations or AR video see-through are faster and preferred [Sca17]. Avatars
can also be visualized for other users that do not participate in the VE [Wil19].
Another approach to reduce collisions with other users is to not let users
get too close to each other. Redirected walking and collision prediction can
preemptively alter the user’s paths of movement to avoid collisions. Exist-
ing algorithms prevent collisions for two [Azm17, Bac13], three [Don19a,
Don19b, Don20], or more users [Bac19, Su07] even in nonconvex environ-
ments [Rob06].
Also, space separation can be achieved using interactions within the VE, e.g.,
returning a badminton ball to a specific area of the field so that the user moves
over there [Mar18]. The disadvantage of the separation approach is that it
does not aid collision avoidance when users are standing close to each other.
Additionally, shared-space usage is preferred by users compared to tracking
space separation [Lac17].
The above methods work well for multiple co-located users that experience a
shared space CVE, i.e., virtual worlds that are aligned for all users. As users
start exploring the VE, their physical space might be too small and a method
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for locomotion is required. Group teleportation methods [Wei19b, Wei20a]
enable users to maintain the spatial relationship between them, even while
exploring the VE. However, as soon as users start to explore the virtual worlds
individually, the position of other co-located users and their respective virtual
avatars do not match up anymore. Users risk colliding with the real human
that they cannot see. In that case, group teleportation and avatar visualization
methods can be combined to maintain collision avoidance capabilities. For
this, additional ghost-like/shadow avatars [Lac17, Lan18] can be visualized
that show the co-located user’s real position next to their virtual avatar that is
exploring the VE. Therefore, ghost-like avatars help to avoid collisions when
the VEs of users are not aligned.
2.3.2 Remote Collaboration
Systems like the VideoWhiteboard [Tan91], ClearBoard [Ish92], and the
ImmerseBoard [Hig15] allow two users to remotely collaborate on a digital
whiteboard. The whiteboards display the drawings of the other user as well
as her/his appearance using a camera. The ImmerseBoard from Higuchi
et al. modifies the user’s video to preserve eye gaze and gesture direction,
intention, and level of agreement and thereby increases the sense of being
together. The TeamWorkStation by Ishii et al. [Ish91] enables real-time col-
laboration by merging a desktop computer window and a camera-captured
desk. The shared image and a video chat system allow two users to collab-
orate on a writing/drawing task. Matsukage et al. [Mat15] demonstrate a
remote collaboration system that also connects two users via a video chat.
Furthermore, the system transforms pointing gestures that one user makes
on items, e.g., books, on her/his physical desktop to the respective items on
the desk of the other user. This is achieved by extracting the hand region of
the user from a camera and projecting it to the table surface of the other user
with respect to the reference frames of the indicated items.
The advantage of using VR instead of a classical videoconference system is for
example that remote face-to-face collaboration is enabled. Expressions can go
beyond verbal explanations or 2D screen annotations. In VR, the users may
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use their whole body, just like in a real-life conversation. The remote collabo-
ration allows faster reaction times and has no travel expenses since users can
meet and work together in a virtual room without the need to be physically
there [Gre17b]. Campbell et al. [Cam20] found significant improvements of
VR over video communication regarding presence, closeness, and arousal.
On-site support is more efficient than a 2D video with audio because simple
video fails to create an adequate shared visual workspace and further feedback
needs to be provided [Fus00]. Vertegaal [Ver99] underlines the importance of
communicating nonverbal cues, like a user’s gaze, in a multiparty collabo-
ration. A virtual laser pointer, a context that is larger than the local user’s
current view, and stabilized annotations can help the remote expert and in-
crease task performance [Gau14]. Yet, a simple pointing visualization, i.e.,
controllable active laser, is not sufficient [Fus03b, Kur04]. Pointing using a
virtual hand is a viable solution for spatial input [Gen13, Sod13]. Visualizing
the other users’ field of view and their grasping behaviors can increase aware-
ness and understanding of their actions [Fra99]. However, hand pointing only
serves as a highlight of a certain area and not as a referencing device [Kra06].
Pointing accuracy is reduced at larger distances and may need to be accom-
panied by speech. Voice, hand gestures, line annotations, and other features
allow users to provide instruction and guidance during physical tasks [Tho19].
Integrating the hands of the remote expert into the workspace of the worker
offers a greater sense of co-presence and allows flexible gestures [Hua18b].
The method of Vishnu [Le 15, Le 16a] allows two users to take the same per-
spective in an AR-VR supportive task by standing in the same position. Be-
sides the user’s arms, there exists one additional pair of arms that originates
from the user’s shoulders and represents themovement of the respective other
user. Vishnu is faster compared to an annotated 2D camera stream, increases
the feeling of co-presence, and eases the mapping between the guide’s in-
structions and the worker’s interactions. Overlapping avatars of two users
can also be used to guide movements and posture [Hoa16].
A live 360° camera video gives the remote expert an independent view from
the on-site worker [Lee17, Lee18, Teo18] and can even provide the feeling
of standing side-by-side [Cai18]. A 360° view can be reconstructed from a
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camera with a smaller field of view [Kas14] and stabilized to maintain ori-
entation [Kas16]. However, a 360° camera does not allow the remote user to
walk around. Several systems [Hua13b, Hua13c, Piu17a, Piu17b, Tec12] uti-
lize a 3D reconstruction of a scene to enable remote collaboration. The 3D
model can be combined with a 2D video to enable efficient and user-friendly
collaboration [Lee20]. Scene reconstruction [Kom17] and adaptations [Kiy99]
also allow a seamless transition between different perspectives.
2.3.3 Influence of Perspective on Task Performance
and Collaboration
It is advantageous to provide each user with a view that is not upside down
nor rotated in any way. Ferraro and Kella [Fer92] investigate reaction times
for a decision if a word is correctly spelled or if it is derived from a real word,
e.g., plant and blant. They find the reaction times increase in proportion to
the rotation angle. Times grow by a factor of 1.1 for 60° rotation, 1.4 – 1.7
for 120°, and 1.4 – 1.5 for 180°. Graf et al. [Gra84] let subjects read aloud an
upside-down and upright oriented text, and ask them to cross out typograph-
ical errors and to answer comprehension questions. They find that subjects
have more false-positive word markings of incorrectly spelled words if the
text is rotated. The results show that upright reading is about two times faster
than upside-down reading and that it is about two times easier to detect errors
in a text if it is normally oriented. Yet, the comprehension question answer-
ing performance is better with rotated text. Graf et al. conclude as a reason
for this that subjects read the text more slowly and therefore more carefully
than in the normal oriented scenario, and that they engage in an analysis
at word-level. Byrne [Byr02] evaluates four different text presentations, i.e.,
horizontal, ‘marquee’-style (letters cascaded downward), and 90° rotated left
or right. He finds that a normal orientation is about 1.5 – 1.9 times faster than
the other orientations. Annett [Ann91] confirms the reading performance re-
sults and measures upside-down reading to be about three times slower than
normal reading in a pilot study.
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VR makes it easy to alter the user’s world and apply personal changes to it,
e.g., to enable upright content display. However, content modifications can
also be achieved by other technologies: Systems like Lumisight [Mat04], Ul-
teriorScape [Kak08], TaPS Widgets [Möl11] or Bounsight [Osh10], all use Lu-
misty films²⁵ to allow for personalized views, e.g., upright-rotated text for each
user, on a tabletop surface. PiVOT [Kar12] extends this concept from 2D to 3D
auto-stereoscopic surfaces and Permulin [Lis14] provides personalized views
on a shared 3D display. AFreeCA [Mar10] additionally proposes shared/pub-
lic objects and personal objects that are only accessible by one user. All of
these systems allow users to work on personalized-private and/or shared in-
formation. However, while content can be adapted individually, an adap-
tation of the user’s body to fix any spatial inconsistencies between users is
impossible in the real world.
Orientation and perspective also play an important role inmulti-user systems.
During grounding [Cla91], users initially establish a shared understanding to
make sure that “what has been said has been understood”. Grounding is per-
formed following the principle of the least collaborative effort and changes
with the medium. For example, a user’s distance or movement towards vir-
tual objects helps to define the referential context during conversations and
thereby can be used by others to disambiguate references [Ott02]. Having a
shared perspective also supports grounding and is “useful for understanding
the situation and providing effective guidance and instruction” [Nag15] and
allows users to “communicate with a common understanding, i.e., a sense that
they are watching the same situation” [Kas14]. Having a shared workspace
increases performance [Fus00, Ger04], especiallywhen tasks are visually com-
plex or difficult to describe [Ger04]. In spatial work environments, users try
to build a mental representation of the world from the perspective of the other
party [Pou16]. Guides try to diminish the mental workload on the user that
is guided by using more neutral utterances or those that require the guide to
apply mental rotations to take the perspective of the manipulator. This takes




of the guide. In comparison, the guided person uses more ego-centered utter-
ances. Pouliquen et al. [Pou16] state that a guide could be supported by tools
that allow her/him to take the other user’s perspective. Galati et al. [Gal13,
Gal15] show that those effects are not bound to VR and arise in a real-life
scenario as well. Moreover, a shared perspective is more effective and pre-
ferred to an opposing view, which can result in left-right ambiguities [Fei18,
Tan10]. Wang et al. [Wan20] enable a user to share the perspective from an-
other user without having to change her/his position. They use view splicing
to combine the view of a worker and a guide.
But, a shared view via a 2D or 360° video can also constrain the perspec-
tive of the remote user to the recorded frame or the location of the on-site
worker respectively. 3D reconstructed scenes solve this but can be challeng-
ing to dynamically update and lack in detail [Piu19]. Also, a first-person video
may induce motion sickness because of a shaking and uncontrollable moving
camera [Ben02, Nag15].
In the real world, comfortable between-user distances, i.e., personal space dis-
tances, are estimated at 45 – 122 cm in a casual-personal relationship [Lit65].
Also, people prefer to work corner-to-corner (sitting at a 90° angle) to com-
municate rather than face-to-face (sitting across from each other) or side-by-
side (sitting next to each other) [Fes50, Som59]. Experiments show that users
maintain personal space bubbles around virtual avatars similar in size and
shape compared to bubbles maintained around actual humans [Bai03]. Addi-
tionally, peripersonal space boundaries are consistent with those in the real
world [Buc20]. As previous work shows, real-world experiences and skills
can be transferred to virtual worlds [Hop18a, Rin10] and that social norms of
gender, interpersonal distance, and eye gaze from the physical world transfer
even into non-immersive CVEs [Yee07b]. Face-to-face interaction provides
powerful cues for intention by visual and auditory information [Shi09]. A
side-by-side visualization rather than having the same viewport can increase
performance and the feeling of co-presence [Cai19]. Having different per-
spectives enables spatial partitioning and identification/awareness of others’
focus and activities [Fus00, Tan10]. Kunert et al. [Kun20] show that multiple
displays, i.e., table and wall display, can support seamless collaboration while
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providing different perspectives into the VE. Following the other person’s eye
gaze improves performance [Gar01], allows to resolve ambiguity [Han07], and
can also increase the likelihood to speak [Ver02]. Four of the 20 most fre-
quent communication behaviors are listening, asking questions, discussing,
and sharing information [Key13] and workgroups commonly switch between
guided and collaborative sequences [Hal00].
2.3.4 Avatar Adaptation
Redirected walking [Raz01] adapts the VE imperceptibly for the user to al-
low seemingly unlimited walking inside a constrained physical space. This
concept was quickly transferred to object manipulation. By offsetting the
hand movement of the user, haptic feedback can be provided [Abt18, Car16,
Han18, Koh09, Koh10, Rie18, Sai18] with dynamic targets [Che17] and ar-
bitrary shapes [Yan18, Zha18]. The redirected touching performs equally to
unmodified haptic feedback [Koh12, Koh13]. Most of these techniques require
a rather static scene and a not navigating user and are thereby not suitable for
room-scale VR experiences. Furthermore, redirection can be used to improve
the sense of presence [Azm16], increase the user’s reach [Feu17a, Pou96], or
provide a more comfortable interaction [Feu18, Mon17]. Stoakley [Sto95] and
Bowman [Bow01c] found that users do not notice if their virtual hands are
positioned 10 cm or rather 25 cm higher than their real hands. They used
this insight to reduce user’s fatigue. Some work indicates that this effect can
be maintained at even greater distances and other directions [Feu18, Kal14]
especially if the displacement is away from the user [Feu17b, Kil12b]. How-
ever, other research shows that the effect cannot be maintained if the offset
is greater than 30 cm [Llo07, Nie17c]. Moreover, redirection techniques can
be applied to the whole body of the user to convey slow-motion movement
effects [Rie17] or underwater drag forces [Kan19] without breaking presence.
Besides single-user modifications, redirection can also be applied to multi-
user setups. Roth et al. [Rot15, Rot18] adapt the other user’s avatar to imitate
one’s movements to increase interpersonal understanding and rapport. They
found that the modification was mostly undetected and did not impact the
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perception of communication. Piumsomboon et al. [Piu18] increase users’
social presence and task performance by modifying the position, scale, and
body pose of a remote user’s avatar to ensure that her/his gestures are always
inside the local user’s field of view. In later work [Piu19], they display aminia-
ture avatar at the location of a 360° camera to allow collaboration between an
on-site AR and a remote VR user. Sousa et al. [Sou19] mirror the worker’s
representation and the 3D workspace to provide two users facing each other
with an identical point of view. They found that especially instructors benefit
from the shared perspective regarding task performance and user preference
as less coordinate system conversions are needed. Lee and Hua [Lee11] in-
vestigate the effects of adapting the view of the virtual world per user. In a
pointing task, two users can rotate the content on a table consistently or inde-
pendently from one another. World inconsistencies are fixed by transforming
the laser pointer interaction towards a highlight of objects that are indicated.
The user study results show that an independent world view can lead to faster
task execution, easier pointing, and higher user preference. But, the proposed
method conveys less co-presence and the inconsistent view makes it harder
to recognize the positions of objects at which their collaborators point at.
Users focus more on the task space and hands of remote users rather than
a video showing their faces [Tan10]. Also, workspace consistency might
be more important than people’s representation during remote collabora-
tion [Sou19]. Yet, providing a full-body avatar is important and comes close
to face-to-face interaction [Smi18, Yam18] and can be an effective tool for
communication [Dod11, Sch10]. However, when modifying the other user’s
avatar one needs to consider that avatar realism is based on appearance and
behavior [Gar03]. A realistic appearance can lead to heightened expectations
for behavioral realism [Sla02]. Co-presence is increased when the character’s
behavior is realistic [Zib18] and decreased when appearance and behavioral
realism mismatch [Bai05]. Chen et al. [Che14a] found that when users are
presented with avatar ambiguities, i.e., offset between real person and virtual
avatar, that this ambiguity leads to perceptual conflicts and a reduction in
task performance during collaboration. Moore et al. [Moo07] argue that free
gesticulation and publicly visible actions, e.g., menu access, are important to
offer better coordination between users (see also [Hin98]). For example, Xia
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et al. [Xia18a] use ghost-like copies of avatars or objects to support multi-user
movement or to resolve conflicts during simultaneous object interaction.
2.4 Conclusion
In conclusion, VEs can present users with immersive experiences to explore
spatial content. Different hardware systems for visualization, tracking, and
controls are needed to enable interaction and collaboration. The visualiza-
tion of content or avatars has a large impact on the perceived experience and
changes the perception of things such as depth or presence.
Diverse input devices can exploit proprioception or haptic feedback to in-
crease the usability and performance of systems and users. Familiar devices
and 2D interfaces allow users to transfer real-world skills and knowledge into
the VE. However, current systems often require extended setup, e.g., wearable
trackers or expensive hardware, and are not easily movable. Additionally, the
currently used interaction with PC-based software within VR, i.e., projecting
the window content on a plane as-is and using a ray-casting technique, does
not exhaust all possibilities to transfer existing applications into VEs.
VR systems connect co-located and remote users to enable collaboration re-
gardless of their physical locations. Efficient cooperation demands communi-
cation channels and expressive tools such as speech or spatial gestures as in-
tentional and unintentional interpersonal communication is frequently used.
But, the impact of the user’s physical location, i.e., the differences between
co-located and remote collaboration, is not yet fully explored. Furthermore
convenient local-space calibration for all 6DOF devices is missing.
A view on upright-oriented content benefits task performance. In addition to
that, taking the same perspective as another user facilitates a common under-
standing and is more effective but might violate personal space distances. At
the same time, a face-to-face configuration allows to facilitate cooperation and
grounding and is preferred by users. VR allows to modify the experiences of
users and adapt their interaction and social behavior using redirection meth-




This work aims to integrate real-world commodity PC hardware and available
PC software into VEs to boost input performance and the functional range of
VR applications. Furthermore, through the integration of a full-body avatar
and local space calibration for all 6DOF devices, co-located and even remote
collaboration is enabled. Finally, this research combines remote collaboration
with multi-user social redirection techniques to create an inherent mutual
understanding by providing users with an individual perspective that fits their
requirements to increase users’ task performance and social presence.
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Current VR systems allow users to explore immersive spatial environments
using stereoscopic displays and spatial input controls. The new input and
output devices offer exciting and natural interaction with virtual content.
However, the spatial experience has drawbacks such as reduced task perfor-
mance [Bow01d]. Also, it requires specially designed applications that have
a limited functional range. To provide a familiar and efficient input and to
increase the functional range of VR applications, real-world hardware (see
section 3.1) and software (see section 3.2) are integrated into VEs.
The content of this chapter is based on the following publications [Hop18a,
Hop19, Hop20b, Hop20c].
3.1 Virtual Proxy Interaction
HMD or CAVE-based VR systems often provide users with new input devices
such as controllers/magic wands or use hand gestures. However, the differ-
ent systems all have their distinct input devices. For newer users, it is quite
difficult to just pull the trigger or press the grip button of a controller since the
button layouts are unfamiliar. The new devices require learning and can be
slow. Also, the mid-air interaction often is physically exhausting and lacks
haptic feedback. More natural interfaces are needed. Gesture interaction via
a camera that is mounted on the HMD lets the user grab virtual objects and
manipulate the VE effortlessly. But, haptic sensations are missing.
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To resolve these issues, a virtual proxy interaction with common devices
can be used. A virtual proxy is a digital representation of a real-world
object [Rus97]. In the work presented below, a virtual 3D model of a key-
board and a tablet are superimposed over a real-world device with a similar
shape. Furthermore, the hands of the user are visualized in the VE. This
yields a familiar interaction with devices that provide haptic feedback. Other
approaches build upon using a 3D point cloud to visualize real-world objects
or the integration of an AR video see-through display into the VR view.
The advantage of integrating a virtual proxy instead of a 3D point cloud
or an AR video see-through display is that the visualization of the haptic
devices can be easily manipulated and further extended, e.g., depending on
the context of the application.
3.1.1 Virtual Keyboard
The keyboard provides an easy and efficient way to input text into a system.
To provide users with a similar input device in VR, qVRty was designed (see
Fig. 3.1). The system consists of a real-world keyboard and a virtual 3D model
that matches the real-world keyboard. The real-world keyboard is tracked
using the Lighthouse system and its virtual counterpart is placed at the same
location in the VR world. Furthermore, qVRty integrates a LeapMotion¹ hand
tracking system to detect the hand movements of the user. The hands are
then displayed in VR. The location of the Leap Motion device is also tracked
using the Lighthouse system. Since the keyboard is wireless it can be carried
around the room and set up everywhere. However, the hand tracking solution
is still cable bound and does not allow for usage too far away from the desktop
computer (range can be increased with an extension cord). The virtual proxy
of the keyboard is not an exact copy of the real-world version. Adjustments
to the virtual keyboard contain a larger font size and a red highlight on button
press. Additionally, the tracked hands of the user are represented as a skinny
skeleton that decreases occlusion and allows a better view of the keyboard.
¹ https://developer.leapmotion.com/
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Figure 3.1: View of the real keyboard (left) and its virtual counterpart (right).
3.1.1.1 Evaluation
Setup The virtual keyboard proxy was implemented using Unreal Engine 4
and an HTC Vive HMD.
Participants A within-subject user study with 13 participants (9 male, 4 fe-
male) was performed to evaluate the performance of the approach. Partici-
pants were M=31.8 years old (SD=12.7). On a scale from 0 (low) to 5 (high)
users’ experience with VR was M=1.769 (SD=0.927). On the same scale, sub-
jects assessed their typing speed with M=3.308 (SD=0.630).
Tasks and Procedures Each user was asked to type three different texts
with the three conditions: typing with a keyboard in real-life as a base-
line (qVRty baseline), qVRty with hands (qVRty), and qVRty without the
displayed hands (qVRty w/o hands). The order of conditions was randomized
to compensate for training and fatigue effects in the combined results. Before
the first round, users were given three minutes to accustom themselves to the
keyboard. The approximately 1400-characters-long texts² contained letters,
numbers, german special characters, and punctuation marks and were typed
sentence by sentence.
² Animal’s attribute texts for Mammute, Blauwal, Mantelmöwe, and Tiger from
https://de.wikipedia.org/
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Measurements The method of qVRty aims to leverage the haptic feedback
of the physical device to enable easy typing. Ideally, users can transfer their
real-world typing skills into the VE without any losses. Because of this, the
following hypotheses were formulated for the results of the evaluation:
Typing speed and errors of qVRty are not different from real-world
typing in the baseline condition.
𝐻𝐴
Workload and usability of qVRty are not different from qVRty baseline.𝐻𝐵
qVRty achieves better performance and ratings than qVRty w/o hands.𝐻𝐶
Theperformance of user’s typing wasmeasured regarding their speed in char-
acters per minute (cpm) and total error rate [Sou01, Sou03]. Furthermore,
RTLX and UEQ ratings were captured. To assess issues with hand tracking,
the tracking availability was also measured.
3.1.1.2 Results
Quantitative Results The evaluated qVRty techniques are fast in com-
parison to the related work (see Fig. 3.2). The participants achieved a
typing speed of M=218.698 cpm (SD=39.573) with the baseline of qVRty,
M=156.169 cpm (SD=71.590) with qVRty, and M=160.899 cpm (SD=65.732)
with qVRty w/o hands. Mauchly’s test did not indicate any violation of
sphericity (𝜒2(2)=4.312, p=.116). A repeated-measures ANOVA for the speed
of users yields a significant difference between the conditions (F(2,24)=28.196,
p<.001, N=13) with a large effect size (partial 𝜂2=.701). Pairwise Bonferroni-
corrected tests show a significant difference between baseline to qVRty and
baseline to qVRty w/o hands (both p≤.001).
Although users only performed one session with each technique, the er-
ror rates are average for a keyboard-based approach (see Fig. 3.3). Users
achieved total error rates of M=6.6% (SD=3.5) with the qVRty baseline,
M=12.0% (SD=5.1) with qVRty, and M=13.5% (SD=6.5) with qVRty w/o hands.
The corrected error rates are M=6.2% (SD=3.5) with the qVRty baseline,
M=11.3% (SD=5.3) with qVRty, and M=12.7% (SD=6.5) with qVRty w/o
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Figure 3.2: Input speed of different techniques in characters per minute (cpm). Values that were
presented as words per minute (wpm) were converted to cpm by multiplication with
five [Mac02].
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Abstract 0% Inexp. [Kni18]
Abstract 50% Inexp. [Kni18]
TwoStick Sess. 20 [Köl07]
QWERTY skb Sess. 1 [Köl07]
Pinch Keyboard [Gon09]
VR Partial Blending [McG15]
FingerTips 0% Inexp. [Kni18]
VR Full Blending 2015 [McG15]
EdgeWrite [Wob04]
IKHand [Gru18a]
AirStroke w/ WC Sess. 1 [Ni11]
qVRty [ours]
TwoStick Sess. 1 [Köl07]
qVRty w/o hands [ours]
No Hand 100% Inexp. [Kni18]
NoHand [Gru18a]
Twiddler 2 [Gon09]
Chording Glove Sess. 10 [Ros99]
VR Keyboard Model [Lin17]
VR Real Hands [Lin17]
VR Full Blending 2017 [Lin17]
Handwriting-Recognition [Gon09]
AirStroke w/o WC Sess. 1 [Ni11]
Chording Glove Sess. 1 [Ros99]
VR No Keyboard [Lin17]
























































Total error rate (in %)
Figure 3.3: Total error rate [Sou01, Sou03] of different techniques in percent. If the total error
rate is not available the corrected error rate is used since it is an estimation down-
ward (value is always lower than total error rate).
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hands. Mauchly’s test indicates a violation of sphericity (𝜒2(2)=9.515, p=.009,
Greenhouse-Geisser 𝜖=.633). A Greenhouse-Geisser-corrected repeated-
measures ANOVA for the total error rate of users yields a significant
difference between the conditions (F(1.267,15.200)=15.997, p=.001, N=13)
with a large effect size (partial 𝜂2=.571). Pairwise Bonferroni-corrected tests
show a significant difference between baseline to qVRty and baseline to
qVRty w/o hands (both p≤.004).
Because of some tracking issues, the hands of the users were not displayed
the whole time in the qVRty condition. On average the hands were displayed
M=83.3% (SD=16.4) of the time. The minimum and maximum display ratio
was 58.6% and 99.8%.




















Figure 3.4: RTLX scores. Results as average value with 95% confidence intervals and asterisks
indicating significant differences.
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Figure 3.5: UEQ scores. Results as average value with 95% confidence intervals and asterisks
indicating significant differences.
Qualitative Results According to RTLX and UEQ (see Fig. 3.4 and 3.5),
typing with a virtual proxy is appealing and only slightly different from
the baseline condition. On the RTLX subscale of mental demand, users
rate the baseline condition with M=20.000 (SD=19.039) lower than qVRty
M=45.385 (SD=28.245) and qVRty w/o hands M=43.462 (SD=26.012). A Fried-
man test shows significant differences for the mental demand (𝜒2(2)=13.220,
p=.001, N=13) with a large effect size (Kendall’s W=.508). Pairwise
Bonferroni-corrected tests show a significant difference between baseline to
qVRty (p=.018) and baseline to qVRty w/o hands (p=.013). The physical de-
mand of typing is M=24.231 (SD=15.922) with baseline, M=36.154 (SD=23.018)
with qVRty, and M=26.538 (SD=21.831) qVRty w/o hands according to
users. A Friedman test shows no significant differences of the condi-
tions (𝜒2(2)=3.368, p=.186, N=13). The temporal demand of the task was
rated as M=38.462 (SD=24.185) for baseline, M=42.692 (SD=23.507) for
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qVRty, and M=50.000 (SD=23.979) for qVRty w/o hands. A Friedman test
shows significant differences for the temporal demand (𝜒2(2)=9.784, p=.008,
N=13) with a medium effect size (Kendall’s W=.376). Pairwise Bonferroni-
corrected tests show a significant difference between baseline to qVRty
w/o hands (p=.032). Users rate their performance as above average for
baseline M=31.923 (SD=14.936), qVRty M=39.615 (SD=20.152), and qVRty
w/o hands M=41.923 (SD=22.411). A Friedman test shows no significant
differences of the conditions (𝜒2(2)=1.955, p=.376, N=13). Users assessed
their effort as M=35.385 (SD=25.369) for baseline, M=56.538 (SD=18.972) for
qVRty, and M=49.231 (SD=23.527) for qVRty w/o hands. A Friedman test
shows significant differences for the effort (𝜒2(2)=8.933, p=.011, N=13) with
a medium effect size (Kendall’s W=.344). Pairwise Bonferroni-corrected tests
show a significant difference between baseline and qVRty (p=.024). The
frustration of users is medium-low for baseline M=24.231 (SD=18.802),
and medium for qVRty M=45.769 (SD=27.068) and qVRty w/o hands
M=46.923 (SD=27.579). A Friedman test shows significant differences for
the frustration (𝜒2(2)=7.702, p=.021, N=13) with a small effect size (W=.296).
Pairwise Bonferroni-corrected tests show a significant difference between
baseline and qVRty (p=.032). Finally, the overall workload of the three
conditions can be derived. The baseline condition M=29.038 (SD=14.109) has
a lower workload than qVRty M=44.359 (SD=17.368) and qVRty w/o hands
M=43.013 (SD=17.396). A Friedman test shows significant differences for the
conditions (𝜒2(2)=9.385, p=.009, N=13) with a medium effect size (Kendall’s
W=.361). Pairwise Bonferroni-corrected tests show a significant difference
between baseline to qVRty (p=.018) and baseline to qVRty w/o hands (p=.032).
Users ranked the attractiveness of their experience using the UEQ as
M=0.526 (SD=0.634) for baseline, M=0.762 (SD=0.969) for qVRty, and
M=0.410 (SD=1.415) for qVRty w/o hands. Mauchly’s test did not indi-
cate any violation of sphericity (𝜒2(2)=2.435, p=.296). A repeated-measures
ANOVA for the attractiveness shows no significant difference between
the conditions (F(2,24)=0.741, p=.487, N=13). The perspicuity of condi-
tions was ranked as M=2.115 (SD=0.905) for baseline, M=1.385 (SD=1.098)
for qVRty, and M=1.115 (SD=1.471) for qVRty w/o hands. Mauchly’s
test did not indicate any violation of sphericity (𝜒2(2)=1.918, p=.383). A
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repeated-measures ANOVA for the perspicuity yields a significant differ-
ence between the conditions (F(2,24)=5.130, p=.014, N=13) with a large
effect size (partial 𝜂2=.299). However, pairwise Bonferroni-corrected tests
show no significant differences. The efficiency for the baseline condi-
tion yielded M=1.308 (SD=0.830). qVRty and qVRty w/o hands achieved
M=0.673 (SD=1.260) and M=0.750 (SD=1.150) respectively. Mauchly’s
test did not indicate any violation of sphericity (𝜒2(2)=1.013, p=.603). A
repeated-measures ANOVA for the efficiency shows no significant differ-
ence between the conditions (F(2,24)=2.610, p=.094, N=13). The baseline
condition has high dependability with M=1.596 (SD=0.839). The average of
the other two conditions is lower: qVRty M=0.577 (SD=1.498) and qVRty
w/o hands M=0.692 (SD=1.429). Mauchly’s test did not indicate any vio-
lation of sphericity (𝜒2(2)=0.279, p=.870). A repeated-measures ANOVA
for the dependability yields a significant difference between the condi-
tions (F(2,24)=4.967, p=.016, N=13) with a large effect size (partial 𝜂2=.293).
Pairwise Bonferroni-corrected tests show a significant difference between
baseline and qVRty (p=.026). The stimulation of the task is low with base-
line M=-0.500 (SD=0.957). qVRty M=1.141 (SD=.769) and qVRty w/o hands
M=.673 (SD=.862) achieve higher ratings. Mauchly’s test did not indicate
any violation of sphericity (𝜒2(2)=4.014, p=.134). A repeated-measures
ANOVA for the stimulation yields a significant difference between the
conditions (F(2,24)=49.480, p<.001, N=13) with a large effect size (partial
𝜂2=.805). Pairwise Bonferroni-corrected tests show significant differences
between baseline to qVRty (p<.001), baseline to qVRty w/o hands (p<.001),
and both qVRty methods (p=.016). Similarly, the novelty of the conditions
is low with the baseline condition M=-1.769 (SD=0.932) and high with
qVRty M=1.731 (SD=0.832) and with qVRty w/o hands M=1.173 (SD=0.793).
Mauchly’s test indicates a violation of sphericity (𝜒2(2)=9.543, p=.008,
Greenhouse-Geisser 𝜖=.633). A Greenhouse-Geisser-corrected repeated-
measures ANOVA for the novelty yields a significant difference between
the conditions (F(1.266,15.190)=64.381, p<.001, N=13) with a large effect
size (partial 𝜂2=.843). Pairwise Bonferroni-corrected tests show significant
differences between baseline to qVRty (p<.001), baseline to qVRty w/o
hands (p<.001), and both qVRty methods (p=.040).
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After the tasks, users were presented with a final questionnaire including four
five-point Likert scale ratings from 1 (not at all) to 5 (very much). Overall,
the virtual hands were perceived as helpful with M=3.077 (SD=1.382). While
working in the qVRty w/o hands condition, users tend to miss the virtual
hands with M=3.231 (SD=1.589). The virtual keyboard was rated as quite im-
mersive M=3.538 (SD=1.561). Additionally, its haptic feedback was experi-
enced as helpful M=4.385 (SD=1.325).
In an open feedback section, four users expressed that they could quickly
accustom themselves to the virtual typing. However, seven users indicated
that the hand tracking was imprecise, e.g., had positional offsets or the fin-
ger movement was not accurate. Furthermore, six users had problems with a
blurry display, especially at the outer area of the FOV of the VR glasses.
3.1.1.3 Discussion
Thehypothesis𝐻𝐴 cannot be supported by the results. Typingwith the qVRty
virtual proxy is quite fast and reaches 71% of the baseline speed using mobile,
commodity hardware, and little training. However, there is still a signifi-
cant difference to the real-world typing which is also present in the related
work. The faster VR Partial Blending [McG15] reaches only 65% of the asso-
ciated baseline. The related work of Grubert et al. [Gru18a] achieves higher
speeds (75 – 85% of baseline) and comparable error rates using a more precise
Optitrack tracking system. In a user study of Knierim et al. [Kni18], inexperi-
enced users achieve 70 – 88% of baseline speed using a similar setup. However,
both their methods are more intrusive and less mobile compared to qVRty as
they require fiducial markers attached to the hands or a green screen.
The error rate of qVRty increases by 183 – 204% compared to the real-world
baseline. Other methods with a lower error rate but higher speed than qVRty,
use an AR video see-through display that shows the desk or a marker-based
tracking system. As described before, these systems offer less mobility and
are more intrusive. Related work also shows that using an error correction
functionality allows to further decrease error rates and increase typing speed.
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𝐻𝐵 also cannot be supported. The RTLX questionnaire shows that the work-
load of VR is significantly higher than with the non-VR technique. The re-
duced precision of qVRty induces a loss of perceived performance and in-
creases frustration. However, both qVRty with and without hands offer a
greater amount of stimulation and novelty.
The results of the user study show that the performance of qVRty with and
without hands is not significantly different. This shows that the displayed
hands were not as helpful as intended and 𝐻𝐶 cannot be supported. Due
to hand tracking issues, the efficiency might have suffered. Knierim et
al. [Kni18] argue that based on their data, realistic-looking hands offer the
best typing performance and highest presence, especially for inexperienced
typists. In contrast, Grubert et al. [Gru18a] find that users have a higher pref-
erence and performance with rendered fingertips or an AR video see-through
display than with displayed hands. Based on the results presented here and in
related work, there are two aspects to consider: First, as argued by Grubert et
al. [Gru18a], small discrepancies between the visualization of the virtual and
real hands may induce an uncanny valley effect. The mismatch disturbs the
interaction as users cannot rely as much on their virtual hands which leads
to slower input and higher error rates. The differences result from hand pose
estimations by the used Leap Motion sensor or the inverse kinematic used
in [Gru18a] as well as tracking inaccuracies and delay. When hand poses are
replicated correctly as in [Kni18], the effect is negligible and the virtual hands
can even improve performance and usability. Second, the haptic feedback of
the virtual proxy device seems to be able to compensate for a lacking hand
visualization. Fast 10-finger touch typers do not need to look at the keyboard
most of the time and therefore do not benefit from the displayed hands as
much. Knierim et al. [Kni18] even show that the performance of experienced
typists is not significantly different from real-world typing regardless of
hand fidelity or transparency.
As a result, a fallback of including an AR video see-through display [Gru18a]
of the keyboard and the user’s hands is an acceptable alternative to the inte-
gration of a virtual proxy. However, the AR video see-through display also
has significant shortcomings. The virtual proxy approach allows to modify or
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extend the displayed content to offer additional value. For example, a virtual
proxy keyboard can include aword-by-word feedback displaywhich increases
performance through a higher focus on the typed content [Kim19a]. Addi-
tionally, the keyboard layout of the virtual model can be adjusted depending
on the current context to boost user experience [Sch19, Wei09].
3.1.2 Virtual Tablet
The keyboard is a highly efficient device for system interaction and is mostly
used in desktop environments. In the real world, however, the most ubiq-
uitous input method of current technology is touch. Smartphones, tablets,
and even public information displays or vending machines use touch-based
interaction as a means of easy-to-use and natural system input for users of
all ages. To transfer the touch metaphor into VR, a virtual proxy of a touch
tablet (VirtualTablet) was developed.
The VirtualTablet system was implemented on an HTC Vive Pro VR HMD.
The Vive Pro features a 1440×1600 pixels display per eye with a 90 Hz refresh
rate. The field of view of the Vive is 110°. Using the Lighthouse tracking
system, the pose of the HMD is detected in a room area of 5×5𝑚2. Moreover,
the Vive has a stereo camera on the front of the HMD³. Each camera has a
resolution of 640×480 pixels with a refresh rate of 60 Hz and a field of view
of 96° horizontally and 80° vertically. The camera can be accessed with the
SRWorks toolkit with a latency of about 100 – 200 ms. SRWorks supplies
depth information with an accuracy of ±3 cm at 1 m and ±10 cm at 2 m
distance from the camera. The minimal working distance is 30 cm.
To detect the movable tablet, ArUco markers [Gar14] are used. They provide
a position and rotation with respect to the camera, given their real-world size.
TheVirtualTablet consists of a simple rigid base, for example, a piece of acrylic
glass or cardboard, pasted up with ArUco markers. Because the hand of the
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(a) ArUco board with 4×3 markers. (b) Detected ArUco markers (green) and
derived board pose (blue).
Figure 3.6: Setup and detection of the ArUco board.
out over the board (see Fig. 3.6). ArUco markers can be uniquely identified,
therefore allowing the use of more than one VirtualTablet at the same time.
The markers can also be hidden to increase aesthetics [Wil13].
To detect the fingertips, an RGB camera segmentation algorithm is used, since
the hand of the user cannot be reconstructed from the given depth informa-
tion (see Fig. 3.7). First, the hand is extracted from the RGB image by mask-
ing out the board. An interacting hand will be inside this area. Since the
ArUco board only consists of black and white colors, these colors are sub-
tracted from the remaining image which results in a binary representation
of the segmented hand. Pixels with black or white color are removed in the
HSV color space at a threshold with a low saturation (white) or a low bright-
ness (black), i.e., S≤80 or V≤40 (scale from 0 to 255). As Fig. 3.8 shows, the
binary image is then enhanced by a blur filter, the application of a threshold,
and the extraction of larger surfaces, e.g., see [Bat12]. There are other ways
to extract the hand by using skin color, so this approach can be easily ex-
changed if the background colors or lighting conditions change. Second, the
fingertips are detected by calculating the extreme values of the contour of the
hand [Che16b]. This is done by calculating the angle between three points on
the contour that are 18 pixels apart from each other (see Fig. 3.9). To track
the fingertips from one frame to another a distance-based tracking algorithm
similar to [Xia18b] is used. Combined with the depth information from the
stereo camera, the 2D tracked location of the user’s fingers can be projected
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(a) Floating hand: RGB camera. (b) Floating hand: Depth image.
(c) Resting hand: RGB camera. (d) Resting hand: Depth image.
Figure 3.7: Front camera images of a hand hovering above the board and touching the board.
The resting hand cannot be distinguished from the tablet. The dark red color in the
depth image marks invalid depth information.
into the 3D space relative to the HMD. To have a more robust depth value an
average of 11×11 pixels is calculated around the 2D fingertip location. Since
the pose of the surface and the fingertips are known, a touch can be detected.
If the finger is closer than 0.5 cm to the surface, a click is triggered.
At the location of the real surface, a virtual tablet with the same size and shape
is rendered (see Fig. 3.10). To give the user visual feedback of the location of
her/his hand, a 3D point cloud is rendered on top of the tablet. White spheres
at the fingertips highlight currently tracked fingers. The sphere turns green
if a touch is detected.
The VirtualTablet can be used as a normal tablet which is familiar to many
users. However, VR allows to enhance and extend the interaction with the
tablet. The following paragraphs describe different techniques that are en-
abled by VirtualTablet.
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Figure 3.8: Hand segmentation process.
Figure 3.9: Fingertip detection process.
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(a) Point cloud of the hand with
detected fingertips (white spheres).
(b) Index finger touches the
VirtualTablet as indicated by the
green sphere.
Figure 3.10: Visualization of the VirtualTablet and the user’s hand.
(a) A virtual valve wheel that can be
turned by holding the VirtualTablet
at the wheel’s location and rotating
it.
(b) The map of the VE can be moved by
tilting the VirtualTablet. A green
symbol represents the current
location of the player. The user can
teleport to a location by touching it.
Figure 3.11: Examples for a moving tablet interaction.
Even without touch detection, the VirtualTablet allows different forms of in-
teraction. The position and rotation of the tablet can be used as an input to
e.g., open a menu or change a value. If a user holds the tablet into a vir-
tual object, an action can be triggered. By rotating the tablet at the location
of a wheel, the wheel can be turned (see Fig. 3.11a). A navigation mecha-
nism was implemented that allows the user to move a map around by tilting
the tablet (see Fig. 3.11b). If the user touches a location she/he is teleported
there (see [Bow98]).
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Since the VirtualTablet has ArUco markers on both sides, it can recognize
touch on any side of the tablet (if facing the user). This can be used to give the
user a more natural way to navigate throughmenus. If the user flips the tablet
around, a different UI is displayed. In the implemented application it is used
to switch between an information interface and a map display for navigation.
Figure 3.12: A menu that extends noninteractable information over the edges of the physical
tablet.
VR allows to display information at any given location. In reality, displays are
much more constrained and information cannot (yet) be displayed in mid-air.
The VirtualTablet allows to extend the displayed content over the edges of
the physical tablet (see Fig. 3.12 and [Miy18]). All interactable elements, like
buttons and sliders, are displayed on the touchable surface. Other pieces of
information are arranged around the tablet.
Physical tablets are expensive, rely on a power supply, and only come in dis-
tinct shapes and sizes. With this approach, multiple interactable surfaces can
be created fast and cheaply. As seen in Fig. 3.13, a small mobile tablet and a
larger mounted interaction surface were created. The different surfaces can
be used in parallel.
3.1.2.1 Evaluation
Setup To evaluate the proposed system and interaction methods, a within-
subject user study was performed. An application was designed with Unity
that allows a user to control different machines and valves in a factory using
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(a) Mobile acrylic glass. (b) Mounted cardboard.
Figure 3.13: Different interaction surfaces.
(a) Attaching the ArUco





(c) Laser pointer and interaction
surface attached to the HTC Vive
controllers.
Figure 3.14: Other input techniques for comparison with the VirtualTablet.
the VirtualTablet. The task of the userwas to react to a breach in a pipe system.
While solving the issues, the user interacted repeatedly with the extended
interaction methods described above.
To compare the detection performance of the VirtualTablet, three other input
methods were implemented. A capacitive touchscreen tablet was equipped
with an ArUco board (see Fig. 3.14a and 3.14b). The capacitive tablet uses
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the same hand visualization as the VirtualTablet but the touch detection from
the display as a ground truth. The size of the tablet is about 1 cm smaller
in width and 0.5 cm smaller in height than the acrylic glass VirtualTablet.
The default interaction tools for the HTC Vive are the provided controllers.
The pose of the controllers is tracked with sub-millimeter accuracy [Nie17a].
Applications often use a laser pointer to interact with a handheld menu (see
Fig. 3.14c). This virtual pointer technique is effective and efficient [Pou98a].
Furthermore, an unmodified capacitive tablet in a non-VR scenario was used
to evaluate the ground truth precision of touch interaction for the given tasks.
The independent variables for the user study are the four described techniques
VirtualTablet, CapacitiveTablet, and Controller (all in VR) as well as the Non-
VRTablet. To compensate for the effects of learning and fatigue the conditions
were counterbalanced.
Participants 28 people (24 male, 4 female) participated in the user study
with an age distribution of 2 under 20 years, 13 from 21 to 30 years, 8 from
31 to 40 years, and 5 larger than 40 years. On a scale of 1 (none) to 7 (very
much), users had M=3.214 (SD=1.934) experience with VR. All users had prior
experience with a touch-based device and 15 users had used a tracked con-
troller before.
Tasks and Procedures First, the users tested the extended interaction meth-
ods in the factory application. Second, the users were asked to perform sev-
eral clicks and draw interactions with the tablet as in [Xia18b]. Users were
presented with 6 targets which appeared four times each per technique. Each
target had a size of 5×5 cm for all conditions. As a result, each user performed
6×4×4=96 clicks in total. The order of the click targets was random but pre-
calculated for each technique so each user had the same sequence. For the
shape tracing task, users were asked to trace a given figure (circle and line) as
closely as possible and finish their drawing by clicking a button. Each shape
was drawn twice.
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Measurements The following hypotheses were formulated for the results of
the evaluation:
Input performance of the VR tablets is equal to or better than the con-
troller interaction.
𝐻𝐴
Workload and usability of the tablet interaction are not different from
Controller.
𝐻𝐵
The precision of the target selection was measured by recording the position
of the touch and calculating the distance to the center of the target. 49 out-
lier points (1.8%) with a distance of more than three standard deviations from
the target point were removed as in [Har11, Xia18b]. Also, the time taken
was measured. For the shape tracing tasks, the amount of filled target area
was calculated. Furthermore, the percentage of pixels painted inside the im-
age was measured. This value is an indication of how accurately a user could
draw inside the target area. Moreover, the average distance of the touchpoint
to the target shape without consideration of the width of the brush and the
shape indicates how closely users could follow the target shape. Also, the
duration of drawing was measured. To quantify the qualitative performance
and experience of the different hardware setups, RTLX and UEQ-S question-
naires were used to assess workload and usability. These questionnaires were
only collected for the VR techniques since the NonVRTablet is only used as
ground truth for precision. At last, users were asked to rank the three VR
techniques on a seven-point Likert scale regarding wearing comfort, quality
of input, and an overall ranking.
3.1.2.2 Results
Quantitative Results The results of the selection tasks are listed in Fig. 3.15
and Table 3.1. The 95% confidence ellipses in Fig. 3.16 provide an overview of
users’ accuracy. The three VR input methods VirtualTablet, CapacitiveTablet,
and Controller have a selection accuracy of about 5 – 7 mm. A robust
TOST (rTOST) [Yue74] equivalence test was performed with an epsilon of
2.315. 2.315 mm is the uncleaned average distance of the ground truth tablet
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interaction, meaning this value represents the accuracy of the users in a best-
case scenario. The selection accuracy of VirtualTablet and CapacitiveTablet
is equivalent with a small effect size (p<.001, Cohen’s d=.065). Furthermore,
the selection accuracy of VirtualTablet and Controller, and CapacitiveTablet
and Controller is equivalent with a medium effect size with (p=.003, Cohen’s
d=.412) and (p=.001, Cohen’s d=.370) respectively.
The accuracy of the six targets as seen in Table 3.1 reveals, that the Virtu-
alTablet detection has a higher accuracy of more than 1 mm at the top row.
The other techniques do not show such a large difference. Also, no learning
effect can be detected in the collected data. Figure 3.17 shows the average
distances to the center in a temporal order. The offset from the center stays
approximately the same over the period of the selection task.
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Figure 3.15: Selection distance and time for all 24 clicks. Results as average value with 95%
confidence intervals, equal signs indicating significant equivalences, and asterisks
highlighting significant differences.
The total amount of time needed to perform the selection task with each input
technique is shown in Fig. 3.15 and Table 3.2. Users took about twice as much
time with the VirtualTablet and CapacitiveTablet with regards to the Con-
troller interaction and almost three times as much in comparison to the Non-
VRTablet. Mauchly’s test indicates a violation of sphericity (𝜒2(5)=35.726,
p<.001, Greenhouse-Geisser 𝜖=.567). A Greenhouse-Geisser-corrected
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Table 3.1: Average selection distance (in mm). The 6 targets are coded as T/B for the top or
bottom row and L/C/R for the left, center, or right column.
Total TL TC TR BL BC BR
VirtualTablet
M 6.877 6.528 5.401 7.155 8.005 7.272 6.910
SD 4.869 4.701 3.603 4.827 5.287 5.287 4.985
CapacitiveTablet
M 6.488 6.553 6.491 7.218 6.752 5.877 6.023
SD 4.077 3.765 4.198 3.853 4.790 4.093 3.581
Controller
M 4.827 5.028 5.039 5.221 4.905 4.162 4.614
SD 3.291 3.445 2.929 3.619 3.345 2.783 3.501
NonVRTablet
M 2.246 2.527 2.118 2.301 2.562 2.159 1.820
SD 1.231 1.300 1.160 1.287 1.308 1.033 1.148
repeated-measures ANOVA for the duration yields a significant difference
between the conditions (F(1.701,45.927)=84.910, p<.001, N=28) with a large
effect size (partial 𝜂2=.759). Pairwise Bonferroni-corrected tests show signif-
icant differences between the two VirtualTablet and CapacitiveTablet and the
two Controller and NonVRTablet conditions (all p<.001). Additionally, the
NonVRTablet is significantly faster than the Controller (p<.001).
Table 3.2: Average duration (in s) for 24 selections.
VirtualTablet CapacitiveTablet Controller NonVRTablet
M 60.120 61.770 29.350 22.060
SD 15.690 15.270 7.695 4.243
The results for the shape tracing task are shown in Table 3.3 and 3.4 for the cir-
cle and line target respectively. Drawing with the NonVRTablet achieves the
highest tracing accuracy regarding the percentage of drawing inside the target
area and target area filled. The CapacitiveTablet is on average slightly better
57
3 Transferring Real-World Input and Output into Virtual Reality
(a) VirtualTablet (b) CapacitiveTablet
(c) Controller (d) NonVRTablet
Figure 3.16: Selection offset from targets with 95% confidence ellipses.



















Figure 3.17: Average distance of clicks chronologically ordered.
than the Controller and VirtualTablet condition. The standard deviation is
smallest for the VirtualTablet and the NonVRTablet. The average distance to-
wards the circle target area is very similar to this, with the NonVRTablet per-
forming best with 1.9 mm accuracy and VirtualTablet performing worst with
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a distance of 4.3 mm. For the line segment, the average distance of the Capac-
itiveTablet is very close to the NonVRTablet with 2.4 – 2.8 mm. The detected
touches of the VirtualTablet have the highest average distance (4.3 mm) but
are not so far away from the Controller tracing (3.4 mm). Figures 3.18 and 3.19
show the shape traces of all users on top of each other. The touch detection of
the VirtualTablet leads to a lot of smaller errors outside of the target area. The
ground truth touch of the CapacitiveTablet is a lot more stable. However, also
the Controller drawings appear shaky. Finally, the NonVRTablet matches the
target area the most.
Regarding shape tracing duration, the Controller is on average faster but more
inaccurate than the CapacitiveTablet. The NonVRTablet is the quickest and
the VirtualTablet takes the most time.
Table 3.3: Shape tracing accuracy for the circle.
VirtualTablet CapacitiveTablet Controller NonVRTablet
Amount of drawing inside target area (in %)
M 35.131 47.709 45.059 63.884
SD 8.884 11.847 11.239 8.949
Amount of target area filled (in %)
M 56.840 66.057 63.671 77.615
SD 14.452 16.490 17.694 13.091
Average distance to target shape (in mm)
M 4.274 2.960 2.892 1.873
SD 2.106 1.851 1.003 0.590
Drawing duration (in s)
M 15.688 8.128 6.455 5.277
SD 8.540 2.877 3.542 2.378
Qualitative Results Figure 3.20 shows the results of the RTLX question-
naire. Users rate the mental demand of the task as M=35.714 (SD=24.125)
for the VirtualTablet, M=25.510 (SD=21.422) for the CapacitiveTablet, and
M=19.558 (SD=17.063) for the Controller. A Friedman test shows significant
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Table 3.4: Shape tracing accuracy for the line segment.
VirtualTablet CapacitiveTablet Controller NonVRTablet
Amount of drawing inside target area (in %)
M 39.058 56.813 49.715 82.004
SD 9.464 14.805 18.014 11.840
Amount of target area filled (in %)
M 61.949 67.469 64.202 78.607
SD 13.468 17.716 23.724 11.706
Average distance to target shape (in mm)
M 4.340 2.757 3.430 2.400
SD 1.383 1.387 1.640 0.848
Drawing duration (in s)
M 6.885 3.909 3.148 2.521
SD 4.075 1.424 2.179 1.172
(a) VirtualTablet (b) CapacitiveTablet (c) Controller (d) NonVRTablet
Figure 3.18: Stacked drawings of all circle traces.
(a) VirtualTablet (b) CapacitiveTablet (c) Controller (d) NonVRTablet
Figure 3.19: Stacked drawings of all line traces.
differences for the mental demand (𝜒2(2)=14.646, p=.001, N=28) with a small
effect size (Kendall’s W=.262). Pairwise Bonferroni-corrected tests show a
significant difference between VirtualTablet and Controller (p=.001). The
physical demand was rated as M=32.143 (SD=24.268) for the VirtualTablet,
M=43.197 (SD=26.779) for the CapacitiveTablet, andM=25.850 (SD=22.087) for
the Controller. A Friedman test shows significant differences (𝜒2(2)=8.970,
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Figure 3.20: RTLX scores. Results as average value with 95% confidence intervals and asterisks
indicating significant differences.
p=.011, N=28) with a small effect size (Kendall’s W=.160). Pairwise
Bonferroni-corrected tests show a significant difference between Capaci-
tiveTablet and Controller (p=.015). As there was no time limit, users rank the
temporal demand as low with M=24.150 (SD=20.652) for the VirtualTablet,
M=20.068 (SD=19.670) for the CapacitiveTablet, and M=14.966 (SD=8.666)
for the Controller. A Friedman test shows no significant differences for
the conditions (𝜒2(2)=1.194, p=.550, N=28). Users perceived performance is
reduced while working with the VirtualTablet M=64.286 SD=(21.706) when
compared to the CapacitiveTablet M=38.435 (SD=19.991) and Controller
M=34.354 (SD=21.816). A Friedman test shows significant differences for the
conditions (𝜒2(2)=20.074, p<.001, N=28) with a medium effect size (Kendall’s
W=.358). Pairwise Bonferroni-corrected tests show that the Controller
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Figure 3.21: UEQ-S scores. Results as average value with 95% confidence intervals and asterisks
indicating significant differences.













Figure 3.22: Rankings of the techniques. Results as average value with 95% confidence intervals
and asterisks indicating significant differences.
and CapacitiveTablet have a significantly better performance than the Vir-
tualTablet (both p≤.001). User’s effort is rated as M=52.211 (SD=26.290)
for the VirtualTablet, M=40.306 (SD=21.860) for the CapacitiveTablet, and
M=27.211 (SD=20.892) for the Controller. A Friedman test shows signifi-
cant differences regarding effort (𝜒2(2)=10.000, p=.007, N=28) with a small
effect size (Kendall’s W=.179). Pairwise Bonferroni-corrected tests show a
significant difference between VirtualTablet and Controller (p=.008). The
frustration of users is higher with the VirtualTablet M=55.952 (SD=22.583)
than with the CapacitiveTablet M=36.395 (SD=23.156) and the Controller
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M=23.469 (SD=14.942). A Friedman test shows significant differences
for the conditions (𝜒2(2)=27.711, p<.001, N=28) with a medium effect
size (Kendall’s W=.495). Pairwise Bonferroni-corrected tests show that the
Controller (p<.001) and CapacitiveTablet (p=.004) have a significantly lower
frustration than the VirtualTablet. Finally, the overall workload is high-
est for the VirtualTablet M=44.076 (SD=16.683). The CapacitiveTablet and
Controller are rated as M=33.985 (SD=17.047) and M=24.235 (SD=11.402)
respectively. A Friedman test shows significant differences for the work-
load of the conditions (𝜒2(2)=19.500, p<.001, N=28) with a medium effect
size (Kendall’s W=.348). Pairwise Bonferroni-corrected tests show that the
Controller (p<.001) and CapacitiveTablet (p=.048) have a significantly lower
workload than the VirtualTablet.
Figure 3.21 shows the results of the UEQ-S ratings. The pragmatic qual-
ity is bad for the VirtualTablet M=0.473 (SD=1.143), below average for
the CapacitiveTablet M=0.982 (SD=1.350), and excellent for the Controller
M=2.045 (SD=0.847) according to the UEQ Data Analysis Tool [Hin18a].
Mauchly’s test did not indicate any violation of sphericity (𝜒2(2)=0.719,
p=.698). A repeated-measures ANOVA yields a significant difference between
the conditions (F(2,54)=16.616, p<.001, N=28) with a large effect size (partial
𝜂2=.381). Pairwise Bonferroni-corrected tests show a significant difference
between VirtualTablet (p<.001) and CapacitiveTablet (p=.004) compared to
Controller. The hedonic quality is rated above average for the VirtualTablet
M=1.161 (SD=1.288) and Controllers M=1.223 (SD=1.268). The Capaci-
tiveTablet’s hedonic quality is below average M=0.866 (SD=1.412). Mauchly’s
test did not indicate any violation of sphericity (𝜒2(2)=3.505, p=.173). A
repeated-measures ANOVA shows no significant differences between the
conditions (F(2,54)=0.970, p=.386, N=28). Finally, the VirtualTablet’s and
CapacitiveTablet’s overall ratings are below average M=0.817 (SD=0.947)
and M=0.924 (SD=1.110) respectively. The Controller is rated as excellent
M=1.634 (SD=0.920). Mauchly’s test did not indicate any violation of spheric-
ity (𝜒2(2)=0.489, p=.783). A repeated-measures ANOVA yields a significant
difference between the conditions (F(2,54)=8.801, p<.001, N=28) with a large
effect size (partial 𝜂2=.246). Pairwise Bonferroni-corrected tests show a
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significant difference between VirtualTablet and Controller (p=.002), and
CapacitiveTablet and Controller (p=.011).
Figure 3.22 shows additional ratings of the techniques. Users rank the wear-
ing comfort of the VirtualTablet M=2.000 (SD=1.155) and the Controllers
M=1.964 (SD=1.170) as good. The CapacitiveTablet is rated as below medium
M=4.964 (SD=1.478). A Friedman test shows significant differences for the
conditions (𝜒2(2)=34.750, p<.001, N=28) with a large effect size (Kendall’s
W=.621). Pairwise Bonferroni-corrected tests show a significantly higher
wearing comfort of VirtualTablet and Controller when compared to Ca-
pacitiveTablet (both p<.001). The quality of input is ranked below medium
for the VirtualTablet M=4.679 (SD=1.467) and good for the CapacitiveTablet
M=2.964 (SD=1.478) and the Controllers M=2.286 (SD=1.512). A Friedman test
shows significant differences for the conditions (𝜒2(2)=27.365, p<.001, N=28)
with a medium effect size (Kendall’s W=.489). Pairwise Bonferroni-corrected
tests show a significantly higher input quality for CapacitiveTablet and Con-
troller than for VirtualTablet (both p≤.001). Overall, the participants rank
VirtualTablet M=3.929 (SD=1.438) and CapacitiveTablet M=3.821 (SD=1.467)
as medium and the Controller as good M=2.321 (SD=1.124). A Friedman
test shows significant differences for the conditions (𝜒2(2)=19.979, p<.001,
N=28) with a medium effect size (Kendall’s W=.357). Pairwise Bonferroni-
corrected tests show that the Controller is rated significantly better than the
VirtualTablet (p<.001) and the CapacitiveTablet (p=.005).
Before the performance-focused selection tasks, users were presented with
some general questions regarding the interaction with the VirtualTablet
during the explorative interaction. The custom questions were ranked
on a seven-point Likert scale from 1 (best) to 7 (worst). The results
show that the arrangement of the extended menus with information dis-
played outside the interactable area was clear M=2.857 (SD=1.597). Also,
the practicality of having more than one input surface was rated highly
M=2.429 (SD=1.116). Teleportation with the tilting map has a medium dif-
ficulty of M=4.107 (SD=1.718). During the user study users often needed
help to initially understand what they needed to do. Yet, once learned,
participants quickly understood the concept. Turning the valves with the
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orientation of the tablet and using the displayed buttons and sliders also has
a medium difficulty of M=3.607 (SD=1.800) and M=3.643 (SD=1.315) respec-
tively. The touch input and pose of the tablet and is recognized medium-well
as users rate the expectancy as M=3.786 (SD=1.319) and M=2.571 (SD=1.400).
Participants rate the minimum interaction distance of 30 cm as tolerable
with M=2.929 (SD=1.534). Input delay was quite high (mostly due to the
cameras), which is a little bit annoying for the users M=4.214 (SD=1.839).
However, the haptic surface for hand gesture input is rated as helpful with
M=1.500 (SD=1.086).
3.1.2.3 Discussion
The rTOST test shows that the VirtualTablet, CapacitiveTablet, and Controller
perform equally accurately in a selection task. The precision of the Virtu-
alTablet is about 6.9mm, which is over half as small as the average size of a fin-
gertip with 16 – 20 mm in diameter [Dan03]. The precision is good enough to
interact with objects of suggested minimum target sizes, e.g., 9.6 mm [Par06]
or 7 – 10mm⁴. However, the shape tracing task shows that the touch detection
of VirtualTablet is not robust enough. Due to a large amount of noise and in-
valid data in the calculated depth information, the touch detection is not able
to always detect a continuous touch and sometimes detects false positives.
The touch detection also fails if a user obscures the fingertip with her/his own
hand. The speed of the VR touch systems is reduced by the large delay of the
camera system. Besides increasing interaction times, this also affects the pre-
cision of the task execution, since the visualized hand and tablet locations do
not match the current location of their real-world counterpart precisely. Be-
cause of this,𝐻𝐴 can only be supported partially. The precision loss and speed
decrease influence the usability of the system negatively and lead to higher
mental demand, effort, and frustration as well as less perceived performance
and input quality. Therefore, 𝐻𝐵 cannot be supported.
⁴ https://support.google.com/accessibility/android/answer/7101858/
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The results show that the VirtualTablet and CapacitiveTablet are twice as
slow as the Controller input. Interaction with a controller differs from a
touch input as users often only twist their wrist to point the laser towards
another target. This is quicker than moving the whole hand on larger dis-
tances but it also induces more jitter as the stacked drawings show. The
comparable MRTouch system [Xia18b] shows slightly better selection pre-
cision with M=5.4 mm (SD=3.2) when compared to the VirtualTablet. How-
ever, the VirtualTablet interaction uses movable touch surfaces, which induce
additional precision errors. The tracing accuracy of VirtualTablet and MR-
Touch are comparable with an average distance of M=4.0 mm (SD=3.4) for
MRTouch. Although the AR HMD of MRTouch uses a time of flight depth
sensor and infrared cameras, the touch detection works with a threshold dis-
tance of 10 mm (VirtualTablet uses 5 mm) which could lead to the recognition
of a touch before the user reached the surface. The very accurately tracked
Controllers show a similar target selection result as VirtualTablet and MR-
Touch. This shows that touch input in VR and AR is very accurate, even with
the present accuracy issues. The ground truth baseline NonVRTablet shows
that there is room for improving the accuracy and speed of the presented tech-
nique to yield a touch interaction that is significantly better than a controller
interaction.
VR does not allow the user to see her/his own hands. As with the virtual key-
board, accurate visualization of the user’s hands seems to be crucial and has
a larger impact on the precision and usability of the input technique. AR sys-
tems, such as MRTouch [Xia18b], already show the real-world hands and sur-
faces (compare keyboard input via AR video see-through display [Gru18a]).
The used point cloud and fingertip spheres depend on the segmentation of the
hand. The blur during head movements and the automatic brightness adjust-
ments dampen the quality of the image. However, the point cloud represen-
tation by itself seems to be not so easy to understand spatially. The impact of
the hand visualization in the shape tracing task is lower than in the selection
task for the CapacitiveTablet because the user receives direct feedback from
her/his touchpoint on the capacitive display and can compensate for any hand
visualization delay or errors. Thus, the CapacitiveTablet performs better than
the VirtualTablet.
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The haptic surface for the interaction was rated as clearly helpful during the
application task. This was also indicated through comments by the partici-
pants. Yet, as before, directly integrating touchscreen devices or showing the
real-world hands and surfaces can have disadvantages. The extended func-
tionality of a virtual proxy has benefits that a real-world touch tablet cannot
offer, e.g., turning the tablet, making the hands or tablet transparent, or inter-
acting above the surface [Men20]. Furthermore,The acrylic glass material has
advantages over a regular touch device. Besides lower cost, no dependencies
on electricity, and arbitrary shape and number of devices, the tablet is very
lightweight (120 g) compared to the touchscreen tablet with a battery (754 g)
and the Vive controllers (2×203 g). This leads to lower physical demand and
higher wearing comfort, especially for longer sessions of usage.
3.2 Hybrid Interaction System
VR and AR experiences require specially designed applications that utilize
stereoscopic rendering and often use gesture- or controller-based interaction.
Yet, not all applications benefit from the advantages of a 3D representation
and, on the contrary, are well suited for 2D visualization and interac-
tion [Dar05], e.g., a web browser or spreadsheet application. However, a
user might want to explore 3D data and then quickly browse the internet for
information or check her/his calendar. It is not practical to implement a 3D
version of each existing PC application. Also, users should not be forced to
constantly switch between their 2D workspace and the 3D content by putting
on and taking off the HMD. The 2D applications need to be accessible within
the virtual worlds. There exist multiple ways to integrate 2D applications
into a 3D world. Analog to the reality-virtuality-continuum by Milgram et
al. [Mil95], interaction can either be fully real-world 2D, fully virtual 3D, or a
hybrid of both. A 2D interaction can use an integration of an already existing
application as a 2D canvas within the virtual world including a corresponding
provision of input functions, e.g., left mouse button. Current PC-powered VR
headsets allow the user to access the desktop via a 2D window and interact
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with it using a ray-casting interaction [Bow97b]. This approach is the sim-
plest way of implementation, where all existing functions are immediately
available. The synergy effects also save time by eliminating the administra-
tion of multiple implementations for developers. However, this approach has
the disadvantage that a stereoscopic display and input are hardly or not at all
used. As an alternative, the whole functionality can be implemented in 3D.
With a 3D system, novel and possibly more natural interaction techniques,
e.g., 3D grab manipulation, can be used for the operation of applications.
Disadvantages of this variant are the increased effort for converting a 2D
application to 3D and possibly a decreased interaction performance as spatial
buttons and menus need more space and result in larger arm movements.
Both 2D and 3D applications offer various advantages and disadvantages. The
proposed hybrid interaction system (HIS) combines 2D and 3D interaction
and visualization. It targets to extend the functional range and increase the
usability of VEs. An example implementation of the HIS is later presented in
section 6.2. As a first step, existing 2D applications are integrated into the
VE. To utilize the spatial visualization of VR, parts of the applications can
then be transferred into 3D and synchronized with the remaining 2D con-
tent. To provide interaction with 2D and 3D content, a uniform mouse-based
interaction system is proposed. Current approaches, such as ray-casting or
handheld windows, integrate the virtual windows into the VE by capturing
the 2D application as a texture and displaying it on a (curved) plane. The
visual appearance of the 2D window is unchanged but only its position, rota-
tion, or scale is transformed. To increase the usability of 2D applications that
cannot be (partially) transferred to VR, different techniques for visualization
and interaction are explored.
3.2.1 Integration of a 2D Application
To integrate any 2D application into the VE, a tool was developed which al-
lows to capture the user’s desktop and to send control inputs to the PC. The
tool allows to display any 2D desktop window or a whole screen of the oper-
ating system inside a VR application. The desktop is captured using GDI (see
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section 2.2.3). GDI allows to address desktop windows via an identifier (han-
dle) and to determine their device context. The device context defines the di-
mensions of the window. Based on this information, the window content can
be stored in a separate texture (bitmap) by using the BitBlt (bit-block transfer)
function. To enable interaction, the texture must be updated regularly. Typ-
ically, 30 frames per second (FPS) are sufficient. To allow the use of several
2D windows at the same time with a stable update rate, the image acquisition
was parallelized. The image capture switches between two states: texture-
update and texture-copy. During texture-update, a current screen/window is
captured. During texture-copy, the new image is copied into the VR applica-
tion and finally displayed on a 2D surface, e.g., a canvas, for the user. Since
GDI does not capture the cursor, a cursor image is rendered at the respec-
tive location on top of the texture. The desktop capture was implemented
with Windows 10 and Unity but can be extended to other operating systems
and engines.
Additionally, a mechanism was implemented to forward control inputs, e.g.,
mouse cursor positions or keystrokes, to the desktop PC. Also, a ray-casting
interaction was added. By calculating the intersection between the laser beam
and the virtual window, the displayed position can be determined. However,
this position corresponds to the world coordinate system of the VR applica-
tion (XYZ, meters) and must first be converted into texture coordinates (UV,
normalized 0-1) and then into desktop coordinates (XY, pixels). The UV co-
ordinates can be extracted via the underlying game engine. The UV coordi-
nates are then transformed into 2D application space coordinates by a simple
bi-linear interpolation between the window’s corners. With the help of the
Win32 library⁵, the position of the mouse cursor on the desktop PC can then
be set correctly. The library also allows to transfer keystrokes (left mouse
button, scroll wheel, ctrl key, etc.) to the VR application. As a result, any 2D
application can be displayed and controlled within a VE.
⁵ https://docs.microsoft.com/en-us/windows/win32/
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3.2.2 Transfer 2D Content and Interaction into 3D
As mentioned, for some applications it makes sense to at least partially con-
vert them into 3D, e.g., a CAD application with a 3D viewport and additional
2D menus. To convert a desktop application into a hybrid application, some
modifications need to be made. First of all, the developer needs to identify
which parts of the application are sensible to be visualized or interacted with
within a VE. Generally, content that would naturally be presented as a 3D
model, but is projected onto a 2D plane, is suitable for this. Examples for this
are a 2D display of a car or a map which are just projections of a 3D CAD
model or globe. Then, the respective content and interaction can be trans-
ferred into the VE with some implementation effort.
To enable communication between the original 2D application and the newly
implemented 3D content, a message interface can be used. This allows to
import and export information between applications and to synchronize the
displayed content to reflect changes made in the realm of one to be also visi-
ble in the other. For this, each side implements a connection handler that can
send and receive messages. The specific message queue implementation can
use sockets, HTTP requests, event handlers, or other means to transmit data.
The message itself should be of a general type to be extendible for different
content and future changes. Therefore, JSON, XML, or similar formats are ap-
plicable. An example message can be found in Fig. 3.23. Themessage contains
target and sender information which can be used to send the messages to the
correct receiver. Additionally, as one target might receive different types of
messages, the content type is specified. Lastly, the message may contain a
content object, which specifies the arguments or any other information that
is needed to synchronize the 2D application and 3D content.
3.2.3 Uniform Interaction with 2D and 3D Content
As users frequently switch between 2D and 3D content using the HIS, the
interaction should follow a coherent concept. When users are not working
within the 3D world, they will often be using a PC or a touch device such as
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1 {
2 "target": "<TargetName >",
3 "sender": "<SenderName >",
4 "content_type": "<ContentType >",
5 "content":
6 {




Figure 3.23: Example message with JSON syntax
a tablet. Both PCs and touch devices use a similar interaction metaphor, i.e.,
users can select (left click/touch) or scroll (scroll wheel/swipe) information. A
right click/long press opens a context menu that allows to perform additional
actions. To provide users with consistent and familiar interaction, a mouse-
based interaction method is proposed to enable interaction within VEs for
both 2D and 3D content. A controller mapping was implemented to support
the following actions:
• Hover (no click): Ray-casting or touch collision
• Selection (left click): Index finger with trigger
• Context menu (right click): Thumb with button
• Scroll (mouse wheel): Thumb with touchpad or joystick
• Scroll press (mouse wheel press): Thumb with touchpad or joystick
• Modifier (Shift/Ctrl): Middle finger with grip button
To enable virtual objects to receive mouse-based input, an event-based in-
terface was implemented. Virtual objects receive messages on action start,
update, and end, e.g., on button press down, hold, and release. The mouse-
based interaction is flexible and can be used to implement complex interac-
tions within a VE. For example, if the user points on the ground and performs
a left click, she/he may be teleported to the new location. If the user selects
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an object, a grab interaction may be performed. While holding the grab but-
ton, a scroll action may change the rotation of the object or its distance to the
user. Also, a right click may open an additional menu that controls certain
parameters of the object, e.g., its color.
3.2.4 Extension of the Visualization of 2D Applications
As some, but surely not all 2D applications can/should be (partially) converted
to 3D using the proposed HIS, users will always need to interact with 2D con-
tent. Systems as described above or in the related work integrate 2D appli-
cations often as a (curved) plane into the VE which can be freely moved or
is fixed to the body of the user or some device. Different ways are explored
to find alternatives for a replacement of the PC mouse. However, to improve
interaction performance, one also needs to consider the visualization of the
content. Systems within the related work often include applications as-is or
design applications specially for a certain use case. To facilitate a richer inter-
action with a 2D window in general, three different methods of optimizations
were identified:
Figure 3.24: The user controls a copy of the captured window directly in front of her/him and
sees a copy of the window for a better overview on the wall.
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Users might quickly switch between a distant and a close-up, e.g., handheld
or floating in-air, interaction with a movable virtual window. However, users
need to move and scale the window to combine the benefits of having an
overview over a large window and having a precise interaction with a hand-
held window. To easily enable both, a virtual window can switch between
different discrete positions, i.e., snap to the wall or snap to the user’s hands.
Through snapping, a user’s effort of manual positioning and scaling is re-
duced. However, since virtual windows can be duplicated at will, e.g., by
cloning the virtual object, there is no need to switch between different win-
dowpositions. The close-up and distant versions of awindow can be displayed
in parallel (see Fig. 3.24). This has the advantage that users do not need to re-
arrange one window but can work with different copies of it. In addition to
that, several copies of one window can be used to implement multi-user in-
teraction. A larger overview window can be used for group discussions and
each user can work with her/his own close-up copy of the window. How-
ever, as users share the same application on one PC the interaction needs to
be coordinated. The easiest solution to prevent users from interfering with
each other is to integrate a locking functionality that allows only one user
to interact with the window at a given time. Another approach is to have
one single active cursor and several inactive cursors. The PC then only re-
ceives input from the active cursor. An inactive cursor can become active on
a user’s action, e.g., a button press.
Besides duplicating the whole window, users can also choose to duplicate only
a specific part. For this, the user marks a specific area, e.g., using a rectangle
selection. This allows the user to manipulate different sections of a window,
like its toolbar or main content, individually. The various sub-windows can
be scaled up and brought into a comfortable position close to the body to
interact with them (see Fig. 3.25). This is especially useful to increase speed
and precision for frequently used features or small menus or to extract and
enlarge specific information. Also, this avoids the need to constantly change
the size of a window, because some parts are too large while other parts are
too small to access easily. This mechanism yields a tool that allows a user to
build a workbench setup with the main content in the middle and all other
important features in an easily accessible location.
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Figure 3.25: The user extracted the save, redo and undo buttons, the brush panel, and the color
panel from the original window to set up a customized workspace.
An extension of the user-controller duplication of window parts is an
application-supported interaction. Analog to a mobile-mode for smart-
phones, applications can support a VR-mode. This VR-mode can include
a flat visualization of the menu hierarchy and predefined sub-menus so
that users can access any part of the application at will (e.g., see Fig. 6.5).
Furthermore, complex menu workflows can be integrated using the proposed
message interface between the 2D application and the VE. As opposed to
displaying all sub-menus at once, different sub-menus can only become
active if the user selects a certain function from a main menu or based on
an event from the application. For example, a user may select a tool from
the main menu. Next, a new sub-window containing additional settings for
the tool may become active. The application may define default positions for
the sub-menus that fit the content and interaction. In this example, the tool
menu may be attached to the user’s non-dominant hand. If the user activates
a function that is not available, a pop-up message might be displayed in
front of the user in conjunction with haptic feedback by the controllers.
Moreover, users may detach, position, and transform sub-windows to build
their individual workbench setup.
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Figure 3.26: The user-defined macros for often-used features. The user is controlling a slider to
change the zoom of the application.
Lastly, actions within the 2D application that require a mouse click/drag, key-
board button press, or any sequence of scriptable inputs can be automated.
Users may create such scriptable actions, or macros, by programming a script,
or by recording the actions directly in VR. The macros are represented inside
the virtual world as a 3D widget (see Fig. 3.26). Once, the user presses the
widget, the macro is executed. The macro tool can also be used to transfer
common 2D UI widgets into 3D versions. A button or checkbox widget in VR
could execute a simple macro that simulates a mouse click at a specific loca-
tion. A 2D slider or scroll bar can be represented by a lever in 3D, where the
start and end locations of the lever represent the start and end location of the
slider in 2D. By moving the lever, a mouse click is simulated at the respective
linearly interpolated location so that the 2D slider is set to the correct posi-
tion. The macro tool allows easy and quick access to frequently used features
and extends the interaction with the 2D window into the 3D world.
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3.3 Conclusion
This chapter explored two approaches to increase the input performance and
functional range of VR systems. The first approach uses virtual proxies to al-
low effective and easy interaction with familiar devices. The virtual proxies
consist of a real-world haptic device and a virtual counterpart. The virtual
proxy implementations include a keyboard and a tablet and support movable
devices with a moving user, without wearable trackers, and with commod-
ity hardware. Ideally, users can switch from the real world into the virtual
world without experiencing any performance loss, taking their typing skills
with them. But, the results of two user studies indicate that a precise integra-
tion of the user’s hands is necessary to achieve real-world results. However,
current precision seems to be sufficient to achieve acceptable results that are
comparable to controller-based input, as the haptic feedback is already a great
benefit. Furthermore, as the real-world devices are not integrated into the VE
by, e.g., an AR video see-through display [Gru18a], it enables a variety of
modifications and extensions of the input interaction.
The second approach integrates 2D applications into 3D VEs and targets to
increase their ease-of-use and input effectiveness. It is unlikely that all exist-
ing 2D applications can be redesigned for usage in 3D. Nevertheless, access to
standard programs is necessary to avoid frequent changes between the real
and virtual world. Using screen capturing, arbitrary 2D applications can be
displayed within a VE without reimplementation. If suitable, parts of an ap-
plication can be transferred into 3D using the HIS and a message interface
to synchronize the hybrid visualization. A mouse-based interaction system
allows users to uniformly interact with both the 2D and 3D content. Further-
more, as not all applicationsmight be fully transferable to VR, further tools are
presented that extend the possibilities for interacting with virtual windows to
provide quick and easy access to small menus or frequently used functions.
These include the duplication and segmentation of virtual windows, the in-
troduction of macros for quick access to certain commands such as copy and
paste, and the proposal of a VR-mode that allows to integrate complex GUI
interactions in VR with minor support from a 2D application.
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When implementing interaction within VEs, one should consider the follow-
ing insights and design recommendations:
VEs can build upon real-world skills: Virtual proxy devices in VR can provide
input that is based on real-world skills. Two user studies show that usage
of haptic virtual proxies achieves good performance and usability. Yet, even
slight discrepancies due to tracking inaccuracies and camera delay reduce
users’ performance. Systems therefore should target to increase the preci-
sion of hand and device tracking to close this gap. Then, input in VR has the
potential to become as fast as with real-world devices and faster than current
controller-based input.
Partial integration of 2D applications: Interaction with 2D applications will
make VR and AR technology more economically viable and increase user pro-
ductivity by giving them quicker access to valuable information. Enabling the
use of 2D applications increases the functional range of VEs strongly. How-
ever, when interacting with 2D, one should consider not only optimizing the
interaction with content but the visualization of the content itself. If possible
and applicable, an application may be partially transferred into 3D or made
more accessible using a VR-mode to utilize the spatial representation and re-
lationship of information and natural interaction with content.
Further advantages through enhancements of virtual content: One should con-
sider to mimic real-world devices, e.g., using a virtual proxy, instead of in-
tegrating the devices themselves into the VE, e.g., through an AR video see-
through display. The virtual representation of objects allows modifying their
appearance based on the current context of the application, e.g., transparent
hands or device, different button layouts. This increases their functionality
beyond their real-world features. Furthermore, as the user does not need to
interact with a functioning device, dummy objects, e.g., out of acrylic glass,
can be used. These dummy objects are cheap, lightweight, and do not require
a battery or data connection to the VR system.
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4 Co-located and Remote
Collaboration in Virtual
Environments
Multi-user VEs allow several users to meet in a virtual room and collabora-
tively explore immersive visualizations. For this, users can work either co-
located, at the same physical location, or remote, at separate physical loca-
tions.
On one hand, co-located collaboration has the advantages that users can talk
directly and with no latency and supply haptic feedback to each other, e.g., ex-
change tools. However, when using HMDs, the different coordinate systems
of users need to be calibrated to align the virtual worlds of all users. Therefore,
an easy and precise calibration algorithm for 6DOF devices that is agnostic to
operating systems and tracking techniques is presented below. While work-
ing in the same room, users might collide with each other, as their real-world
awareness is strongly reduced. The requirements for a user’s avatar visual-
ization to prevent collisions are analyzed.
On the other hand, remote collaboration allows users to work together with-
out the need for travel which saves time and resources. To determine the
influences of the physical location of the user, a co-located and remote task
execution is compared.
The content of this chapter is based on the following publications [Hop18b,
Hop18c, Hop20a].
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4.1 Co-Located Calibration for Arbitrary Six
Degrees of Freedom Devices
Tracking algorithms are utilized to display spatial VR content that reacts to
the movements of the user. Typically 6DOF, i.e., position and rotation, are
captured to deliver an immersive experience. Besides tracking the headmove-
ment of the user, other body parts or input devices are tracked to enable inter-
action or realistic avatar poses. Modern VRHMDs use inside-out or outside-in
tracking systems based on a variety of sensors, e.g., camera-/timing-/distance-
based. Additionally, the different devices run on varying operating systems.
The issue is, however, that tracking data is often not compatible between dif-
ferent devices or not even accessible by developers. No application exists that
allows calibration of all available 6DOF devices. Therefore, a new method is
proposed that registers the trajectories of two interlinked devices with 6DOF
tracking. Through repetition with other devices, any number of systems can
be calibrated towards a shared coordinate system. The algorithm has low
requirements, as it only demands the position and angular velocity of each
device as input which is the bare minimum sensory output that any 6DOF
system offers. The position can be obtained through the 6DOF tracking and
the angular velocity can be measured by an IMU or calculated by differenti-
ating with respect to the changes in rotation.
In the beginning, two devices are interlinked (or held closely together) to form
a rigid body and then moved around the room. During the movement, users
should try tominimize any relative movement in between devices so that both
devices form a rigid body system. Then, the rigid body system offers the fol-
lowing guarantees: (𝑔1) the distance of two arbitrary points is constant, and
(𝑔2) the angular velocity 𝜔 at a certain point in time is identical for all points.
The algorithm uses these guarantees of the interlinked-bodies to calibrate two
devices towards a shared coordinate system. Specifically, the algorithm cal-
culates the rotation 𝑅 and translation 𝑡 between the coordinate systems of
two devices (see Fig. 4.1). It consists of a time synchronization and mapping
step and then finds the rotation offset and the translation offset of the two
coordinate systems.
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Figure 4.1: Two devices with 6DOF tracking have their own local coordinate system but lack a
shared global coordinate system.
First, data recordings on both devices need to be triggered, e.g., by a message
from a central server or one of the devices. The devices need to record data
in the form of (𝑎𝑖) = ((𝑝𝑎1 ,𝜔𝑎1), (𝑝𝑎2 ,𝜔𝑎2), … , (𝑝𝑎𝑁 ,𝜔𝑎𝑁)) for device A and
(𝑏𝑖) = ((𝑝𝑏1 ,𝜔𝑏1), (𝑝𝑏2 ,𝜔𝑏2), … , (𝑝𝑏𝑀 ,𝜔𝑏𝑀)) for device B, with 𝑝𝑖𝑗 being the
𝑗th position of device 𝑖 and 𝜔𝑖𝑗 the 𝑗th angular velocity of device 𝑖.
Resampling of the trajectory series allows the algorithm to calibrate two sys-
tems, even if they have different tracking rates. The position is resampled
using linear interpolation ?̂?𝑗 between two consecutive points 𝑝𝑗 and 𝑝𝑗+1 and
is calculated as follows:
?̂?𝑗 = 𝑝𝑗 +
𝑝𝑗+1 − 𝑝𝑗
𝑡𝑗+1 − 𝑡𝑗
⋅ (𝛿𝑡 ⋅ 𝑖 − 𝑡𝑗) (4.1)
The angular velocity should be interpolated using spherical linear interpola-
tion because its axis is not constant. However, as only the norm of the angular
velocity is used in the following steps, it is interpolated only linearly:
||?̂?𝑗|| = ||𝜔𝑗|| +
||𝜔𝑗+1|| − ||𝜔𝑗||
𝑡𝑗+1 − 𝑡𝑗
⋅ (𝛿𝑡 ⋅ 𝑖 − 𝑡𝑗) (4.2)
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The tracking data is resampled with a frequency of 𝑓𝑠=90 Hz. This
yields the series (𝑎′𝑖) = ((𝑝′𝑎1 ,||𝜔′𝑎1 ||), … , (𝑝′𝑎𝑁′ ,||𝜔
′
𝑎𝑁′ ||)) as well as
(𝑏′𝑖 ) = ((𝑝′𝑏1 ,||𝜔
′





Yet, even though the resulting series have the same sampling rate, their start-
ing time is not guaranteed to be time-synchronous due to network delay. One
way to solve this is to synchronize the clocks of the two devices using a net-
work time protocol [Cor05, Mil91]. However, this is not necessary. The pre-
sented approach uses the cross-correlation function [Rhu14] to synchronize
the two trajectories by finding the maximum of the cross-correlation function
of the angular velocity magnitude time series. This approach uses (𝑔2) and is





||𝜔′𝑎𝑖 || ⋅ ||𝜔′𝑏𝑖+𝑟 || , w.l.o.g. let M’ < N’ (4.3)
Explicitly, the discrete series of ||𝜔′𝑏|| of the norms of angular velocities of
device B is shifted over the series of ||𝜔′𝑎|| with an offset of 𝑟. The resulting
sum reflects the similarity of the series at time offset 𝑟. To ensure that (𝑏′𝑖 ) lies
inside of (𝑎′𝑖), a time interval of 𝑡𝑟=1 s is removed from the beginning and end
of the data recording (𝑏′𝑖 ) by setting the respective values to 0 which yields
(𝑏″𝑖 ). Because (𝑏″𝑖 ) lies inside (𝑎′𝑖) the factor 1/(𝑀′−𝑟) of the cross-correlation
is not needed. By maximizing the rank correlation coefficient, the time offset




𝑥𝐶𝑜𝑟𝑟𝜔′𝑎𝜔″𝑏 (𝑟) − 𝑡𝑟 (4.4)
The time offset Δ𝑡 is then applied to the original series (𝑏𝑖).
After the time synchronization, the series (𝑎𝑖) and (𝑏𝑖) start at the same time.
However, their sampling rates might be different. Additionally, because data
recording depends on application rendering times, the sampling intervals
within both series might not be constant. To resolve any non-linear timing
issues, a dynamic time warping (DTW) [Gol18] algorithm is used to receive
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Figure 4.2: Dynamic time warping between angular velocity magnitudes of two headsets held
together from a recording from the evaluation data set of fast rotationmotions. In ad-
dition to the prominent main diagonal, two alternative diagonals are evident. These
result from the periodic motion during recording.
a pairwise mapping between the series (𝑎𝑖) and (𝑏𝑖) (see Fig. 4.2). The calcu-
lations use the cost function 𝑐𝑜𝑠𝑡(𝑥,𝑦) = (||𝜔𝑎𝑥 || − ||𝜔𝑏𝑦 ||)2. DTW requires
both series to start at the same time and end at the same time. Therefore the
DTW algorithm’s finish condition was adjusted to soften the requirement of
the same ending time. Only pairs of diagonal steps within the warp path are
kept in the series (𝑎𝑖) and (𝑏𝑖). Correspondingly, all pairs resulting from hor-
izontal and vertical steps are discarded. The goal of this is to avoid that only
one series progresses in time while data points of the other series are reused.
Based on the previous steps, the algorithm for the calibration of the devices
can be defined. Data points in the series (𝑎𝑖) are excluded if the distance
between successive points 𝑝𝑎𝑖 and 𝑝𝑎𝑖+1 is less than 1 cm. The respective
mapped points in (𝑏𝑖) are excluded as well.
Given the cleaned series (𝑎𝑖) and (𝑏𝑖), both of length 𝑀, with the same start
time, the optimal rotation ̂𝑅 between the coordinate systems of the two de-
vices can be found by minimizing the angle between the axis for the pairs of
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angular velocities using a rotation offset 𝑅:





∡(𝜔𝑎𝑖 , 𝑅 ⋅ 𝜔𝑏𝑖) (4.5)
Using the solved optimal rotation ̂𝑅 and the guarantee (𝑔1), the optimal trans-
lation ̂𝑡 can be determined. Because the distance between the devices is fixed,
̂𝑡 can be found by minimizing the variance of the differences for the distances
between the tracked positions points:







(𝑑𝑖(𝑡) − ̃𝑑𝑡)2 (4.6)
with 𝑑𝑖(𝑡) = 𝑝𝑎𝑖−( ̂𝑅⋅𝑝𝑏𝑖+𝑡) defined as the distance between the tracking po-
sitions of device A and the rotated positions of device B including a translation
offset 𝑡, and ̃𝑑𝑡 the median of all distances for a translation offset 𝑡.
The concrete implementation of the presented algorithm uses COBYLA (con-
strained optimization by linear approximation) [Pow98], to optimize the func-
tions ̂𝑅 and ̂𝑡. Also, unit quaternions are used instead of the rotation matrix to
calculate ̂𝑅. This decreases the number of parameters to optimize from nine
to four. The unit quaternion 𝑞 = (𝑥𝑞, 𝑦𝑞, 𝑧𝑞, 𝑤𝑞) is optimized under the con-
straint of |1 − 𝑥2𝑞 + 𝑦2𝑞 + 𝑧2𝑞 + 𝑤2𝑞| < 0.01. Initially, 𝑞 is set to the identity
quaternion, i.e., 𝑥𝑞 = 𝑦𝑞 = 𝑧𝑞 = 0,𝑤𝑞 = 1.
Equation 4.6 is adjusted to avoid that COBYLA optimizes towards an un-
wanted local minimum:














The additional factor of the average point distance favors solutions where
the distance between the two HMDs is smaller. The translation offset 𝑡′ is
represented as 𝑡′ = 𝑡⋆ + (𝑥𝑡,𝑦𝑡,𝑧𝑡) and optimized under the constraint of
𝑥2𝑡 ≤ 0.1 m, 𝑦2𝑡 ≤ 0.1 m, and 𝑧2𝑡 ≤ 0.1 m. Initially, 𝑥𝑡 = 𝑦𝑡 = 𝑧𝑡 = 0 and
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Therefore, 𝑡⋆ represents the distance between the centroid of both trajecto-
ries (analogous to [Aru87]). The optimization of 𝑡′ under the given constraints
yields a translational offset ̂𝑡′ that cannot be too far away from the initially
estimated translation.
As a result, ̂𝑅 and ̂𝑡, or rather ̂𝑡′, yield the calibration matrix from device B to
device A. Figure 4.3 shows the movement of two devices that were calibrated
using the trajectory-based calibration algorithm.
Figure 4.3: The calibrated trajectory of two interlinked devices that were picked up from a table,
moved around the room, and then set back on the table again.
4.1.1 Evaluation
Setup To evaluate the performance of the trajectory-based calibration algo-
rithm proposed in the previous section, two other algorithms commonly used
for calibration and tracking were implemented for comparison.
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Figure 4.4: SIFT features within an image from the evaluation data set. Pink points depict suc-
cessfully reconstructed features. Red points show features that could not be matched
to the scene.
One algorithm is based on the structure from motion (SfM) technique [Koe91,
Ull79]. SfM algorithms allow each device to generate a virtual map of a user’s
surroundings and track its position and rotation in this environment using
camera and IMU input. After that, the virtual maps of two users can be aligned
to get the calibration matrix. This approach is comparable to shared anchor
methods¹. COLMAP [Sch16a, Sch16b] is used for the SfM calibration. Its al-
gorithm is supplied with a series of pictures from the cameras of both devices.
COLMAP then finds SIFT features (scale-invariant feature transform) [Low04]
in each image to obtain the relative camera poses for each imagewhich in turn
gives the calibration between the two devices (see Fig. 4.4).
The other algorithm uses marker detection to calibrate two devices. This ap-
proach requires each device to have a camera and one fiducial marker to be
placed in the room. Systems such as Chilitags [Bon13] or AprilTags [Ols11,
Wan16] can be used to detect the marker and calculate the position and ori-
entation of the devices with respect to its location. This yields a shared cali-
bration for both devices. Before the marker detection algorithm, the device’s
cameras were calibrated using Kalibr [Reh16]².
The implemented system is designed as a service and features an easy-to-use
¹ https://developers.google.com/ar/develop/java/cloud-anchors/overview-android/
https://azure.microsoft.com/de-de/services/spatial-anchors/
² COLMAP finds the camera calibration matrix during the solving process.
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GUI to allow quick calibration. The GUI is implemented in Unity as it al-
lows to deploy the system to a diverse set of devices. All calculations are
done on a server so that the system is also appropriate for hardware with
limited resources, e.g., computing power or battery life, and is independent
of an operating system. The calibration suite currently offers the three cal-
ibration algorithms described above but can be extended further. Two HTC
Vive Pro HMDs were used as their Lighthouse tracking system is very precise
if tracking is not lost [Nie17b]. To assure maximum accuracy, the SteamVR
calibration setup for each Vive Pro was executed before each test and in case
the tracking was lost. The Lighthouse system tracks one or more VR devices
using infrared light emitted from two base stations which is captured by sev-
eral diodes on the devices.
To evaluate the calibration accuracy of the three algorithms, a ground truth
calibration was calculated. For this, the positions of the Lighthouse base sta-
tions for both Vive Pro HMDs were retrieved. By matching the position of
both base stations, the calibration matrix from one Vive to the second Vive
can be calculated.
Tasks and Procedures 30 seconds of data were recorded for each of the fol-
lowing calibration setups:
I. Trajectory-based calibration algorithm:
Slow translationI.1 Fast translationI.2
Slow rotationI.3 Fast rotationI.4






II. SfM-based calibration algorithm:
Table scene (*)II.9 Room corner scene (*)II.10
III. Marker-based calibration algorithm:
Moving camera (*)III.11 Static cameraIII.12
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Somemovements are predefined and could be executed without inviting other
users. However, all data recordings highlighted with (*) were executed by
users because their movement cannot be defined or is open to interpretation.
Each data set contains N=44 records. For the recording of the user data sets,
11 participants were invited to perform the tasks. In the case of a user data
set, each of the 11 users performed 4 calibration movements. All positional
data was recorded at 60 Hz. Device A’s camera recorded videos with 40 Hz














(a) Room setup measurements. (b) Movement area (I.1 – I.8).
Figure 4.5: Setup for the room and Trajectory-based algorithm.
ments (I) were executed in two ways, i.e., slow and fast movements, to evalu-
ate the calibration difference at different speeds. For I.1 – I.6, the movements
were executed with a factor of 𝑓𝑚=3 in the slow condition and 𝑓𝑚=6 in the fast
condition. All movements were executed inside the calibration space defined
by the square ABCD (see Fig. 4.5a and 4.5b).
For translational movements, I.1 and I.2, the two HMDs that form the rigid
body system are oriented to face the negative x-direction and positioned in
the center of the calibration space. Then, the following translational move-
ments were executed along the different axis:
([−𝑥 ←][𝑥 →][𝑥 →][−𝑥 ←]) × 𝑓𝑚
([−𝑧 ←][𝑧 →][𝑧 →][−𝑧 ←]) × 𝑓𝑚
([−𝑦 ←][𝑦 →][𝑦 →][−𝑦 ←]) × 𝑓𝑚
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For rotational movements, I.3 and I.4, the two HMDs that form the rigid body
system are oriented to face the negative x-direction and positioned in the cen-
ter of the calibration space. Then, the following rotational movements were
executed along the different axis:
([−𝑦 	][𝑦 ][𝑦 ][−𝑦 	]) × 𝑓𝑚
([𝑧 ][−𝑧 	][−𝑧 	][𝑧 ]) × 𝑓𝑚
([−𝑥 	][𝑥 ][𝑥 ][−𝑥 	]) × 𝑓𝑚
For spherical movements, I.5 and I.6, the two HMDs that form the rigid body
system are oriented to face the negative x-direction. The system is moved
75 cm in negative x-direction in between points A and B (see Fig. 4.5a). Then,
the following spherical movements were executed by rotating the HMDs
along the different axis around the center of the calibration space:
([−𝑦 ↶][𝑦 ↷][𝑦 ↷][−𝑦 ↶]) × 𝑓𝑚
([𝑧 ↷][−𝑧 ↶][−𝑧 ↶][𝑧 ↷]) × 𝑓𝑚
([−𝑥 	][𝑥 ][𝑥 ][−𝑥 	]) × 𝑓𝑚
For spontaneous movements, I.7 and I.8, the participants were informed about
the goal of their movement. They were asked to perform any movement that
comes to their mind while moving ‘not too fast’ in the slow condition and
‘move fast’ in the fast condition. Users were encouraged to find a suitable
grip that fixes the relative position of the headsets. Also, users were asked
not to leave the calibration space during the movements.
Two scenes were prepared for the SfM algorithm (II). The video stream was
displayed on a large display so that users could judge the camera’s viewing
angle. Users first captured the scenes using device A. Then each user per-
formed four calibrations using device B. Users were asked to ‘not move too
fast’ to avoid camera blur. Users were encouraged to capture the scenes from
different angles and at different distances.
A table with a prepared scene (II.9) was placed so that the leading edge of the
table was parallel to the line AB (see Fig. 4.5a). The scene was filled with ob-
jects that contained many color contrasts and brightness variations, to obtain
as many SIFT features as possible (see Fig. 4.6a).
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The room corner scene (II.10) contains mostly large and white surfaces (see
Fig. 4.6b). Users were asked to not get closer towards the target as 2.5 m,
which was indicated by a line on the ground (see Fig. 4.5a). This data record-
ing, therefore, contains an environment with large monotonous surfaces but
movements with large spatial extension.
(a) SfM table scene (II.9). (b) SfM room corner (II.10).
Figure 4.6: Setup for SfM-based algorithm.
The marker-based calibration (III) used the same table that was placed in the
room as described for II.9. An 8×6 AprilTag board, printed on an A3 sheet,
was placed on the table (see Fig. 4.7). The marker board was placed orthogo-
nal to the table, with an 8° rotational offset towards the ceiling of the room.
Again, users first captured the scene using device A and then performed four
calibrations using device B.
For the moving camera (III.11), users were asked to ‘not move too fast’ to
avoid camera blur, to perform movements within a distance of 20 – 60 cm,
and to avoid flat angles to keep the perspective distortion of the markers at a
minimum.
For the static camera (III.12), the headset was placed on a box facing the
marker board at a distance of 30 cm and a height of 20 cm. The headset was
slightly facing up so that the integrated cameras directly faced the center of
the markers.
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Figure 4.7: Setup for Marker-based algorithm (III.11 and III.12).
Measurements The three algorithms are executed under different condi-
tions, i.e., changes in movement or room setup. These varying conditions
might impact the precision of the calibration result. Furthermore, the algo-
rithms may be differently suited for the task of calibrating two devices. Be-
cause of that, the following hypotheses were formulated for the results of the
evaluation:
for 𝑋 = algorithm I, II, and III. For each of the algorithms, there exists
at least one condition that achieves a significantly better calibration
than the others.
𝐻𝐴𝑋
One algorithm (I, II, or III) reaches a significantly better calibration than
the others.
𝐻𝐵
The rotation 𝑅𝐴 = Δ𝑅 ⋅𝑅𝐺𝑇 calculated by an algorithm 𝐴 (i.e., I, II, or III) dif-
fers from the reference rotation 𝑅𝐺𝑇 by an error Δ𝑅. Δ𝑅 can be represented
as an angle and an axis. The angle describes the rotational error and can be
calculated as 𝜃Δ𝑅 = 2 ⋅ 𝑎𝑟𝑐𝑐𝑜𝑠(|𝑞𝐴 ⋅ 𝑞𝐺𝑇−1|) with 𝑞𝐴 and 𝑞𝐺𝑇 as the unit
quaternions of 𝑅𝐴 and 𝑅𝐺𝑇 [Jai19]. The translational error is described as the
euclidean distance between the position vectors contained in the calibration
and ground truth matrices. To remove outliers, points with a larger distance
than 3 standard deviations from the average value were excluded from the
results.
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4.1.2 Results
Table 4.1: Statistical values for the translational and rotational errors of the cleaned data sets.
Translational error (in m) Rotational error (in °)
Data set N M SD 95% CI N M SD 95% CI
[I.1] 44 0.1056 0.0154 0.1010 43 1.2288 0.4389 1.0961
[I.2] 44 0.1177 0.0094 0.1149 44 1.9148 0.8080 1.6733
[I.3] 44 0.0196 0.0073 0.0174 44 0.7474 0.2982 0.6583
[I.4] 44 0.0237 0.0039 0.0225 43 0.9718 0.1603 0.9233
[I.5] 42 0.0290 0.0115 0.0255 43 0.6000 0.2430 0.5265
[I.6] 44 0.0317 0.0042 0.0304 44 1.0746 0.1747 1.0224
[I.7] 42 0.0595 0.0456 0.0455 42 1.6462 1.3073 1.2461
[I.8] 43 0.0480 0.0287 0.0393 43 1.4547 1.1148 1.1175
[II.9] 44 0.0904 0.0540 0.0742 44 2.9294 2.3461 2.2282
[II.10] 44 0.0590 0.0379 0.0477 44 1.4075 0.8107 1.1651
[III.11] 44 0.5138 0.3034 0.4231 44 20.0404 16.7612 15.0306

















Figure 4.8: Distribution of the translational error (in m) of the cleaned data sets. The x-axis is
truncated to increase the resolution for the lower errors. Significant differences are
not indicated.
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Figure 4.9: Distribution of the rotational error (in °) of the cleaned data sets. The x-axis is trun-
cated to increase the resolution for the lower errors. Significant differences are not
indicated.
Quantitative Results The translational and rotational errors are described
in Table 4.1. The distributions of the errors are displayed in Figures 4.8
and 4.9. A repeated-measures ANOVA for the translational error of the
eight trajectory-based calibration algorithms (I) yields a significant dif-
ference (F(7,339)=148.600, p<.001, N=347) with a large effect size (partial
𝜂2=.754). A Tukey HSD test yields the following: The data sets form three
clusters where each data set is not significantly different from the other
data sets in the cluster but is significantly different from any data sets from
the other clusters. All significant differences have a value of p<.001. The
three clusters are slow and fast translation (I.1 and I.2), slow and fast spon-
taneous movement (I.7 and I.8), and slow and fast rotation and spherical
movement (I.3 – I.6). A repeated-measures ANOVA for the rotational error
also yields a significant difference (F(7,338)=17.650, p<.001, N=346) with a
large effect size (partial 𝜂2=.268). A Tukey HSD test shows that the data set
with the lowest error, I.5, has no significant differences to the data sets I.3,
I.4, and I.6. However, I.5 is significantly different from all other data sets with
p<.001. I.2 is significantly different from I.1, I.3, I.4, and I.6 with p<.001. I.7 is
significantly different from I.3 and I.4 with p<.001, and from I.6 with p=.005.
Also, I.8 is significantly different from I.3 with p<.001.
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A repeated-measures ANOVA for the translational error of the two SfM-
based calibration algorithms (II) yields a significant difference between II.9
and II.10 (F(1,86)=9.970, p=.002, N=88) with a medium effect size (partial
𝜂2=.104). A repeated-measures ANOVA for the rotational error yields a
significant difference between II.9 and II.10 (F(1,86)=16.54, p<.001, N=88)
with a large effect size (partial 𝜂2=.161).
A repeated-measures ANOVA for the translational error of the two Marker-
based calibration algorithms (III) shows a significant difference between
III.11 and III.12 (F(1,86)=60.130, p<.001, N=88) with a large effect size (partial
𝜂2=.411). For the rotational error, a repeated-measures ANOVA also mea-
sures a significant difference between III.11 and III.12 (F(1,86)=36.830, p<.001,
N=88) with a large effect size (partial 𝜂2=.300).
The hypothesis 𝐻𝐵 is checked based on the best data sets from the three
algorithms. The test includes I.3 and I.5, as well as II.10 and III.12. A
repeated-measures ANOVA for the translational error shows a significant
difference between the four conditions (F(3,170)=100.400, p<.001, N=174)
with a large effect size (partial 𝜂2=.639). A Tukey HSD test yields the fol-
lowing: Again, I.3 and I.5 are not significantly different. However, all other
differences are significant with p<.001, except for I.5 and II.10 with p=.003.
A repeated-measures ANOVA for the rotational error yields a significant
difference (F(3,171)=117.500, p<.001, N=175) with a large effect size (partial
𝜂2=.639). A Tukey HSD test yields the following: As for the translation, I.3
and I.5 are not significantly different. Algorithm III with III.12 is significantly
worse than all other algorithms with p<.001. Algorithm I (I.5) and II (II.10)
have a significant difference with p=.006.
Qualitative Results To evaluate the quality of the different calibration re-
sults, it was simulated how the translational and rotational errors would im-
pact the user’s experience during usage. For this, a device B was positioned at
the center of the simulated space at a height of 1 m. Device A is moved around
the XZ-plane in the shape of a square with an edge length of 1.5 m at a height
of 1 m. For each algorithm and each data set, the ground truth matrix 𝑇𝐺𝑇 and
the calculated calibration matrix 𝑇𝐶 = Δ𝑇 ⋅ 𝑇𝐺𝑇 with some calibration error
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(a) [I.1] Slow translation. (b) [I.2] Fast translation. (c) [I.3] Slow rotation.
(d) [I.4] Fast rotation. (e) [I.5] Slow spherical
movement.
(f) [I.6] Fast spherical
movement.
(g) [I.7] Slow spontaneous
movement.
(h) [I.8] Fast spontaneous
movement.
(i) [II.9] Table scene.
(j) [II.10] Room corner. (k) [III.11] Moving camera. (l) [III.12] Static camera.
Figure 4.10: Simulated trajectories that show the error introduced during the calibration process
for a device that was moved along the sides of a square.
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Δ𝑇 were recorded. The movement of device A is now projected into an un-
calibrated space by transforming it using the inverse ground truth matrix and
then reprojected into calibrated space by transforming it using the calibration
matrix. The resulting point 𝑝′𝑖 = 𝑇 ⋅ 𝑇−1𝐺𝑇 ⋅ 𝑝𝑖 = Δ𝑇 ⋅ 𝑇𝐺𝑇 ⋅ 𝑇−1𝐺𝑇 ⋅ 𝑝𝑖 = Δ𝑇 ⋅ 𝑝𝑖
contains the error that is introduced by the calibration process. The series
(𝑝′𝑖) of the simulated points for each algorithm and data set are shown in Fig-
ure 4.10. It highlights the strong effects of higher variances, larger rotational
errors, and outliers.
4.1.3 Discussion
Overall, 𝐻𝐴𝐼 , 𝐻𝐴𝐼𝐼 , 𝐻𝐴𝐼𝐼𝐼 , and 𝐻𝐵 can be supported. As the results of the
evaluation and the simulated trajectories show, algorithm I provides a reli-
able and accurate way to calibrate two devices towards a shared coordinate
system. Slow rotational or spherical movements provide better results than
fast movements or translational and spontaneous movements. Furthermore,
slow rotations can be executed easily in a small space without much effort.
However, maintaining a constant offset between the devices seems to be
crucial to reduce errors.
The SfM algorithm achieves better calibration results in the room corner
scene. This was not expected, as the table scene should provide more SIFT
features. However, the larger movements and different viewing angles seem
to result in a more precise calibration.
The marker-based algorithm seems unsuitable for VR headsets with a wide
FOV camera. This supports the work of Zhen et al. [Zhe17] who show that a
Vive camera can yield errors of several cm at short distances.
4.2 Collision Avoidance for Co-Located
Collaboration
After users have calibrated their VR devices towards a shared coordinate sys-
tem, they can explore the virtual worlds collaboratively. But, as VR HMDs
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Figure 4.11: The four different avatars that are compared regarding their capability to avoid
collisions. The green circle of the shifted avatar represents the real position of the
user and the avatar is shifted towards the location of the current user.
block out the real world, users cannot see each other anymore. This can lead
to users running into each other and hurting themselves. A user avatar might
allow users to estimate the location of others and therefore to avoid collisions.
However, different avatar representations can be used. Several VR applica-
tions use a very basic user representation and only show the HMD and the
two controllers that the user holds, i.e., the basic avatar (BA) (see Fig. 4.11).
This representation is easy to implement since the location of the hardware is
known and no additional effort is needed to use the BA. However, the floating
HMD and controllers are very subtle. To increase the visibility of this avatar,
it was fitted with a bounding cylinder that is centered around the user’s head
and can be easily seen by other users. Due to its strong indication, the cylinder
avatar (CA) highlights the current location of others and aids users’ percep-
tion. With the use of pose tracking, a full-body avatar (FA) can be displayed.
The FA brings all the movements of the user into VR. If full-body tracking is
not available or unwanted it is furthermore possible to use inverse kinemat-
ics to estimate the location of the joints from the pose of the HMD and con-
trollers. Since the goal was to minimize effort and hardware cost to integrate
the avatars in any application, the second option was chosen. Because only
the information about the head and hands was available, the legs of the FA did
not move. If additional tracking is added to the feet this issue can be resolved.
Because of network or application lag, it is possible that during a quickmotion
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a user avatar is not updated as quickly as it needs to. Also, users tend to un-
derestimate distances while using an HMD. The result might be that another
user appears further away than she/he really is. With the shifted avatar (SA),
a user is visualized 0.5 m closer in VR than she/he is in the real world, thereby
introducing a buffer to further decrease the risk of a collision.
4.2.1 Evaluation
Setup To evaluate the capabilities of the different avatars, a scenario was
designed that would provoke collisions. In a competitive task, two users were
asked to reach a target object as fast as possible without colliding with the
other participant. The objects were placed at two different distances (evenly
distributed) and so that the paths of the users crossed (see Fig. 4.12). The
application was implemented using Unreal Engine 4 and used two HTC Vive
HMDs to present the virtual content to the users. Since the HMD cables of the
users could entangle and lead to users falling and a wireless connection for
the HMDswas not available, the cables to the HMDswere suspended from the
ceiling of the room. The length of the cable was adjusted with a retractable
dog leash.
Figure 4.12: The setup of the competitive user study. Both participants need to access an object
but their paths’ cross. The objects were placed at different distances with an even
distribution.
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Participants The four presented avatars were compared in a 28 partici-
pant within-subject user study. The participants (19 male, 9 female) were
M=22.5 (SD=2.6) years old. On a five-point Likert scale from 0 (none) to
4 (high) the participants rated their experience with computer games as
M=3.286 (SD=0.810) and with VR as M=1.107 (SD=1.100).
Tasks and Procedures For each avatar, a set of eight rounds, i.e., three train-
ing rounds and five timed rounds, was performed. A round begins with a
countdown and both users standing in their respective start zone. The round
ends when a user grabs the object assigned to her/him. At the end of a set,
users were presented with a questionnaire containing six questions rated on
a five-point Likert scale. Two participants performed a set using the same
avatar. Each pair used all four avatars and performed four sets in total. The or-
der of the used avatars was randomized to compensate for training and fatigue
effects. At the very end, a final questionnaire was given to the participants.
Measurements The following hypothesis was formulated for the results of
the evaluation:
The different avatar appearances have a significant impact on users’
capability to avoid collisions with better results for more extensive
representations.
𝐻𝐴
The speed of users was recorded during the tasks with the various avatars.
In addition to that, a custom questionnaire assessed the safety, usability, and
preference of the avatar representations. Users rated different questions on a
five-point Likert scale from 0 (best) to 4 (worst). For the number of collisions,
users rated the avatars with 0 (no collisions), 1 (at least one collision), 2 (at
least three collisions), 3 (at least five collisions), and 4 (at least ten collisions).
4.2.2 Results
Quantitative Results The duration of each round was measured (see
Fig. 4.13). Users took M=2.827 seconds (SD=1.797) to complete the task
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Figure 4.13: Time until one user reached the target. Results as average value with 95% confi-
dence intervals.
with BA, M=2.757 seconds (SD=1.200) with CA, M=2.675 seconds (SD=1.151)
with FA, and M=2.871 seconds (SD=1.512) with SA. Mauchly’s test indi-
cates a violation of sphericity (𝜒2(5)=44.004, p<.001, Greenhouse-Geisser
𝜖=.680). A Greenhouse-Geisser-corrected repeated-measures ANOVA
for the duration yields no significant difference between the condi-
tions (F(2.041,140.807)=0.401, p=.675, N=70).
Qualitative Results The results of the custom questionnaire (see Fig. 4.14)
show that all avatars are suitable to predict the user’s own location. Users
rate the avatars as M=0.714 (SD=0.897) for BA, M=0.929 (SD=0.813) for
CA, M=0.607 (SD=0.567) for FA, and M=1.143 (SD=1.008) for SA. A Fried-
man test shows no significant differences for the predictability of user’s
own location (𝜒2(3)=6.910, p=.075, N=28). The avatars allow predict-
ing the position of the other co-present user with M=1.643 (SD=1.254)
for BA, M=1.286 (SD=0.937) for CA, M=0.821 (SD=0.905) for FA, and
M=2.071 (SD=1.052) for SA. A Friedman test shows significant differ-
ences for the conditions (𝜒2(3)=18.448, p<.001, N=28) with a small effect
size (Kendall’s W=.220). Pairwise Bonferroni-corrected tests show a sig-
nificant difference between FA and SA (p=.001). Users have a medium-
low effort to avoid collisions with each other. They rate the avatars as
M=1.893 (SD=1.133) for BA, M=1.143 (SD=1.008) for CA, M=1.536 (SD=0.999)
for FA, and M=1.893 (SD=1.066) for SA. A Friedman test shows significant
differences for the conditions (𝜒2(3)=10.643, p=.014, N=28) with a small effect
size (Kendall’s W=.127). However, pairwise Bonferroni-corrected tests show
no significant differences between the avatars. All avatars emit a medium to
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Figure 4.14: Custom questionnaire. Results as average value with 95% confidence intervals and
asterisks indicating significant differences.
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Figure 4.15: Preference rating of users that noticed the shift. Results as average value with 95%
confidence intervals and asterisks indicating significant differences.
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high sense of safety with M=1.571 (SD=1.069) for BA, M=1.464 (SD=1.138) for
CA, M=1.036 (SD=0.637) for FA, and M=1.893 (SD=1.031) for SA. A Friedman
test shows significant differences for the conditions (𝜒2(3)=11.589, p=.009,
N=28) with a small effect size (Kendall’s W=.138). Pairwise Bonferroni-
corrected tests show a significant difference between FA and SA (p=.027).
Users experienced some collisions with all avatars with M=1.429 (SD=0.879)
for BA, M=0.786 (SD=0.686) for CA, M=1.071 (SD=0.716) for FA, and
M=1.071 (SD=0.858) for SA. A Friedman test shows significant differences for
the conditions (𝜒2(3)=11.441, p=.010, N=28) with a small effect size (Kendall’s
W=.136). Pairwise Bonferroni-corrected tests show a significant difference
between BA and CA (p=.037). Lastly, users rated the helpfulness of the
different avatars to avoid collisions with each other. The avatars achieved
M=2.036 (SD=1.170) for BA, M=1.536 (SD=0.962) for CA, M=1.036 (SD=1.105)
for FA, and M=1.500 (SD=1.072) for SA. A Friedman test shows significant
differences for the conditions (𝜒2(3)=15.448, p=.001, N=28) with a small
effect size (Kendall’s W=.184). Pairwise Bonferroni-corrected tests show a
significant difference between BA and FA (p=.006).
To assess the effects of the shift of the SA, the participants were not told
that the avatar of the other party was shifted towards them. 20 users (71.4%)
noticed the shift of the fourth avatar and felt unsafe since they could not
estimate the actual location of the other user. Those users ranked the
four avatars as shown in Fig. 4.15. The ratings yield M=2.800 (SD=1.056)
for BA, M=2.300 (SD=0.801) for CA, M=1.600 (SD=0.940) for FA, and
M=3.300 (SD=0.979) for SA. A Friedman test shows significant differences for
the avatars (𝜒2(3)=18.960, p<.001, N=20) with a medium effect size (Kendall’s
W=.316). Pairwise Bonferroni-corrected tests show a significant difference
between FA and BA (p=.020), and FA and SA (p<.001).
4.2.3 Discussion
The results of the user study show, that the representation of users’ avatars
influences the number of collisions and the user’s sense of safety. Therefore
𝐻𝐴 can be supported.
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The minimal representation of the BA is not very suitable for local multi-user
interaction, as it has the highest amount of collisions in the user study. In
addition to that, it is rated worse than the other avatars in many categories
and is never rated better in any category.
The CA shares the lowest amount of collisions with the FA³. Furthermore, the
effort to avoid collisions is low. Its representation is very easy to implement
and does not need any additional calculations for avatar animation or addi-
tional hardware setup. It can be integrated into an existing system very easily.
However, the strong indication of the user might disturb the immersion of the
VR experience.
The FA leads to a high sense of safety and a lownumber of collisions and is pre-
ferred by the participants of the user study. Additionally, it facilitates the pre-
dictability of the other user’s location. The representation of the avatar needs
body pose tracking or inverse kinematic calculations. For example, inside-out
pose tracking can be achieved with an additional head-worn camera [Rho16].
The implemented inverse kinematic calculations are only an estimate of the
user’s body pose and contain a high error for the legs. A simple solution to this
problem is a floating avatar without legs⁴. Another way to increase the accu-
racy of this method is to attach additional trackers to the user’s feet [Kim13,
Mou17], wrists [Kim13, Ria15], or hip [Ria15]. Also, gait can be reconstructed
via analyzing the movement of the HMD [Cas16, Fei20].
The shifted version of the full-body avatar leads to bad predictability of the
location of the other user since it is intentionally adjusted. Moreover, this
modification leads to bad ratings and insecurity among users. The shift is
readily noticed and should be avoided.
The presented results are in-line with the related work [Pod17, Sca17, Wil19].
³ It should be noted that the given task was designed to provoke collisions and it can be expected
that a small amount of collisions always occurs.
⁴ https://www.oculus.com/facebook-horizon/
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4.3 Comparison of Co-Located and Remote
Collaboration
By blocking out the real world, VR HMDs can visualize immersive 3D con-
tent through a stereoscopic presentation. With the addition of a headset,
3D audio can be presented as well. To maintain communication with other
co-located users, direct speech may be mixed with virtual acoustic feedback.
However, as users start exploring the virtual worlds independently from one
another, digital speech communication is necessary to represent the other
users’ voices from their respective virtual avatar locations. As the visual and
auditory senses of the users are now overwritten by the VR system, the ques-
tion arises whether the other user needs to be physically present since she/he
is not visible nor audible at all. Without any changes towards the applica-
tion, the other user could also join the virtual room via a network connection
from another location. Therefore, a task to compare co-located and remote
collaboration in VR was designed.
4.3.1 Evaluation
Setup As with the collision avoidance evaluation, two HTC Vives with sus-
pended cables were used for the co-located scenario. For the remote scenario,
one additional HTC Vive was set up in a separate room, however without a
suspended cable. The two rooms are located in different buildings but con-
nected by a 1 Gbps Ethernet network. In both scenarios, users used a Logitech
G930 headset to communicate via voice chat with each other. The direction
of the audio signal of a speaking user is adjusted according to the location
of her/his avatar.
A user is represented by an avatar that is aligned using the head and hand po-
sitions through inverse kinematics (see Fig. 4.16). The avatar is important for
the feeling of co-presence [Ste15]. The stylized representation is not signifi-
cantly different from a human avatar [Ger01] and avoids the uncanny valley
effect [Mor12]. Roth et al. [Rot16] determined that nonrealistic avatars handi-
cap social interactions. However missing behavioral characteristics, like gaze
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or facial expressions, can be partially compensated by using other behavior
channels, like gestures. They concluded that a mannequin is a universal rep-
resentation of a human which is easy to reproduce and animate.
Figure 4.16: Avatar representation of the user in VR using inverse kinematics.
Participants A within-subject user study with 28 participants who per-
formed tasks in pairs of two was conducted. The participants (19 male, 9
female) were M=22.5 (SD=2.6) years old. On a five-point Likert scale from
0 (none) to 4 (high) the participants rated their experience with computer
games as M=3.286 (SD=0.810) and with VR as M=1.107 (SD=1.100).
Tasks and Procedures To assure user collaboration, a knowledge-transfer
scenario was implemented where two users take different roles. One user, the
expert, highlights virtual objects for another user using a pointing gesture. The
second user, the worker, then needs to interact with the indicated object by
selecting it using direct touch. To evaluate the effects of the two collaboration
setups, three different pointing gestures were examined. The used pointing
gestures are virtual hand, virtual pointer [Pou98a], and target marker (see
Fig. 4.17). With target marker, the expert has a virtual laser pointer attached
to her/his hand. In addition to that, the pointed-at object is highlighted. The
worker also sees the visual highlight but not the beam of the laser pointer.
The virtual objects are represented by cubes, arranged in a grid of 3×3×3 as
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in [Win02]. To increase task difficulty the grid has a static and a rotating
mode. In the rotating mode, the whole grid rotates slowly around two axes
with different velocities.
Figure 4.17: All three pointing techniques from left to right with the worker’s view on top and
the expert’s view on the bottom.
Each pair performed the tasks in both the remote scenario as well as the co-
located scenario. The roles of the users were switched when the scenario
changed. Both users performed all three gestures in the role of the expert.
To minimize the effects of learning and fatigue on the results, the order of
the scenarios, roles, and gestures was randomized. A task consists of three
training rounds (two with static grid, one with rotating grid) and six timed
rounds (three with static grid, three with rotating grid). One round contained
one indication of the expert and the interaction of the worker with the virtual
object. The round starts with both users standing on designated start positions
and ends with the selection of the virtual object by the worker.
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Measurements Based on the results of related work, the latency-free me-
diated collaboration should be independent of users’ physical location. Be-
cause of that, the following hypotheses were formulated for the results of the
evaluation:
The task execution using the different gestures is not significantly dif-
ferent while working co-located and remotely.
𝐻𝐴
The perceived co-presence of users is not different in both setups.𝐻𝐵
The time users took to complete the tasks was measured. Furthermore, sub-
jective results were recorded using custommeasurements, such as preference,
feeling of co-presence, collaboration, and nausea on a five-point Likert scale.
4.3.2 Results
Quantitative Results Average interaction times per round are about four
to five seconds, as shown in Fig. 4.18. In the co-located setup, users take
M=4.815 seconds (SD=1.986) with virtual hand, M=3.926 seconds (SD=1.925)
with virtual pointer, andM=3.816 seconds (SD=1.540) with target marker. The
remote setup is slightly slower with M=5.099 seconds (SD=2.008) for virtual
hand, M=4.422 seconds (SD=1.823) for virtual pointer, and M=4.786 sec-
onds (SD=3.036) for target marker. Given the continuous completion time
and dependent measurements, a two-way repeated-measures ANOVA with
the location (i.e., co-located and remote) and pointing technique (i.e., virtual
hand, virtual pointer, and target marker) as factors was used. Mauchly’s
test is not calculated for the location as sphericity is always met for two
levels. Mauchly’s test indicates a violation of sphericity for the pointing
technique (𝜒2(2)=8.342, p=.015, Huynh-Feldt 𝜖=.931). No violation of the as-
sumption of sphericity is indicated for location*technique (𝜒2(2)=0.435,
p=.805). There is a significant difference for location (F(1,83)=9.710,
p=.003, N=84) with a medium effect size (partial 𝜂2=.105) and pointing
technique (F(1.862,154.579)=9.150, p<.001, N=84) with a medium effect
size (partial 𝜂2=.099). Pairwise Bonferroni-corrected tests show that vir-
tual hand is significantly slower than virtual pointer (p<.001) and target
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marker (p=.001). There are no significant differences for location*pointing
technique (F(2,166)=2.110, p=.125, N=84).





Task completion time (in s)
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Figure 4.18: Task completion time by pointing technique and location. Results as average value
with 95% confidence intervals and asterisks indicating significant differences.
Since the tasks are identical in both setups, further investigations were
performed. The time it took the expert to point to the target object for the
first time was recorded (see Fig. 4.19). In the co-located setup, users take
M=1.366 seconds (SD=1.325) with virtual hand, M=2.748 seconds (SD=1.430)
with virtual pointer, andM=2.812 seconds (SD=1.371) with target marker. The
remote setup is slightly slower with M=1.450 seconds (SD=0.993) for virtual
hand, M=3.182 seconds (SD=1.393) for virtual pointer, and M=3.391 sec-
onds (SD=2.147) for target marker. Again, Mauchly’s test is not calculated
for the location as sphericity is met. Mauchly’s test indicates a violation of
sphericity for the pointing technique (𝜒2(2)=20.288, p<.001, Huynh-Feldt
𝜖=.835). No violation of the assumption of sphericity is indicated for loca-
tion*technique (𝜒2(2)=1.287, p=.525). There is a significant difference for
location (F(1,83)=9.518, p=.003, N=84) with a medium effect size (partial
𝜂2=.103) and pointing technique (F(1.669,138.535)=82.232, p<.001, N=84)
with a large effect size (partial 𝜂2=.498). Pairwise Bonferroni-corrected
tests show that virtual hand is significantly faster than virtual pointer
and target marker (both p<.001). There are no significant differences for
location*pointing technique (F(2,166)=1.727, p=.181, N=84).
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Figure 4.19: Time until the expert indicated the correct target for the first time by pointing tech-
nique and location. Results as average value with 95% confidence intervals and
asterisks indicating significant differences.
Qualitative Results Figure 4.20 shows the experts’ preferences for the
different pointing gestures sorted by the room setup⁵. Participants were
asked to rank the gestures from 1 (first place) to 3 (last place). In the
co-located setup, experts rated the gestures as M=2.214 (SD=0.802) for vir-
tual hand, M=2.214 (SD=0.802) for virtual pointer, and M=1.571 (SD=0.756)
for target marker. While working remotely, experts rated the gestures as
M=2.500 (SD=0.760) for virtual hand, M=1.857 (SD=0.535) for virtual pointer,
and M=1.643 (SD=0.929) for target marker. Since no user performed the
gestures in the role of the expert in both co-located and remote setup, the
samples are independent and the Mann-Whitney-U-Test is used to check
for significant differences. The differences between the location of users are
not significant for the virtual hand method (U=77.500, p=.352, N=14), nor
for the virtual pointer (U=70.500, p=.210, N=14), or target marker (U=98.000,
p=1.000, N=14).
Users were asked how much they depended on speech communication while
solving the tasks on a scale from 0 (not at all) to 4 (very much) (see Fig. 4.21).
A WSR test for the ratings of M=0.464 (SD=0.637) in the co-located setup and
M=0.393 (SD=0.497) in the remote setup shows no significant difference be-
tween the two scenarios (z=-0.577, p=.564, N=28). Furthermore, users rated
⁵ Not shown for the worker as her/his selection gesture was always the same.
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Ranking of gestures from 1 (best) to 3 (worst)
Co-located
Remote
Figure 4.20: Ranking of the expert for the pointing gestures. Results as average value with 95%
confidence intervals.
the amount of co-presence they experienced with the other user while per-
forming the tasks of the user study. Co-presence was assessed on a scale
from 0 (users feel like they are in different rooms) to 4 (users feel like they
are in the same room). In the co-located setup users rated co-presence as
M=3.179 (SD=0.905) and as M=2.821 (SD=0.905) in the remote setup. A WSR
test shows that the difference is not significant (z=-1.696, p=.090, N=28). Par-
ticipants were asked how pleasant the collaboration with the partner was.
Users rated the collaboration on a scale from 0 (very unpleasant) to 4 (very
pleasant) with M=3.929 (SD=0.262). This value shows that the pairs could
work well together and the results are not negatively affected by a user’s re-
fusal to cooperate.





Rating from 0 (low) to 4 (high)
Co-located
Remote
Figure 4.21: Requirement for speech communication and perceived co-presence. Results as av-
erage value with 95% confidence intervals.
When asked, 50.0% of the users did not prefer either one setup. 10.7% preferred
the co-located interaction and 39.3% liked the remote interaction better. Ten
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out of eleven users explained their preference for the remote setup by saying
that they did not need toworry about any collisionswith the other partywhile
working remotely. The remaining user was impressed by the capabilities of
the collaboration via a network. From the three users who preferred the co-
located setup, two said the collaboration is more realistic and one said that
she/he did perceive the other user more as a human rather than a robot.
Additionally, users were asked if they experienced nausea to check if the col-
lected data could be negatively influenced. Users reported almost no nausea
with M=3.786 (SD=0.418) on a scale from 0 (strong nausea) to 4 (no nausea).
The authenticity of the virtual world was experienced as M=2.607 (SD=0.737)
on a scale from 0 (not real) to 4 (very real). Lastly, users were asked how
much they were distracted by disturbances from outside the VR world. Users
reported medium to low disturbance with M=2.786 (SD=0.957) on a scale from
0 (strongly) to 4 (not at all).
4.3.3 Discussion
𝐻𝐴 can only be partially supported. A comparison of the two scenarios, co-
located and remote, shows no significant differences in user rating. But, the
execution time is significantly increased while working remotely by about
half a second. User commentary indicates that the parquet flooring in the re-
mote room was more slippery than the carpet in the co-located room which
resulted in users being more careful in their movements. In addition to that,
users had to drag the cable behind them in the remote room as it was lying on
the floor. However, also the expert’s indication times significantly increased
in the remote setup even though experts’ interaction remained the same. This
indicates that users worked slower when connected remotely. However, the
difference is small and users can cooperate independently of their physical
location.
Furthermore, the results of the user study show that in general all gestures are
suitable for the given task. Users’ task performance is influenced by the ges-
tures. However, the physical location of users does not impact gesture perfor-
mance as indicated by the combined location*pointing technique results. All
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pointing gestures performed well enough for users to consider the ability to
talk to each other as a surplus. No gesture seemed to have outperformed any
of the other gestures in all aspects. The virtual hand gesture is easy to execute
and reduces the indication time of the experts. However, the virtual pointer
and target marker methods are overall significantly quicker. This might be
because the user in the worker role could directly select the indicated cube
and did not need to navigate around the expert. This result conforms with the
conclusion of Bowman et al. [Bow01d] that all interaction techniques in VR
have their strength and weaknesses and that there is no best technique.
The related work [Bor19, Góm16, Pod18a, Sou20, Syk20, Tan11, Wal09] con-
firms the similarity of a mediated co-located and remote collaboration. Quali-
tative ratings show that users feel equally co-present regardless of their actual,
physical location. This supports 𝐻𝐵 . However, even the co-located setup did
not achieve full ratings of co-presence from every user which could be ex-
plained by the reduced environmental awareness in VR due to the immersion
of the HMD and audio headset. Users surely focused and worked with the
virtual avatar rather than the real human as she/he was not perceivable. The
virtual avatar however is not realistic enough to transmit all bodily expres-
sions that can be experienced through a real-world conversation.
4.4 Conclusion
Users can collaborate within VEs by being physically present in the same
room or remotely via a network connection. A co-located collaboration
benefits from a shared coordinate system to align the virtual worlds for all
users. Currently, there exists no easy way to calibrate the different coordinate
systems of a variety of devices. Therefore, an algorithm was developed and
evaluated that calibrates two or more 6DOF devices. The algorithm has no
special requirements for tracking sensors nor operating systems and supports
low-power calibration. The devices need to be moved around the room on
an interlinked trajectory through an easy-to-perform and low-effort slow ro-
tation or spherical movement. The trajectory-based calibration offers higher
precision when compared to camera-based calibration methods, i.e., SfM and
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marker tracking. The presented solution enables easy implementation of
cross-platform co-located VR and AR applications.
When users collaborate in the same physical space, they need to be aware of
the other parties to avoid collisions. Four different avatars were presented
and evaluated in a user study for their capabilities and support in the context
of collision avoidance. The results show that a basic representation of only the
HMD and the controllers is not enough to achieve that goal. Further indica-
tions of the user’s location, i.e., through an approximate cylindrical bounding
shape or a full-body avatar, help to avoid collisions and boost users’ feeling of
safety. A shifted user representation, that adds a safety buffer, did not serve
its purpose and leads to bad ratings and user insecurity.
When users start to explore the VE individually, their spatial relation changes.
In this case, ghost-like avatars (see section 2.3.1) help to prevent collisions be-
tween users. In addition, digital voice communication via an audio headset is
necessary to ensure that the direction of a user’s voice matches the position
of her/his virtual avatar. However, a VR HMD with spatial audio communi-
cation can also enable remote collaboration. The results of a user study show
that co-located and latency-less remote collaboration differ only slightly re-
garding users’ performance, preferences, and capability to collaborate when
using a full-body avatar. A key factor for remote collaboration is the speed and
latency of the network connection as it will probably influence the quality of
the perceived co-presence. Furthermethods to compensate for network issues
are discussed later in section 5.4. In addition to that, other techniques may be
developed that close the gap between a co-located and remote collaboration
even further, e.g., allow haptic contact between humans in remote setups.
When implementing multi-user collaboration within VEs, one should con-
sider the following insights and design recommendations:
Visualize a full-body avatar: Visualizing users with a full-body avatar provides
a natural collaboration, improves (co-)presence, and allows to avoid collisions.
Approximate user movements can be calculated using inverse kinematics and
few tracked objects. More advanced methods allow full-body tracking even
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without external sensors [Rho16]. However, even a low-fidelity full-body
avatar can enable collaboration between users. The immersion into the vir-
tual world and the feeling of co-presence might be increased even more with
a more realistic avatar [Wei19a].
Immersive VR blocks out the human behind the virtual avatar: Based on the
results of the user study and related work, collaboration within VEs seems
to be independent of the physical location of users. As VR collaboration is
still far away from replicating all aspects of real-world communication, it is
questionable whether this is true. A photo-realistic avatar with accurate facial
expressions and body movement, as well as physically accurate rendering of
sounds and the environment are missing. It is unlikely that a remote VR col-
laboration as presented here will be able to replace a real-world face-to-face
meeting, such as a contract negotiation, where every detail of the conver-
sation counts. The similarities of co-located and remote collaboration might
result from the fact that VR suppresses real-world impressions. Therefore, a
VR user cannot perceive another human. Instead, users seem to engage with
their virtual counterparts and focus solely on her/him. This might force users
to extrapolate for missing information which may reduce performance and
usability for both remote and co-located setups. Hence, collaborative applica-
tions might want to include other methods for users to express themselves
to compensate for their avatar inaccuracies [Rot16], e.g., gestures, custom
facial expressions/avatar appearances, or virtual drawings/emojis. Another
approach might be to embrace the differences of the VE and to use them to
increase task performance and usability.
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VR overwrites the user’s senses to create immersive virtual worlds. These
VEs can either replicate real-world experiences or let users perceive arbitrary
spatial content. Without any effort, users can manipulate time and space. For
example, objects can be manipulated regardless of their size and weight, or
day and night can be switched at will. The other way around, the behavior of
users can be manipulated by the virtual content. Redirected walking [Raz01]
and touch [Koh09, Koh10] methods let users walk infinitely within a con-
strained physical space and experience haptic feedback using sparse objects.
The redirection can also be applied to multi-user collaboration in CVEs. As
the redirection is used in a social context, it is referenced to as social redi-
rection. Social redirection allows altering the perception of the other users
to e.g., alter social behavior [Rot18], provide users with a shared perspec-
tive [Sou19], or resolve technical limitations [Piu18]. One can imagine that
content adjustments could also benefit the cooperation of users with different
requirements, e.g., users with low vision. Each user may choose to adapt the
virtual content (e.g., position, size, colors) for her/his needs. As the adapta-
tions are only performed locally, several users would be able to engage in a
transparent and inclusive cooperation.
First, this chapter presents an algorithm to implement social redirection
supporting the manipulation of virtual objects and avatars. The algorithm is
called personal perspective (PP) as it aims to provide individual users with
an optimal perspective regarding their personal requirements. PP targets
to improve task performance, usability, and collaboration. After that, the
PP manipulation is applied to three use cases, i.e., rotation of a map for an
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upright view, a shift of user avatars to provide a shared perspective and face-
to-face communication at the same time, and a replay feature to overcome
short-term connection loss.
The content of this chapter is partially based on the following publica-
tions [Hop18d, Hop21].
5.1 Providing a Personal Perspective
Multi-user CVEs with VRHMD technology are composed of several separated
worlds, one for each user, instead of one large world with all users in it. This
is because generally, each HMD needs its own computer. To allow several
users to work together in a shared environment, the different worlds need
to be synchronized (see Fig. 5.1). Because of this, virtual worlds distinguish
between two types of users: The authority-user is the user that works directly
with the local machine and has authority over the local player object. The
connected-user is a user that is replicated/synchronized over the network from
her/his respective authority world and is displayed in the world of another
authority-user. This means that each user is an authority-user on her/his local
machine and at the same time represented as a connected-user on each of the
machines of the other collaborators. Thus, the worlds are synchronized by
sharing positional data of avatars and objects, the state of tools and menus,
and other data such as voice between the different authority-users.
CVE of user AVE of user A CVE of user CVE of user B
B




CVE of user A CVE of user B
B








Figure 5.1: Three authority-users in their own VE (left) and their respective replicated
connected-user avatars within a CVE (right) as viewed from each user’s perspective.
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The synchronization of the different virtual worlds poses an overhead when
implementing a CVE. However, the separated worlds also allow modifying
the experience for each user individually. The related work in section 2.3.3
states that on one hand, face-to-face interaction is preferred by users and im-
proves task performance as it provides natural cues for intention and enables
spatial partitioning. On the other hand, sharing a perspective with another
user also increases task performance as it defines a referential context for the
conversation and thereby provides a common understanding of the content.
While both approaches have advantages, simultaneous usage is impossible
in the real world. With the PP modifications presented below, it is possible
to overcome the real-world limitations and manipulate the CVEs of multiple
users individually based on their personal needs. For example, as commonly
used by other systems presented in the related work, two or more users can
work together on opposite sites of a table. This setup allows the collaborators
to see the body expressions of the other party face-to-face while keeping an
eye on the content at the same time. Moreover, this configuration is suitable
for conversations with more than two people. The table allows the exami-
nation of different kinds of content like text, video, maps, or objects. Users
can indicate certain locations on the table and talk about their findings. The
problem with this setup in a real-life application is that only one person (or a
small number of persons) is provided with the possibility to see the content
upright. Other users around the table see the information rotated by maybe
90° or 180°. This makes it difficult to talk about relations within the content.
Statements like ‘left of that’, ‘above’, ‘north of here’ have to be verbalized and
interpreted in a group context to make sense. But, the translation of state-
ments into a common context decreases task performance. A rotation of text
labels might improve the situation but does not fully resolve this issue. Using
PP, the CVE can be altered to turn the table content so that it is upright for
each user. Thus, ‘left’ means ‘left’ for everybody.
5.1.1 Personal Transformations
To transform virtual objects into a PP, content should be able to translate,
rotate and/or scale to give users a good perspective on it as well as to allow
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comfortable communicating with others. Independently translated content
would allow two users to stand side by side but right in front of the same
object. Different rotations allow users to see identical aligned content from
different standpoints, e.g., when standing around a table. And scaling changes
would allow them to work on differently sized objects, e.g., scaled down for
better overview or scaled up for more visibility.
For the transformation of an object 𝑂 into the personal view of a user A, an
affine 4×4matrix𝑈𝑂𝐴 is applied. The personal transformationmatrix𝑈𝑂𝐴 al-
lows altering the world of the user to her/his requirements by applying trans-
formations such as translation, rotation, reflection, scale, or shear. To simplify
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𝑅 is a 3×3 rotation matrix that allows rotating content around the 𝑥, 𝑦, and
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Lastly, 𝑡 is a 1×3 vector that allows to shift content by factors of 𝑡𝑥 , 𝑡𝑦 , and 𝑡𝑧
along the 𝑥, 𝑦, and 𝑧-axis respectively:











For easier handling, 𝑡, 𝑅, and 𝑆 matrices are trivially extendable to 4×4 matri-
ces so that the following notation can be defined for an object 𝑂 and a user𝐴:
𝑈𝑂𝐴 ∶= 𝑡(𝑡𝑥, 𝑡𝑦, 𝑡𝑧) ⋅ 𝑅(𝛿𝑥, 𝛿𝑦, 𝛿𝑧) ⋅ 𝑆(𝑠) (5.5)
For example, 𝑈𝑂𝐴 equal to the identity matrix will result in an unaltered VE
for user A. Thematrix𝑈𝑂𝐴 = 𝑡(1,0,0)⋅𝑅(0,180°,0)⋅𝑆(2)will double the size of
the object, rotate it by 180° around the y-axis, and move it along the x-axis by
a distance of 1. In a VE, the transformation of a virtual object𝑂 is described by
a matrix𝑀𝑂 . 𝑀𝑂 is the 4×4 model-matrix. It transforms the object𝑂 from its
model-based local space into the world space of the VE. Using PP, the world-
space transformation of a virtual object including the personal modifications
can be calculated using the matrix 𝑃𝑂𝐴 with
𝑃𝑂𝐴 ∶= 𝑀𝑂 ⋅ 𝑈𝑂𝐴 (5.6)
5.1.2 Content Modifiers
As described in the previous section, the personal transformation matrix𝑈𝑂𝐴
can be applied to an object 𝑂 to provide a user Awith a personalized perspec-
tive. However, as virtual worlds contain not only one but many different
virtual objects, it would be difficult and cumbersome to define different ma-
trices 𝑈𝑂𝐴 for each of the objects. As objects are often semantically linked,
it would be sufficient to define one personal transformation for a base object
and let the other objects follow this transformation.
For example, a table 𝑇 is rotated around its y-axis using a matrix 𝑈𝑇𝐴 =
𝑡(0,0,0)⋅𝑅(0,180°,0)⋅𝑆(1). An arbitrary object𝑋 that is placed on the table (see
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𝑈𝑇𝐴 = 𝑈𝑋𝐴 = 𝐼4
(b) Object-centric rotation:
𝑈𝑇𝐴 = 𝑈𝑋𝐴 =
𝑅(0,180°, 0)
(c) Table-centric rotation:
𝑈𝑇𝐴 = 𝑅(0,180°, 0)
𝑃𝑋𝐴 =
𝑀𝑇 ⋅ 𝑈𝑇𝐴 ⋅ 𝑀−1𝑇 ⋅ 𝑀𝑋
Figure 5.2: Table 𝑇 and object 𝑋 (star) with different modifications applied.
Fig. 5.2a) needs to rotate around the table’s center to keep its location relative
to the table. To transform the object, it is not sufficient to use a matrix𝑈𝑋𝐴 =
𝑈𝑇𝐴 as it would result in an object that rotates around its own up-axis (see
Fig. 5.2b). The transformation 𝑃𝑋𝐴 depends on the transformation of the table.
To move the object accordingly, the following transformation can be used
𝑃𝑋𝐴 = 𝑀𝑇 ⋅ 𝑈𝑇𝐴 ⋅ 𝑀−1𝑇 ⋅ 𝑀𝑋 ⋅ 𝑈𝑋𝐴. As the object does not perform any
personal transformations, its matrix is the identity matrix 𝑈𝑋𝐴 = 𝐼4. 𝑀𝑋
transforms the object into world space. The combination of 𝑀𝑇 ⋅ 𝑈𝑇𝐴 ⋅ 𝑀−1𝑇
transforms the object from world into table space, applies the 180° rotation,
and then transforms the object back into world space. As a result, the object
correctly rotates around the table’s center (see Fig. 5.2c).
As shown, the personal transformations of one object can become arbitrarily
complex as interlinked movements of semantically dependent objects add up.
To decrease the complexity of the object dependent personal transformations,
the concept of a personal modifier is defined. Examples for a modifier are a ta-
ble or a whiteboard. A personal modifier𝑀, contains a personal modification
𝑈𝑀𝐴 for a user A. Every object that should follow the personal modification of
𝑀 is transformed with respect to the personal transformation of the modifier.
Analog to the object and table in the example above, any dependent object 𝑂
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is transformed using the personal modifier 𝑀 for a user A by
𝑃𝑂𝑀𝐴 ∶= 𝑀𝑀 ⋅ 𝑈𝑀𝐴 ⋅ 𝑀𝑀−1 ⋅ 𝑀𝑂 (5.7)
The personal transformation matrix 𝑈𝑀𝐴 defines how virtual content should
be adjusted to present an optimal view for a user A. Another user B might
use a different personal transformation 𝑈𝑀𝐵 with 𝑈𝑀𝐴 ≠ 𝑈𝑀𝐵 . To enable
multi-user collaboration, a conversion between differently modified virtual
spaces is needed. Besides transforming whole objects, it might be necessary
to transform positions, rotations, or scale factors separately, e.g., to indicate a
position with a virtual laser pointer. A location 𝑝𝐴 in the world of a user A can
be transformed to the VE of any other user B using the following two formulas:
𝑥𝑙 = 𝑈𝐴−1 ⋅ 𝑀𝑀−1 ⋅ 𝑥𝐴 = (𝑀𝑀 ⋅ 𝑈𝐴)
−1 ⋅ 𝑥𝐴 = 𝑃𝑀𝐴−1 ⋅ 𝑥𝐴 (5.8)
𝑥𝐴 = (𝑝𝐴𝑥 , 𝑝𝐴𝑦 , 𝑝𝐴𝑧 , 1)
𝑇 is the 1×4 homogeneous coordinate of 𝑝𝐴. 𝑀𝑀−1
and 𝑈𝐴−1 transform the world position 𝑥𝐴 into the local space of the object
and revert the personal transformation that was applied through the modi-
fier𝑀 for user A. As a result, 𝑥𝑙 is the unmodified location in the local space
of 𝑀. This coordinate can now be sent over the network connection to the
other user B. In B’s world, the location now needs to be modified according
to her/his personal perspective:
𝑥𝐵 = 𝑃𝑀𝐵 ⋅ 𝑥𝑙 (5.9)
where 𝑥𝑙 is the position that was sent over the network. 𝑃𝑀𝐵 modifies the
location from local to world space and according to the personal modifier.
𝑥𝐵 = (𝑥, 𝑦, 𝑧, 𝑤)
𝑇 is the resulting 1×4 modified position in the world space of
user B. It can be converted to a 1×3 nonhomogeneous coordinate by calculat-
ing 𝑝𝐵 = (𝑥𝐵𝑥/𝑥𝐵𝑤 , 𝑥𝐵𝑦/𝑥𝐵𝑤 , 𝑥𝐵𝑧/𝑥𝐵𝑤)
𝑇 . Analog to a position, a direction
vector 𝑑 can be transformed with 𝑥𝐴 = (𝑑𝑥, 𝑑𝑦, 𝑑𝑧, 0)
𝑇 . It is transformed to
a nonhomogeneous direction by discarding the 𝑤 component.
To transform the rotation of an object, i.e., a quaternion 𝑞𝐴 in world space of
user A, the rotation 𝑅(𝛿𝑥, 𝛿𝑦, 𝛿𝑧) of the modifier𝑀 needs to be converted into
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a quaternion 𝑞𝑀𝐴. The rotation can then be transformed into local space with
𝑞𝑙 = 𝑞𝑀𝐴−1∗𝑞𝐴. In the VE of user B, the local rotation 𝑞𝑙 then can bemodified
according to her/his personal perspective by the equation 𝑞𝐵 = 𝑞𝑀𝐵 ∗ 𝑞𝑙 .
Lastly, a rotation 𝑠𝐴 that is modified with a scale factor 𝑠𝑀𝐴 (based on 𝑆(𝑠))
can be transformed by calculating 𝑠𝑙 = 𝑠𝐴/𝑠𝑀𝐴 and 𝑠𝐵 = 𝑠𝑙 ∗ 𝑠𝑀𝐵 .
The calculations above transform objects from the personally modified world
of a user A to the individually modified world of another user B. As virtual
worlds can be large, multiple different personal modifiers might be located
within the environment. To support multiple modifiers, each personal mod-
ifier defines an area of effect, e.g., defined by a bounding box or bounding
sphere. Within this area of effect, every applicable object receives the respec-
tive personal modification. To transition between two or more (overlapping)
areas, a smooth blend can be applied. This allows the use of different personal
modifications and modification-free zones in one VE.
5.1.3 Modified User Avatars
The proposed modifications for the VE are not trivial and lead to additional
problems. After applying different personal transformations on the virtual
objects, the shared CVE has spatial inconsistencies between the different
users. Therefore, valid position indications for one user deviate from the
other users since the object’s location, orientation, or size may have changed.
Two approaches to resolve the inconsistencies are presented in the follow-
ing sections. Before that, the underlying implementation to modify user
avatars is discussed.
In current VR implementations, user avatars are often arranged as in Fig. 5.3a.
A player object has a root or origin transformation with objects for the head,
left hand, and right hand attached. The root object represents the origin of
the tracking space that is defined by the VR system. The other objects follow
the movement of the VR HMD and the two controllers. Additionally, further
objects for a user avatar visualization or name tag can be attached to this hier-
archy. To modify the user’s representation and movements using PP, avatar
modification objects are attached in-between the origin, head, left, and right
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hand objects and their respective child objects (see Fig. 5.3b). This allows to
control the movement, rotation, and scale of the avatar by overriding the in-
put of the user¹. The implemented avatar modification objects inherit from the
implementation of the modifier-adjusted objects as presented above. Because
of this, the user’s position, orientation, and scale with respect to the modifier
are known within all CVEs.
The following two approaches for avatar modifications override the position
of connected-user’s avatars. But, based on the given information the avatars
are adjusted to still point to the locations that the authority-user is currently
highlighting.
(a) Unmodified avatar hierarchy. (b) Modified avatar hierarchy.
Figure 5.3: Additional transform objects are inserted into the avatar hierarchy to allow a modi-
fication independent of the user’s movements.
5.2 Basic Avatar Modification
To validate the concept of a PP, a basic avatar modification was implemented.
The avatar consists of the model of the HMD and the two controllers. Several
systems within the related work use a ray-casting-based interaction method,
as it allows to manipulate virtual objects, even from a distance, and provides
¹ Common game engines apply transformations to objects based on their hierarchy. Therefore,
the four avatar modification objects are also detached from their respective parents to not re-
ceive any of the user’s movement input.
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Figure 5.4: The PP table as viewed by user B on the bottom side of the table. Note: The yellow
content is only visible to the yellow user B and the gray-striped content is only visible
to the top user A.
a tool to highlight positions. Therefore, a laser pointer tool was integrated for
users to select, indicate, and manipulate virtual objects.
Two users are placed on opposite sites of a table (see Fig. 5.4a). To show up-
right content for both users, a PP modification is applied to the table which
rotates the table’s content towards each user (see Fig. 5.4b). However, as one
user tries to indicate a location on the table using her/his laser pointer, the
position of the indication relative to the content is not correct for the other
user. To solve this, the point of intersection between the laser pointer and
the table modifier is transformed using Eq. 5.8 and 5.9. Figure 5.4c shows
the resulting indication with a correct spatial location. However, only adjust-
ing the indication point does not suffice to fix the spatial manipulations. The
avatars also need adjustment so that their attention and movements fit the
altered indicated locations. To achieve this, a rotation is applied to the head
and the controllers of each user (see Fig. 5.4d). A controller’s forward orienta-
tion is adjusted to follow the direction of the altered laser pointer. The same is
applied to the head of the user. The intersection between the forward view di-
rection and the table is calculated. This intersection point is then transformed
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into the PP of the other user. Then, the head rotation is adjusted to focus on
the transformed viewpoint. If the user is not looking or pointing at the table,
no modifications are applied. A spherical linear interpolation is used to assure
smooth transitions between the modified and unmodified avatar rotations.
5.2.1 Evaluation
Setup The table modifications were implemented using Unreal Engine 4 and
two HTC Vive HMDs. As stated, the avatar of the users is basic and only
shows the HMD and the two controllers. Figure 5.5 gives an outside view of
the setup in the VE.
Figure 5.5: Outside view of the rotated PP table. Note: Laser pointer traced for print legibility.
Participants To test the proposed PP table modifications and to compare
them to an unmodified environment, a within-subject user study with 16 par-
ticipants was conducted. The participants consisted of 13 male and 3 female
subjects with an average age of M=32.4 years (SD=11.0). On a scale from
0 (none) to 4 (very high), participants rated their experience with VR and
with maps as M=1.500 (SD=1.211) and M=2.813 (SD=1.167) respectively.
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Tasks and Procedures Subjects shared the VE with a test supervisor that
stood on the other side of the table. Before the test, users learned the inter-
actions and accustomed themselves with a training task. The subjects were
asked different questions about a map that was displayed on the table’s sur-
face. The test supervisor read the questions and pointed to different locations
with a laser pointer. The questions were basic and asked users to describe the
relation of locations, the directions of a path, and to find a shortest path. Users
answered five training and eight timed questions for each condition. Most of
the questions required users to answer in cardinal directions. Because of that,
two compasses are positioned on the table, one on each side. Participants
performed the tasks with two conditions. Once, with a real-world replication
where the test supervisor had a north-oriented map and the subject saw the
map upside down. The other time, the map was north-oriented for both users
and the PP modifications were applied. Figure 5.6 shows the in-game views
of both users with the two map orientations. To eliminate training or fatigue
effects in the evaluation of the collective results, the order of the real-world
and PP world was mixed. Furthermore, two different maps were used (tourist
maps of London and Tokyo). The two map rotations and two maps result in
four different combinations.
Instructor view (User A)
Opposite view (User B)
Real world Personal Perspective
A
B
Figure 5.6: Comparison of real-world and PP viewpoints. In the real-world case, the table con-
tent is upside down for the user on the opposite side of the table. With applied
modifications, both users can see the content upright in the PP case. Note: Laser
pointer traced for print legibility.
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Measurements The upright content representation should make it easier for
users to accomplish the presented tasks. Therefore, the following hypotheses
were formulated for the results of the evaluation:
Task performance is increased with the PP modification compared to
the unmodified table representation.
𝐻𝐴
The workload of users is decreased while using the PP table.𝐻𝐵
During the user study, quantitative and qualitative data were collected. The
performance of the users was quantified with time and error measurements.
After each of the two tasks, users were prompted with a questionnaire in VR.
The questionnaire contained six questions from the RTLX. Additionally, users
were asked how natural the conversation with the test supervisor felt. Fur-
thermore, users were asked how much they depended on the compass while
orienting themselves on the map. Users rated the different questions on a
five-point Likert scale ranging from 0 (low) to 4 (high).
5.2.2 Results




Task completion time (in s)
Real-Life Table
PP Table
Figure 5.7: Task completion time. Results as average value with 95% confidence intervals and
asterisks indicating significant differences.
Quantitative Results Figure 5.7 shows the quantitative results of the user
study. Participants are about 1.6 times slower with the upside-down map
M=5.837 (SD=6.221) compared to the north-orientedmapM=3.569 (SD=5.310).
The differing question complexity leads to high standard deviations for the
real-world and PP table respectively. A paired t-test shows a significant dif-
ference between the conditions (t=5.394, p<.001, N=128) with a medium effect
size (Pearson’s r=.432).
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Overall, only five errors were made with the upside-down table and one error
with the modified PP table. During the south-up map tests, however, users
often switched answers (“west… no, I mean east”), which in return also ex-
plains the higher response times.






















Ratings from 0 – 4 (lower is better)
Real-Life Table
PP Table
Figure 5.8: User ratings. Results as average value with 95% confidence intervals and asterisks
indicating significant differences.
Qualitative Results Figure 5.8 displays the ratings of the custom ques-
tionnaires. The mental demand with the modified, i.e., upright, PP map is
M=0.313 (SD=0.479), whereas it is M=1.813 (SD=1.276) with the south-up map
rotation. AWSR test shows that the difference is significant (z=-3.235, p=.001,
N=16) with a large effect size (Pearson’s r=.809). The real-life and modified
tables’ physical demand is M=0.625 (SD=0.619) and M=0.438 (SD=0.629)
respectively. According to a WSR test, the difference in physical demand
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was rated with no significant difference (z=-1.342, p=.180, N=16). The
measured temporal demand might be more of a psychological effect since
users did not have a time limit. Still, the PP table M=0.125 (SD=0.342)
induced significantly less temporal demand than the unmodified table
M=0.938 (SD=1.124) based on a WSR test (z=-2.392, p=.017, N=16). The effect
has a large size (Pearson’s r=.598). Users rated their own performance in
the user study as high with M=1.500 (SD=1.095) and M=0.688 (SD=0.946)
for the real-world and PP table respectively. Their assessment of perfor-
mance is significantly higher in the upright rotated case (z=-2.289, p=.022,
N=16) with a large effect size (Pearson’s r=.572). The effort of the partic-
ipants to reach their performance result is M=1.750 (SD=1.183) with the
normal map and M=0.250 (SD=0.447) with the modified map orientation.
A WSR test shows a significant difference (z=-3.256, p=.001, N=16) with a
large effect size (Pearson’s r=.814). Participants experienced low frustration
for the real-life map M=1.188 (SD=1.109) and even lower for the PP map
M=0.375 (SD=0.500). AWSR test shows the difference is significant (z=-2.565,
p=.010, N=16) with a large effect size (Pearson’s r=.641). The overall workload
is M=1.302 (SD=0.878) for the real-life map and M=0.365 (SD=0.351) for the
PP map. According to a WSR test, the difference is significant (z=-3.327,
p=.001, N=16) with a large effect size (Pearson’s r=.832).
The dependency on the compass while answering the questions fluctuated
between users. On a scale from 0 (low) to 4 (high), it is higher with the real-
world table M=1.188 (SD=1.559) than with the PP table M=0.375 (SD=0.885)
because of the unfamiliar map rotation. A WSR test shows the difference
is significant (z=-2.392, p=.017, N=16) with a large effect size (Pearson’s
r=.598). Users rated their interaction with the test supervisor on a scale
from 0 (very natural) to 4 (not natural). The interaction feels natural with
M=1.063 (SD=0.854) for the real-life table and M=0.750 (SD=0.856) for the
PP table. Based on a WSR test, the difference is not significant (z=-1.186,
p=.236, N=16).
After both table conditions, users assessed if they could solve the map tasks
better with the north-oriented map than with the upside-down map as
M=0.812 (SD=1.223) on a scale from 0 (yes, totally) to 4 (no, not at all). The
final question asked if participants noticed that the worlds that they and the
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test supervisor saw were sometimes not identical. Only one subject noticed
that the movements of the avatar with the PP rotated table sometimes did
not fit the movement of the indicated position. Concluding comments of
four participants highlight that the texts in the VE are difficult to read. The
main reason for this is the low resolution of the HMD. For now, bigger
fonts or smaller distances between the user and the text can be used to
compensate for this.
5.2.3 Discussion
As the user study shows, it is beneficial for users to work with a familiar
representation of content. This supports 𝐻𝐴. Working with upside-down
content takes longer with an average time increase of about 64%. It is con-
ceivable that this extra time contains mental rotations and error corrections
for an initially wrong, immediate response that is based on a familiar view.
As presented, participants rated that the north-oriented map is much better
to work with than the upside-down map. This can be interpreted as a clear
advantage for the familiar north orientation. The results are consistent with
the related work [Ann91, Byr02, Fer92, Gra84]. Moreover, the need to gather
a mutual understanding of the virtual world by building a common mental
representation is not required. Through PP, users can share a common view
of the content and thereby increase their task performance. The participants
of the user study have a high experience with maps and it might not be too
unfamiliar for them to view a map upside down. Still, there is a significant
advantage for the north-oriented map. Less experienced users might have an
even bigger benefit. The PP table findings show that users are hardly depen-
dent on the displayed compass with north facing upward. Themodification of
PP results in less demand, effort, and frustration and decreases the workload
significantly which supports 𝐻𝐵 . The cooperation also feels natural to users.
Only one user noticed, that the two VEs of the expert and worker were not
identical. Roth et al. [Rot18] also found the number of modification detec-
tions is low. This user hinted that the movements of the other avatar were
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inconsistent with respect to the movement of the indicated positions. Fig-
ure 5.9 explains the mismatch between avatar movement and indication. The
movement-indication mismatch originates from purely rotational modifica-






CVE of user A CVE of user B
Figure 5.9: The movement-indication mismatch. On the left (view from supervisor, user A), the
movement of the test supervisor and the indication are consistent. On the right (view
from subject, user B), the avatar of the supervisor and the indicated position move in
opposite directions.
Only adjusting the rotation of avatar objects leads to further difficulties be-
sides the movement-indication mismatch. Indications in a rotated, translated,
and scaled world can be transformed rather simply into the PP of other users.
In contrast, direct contact with virtual objects creates some difficulties. If
user A touches an object in her/his world, the transformed object in the world
of user B might have a different position. It is clear that a movement of that
object by A results in a movement in the world of B. The problem is that A is
moving but not touching the object in the world seen by B. The reason for that
is the adjustment of A’s avatar, which only uses rotation. This inconsistency
might be solved by introducing a ghost hand, drawing a connection between
the object and user A, or extending A’s reach with ‘inspector gadget hands’ as
in [Pou96] so that there is a clear indication of who is moving the object.
The movement-indication mismatch and the missing direct interaction may
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disturb the VR experience of users. But, with the presented task, the mis-
match is often overlooked and does not draw attention to itself. Content ro-
tation is a valid improvement that increases work productivity and decreases
error probability.
5.3 Extended Avatar Modification
The evaluation of the basic avatar modification from the previous section
shows that a rotational modification of users’ avatars improves task perfor-
mance significantly but is lacking functionalities such as direct object manip-
ulation, i.e., grabbing. Therefore, this section introduces an extension of the
previous avatar adjustments to a full-body avatar to resolve the presented is-
sues.
Wong and Gutwin [Won10] show that deictic pointing in CVEs is accurate
and only slightly worse than real-world pointing. However, later they found
that a laser pointer can increase the pointing performance and is preferred
by users [Won14]. Therefore, users can switch between a direct (grab) and
a remote interaction (laser pointer) [Haa06] as needed. The length of the
laser pointer is adjustable to allow a fishing reel style manipulation of ob-
jects [Bow97a].
The presented method provides users with a shifted but shared perspec-
tive (ShiSha). To provide all users with the same perspective, each authority-
user stands at the ideal location, e.g., in front of an object of interest, in
her/his authority world. To avoid overlapping with the avatars of connected-
users, their avatars are shifted to different locations, e.g., to the left or right
of the authority-user. This allows a shared perspective interaction with the
advantages of side-by-side/face-to-face communication.
The applied shift changes the pointing and grabbing targets of connected-
users as the actual position of an authority-user and the shifted position of
her/his connected-user’s avatar do not match. To overcome the resulting
inconsistencies, a distance-based redirected touch interaction approach is
used, which adjusts head and hand movements.
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Two Users or More The ShiSha technique targets remote support or train-
ing scenarios which often involve two users, e.g., an expert and a worker. In
these contexts, it is beneficial for the expert to have the same perspective as
the worker to be able to help based on a shared understanding of the virtual
space. To support this, all users are positioned at the same location. Without
ShiSha, the bodies of users would overlap and users might not be able to per-
ceive the avatars of the other collaborators. But, as the related work shows,
it is beneficial if users see each other to communicate via gestures or other
expressions. Therefore, ShiSha shifts connected-users’ avatars to a different
position to enable face-to-face interaction in a side-by-side configuration.
A
CVE of user A
B A
B
CVE of user B
(a) Two-user ShiSha setup
CVE of user A CVE of user B









(b) Three-user ShiSha setup





setup. Note: only one
of nine CVEs is
displayed.
Figure 5.10: The authority-user stands in front of the object of interest (star). The connected-
users are shifted to the side by a rotation around the object to avoid overlapping
avatars.
For example, in the case of two users, each user has authority over one virtual
world. ShiSha applies a shift to move the connected-user’s avatars to the side.
As Fig. 5.10a shows, in the CVE of user A, user B is shifted to the right, and in
the CVE of user B, user A is shifted to the left. Yet, complex content or larger
classrooms may demand collaboration with three users or more. With three
users, there exist three virtual worlds (see Fig. 5.10b). Again, each user is posi-
tioned right in front of the object of interest. The connected-users are shifted
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to the left and right. Larger groups might follow an asymmetric role alloca-
tion with one or a few persons taking the role of a guide/presenter/teacher.
Therefore, all guides are shifted right next to the authority-user so that she/he
can follow the guide’s explanations (see Fig. 5.10c). All other users are posi-
tioned further to the side or behind her/him. The locations of the users are of
course variable and can be changed dynamically, i.e., two users switching po-
sition if necessary. This allows for dynamic role allocations and consideration
of users’ priorities, e.g., higher priority if somebody asks a question.
In the case of a two-user interaction with ShiSha, the shift preserves the rel-
ative locations of both users and does not need any additional modifications,
apart from the avatar redirection explained below. However, three or more
users and dynamic position changes induce a mismatch of the relative loca-
tions between the users. Figure 5.10b illustrates this. In the CVE of user B, user
A is positioned to the right of user B. But, in the CVE of A, B is also located
to the right of A. This means that in the world of both users, the respective
other user is shifted to the right. Turning right to face this user would lead
to turning away from the user in her/his world. To overcome this, the ShiSha
modification can be extended with a look-at rotation that compensates for
between-user inconsistencies. This is done by detecting if user A is facing the
other user B. If so, the connected-avatar of A in the world of user B is rotated
around the up-axis to face the looked-at person, in this case, user B. If the user
is not looking at any user, no look-at rotation is applied. This assures that
a connected-user’s avatar always faces the same person that the respective
authority-user is looking at and allows more than two users to benefit from
the ShiSha adjustment.
AvatarModification ShiSha applies no shift or redirection to the authority-
user. Only the avatars of connected-users are shifted to the side and posi-
tioned beside the authority-user around the object of interest, e.g., a table
or a machine. This is implemented by rotating the users around the object’s
center by an angle 𝛼 (see Fig. 5.11).
Due to the change of position and rotation, grabbing and pointing locations of
the connected-users are also changed. ShiSha transforms the shifted avatars
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Figure 5.11: The connected-user’s avatar is shifted around the object of interest by an angle 𝛼.
using redirected touch interaction to compensate for the resulting inconsis-
tencies. Linear interpolation and spherical linear interpolation between the
unmodified/real and the shifted locationmodifies the position and the rotation
of the connected-users’ heads and hands. The interpolation is distance-based
and assures that if a user is close to an object, the shifted avatar will be close
to the object also.
During the fishing reel style laser pointer interaction, the shifted and redi-
rected remote avatar of user A in the world of user B also uses a laser pointer.
However, when using direct interaction, i.e., touching or grabbing, objects
that are within reach for user A’s touch in the world of A can become un-
reachable for A’s avatar in the world of user B. Thus, the arms of A’s modi-
fied avatar could stretch in an unnatural way to reach the object. To main-
tain bodily consistency and not decrease co-presence due to unrealistic arm-
stretching [Bai05, Zib18], the extension of the arms was limited to 75 cm,
which is slightly less than the average adult arm length [Živ03]. A connec-
tion is needed to bridge the gap between the limited hand location and the
interpolated target location. This could be done using some kind of beam or
a mechanism like ‘the force’. The connection was visualized similarly to the
provided fishing reel manipulation technique. If the arm length reaches the
threshold, the laser pointer on the respective arm is automatically activated
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and points to the interpolated location. The rotation of the hand is adjusted
smoothly to follow the direction of the laser pointer. Yet, a pointing hand con-
veys more information due to its orientation than the tip of a laser pointer. To
convey the pointed-at direction, the laser was curved using a bézier curve (see
Fig. 5.12). The curved pointer, therefore, visualizes the direct grab position
and rotation of a connected-user for an out-of-reach object.
Figure 5.12: User A reaches for an object (left). The redirected avatar ofA cannot reach the object
without unnatural arm-stretching (right). Therefore, ShiSha limits the length of the
arm and activates the curved laser pointer forA’s avatar. Note: Laser pointer traced
for print legibility.
With ShiSha, two or more users can share the ideal perspective. But, this ideal
point of view might not always be obvious to all users. One user might want
to direct the perspective of the others and highlight a certain part of an object.
In this case, one user can guide others by enforcing a certain point of view on
them (position-guiding). Only in this instance, the authority-user is modified
in that she/he is teleported and oriented to imitate the perspective of the guide.
5.3.1 Evaluation
Setup To evaluate the extended method and to show a different use case
for the PP technique, the table setup was slightly altered for ShiSha. Instead
of rotating the object of interest towards the users, the users themselves are
shifted. Conceptually this results in the same changes as before. However,
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as the users and not the virtual content is moved, the surroundings of the VE
keep their relative positions with respect to the personal modifier.
To evaluate the basic concept of ShiSha, a user study was conducted with
dyads performing a collaborative task. Besides ShiSha, the method of
Vishnu [Le 16a] (see Fig.5.13 and section 2.3.2) was implemented since it is
one of the few techniques that allows two users to share the same view with
high levels of performance and a good feeling of co-presence. With Vishnu,
two users stand at the same location and see one additional pair of arms from
their partner next to their own arms. The two techniques used in the user
study are comparable to the same-side and around-the-table configurations
of Tang et al. [Tan10] with the difference that with ShiSha users share the
same perspective even though standing side-by-side.
Figure 5.13: The baseline method Vishnu.
The user study was performed with dyads of VR systems. As opposed to a
VR-AR or AR-AR collaboration, VR-VR allows full control over the CVE and
removes distractions from the surroundings. Also, the VR-VR setup allows
to compare ShiSha and Vishnu with two users inside the same room which
is comparable to working remotely (see section 4.3). The position-guiding
feature was used to provide both users with the same perspective. Based on
the findings of Sommer [Som59], a shift angle of 𝛼=90° was used to position
the users next to each other at the configuration depicted in Fig. 5.11. Since
the users were standing next to each other in the same room, they could talk
directly to each other. Users were permitted to move around to adjust their
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perspective to better understand the object’s shape. However, theywere asked
not to leave the front side of the table, as it represents the ideal location to
execute the task.
The user study was conducted using two HTC Vive Pro VR HMDs. The two
computers were connected using a 1 Gbps Ethernet connection. The CVE
was developed using Unity. Users were represented with a full-body avatar
with a semi-realistic appearance. However, no facial expressions nor a female
version were available.
Participants Through a poll, 32 volunteers (22 male, 10 female, M=32.6
years, SD=10.4) were recruited. Rated on a seven-point Likert scale from
1 (novice) to 7 (expert), users self-assessed their experience with VR as
M=3.688 (SD=1.693). Only three users had never used a VR system before,
22 use VR at least once a year, three at least once a month, two at least
once a weak, and two daily. Their self-rated ability for spatial thinking was
measured on a scale from 1 (low) to 7 (high) and yielded M=5.156 (SD=1.167).
Tasks and Procedures ShiSha is not limited to a turn-based task but is also
applicable to cooperative object manipulation. However, to set up the dyads
of the user study in expert and worker roles, an assembly task was chosen that
contained additional knowledge for only one user which needs to be trans-
ferred to the other user. Participants unknowingly chose their role based on
their positioningwhile filling out the initial questionnaire (left desk↦worker,
right desk↦ expert). The roles were maintained throughout the whole exper-
iment. Assembly tasks are commonly used in the evaluation of collaborative
systems in either symmetrical, e.g., [Rob03, Ste03, Wid00], or asymmetrical
roles, e.g., [Ant18, Fus03a, Ger04, Hua13a, Kir06, Kol18, Sal09, Teo18]. Just
as in previous work, a generic block assembly task was selected that employs
similar actions as more complex assemblies [Kir06]. The Bedlam cube [Chl05]
is a 4×4×4 cube that consists of 13 distinct pieces. The cube can be solved in
19,186 different ways and serves as an ideal puzzle for the evaluation since
the worker would not be able to predict the solution but rely on the expert’s
information. The 13 pieces of the puzzle were placed on the table around a
138
5.3 Extended Avatar Modification
4×4 platform, i.e., the base of the finished puzzle. To provide the expert user
with prior knowledge, she/he is presented with a step-by-step construction
plan of the Bedlam cube. A green copy of a puzzle piece indicates the next
puzzle piece that needs to be used and a transparent green highlight shows its
target position (see Fig. 5.14). The user in the expert role was asked to iden-
tify the current piece and then advise the worker to place that piece in the
targeted position. Upon release, puzzle pieces snap to a grid to allow faster
positioning to remove any problems regarding precise placing. To prevent
the expert from solving the puzzle on her/his own, the expert is only able to
rotate, but not to move the puzzle pieces.
Figure 5.14: Puzzle as seen by the expert, with a copy of the target piece (solid green) and the
target location (green outline).
In the user study, the participants were asked to solve a total of seven Bedlam
cube puzzles. During the first puzzle, users could familiarize themselves with
the controls of the system, i.e., grabbing objects with direct and remote con-
trol. Afterward, dyads performed three puzzles for each of the two techniques
ShiSha and Vishnu. To compensate for any effects of learning and fatigue, the
two techniques were performed in mixed order. Since the number of groups
in the user study is a multiple of two, the results are counterbalanced. In be-
tween the puzzles, dyads had up to two minutes of debrief time. During this
time, they could optimize their strategy for the next puzzle, e.g., update their
vocabulary for the positioning or the pieces. The debrief was aborted if dyads
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had nothing more to discuss and wanted to continue. Speech communica-
tion was free from restrictions during the whole time of the experiment. The
experiment took about one hour, including introduction and questionnaires.
At the beginning of the user study, all participants filled out a demographic
questionnaire. After the three puzzles of technique one, participants took off
their VR HMD and filled out questionnaires regarding performance, usability,
and social presence. Similarly, users took of their VR HMD and filled out the
same questionnaires after technique two’s three puzzles. A final questionnaire
asked the participants to compare the two techniques.
Measurements ShiSha allows users to engage in a face-to-face conversation
to facilitate a higher co-presence and better teamwork. However, engaging in
a face-to-face conversation may reduce the focus on the presented task when
using ShiSha. Also, the redirectionmight induce some issues regarding spatial
referencing and cause communication errors. At the same time, a shared per-
spective [Fus00, Ger04] and visual cues from other avatars [Fus03b, Gar01,
Piu18] may improve performance. Overall, ShiSha aims towards balancing
usability, task performance, feeling of teamwork, and perceived co-presence.
Therefore, the following hypotheses were formulated for the results of the
evaluation:
ShiSha and Vishnu have high usability as bothmethods aim to improve
usability during collaboration.
𝐻𝐴
ShiSha has an equal or higher task performance than Vishnu. As
Vishnu is designed to increase task performance, ShiSha targets to
have at least the same effectiveness.
𝐻𝐵
Social presence, especially co-presence, is higher with ShiSha than
with Vishnu because ShiSha allows users to see each other.
𝐻𝐶
The two techniques ShiSha and Vishnu were compared using objective and
subjective measurements. Objective measurements included the time taken
to solve the puzzles and the time spend looking at the other user. Looking at
the other user is an important part of the conversation. Since eye-tracking is
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not available with the given VR HMDs, head gaze was used. Head orienta-
tion has a large contribution to eye gaze direction and attention focus [Sti02]
and gives an indication, whether the participants engage in face-to-face in-
teraction. It was defined that a user is looking at the other user if the angle
between her/his forward head direction and the direction to the head of the
other user is lower than 18°. At roughly 2 meters distance between the users,
this yields a look-at width of 0.65 cm, which is slightly larger than the aver-
age shoulder width [Sto70] to accommodate for eye movement. This value is
therefore not exact. For the subjective measures, participants were asked to
fill out three questionnaires, i.e., RTLX, UEQ-S, and NMSPM. At last, users
were presented with a question regarding their preference for the technique
on a seven-point Likert scale. Also, participants were asked to provide written
feedback regarding their experience with the techniques.
5.3.2 Results
Quantitative Results On average, participants took M=283.849 sec-
onds (SD=108.525) to complete one puzzle with ShiSha and M=290.959 sec-
onds (SD=150.381) with Vishnu. Given the continuous completion time
and dependent measurements, a two-way repeated-measures ANOVA with
the technique (i.e., Vishnu and ShiSha) and repetition (i.e., 1, 2, 3) as fac-
tors was used (see Fig. 5.15). Mauchly’s test indicates no violation of the
assumption of sphericity for repetition (𝜒2(2)=0.218, p=.897) nor tech-
nique*repetition (𝜒2(2)=0.471, p=.790) (not calculated for the technique as
sphericity is always met for two levels). There are no significant differences
for technique (F(1,15)=0.086, p=.773, N=16), repetition (F(2,30)=1.859, p=.173,
N=16), nor technique*repetition (F(2,30)=0.253, p=.778, N=16).
The look-at times below are measured with the ShiSha technique. With
Vishnu, it is not possible to face the other user. Experts lookedM=106.383 sec-
onds (SD=69.534, 8.6% of the total duration of the experiment) at the user in
the worker role. The workers looked M=190.976 seconds (SD=97.491, 14.8%
of the total duration of the experiment) at the user in the expert role.
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Puzzle-solving time (in s)
ShiSha
Vishnu
Figure 5.15: Task completion time per puzzle. Results as average value with 95% confidence
intervals.




RTLX rating from 0 (low workload) to 100 (high workload)
ShiSha
Vishnu
Figure 5.16: RTLX scores overall and grouped by expert and worker roles. Results as average
value with 95% confidence intervals.
Qualitative Results Overall, ShiSha achieves an RTLX workload score of
M=30.885 (SD=16.356) and Vishnu of M=32.760 (SD=19.879) (see Fig. 5.16).
According to WSR, there is no significant difference between the two
scores (z=-0.617, p=.537, N=32). The user’s workload is slightly higher for
the expert with M=37.240 (SD=14.884) for ShiSha and M=42.604 (SD=19.898)
for Vishnu than for the worker with M=24.531 (SD=15.658) for ShiSha and
M=22.917 (SD=14.631) for Vishnu. Again, the differences are not significant
for the expert (z=-1.421, p=.163, N=16) nor the worker (z=-1.005, p=.315,
N=16).
The results of the UEQ-S are presented in Fig. 5.17. Overall, ShiSha achieves
a UEQ-S score of M=1.430 (SD=0.769) and Vishnu of M=1.434 (SD=0.774).
There is no significant difference between the two scores (z=-0.103, p=.918,
N=32). For the pragmatic quality of the techniques, ShiSha achieves a score
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UEQ-S rating from -3 (bad) to 3 (excellent)
ShiSha
Vishnu
Figure 5.17: UEQ-S scores. Results as average value with 95% confidence intervals.
of M=1.453 (SD=1.015) and Vishnu of M=1.375 (SD=0.996). The difference
is not significant (z=-0.354, p=.723, N=32). For the hedonic quality of the
techniques, ShiSha achieves a score of M=1.406 (SD=0.999) and Vishnu of
M=1.492 (SD=1.131). Again, there is no significant difference between the
two scores (z=-0.392, p=.695, N=32).










NMSPM rating from 1 (bad) to 7 (good)
ShiSha
Vishnu
Figure 5.18: NMSPM scores. Results as average value with 95% confidence intervals and aster-
isks indicating significant differences.
The results of the NMSPM are presented in Fig. 5.18. For the feeling of
co-presence, users rated their experiences with the techniques ShiSha and
Vishnu as M=6.375 (SD=0.641) and M=5.818 (SD=1.381) respectively. The
difference between the two is significant (z=-2.275, p=.023, N=32) with a
143
5 Enhanced Virtual Worlds and Users
medium effect size (Pearson’s r=.402). The attentional allocation was ranked
as M=5.109 (SD=0.941) for ShiSha and M=5.047 (SD=0.999) for Vishnu. There
is no significant difference between the two scores (z=-0.444, p=.657, N=32).
Users perceived message understanding yielded M=5.932 (SD=0.947) for
ShiSha and M=6.141 (SD=0.656) for Vishnu. The difference is not signifi-
cant (z=-1.021, p=.307, N=32). The perceived behavioral interdependence
was ranked by the participants with M=5.792 (SD=0.938) for ShiSha and
M=5.703 (SD=1.051) for Vishnu. The ranking is not significantly differ-
ent (z=-0.337, p=.736, N=32). Overall, the aggregated social presence of the
technique ShiSha is M=5.802 (SD=0.585) and M=5.677 (SD=0.581) for Vishnu.
There is no significant difference between the overall scores (z=-1.585,
p=.113, N=32).




Preference from 1 (preferring ShiSha) to 7 (preferring Vishnu)
1 2 3 5 6 7
Figure 5.19: User preferences for the techniques. Results as average value with SD error bars
and share in user votes as a color gradient. Note: No participant chose value 4 (no
preference).
Users do not have a clear preference for either ShiSha or Vishnu, as Fig. 5.19
shows. On a scale from 1 (preferring ShiSha) to 7 (preferring Vishnu),
the overall rating is M=3.875 (SD=2.433). Users in expert roles and users
in worker roles had a similar preference with M=3.938 (SD=2.407) and
M=3.813 (SD=2.536) respectively. As the share of user votes in Fig. 5.19
illustrates, the preference was evenly distributed across the possible answers,
except for a neutral preference (4), which was never chosen.
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During the user study, users were really engaged in the task and steadily tried
to improve their collaboration. Because of the training and the simple input,
even inexperienced VR users did not have any problems with the interaction.
Each group developed a task-oriented language at the start and kept it even
after the technique had changed. In the first few puzzles, users worked on
efficient communication to indicate puzzle pieces and their target position.
Puzzle pieces were mostly specified using a pointing hand gesture or the laser
pointer. The target position was often described as left/right, up/down, or
front/back. However, with increasing progress, workers could sometimes see
the target position of the piece and no communication was necessary. In later
puzzles, workers often tried to help the expert to search for the next puzzle
piece since they had to wait on her/him. The expert described the puzzle
pieces using characteristic shape properties, such as flat or 3D, the number of
blocks, figurative meaning (e.g., “cross”, “stairs”), or “has 3 blocks in a row”.
15 users indicated in the written feedback that the collaboration with ShiSha
is “natural” and “analog to interacting in the real world” and can be “experi-
enced as teamwork”. “Here you had the feeling that communication worked
better and that you worked together”. Moreover, 20 participants wrote that
the face-to-face interaction of ShiSha allows them to “follow and observe the
other user and [her/his] movements”. Three users wrote that they had prob-
lems with the bend laser pointer because the “end of the laser pointer was
floating in the air”, that it was “difficult to see, what [she/he] was pointing
at”, and that it “distracted [their] attention from the task”. Also, “sometimes
the arms [had] an unnatural posture” and the avatar’s “movements were not
exactly visualized as intended”. Two users noted that the avatar is missing fa-
cial expressions for a “realistic conversation” which is “noticeable during the
discussion”. One found that “the avatar was annoying”. However, “the ab-
straction of the avatar’s appearance is ok for solving the task”. One user notes
that she/he “could not remember details of movement, because [she/he] was
concentrating on the task”. “The avatar does not look like my partner but that
does not influence the interaction”. Two users note that it was “not disturb-
ing, but a little irritating that [although the other user was standing beside
me, she/he] had the same perspective”. One user was bothered that the other
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user “put blocks in [her/his] way or too far away”. One user wrote: “I liked
that I could map the voice of my partner to a person in VR”.
With Vishnu, five users wrote that they could follow the arm movements of
the other’s avatar. Seven users wrote that the arms were blocking their view
and eight users wrote that the “extra pair of arms” is irritating. Users wrote
that the “armmovement was unnatural”, that “flailing hands came into [their]
field of vision” and that they “disliked the fact that [they] had the arms of
[their] partner in front of [them]”. Six users described that the other avatar
was not noticeable as the “partner’s actions seemed to come out of nowhere”
and they “hardly noticed the way [the partner] moved”. “I did not have the
feeling that another person was carrying out the action”. Three users de-
scribed their experience with Vishnu as lonely. “I felt like I was doing ev-
erything alone”. Three users had the feeling that the other user was standing
behind them and two expressed that they felt watched. “[Vishnu] was psy-
chologically uncomfortable, because you felt that your partner was getting
too close”.
Seven users did not notice large differences regarding the interaction between
Vishnu and ShiSha, as they “found no noteworthy difference”. “With [ShiSha]
the partner was standing next to me and with [Vishnu] we were standing at
the same position. However, the interaction and task solving were equal. The
interaction developed a kind of language, to solve the tasks quicker.”
5.3.3 Discussion
TheUEQ-S overall scores for both ShiSha and Vishnu are good, as classified by
the benchmark of Hinderks et al. [Hin18b]. Only 10% of the benchmark data
is better. This strongly supports𝐻𝐴. Both techniques have high usability and
are suitable for this collaborative task.
The average puzzle times show a slight learning effect, as users became fa-
miliar with the interaction and improved their task-oriented language. There
are no significant differences regarding puzzle completion times and RTLX
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workload. Yet, there is a slight trend toward the ShiSha system. This sup-
ports hypothesis 𝐻𝐵 . ShiSha provides similar task performance compared to
Vishnu. The shared perspective due to the position-guiding provides users
with a good understanding of the puzzle.
Lastly, the results partially support 𝐻𝐶 . Both techniques receive high
scores on all social presence scales and support the collaboration in this
expert/teacher to worker/student setup. Users can understand the actions
of the other person. However, the social interaction with Vishnu is limited,
because the other user is only partially visible. As user commentary indi-
cates, besides occlusion problems with the other’s hands, this can even lead
to feeling isolated/lonely or as if being watched. As predicted, the feeling of
co-presence is significantly higher with ShiSha than with Vishnu. However,
the sub-scales attentional allocation, perceived message understanding, and
perceived behavioral interdependence and the aggregated overall score are
not significantly different. Written feedback and the look-at times indicate
that users observe their partner in the CVE while using ShiSha. Workers look
at the expert twice as much as the expert at the worker which emphasizes
their dependency on the expert’s advice and feedback.
Overall, ShiSha provides an easy-to-use and efficient way to solve the pre-
sented task. It achieves equal usability and task performance as Vishnu but
yields an improvement regarding co-presence and teamwork.
Yet, there are a couple of limitations with the current implementation of
ShiSha. The redirection introduces spatial inconsistencies as the other user’s
avatar position is not equal to her/his actual position and viewpoint. How-
ever, the presented results indicate that most users had no problem working
with the social redirection and spatial changes of ShiSha. The task perfor-
mance and perceived message understanding are high and not significantly
different from Vishnu. No guesswork is needed as users can rely on that they
know what the other can see, i.e., what they can see. Although users are
initially aware of the redirection, they might forget about the manipulation of
the CVE due to the high immersion of VR. If a user forgets that only the other
user’s avatar is shifted, she/he might start referencing objects in the scene
incorrectly, e.g., “move this towards you’. However, left-right ambiguities
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are also common in real-world conversations and users quickly adapt and
can resolve potential issues. A solution might be to add a visualization to
inform and steadily remind users about the shift, e.g., show a ghost of the real
position or use different colors. Also, a task-based coordinate system (such
as cardinal directions in section 5.2) helps to reduce the occurrence of spatial
misunderstanding. Advanced speech analysis and synthesis might also be
able to inject the correct frame of reference into the communication in future
applications.
Another limitation is the fidelity of the user’s avatar as it does not represent
the real person nor support facial expressions or eye-gaze. Especially the
worker relies on the feedback of the expert in the presented training/support
scenario and the used avatars convey only a limited amount of information.
Recent publications² have shown realistic facial expressions and eye-gaze for
virtual avatars to be on the verge of availability. These can foster the benefits
of ShiSha and are likely to increase its social performance even more.
Although there are large differences regarding user representation, both
Vishnu and ShiSha show similar performance results and the interaction
feels similar to some users. In addition to that, users comment that even
the medium-fidelity avatar already offers great value when collaborating
with ShiSha. Also, the task-focused communication between users did not
change after they switched the technique. The results support the hypothesis
of Sousa et al. [Sou19] that users potentially benefit more from a shared
perspective rather than avatar fidelity. During the tasks, participants fo-
cus more on the puzzle and use task-oriented communication instead of
interacting with the other user socially (see also [Bec05, Mon11, Tan10]).
This might explain, why the medium-fidelity of the used avatar or even
only virtual arms are sufficient for the goal-oriented tasks. A more open
conversation, such as the review session in between puzzles, benefits more
from the interpersonal communication that ShiSha offers. 46.9% of users
stated that social interactions with ShiSha convey the feeling of teamwork
and have a positive effect on the collaboration. Vice versa, the absence of
the other user’s avatar induces feelings of loneliness or surveillance. Also,
² e.g., https://tech.fb.com/codec-avatars-facebook-reality-labs/
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even though users prefer working with a shared perspective, the overlapping
avatars may induce confusion of whose hands are whose [Tan10]. ShiSha
solves this problem and allows to distinguish between multiple users while
allowing efficient teamwork with a shared perspective.
5.4 Modifying User Avatars to Compensate
for Short-Term Connection Loss
When collaborating remotely with other users, the network connection is of
crucial importance. Smaller packet loss rates do not influence the communi-
cation that much because they can be corrected using packet loss concealment
methods, e.g., [Dip17]. However, it happens that the connection of a user is
completely interrupted for a short time [Bal16], for example as they transition
between wifi access points or the network is briefly overloaded. Apart from
connection issues, users might be briefly interrupted by other urgent man-
ners they need to attend to, e.g., the doorbell rang, some quick conversation
with another person, quick bathroom break. With smaller groups, the default
case of handling a short connection loss is to wait on the absent participant,
repeat the conversation that was missed, and then continue with the meet-
ing. For larger groups, this might not be possible and the respective user has
to extrapolate the missing conversation or ask about what has happened via
another communication channel, e.g., ask colleague through private chat.
Social redirection in VR allows to override user’s behavior and adjust con-
tent’s position, rotation, and scale. Besides manipulating space, it is also
possible to redirect a user’s avatar in time. The presented approach, called
Rewind, targets to compensate for short-term connection loss by introducing
two systems. First, if a user loses and regains network connection, a play-
back repeats the missed-out conversation so that the user can continue to
participate in the meeting without information loss [Bro02]. Second, all other
users should be affected as little as possible by the absent user. Ideally, the
conversation continues without any interrupts as the absent user’s avatar is
controlled by a compensation strategy.
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Figure 5.20: The warning message that is displayed when the user has lost the connection (left)
and is catching up (right).
As soon as the connection is lost, the respective user needs to be notified about
it. For this, a message is displayed that informs the player about the discon-
nect and the current progress of the playback (see Fig. 5.20). To playback the
missed-out information for the user with connection loss, it is required that
the server of the CVE logs all necessary data, e.g., speech and movements of
users, with their respective timestamps. This is no large overhead because
this information is usually present at the server at any time. Once the user
reconnects to the CVE, the server resends all³ information that was gathered
while the user was disconnected. The client application then needs to present
this information to the user. However, the speed of the playback needs to be
increased by a factor 𝑆 with 𝑆>1 so that the user can catch up to the current
state of the conversation. Also, the server needs to repeatedly send updates
to the client, as the conversation continues while the client is catching up.
There exists a tradeoff between 𝑆 being as small as possible so that the user
can follow the conversation easily [Aro92] and 𝑆 being as large as possible to
minimize the catch-up time. The total duration of absence is calculated as












𝑆 − 1 (5.10)
³ The server can perform some filtering to reduce the amount of data, e.g., adjust sampling rate
or discretize values to reduce memory size.
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where 𝑡𝑚𝑖𝑠𝑠 is the duration of the connection loss.














𝑡𝑡𝑜𝑡𝑎𝑙 = 1 𝑠𝑒𝑐𝑜𝑛𝑑 ⋅
𝑆
𝑆−1
Figure 5.21: Total duration of absence 𝑡𝑡𝑜𝑡𝑎𝑙 with respect for different speed-up factors 𝑆 for a
connection loss duration of 𝑡𝑚𝑖𝑠𝑠 = 1 second.
Figure 5.21 shows the influence of 𝑆 on the total duration of absence for a
connection loss of 1 second. One might consider strongly increasing 𝑆 for
all parts of the conversation that do not contain speech conversation. This
follows the goal to prioritize a shorter catch-up time (minimize 𝑡𝑡𝑜𝑡𝑎𝑙) rather
than an accurate replication of users’ movement.
Figure 5.22: Visualization of the mimicry avatar strategy. The opposing avatar takes the same
pose as the authority-user.
Because the connection loss of the user is compensated using the playback
feature, she/he sends no input to control the avatar. There exist several ways
to deal with the avatar.
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Figure 5.23: Visualization of the explicit avatar strategy. The opposing avatar is surrounded by
slowly rotating warning signs. A progress bar above the head shows if the user is
disconnected or how long it will take until she/he has caught up.
One strategy to control the avatar is to fully compensate its movements to give
the impression that the user is still there. For this, the method of nonverbal
mimicry avatar adjustment of Roth et al. [Rot18] was implemented which im-
itates the movements of the authority-user (see Fig 5.22). The mimicry avatar
has the advantage that the conversation is not interrupted but also the disad-
vantage that the avatar might behave strangely, i.e., when copying pointing
gestures from the authority-user or not answering to questions.
A different strategy is explicitly showing that one user has lost the connection
and the current state of her/his recovery through a progress bar (see Fig 5.23).
With this method, users know when a user is not present and cannot partici-
pate in the conversation. Additionally, they can estimate when the user will
be back. However, users might stop talking and wait for the absent user due
to the explicit visualization.
5.4.1 Evaluation
Setup For the evaluation of the proposed Rewind connection loss compen-
sation, a CVE was implemented using Unity and two HTC Vive Pro HMDs in-
cluding voice communication. The HMDs were set up in two separate rooms.
To guarantee full control over the connection losses, the evaluation was per-
formed using a 1 Gbps Ethernet connection and package loss was simulated
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by the application. This has the advantage that a connection loss can be de-
termined without relying on the absence of ping messages. Additionally, ex-
ecuting tasks with no connection loss is also possible using this network con-
figuration.
A speed-up factor of 𝑆=1.5 was chosen for sections within the playback con-
taining speech and 𝑆=∞ for sections without speech (effectively skipping
parts where users are not talking).
To evaluate the two Rewind avatar strategies, i.e.,mimicry and explicit avatar,
two baseline conditionswere implemented aswell. The best-case baseline con-
tains no connection losses and represents the upper bound for an ideal con-
nection loss compensation. The worst-case baseline does not compensate for
connection loss at all and users have to manually correct for any issues (as
with most current systems). This is the lower bound for the compensation
system.
Participants 20 persons (15 male, 5 female) participated as dyads in a
within-subject user study. The participants were M=25.4 years old (SD=8.1),
with the youngest and oldest users being 18 and 57 years old respectively.
65.0% had no or little experience with VR. 20.0% reported an average and
15.0% a high experience with VR.
Figure 5.24: Outside view of the two users standing at the table with the word cubes on it. One
user is grabbing a cube to start the storytelling.
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Tasks and Procedures A task was designed that targets to encourage a con-
versation between the two users. The participants were standing on opposite
sites of a table (see Fig. 5.24). In front of them were 40 cubes showing one
word each⁴. Half of the cubes contained easy words, e.g., car, dog, house, the
other half more complex words, e.g., operating room, company, digital. Users
were asked to collaboratively tell a story. One user should pick a cube and
start the story based on the given word, e.g., “coffee” ↦ “Alice woke up and
made herself a coffee”. This user should then put the cube on a shelf to her/his
left. After that, the other user should pick one of the remaining cubes and
continue the story, e.g., “car”↦ “Alice then got ready for work and got in her
car”. Subsequently, it is the first user’s turn again. The goal of the game is to
tell a story using as many cubes as possible.
For the user study, the participants filled out an initial questionnaire. Af-
ter that, users got an introduction to the VR system, the controls, the task,
and the meaning of the “STOP”-message and the playback function. 5 sets
of 40 cubes were created with no word repetitions. The first set was used for
training. Dyads had 7 minutes to learn the controls without any connection
loss. After that, users performed the tasks given the remaining 4 sets with
one of the conditions: mimicry avatar, explicit avatar, best-case, or worst-
case. Each round had a duration of 220 seconds. The conditions were counter-
balanced to reduce the effects of training or fatigue. For the three conditions
mimicry avatar, explicit avatar, and the worst-case baseline each user experi-
enced 1×5 seconds, 1×4 seconds, and 2×1 second of connection loss. There-
fore, the overall duration of connection loss was 10%. The order and pattern
of connection losses were varied for each round. After each condition, users
took off the HMDs to fill out a questionnaire. In the end, a final questionnaire
was presented to dyads.
Measurements As the presented methods target to compensate short-term
connection losses, the following hypotheses were formulated for the results
of the evaluation:
⁴ Words were randomly selected from https://www.palabrasaleatorias.com/zufallige-worter.php
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Both Rewind avatar strategies increase users’ performance compared
to the worst-case baseline.
𝐻𝐴
Both Rewind avatar strategies reduce users’ workload and increase
their social presence compared to the worst-case baseline.
𝐻𝐵
The mimicry avatar adaptation allows to completely mask the connec-
tion losses.
𝐻𝐶
To evaluate the language behavior of dyads, their conversations were
recorded. It was counted how many cubes were used during the conversa-
tion, how often a participant asked her/his partner to repeat herself/himself,
how often users repeated themselves, and how often a connection loss was
addressed in the conversation. Additionally, users were presented with an










Figure 5.25: Amount of solved cubes per user. Results as average value with 95% confidence
intervals and asterisks indicating significant differences.
Quantitative Results Most of all dyads could solve at least half of the cubes
with every condition (see Fig. 5.25). Users solved M=14.150 cubes (SD=4.221)
with best-case, M=10.650 (SD=4.603) with the worst-case, M=11.300
cubes (SD=4.354) with explicit avatar, and M=10.700 cubes (SD=4.318)
with mimicry avatar. All conditions received the maximum value of 20 at
least once. Mauchly’s test indicates a violation of sphericity (𝜒2(5)=16.974,
p=.005, Greenhouse-Geisser 𝜖=.634). A Greenhouse-Geisser-corrected
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repeated-measures ANOVA yields a significant difference between the con-
ditions (F(1.903,36.165)=17.004, p<.001, N=20) with a large effect size (partial
𝜂2=.472). Pairwise Bonferroni-corrected comparisons show that the best-case
baseline is significantly better than all other conditions (all p≤.001).














Figure 5.26: Number of times that users asked the other to repeat herself/himself, that a user re-
peated herself/himself, and that a connection loss was addressed. Results as average
value with 95% confidence intervals and asterisks indicating significant differences.
The results of the recordings of the conversation are displayed in Fig. 5.26.
Users request the other to repeat herself/himself M=0.100 times (SD=0.308)
with the best-case baseline, M=1.850 times (SD=1.694) with worst-case,
M=0.700 times (SD=0.801) with explicit avatar, and M=0.800 times (SD=0.951)
with mimicry avatar. Mauchly’s test indicates a violation of spheric-
ity (𝜒2(5)=20.032, p=.001, Greenhouse-Geisser 𝜖=.602). A Greenhouse-
Geisser-corrected repeated-measures ANOVA yields a significant difference
between the conditions (F(1.805,34.289)=8.999, p=.001, N=20) with a large
effect size (partial 𝜂2=.321). Pairwise Bonferroni-corrected comparisons show
that the best-case baseline is significantly better than worst-case (p=.001) and
the avatar conditions (both p≤.041). The number of times that users repeated
themselves shows similar results with M=0.100 (SD=0.308) for best-case,
M=1.750 (SD=1.333) for worst-case, M=0.800 (SD=1.056) for explicit avatar,
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and M=0.550 (SD=0.826) for mimicry avatar. Mauchly’s test indicates a
violation of sphericity (𝜒2(5)=12.242, p=.032, Huynh-Feldt 𝜖=.880). A Huynh-
Feldt-corrected repeated-measures ANOVA yields a significant difference
between the conditions (F(2.639,50.146)=10.862, p<.001, N=20) with a large
effect size (partial 𝜂2=.364). Pairwise Bonferroni-corrected comparisons show
that the best-case baseline is significantly better than worst-case (p<.001)
and explicit avatar conditions (p=.041). Also, the mimicry avatar condition
is significantly better than the worst-case baseline (p=.028). Users addressed
the connection loss only when using a condition that compensates for the
connection loss. Therefore, the amounts are M=0.000 (SD=0.000) for best-
case, M=0.600 (SD=0.598) for worst-case, M=0.400 (SD=0.754) for explicit
avatar, and M=0.250 (SD=0.444) for mimicry avatar. Mauchly’s test indi-
cates a violation of sphericity (𝜒2(5)=14.618, p=.012, Greenhouse-Geisser
𝜖=.683). A Greenhouse-Geisser-corrected repeated-measures ANOVA yields
a significant difference between the conditions (F(2.050,38.950)=5.647, p=.007,
N=20) with a large effect size (partial 𝜂2=.229). Pairwise Bonferroni-corrected
comparisons show that users mention a connection loss significantly less
with the best-case baseline than with the worst-case condition (p=.002).
Additionally, the mimicry avatar condition is significantly different from
worst-case (p=.028).
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Figure 5.27: RTLX scores. Results as average value with 95% confidence intervals.
Qualitative Results The RTLX workload of users is M=25.667 (SD=13.225)
with best-case, M=34.500 (SD=19.760) with worst-case, M=29.333 (SD=15.942)
with explicit avatar, and M=31.125 (SD=14.891) with mimicry avatar (see
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Fig. 5.27). A Friedman test shows no significant difference between the
conditions (𝜒2(3)=4.362, p=.225, N=20).


















Figure 5.28: NMSPM scores. Results as average value with 95% confidence intervals and aster-
isks indicating significant differences.
The different scales of the NMSPM questionnaire and an overall ag-
gregated score are shown in Fig. 5.28. Users rated the co-presence
as M=6.675 (SD=0.611) for best-case, M=6.167 (SD=0.729) for worst-
case, M=6.625 (SD=0.521) for explicit avatar, and M=6.333 (SD=0.947) for
mimicry avatar. A Friedman test shows significant differences for co-
presence (𝜒2(3)=11.743, p=.008, N=20) with a small effect size (Kendall’s
W=.196). However, Bonferroni-corrected pairwise comparisons show no sig-
nificant differences. Yet, the difference between the worst-case and best-case
conditions is almost significant (p=.051). The attentional allocation of users
was perceived as M=5.558 (SD=1.432) for best-case, M=5.067 (SD=1.155) for
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worst-case, M=5.517 (SD=1.036) for explicit avatar, and M=5.567 (SD=1.105)
for mimicry avatar. A Friedman test shows no significant differences for the
conditions (𝜒2(3)=5.086, p=.166, N=20). The perceivedmessage understanding
was rated as M=6.425 (SD=0.788) for best-case, M=4.517 (SD=1.311) for worst-
case, M=5.733 (SD=0.874) for explicit avatar, and M=5.500 (SD=1.064) for
mimicry avatar. A Friedman test yields a significant difference (𝜒2(3)=26.542,
p<.001, N=20) with a medium effect size (Kendall’s W=.442). Bonferroni-
corrected pairwise comparisons show that best-case achieves a better result
than worst-case (p<.001). Users rated the perceived behavioral interde-
pendence as M=6.183 (SD=1.027) for best-case, M=5.850 (SD=0.883) for
worst-case, M=6.017 (SD=0.897) for explicit avatar, and M=5.767 (SD=0.972)
for mimicry avatar. The behavioral interdependence was not significantly
influenced by the conditions (𝜒2(3)=5.281, p=.152, N=20). Lastly, the systems
reach an overall aggregated social presence score of M=6.210 (SD=0.732)
for best-case, M=5.400 (SD=0.799) for worst-case, M=5.973 (SD=0.648) for
explicit avatar, and M=5.792 (SD=0.820) for mimicry avatar. A Friedman test
yields a significant difference (𝜒2(3)=20.062, p<.001, N=20) with a medium
effect size (Kendall’s W=.351). Bonferroni-corrected pairwise comparisons
yield significant differences between best-case and worst-case (p<.001) and
mimicry avatar and worst-case (p=.024).
Generally, users did not notice a connection loss with the worst-case baseline
nor the mimicry avatar conditions. They only became aware of a disconnect,
if the user was interrupted mid-sentence.
While using the worst-case baseline, i.e., no connection loss compensation,
the freezing of avatar movements was not enough to notice a connection loss.
Consequently, most users tried to resolve any issues/ambiguities by asking
the other to repeat herself/himself. However, especially the very short inter-
rupts were rarely noticed. This sometimes had larger consequences for the
communication. A dyad of participants experienced a one-second disconnect
while each telling the other to go first. As there was no playback, both users
then waited for the other to start the story. After one minute of silence, they
noticed the issue and repeated their negotiation of who may start. Two dyads
sometimes ignored the connection losses. They tried to just continue with the
story-telling to clear as many cubes as possible.
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As with the worst-case baseline, the mimicry avatar adaptations were mostly
unnoticed. However, some users recognized that the other avatar was mirror-
ing their movement, e.g., if they were grabbing an object and the other avatar
performed the same motion. As a result, some users bridged the duration of
the disconnect by performing large gestures or even small dances.
The explicit avatar condition was mostly noticed by the participants. Some
users stopped talking as soon as they saw that the other user was not present
anymore. They continued as soon as the progress bar indicated that the other
user was back. Sometimes they even repeated themselves even though the
other user was informed by the playback. Also, the connection loss was ad-
dressed by users as they were aware of it.
After the user study, participants expressed the wish for more control over
the playback speed factor 𝑆. Others perceived the system to be beneficial and
asked if a similar system is available for online video conference tools.
5.4.3 Discussion
As indicated by the results and the statements of users, the Rewind playback
and avatar adaptations are beneficial to compensate for short-term connection
loss. The Rewind system tends to lie between the best-case (i.e., no connec-
tion loss) and worst-case (i.e., no compensation for a disconnect) baselines.
The task performance measured by the number of solved cubes was not im-
proved. Therefore, 𝐻𝐴 cannot be supported. However, the number of repe-
titions and addressing of the connection loss could be significantly reduced
with the mimicry avatar adjustments.
𝐻𝐵 can only be partially supported. Users’ workload is not significantly dif-
ferent with the conditions. But, the social presence can be improved signifi-
cantly with the mimicry avatar adaptation.
It is questionable whether the mimicry avatar adaptation is actually needed to
cover up the connection loss of a user. Most users cannot notice that the other
user is gone, even if the avatar pose freezes totally as with theworst-case base-
line. This indicates a support of 𝐻𝐶 . Also, the perceived behavioral interde-
pendence is not increased while using the mimicry avatar manipulations even
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though the other avatar sometimes exactly mirrors the user’s movements. It
seems like any user movement, maybe even an idle pose animation, could be
used to obscure that a user is not present anymore. This would also alleviate
any issues with mirroring pointing and grabbing gestures [Rot18].
The current implementation has some limitations. First of all, the system is
a prototype that simulates the connection loss rather than inducing real net-
work issues. The algorithms may need to be adjusted and made more ro-
bust for real conditions. Furthermore, the playback speed increase prioritized
speech over user movement which might be a wrong assumption in the spa-
tial environment. Also, the pitch of the user’s voices increased during the
speed-up. A more sophisticated approach might further increase the compre-
hensibility of the conversation.
The behavior of users while using the explicit avatar compensation highlights
that the features of the Rewind system are new to users. Some users seemed
to mistrust the system, as they preferred waiting until the user was back
and then repeated themselves. The explicit notification seems to interrupt
the conversation as it draws attention to the disconnect. However, an ex-
plicit highlight of issues could also be beneficial as the worst-case baseline
and mimicry avatar adjustments do not allow to recognize when a user loses
the connection.
5.5 Conclusion
This chapter presents the concept of PP. The PP modification gives users the
possibility to share a common viewpoint by altering spatial relations within
the VE. The proposed method allows user-individual adaptations of content
through affine transformations such as translation, rotation, and scaling. Re-
sulting world inconsistencies are removed by applying redirection methods in
a social context, i.e., through adaptations of users’ avatars and tools. The pre-
sented implementations offer increased task performance and social presence
in comparison to unmodified or baseline methods.
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A basic avatar modification adjusts the pointing targets and focus of a user.
By rotating the content on a table, two (or evenmore) users can review data or
execute a task presented to them from a mutual perspective. The introduced
method transforms indicated positions into the different perspectives of the
respective users. Further modification of the user’s avatar via rotations of the
point of attention and hand orientation results in amostly undisturbed HHI. A
user study showed, that executing tasks in an upright or familiar perspective
reduces mental load and increases task performance significantly.
As the basic avatar only changes users’ avatars using rotational offsets, it does
not allow direct object manipulation. Therefore, an extended avatar modifica-
tion method, called ShiSha, was developed that is also applicable to full-body
avatars. ShiSha is a social redirection technique that allows multi-user collab-
oration from a shared perspective while at the same time providing a face-to-
face interaction by shifting and modifying remote users’ avatars. To compen-
sate for the shift, the other avatars are modified to still reach to and look at the
correct locations. A user study confirms that the ShiSha modification is easy
to use and has an equal performance when compared to a user collaboration
with a shared perspective and overlapping avatars. Co-presence scores and
user commentary indicate that the face-to-face interaction of ShiSha conveys
the feeling of teamwork and allows one to follow the actions of the respective
other. The social redirection of ShiSha is especially helpful in the context of
remote training or support but is generally applicable for virtual conferences
and user guidance.
Especially while working remotely, the quality of a user’s connection has a
large impact on a conversation. To compensate for short-term interruptions,
e.g., through a connection loss or a short turn away due to a distraction, the PP
avatar adjustments were extended to consider the course of time. The Rewind
system shows a quick playback of the missed conversation to users that were
disconnected. During the time the user is absent, mimicry or explicit avatar
adaptations can either cover up the connection loss or help to notify users that
a person ismissing. Rewind increases the perceivedmessage understanding of
users compared to an uncompensated disconnect and proves to be beneficial
for conversations in VEs.
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When implementing collaborative systems and social redirection, one should
consider the following insights and design recommendations:
Personal modifications benefit collaboration: The results of the user studies
show that the PP technique combined with social redirection avatar adap-
tations has significant advantages over unchanged VEs that follow the rules
of the real world. Spatial inconsistencies due to the modifications can suc-
cessfully be compensated by the system and users. PP modifications result in
equal or better task performance, induce higher feelings of co-presence and
teamwork, and increase message understanding when compared to baseline
methods. Social redirections can be used for several use cases including in-
creasing teamwork while working with a shared perspective, resolving tech-
nical limitations, adjusting virtual content to fit each user’s requirements, and
altering the behavior of avatars to cover up issues such as a connection loss.
Maintain bodily consistency for other users’ avatars: Because following the
other user’s movements during collaboration is important, behavioral real-
ism should match the appearance of the virtual avatar. As social redirection
adjusts the behavior and movements of users, systems should try to minimize
noticeable effects during redirection, e.g., unnatural pose or strange move-
ments. Luckily, as users are unaware of how the other user moves in the
real world, the redirection does not need to match the real body movements
precisely but only present a coherent behavior.
Visualize an avatar for other users: Thepresented results indicate that although
high fidelity user avatars might not be required for task execution, they bene-
fit teamwork and contribute to a natural and comfortable conversation. Feed-
back of users suggests that observing the movement of the full-body avatar
of the other user is an important part of the collaboration. Working together
with another avatar induces a feeling of teamwork. Whereas, a missing user
avatar leads to issues that the actions of others are not noticeable and cannot
be followed as easily. Some users even experience the feeling of loneliness or
feel monitored (also see [Smi18]).
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Keep personal space distances: As assumed, the requirements for personal
space distances from real-world collaborations also translate to VR applica-
tions. Methods using overlapping user avatars break personal space distances.
Also, overlapping avatar methods pose additional problems as body parts
from other users may block one’s view. The other user’s movements can even
be irritating. Social redirection techniques can resolve these issues and posi-
tion users to maintain a comfortable interaction. As an added benefit, this
also introduces the possibility of spatial partitioning which may be helpful in
environments with more than two users.
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This chapter presents a showcase application that integrates several ideas
and insights of previous chapters to display their usefulness for VR systems.
This application contains a virtual map table for situation visualization and
analysis. As any data that depicts the earth is inherently 3D, the virtual
map table represents the spatial data on a virtual globe to provide a better
understanding of the terrain. The presented VR system builds upon the GUI
of a conventional 2D map display to foster existing functions and familiarity
of users with the interface. Different view modes enable detailed or broader
inspection of the terrain. Furthermore, VR enables a location-independent
multi-user cooperation for quick decision-making.
The content of this chapter is partially based on the following publica-
tion [van20].
6.1 Virtual Map Table
The existing web-based technology of a 2D digital map table¹ provides users
with tools to visualize and annotate geographical data. The map data is visu-
alized with respect to a date and can therefore change over time. The inter-
face allows the control of the layer-based viewport (e.g., enable/disable layer),
views (i.e., bookmarks of viewports, time, and layers), several tools for anno-
tation (e.g., draw lines or polygons), other tools (e.g., measurement), and the
timeline (e.g., jump to date or play live time). The application supports a va-
riety of data interfaces, e.g., geospatial or tracking data, and is highly adapt-
able. Users, e.g., from police, disaster control, fire department, or military, can
¹ https://www.iosb.fraunhofer.de/en/projects-and-products/digitaler-lagetisch/
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collaboratively assess situations and make decisions using the given applica-
tion. They can either work independently using a role-based collaboration on
multiple distributed devices or they can work synchronously while sharing a
large display system. However, as map data occurs naturally within the 3D
real world, a 2D map display lacks information. Therefore, the 2D digital map
table implements a 3D mode where users can control a virtual camera on a
3D globe. However, even in this mode, the data is visualized on a 2D screen
and some information is lost. Also, traditional 2D map print-outs suffer from
information loss as they map terrain to contour lines.
Because of the limitations of a 2D map display, a virtual globe application
was developed that conveys the map content to the user in real 3D using the
stereoscopic visualization of VR.The goal of the virtual map display is to reen-
able users to use their real-world experiences of terrain e.g., to judge heights
and distances even when not physically present on-site. The virtual map table
extends the existing range of 2D devices with an immersive data visualiza-
tion (see Fig. 6.1). However, the 3D map does not target to replace existing
2D maps as a fine-grained understanding of the terrain might not always be
necessary or technology is not available, e.g., a user in the field might create
ad-hoc maps based on sticks and stones or pen and paper. The application was
implemented using Unity and supports current-gen VR HMDs such as HTC
Vive Pro, Oculus Rift S, or Valve Index. To display a virtual map within VR,
several steps are necessary which are explained in the following paragraphs.
Figure 6.1: The different devices of a software system for a shared situation visualization and
analysis.
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First, a virtual globe was developed that supports different geospatial data
interfaces. The globe is implemented as a mesh-based object. To recreate
the shape of the earth accurately, the globe is based on the WGS84 reference
ellipsoid². As the shape of the earth differs from the smooth surface of the
ellipsoid, elevation data is included to represent terrain changes. This data is
stored as a numerical height array and allows to displace the surface of the
globe’s mesh. Georeferenced imagery is displayed as a texture on the surface
of the globe. As with the 2D map display, several textures can be layered on
top of each other with varying transparency. The globe is not represented as
one largemesh but is composited of several tiles based on a quadtree structure.
The tiling enables multiple levels of detail as well as performance optimiza-
tions, e.g., culling. Additionally, 3D models, e.g., 3DTiles³ or glTF⁴, can be
positioned on or above the globe’s surface. All in all, this yields a 3D virtual
representation of the earth (compare Google Earth VR⁵).
Figure 6.2: Thepositioning of the 3D globe on a virtual table for a zoomed-out (left) and zoomed-
in (right) viewport.
The 2D application allows users to pan and zoom the viewport to display the
intended map extent. To allow users to interact with the globe similarly, the
decision was made that the globe should be presented on a virtual table. The
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the same distance to the table’s center regardless of their positioning around
the table. However, other shapes based on a rectangle or torus are possible
as the table is only virtual. See Fig. 6.2 for two different examples of map
extends. The two images show that the curvature of the earth is not really
visible if users work on a smaller geographic extend but only comes apparent
as users zoom out. Also, to fit on the table, the globe needs to be positioned
and truncated according to the current viewport. As the globe is not uniform
but more shaped like a flattened sphere, the positioning of the globe is not
straight-forward. To correctly position the globe at the table, the extend of
the viewport in the local coordinate system of the globe is mapped on the tar-
get extent, i.e., the table’s surface, in the world coordinate system of Unity.
Furthermore, as the globe can become very large, the float-precision of the
engine is not precise enough and the positioning of Unity cannot be used.
Therefore, all position calculations are performed using double-precision and
only applied to the meshes at the end in the vertex shader on the graphics pro-
cessing unit (GPU). Because of the positioning on the table, only a section of
the globe needs to be visualized. Tiles that are not on the table and those that
are not viewed by the user do not need to be loaded or displayed. As tiles’ po-
sitions are not correct within the Unity engine, the engine’s occlusion culling⁶
and ray-casting are extended respectively. Furthermore, a level of detail sys-
tem was added that enables or disables tiles depending on their size within
the user’s field of view, i.e., based on their screen space error. However, the
implemented culling system only removes entire tiles. It is still possible that
certain parts of a tile extend over the edge of the table. Therefore, the globe’s
tiles are additionally culled on a per-pixel basis by discarding the respective
pixels in the GPU’s fragment shader.
Figure 6.3: The adjustment at the border of the table for a smooth edge. The red line indicates
the gap that is present before the adjustment (left). The green line indicates the
adjustment of the globe to yield a smoother border (right).
⁶ https://docs.unity3d.com/Manual/OcclusionCulling.html
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As mentioned, the table has a circular shape as this fits the round shape of
a globe positioned on it fairly well. However, mountains or buildings may
leave holes at the border of the table (see Fig. 6.3). This would allow users to
look under the table which might be irritating. To get a closed border at the
edge of the table, the mesh of the globe is pulled down. If necessary, meshes
that overlap the table’s border are subdivided to assure a smooth gradient. As
this artificial data does not represent real-world data, a color gradient is added
that fades out the globe’s texture with increasing divergence.
Figure 6.4: Two users collaborating in the VE from a side (left) and bird-eye (right) view.
One advantage of the VR application is that users can meet within a virtual
roomwithout being physically present at the same location. Based on the pre-
vious work, full-body avatars were integrated into the virtual map table sys-
tem (see Fig. 6.4). The ray-casting interaction allows users to precisely indicate
a location. Additionally, spatial audio enables users to relate the voices of oth-
ers to their respective avatar positions. The face-to-face interaction provides
a natural collaboration and creates awareness of the other’s actions. Further-
more, it does not suffer from the disconnection of users and content within a
video conference, i.e., separate video of user and map with a mouse cursor.
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6.2 Integration of a Familiar Interface Using
the Hybrid Interaction System
The virtual map table is an extension of a 2D map application to 3D displays.
However, the VR application does not only support the same features but
builds upon the existing GUI. Using the HIS (see section 3.2), the original
2D application is provided as a texture on a plane within the virtual world.
Users can interact with the integrated application using the mouse-based ray-
casting interaction.
Furthermore, the 2D map display of the desktop application is replaced by the
3D virtual globe as the spatial data is particularly suitable for the immersive
visualization. Based on the HIS, a mouse-based interaction using a virtual
laser pointer lets users navigate the virtual map using a pan or zoom interac-
tion. Users can pan the current extent by grabbing the globe with the laser
pointer while holding the left-click button, i.e., trigger. Users can also zoom
in or out to change the size of the extent. This can be achieved by using the
scroll button, i.e., joystick or touchpad, on a VR controller that is pointing at
the map. The map zooms at the location of the laser pointer’s intersection
with the map. Besides zooming, a horizontal scroll interaction can also be
used to rotate the table. A two-handed zoom is also available, e.g., when the
controller does not have a joystick. The map zooms out if two grabbing hands
are moved closer together. It zooms in if they are moved further apart. In
contrast to the similar pinch gesture on touch devices, the map can zoom at
the position that the user is looking at (approximated by the HMD’s forward
direction [Sti02]) which feels natural. Additionally, users can annotate the
virtual map by drawing freehand, line string, circle, or polygon shapes. Also,
users can place images or text on the map. For this, users point on the map
and select different locations using the left-click button. The user finishes the
drawing by performing a double left-click.
However, to activate the drawing functions, the VR application needs a UI.
As the structure of the 2D drawing menu is quite complex and well suited
for a 2D representation [Dar05], it makes sense to just reuse the existing GUI
within the VE. Users are already familiar with the layout and function of the
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content and, e.g., already know how to activate the drawing mode or how to
control the different settings such as draw shape, color, width, etc. To connect
the 2D web-based and 3D VR-based applications, the message interface of the
HIS was implemented. The two applications exchange information such as
the current extent of the globe, the current time, the activated layers, and the
currently active drawing tool and settings. The two web and VR applications
react to these messages and change the displayed content or activate certain
functions accordingly. For example, when a user selects the line drawing tool
from the 2D window, the respective functionality is activated within the VE
which then allows the user to draw directly on themap. After the user finishes
the drawing, the geometry of the line is sent back to the web application and
further processed there, e.g., send to persistent data storage. Furthermore,
the message interface allows the VR application to inherit the functionality of
the web application. For example, all web clients are connected via a central
server and can send and receive client-to-client messages. The synchronize
viewport feature of the web application, which synchronizes the map display
across all participants (if enabled), now also extends to the VR map table. As a
VR user pans her/his viewport, the information is sent to the web page, to the
central server, to all other web pages, and finally to other VR users. Therefore,
multi-user synchronization does not need to be implemented for the virtual
map table within VR.
A first prototype integrated the whole web application as a giant screen on
the wall and gave users access to all existing functionality. However, the wall
display was cumbersome to read and control as users needed to move around
to reliably interact with the window or had to adjust the window’s position
as they moved around the scene. Another approach could have been to use a
handheld window, but some settings are quite small and the window would
become too large. Because of this, instead of just displaying the 2D window
as-is, the existing UI was separated into different parts using the proposed
VR-mode. The VR-mode is activated via the message interface at the start
of the VR application. The 2D menu is adjusted to present all menus of the
interface in a flattened view (see Fig. 6.5). Furthermore, a circular main menu
is added that replaces the original menu controls. This newmain menu is then
attached to the hand of the VR user (see Fig. 6.6). The web application sends
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updates to the VR application when a user activates or closes a certain menu.
The respective part of the web application is then cut-out from the VR-mode
window and displayed in the VE. To extend the functionality of the cut-out
windows that are initially attached to the user’s hands, a grabbing function
was integrated that lets users detach and position the sub-windows at will.
Floating windows can be reattached to the hand by selecting the respective
menu item from the main window, or closed by dropping the window into the
main circle. This allows users to arrange different sub-windows depending
on their current requirements.
Figure 6.5: The flattened UI of the 2D application in VR-mode
Reusing the existing interface and integrating it within the VR world using
the HIS has several advantages. The familiar interface and controls allow
users to directly work with the VR application without having to learn new
menu structures. Furthermore, the efforts for development are drastically re-
duced (especially regarding time and errors) as the existing application is sta-
ble and its functionality is not replicated into another code-base. Changes,
e.g., new features or bug fixes, in the 2D application are also automatically
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Figure 6.6: The 2D interface (left) that is familiar to users is reused within the VR application
using the HIS and the VR-mode (right).
transferred into the VR application. Lastly, the transfer of features to the VE
can be done piece by piece as all functionality is available from the start.
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6.3 Virtual Site Inspection
Figure 6.7: Virtual site inspection from a rooftop (left) and a construction site (right) using the
pedestrian mode.
Viewing geospatial data on a 2D or 3D display gives users a good impres-
sion of the coarse surroundings and the area of interest. The quality of the
data plays an important role when working with the virtual globe. However,
standing around the virtual map table also gives a different impression than
actually being on-site. Distances, the width of a passage, or the height of a
building can be easily assessed when standing in front of the respective ob-
ject of interest. To mimic the real-world experience of being in situ, a virtual
site inspection, or pedestrian mode, was implemented. The pedestrian mode
allows users to walk, teleport, or fly through a virtual world thereby enabling
users to get a realistic idea of the environment for the assessment of terrain.
Figure 6.7 shows the user standing in different locations within a virtual repli-
cation of a city that was reconstructed from drone imagery. To activate the
pedestrian mode, users point at a location on the table and perform the tele-
port interaction. After that, the virtual globe is scaled up to represent the
content at a scale of 1:1. The user is then placed at the pointed-at coordinate.
The globe is scaled up rather than the player is scaled down because of tech-
nical limitations. It is not possible to shrink the user to experience the virtual
world at the correct size. Furthermore, the shape of the table would be too
restrictive to explore the virtual globe. Therefore, the virtual table is removed
and the table’s radius is increased drastically to get a larger range of sight. As
users start moving around the virtual site using the locomotion techniques,
they are actually not moving but the globe rotates under them. This has the
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advantage that users can explore in any direction without hitting any invisi-
ble border. Additionally, users always stay approximately at the center of the
coordinate system which avoids floating-point precision issues.
While working with multiple users inside the virtual room, each user might
follow a different goal. As described, the map extend that is displayed on the
globe can be synchronized between all users. However, some users might
want to disengage the synchronization to fulfill their respective tasks. To
compensate for the differently positioned, rotated, or scaled content on the
virtual map tables of users, PP modifications are used (see section 5.1). The
pointing target and avatars of users are adjusted to compensate for the differ-
ent map extends. To convert between the different worlds, the positions are
transformed into the local coordinate system of the globe and then synchro-
nized across the connected VEs. As presented in the previous chapter, the
PP modifications allow several users to work with e.g., a north-oriented map
while standing side-by-side, facilitating the advantages of a shared perspec-
tive and face-to-face communication. For this, users simply rotate the table to
fit their desired perspective. Similarly, users can work with differently scaled
content, e.g., while using different table view modes. Figure 6.8 shows two
users working together while one user is viewing the globe from a table per-
spective and another user is viewing the globe using the pedestrian mode. As
in the work of Piumsomboon et al. [Piu18], the social redirection, in this case,
is used to overcome the technical limitations of the system as users see the
globe at a different scale.
Figure 6.8: The PP modifications let multiple users experience the virtual content at different
scales, e.g., from a virtual site inspection (left) and table (right) view.
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6.4 Conclusion
The target of this chapter is to show the practical applicability of some of the
ideas and features that were presented in earlier chapters. The presented vir-
tual map table enables users to experience a virtual replication of the earth
for situation visualization and analysis. Multiple users can collaborate at co-
located and remote locations and meet within the virtual room.
The integration of an existing 2D web application using the HIS yielded a
fully-featured VR application from the start of development. Further exten-
sions allowed to increase the usability of the presented VR application step by
step. The spatial content of the web page was reimplemented within the VE
and synchronized with the base application using a message interface. More-
over, the web application was extended with a VR-mode to enable a richer
interaction within VR. The implementation of the HIS was fairly quick as ma-
jor parts of the 2D interface and functionality could be reused.
Additionally, different view modes were implemented that allow users to ex-
plore the virtual map on varying scales and rotations while employing dif-
ferent perspectives and modes of locomotion. The integrated PP modifica-
tions maintain the spatial relationship of users and content to allow multiple
users to collaborate with an individual view of the map. The adaptations al-
low the synchronization of several virtual globes with map extents that are




This thesis presents three key aspects that increase the productivity and us-
ability of VEs: Integration of 2D hardware and software into VEs, enabling
co-located and remote collaboration, and spatial and temporal modifications
that enhancemulti-user collaboration by providing personalized perspectives.
Parts of the work were integrated into an application to showcase their prac-
tical applicability.
This thesis shows that VR experiences can be based on real-world skills and
knowledge that are transferred into the VE. However, further modifications
that use the unrestricted capabilities of virtual worlds allow to enhance this
experience beyond real-world limitations.
Commercial off-the-shelf 2D input hardware and software are integrated into
VEs to increase the input efficiency and functional range of VR systems. By
providing users with virtual proxies of commonly used input devices, i.e., key-
board and tablet, users achieve input accuracies comparable to common VR
input methods such as a magic wand or gesture controls due to the haptic
feedback of the real-world device and the visual feedback of the virtual model.
User’s learning efforts are decreased as they can build upon their preexisting
real-world skills. As the virtual proxy and the user’s hands are both virtual
representations of real-world objects, high tracking accuracy is decisive for a
precise interaction. Because the devices and hands are purely virtual, diverse
adaptations can be employed to alter the input experience, e.g., transparent
devices/hands or context-sensitive button labels. This possibility of further
enhancements of the virtual proxies increases their potential for VR input
even further.
As current VR software is highly specialized and custom-tailored to specific
use cases and hardware, the available functionality within VEs is low. Easy
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access to common tools, e.g., web browser or office, is missing. By integrat-
ing existing 2D applications into a VE, the issue is resolved. A mouse-based
interaction method allows a uniform transition between the 2D and 3D con-
tent. Additionally, suitable parts, e.g., spatial content, can be transferred to
VR to foster the benefits of a stereoscopic visualization. A message interface
between the 2D and VR application ensures state synchronization and allows
to exchange commands, e.g., activate a VR tool based on a 2D menu item se-
lection. Also, a VR-mode within a 2D application allows to implement an
adaptive menu interaction within VR, e.g., automatic sub-window activation
and positioning or pop-up windows.
To enable co-located collaboration of multiple VR systems, their tracking
spaces need to be aligned, i.e., calibrated. However, because currently avail-
able systems with 6DOF tracking employ diverse sensors, algorithms, and
operating systems, a uniform calibration method is not available. Therefore,
an algorithm is presented that allows the calibration of a pair of any 6DOF
devices based on the minimum available data, i.e., position and angular
velocity. The presented algorithm enables precise collaboration of two or
more 6DOF devices and has no requirements for tracking sensors and time
synchronization. Also, it can be executed on a remote machine for low-power
devices.
As users start working in a shared physical space, they might collide with
each other. A full-body avatar allows users to reliably reduce collisions and
maintains co-presence with other users.
As users start working with virtual avatars, the other user does not neces-
sarily need to be physically present. The immersive visualization through
an HMD and an audio headset tunes out reality and blocks out other co-
located humans. Because of this, the physical location of users becomes less
important and co-located and remote collaboration show little differences.
VR applications can replicate real-world experiences, e.g., to allow realistic
training. However, virtual worlds can be further enhanced to overcome real-




Using spatial transformations, each user can be provided with a personal per-
spective that is based on her/his requirements or needs. For example, content
can be rotated upright or scaled up to be easily readable. As these individual
modifications lead to inconsistencies between users, further modifications for
the virtual avatars are introduced. The personal modifications increase task
performance and the feeling of teamwork.
Furthermore, temporal modifications allow to bridge short-term breaks in
conversations, e.g., because of a connection loss. By masking the connection
loss of a user and presenting her/himwith a replay of themissed conversation,
co-presence and message understanding can be improved significantly.
Future work, beyond the scope of this thesis, may address two aspects: First,
additional improvements or extensions of this work may increase the produc-
tivity of the presented systems even further. The performance of the virtual
proxy interaction may be increased using more precise tracking. Also, other
input devices, e.g., a gamepad, might be included. Automatic content or usage
analysis may increase the ease of implementing the proposed VR-mode to en-
able even easier integrations of existing 2D software. A personalized avatar
with facial expressions and eye gaze for additional feedback cues will prob-
ably enable more comfortable cooperation. Further work may identify and
support more use cases for the presented personal perspective adaptations,
e.g., enabling accessible and transparent collaboration of users with differ-
ent needs. The behavioral realism of the distance-based social redirection of
avatars might also be further improved using machine learning, e.g., using
synthesized movements [Sta19].
Second, a long-term goal of technology might be to blur the line between de-
vices such as desktop PCs, smartphones, VR, and AR systems (compare Mil-
gram’s reality-virtuality continuum [Mil95]). Currently, each device has its
own operating system, menu structure, and control scheme. It would surely
be beneficial if a seamless transition between the different devices would be
supported. Several manufacturers work towards consistent file access, e.g.,
through cloud storage. But, an easy switch between devices needs more than
that. As devices themselves might become more and more functionally equal,
users might start to decide which device to use based upon availability and
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task requirements. To foster and maintain multi-user collaboration, the soft-
ware will need to be platform-independent and transparent. Ultimately, this
would allow users to choose the device they want and work together with
others regardless of hardware capabilities.
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This section contains a complete list of own publications. The publications [1],
[2], [3], [4] address the transfer of real-world hardware and software into
virtual worlds to increase performance and to extend the functional range
of a virtual reality application. Publications [5], [6], [7] present foundations
of co-located and remote collaboration. The publications [8], [9] show how
separated virtual worlds can be leveraged to increase the usability and social
presence during task execution. The publication [10] shows the application
of a virtual map table. Lastly, the publications [11], [12], [13], [14] can only
be considered relevant to the presented work in a broader sense.
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A Questionnaires and Statistics for
the User Studies
The ideas and implementations of this thesis are evaluated in several user
studies as this allows to quantify user’s subjective experience. To capture the
workload, usability, or social interaction of a task, the following question-
naires are used:
Part one of the NASA-TLX or raw TLX (RTLX) [Har06] evaluates the per-
ceived workload of the task and consists of the six scales mental demand,
physical demand, temporal demand, performance, effort, and frustration
level. These six scales are rated on a 21-point Likert scale from 0 (best
value, i.e., very low/perfect) to 100 (worst value, i.e., very high/failure). The
unweighted average of the ratings yields an overall score. The RTLX overall
score is assessed on a scale from 0 (low workload) to 100 (high workload).
The User Experience Questionnaire (UEQ) [Sch14] assesses the usability and
experience of a system. Users rate their experience on 26 scales of opposing
pairs on a seven-point Likert scale. The results are combined to derive the six
scores of attractiveness, perspicuity, efficiency, dependability, stimulation,
and novelty that are rated on a scale from -3 (bad) to 3 (excellent). To gain
quick insights, a short version of the UEQ, the UEQ-S [Sch17], was developed.
It measures the pragmatic, hedonic, and overall quality of a system using
eight opposing pairs on a seven-point Likert scale. Again, the resulting scores
range from -3 (bad) to 3 (excellent).
The Networked Minds Social Presence Measure (NMSPM) [Har04] quantifies
the social presence of the interaction with 36 questions on six sub-scales.
For the user studies, only the sub-scales co-presence, attentional allocation,
perceived message understanding, and perceived behavioral interdependence
were used and evaluated on a seven-point Likert scale. The scales perceived
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emotional understanding and perceived emotional interdependence were
omitted because emotions and attitude can only be transferred to a limited
extent with avatars that lack facial expressions. The six questions of each
sub-scale of the NMSPM were aggregated to a total score for each of them.
To make sure that the scales of the NMSPM are consistently rated as larger
values are better, the ratings on the following scales of the questionnaire
were inverted (as in [Piu18, Piu19]): Attentional allocation questions 1, 2, 5,
and 6. Perceived message understanding questions 5 and 6. The resulting
scales range from 1 (bad) to 7 (good).
At last, users were presented with custom questionnaires and asked to
provide written feedback depending on the system which is explained in
the respective sections.
The results of the evaluations are reported as average value (M) with stan-
dard deviation (SD), 95% confidence interval (CI), and root-mean-square er-
ror (RMSE). Most results are depicted as figures showing bar plots. However,
some results show Box-Whisker-Plots [Bec16] and probability density func-
tions using a kernel density estimation (KDE) [Lan04]. The bandwidth of the
KDE is calculated using the Scott-rule [Sco12].
This thesis uses several significance tests to show that a difference among the
mean values of the sampled data in the user studies also exists in the popula-
tion of the data. The bookModern Statistical Methods for HCI [Rob16] provides
a good overview of the commonly used satistical tests and gives practical ex-
amples on how to calculate the tests using the programming language R¹.
However, for most of the calculations in this thesis, the software SPSS was
used².
The result of the calculation of a significance test is a test value, e.g., F-value
for ANOVA. Based on this test value, a probability value (p) can be derived.
To evaluate whether an effect is present, e.g., the means of two data sets are
different, a null hypothesis is formulated that claims the effect is not present.
If the p-value is smaller than a significance level of 𝛼, then the null hypothe-
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between the means is not a random effect of the evaluation but exists in the
population. If the p-value is larger than 𝛼, the null hypothesis cannot be re-
jected, e.g., there is no significant difference within the whole population.
The probability value of 1 − 𝛼 describes the correct rejection of a null hy-
pothesis. However, with a probability of 𝛼, a true null hypothesis is falsely
rejected (type I error). Also, with a probability of 𝛽, a null hypothesis is ac-
cepted even though it should have been rejected (type II error). The value of
1 − 𝛽 is equal to the power of a test. In this thesis, the null hypothesis is
evaluated under the assumption of a significance level of 𝛼=.05. For all tests,
the test value, the probability value (p), and also the size of the test set (N) are
reported. Plots indicate significant differences with * for p≤.05, ** for p≤.01,
and *** for p≤.001.
While performing an evaluation, different variables are captured. These can
be grouped into independent and dependent variables. Independent variables
describe factors that are changed during an experiment, e.g., algorithms that
are compared. For each factor, there exist two or more levels, e.g., the fac-
tor of algorithm may have three levels A, B, and C. Dependent variables are
influenced by these independent variables, e.g., users’ task performance may
be increased/reduced depending on the currently used algorithm. Each factor
can affect the dependent variables (main effect). However, when two or more
factors are present, the factors can also interact with each other (interaction
effect), e.g., the interaction of the factors algorithm*device could show a cer-
tain device complements a specific algorithm.
Furthermore, there exist two test designs to execute an evaluation: A between-
subject design uses independent samples of data recordings. This means that
themeasurements of a dependent variable within one level cannot bematched
to another level, e.g., the users of algorithm A and the users of algorithm B
are not the same. In contrast, a within-subject design uses dependent samples
so that measurements can be matched between the levels, e.g., all users per-
formed algorithms A and B.
Also, the distribution and level of measurement, i.e., nominal, ordinal, interval
or ratio scale, of the collected data plays a role. Parametric tests often assume
that the data fits a normal distribution and is interval or ratio scaled whereas
nonparametric tests are distribution-free and can handle data that is at least
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of ordinal scale. Normal distribution can be tested using the Shapiro-Wilk
test [Sha65]. For results of p>.05, the data samples are normally distributed.
However, one can assume normality for larger sample sizes (N>20) and t-test
and ANOVA are fairly robust against moderate deviations from normality.
Significance tests demand different requirements for the data, e.g., evaluation
design, the number of factors and levels, distribution of samples, or level of
measurement. Therefore, depending on the underlying data, different sig-
nificance tests have to be used. Fig. A.1 gives an overview of commonly em-
ployed tests sorted bymain requirements. In this thesis, the following tests are
used: Paired t-test [Hsu05], Wilcoxon signed-rank (WSR) test [Wil70], Mann-
Whitney-U-Test [Man47], one-way and two-way repeated-measures analysis
of variance (ANOVA) [Fis92], and Friedman test [Zim93].
The ANOVA test assumes sphericity of the data. This means that the relation-
ship between levels is similar and their variances are approximately equal.
For two levels, sphericity is always met. To measure if sphericity is met for
more than two levels, Mauchly’s test can be used. If the p-value of Mauchly’s
test is not significant, the data can be assumed to not violate the assumption
of sphericity. However, if Mauchly’s p-value is significant, then the null hy-
pothesis has to be rejected which indicates a violation of sphericity. In that
case, the degrees of freedom of the ANOVA have to be adjusted by a cor-
rection term 𝜖. The 𝜖 of Greenhouse-Geisser is more restrictive and is used if
Greenhouse-Geisser 𝜖 < .75. If Greenhouse-Geisser 𝜖 > .75, then the Huynh-
Feldt 𝜖 is used for correction.
When there are more than two levels, different post hoc tests are applied
to check for significant differences between conditions. This is necessary
because performing pairwise comparisons accumulates probability of 𝛼 and
leads to an inflation of a type I error. In this thesis, pairwise comparisons
are calculated using Bonferroni-corrected [Bon35] p-values and Tukey HSD
post hoc tests [Tuk53]. When there are few pairwise comparisons, Bonferroni
correction provides higher statistical power, and for many pairwise compar-
isons, a Tukey test has more power. Bonferroni correction is calculated using
𝑝∗ = 𝑝/𝑁. The Tukey tests are adjusted with a family-wise error rate (FWER)
of 1% to avoid the inflation of a type-1 error.
Besides checking data for statistical differences, also equivalence tests are
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Figure A.1: Overview of significance tests to analyze the differences among means grouped by
study design, factors, and levels based on [Rob16] (p. 138).
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used to show the equality of levels. This thesis only uses a robust two one-
sided test (rTOST) [Yue74] which applies to within-subject designs with one
factor and two levels.
As described, the p-value indicates whether an effect within the results of
the evaluation is also applicable to the population or not. If an effect is sig-
nificant, its strength can be measured using effect size. In this thesis, effect
sizes are reported with Cohen’s d [Coh88], Pearson’s correlation coefficient
r [Pea31], partial eta squared (𝜂2) [Coh73], or Kendall’s coefficient of concor-
dance W [Win40]. The effect sizes are chosen based on the resulting values of
the significance or equivalence test. However, many effect sizes can be con-
verted to other types. Cohen’s d is reported for rTOST tests, Pearson’s r for
WSR and t-tests, partial 𝜂2 for ANOVA, and Kendall’s W for Friedman tests.
Table A.1 shows how the different values of the effect sizes can be interpreted.
Table A.1: Interpretation of effect sizes
Cohen’s d Pearson’s r partial 𝜂2 Kendall’s W
small ≥.2 ≥.10 ≥.01 ≥.1
medium ≥.5 ≥.25 ≥.06 ≥.3
large ≥.8 ≥.40 ≥.14 ≥.5
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