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En este trabajo se analiza el problema de programación de turnos de trabajo, lo cual es 
relevante para todas las organizaciones de servicios que buscan mejorar su productividad, 
ya que la mano de obra representa normalmente ente el 60% y 80% de los costos 
operativos y conseguir distribuirla de manera eficiente y eficaz acorde a la demanda, 
permite optimizar una parte significativa de los recursos de la compañía.  
 
La investigación de operaciones permite abordar este problema con la implementación de 
modelos de optimización, los cuales tienen un sustento matemático y estadístico, para 
reinventar, romper paradigmas y tradiciones de la toma de decisiones en la planeación 
operativa, evitando los posibles sesgos que se pueden generar al realizar el proceso 
manual. Debido al gran tamaño y a la alta complejidad del problema lo más eficiente es 
resolverlo a través de modelos de optimización heurística y se implementa un algoritmo 
Recocido Simulado. Se propone complementarlo con un operador de mutación con el fin 
de realizar una exploración más intensiva y permitir la búsqueda de soluciones con un 
número de agentes diferente para conseguir mejores resultados.  
 
En búsqueda de un equilibrio entre la calidad y la agilidad del modelo, se realiza un diseño 
de experimentos para seleccionar los valores idóneos de los parámetros del Recocido 
Simulado, encontrando que el parámetro que más afecta la respuesta final es el tamaño 
del vecindario. A través de un caso de aplicación se compara el método propuesto con la 
programación manual de turnos realizada por un experto, aumentando casi 9% la calidad 
de programación de turnos y disminuyendo el tiempo de ejecución en 86%. 
 
Palabras clave: Programación de turnos, Optimización heurística, Recocido 
Simulado, Diseño de experimentos, Tamaño del vecindario.  
Resumen y Abstract  XI 
 
Abstract 
In this paper the work-shift scheduling problem is analyzed, which is relevant for service 
organizations that attempt to improve their productivity, considering that the workforce 
usually represents between 60% and 80% of the operational costs and distributing it 
efficiently and effectively according to its demand, allows to optimize significantly the 
company resources. 
 
Operations Research allows to approach this problem with the implementation of 
optimization models, which have a mathematical and statistical basis to reinvent, break 
paradigms and traditions of decision making in operative planning, avoiding possible biases 
generated while performing this process manually. Due to the large size and high 
complexity of the problem, it is most efficient to solve it through heuristic optimization 
models applying a Simulated Annealing algorithm. It is proposed to complement it with a 
mutation operator in order to perform a more intensive exploration and allowing to search 
solutions with a different number of agents to achieve better results. 
 
Looking for a balance between the model quality and agility, a design of experiments is 
developed to select the ideal values of simulated annealing parameters, finding that the 
size of the neighborhood is the most significant parameter over the response variable. 
Through an application case, the proposed method is compared with a manual work-shift 
scheduling performed by an expert, increasing almost 9% the scheduling quality and 
reducing the execution time an 86%. 
 
Keywords: Work-shift scheduling, Heuristic optimization, Simulated annealing, 
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El problema de la planeación y asignación de turnos de trabajo ha sido investigado más 
intensivamente en las últimas décadas [1]. La mayoría de autores se han enfocado en 
aplicaciones como asignación de turnos para enfermeros [2] y conductores de transporte 
masivo [1], los cuales son agentes de servicio al cliente y estas metodologías encontradas 
sirven como base para este proyecto.  
 
Se identifican en la literatura múltiples soluciones, utilizando métodos optimización a través 
de los cuales se obtienen soluciones exactas y por otro lado métodos heurísticos y 
metaheurísticos a través de los cuales se encuentran soluciones aceptables cercanas al 
óptimo en tiempos de computación relativamente cortos. Entre los métodos implementados 
se encuentran algoritmos genéticos según Aickelin y Dowsland [3], Tsai y Li [4] y Easton y 
Mansour [5], y un algoritmo evolucionario híbrido según Bai, Burke, Kendall, Li y McCollum 
[6]. Otros autores como Zheng, Liu y Gong [7] han utilizado métodos de algoritmos de 
búsqueda local para resolver problemas de rostering, los cuales resultan más simples y 
ágiles, pero que generan resultados no tan cercanos al óptimo. Otro tipo de soluciones 
involucran la combinación de los métodos mencionados anteriormente, Arévalo [8] 
presenta una que combina programación entera y procedimientos de búsqueda local. 
 
También se encuentra en la revisión bibliográfica, que en diferentes compañías de atención 
y servicio al cliente la planeación y programación de turnos de la mano de obra, se realiza 
con métodos empíricos o manuales, es decir, sin tener un fundamento matemático [7], 
donde cada encargado de ejecutar este proceso lo hace según sus conocimientos, 
experiencia y subjetividad, lo cual representa un sesgo que incrementa la variabilidad 
natural del proceso y genera la desestandarización de la metodología que imposibilita el 
seguimiento, control y mejoramiento del proceso, la planeación del personal pierde 
sustento estadístico y se afecta la confiabilidad de las estimaciones, generando 




Por otra parte, en un proceso de programación la dificultad incrementa, conforme 
aumenten las restricciones del problema y las variables controlables de decisión o 
incógnitas del problema [10]. En el caso de la programación de turnos se cumplen las 
mismas hipótesis y el problema es combinatorial y considerado de alta complejidad [7], por 
lo cual la gran mayoría de los investigadores abordan el problema a través de técnicas de 
optimización heurísticas [11]. 
 
El presente proyecto busca desarrollar una metodología que permita sistematizar y 
optimizar los indicadores del proceso de asignación de turnos de agentes de servicio al 
cliente, buscando tener tiempos de ejecución apropiados. Se propone el uso de técnicas 
heurísticas para desarrollar un modelo de optimización que cumpla con las restricciones 
del sistema y que consiga un mejor aprovechamiento del recurso humano disponible, en 
comparación al requerimiento de personal que se obtiene mediante las proyecciones de 
atención del sistema. 
 
Inicialmente se desarrolló una revisión documental de más de 30 publicaciones 
académicas y profesionales, revistas, materiales de conferencias, libros y otros recursos 
electrónicos, en bases de datos como Science Direct, Scopus, Ebsco, IEEE, Business 
Insights, entre otras. Este material permite tener un amplio conocimiento acerca del 
problema de la asignación de turnos, conociendo las características, limitaciones, 
supuestos, resultados, críticas, metodologías implementadas, que permiten la 
construcción de un marco teórico sólido y que son el punto de partida y sustento para la 
implementación de una metodología de solución. 
 
El desarrollo del proyecto que se aborda en este trabajo de grado, involucra las áreas de 
estadística, investigación de operaciones y optimización heurística, con aplicación en el 
área de planeación operativa. Inicialmente se desarrollará un modelo de optimización de 
los indicadores de calidad de programación de turnos, mediante la construcción de un 
algoritmo de optimización heurística, implementado en un lenguaje de programación 
determinado, que tome como entrada información histórica de demanda y de requerimiento 
de personal procedente de una base de datos definida. 
 
A través de la metodología se debe decidir la cantidad de agentes asignados a cada tipo 
de turno de trabajo posible de acuerdo a las políticas empresariales y a la legislación 
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laboral, en cada uno de los días de la semana y los tipos de turnos posibles corresponden 
a todas las opciones factibles de asignación a lo largo de cada día productivo. Las 
restricciones en la programación de turnos se sustentan en los requerimientos de la 
operación, en la normatividad laboral local y en las políticas empresariales respecto a los 
empleados y los turnos que realizan. 
 
Finalmente, con el objetivo de evaluar el enfoque propuesto, se buscará abordar un 
problema real, con las características y procesos propios predeterminados y se comparará 
los resultados obtenidos, de acuerdo a diferentes escenarios de combinación de los 
parámetros propios del algoritmo de optimización implementado. 
 
La metodología y resultados obtenidos en este proyecto serán válidos para el proceso de 
rostering o asignación de turnos de trabajo para la mano de obra en actividades de servicio 
al cliente, sin embargo, esta delimitación no implica que la metodología no pueda ser 
adaptada para otro tipo de procesos y empresas. Dicha metodología implementada busca 
la maximización de indicadores de calidad de programación de turnos y niveles de servicio 
al cliente, a través de técnicas de optimización heurística. Previo a una asignación de 
turnos, se debe analizar cuál es la cantidad de agentes requeridos para satisfacer o 
responder a la demanda, este proyecto no busca determinar modelos de estimación de 
demanda o de requerimiento de personal en el largo y corto plazo, por el contrario, lo 
mencionado anteriormente son entradas al modelo planteado [9].  
 
El trabajo se estructura de la siguiente manera: en el capítulo 1, se describe el problema a 
abordar, el marco de referencia y el contexto de las metodologías posibles de solución. En 
el capítulo 2, se enumeran los objetivos que se espera alcanzar. Posteriormente, en el 
capítulo 3, se formula matemáticamente el problema y se explica a detalle el modelo de 
optimización propuesto para solucionarlo. Se realiza un análisis estadístico para definir el 
valor de los parámetros asociados a la técnica seleccionada y se compara con los 
resultados obtenidos de asignación de turnos manual elaborada por un experto en el 
proceso a lo largo del capítulo 4. Y por último en el capítulo 5, se mencionan las principales 






1. Estado del Arte 
Se presenta a continuación, de manera resumida, algunos de los conceptos básicos 
relacionados con el problema de la asignación de turnos y su complejidad computacional, 
y se describen brevemente algunos de los métodos reportados en la literatura para resolver 
el problema que da origen al presente trabajo. 
1.1 Contexto 
La planeación operativa de la mano de obra, se refiere a proceso cíclico de toma de 
decisiones sobre el personal operativo de una compañía, en este caso de servicio al 
cliente, que parte de la información histórica de la demanda y busca determinar finalmente 
el número óptimo de recursos y los horarios de disponibilidad de los mismos [12]. Este 
proceso se compone de cuatro etapas: Forecasting, Dimensioning, Scheduling y Rostering 
[9], según se presenta en la Figura 1-1. 
Figura 1-1: Ciclo de Planeación Operativa 
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En este proyecto se busca abordar la cuarta etapa del ciclo de planeación operativa que 
involucra las decisiones de gestión del personal de atención al cliente en el corto plazo, es 
decir, el problema de asignación de turnos. Buscando determinar el número de agentes 
que se asignarán a un conjunto de turnos predeterminados para cumplir con dos objetivos, 
maximizar la eficiencia de la mano de obra y brindar un servicio de alta calidad a los 
clientes, siempre y cuando las condiciones sean similares las planeadas y no haya factores 
externos que afecten negativamente los resultados. Esto permite conseguir que la 
programación de agentes por intervalo de tiempo corresponda lo más posible con la 
demandada, teniendo en cuenta las restricciones de planta, espacio, legislación laboral, 
costos, entre otros. En este sentido, la carencia de personal puede ser una de las causales 
de insatisfacción de los clientes al generar tiempos de espera inadecuados, mientras que 
el exceso de personal genera ineficiencia en los recursos programados, lo cual se 
encuentra ligado estrechamente a sobrecostos operativos [13]. 
1.2 Problema 
Casi todas las compañías están interesadas en la atención y servicio a los clientes actuales 
y potenciales, la satisfacción de estos de manera eficiente es uno de los objetivos 
estratégicos principales. La planeación operativa surge como proceso clave para las 
organizaciones [7], ya que permite alinear las actividades ejecutadas por últimos niveles 
jerárquicos con los objetivos estratégicos de las compañías [14] y permite planificar 
adecuadamente el uso de la mano de obra, el cual es el recurso principal para las 
actividades de servicio al cliente, debido a que representa normalmente ente el 60% y 80% 
de los costos operativos [1] [15].  
 
La optimización de la planeación operativa orientada a la programación de turnos de 
trabajo, es decir, a determinar la mano de obra necesaria en cada intervalo del día, permite 
dentro de condiciones normales de demanda esperada y asistencia de los agentes, 
incrementar la rentabilidad y alcanzar los niveles esperados de satisfacción de los clientes 
[14]. 
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1.3 Investigación de Operaciones 
La Investigación de Operaciones es una ciencia moderna interdisciplinaria que busca la 
mejor solución posible a problemas matemáticos complejos, mediante su formulación y la 
construcción de un modelo científico que pueda representar matemáticamente la condición 
del sistema en cuestión. Estos modelos de optimización han sido ampliamente utilizados 
en manufactura, telecomunicaciones, transporte, finanzas, ingeniería, entre otras ramas, 
facilitando la toma de decisiones y la planificación de sus actividades, mejorando la 
efectividad en las operaciones, decisiones y gestión [16]. Para resolver un problema de 
optimización, se debe encontrar el valor ideal que deben tomar las variables involucradas 
en el problema para hacer óptima una función objetivo, satisfaciendo el conjunto de 
restricciones que lo delimitan [17]. 
 
Los métodos o algoritmos de optimización se utilizan para el cálculo, procesamiento de 
datos y el razonamiento automatizado, es posible clasificarlos en métodos exactos que son 
algoritmos que devuelven la solución óptima del problema y métodos heurísticos que son 
algoritmos que brindan soluciones que no son necesariamente las óptimas pero unos 
tiempos de ejecución relativamente bajos [17] [18]. Entre estos últimos se destacan los 
métodos metaheurísticos, que imitan fenómenos sencillos observados en la naturaleza y 
que parecen estar asociados con la inteligencia artificial, adaptando el comportamiento de 
diferentes especies a soluciones de problemas altamente complejos [17]. En la Figura 1-2 
se representa esquemáticamente los métodos de optimización y aparecen las técnicas 
metaheurísticas más reconocidas.  
Figura 1-2: Técnicas Heurísticas 
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1.3.1 Hill Climbing 
Se trata del heurístico más sencillo y por esta razón convencional, es una técnica de 
búsqueda local y mejoramiento iterativo, que a partir de una solución determinada, 
comienza a realizar búsquedas en el espacio factible de soluciones y selecciona cada vez 
la mejor opción resultante, hasta no haber mejorías o alcanzar un cierto número de 
iteraciones. Al no realizar saltos aleatorios, los métodos Hill Climbing tienden a converger 
a óptimos locales no globales, es decir, soluciones buenas pero que no necesariamente 
son las mejores [19].  
1.3.2 Búsqueda Tabú 
Es un proceso de búsqueda local que permite movimientos de mejoramiento y 
empeoramiento de la solución, está basado en principios generales de inteligencia artificial. 
Dentro del proceso los últimos movimientos se denominan tabús y durante una cantidad 
predicha de iteraciones se prohíbe repetirlos, para evitar caer en soluciones anteriores y 
que el algoritmo termine en un bucle, diversificando así el esfuerzo de búsqueda [20]. 
1.3.3 Recocido Simulado 
Es un algoritmo que incorpora procedimientos de búsqueda estocástica, se basa en 
principios de la termodinámica y el proceso de recocido del acero, inicialmente a 
temperaturas muy elevadas existe una alta posibilidad de reordenar la estructura cristalina 
del material y conforme se enfría lentamente, se estabiliza su estructura hasta alcanzar el 
estado sólido (óptimo global) [21].  
1.3.4 Algoritmos Genéticos 
Son procedimientos basados en la genética y la selección natural, la base es un conjunto 
de soluciones (población) que se cruzan, se reproducen y pueden incluso mutar para 
sobrevivir, adaptarse y mejorar dicha especie. La operación de cruce es el mecanismo 
principal de búsqueda, generando soluciones (individuos) descendientes que poseen 
características de los cromosomas o individuos que se cruzan [22]. 
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1.3.5 Colonia de Hormigas 
Son modelos inspirados en el comportamiento de colonias de hormigas, entendiendo cómo 
animales relativamente ciegos y diminutos, son capaces de seguir la ruta más corta entre 
la colonia y una fuente de alimento, esto generado por la capacidad de hormigas para 
transmitir información a las demás, dejando un rastro de feromonas al desplazarse. Las 
hormigas valoran el camino que atraviesan (función objetivo), y mientras mejor sea, más 
feromonas depositan en él, adicionalmente existe una función de evaporación estas lo cual 
reduce progresivamente la probabilidad de elegir soluciones de baja calidad [23]. 
1.4 Complejidad computacional 
Como lo define Betancur [24], la teoría de la complejidad computacional es la rama de la 
teoría de la computación que estudia la dificultad de la resolución de un problema de 
decisión computable. Los recursos comúnmente estudiados son el tiempo (mediante una 
aproximación al número y tipo de pasos de ejecución de un algoritmo para resolver un 
problema) y el espacio (mediante una aproximación a la cantidad de memoria utilizada 
para resolver un problema).  
 
Los problemas de decisión se clasifican en conjuntos de complejidad comparables 
llamados clases de complejidad. La complejidad P es el conjunto de los problemas de 
decisión que pueden ser resueltos de manera óptima en un tiempo razonable o polinómico. 
La complejidad NP es el conjunto de los problemas de decisión más difíciles que encontrar 
su solución exacta tardaría tanto tiempo que lo hace completamente inaplicable. Todos los 
problemas de esta clase tienen la propiedad de que su solución puede ser verificada 
efectivamente. Por otra parte, en un proceso de programación la dificultad incrementa, 
conforme aumenten las variables de decisión y las restricciones del problema [10]. En el 
caso de la programación de turnos se cumplen estas condiciones, entendiendo que existen 
diferentes posibilidades de turnos a programar, dependiendo del inicio, duración y 
descansos, y la cantidad de agentes a programar puede ser cualquier número entero 
positivo. Así que el problema es considerado NP-Completo, por lo cual la gran mayoría de 







2.1 Objetivo general 
Optimizar los indicadores de la asignación de turnos de agentes de servicio al cliente, a 
través de técnicas heurísticas. 
2.2 Objetivos específicos 
 Determinar e implementar las técnicas heurísticas de solución que permitan dar 
solución al problema planteado, logrando optimizar el proceso y resultados de la 
programación y asignación de turnos de los agentes. 
 Identificar y plantear claramente la problemática, variables, limitaciones y supuestos a 
considerar que hagan parte del sistema. 
 Realizar un diseño de experimentos para evaluar el desempeño de la técnica 
seleccionada aplicada a un problema real de cierta industria y determinar los 




3. Enfoque de solución propuesto 
Después de entender y comprender la complejidad que los métodos de optimización 
exacta no son eficientes para resolver el problema planteado, corresponde dentro de este 
estudio determinar el método de optimización metaheurística que se convertirá en el 
enfoque de solución propuesto. 
En la literatura existen varios métodos de optimización que ofrecen soluciones posibles al 
problema planteado [11]. Sin embargo, la eficacia y eficiencia de cada método puede variar 
dependiendo del problema a abordar, es por esta razón que se hace pertinente realizar 
una evaluación comparativa entre cada método, la cual se detalla en la Tabla 3-1. 
Se definen entonces los siguientes criterios para comparar los posibles métodos de 
optimización a utilizar: 
 La efectividad de un algoritmo de optimización depende de mantener un balance 
entre intensificación (explotación de la región actual de búsqueda) y diversificación 
(exploración de regiones de búsqueda distantes a la actual), ya que esto permitirá 
no consumir mucho tiempo en regiones del espacio inadecuadas o ya exploradas 
e identificar rápidamente regiones con soluciones de buena calidad [25], se clasifica 
de la siguiente manera: 
o Limitado o nulo: El balance en el método es limitado ya que se enfoca en 
intensificar o se enfoca en diversificar la búsqueda de soluciones.  
o Estático: A lo largo de todo el algoritmo existe la misma probabilidad de 
probar soluciones  de otra región del espacio de búsqueda. Esto genera un 
riesgo ya que si eventualmente el algoritmo está cerca de la solución óptima 
existe una alta probabilidad de saltar a otra región del espacio de búsqueda 
alejada del óptimo. 
o Dinámico: este es el escenario ideal, donde al inicio del algoritmo hay una 
alta diversificación de la búsqueda, es decir, rápidamente se exploran 
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diversas regiones y al final la probabilidad de explorar otras regiones es muy 
baja y se prefiere explotar intensivamente la región actual.  
 La estructura de las posibles soluciones depende del problema a abordar y es clave 
que estas soluciones potenciales sean factibles, es decir, que cumplan las 
restricciones del problema [25], según el problema abordado se clasifica de la 
siguiente manera: 
o No adaptable: la intensificación o la diversificación comprometen la 
factibilidad de las soluciones. 
o Adaptable: lo ideal es que la intensificación y la diversificación no 
comprometen la factibilidad de las soluciones. 
 












































Dinámico No Adaptable 
Fuente: Elaboración propia con base a [17] [18] [19] [20] [21] [22] [23]. 
Según la Tabla 3-1, de los métodos de optimización metaheurística expuestos, de acuerdo 
a los criterios analizados, el único que tiene un Balance entre intensificación y 
diversificación, y a su vez la estructura de las soluciones es robusta y adaptable al 
problema en cuestión es el Recocido Simulado, y por ende es el método de optimización 
metaheurística seleccionado para abordar el problema.  
 
A continuación se realiza una introducción al Recocido Simulado, explicando las funciones 
y componentes de su lógica, describiendo su objetivo y la adaptación realizada para este 
caso de estudio. 
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3.1 Recocido Simulado 
Para el desarrollo de esta investigación se propone implementar un algoritmo de Recocido 
Simulado para dar solución al problema de asignación de turnos. Este es un algoritmo de 
búsqueda local con un criterio probabilístico de aceptación de soluciones basado en 
termodinámica, que busca evitar que la búsqueda finalice en óptimos locales [21], es uno 
de los algoritmos probabilísticos más representativos por sus buenos resultados en 
diferentes áreas de aplicación [21] [26], es muy utilizado en el campo de la optimización 
heurística por su simplicidad y eficiencia para resolver problemas combinatorios [27] y 
además tiene la ventaja de que al no ser de tipo poblacional, sus tiempos de cómputo son 
relativamente cortos [24].  
 
La técnica de recocido simulado fue formulada por Kirkpatrick, Gelatt y Vecchi en 1983 y 
está inspirada en el proceso de templado de metales, en el cual se somete a estos 
materiales a muy altas temperaturas donde sus átomos tienen un estado de energía alto y 
existe una alta posibilidad de reordenar la estructura cristalina del material, para después 
enfriarlo y estabilizar su estructura, la lentitud del enfriamiento es clave para lograr una 
mayor resistencia del metal [27].  
 
En la Tabla 3-2 se presenta la analogía que según Kirkpatrick et al. [21], inspira la 
metodología de optimización heurística: 
 
Tabla 3-2: Analogía del Recocido Simulado 
Analogía Recocido de Metales Método Heurístico 
Objeto de estudio Metal Problema 
Procedimiento Sistema de estados del material Soluciones factibles 
Variable respuesta Nivel de energía Función a optimizar 
Alternativas Cambio de estado Solución vecina adyacente 
Variable de Control  Temperatura Parámetro de iteración T 
Estado esperado 
Reordenamiento de la estructura 
cristalina 
Solución óptima o cercana  
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La metodología parte con una solución inicial que se va transformando en otras soluciones 
mejores a medida que avanza la búsqueda, se hace uso de una variable llamada 
Temperatura (T), cuyo valor determina en qué medida pueden ser aceptadas soluciones 
vecinas peores que la actual. La variable temperatura se inicializa a un valor alto, 
denominado Temperatura inicial (T0) y se va reduciendo cada iteración mediante un 
mecanismo de enfriamiento de la temperatura hasta alcanzar una Temperatura final (Tf).  
 
En cada iteración se genera un grupo determinado de soluciones adyacentes o vecinos 
(L(T)) y para cada uno de ellos se aplica el criterio de aceptación para ver si sustituye a la 
solución actual. Si la solución vecina es mejor que la actual se acepta automáticamente, 
pero si es peor, aún existe la probabilidad de que el vecino sustituya a la solución actual, 
lo cual permite al algoritmo realizar saltos y salir de posibles óptimos locales [21] [27], tal 
como se ilustra en la Figura 3-1.  
Figura 3-1: Comportamiento del Recocido Simulado 
 
Fuente: Elaboración propia con base a [21]. 
Una vez finalizada cada iteración, se enfría la temperatura y se pasa a la siguiente 
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Figura 3-2: Flujograma de iteraciones Recocido Simulado 
 
Fuente: Elaboración propia con base a [21]. 
A continuación se detalla cada componente expresado en el flujograma del Recocido 
Simulado: 
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3.1.1 Solución inicial 
La solución de partida del problema es la semilla para la realización del proceso iterativo 
del recocido simulado, puede ser generada de manera aleatoria, a través del juicio de un 
experto o un método simple de optimización, garantizando que se encuentra dentro de la 
región factible del problema [21]. 
3.1.2 Temperatura inicial 
Es importante poder una temperatura inicial que garantice la robustez del algoritmo, es 
decir, que la solución alcanzada no dependa de la solución inicial, siendo lo 
suficientemente alta que permita movimientos erráticos al principio del proceso [28]. Para 
ello se toma la propuesta de Johnson et al. [26], donde se relaciona la probabilidad (ɵ) de 
aceptar una solución que tenga una diferencia de ɛ unidades porcentuales de la actual, de 





          (3.1) 
 
Para efectos de esta propuesta, se buscará que al inicio del algoritmo la probabilidad de 
aceptar soluciones sea un 𝜀0 = 5% peores, sea del 𝜃0 = 99%. 
3.1.3 Temperatura final o condición de parada 
Cuando en el algoritmo se alcanza la temperatura final debe detenerse el procedimiento, 
conviene definir una temperatura lo suficientemente baja para no permitir movimientos 
erráticos que afecten la solución negativamente al final del algoritmo [21], también el 
cálculo de la temperatura final se basa en la propuesta de Johnson et al. [26], de acuerdo 





          (3.2) 
    
Para efectos de esta propuesta, se buscará que al final del algoritmo la probabilidad de 
aceptar soluciones sea un 𝜀𝑓 = 5% peores, sea del 𝜃𝑓 = 1%. 
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3.1.4 Función de vecindad 
Se propone el sistema representado en el pseudocódigo que se encuentra en la Figura 
3-3, para generar las soluciones adyacentes que conforman el vecindario en cada iteración 
del algoritmo de acuerdo a la solución actual, para luego seleccionar una de ellas como 
candidata a ser la nueva solución. 
Figura 3-3: Pseudocódigo para la generación de soluciones vecinas 
 
Fuente: Elaboración propia. 
 
Para mayor claridad, se ejemplifica en la Figura 3-4 la metodología de generación del 
vecindario, se puede apreciar cómo serían los dos primeros miembros del vecindario, 
obtenidos al distribuir la asignación en el Turno B y Turno C respectivamente.  
Se busca redistribuir la asignación del Turno A, que en este caso está compuesto de X=1 
agente, entre los posibles turnos restantes B-E.  
 Para cada vecino el nuevo valor del Turno A es Turno A’= Turno A – X = 0.  
 En el primer vecino, Turno B’= X + Turno B = 1+0 = 1.  
 En el segundo vecino, Turno C’= X + Turno C = 1+2 = 3.  
 En el tercer vecino, Turno D’= X + Turno D = 1+3 = 4.  
 En el cuarto vecino, Turno C’= X + Turno C = 1+1 = 2. 
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El proceso se repite para cada tipo de turno, hasta llegar al turno final (Turno E) y repartir 
su asignación (5 unidades) entre los posibles turnos restantes A-D, haciéndolo en una 
unidad a la vez. 
 
Figura 3-4: Ejemplo de la generación de vecindario 
 
Fuente: Elaboración propia. 
3.1.5 Función de aceptación 
Según la analogía planteada por Kirkpatrick et al. [21], la función de aceptación define la 
probabilidad de aceptar de soluciones, donde a mayor temperatura, mayor probabilidad de 
aceptación de soluciones peores con el fin de mejorar la exploración y a menores 
temperaturas dicha probabilidad disminuye significativamente buscando incentivar la 
explotación del algoritmo, y es esta combinación entre exploración y explotación la que 
permite que a través del algoritmo se consigan resultados efectivos [27]. A continuación se 
presenta la Ecuación (3.3) de probabilidad de aceptación, la cual depende de la diferencia 




𝑇          (3.3) 
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3.1.6 Función de enfriamiento 
La velocidad de enfriamiento puede ser de tipo aritmético, geométrico, entre otros. Para la 
solución propuesta se utilizará el enfriamiento geométrico, debido al hecho de que la 
velocidad de decremento de la temperatura es más mesurada que otras propuestas [24] 
[27], para calcular la temperatura actual se utiliza la Ecuación (3.4): 
𝑇𝑖 = 𝛼 𝑇𝑖−1, ∀𝛼 𝜖[0,1]         (3.4) 
 
Diversos autores recomiendan valores altos para α, entre 0.80 y 0.99, los cuales 
proporcionan buenos resultados [29]. 
3.1.7 Función de mutación 
Con el fin de complementar la técnica propuesta, en el presente trabajo se propone utilizar 
un operador de Mutación como el manejado frecuentemente en los algoritmos genéticos, 
el cual consiste en modificar un número determinado de soluciones vecinas de manera 
aleatoria. Con esta función se  busca incentivar la exploración del algoritmo y escapar de 
posibles óptimos locales [30]. Para la metodología propuesta, se busca probar alternativas 
en cuanto a la cantidad total de agentes programados, disminuyendo de manera aleatoria, 
como máximo un 10% de los agentes de algunas soluciones vecinas, lo anterior se compila 
en la Figura 3-5. 
Figura 3-5: Operador de Mutación 
 
Fuente: Elaboración propia. 
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3.2 Comparación con otros enfoques 
Los modelos de optimización metaheurísticos están compuestos de un conjunto de 
parámetros que deben ser configurados para acercar al algoritmo al problema en estudio, 
de ellos depende la efectividad de la respuesta final y a través de ellos se debe garantizar 
un equilibrio entre exploración y explotación de soluciones, su diversidad y la velocidad de 
convergencia del algoritmo [31].  
En la Tabla 3-3 se presenta un comparativo entre dos técnicas Metaheurísticas en su 
versión más básica, uno es el Recocido Simulado como enfoque seleccionado y otro 
enfoque como lo son los Algoritmos Genéticos, utilizados en Aickelin et al. [3], Tsai et al. 
[4] y Easton et al. [5] para la resolución del problema de asignación de turnos.  
Tabla 3-3: Comparación de enfoques Metaheurísticos. 
Enfoque Algoritmos Genéticos [22] Recocido Simulado [21] 
Explotación 
Determinado por el tamaño de 
la población y el operador de 
cruce, los cuales son fijos y 
definidos por el analista. 
Determinado por el tamaño del 
vecindario y la función de 
vecindad, los cuales son fijos y 
definidos por el analista. 
Exploración 
Definida por el operador de 
mutación, que altera un 
porcentaje determinado de los 
individuos de la población. 
Generada a través de la función 
de aceptación, probabilidad de 




Es constante durante todo el 
algoritmo al definir un parámetro 
fijo de mutación, por lo cual en 
las últimas iteraciones se puede 
afectar la mejor solución 
encontrada y así la 
convergencia. 
Se define a través de una función 
exponencial según la Ecuación 
(3.3), por lo cual se logra que la 
exploración y diversidad de los 
individuos sean significativas al 
inicio y menores en las últimas 
iteraciones e incentivando la 
explotación al final del proceso, 
asegurando la convergencia y 
efectividad del algoritmo. 
 
De la revisión de ambos enfoques, se destaca que tienen una definición similar en cuanto 
a la conformación de las soluciones y su evolución en el proceso de explotación del 
algoritmo; sin embargo, difieren radicalmente a la hora de diversificar las soluciones y 
explorar en ellas, ya que los Algoritmos Genéticos cuentan con un parámetro de proporción 
de individuos a mutar o alterar, que es constante a lo largo del algoritmo, mientras que el 
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Recocido Simulado para explorar utiliza una operación matemática y probabilística que 
permite inferir si se aceptan o no soluciones peores en cada una de las iteraciones, la cual 
se vuelve menos intensiva al final del algoritmo, evitando afectar la mejor solución 
encontrada y así la convergencia del algoritmo. 
3.3 Formulación matemática del problema 
Dentro del alcance del presente trabajo de grado está la elaboración propia de un modelo 
matemático que permita resolver el problema planteado.  
 
Se debe desarrollar un modelo de optimización del indicador de calidad de programación 
de turnos, que analiza intervalos del día sub-dimensionados o sobre-dimensionados 
versus los requerimientos para la asignación de turnos, que decida la cantidad de agentes 
asignados a cada tipo de turno posible de acuerdo a las políticas empresariales y a la 
legislación laboral. Los tipos de turnos posibles corresponde a todas las opciones factibles 
de asignación, representado por una matriz NxM, donde N corresponde al tipo de turno y 
M al intervalo del día, los valores de esta matriz son enteros. 
 
Las restricciones en la programación de turnos se sustentan en los requerimientos de la 
operación, en la normatividad laboral local y en las políticas empresariales respecto a los 
empleados y los turnos que realizan, en donde se define:  
 
 Cubrimiento: Debe haber mínimo un agente con turno asignado dentro de todo el 
horario de operación. 
 Puestos: En cada intervalo del día, la cantidad de agentes asignados, no debe 
superar el número de puestos de trabajo disponibles. 
 Horas laborales: El tiempo de asignación diaria de cada agente no debe superar 
la cantidad máxima de horas permitidas (ordinarias y extras) por legislación laboral. 
 Agentes Actuales: No se podrá programar más agentes que los que se tienen 
disponibles, excluyendo aquellos que descansan o tienen una licencia programada. 
 Descansos por turno: Dentro de la jornada diaria de cada agente, debe haber 
lugar a los descansos definidos que cumplan con las políticas empresariales y 
legales.  
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3.3.1 Parámetros del modelo 
Se describe a continuación cada uno de los parámetros, determinísticos y estocásticos o 
que son objeto de análisis estadístico, que componen el modelo matemático. 
 Conjuntos 
𝑰: Vector de intervalos de tiempo en los cuales se divide un día. 
𝑻: Vector de programaciones o turnos posibles. 
 
 Parámetros determinísticos 
𝑻𝒊𝒋: Matriz binaria de disponibilidad de horario. Toma el valor de 1 si es posible asignar 
personas en el intervalo i perteneciente al conjunto I, del turno j perteneciente al 
conjunto T. Por otra parte toma el valor de 0 de no ser posible. En esta matriz debe 
quedar implícita la restricción descansos por turno. 
𝑲 : Cantidad actual de agentes. 
𝒍 : Cantidad de agentes que por efectos de descansos o licencias, no pueden ser 
programados. 
𝑷 : Cantidad de puestos de trabajo disponibles. 
𝒉 : Cantidad de horas laborales diarias permitidas. 
 
 Parámetros Estocásticos 
𝑹𝒊: Matriz con el número de agentes requeridos en el intervalo i perteneciente al 
conjunto I. 
3.3.2 Modelo matemático 
Se propone a continuación el modelo matemático que permitirá resolver el problema 
planteado. Es importante aclarar que los parámetros determinísticos y estocásticos y la 
definición de los conjuntos, dependerá de los datos particulares que se asocien a una 
situación a resolver. El modelo parte entonces de un requerimiento de agentes, un número 
de agentes con los que se cuenta y los turnos posibles de asignar previamente definidos, 
así el problema se condensa en la construcción de una matriz en donde se define la 
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cantidad de agentes asignados a cada tipo de turno para cada uno de los días del horizonte 
de planeación.  
 Variables de decisión 
𝑿𝒋: Matriz con el número de agentes asignados al turno j perteneciente al conjunto T. 
 Función Objetivo 
Calidad de la programación: Indicador que analiza la adherencia a la curva de 
requerimiento versus el personal programado. 
𝑴𝒂𝒙   𝑆𝑄 = (1 − ∑
𝑎𝑏𝑠(𝑇𝑖𝑗 ∙𝑋𝑗−𝑅𝑖)
𝑅𝑖
𝑖 ϵ 𝐼 )       (3.5) 
 
 Restricciones 
Cubrimiento:  ∑ 𝑇𝑖𝑗 ∙ 𝑋𝑗𝑗∈𝑇 > 0,     ∀𝑖 ϵ 𝐼    (3.6) 
Puestos:  ∑ 𝑇𝑖𝑗 ∙ 𝑋𝑗𝑗∈𝑇 ≤ 𝑃,     ∀𝑖 ϵ 𝐼    (3.7) 
Horas laborales: ∑ 𝑇𝑖𝑗 𝑖∈𝐼 ≤ ℎ,     ∀𝑗 𝜖 𝑇     (3.8) 
Agentes Actuales:  ∑ 𝑋𝑗𝑗∈𝑇 = 𝐾 − 𝑙      (3.9) 
Positivos:   𝑋𝑗 ≥ 0 ,    ∀𝑗 ϵ 𝑇      (3.10) 





4. Experimentación y resultados 
Se construyó una herramienta en Microsoft Excel y el algoritmo de Recocido Simulado se 
programó en Visual Basic para Aplicaciones (VBA). La experimentación de la herramienta 
fue llevada a cabo en un procesador Intel® Core™ i3 de 2.40 GHz, estas condiciones del 
equipo pueden afectar el tiempo computacional y la productividad de la herramienta. 
4.1 Caso de aplicación 
Se propone probar el algoritmo sobre un problema con datos artificiosos, creados a partir 
del comportamiento de un grupo de agentes de una empresa real de la industria de 
telecomunicaciones. El problema busca optimizar la asignación de turnos de un día 
determinado para 40 agentes de servicio al cliente, de los cuales por lo menos tres deben 
tomar descanso durante todo el día, teniendo en cuenta que el requerimiento de personal 
previamente definido en intervalos de 15 minutos es el presentado en la Figura 4-1. 
Figura 4-1: Requerimiento de agentes por intervalo.  
 
Fuente: Elaboración propia. 
26 Optimización heurística para la asignación de turnos de trabajo de agentes de 
servicio al cliente 
 
Adicionalmente, de acuerdo a unas políticas empresariales y legales, se proponen 58 
posibles turnos de trabajo para los agentes, de acuerdo a las siguientes condiciones: 
 
 Ocho horas de trabajo neto, incluyendo descansos. 
 Los descansos son de 15 minutos incluidos dentro del turno, dos horas después de 
iniciado el turno y dos horas antes de finalizarse. 
 Sin tiempo de descanso en medio del turno y con posibles inicios de cada turno son 
cada 15 minutos comprendido entre las 06:00am y 04:00pm, y las 10:00pm. 
 Con una hora de descanso en el medio del turno y con posibles inicios de cada turno 
son cada 30 minutos comprendido entre las 08:00am y 11:00am. 
 Con media hora de descanso en el medio del turno y con posibles inicios de cada 
turno son cada 30 minutos comprendido entre las 08:00am y 11:30am. 
 
Para analizar el desempeño del método propuesto, se tendrá en cuenta la influencia sobre 
los siguientes indicadores o variables de respuesta: 
 
 Incrementar la Calidad de la programación (SQ) 
 Reducir la Cantidad de asesores programados (C) 
 Reducir el Tiempo de ejecución (t) 
4.2 Solución construida empíricamente 
Con el fin de tener una referencia y punto de comparación para analizar la eficacia y 
eficiencia del método propuesto, se solicita a un experto en el área de planeación operativa 
la asignación de turnos para el problema propuesto de acuerdo al requerimiento de 
agentes planteado en la Figura 4-1. El método utilizado por el experto es completamente 
manual y basado en su experiencia, se compara en la Figura 4-2 la asignación empírica 
con el requerimiento predefinido y se evidencia que en horas de la mañana hay un leve 
exceso de agentes programados y en horas de la noche un ligero déficit de personal.  
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Figura 4-2: Agentes requeridos vs programado por intervalo método manual.  
 
Fuente: Elaboración propia. 
En la Tabla 4-1 se recopilan los resultados obtenidos con la metodología manual, se 
destaca que el tiempo de ejecución es relativamente alto (17.5 minutos, cronometrados 
con el experto) si se piensa en que la asignación deba ser realizada para al menos una 
semana y pueda hacerse para más grupos de agentes, no existe una plena certeza si 37 
es el número adecuado de agentes o si se pudiera tener una asignación más eficiente al 
programar menos agentes y adicionalmente al ser un proceso manual puede existir algún 
sesgo que no permita tener los mejores indicadores de programación. 
 
Tabla 4-1: Indicadores de la asignación realizada de manera manual. 
Escenario SQ C (agentes) t (min) 
Programación 
Manual 
83.5% 37.0 17.50 
4.3 Diseño de experimentos 
En casi todos los campos de estudio, los investigadores llevan a cabo experimentos para 
comprobar ciertas hipótesis planteadas sobre un proceso o sistema particular La 
metodología estadística para optimizar la experimentación se conoce como diseño de 
experimentos, el cual es un método para aplicar sistemáticamente un conjunto de pruebas 
de cambios voluntarios en las variables controlables que componen el sistema, buscando 
analizar estadísticamente su efecto sobre las variables de respuesta. A través de un diseño 
de experimentos se puede concluir cuáles son las variables que más influencian las 
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variables de respuesta y cuál es el valor a establecer de dichas variables, de manera que 
el resultado se encuentre lo más cerca posible de la respuesta deseada [32]. 
4.3.1 Definición del diseño experimental 
En este caso de estudio, a través de un diseño factorial se podrá estudiar el efecto de un 
conjunto de factores (o variables controlables de entrada) que intervienen de manera 
directa en el algoritmo de optimización sobre la calidad de la programación de los agentes, 
teniendo en cuenta que se tiene el mismo interés sobre todos los factores [32].  
Para constituir un diseño experimental es necesario elegir al menos dos niveles de prueba 
de cada uno de los factores definidos [32]. En la Tabla 4-2, se definen los tres factores que 
componen el experimento a realizar y dos niveles para evaluar los resultados de cada uno 
de ellos, conformando así un diseño factorial 2k, con k=3 factores. 
Tabla 4-2: Factores y niveles de los factores del experimento 
Factores Nivel bajo Nivel alto 
A Coeficiente de enfriamiento 0.8 0.9 
B Tamaño del vecindario 1000 2500 
C Solución inicial Aleatorio Construida por experto 
 
Para el diseño factorial definido, se deben ejecutar aleatoriamente el conjunto de puntos 
experimentales o tratamientos que pueden formarse al considerar todas las posibles 
combinaciones de los niveles de los factores [32], que para el análisis definido, se compilan 
en la matriz de diseño o arreglo factorial representada en la Tabla 4-3. 
Tabla 4-3: Arreglo factorial del experimento. 





1 Bajo Bajo Bajo 
2 Bajo Bajo Alto 
3 Bajo Alto Bajo 
4 Bajo Alto Alto 
5 Alto Bajo Bajo 
6 Alto Bajo Alto 
7 Alto Alto Bajo 
8 Alto Alto Alto 
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En la Tabla 4-4 se presentan los resultados del experimento, como el promedio de 5 
repeticiones o ejecuciones del Recocido Simulado, bajo lo definido en cada uno de los 
tratamientos. Se destaca que solo en el 5% de las veces el algoritmo seleccionó un número 
menor de agentes a través del operador de mutación, obteniendo desempeños inferiores 
en los indicadores y por lo cual se concluye que para el caso de aplicación en análisis la 
cantidad de agentes (37) es la cantidad idónea requerida. 
Tabla 4-4: Indicadores por tratamiento del diseño experimental 
Tratamiento SQ C (agentes) T (min) 
1 84.8% 37.0 0.64 
2 84.1% 36.8 1.54 
3 90.9% 37.0 2.41 
4 90.5% 37.0 5.23 
5 85.5% 36.8 18.49 
6 84.4% 37.0 19.22 
7 92.0% 37.0 19.94 
8 91.4% 37.0 22.49 
4.3.2 Verificación de supuestos 
La validez de los resultados del diseño experimental  depende de que se cumplan los 
supuestos sobre los residuos del modelo (Normalidad, Varianza constante e 
Independencia) [33]. 
Figura 4-3: Gráficas de residuos 
 
Fuente: Elaboración propia. 
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La Figura 4-3 contiene las cuatro gráficas principales utilizadas para la validación de los 
supuestos [33], los cuales se detallan a continuación:  
 Normalidad: en la gráfica de probabilidad normal se observa que la mayoría de los 
puntos del diseño se encuentran a lo largo de la línea recta y en el histograma se 
aprecia que conforman aparentemente la llamada campana de Gauss, de acuerdo 
a lo anterior, la distribución de los residuales es normal. 
 
 Varianza constante: en la gráfica de residuos contra los valores ajustados del 
modelo, se evidencia que los puntos deben caen aleatoriamente en el eje vertical 
sin una tendencia aparente, es posible concluir que el supuesto se cumple. 
 
 Independencia: en la gráfica de los residuos con respecto al orden en que fueron 
obtenidos, no se observa ninguna tendencia de los puntos, se concluye que no 
existe problema con el supuesto de independencia. 
 
Después de concluir que el diseño cumple con los tres supuestos, es posible proceder con 
el análisis para determinar el efecto de los factores y su interacción sobre la variable de 
respuesta [33]. 
4.3.3 Análisis de Varianza 
El diseño factorial de tres factores permite investigar los efectos: A, B, C, AB, AC, BC y 
ABC según lo dispuesto en la Tabla 4-2, la hipótesis de interés está dada por:  
 
𝐻0:  𝜇1 = 𝜇2 = 𝜇3 = ⋯ = 𝜇8 = 𝜇   
𝐻1:  𝜇𝑖 ≠ 𝜇𝑗  , para algún i≠j 
 
La afirmación a probar es que la respuesta media lograda con cada tratamiento es la misma 
para los 8 tratamientos y que por lo tanto son iguales a la media global poblacional (µ), es 
decir, que no hay un efecto significativo diferenciado con alguno de los tratamientos. La 
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hipótesis anterior se prueba con un Análisis de Varianza (ANOVA cuyas siglas significan 
Analysis Of Variance, según la terminología inglesa) [33]. 










Constante - 0.879 0.008 116.23 0.0% 
A -0.035 -0.017 0.008 -2.31 3.4% 
B 0.065 0.032 0.008 4.29 0.1% 
C 0.033 0.017 0.008 2.19 4.4% 
AB 0.002 0.001 0.008 0.13 90.0% 
AC 0.005 0.002 0.008 0.31 76.0% 
BC -0.004 -0.002 0.008 -0.27 79.3% 
ABC 0.007 0.004 0.008 0.48 63.8% 
De la Tabla 4-5, se concluye que no se acepta la hipótesis nula (𝐻0), es decir, que no todos 
los efectos tienen la misma influencia sobre la calidad de la programación de los turnos. 
Los únicos efectos significativos son A, B y C, dado que su Valor-p es menor que α=5%. 
Es importante resaltar que las posibles interacciones entre los factores no afectan 
significativamente. 
Figura 4-4: Diagrama de Pareto de los efectos 
 
Fuente: Elaboración propia. 
                                               
 
1 Valor-p: es una medida cuantitativa de la fuerza de la evidencia en contra de la hipótesis nula; 
mientras más pequeño sea el valor-p más fuerte es la evidencia en contra de la hipótesis nula. 
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En la Figura 4-4 se comprueba gráficamente que todos los factores, de manera 
independiente, producen un efecto significativo sobre la variable de respuesta, sin 
embargo, el factor que más afecta es el tamaño del vecindario. Adicionalmente, se 
visualiza que la interacción entre dos o los tres factores no produce efectos significativos. 
4.3.4 Resultados del diseño experimental 
Del ANOVA se concluyó que sólo son significativos los efectos producidos por los factores 
independientemente, es decir, que para concluir sobre el diseño experimental sólo se 
analizarán los efectos principales.  
Figura 4-5: Gráfica de efectos principales 
 
Fuente: Elaboración propia. 
A través de la Figura 4-5 se concluye que para producir mayores resultados en la calidad 
de la programación de turnos, el  coeficiente de enfriamiento debe ser más bajo, el Tamaño 
del vecindario debe ser más grande y se debe contar con una solución inicial construida 
previamente y no definirla de manera aleatoria (tratamiento #7).  
Sin embargo, según lo obtenido en la Tabla 4-4, construir una solución inicial con la ayuda 
de un experto tiene un alto costo en cuanto al tiempo (17.5 minutos más para el problema 
planteado) y que si se piensa que el problema sea escalable a realizar la programación de 
turnos de múltiples días y un número mayor de agentes de servicio al cliente, quizás no 
sea la mejor opción, por ende se propone mantener una solución inicial aleatoria, que de 
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igual manera produce resultados relativamente altos en la calidad de la programación 
(tratamiento #3). 








Niveles Bajo Alto Bajo 
Equivalencia Aleatoria 2500 0.8 
Finalmente, en la Tabla 4-6 se consolida cual es la combinación más eficaz en la calidad 
de la programación y a su vez eficiente en cuanto al tiempo computacional. 
4.4 Resultados finales 
En la Tabla 4-7, se recopilan los resultados obtenidos con el método empírico y los 
resultados promedio del tratamiento seleccionado. Se destaca que a través del enfoque de 
solución propuesto de optimización con algoritmo Recocido Simulado, para la misma 
cantidad de agentes (37), se obtiene una mejora del 8.6% (aumenta un 7.2%) la calidad 
de programación de turnos del problema propuesto y se utiliza un 86% menos de tiempo, 
es decir que disminuye en 15.01 minutos.  
En la misma proporción (86%), podrían disminuir los costos invertidos en analistas 
expertos dedicados al procedimiento de asignación de turnos, en una compañía que 
implemente el método propuesto. 
Tabla 4-7: Comparativo de resultados 





90.7% 37.0 2.49 
Programación 
manual 
Experto 83.5% 37.0 17.50 
 
En la Figura 4-6 se comparan por intervalo del día las soluciones obtenidas mediante el 
criterio del experto y lo propuesto a través del Recocido Simulado, evidenciando que con 
el enfoque propuesto se logra equilibrar y alinear de mejor manera la programación con el 
requerimiento, ya no se cuenta con el déficit de agentes en horas de la noche y el exceso 
en horas de la mañana formulado según el experto. 
34 Optimización heurística para la asignación de turnos de trabajo de agentes de 
servicio al cliente 
 
Figura 4-6: Agentes requeridos vs programado por intervalo, comparativo método 
manual y propuesto.  
 
Fuente: Elaboración propia. 
 
En la Figura 4-7, se presenta la evolución de la Temperatura y la variable respuesta de la 
calidad de la programación de turnos a lo largo de las 28 iteraciones. 
Figura 4-7: Temperatura vs Calidad de la Programación 
 
Fuente: Elaboración propia. 
En la Figura 4-7 se evidencia la alta velocidad de convergencia del Recocido Simulado 
mencionada en la Tabla 3-3. En tan solo 17 iteraciones, el algoritmo permite alcanzar un 
90.7% en el indicador de calidad de la asignación de turnos y a partir de ahí, se estabiliza 




5. Conclusiones y recomendaciones 
5.1 Conclusiones 
Las organizaciones de servicio de hoy tienen una fuerza de trabajo que debe reinventarse 
para poder competir en el mercado, es por esta razón que el servicio comienza a tomar 
mayor valor en la propuesta de las empresas, buscando tener la cantidad de personas 
necesarias en el momento adecuado, para asegurar el cumplimiento indicadores de 
desempeño y exigencias de los clientes, que demandan rapidez y credibilidad en los 
procesos. La programación de turnos opera de manera transversal en dichas exigencias, 
el  proceso cíclico de toma de decisiones sobre el personal operativo de este tipo de 
compañías, parte de la información histórica de la demanda y busca determinar finalmente 
el número óptimo de agentes y los horarios de disponibilidad de los mismos. 
Al tener innumerables alternativas de turnos para asignar a un número de agentes que 
puede ser cualquier entero positivo, el problema de la programación de turnos es de alta 
complejidad y es considerado por diversos investigadores como un problema NP-
Completo, por lo cual las técnicas utilizadas para resolverlo son de optimización heurística 
y metaheurística. 
Una serie de parámetros componen los modelos de optimización metaheurísticos y la 
configuración de estos condiciona la eficiencia y efectividad de la respuesta final. En el 
caso del Recocido Simulado los principales parámetros son el coeficiente de enfriamiento, 
el tamaño del vecindario y el tipo de solución inicial. A través de un diseño de experimentos 
se infiere que para producir mayores resultados en la calidad de la programación de turnos, 
el  coeficiente de enfriamiento debe ser más bajo, el tamaño del vecindario debe ser más 
grande y se debe contar con una solución inicial construida previamente y no definirla de 
manera aleatoria, sin embargo, el que más afecta la respuesta final es el tamaño del 
vecindario. 
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Al comparar los resultados obtenidos a través del algoritmo propuesto con lo asignación 
realizada manualmente por un experto bajo los mismos parámetros, se concluye que 
mejora un 8.6% la calidad de programación de turnos del problema propuesto, utilizando 
15 minutos menos en el proceso y pudiendo disminuir así en un 86% los costos invertidos 
en analistas expertos dedicados al procedimiento de asignación de turnos, en una 
compañía que implemente el método propuesto. Es importante tener en cuenta que los 
resultados obtenidos a través de la metodología son meramente teóricos y posiblemente 
al llevar a la práctica la programación realizada, los resultados podrían diferir al ser 
afectados por factores ajenos, como el aumento o disminución de la demanda, la 
improductividad de los agentes o la ausencia de algunos de ellos. 
5.2 Recomendaciones 
Para asegurar una mejor calidad en la programación de turnos se debe contar con una 
información de entrada confiable y que asegure la transparencia de la toma de decisiones 
del modelo. Por esta razón sería importante integrar el modelo de optimización de turnos 
con un modelo de estimación de la demanda y de cálculo del requerimiento de agentes 
con un sustento científico similar. 
 
Es importante que en el desarrollo de técnicas de optimización se tenga en cuenta la 
necesidad de generar soluciones flexibles, que puedan adaptarse a los avances 
tecnológicos e integrarse con ciertas plataformas, de manera que la propuesta sea 
atractiva para las organizaciones. 
 
Para efectos académicos, el presente trabajo se planteó para optimizar la asignación de 
turnos de agentes de servicio al cliente, sin embargo, esta delimitación no implica que la 
metodología no pueda ser extendida o adaptada a otro tipo de procesos y empresas, por 
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