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Abstract
We investigate the canonical aspects of the algebraic first order formulation of
strings introduced two decades ago by Balachandran and collaborators. We slightly
enlarge the Lagrangian framework and show the existence of a self-dual formulation
and of an Immirzi-type parameter reminiscent of four-dimensional first order gravity.
We perform a full Hamiltonian analysis of the self-dual case: we extract the first class
constraints and construct the Dirac bracket associated to the second class constraints.
The first class constraints contain the diffeomorphisms algebra on the world-sheet,
and the coordinates are shown to be non-commutative with respect to the Dirac
bracket. The Hamilton equations in a particular gauge are shown to reproduce the
wave equation for the string coordinates. In the general, non-self-dual case, we also
explicit the first class constraints of the system and show that, unlike the self-dual
formulation, the theory admits an extra propagating degree of freedom than the two
degrees of freedom of conventional string theory. This prevents the general algebraic
string from being strictly equivalent to the Nambu-Goto string.
1 Introduction
Relativistic point particles in Minkowski space can be described in terms of algebraic
variables given by coordinates on the Poincare´ group manifold [1]. The translations
describe position while the Lorentz group elements encode the momentum and spin
of the particles. The dynamics is governed by an algebraic action constructed using
the Maurer-Cartan form on the Poincare´ Lie algebra. This formulation is valid in
arbitrary space-time dimensions, Lorentzian and Euclidean signatures (by using the
Poincare´ group or the Euclidean group), and can also describe extended objects such
as strings and branes [2]. When applied to spinless strings in Minkowski space, the
framework suggests an appealing classification of string theories as tachyonic, null or
of Nambu-Goto type similar to that of relativistic point particles. It can also describe
spinning objects [3] purely in terms of bosonic variables, without the introduction of
supersymmetry.
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This alternative first order formulation of strings is interesting for several reasons.
Firstly, the (spinless) action is quadratic in the string coordinates, as the Polyakov
action, and is thus better suited for path integral quantisation than the original
Nambu-Goto action. Unlike the Polyakov action, the formalism does not depend on
any metric structure on the world-sheet and resembles a two-dimensional topological
field theory. The action is obtained in purely geometrical terms as the integral of a
two-form over a surface, and the target space information is coded algebraically in
a choice of a symmetry group, typically given by the inhomogeneous isometry group
of a flat metric for the background geometry. This suggests the possibility that the
framework could describe strings propagating on other maximally symmetric solutions
to Einstein’s equations such as deSitter or anti-deSitter spaces.
Secondly, this formulation of strings, or more generally the algebraic formulation
of matter, is interesting for its relation to gravity. First, the algebraic formulation of
strings offers striking analogies with first order gravity. It is a diffeomorphism invari-
ant theory with no explicit dependence on a metric structure, it admits an infinite
number of local degrees of freedom, and the action is constructed using differential
forms taking value in the isometry algebra of a flat metric. As we will see in the
core of the paper, this analogy can be precisely formulated. Second, the formalism
naturally couples to gravity. For instance, the algebraic description of point parti-
cles has led to substantial progress in the quantisation of matter degrees of freedom
coupled to 2+1 gravity [4, 5, 6, 7]. The underlying reason is that the formalism is
based on the Maurer-Cartan form on the Poincare´ algebra, that is, a flat, pure gauge
connection for the Poincare´ group. The coupling to gravity, regarded as a Poincare´
gauge theory, then naturally occurs by the standard minimal coupling prescription
and matter is understood as a local property of the space-time geometry (see [8] for
strings coupled to 2+1 gravity). Even if gravity in higher dimensions is no longer
a local theory of the Poincare´ group, algebraic strings and branes naturally couple
to gravity and there is some evidence that this framework is better suited for the
coupling of matter to quantum gravity [9]. In particular, strings seem to be a natural
source [10, 11, 12, 13] to couple to four-dimensional quantum gravity using the BF
formulation of gravity as a constrained topological field theory [14].
Finally, one can view the bosonic string as a “toy-model” to test some ideas and
techniques introduced in the context of 4d quantum gravity. Indeed, the bosonic
string is certainly one of the most interesting system which reproduces, in a simpler
framework, some important features of gravity: it is a diffeomorphism invariant theory
and admits an infinite number of local degrees of freedom. Furthermore, the theory
is simple enough to be quantised a` la Fock completely. This is of course very well
known since more than three decades and was the first step towards string theory.
A few years ago, Thiemann [15] reconsidered the Nambu-Goto string and proposed
a quantisation of it using the techniques of loop quantum gravity (LQG) [16]. He
showed that the LQG techniques, based on background independent quantisation,
provides in particular a quantisation of the bosonic string in any dimensions, i.e.,
there is no need of critical dimensions for the quantum theory to be consistent. This
result has sparked off some discussions [17] and certainly deserves to be understood
deeper. We think that the algebraic formulation of the bosonic string is a better
starting point to test the LQG techniques than the Nambu-Goto string for it admits
a lot of similarities with the Ashtekar-Immirzi-Barbero-Holst formulation [18], [19]
of general relativity. It is a first order formulation and possesses an Immirzi-type
parameter. In fact, the main motivation of this article is to open an arena for a
background independent quantisation of the bosonic string and to compare it to the
standard Fock quantisation. Our goal is to pursue the line of research initiated by
Thiemann in the context of the algebraic formulation of strings.
For all these reasons, we believe that the classical and quantum aspects of the
formalism should be better studied. Strikingly, the literature on the subject is rather
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sparse and a part from some work by Stern [3], no study of the canonical aspects of
the framework exist to our knowledge. The same remark applies for the quantum
aspects of the framework. As a first step towards a canonical quantisation of the
theory, this paper is devoted to an analysis of the Hamiltonian formulation.
The results of the paper are as follows. We start by the Lagrangian aspects and
slightly enlarge the original framework. This provides an insight on the theory leading
to the discovery of a self-dual formulation and of an Immirzi-type parameter. This
enhances the relation with four-dimensional gravity. We then study the canonical
analysis of the self-dual action and of the general framework. In the self-dual case,
we exhibit all the first class constraints explicitly and compute the Dirac bracket
associated to the second class constraints. We then calculate the Dirac algebra of the
first class constraints, compute the Hamilton equations of motion and show a non-
commutativity of the coordinates with respect to the Dirac bracket. In the general
case, we also extract the first class constraints but our analysis shows that there is,
in this case, an extra propagating degree of freedom leading to the conclusion that,
even if the Lagrangian approach coincides with the Nambu-Goto string, the physical
content of the theory is different.
2 The algebraic formulation of string theory
2.1 Preliminaries
In this paper, we will consider a (non-critical) closed spinless bosonic string propagat-
ing on a four-dimensional flat Euclidean manifoldM ∼= R4 with metric η = (++++).
Let Σ ⊂M be the string world-sheet, i.e., a two-dimensional compact sub-manifold of
M . The string is described by a pair of fields Λ = (X, g) on the string world sheet Σ;
X is the embedding map X : Σ→M , and the field g is a smooth map g : Σ→ SO(4)
valued in the isometry group SO(η) ∼= SO(4) of the flat metric η. The extension to
Lorentzian signatures is immediate and the generalisation to higher dimensions will
be studied elsewhere.
2.1.1 The algebra so(4) and related notions
Let π : SO(4) → Aut(R4) denote the vector (fundamental) representation of the
isometry group SO(4) and (eI)I=0,...,3 be a choice of basis of R
4. The induced repre-
sentation π∗ : so(4) → End(R4) of the Lie algebra so(4) is defined by the following
evaluations on the elements of the basis (Tab)a<b=0,...,3 of so(4):
π∗(Tab)
I
J := (Tab)
I
J = δ
I
aδbJ − δaJδIb , (1)
where δ is the Kronecker symbol. We introduce the two Ad-invariant, non-degenerate
bilinear forms on so(4) which are defined by
〈Tab, Tcd〉 = δacδbd − δadδbc, (Tab, Tcd) = ǫabcd, (2)
where ǫabcd is the four-dimensional Levi-Cevita tensor normalised by ǫ0123 = 1. Using
the expression for the matrix elements of the generators, it is straightforward to relate
the two bilinear forms to the trace in the vector representation Tr and obtain that
〈, 〉 = − 12Tr.
Using the linear Hodge involution map
⋆ : so(4)→ so(4) ; Tab 7→ (⋆T )ab = 1
2
ǫ cdab Tcd,
one can show that the two bilinear forms are related as follows
∀X,Y ∈ so(4), (X,Y ) = 〈X, ⋆Y 〉 = 〈⋆X, Y 〉. (3)
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Via the eigenspace decomposition of the Hodge involution, the Lie algebra so(4)
splits, as a Lie algebra, into two commuting three-dimensional rotation algebras; the
self-dual and anti-self-dual subalgebras
so(4) ∼= so(3)+ ⊕ so(3)−. (4)
By virtue of this factorisation, any element X in so(4) decomposes as X = X+−X−
with X± = 1/2(±X + ⋆X) satisfying ⋆X± = ±X±. In terms of the generators, the
isomorphism is given by
T±a =
1
2
(
±T0a + 1
2
ǫ bca Tbc
)
, (5)
where (T±a)a=1,2,3 generate the so(3)± sub-algebra and ǫabc = ǫ0abc is the three-
dimensional Levi-Cevita tensor. The self-dual and anti-self-dual generators (T±a)a
satisfy
[T±a, T±b] = ǫ
c
ab T±c, and [T+a, T−b] = 0, (6)
and the Killing form tr± on so(3)± is defined by
tr± T±aT±b = δab. (7)
In fact, the self-dual/anti-self-dual decomposition is orthogonal in both bilinear
forms and the Killing form 〈, 〉 reduces to (one-half times) the Killing form on each
one of the two copies:
〈Tǫa, Tǫ′b〉 = 1
2
δabδǫ ǫ′ ,
with ǫ, ǫ′ = ±.
2.1.2 Ingredients for the algebraic string
The basic building block of the algebraic string action is the rank two tensor dX⊗dX
where the symbol d denotes the exterior derivative on the world sheet Σ and the tensor
product is on the cotangent bundle T ∗Σ. Indeed, the symmetric part of this tensor
can be used to reconstruct the induced metric h on the world sheet :
h = X∗η = η(dX ⊗ dX) = ∂αXI∂βXJηIJ dxα ⊗ dxβ ,
where the star ∗ is the pull-back map, we have chosen a local basis (∂αx)α=0,1 of the
tangent space over the surface Σ, and the metric is regarded as a map η : R4⊗R4 → R;
eI ⊗ eJ 7→ ηIJ . In turn, the antisymmetric part of this tensor
dX [I ∧ dXJ] = BIJd2x,
with
BIJ := ǫαβ∂αX
[I∂βX
J], (8)
defined in terms of the two-dimensional Levi-Cevita tensor ǫ normalised by ǫ01 = 1,
is instrumental in measuring the area AΣ of the surface Σ in the flat background
metric:
AΣ =
∫
Σ
d2x
√
det h. (9)
Indeed, using the vector space isomorphism Λ2(R4) ≃ so(4) between the space of two
forms (bivectors) over R4 and the Lie algebra of SO(4), one can import the Killing
form 〈, 〉 on so(4) to Λ2(R4) and construct the quantity 〈B2〉 := 〈B,B〉 which is
related to the square of the area AΣ because
〈B2〉 = −1
2
TrB2 =
1
2
BIJBIJ = det h. (10)
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It seems therefore natural to use the so(4)-valued two-form dX ∧ dX to construct
the Nambu-Goto action. However, we would still have to deal with a square root.
To obtain a more tractable action, especially regarding quantisation, we introduce an
auxiliary variable, analogue of the world sheet metric in the Polyakov formulation,
and write a first order action. Let k be a fixed element in so(4) and consider its image
under the inner automorphism given by the (inverse) group adjoint action
M = Adg−1(k) = g
−1kg, g ∈ C∞(Σ, SO(4)). (11)
The group variable g will play the role of the auxiliary, first order variable.
2.2 General action and symmetries
The algebraic string action depends on the variables X and g and is given by [1]:
S[X, g] =
∫
Σ
〈M,dX ∧ dX〉 = 1
2
∫
Σ
d2xMIJ B
IJ . (12)
2.2.1 The symmetries
This action enjoys two types of symmetries. It is globally invariant under the Eu-
clidean group ISO(4) = SO(4) ⋉ R4, and also invariant under two local symmetry
groups.
Under the local left action of the SO(4) subgroup Gk that stabilises the element
k in so(4):
g → h g, for all h ∈ Gk, (13)
the algebraic action (12) is invariant. The dimension of Gk depends on k. When k
and ⋆k are linearly independent, i.e., k does not belong to one of the sub-algebras
so(3)ǫ (ǫ = ±), then Gk ∼= SO(2)× SO(2) and its Lie algebra is generated by (k, ⋆k).
On the other hand, if k and ⋆k are linearly dependent, i.e., k belongs to one of the
sub-algebras so(3)ǫ, then Gk ∼= SO(3)ǫ× SO(2), the subgroup SO(2) being generated
by k.
The action is also invariant under the infinite dimensional Lie group Diff(Σ) of
diffeomorphisms of the surface Σ. This invariance is immediate to check because
the action is metric-independent and given by the integral of a two-form over a two-
dimensional manifold.
2.2.2 Relation to the Nambu-Goto string
The objects described by the theory are encoded in the value of the free parameter
k, or more precisely in the conjugacy class to which k belongs. It can be tuned
to describe the Nambu-Goto string. To understand this last point, we perform the
variation of the action with respect to the group variable g. Using the right variation
δg = g ◦ T,
with T an arbitrary element of so(4), together with the invariance of the Killing form,
we obtain the equations of motion
δS = 0 ⇔ [M,B] = 0. (14)
Thus, the motion forces M to lie in the centraliser C(B) of B in so(4). Because of
the rank of so(4), C(B) is a two-dimensional (real) vector space spanned1 by B and
⋆B. Therefore, the action is extremal if and only if
M = αB + β ⋆ B, α, β ∈ R. (15)
1Note that B and ⋆B are always independent because B is a non-degenerate, simple bivector, i.e.
〈B2〉 6= 0 and (B2) = 0.
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The values of α and β are then fixed by the conjugacy class of k, or equivalently of
M . Indeed, the conjugacy class of M in so(4) is labelled by the two adjoint action
invariants constructed from the two Ad-invariant bilinear forms
τ2 = 〈M2〉, and s2 = (M2), (16)
where we have introduced the notation 〈X2〉 = 〈X,X〉, and (X2) = (X,X) for all X
in so(4). Using the fact that (B2) = 0, i.e., the bivector B is simple, one can express
the two unknowns α, β as functions of the invariants τ2 and s2:
α =
1
2
√
〈B2〉
(√
τ2 + s2 +
√
τ2 − s2
)
, β =
1
2
√
〈B2〉
(√
τ2 + s2 −
√
τ2 − s2
)
.
Solving the equations of motion for the variable g thus leads to the second order
action
S[X ] = C(k)
∫
Σ
d2x
√
〈B2〉, (17)
where
C(k) =
1
2
(√
τ2 + s2 +
√
τ2 − s2
)
. (18)
Thus, we obtain the Nambu-Goto action when the conjugacy class of k, which is
labelled by τ2 and s2, is fixed such that
C(k) =
1
2πα′
, (19)
with α′ the Regge slope. The choice made in [1] consists in choosing the class of k
such that τ2 = 1/(2πα′)2 and s = 0 which indeed leads to the Nambu-Goto action
up to a sign
S[X ] = ± 1
2πα′
AΣ. (20)
To conclude this section, let us emphasise that the previous calculations do not show
the classical equivalence between the Nambu-Goto string and the algebraic string.
They only indicate that the classical solutions of the Nambu-Goto action are contained
in the set of solutions of the algebraic action. The fact that one action S1 reduces
to another action S2 solving partially the equations of motion of S2 is not enough
to claim the equivalence between the two classical theories. In fact, we are going to
show that the algebraic string is generically not equivalent to the Nambu-Goto one.
2.2.3 Self-dual formulation
One of the main interests in the study of this formulation of string theory is the
similarities with gravitational theories. In the mid-eighties, Ashtekar discovered that
general relativity could be entirely described by a self-dual connection [18]. Interest-
ingly, a similar phenomenon happens here.
The self-dual formulation of the algebraic string is obtained as follows. First, we
note that, due to the factorisation (4) of so(4) and the orthogonality with respect
to the Killing form between the self-dual and anti-self-dual variables, the algebraic
string action (12) factorises into two pieces according to (5) :
S[X, (g+, g−)] =
1
2
∫
Σ
d2xM+ IJ B
IJ
+ −
1
2
∫
Σ
d2xM− IJ B
IJ
− , (21)
where the SO(4) group element g has been decomposed according to the self-dual
anti-self-dual decomposition into an element (g+, g−) of SO(3)+ × SO(3)−.
The key point is that, similarly to the case of gravity, only one half of the action,
that is, the self-dual or the anti-self-dual part of the action, is sufficient to describe the
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full Nambu-Goto dynamics. Indeed, considering, for instance, only the self-dual part
of the action (21) is equivalent to choosing a Lie-algebra element k such that k− = 0.
If we furthermore chose the conjugacy class of k such that τ2 = s2 = 1/2(πα′)2, the
algebraic string action reduces to a purely self-dual term
S[X, g+] =
1
2
∫
Σ
d2xM+ IJ B
IJ
+ , (22)
but still leads to the Nambu-Goto action in its second order form because equation
(19) remains satisfied with our choice of k. How can that be? This is a simply
explained by the fact that the area of the surface Σ can be measured using only the
self-dual (or anti-self-dual) part of the bivector B. The simplicity of B implies that
〈B2+〉 = 〈B2−〉 which implies in turn that deth = 2〈B2+〉. In fact, the self-dual trick
can be extended to a more general framework.
2.2.4 Topological term
The general framework described above shows that we can also add an extra term to
the action without changing the classical properties of the theory by, once again, an
appropriate choice of k. Consider the generalised action
S[X, g] =
∫
Σ
〈M,dX ∧ dX〉+ γ
∫
Σ
(M,dX ∧ dX), (23)
where γ ∈ R is a free parameter, analogous to the Immirzi parameter in the Holst
formulation of gravity [19]. In the gravitational context, the analogue of this param-
eter provides a way to circumvent the problem of the reality constraints when the
parameter γ is real and is essential for the loop quantum gravity framework to apply.
It is immediate to see that in the case γ = 1, we recover the self-dual framework
discussed above. For a general value of γ, the action also describes a first order
formulation of the Nambu-Goto string since it can be rewritten as
S[X, g] =
∫
Σ
〈Mγ , dX ∧ dX〉, (24)
with Mγ = M + γ ⋆M , and thus enters the general framework presented above, that
is, reduces to the Nambu-Goto action with an appropriate choice of the class of k.
The correct class is labelled by the values τ2 = (1 + γ2)/(2πα′)2, s2 = 2γ/(2πα′)2 in
the γ < 1 case, and τ2 = (1 + γ2)/(2γπα′)2 and s2 = 2/γ(2πα′)2 in the γ > 1 case.
The above action is the most general algebraic action for the string. It contains
the self-dual case for γ = 1 and the original action proposed in [1] when γ = 0. We
will therefore refer to this action as the general action.
3 Hamiltonian analysis
As a first step towards the canonical quantisation of the theory introduced above, we
perform a full Hamiltonian analysis. As in the gravitational context, the self-dual case
is simpler and is strictly equivalent to the Nambu-Goto string. Nonetheless, contrary
to what happens in gravity, the self-dual framework is not equivalent to the generic
case which is shown to contain an extra degree of freedom in the configuration space.
We therefore start by the canonical analysis of the self-dual action. Then, we tackle
the general action which is technically more involved.
The canonical setting is as follows. We suppose that the world sheet Σ is diffeo-
morphic to the cylinder and foliate it by a one parameter family of one-dimensional
‘spatial’ manifolds St, t ∈ R, each diffeomorphic to the circle, that is, Σ ≃ R×S. Let
x ∈ [0, 2π] denote a parametrisation of the circle S and let the configuration variables
satisfy X(t, 0) = X(t, 2π) and g(t, 0) = g(t, 2π) for all t in R.
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3.1 Self-dual case
The canonical decomposition of the self-dual string action (22) yields
S =
1
2
∫
R
dt
∫
S
dxMIJ ∂tX
[I∂xX
J], (25)
where we have omitted for simplicity the index + to specify the self-dual compo-
nents. We will adopt this simplification in the whole section as there is no possible
confusion. From this canonical action, we can read out the momenta conjugate to
the configuration variables (X, g) and study the constraints of the system.
3.1.1 Symplectic structure
We start by introducing the momenta πI , I = 0, ..., 3 conjugate to the variables X
I .
The corresponding symplectic structure is read out of the Poisson brackets
{π(x)I , X(y)J} = δJI δ(x, y). (26)
The second configuration variable g is valued in the self-dual SO(3)+ subgroup of
SO(4). The construction of the corresponding symplectic structure enters the general
geometrical framework of symplectic structures on co-tangent bundles of Lie groups
(see e.g. [20]) that we are going to briefly recall here.
Let (ri)i=1,...,dimg be a set of local coordinates on the Lie group G with Lie algebra
g in the neighbourhood of a point g in G. The coordinates of an element (g, pg) of
the co-tangent space T ∗g (G) are written (r
i, pi), where pg = pidr
i. In this coordinate-
dependent language, the canonical symplectic two-form ω = δpi ∧ δri, with δ the
differential on T ∗(G), induces the following Poisson structure
{ri, rj} = {pi, pj} = 0, and {ri, pj} = δij . (27)
As a first step towards a coordinate-free formulation, we introduce the left-action of
G on itself
L : G×G→ G, (h, g) 7→ L(h, g) = h g,
and consider the partial mapping χg : G→ G obtained from the left action at g ∈ G
fixed, i.e., χg = L(. , g). This map induces two linear maps: a push-forward χg∗ from
the tangent space Th(G) to the tangent space Thg(G), and a pull-back χ
∗
g from the
co-tangent space T ∗hg(G) to the co-tangent space T
∗
h (G). Using the co-tangent map,
we can define the (global) left-trivialisation of the co-tangent bundle
λ : T ∗(G)→ G× g∗, (g, pg) 7→ (g, P = −(χ∗g)h=e(pg)), (28)
where the pull-back map (χ∗g)h=e : T
∗
g (G)→ T ∗e (G) has been evaluated at the identity
element e of G. The minus sign is a simple matter of convention. If (Ta)a=1,...,dimg
denotes a choice of basis of g and (T a)a is the associated dual basis of g
∗, i.e.,
T a(Tb) = δ
a
b , we obtain, expressing P = PaT
a in the dual basis, the useful expression
Pa = −pg(TLa ) = −pi χia, (29)
where χia is the matrix of the linear map (χg∗)h=e relative to the bases (Ta)a and
(∂i)i. This map associates a vector field λ
L(g) in TgG to each Lie algebra element λ
in g:
(χg∗)h=e : g→ TgG, λ 7→ λL(g) = λaχia∂i.
The vector field λL(g) is called the left fundamental vector field associated to λ. An
important fundamental vector field is TLa (g) which is associated to the basis element
Ta of g. It is called the left frame of G and maps co-vectors at g to elements of g
∗
(i.e. TLa (ωidr
i) = χiaωi = ωa).
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From equation (29) and the expression of the canonical symplectic form on T ∗G,
we can read out the canonical symplectic structure on T ∗G in the left-trivialisation
(see e.g. [21]):
ω = −1
2
fabc χ
b
i χ
c
jPa δr
i ∧ δrj + χai δri ∧ δPa, (30)
where we have used the Maurer-Cartan structure equation of the left co-frame
δχai = −
1
2
fabc χ
b
i χ
c
jδr
j ,
with the co-frame related to the frame by χaiχ
i
b = δ
a
b and f
c
ab being the structure
constants of g. Using the following matrix identity
[
A B
−B 0
]−1
=
[
0 −B−1
B−1 B−1AB−1
]
, (31)
it is immediate to invert the above two-form regarded as an anti-symmetric matrix.
This procedure yields the corresponding Poisson bivector from which the following
Poisson structure follows
{ri, rj} = 0, {ri, Pa} = −χia, {Pa, Pb} = f cab Pc. (32)
The last bracket shows that the Poisson structure on T ∗G reduces to the standard
Kirillov-Kostant Poisson structure on g∗.
The above formulae are not yet satisfactory since they depend explicitly on coor-
dinates. We introduce the notation Pλ = P (λ) = λ
aPa, for all λ in g. Our goal is
now to work explicitly with group elements g and not their coordinates. The bracket
{ri, Pλ} = −λa χia = −(λL)i
is the local, coordinate expression for
{g, Pλ} = −λL(g) = λ g, (33)
where we have used the relation between the left fundamental vector field λL on G
and the corresponding λ in g:
λL(g) =
d
dt
(
e−tλ g
)
t=0
= −λ g.
As a result, we obtain the following coordinate-free Poisson structure
{g1, g2} = 0, {Pλ, g} = −λ g, {Pλ1 , Pλ2} = P[λ1,λ2]. (34)
The momentum Pλ is in fact the generator of the left derivative on the space of
smooth functions on G. One could have also parametrised the symplectic structure
using the generator of the right derivative Qλ instead. It is related to the previous
one by the relation Qλ := Adg(Pλ) = Pgλg−1 . For our purposes, and considering our
conventions, it is technically more interesting to use the left derivatives.
Reducing the above framework to the SO(3)+ subgroup of SO(4) provides the
framework necessary for this paper. We will consider the canonical pair (g, Pa)a=1,2,3
with only non-vanishing Poisson brackets given by
{Pa(x), g(y)IJ} = −(Ta g(x))IJ δ(x, y), {Pa(x), Pb(y)} = ǫ cab Pc δ(x, y). (35)
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3.1.2 The set of constraints
The canonical action (25) defines a constrained system since the conjugate momenta
are fixed by the following set of primary constraints
CI := πI − 1
2
MIJ dX
J ≈ 0
φa := Pa ≈ 0, (36)
where the symbol d denotes the partial derivative on the spatial circle S, d ≡ ∂x.
The second set of constraints appears because there are no time derivatives of the
group variable g in the action. These primary constraints satisfy the following Poisson
brackets:
{CI(x), CJ (y)} = −1
2
dMIJ(x)δ(x, y)
{CI(x), φa(y)} = 1
2
(g−1[Ta, k]g)IJdX(x)
Jδ(x, y)
{φa(x), φb(y)} = ǫ cab φc(x) δ(x, y). (37)
Here we have simply used the Poisson structure displayed above, a smearing by test
functions to obtains the first equality, and the identity {Pa,M} = g−1[Ta, k]g with
the commutator on the space of four by four matrices. Thus, even if the constraints
φa weakly commute between themselves, they do no with the CI constraints and are
accordingly not first class. The same is true for the CI ’s. Before extracting the first
class constraints, we need to make sure that the Dirac algorithm is closed, that is,
that there are no further secondary constraints.
For that purpose we introduce the total Hamiltonian of the theory. First, we note
that the canonical Hamiltonian Hc vanishes weakly, which is expected since we are
working with a diffeomorphism invariant theory. We introduce arbitrary Lagrange
multipliers µ ∈ C∞(S,R4) and ν ∈ C∞(S, so(3)+) to write down the total Hamilto-
nian
HT =
∫
S
dx
(
µICI + ν
aφa
)
. (38)
The total Hamiltonian dictates the temporal evolution of the dynamical variables. It
is immediate to see that the conservation in time of the primary constraints
C˙I = {HT , CI} ≈ 0, and φ˙a = {HT , φa} ≈ 0,
does not introduce secondary constraints. Rather, it imposes some constraints on the
Lagrange multipliers
dMIJµ
J − νa(g−1[Ta, k]g)IJ dXJ ≈ 0
µI(g−1[Ta, k]g)IJ dX
J ≈ 0, (39)
where the last equality only holds weakly. Thus the only constraints of the system
are the primary constraints given in (36).
3.1.3 Constraints analysis and Dirac bracket
To complete the canonical analysis, we need to separate the first class and second class
constraints. There are many ways to do so, one of these is based on the resolution of
the previous system (39) with the Lagrange multipliers as unknown. We do not use
this technique here, we prefer to guess the number of first class constraints and try
to extract them out of the whole constraints from physical arguments.
Since the action (25) is invariant under diffeomorphisms of the circle, time
reparametrisation and the SO(2) subgroup of SO(3) stabilising k, we expect to find
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3 first class constraints out of the 7 constraints (36). This leaves 4 second class con-
straints and yields 2× 7− 2× 3− 4 = 4 physical degrees of freedom for the string, as
expected.
From (37), we see that the functions (CI)I form a set of second class constraints.
However, it is a priori more difficult to extract the strong first class constraints which
strongly commute with any second class constraints. In order to circumvent this
difficulty and also to strongly set the second class constraints to zero, we construct
the Dirac bracket with respect to the set (CI)I . To this aim, we need to invert the
Dirac matrix
DIJ(x, y) = {CI(x), CJ (y)}, (40)
where DIJ(x, y) = DIJ(x)δ(x, y), with DIJ(x) = − 12dMIJ(x). The four-by-four ma-
trix DIJ(x) ≡ DIJ is clearly invertible since it lies purely in the self-dual component
of (the vector representation of) so(4). In fact, we can prove the following lemma
Lemma 1 The Dirac matrix D is invertible and its inverse D−1 is proportional to
D:
D−1 = c [g−1dg,M ], (41)
where the coefficient c is given by c = 2(2πα′)2
(
tr(dgg−1)2 − 2(tr dgg−1 T+3)2
)−1
.
Proof. We start by showing that the square of the Dirac matrix D is proportional
to the identity. Using the expression (1) for the matrix elements of the so(4) genera-
tors Tab in the vector representation and the explicit isomorphism (5) between so(4)
and so(3)+ ⊕ so(3)−, it is straight forward to work out the matrix elements of the
self-dual and anti-self-dual generators
π∗(T±a)
IJ =
1
2
(±(δ0IδJa − δ0JδIa) + ǫ IJ0a ) .
From this expression one can show that the image of the self-dual (and anti-self dual)
generators in the vector representation satisfy the following relation
π∗(T±a) ◦ π∗(T±b) = −1
2
ǫ cab π∗(T±c)−
1
4
δab11. (42)
Note that the left hand side is not necessarily an antisymmetric matrix since the
term is quadratic and thus in U(so(4)) not in the Lie algebra so(4). From this, it is
immediate to see that the square of the Dirac matrix D is proportional to the identity
and therefore
D2 = DaDb π∗(T+a) ◦ π∗(T+b) = −1
4
trD2 11,
where the symbol tr ≡ tr+ refers to the Killing form on so(3)+ (which should not be
confused with the trace Tr in the vector representation of so(4)). The above relation
implies that the inverse of the Dirac matrix is given by
D−1 = aD, with a = −4/ trD2. (43)
To finish the proof, we need to evaluate the matrixD and its norm. SinceD = − 12dM ,
the following equality holds
D =
1
2
[g−1dg,M ] =
1
2
g−1[dgg−1, k]g . (44)
From the above expression, we can compute the norm of D as follows
trD2 =
1
4
tr[dgg−1, k] [dgg−1, k]
=
1
4
(
tr(dgg−1)2 tr k2 − (tr(dgg−1) k)2) , (45)
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where we have explicitly used the relation tr[a, b]2 = tr a2 tr b2 − (tr ab)2. We fi-
nally recall the fact that k labels the appropriate conjugacy class for the formalism
to reproduce the Nambu-Goto framework. We pick k = (1/πα′)T+3 which implies
tr k2 = 1/2(πα′)2 as required. This closes the proof of Lemma 1 .
Now, we have constructed all the ingredients to have an explicit form of the Dirac
bracket between any pair of functions F and G on the phase space:
{F,G}D = {F,G} − {F,CI}(D−1)IJ{CJ , G} . (46)
In particular, the Dirac brackets between the configurational variables are summarised
in the following lemma.
Lemma 2 The Dirac bracket between the configuration variables are all vanishing
except for the bracket between the coordinate variables
{g1, g2}D = 0
{g,XI}D = 0
{XI , XJ}D = (D−1)IJ . (47)
Therefore, the coordinates of the world-sheet in the target space are non-commuting
quantities.
Proof. A simple implementation of the definition of the Dirac bracket (46) leads
immediately to the result above .
Let us emphasise that, in the algebraic formulation of the string, the phase space
is parametrised by non-commutative coordinates. The non-commutativity obtained is
similar to the non-commutativity a` la Moyal for the matrix coefficientsD−1 are central
in the Dirac algebra and then could be naively considered as constant. However, the
physical phase space of the algebraic string does not reduce to the Moyal one. The
discrepancies come when we consider the symmetries of the theory generated by the
first class constraints we are going to discuss soon. Indeed, the physical phase space
is obtained after the implementation of the first class constraints which have a non-
trivial action on the string coordinates XI and also on the matrix elements of D−1.
This prevents D−1 to be considered as a pure constant.
3.1.4 First class constraints and diffeomorphisms invariance
Replacing the former Poisson structure by the new Dirac structure, we can solve the
constraints (CI)I strongly. We are now left with the three constraints (φa)a. To
proceed, we need to compute their Dirac brackets
{φa(x), φb(y)}D = [φa, φb](x)δ(x, y)
−
∫
S2
dzdt{φa(x), CI(z)}(D(z, t)−1)IJ{CJ(t), φb(y)}
= [φa, φb](x)δ(x, y) − c
4
∆ab IJ(x, y)dX
I(x)dXJ (y), (48)
where the ‘central extension’ is defined via the quantity
∆ab IJ(x, y) =
(
g−1[Ta, k] [dgg
−1, k] [Tb, k]g
)
IJ
(x)δ(x, y). (49)
Theorem 1 (First class constraints.) The constraints φa are first class with
respect to the Dirac bracket and therefore generate the local symmetries of theory.
Proof. To prove this lemma, we need to show that each remaining constraint φa
weakly commutes in the Dirac structure with all the others. From equation (48), we
read that this is equivalent to checking that the symmetric part of the matrix valued
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function ∆ab IJ vanishes. It is sufficient to show that ∆ab IJ weakly vanishes but we
will see that it vanishes strongly.
The proof of this fact relies on the fact that the symmetric part of a matrix of the
schematic form u v w, with u, v and w being four-by-four representation matrices of
so(3)+ is proportional to the identity. In fact, using (42), one can show that
(u v w)(IJ) =
1
8
((u× v) · w) δIJ .
Here, the symbol (IJ) denotes normalised symmetrisation. We are using the isomor-
phism so(3) ∼= R3 to regard the elements u, v and w as three-vectors; the so(3) Lie
algebra structure is mapped onto the R3 cross product and the Killing form becomes
the Euclidean inner product ‘·’. Introducing the notation x = k, y = dgg−1 and
ea = T+a, we can use the above formula to determine the symmetric part of the
matrix ∆ via the substitutions u = ea × x, v = y × x and w = eb × x. Using the fact
that (ea× x) ·x = 0, it is then immediate to see that (u× v) ·w = 0. Therefore, since
M(IJ) = (g
−1Mg)(IJ) for all four-by-four matrix M , the φa are first class constraints
and satisfy the algebra:
{φa(x), φb(y)}D = {φa(x), φb(y)} = ǫ cab φc(x) δ(x, y). (50)
This closes the proof of Theorem 1 .
We have shown that the first class constraint algebra is isomorphic to a local
so(3) Lie algebra and therefore the algebraic string admits an so(3) local symmetry.
We would have expected to obtain the Witt algebra instead, i.e., the algebra of the
diffeomorphisms on the world sheet. In fact, the Witt algebra is contained, in a subtle
way, in the local so(3) algebra. Let φ(v) = vaφa = tr vφ be the evaluation of the linear
form φ on a so(3)-valued function v on the string. The diffeomorphisms correspond
to special values of v, i.e., particular linear combinations of the constraints. There are
three natural choices for vectors v in the theory: the first one is the constant vector k
which is central in the definition of the algebraic string. The second one is µ = dgg−1
which is the right-invariant Maurer-Cartan form on so(3)+ (equivalently one could
have chosen the left-invariant one g−1µg = g−1dg), which can be identified with a
flat connection on the string. The third one is obtained by taking the cross product
between the two previous vectors, [k, dgg−1]. Each of these vectors are of great interest
concerning the question of the symmetries and the relation to diffeomorphisms. To
make these aspects more concrete, let us define and study the following constraints:
H = φ(k) , H1 = φ(µ) , H0 = φ([k, µ]) . (51)
The functions H , H0 and H1 form a local basis of the set of first class constraints.
They form a Poisson algebra inherited from (50). As we are going to see, the al-
gebra structure of these constraints make clear the relation between the local so(3)
symmetry and the diffeomorphisms.
Theorem 2 (Symmetry algebra.) Let us introduce the smeared constraints
H(α) =
∫
S
dxα(x)H(x), H1(u) =
∫
S
dxu(x)H1(x), H0(v) =
∫
S
dx v(x)H0(x)
with α, u and v in C∞(S,R) arbitrary functions independent of the dynamical vari-
ables of the theory. They satisfy the following Dirac algebra:
{H(α), H(α′)}D = 0 , {H(α), H1(u)}D = −H(udα) , {H(α), H0(v)}D = 0
{H1(u), H1(u′)}D = H1(udu′ − u′du) , {H1(u), H0(v)}D = H0(udv − vdu)
{H0(v), H0(v′)}D = − 1
(2πα′)2
H1(vdv
′ − v′dv) + H˜(vdv′ − v′dv),
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where H˜(x) = H(x) tr(kdgg−1) and H˜(v) =
∫
S
dx v(x)H˜(x) the associated smeared
function.
Proof. We now perform the explicit calculations. We will use the fact that
{φ(α), φ(β)}D = {φ(α), φ(β)} for any so(3)+-valued field α and β which depends
on g explicitly. Furthermore, for purposes of clarity and simplicity, it will be useful
to introduce the so-called universal notation:
a1 = a⊗ 1, and a2 = 1⊗ a,
tr1(a1b2) = tr(a)b, tr2(a1b2) = tr(b)a, tr12(a1b2) = tr(a)tr(b)
for a or b in the enveloping algebra U(so(3)). In that framework, the so(3) Casimir
tensor is denoted t12 = δ
abTa ⊗ Tb and satisfies the fundamental defining relation:
tr1(t12a1b2) = tr2(t12a1b2) = ab .
Finally, the so(3) symplectic structure (34) is translated in that language as follows:
{g1, g2} = 0, {P1, g2} = −t12g2, {P1, P2} = [t12, P1]
where P is identified with a so(3) element and is related to Pλ by Pλ = tr(λP ) for
any λ ∈ so(3). One can also deduce the formula {P1, g−12 } = g−12 t12 for the action of
the left derivative on the inverse group element.
To prove the theorem, we will make use of the following intermediate result:
{P1(x), µ2(y)} = {P1(x), ∂yg2(y)}g−12 (y) + ∂yg2(y){P1(x), g−12 (y)}
= −t12g2(x)g−12 (y)(∂yδ(x, y)) + µ2(x)t12δ(x, y) (52)
where δ(x, y) is the delta distribution on the string.
Now, we are ready to perform the calculation of each Poisson bracket.
• {H(α), H(β)}:
{H(α), H(α′)} = tr12
∫
dxdy α(x)α′(y) k1k2{P1(x), P2(y)}
=
∫
dxα(x)α′(x) tr([k, k]P (x)) = 0 .
• {H(α), H1(u)}:
{H(α), H1(u)} = tr12
∫
dxdy α(x)u(y) k1{P1(x), P2(y)µ2(y)}
= tr12
∫
dxdy α(x)u(y) k1 ({P1(x), P2(y)}µ2(y)
+P2(y){P1(x), µ2(y)}) .
Here we use the result (52), the fundamental relation of the Casimir tensor and we
see that the Poisson bracket is a sum of three terms:
{H(α), H1(u)} = tr12
∫
dxdy α(x)u(y) k1 ([t12, P1(x)]µ2(x)
+P2(x)µ2(x)t12) δ(x, y)
−tr12
∫
dxdy α(x)u(y) k1g2(x)g
−1
2 (y)t12 ∂yδ(x, y)
=
∫
dxdy α(x)u(y) (tr(k[µ(x), P (x)]) + tr(kP (x)µ(x))) δ(x, y)
−
∫
dxdy α(x)u(y) tr(P (y)kg(x)g−1(y)) ∂yδ(x, y).
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At this level, we perform an integration by part with respect to the y variable in
the third term, denoted hereafter I, which becomes after the integration of the delta
distribution:
I =
∫
dxα(x) tr(kg(x)∂x(u(x)g
−1(x)P (x)))
= −
∫
dxu(x) tr(k∂x(α(x)g(x))g
−1(x)P (x))
= −
∫
dx (α(x)u(x)tr(kµ(x)P (x)) − u(x)∂xα(x)tr(kP (x))) .
Combining this result with the two other terms in the expression of the Poisson
bracket of interest, we finally obtain:
{H(α), H1(u)} = −
∫
dx ∂α(x)u(x)H(x) = −H(udα), (53)
as proposed in the theorem.
• {H(α), H0(v)}:
{H(α), H0(v)} = tr12
∫
dxdy α(x)v(y) k1{P1(x), P2(y)[k2, µ2(y)]}
= tr12
∫
dxdy α(x)v(y) k1{P1(x), P2(y)}[k2, µ2(y)]
+tr12
∫
dxdy α(x)v(y) k1[P2(y), k2]{P1(x), µ2(y)} .
As in the previous calculation, we use the identity (52) and the defining relation of
the Casimir tensor to simplify this expression. This leads to:
{H(α), H0(v)} = tr12
∫
dxα(x)v(x) k1 [t12, P1(x)][k2, µ2(x)]
+tr12
∫
dxα(x)v(x) k1 [P2(x), k2][µ2(x), t12]
−tr12
∫
dxdy α(x)v(y) k1[P2(y), k2]t12 g2(x)g
−1
2 (y) ∂yδ(x, y)
=
∫
dxα(x)v(x) (tr([P (x), k][k, µ(x)] + tr([P (x), k][µ(x), k]))
−
∫
dxα(x)v(y) tr(k[P (y), k]) ∂yδ(x, y) .
The cyclicity of the trace, namely tr(ab) = tr(ba), implies that the first two terms
cancel and the last integral vanishes. As a result {H(α), H0(v)} = 0.
• {H1(u), H1(u′)}:
{H1(u), H1(u′)} = tr12
∫
dxdy u(x)u′(y) {P1(x)µ1(x), P2(y)µ2(y)}
= tr12
∫
dxdy u(x)u′(y) {P1(x), P2(y)}µ1(x)µ2(y)
+tr12
∫
dxdy u(x)u′(y) {P1(x), µ2(y)}µ1(x)P2(y)
+tr12
∫
dxdy u(x)u′(y) {µ1(x), P2(y)}P1(x)µ2(y).
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We replace the brackets by their expressions in the universal notations and after
putting all the delta distributions together and the derivatives of delta together as
well, we obtain:
{H1(u), H1(u′)} = tr12
∫
dxuu′ ([t12, P1]µ1µ2 + µ1P2[µ2, t12]− P1µ2[µ1, t12])
+tr12
∫
dxdy u(x)u′(y) (P1(x)µ2(y) ∂xδ(x, y)
−µ1(x)P2(y) ∂yδ(x, y)) t12.
We have omitted to mention the x or y variables when it is not necessary. Then, it is
easy to see that each of the three functions appearing inside the first integral is given
(up to a sign) by tr([µ, µ], P ) and therefore vanishes. As a consequence, the Poisson
bracket reduces to the second integral which simplifies as follows:
{H1(u), H1(u′)} =
∫
dxdy u(x)u′(y) (tr(µ(y)P (x)) ∂xδ(x, y)
−tr(µ(x)P (y)) ∂yδ(x, y))
=
∫
dx (−u′tr(µ∂x(uP )) + utr(µ∂x(u′P ))) .
The second line is the result of an integration by part. The terms in factor to the
product uu′ cancel (which is in fact a result of the antisymmetry of the Poisson
bracket) and the final result for the Poisson bracket we are interested in is:
{H1(u), H1(u′)} =
∫
dx (udu′ − u′du)H1(x) = H1(udu′ − u′du) . (54)
• {H1(u), H0(v)}:
{H1(u), H0(v)} = tr12
∫
dxdy u(x)v(y) {P1(x)µ1(x), P2(y)[k2, µ2(y)]}.
We proceed exactly as for the previous Poisson bracket. We first develop the bracket
using the Leibniz rule, then we use the defining relation of the Casimir tensor as well
as the invariance of the trace, then we separate delta distributions from derivatives
of delta and after some simple integrations, we get the right result. All these steps
are summarised in the following lines:
{H1(u), H0(v)} = tr12
∫
dxdy u(x)v(y) {P1(x)µ1(x), P2(y)[k2, µ2(y)]}
= tr12
∫
dxu(x)v(x) {t12, P1(x)}µ1(x)[k2, µ2(x)]
+tr12
∫
dxu(x)v(x) ([µ2(x), t12]µ1[P2(x), k2]
−P1(x)[µ1(x), t12][k2, µ2(x)])
+tr12
∫
dxdy u(x)v(y)P1(x)t12[k2, µ2(y)] ∂xδ(x, y)
−tr12
∫
dxdy u(x)v(y) t12µ1(x)[P2(y), k] ∂yδ(x, y)
=
∫
dxu(x)v(x) tr([[k, µ], P ]µ+ [µ, µ][P, k]− P [µ, [k, µ]])
+
∫
dxdy u(x)v(y) tr(P (x)[k, µ(y)]) ∂xδ(x, y)
−
∫
dxdy u(x)v(y) tr(µ(x)[P (y), k]) ∂yδ(x, y).
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The first integral (in the last equality) vanishes and only remain the last two integrals
involving derivatives of delta:
{H1(u), H0(v)} = H0(udv − vdu) . (55)
• {H0(v), H0(v′)}:
{H0(v), H0(v′)} = tr12
∫
dxdy v(x)v′(y) {P1(x)[k1, µ1(x)], P2(y)[k2, µ2(y)]}.
Using the Leibniz rule and the cyclicity of the trace, the Poisson brackets reads:
{H0(v), H0(v′)} = tr12
∫
dxdy v(x)v′(y) {P1(x), P2(y)} [k1, µ1(x)] [k2, µ2(y)]
+tr12
∫
dxdy v(x)v′(y) {P1(x), µ2(y)} [k1, µ1(x)] [P2(y), k2]
+tr12
∫
dxdy v(x)v′(y) [P1(x), k1] {µ1(x), P2(y)} [k2, µ2(y)].
We replace each Poisson bracket by their expressions which involve delta distributions
and derivatives of delta distributions. We separate the deltas from their derivatives
and we obtain:
{H0(v), H0(v′)} = tr12
∫
dx v(x)v′(x) [t12, P1][k1, µ1][k2, µ2]
+tr12
∫
dx v(x)v′(x) ([µ2, t12][k1, µ1][P2, k2]
−[P1, k1][µ1, t12][k2, µ2])
+tr12
∫
dxdy v(x)v′(y) [P1(x), k1]t12[k2, µ2(y)] ∂xδ(x, y)
−tr12
∫
dxdy v(x)v′(y) t12[k1, µ1(x)][P2(y), k2] ∂yδ(x, y).
Using the defining property of the Casimir tensor, we show that the first line can be
written as an integral of the product of vv′ with the function tr([[k, µ], P ][k, µ]) which
vanishes due to the invariance of the trace. The second line is a sum of two terms, each
of them being an integral of the product of vv′ with the function tr([µ, [k, µ]][P, k])
or −tr([µ, [k, µ]][P, k]). Therefore, the second line is identically null as well. Only the
terms involving the derivatives of delta remain as expected from the antisymmetry
of the Poisson bracket:
{H0(v), H0(v′)} =
∫
dxdy v(x)v′(y) tr([P (x), k][k, µ(y)]) ∂xδ(x, y)
−
∫
dxdy v(x)v′(y) tr([P (y), k][k, µ(x)]) ∂yδ(x, y).
We perform an integration by part with respect to the x and y variables respectively
in the first and second integral and after the integration of the delta distribution, we
obtain:
{H0(v), H0(v′)} =
∫
dx (vdv′ − v′dv)tr([P (x), k][k, µ(x)]).
Next, we use the fact that [a, [b, c]] = tr(ac)b − tr(ab)c for any so(3) elements a,
b and c. In the case where a = k, b = k and c = [k, µ], this identity becomes
[k, [k, µ]] = tr(kµ)k − tr(k2)µ and leads to the equality:
tr([P (x), k][k, µ(x)]) = tr(P (x)k)tr(kµ(x)) − tr(k2)tr(P (x)µ(x)).
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This identity allows to simplify the Poisson bracket between the constraints H0 ac-
cording to:
{H0(v), H0(v′)} = −tr(k2)H1(vdv′ − v′dv) + H˜(vdv′ − v′dv), (56)
where H˜(x) = tr(P (x)k)tr(kµ(x)) = H(x)tr(kµ(x)) by definition. Finally, the rela-
tion (2πα′)2tr(k2) = 1 between k and the Regge slope α′ leads to the expression of
the Poisson bracket announced in the theorem.
This closes the proof of the theorem 2 .
We close this section with some remarks. Firstly, although algebraically closed,
the symmetry algebra of the self-dual algebraic string computed above is open in the
BRST sense, that is, we have structure functions instead of structure constants be-
cause the smearing field in the bracket between H0 and H0 depends on the dynamical
fields themselves. This prevents the constraints from forming an infinite dimensional
Lie algebra, exactly like in the Ashtekar (and Ashtekar-Barbero-Immirzi) formulation
of general relativity (see for instance [22] and references therein).
This leads us to our second remark. It is important to emphasise the analogies
between the symmetry algebra of the self-dual algebraic string and the Poisson algebra
of the first class constraints appearing in Ashtekar gravity. Indeed, if we interpret H1
andH0 as the analogues of the gravitational vector (or diffeomorphism) and scalar (or
Hamiltonian) constraints respectively, andH as the analogue of the Gauss constraint -
which is consistent because both constraints do not appear in the second order, metric
formulation and reflect the freedom in choosing the first order variable (the frame field
or g) - both algebras are identical. Indeed, in gravity the Gauss constraint generates
an ideal of the symmetry algebra; the Gauss constraint closes with itself, yields Gauss
when commuted with the vector constraint and vanishes with the scalar constraint,
while the diffeomorphism constraint only generates a subalgebra because it closes
with itself but yields the Hamiltonian constraint when commuted with the latter
constraint. Finally, the bracket between two scalar constraints produces a vector
constraint augmented with a field dependent Gauss constraint. All these features
appear in the symmetry algebra of the self-dual algebraic string and the two algebras,
modulo the proposed identifications, are therefore exactly identical.
Finally, it is important to compare the symmetry algebra of the self-dual algebraic
string with the Witt algebra of diffeomorphisms on the world sheet of ordinary string
theory. The commutation relations involving H1 and H0 fail to reproduce exactly the
Witt algebra because of the extension H˜ appearing in the Poisson bracket between H0
and itself. Furthermore, the Witt algebra is not even a sub-algebra of the symmetry
algebra. This could seem puzzling at first. In fact, the answer to this paradox is
rather simple: when restricted to the functions f invariant under the action of H , i.e.
{H, f} = 0, the symmetry algebra reduces exactly to the Witt algebra as expected.
In other words, we recover the Poisson algebra of constraints of ordinary string theory
when the symmetry generated by H has been factored out. Note that this separate
phase space reduction is always possible because the phase space flow generated by
H1 and H0 leaves the H = 0 hypersurface invariant.
3.1.5 Symmetries and Dynamics
This section is devoted to compute the action of the constraints on the configuration
variables of the theory. These calculations will not only make clear the interpretation
of the symmetries but will also allow to discuss and eventually construct the classical
physical phase space. In a second part, we will exhibit the dynamics and show that
the associated equations of motion for the configuration embedding variable are the
wave equations as expected.
The action of the symmetries on the dynamical variables are given in the following
lemma.
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Lemma 3 The action of the smeared constraints H(α), H1(u), and H0(v) on the
configuration variables (X, g) is displayed by the following expressions. The action of
H yields
δαX
I = {H(α), XI}D = 0, δαg = {H(α), g}D = −αkg, (57)
while H1 induces the transformations
δuX
I = {H1(u), XI}D = −udXI , δug = {H1(u), g}D = −udg. (58)
Finally, H0 generates the following action
δvX
I = {H0(v), XI}D = 2vM IJdXJ , δvg = {H0(v), g}D = −vgdM . (59)
Proof. Firstly, we consider the general action of the constraints (φa)a on the
configuration variables. The Dirac brackets with the embedding variables yields
{φa(x), XI(y)}D = −1
2
(D(x)−1)IJ
(
g(x)−1[Ta, k]g(x)
)
JK
dXK(x) δ(x, y), (60)
while the action on the group elements produces
{φa(x), (g(y))IJ}D = −(Ta g(x))IJ δ(x, y). (61)
From these preliminary computations, it is immediate to calculate the action of the
three smeared first class constraints H = φ(k), H1 = φ(µ) and H0 = φ([k, µ]) on the
dynamical variables. The first constraint yields
{H(α), XI}D = 0, {H(α), gIJ}D = −α (kg)IJ .
The second Poisson bracket has been computed using the matrix elements of g and
therefore extends in the universal notation to the group element itself. We proceed
similarly for the other cases. The second calculation leads to
{H1(u), XI}D = −udXI, {H1(u), gIJ}D = −udgIJ ,
where we have used equation (44) to recognise the exact inverse of the Dirac matrix
to obtain the first equality. Finally, using the relation between the Dirac matrix and
the derivative of M , equation (44), and the fact that dMM = −MdM (because M2
is a constant matrix), one obtains that the action of the last constraint
{H0(v), XI}D = 2vM IJdXJ , {H0(v), gIJ}D = −v(gdM)IJ .
Thus, lemma 2 is proved .
From the above lemma, we can immediately conclude that H(α) generates in-
finitesimal left SO(2) transformations stabilising k with parameter α, and that H1(u)
generates infinitesimal diffeomorphisms of the circle with vector field u ∂x. By elim-
ination, the last first class constraint H0(v) out of the three necessarily generates
infinitesimal diffeomorphisms in the time-like direction, i.e., time reparametrisation.
To confirm this last point, we can compute the equations of motion for X associ-
ated to the Hamiltonian H0. The evolution of the dynamical variables are encoded
in the following brackets
∂tX
I := {H0, XI}D = 2vM IJ∂xXJ , (62)
∂tg
I
J := {H0, gIJ}D = −v(g∂xM)IJ . (63)
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From the second equation, we can calculate ∂tM = [∂xM,M ], and consequently
compute the second time derivative of the X variable
∂2tX
I = 2v∂tM
I
J∂xX
J + 2vM IJ∂t∂xX
J
= 2v2[∂xM,M ]
I
J∂xX
J + 4vM IJ∂x(vM
J
K∂xX
K)
= 2v2
(
(∂xMM)
I
J + (M ∂xM)
I
J
)
∂xX
J
+4v2(M2)IJ ∂
2
xX
J + 4v∂xv(M
2)IJ ∂xX
J . (64)
Using again the fact that M2 = −1/(2πα′)211 is a constant matrix, we obtain the
standard Euclidean-covariant wave equation for XI
(
∂2t + ∂
2
x
)
XI = 0, (65)
upon the choice of gauge v = πα′. This result ensures that H0 can be interpreted as
the Hamiltonian constraint of the theory.
Let us emphasise that we have a freedom to choose the dynamics of the theory
due to the diffeomorphisms invariance. One could have defined the time derivative
from a “Hamiltonian” Ht of the form Ht = H1(u) +H0(v) for any smooth functions
u and v as soon as v 6= 0. It is quite interesting to note that the very natural choice
u = 0 and v = cte leads to the wave equation as the equation of motion of the
string coordinates. Interestingly, in the context of the Polyakov string, this equation
is recovered with exactly the same choice of gauge fixing.
3.1.6 Physical degrees of freedom
So far, we have an implicit description of the physical phase space only. As we
have already mentioned, a direct calculation shows that the theory admits 4 degrees
of freedom (in the phase space) as expected: indeed 2 × 4 variables (XI , πI) with
2 × 3 variables (g, P ) supplemented with 4 second class constraints and 3 first class
constraints lead to 2× 4 + 2× 3− 4− 2× 3 = 4 degrees of freedom.
As we have explicitly computed the Dirac bracket, we can set the second class
constraints to zero. The consequence is that we can forget the variables πI which are
explicitly given in terms of XI and g and we can also set the first class constraints
P to zero. Finally, we are left with the variables XI and g satisfying the Poisson
algebra
{g1, g2}D = 0 , {g,XI}D = 0 , {XI , XJ}D = (D−1)IJ
with the symmetry actions described in (3) as automorphisms of this algebra. This
description allows to simplify considerably the definition of the physical phase space
P which is now symbolically constructed as follows:
P := F(X, g)/Sym
where F denotes the set of smooth functions on the configuration variables and
Sym is for the symmetry action induced on F . The space is endowed with a non-
degenerate symplectic structure and admits of course 4(XI variables)+3(g variables)−
3(constraints) = 4 degrees of freedom.
A complete description of the phase space would come with a parametrisation
of it. We will not give here a precise parametrisation of the diffeomorphisms orbits
(generated by H1 and H0) for this question has been studied deeply in the context of
the bosonic string for instance. We will rather parametrise the orbits generated by H
(hereafter called H-orbits) which is much simpler to do. Indeed, H does not affect the
XI variables and acts as a right derivative on the group variable g. It is immediate
to see that the set of H-orbits is simply given by the conjugacy class of the element
k which is parametrised by the elements M = g−1kg. As a consequence, if we work
in phase space with the variables M instead of g we can forget the constraint H and
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set it explicitly to zero. Then, the physical phase space is symbolically constructed
as the coset:
P := F(X,M)/Diff
where the symmetry algebra is reduced to the algebra of diffeomorphisms on the world
sheet, denoted Diff above. This definition makes sense because Diff leaves the set of
H-orbits invariant. Finally, the algebraic string provides a new description of the
physical phase space of the bosonic string. The major novelty with this description
is that the non-reduced phase space, namely F(X,M), is such that the string coor-
dinates are non-commutative variables, contrary to what happens with the Polyakov
or the Nambu-Goto string. As for the group variables g, they can be interpreted as
central extension of the non-commutative algebra. This interpretation is nonetheless
misleading because they transform non-trivially under the gauge symmetries.
To finish the classical study of the self-dual algebraic string, let us try to explain
the differences and to clarify the link between the physical phase space P and the one
inherited from the Nambu-Goto or Polyakov action. First of all, the two symplectic
spaces are isomorphic and then they are the same. In the Polyakov-Nambu-Goto
string, the physical phase space would be explicitly constructed if not only one solves
the diffeomorphisms constraints but also one finds the gauge orbits. In the alge-
braic string, the physical phase space is obtained once one finds the gauge orbits
only. In a sense, the constraints have already been solved in that context. The non-
commutativity of the string coordinates is the price to pay, so to say, to have solved
the constraints.
3.2 General case: arbitrary Immirzi-like parameter
As explained in section 2, adding a non-trivial Immirzi-like parameter γ in the alge-
braic string context reduces to a particular choice of k ∈ so(4). The string tension
and the Immirzi parameter are related to 〈k, k〉 and (k, k) in a simple way (Section
2.2.4.). This general formulation covers the original framework as proposed in [1] by
setting the Immirzi-like parameter to zero. Hence, a Hamiltonian analysis of the alge-
braic string in this general context will describe the canonical aspects of the original
proposal (γ = 0) and also the classical effect of an Immirzi like parameter. This is
the purpose of this section.
We will proceed as in the self-dual case: we will extract the constraints, separate
the first class from the second class constraints, compute the Dirac bracket and so
on so forth. The calculations are very similar to the previous ones; for that reason,
we will not focus on the technical aspects. We will rather point the main differences
with the self-dual case. In particular, we will show that, contrary to what happens in
gravity, the classical non-self-dual theory (γ 6= 1) is drastically different from the self-
dual formulation. Indeed, a new degree of freedom appears in the configuration space.
This prevents the generic algebraic string from being equivalent to the Nambu-Goto
string. However, there are very interesting similarities with gravity. For instance,
the introduction of an Immirzi-like parameter modifies only the expression of the
Hamiltonian constraint H0 keeping the vectorial constraint H1 and the ”Gauss like”
constraint H unchanged compared to the self-dual case.
3.2.1 Number of physical degrees of freedom
The starting point is the action (12) where M = g−1kg is not restricted to any sub-
algebra of so(4). In particular, 〈k, k〉 ± (k, k) 6= 0 which prevents to restrict ourselves
to the self-dual or anti-self-dual cases.
We start with the same Poisson brackets as in the self-dual case (Section 3.1.1.)
with the difference that the group element g is now an element of SO(4) and therefore
the associated momentum PA is a 6 dimensional vector. The index A labels a basis of
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the algebra so(4): either it can be viewed as a pair of integer (ab) with a < b = 0, ..., 3,
either as a couple (ǫ, a) with ǫ = ± and a = 1, 2, 3.
The primary constraints are the same 4 constraints CI = πI− 12MIJdXJ ≈ 0 sup-
plemented with the 6 constraints φA = PA ≈ 0. There are no secondary constraints
and therefore there are 10 constraints in total that we have to decompose into first
class and second class. Before going into the details of the constraints analysis, let
us give a brief summary of our results: among the 10 constraints, 4 are first class
and then the 6 remaining are second class. Among the first class constraints, we
recover the diffeomorphisms and the interpretation of the two others will be given
in the sequel. As we have started with 2 × 4 + 6 × 2 = 20 degrees of freedom in
the phase space, we conclude that the theory possesses 20 (degrees of freedom) −
6 (second class, constraints) − 2 × 4 (first class, constraints) = 6 physical degrees
of freedom in the phase space. Two more than the Nambu-Goto or the Polyakov
string. As a consequence, if not restricted to the self-dual or anti-self dual cases,
the algebraic string is not equivalent, even classically, to the standard bosonic string.
However, from a naive Lagrangian analysis, we see that the algebraic string contains
the bosonic string as a solution. This remark raises many questions that we hope to
answer in the future: what is the status of the extra degree of freedom? In which
way this extra degree of freedom is coupled to the Nambu-Goto string?
3.2.2 Partial Dirac bracket
The canonical way to distinguish the first class from the second class constraints
consists in first computing the constraints matrix and then finding its kernel. The
kernel is generated by the first class constraints. This method is systematic but often
quite fastidious. Here, we will proceed in a recursive way: first, we consider a subset
of second class constraints; then, we compute the associated Dirac bracket which
implies that we can eliminate explicitly these second class constraints; finally, we are
left with a smaller system of constraints and repeat the method until there is no more
second class constraint. At the end of the process, we have separated the first class
from the second class constraints.
We start with the subset of constraints generated by CI . As in the self-dual case,
we can show that this subset is second class. Indeed, a similar calculation leads to
(symbolically) the same Dirac matrix (associated to the constraints CI) as in the
self-dual case, namely DIJ = − 12dMIJ . The major difference is that M is an so(4)
matrix not restricted to the self-dual sub-algebra so(3)+. However, the Dirac matrix
can be decomposed into self-dual and anti-self-dual components according to (5):
DIJ = D+IJ − D−IJ .
The two components commute, D+D− = D−D+, and satisfy the relation (3.1.3):
D2± = −
1
4
tr(D2±) 11 .
As a consequence, D is invertible if tr(D2±) 6= 0 (which is trivially the case as soon as
M is not restricted to lie in the self-dual or anti-self-dual sectors) and its inverse is
simply obtained from the relation
D ⋆D = (D+ −D−) (D+ +D−) = D2+ −D2− = −
1
2
〈D, ⋆D〉 11 , (66)
as follows
D−1 = − 2
(D2)
(D+ +D−) = − 2
(D2)
⋆ D . (67)
Therefore, the set of constraints {CI , I = 1, · · · , 4} is of second class as expected. One
can compute the associated Dirac bracket from the expression of D−1 and eliminate
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explicitly the constraints CI . The obtained bracket is called a partial Dirac bracket
because, so far, we do not know if second class constraints are remaining in the
system. This is what we want to analyse now.
3.2.3 First class constraints
The (partial) Dirac brackets between the remaining six constraints φA are very similar
to the ones computed in the self-dual case (48):
{φA(x), φB(y)}D = {φA(x), φB(y)} − ∆ABIJ(x)dXIdXJ δ(x, y)
where the extension ∆ABIJ(x) reads (symbolically):
∆ABIJ(x) =
1
4
{φA(x),MKI}(D−1)KL{MLJ , φB(x)}
= − 1
2(D2)
{φA(x),MKI} ⋆ DKL{MLJ , φB(x)}
= − 1
4(D2)
(
g−1[TA, k][dgg
−1, ⋆k][TB, k]g
)
IJ
. (68)
We used the relation D = 12g
−1[dgg−1, k]g and the relation ⋆[a, b] = [⋆a, b] for any
Lie algebra elements a and b in so(4).
The argument we gave to show that the ‘central extension’ ∆ vanishes in the self-
dual case does not work anymore and we cannot conclude that all the six constraints
φA are first class. To exhibit the first class constraints out of the six, it is convenient
to introduce a local basis of the set of constraints. This new basis is very similar to
the one defined in the self-dual case (51) and consists into the following:
Γ := φ(k), Γ1 := φ(µ), Γ0 := φ([k, µ])
Γ⋆ := φ(⋆k), Γ⋆1 := φ(⋆µ), Γ
⋆
0 := φ([⋆k, µ]) . (69)
In the self-dual case, we would have Γ = Γ⋆ and Γi = Γ
⋆
i for i = 0, 1 but the constraints
are independent in the general case. Furthermore, they allow to find quite easily the
first class constraints even if all of them are not given explicitly.
Theorem 3 (First class constraints.) Among the six remaining constraints, four
are first class. Three of them are given by Γ, Γ⋆ and Γ1. The fourth one is given by
the one-dimensional kernel of the three dimensional constraints matrix constructed
from Γ0, Γ
⋆
1 and Γ
⋆
0. It is (weakly) equal to(
(⋆µ)A(⋆[k, µ])BΓ0 − [k, µ]A(⋆[k, µ])BΓ⋆1 + [k, µ]A(⋆µ)BΓ⋆0
)
∆ABIJdX
IdXJ (70)
where aA is the component of the Lie algebra element a = aATA in the basis (TA)A.
Proof. A linear combination of the constraints Φ := vAφA is first class with
respect to the Dirac bracket if its Dirac bracket with all the constraints φA vanish
even weakly. This condition is satisfied if
vA∆AB(IJ)(x) = 0,
where (IJ) denotes the normalised symmetrisation of the tensor. Let us show that
this relation is true for the three constraints Γ, Γ⋆ and Γ1.
• The constraint Γ:
The vector v associated to Γ is v = k. Hence, it is immediate to see that
kA∆ABIJ(x) = − 1
4(D2)
(
g−1[k, k][dgg−1, ⋆k][TB, k]g
)
IJ
= 0
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due to the presence of the commutator [k, k] = 0. This proves that Γ is first class.
• The constraint Γ⋆:
A very similar argument works to show that Γ⋆ is a first class constraint as well.
In that case, we find that
⋆kA∆ABIJ(x) = − 1
4(D2)
(
g−1[⋆k, k][dgg−1, ⋆k][TB, k]g
)
IJ
= 0
because k and ⋆k commute.
• The constraint Γ1:
Proving that Γ1 is first class is a bit more subtle. The vector v associated to this
constraint is dgg−1 and we have
(dgg−1)A∆ABIJ(x) = − 1
4(D2)
(
g−1[dgg−1, k][dgg−1, ⋆k][TB, k]g
)
IJ
.
To show that this quantity vanishes, we first observe that the product a ⋆ a is pro-
portional to the identity for any so(4) Lie algebra element a. The proof has been
given in for the Dirac matrix in (66) but applies to all so(4) elements and shows that
a⋆a = − 12 (a2)11. We see that the product [dgg−1, k][dgg−1, ⋆k] = [dgg−1, k]⋆[dgg−1, k]
appears in the expression of (dgg−1)A∆ABIJ(x) which then simplifies as follows
(dgg−1)A∆ABIJ (x) =
1
8(D)2
([dgg−1, k]2)
(
g−1[TB, k]g
)
IJ
.
As a consequence, the symmetrised tensor (dgg−1)A∆AB(IJ)(x) = 0 because a(IJ) = 0
for any Lie algebra element a. This proves that Γ1 is a first class constraint.
• The remaining first class constraint:
At this stage, we are left with three remaining constraints Γ0, Γ
⋆
1 and Γ
⋆
0. The
associated constraints matrix C with respect to the Dirac bracket is then three di-
mensional. It is defined as follows:
C :=

 0 {Γ0,Γ
⋆
1}D {Γ0,Γ⋆0}D
{Γ⋆1,Γ0}D 0 {Γ⋆1,Γ⋆0}D
{Γ⋆0,Γ0}D {Γ⋆0,Γ⋆1}D 0

 (71)
The expression (68) of the Dirac bracket between the constraints leads to:
C ≈ −∆ABIJdXIdXJ

 0 [k, µ]
A(⋆µ)B [k, µ]A(⋆[k, µ])B
(⋆µ)A[k, µ]B 0 (⋆µ)A(⋆[k, µ])B
(⋆[k, µ])A[k, µ]B (⋆[k, µ])A(⋆µ)B 0


We recall that ≈ denotes the weak equality. As the number of second class con-
straints is always odd, either two out of the three constraints are second class or no
one of them. However, it is easy to check that the matrix constraint is not weakly
vanishing. Therefore, two out of the three constraints are second class. The kernel of
the constraints matrix gives the first class constraint (70) .
This theorem leads to important remarks. Firstly, the question of the physical
interpretation of the first class constraints needs to be addressed. To clarify this
point, it is necessary to compute the action of the constraints on the configuration
variables with respect to the Dirac bracket. Because the calculations are the same
than in the self-dual case, we will not give the technical details. The results are the
following.
The constraints Γ and Γ⋆ have a trivial action on the world sheet coordinates XI
whereas they act on the group variable g by a left multiplication respectively by the
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element k and ⋆k. We recover here the symmetries we have easily observed in the
Lagrangian framework. Indeed, the group variable appears only via M = g−1kg in
the Lagrangian and M is clearly invariant under the action of Γ and Γ⋆.
The constraint Γ1 has formally the same structure than the vectorial constraint
H1 in the self-dual case. It is then natural to expect that it is the generator of
space diffeomorphisms in the general context. To verify this is indeed the case, let us
compute its action on the world sheet coordinates XI :
{Γ1, XI}D = −{Γ1, CK}(D−1)KI
= −1
2
(g−1[µ, k]g)KL(D
−1)KIdXL.
Recognising the matrix D in disguise, we immediately conclude that
δ1X
I = {Γ1, XI}D = dXI
which confirms the interpretation of Γ1 as the vectorial constraint. Finally, it is
natural to consider the last first class constraint as the scalar constraint that generates
the dynamics.
As a second remark, let us again emphasise the similarities with the gravitational
case. Only the expression of the scalar constraint formally differs from the self-
dual case. The vectorial constraint Γ1 has the same expression as H1. The same
observation is true for the Gauss like constraints Γ and Γ∗ which are similar to H .
The last remark concerns the expression of the Hamiltonian constraint. It is
immediate to give an explicit form for the Hamiltonian constraint but we do not have
a simple formula for it. Therefore, it is not immediate to see where the Immirzi-
like parameter appears in the Hamiltonian constraint. This point is crucial to clearly
understand the classical and quantum effects of this parameter and is currently under
investigation.
4 Conclusion
In this work, we have studied the Hamiltonian analysis of the algebraic string. The
algebraic string was introduced more than two decades ago by Balachandran and col-
laborators as a first order formulation of the Nambu-Goto string. At the Lagrangian
level, these two string formulations seem to be equivalent. However, the situation is
more subtle. A careful Hamiltonian analysis shows that this is not generically the
case. The equivalence is true only in the self-dual and anti-self-dual sectors, as shown
in this article.
Indeed, we have discovered that the algebraic string admits, as in general relativity,
a self-dual formulation and an Immirzi-type parameter. We have done the canonical
analysis of the system in the two cases. The self-dual string has been shown to be
equivalent to the standard Nambu-Goto string but has lead us to a new formulation
of the physical phase space. Indeed, in this framework, the world sheet coordinates
are non-commutative once we solve the second class constraints computing the Dirac
bracket. As expected, the first class constraints generate the diffeomorphisms on the
world sheet and act as automorphisms on the phase space.
In the non-self-dual case, covering both the original proposal and the inclusion of
a non-trivial Immirzi-type parameter, we showed that the system admits one more
degree of freedom in the configuration space than the two of the Nambu-Goto string.
This prevents the theory from being strictly equivalent to the standard bosonic string.
Nonetheless, we exhibited the first class constraints which generate the diffeomor-
phisms on the world sheet, namely the scalar and the vectorial constraints.
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One of the most strinking aspects of the algebraic string is its numerous similar-
ities with the frame formulation of gravity. It is a first order theory, it is of course
diffeomorphism invariant, and admits a self-dual formulation and an Immirzi type
parameter. All these aspects makes the system a very nice arena to test the ideas
and techniques of LQG because it is simple enough to be completely quantised. The
Fock quantisation already partially exists. Our aim, in future work, is to develop a
background independent quantisation a` la LQG in order to conclude on the equiva-
lence or not with the Fock quantisation. This idea was in fact initiated by Thiemann
[15] in the context of the Nambu-Goto string but we think that the algebraic formu-
lation of the string is more suited for that specific problem. Furthermore, there is an
Immirzi-type parameter and then we hope to understand its effects in the quantum
theory. We hope the algebraic string helps us to understand some other fundamen-
tal aspects of LQG. For instance, we can address the question of the existence of a
spinfoam [23] formulation of the algebraic string. If this was the case, we would have
a new arena, simpler than gravity, to understand the link between the covariant and
canonical quantisations of background independent theories.
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