Recent advancements in sequencing technology have led to a drastic reduction in the cost of genome sequencing. This development has generated an unprecedented amount of genomic data that must be stored, processed, and communicated. To facilitate this effort, compression of genomic files has been proposed. Specifically, lossy compression of quality scores is emerging as a natural candidate for reducing the growing costs of storage. A main goal of performing DNA sequencing in population studies and clinical settings is to identify genetic variation. Though the field agrees that smaller files are advantageous, the cost of lossy compression, in terms of variant discovery, is unclear.
I. Introduction
Recent advancements in Next Generation highthroughput Sequencing (NGS) have led to a drastic reduction in the cost of sequencing a genome (http://goo.gl/kKvmDl). This has generated an unprecedented amount of genomic data that must be stored, processed, and transmitted. To facilitate this effort, data compression techniques that allow for more efficient storage as well as fast exchange and dissemination of these data have been proposed in the literature.
Genome sequencing files, such as FASTQ and SAM/BAM, are mainly composed of nucleotide sequences (called reads) and quality scores that indicate the reliability of each of the nucleotides. According to SAM file specifications [1] , the quality scores are stored using the Phred score, which corresponds to the number Q = −10 log 10 P (rounded to the closest integer), where P indicates the probability that the corresponding nucleotide in the read is in error. These scores are commonly represented using the ASCII alphabet [33 : 73] or [64 : 104] , where the value corresponds to Q + 33 or Q + 64, respectively.
When losslessly compressed, quality scores comprise more than half of the compressed file [2] . In addition, it has been shown that the quality scores are inherently noisy [2] , and downstream applications that use them do so in a heuristic manner. For these reasons, lossy compression of quality scores has been proposed to further reduce the storage requirements at the cost of introducing a distortion (i.e., the reconstructed quality scores may differ from the original ones).
Several lossy compressors of quality values have been proposed in the recent literature. These lossy compressors can be divided into two categories depending on whether or not they use biological information for the compression. While the majority of the proposed algorithms do not rely on such side information (see the survey on lossy compressors described in [3] ), examples of compressors that do are in [4] , [5] .
Traditionally, lossy compressors have been analyzed in terms of their rate-distortion performance. Such analysis provides a yardstick for comparison of lossy compressors of quality scores that is oblivious to the multitude of downstream applications, which use the quality scores in different ways. However, the data compressed is used for biological inference. Researchers are thus more interested in understanding the effect that the distortion introduced in the quality scores has on the subsequent analysis performed on the data.
To date, there is not a standard practice on how this analysis should be performed. Proof of this is the variety of analyses presented in the literature when a new lossy compressor for quality scores is introduced (see [6] , [7] , [3] , [5] and references therein). Moreover, it is not yet well understood how lossy compression of quality scores affects the downstream analysis performed on the data. This can be understood not only by the lack of a standard practice, but also by the variety of applications that exist and the different manner in which they use quality scores. In addition, the fact that lossy compressors can work at different rates and be optimized for several distortion metrics make the analysis more challenging. However, such an analysis is important if lossy compression is to become a viable mode for coping with the surging requirements of genomic data storage.
With this in mind, in this work we propose a methodology to analyze how lossy compression of quality scores affects the output of one of the most widely used downstream applications: variant calling, which compromises Single Nucleotide Polymorphism (SNP) and INDEL calling. Furthermore, we use the proposed methodology to compare the performance of the recently proposed lossy compressors for quality scores, which to our knowledge is the first in depth comparison available in the literature.
We focus on those lossy compressors that use only the quality scores for compression, as it would be too difficult to draw conclusions about the underlying source that generates the quality scores from analyzing algorithms like [5] , where the lossy compression is done mainly using the information from the reads. Note also that in these cases it is not possible to specify a rate or a distortion to be minimized.
For the study, we compare the output of the variant caller when the quality scores of the original (uncompressed) data are replaced by the reconstructed ones. Specifically, for SNP calling we use the human dataset NA12878, which has been thoroughly characterized by GIAB [8] , and for which a gold standard (consensus of SNPs) is available. To evaluate the effect of lossy compression on INDEL identification, we simulated genomes that contain biologically realistic SNPs and INDELs, creating a ground truth dataset. We then computationally generated sequencing reads for these genomes. In the following we assume these indels and the SNPs of the gold standard are the true ones and refer to them as the "ground truth". This allows us to analyze which lossy compressor, distortion metric and rate produces the more accurate set of variants. We also show that in some cases applying lossy compression to the quality scores instead of lossless compression results in a set of variants that is more accurate. This suggests that lossy compression of quality scores can be beneficial not only for compression, but also to improve the inference performed on the data. The results presented in the manuscript also provide insight into the characteristics that a lossy compressor should have so that the reconstructed quality scores from which the set of variants is inferred do not differ much from those called based on the original quality scores.
We hope the methodology for variant calling analysis presented in this work will be of use in the future when introducing new lossy compressors. We leave the extensions of the investigations presented herein to other downstream applications for future work.
II. Methodology for variant calling
In this section we describe the methods used to test the effect of lossy compressors on variant calling. The methodologies suggested for SNPs and indels differ, and thus we introduce each of them separately.
A. SNP calling
Based on the most recent literature that compares different SNP calling pipelines ( [9] , [10] , [11] , [12] , [13] ) we have selected three pipelines for our study. Specifically, we propose the use of: i) the SNP calling pipeline suggested by the Broad Institute, which uses the Genome Analysis Toolkit (GATK) software package [14] , [15] , [16] ; ii) the pipeline presented in the Hight Throughput Sequencing LIBrary (htslib.org), which uses the Samtools suit developed by The Wellcome Trust Sanger Institute [17] ; and iii) the recently proposed variant caller named Platypus developed by Oxford University [18] . In the following we refer to these pipelines as GATK, htslib.org 1 and Platypus, respectively.
In all pipelines we use BWA-mem [19] to align the FASTQ files to the reference (NCBI build 37, in our case), as stated in all best practices. For specific steps and the respective commands we refer the reader to the Suplementary Data.
Regarding the GATK pipeline, we note that the best practices recommends to further filter the variants found by the Haplotype caller by either applying the Variant Quality Score Recalibration (VQSR) or the Hard Filter. The VQSR filter is only recommended if the data set is big enough (more than 100K variants), since otherwise one of the steps of the VQSR, the Gaussian mixture model, may be inaccurate. Therefore, in our analysis we consider the use of both the VQSR and the Hard Filter after the Haplotype caller, both as specified in the best practices.
B. INDEL detection
To evaluate the effect of lossy compression of base quality scores on INDEL calling, we employ popular INDEL detection pipelines: Pindel [20] , Dindel [21] , Unified Genotyper, Haplotype Caller [14] , [15] , [16] and Freebayes [22] . First, reads were aligned to the reference genome, NCBI build 37, with BWA [23] . We replaced the quality scores of the corresponding SAM/BAM file by those obtained after applying various lossy compressors, and then we performed the INDEL calling with each of the five tools. The Supplementary Data contains the detailed description of the commands necessary to run each pipeline. Note that several of these pipelines can be used to call both SNPs and INDELs, but the commands or parameters are different for each variant type.
C. Datasets for SNP calling
A crucial part of the analysis is the ground truth, as it serves as the baseline for comparing the performance of the different lossy compressors against the lossless case. Thus, for the SNP calling analysis, we consider datasets from the H. Sapiens individual NA12878, for which two "ground truth" of SNPs have been released. In particular, we consider the datasets ERR174324 and ERR262997, which correspond to a 15×-coverage pair-end WGS dataset and a 30×-coverage pair-end WGS dataset, respectively. For each of them we extracted the chromosomes 11 and 20. Regarding the two "ground truths", they are the one released by the Genome in a Bottle consortium (GIAB) [8] , which has been adapted by the National Institute of Standardizations and Technology (NIST); and the ground truth released by Illumina as part of the Platinium Genomes project (http://www.illumina.com/platinumgenomes). Fig. 1 summarizes the differences between the two. As can be observed, most of the SNPs contained in the NIST ground truth are also included in Illumina's ground truth, for both chromosomes. Note also that the number of SNPs on chromosome 20 is almost half of chromosome 11, for both "ground truths" 2 .
D. Datasets for INDEL detection
To evaluate the effect of lossy compression on INDEL detection, we simulated a chromosome containing 3000 heterozygous INDELs to use as a ground truth dataset. This approach gives us full knowledge and control of the exact location, zygosity, and alternative allele sequence of each INDEL, allowing us to robustly identify true positive and true negative variant calls. To best mimic true biological conditions, our simulated INDELs are drawn from biologically realistic size distributions, locations (coding vs non-coding), and insertion to deletion ratios seen in the Mills and 1000Genomes INDELs provided as part of the GATK bundle.
Using this simulated chromosome, we generated 100bp paired-end sequencing reads (using an Illumina-like error profile) with ART [24] .
E. Performance metrics
The output of each of the pipelines is a VCF file [25] which contains the set of the called variants. We first consider the case in which all the variants contained in the VCF file are positive calls, since the pipelines already follow their "best practices" to generate the corresponding VCF file. Since a ground truth exists for the datasets under consideration, we can compare these variants with those contained in the ground truth. Specifically, the comparison is made in terms of True Positives (T.P.), which refer to those variants contained both in the VCF file under consideration and the ground truth (a match in both position and genotyping must occur for the call to be declared T.P., while for INDELs the criteria were more lenient: any INDEL within 10bp of the true location was considered a T.P.); False Positives (F.P.), which refer to those variants contained in the VCF file under consideration but not in the ground truth; and False Negatives (F.N.), which correspond to those variants not contained in the VCF file under consideration but contained in the ground truth. The more T.P. (or equivalently the fewer F.N.) and the fewer F.P. the better. Ideally, we would like to apply a lossy compressor to the quality scores, such that the resulting file is smaller than that of the losslessly compressed, while obtaining a similar number of T.P. and F.P. We will show that not only is this possible, but that in some cases we can simultaneously obtain more T.P. and fewer F.P than with the original data.
To analyze the performance of the lossy compressors on the proposed pipelines, we employ the widely used metrics sensitivity and precision, which include in their calculation the true positives, false positives and false negatives, as described below: T.P.+F.P. . Depending on the application, one may be inclined to boost the sensitivity at the cost of slightly reducing the precision, in order to be able to find as many T.P. as possible. On the other hand, there may be applications where it is more natural to optimize for precision than sensitivity. In an attempt to provide a measure that combines the previous two, we also use the f-score:
• F-score: the harmonic mean of the sensitivity and precision, computed as 2 × Sensitivity×Precision Sensitivity+Precision . In the discussion above we have considered that all the variants contained in a VCF file are positive calls. However, there is another common approach that consists of considering as positive calls only those that satisfy a given constraint, and as negative calls the remaining ones. In general, this constraint consists of having the value of one of the parameters associated with a variant above a certain threshold. This approach is used to construct the well known Receiver Operating Curves (ROC). In the case under consideration, the ROC curve shows the performance of the variant caller as a classification problem, that is, it shows how well the variant caller differentiates between true and false variants when filtered by a certain parameter. Specifically, it plots the False Positive Rate (F.P.R.) versus the True Positive Rate (T.P.R.) (also denoted as sensitivity) for all thresholding values. Given a ROC plot with several curves, a common method for comparing them is by calculating the area under the curve (AUC) of each of them, such that the larger the AUC the better.
The main drawback with this approach is the selection of the thresholding parameter. For instance, in SNP calling, when using the GATK pipeline, the QD (Quality by Depth) field is as valid a parameter as the QUAL field. Moreover, for different choices of the thresholding parameters, different performances of the AUC are obtained, as shown in the Supplementary Data. Given this, we believe that this approach is mainly suitable to analyze the VCF files that contain a clear thresholding parameter, like those VCF files obtained by the GATK pipeline after applying the VQSR filter, since in this case there is a clear parameter to be selected, namely the VQSLOD. Moreover, the considered pipelines already performed their own filtering as part of their "best practice" workflow.
III. Lossy Compressors
To our knowledge, and based on the results presented in [3] , RBlock, PBlock [7] and QVZ [3] are the algorithms that perform better among the existing lossy compressors that solely use the quality scores to compress. Therefore, those are the algorithms that we consider for our study. In addition, we consider Illumina's proposed binning (http://goo.gl/d5TYDk), which is implemented both by CRAM and DSRC2. In the Results section we refer to the performance of DSRC2 [26] rather than CRAM [27] , as it generates a compressed file of smaller size (see [3] ).
Next, we describe the aforementioned lossy compressors in more detail.
P/R-Block:
The PBlock and RBlock algorithms were introduced in [7] . Both algorithms represent quality scores by separating them into blocks of variable size, such that all the quality scores contained in a block can be replaced by the same representative value without violating a given distortion constraint. The algorithms then store for each block its length and the representative value, which are losslessly compressed. What differs between the algorithms is the distortion constraint, that we specify next. Given a block of quality scores, Q max and Q min denote the largest and smallest quality scores within the block, respectively. In PBlock, the quality scores contained in a block should satisfy Q max −Q min ≤ 2p, where p is a user specified parameter. On the other hand, in RBlock the quality scores contained in a block should satisfy Qmax Qmin ≤ r 2 , where r is a user specified parameter. The main difference between the two algorithms is related to the maximum absolute distance allowed between a quality score and its representative (the new quality score). Whereas in PBlock this distance is constant for every quality score, in RBlock a low quality score will in general be closer to its representative than a high quality score. That is, the algorithm is more precise in representing low quality scores than high ones. Finally, note that in both algorithms the maximum absolute distance between a quality score and its representative is controlled by the user. QVZ -Quality Values Zip: QVZ was introduced in [3] , and it allows the user to choose the rate and the distortion to be minimized (the built in distortions are Mean Square Error (MSE), Lorentzian and L1). QVZ assumes a Markov model of order 1 for compression, and it computes the statistics at each position empirically from the data. In brief, given those statistics, the distortion to be minimized and the rate, the algorithm makes use of the Lloyd-Max algorithm [28] to compute the best quantizers. Note that at each position there are as many quantizers as different values in the previous position (due to the Markov assumption). A quantizer is composed of decision regions and the representatives of each region. Once all the quantizers are computed, QVZ assigns each quality score to the corresponding decision region, which is then losslessly compressed by an adaptive arithmetic encoder. In order to improve the rate-distortion performance, QVZ has the option of clustering the data prior to compression. Illumina's Binning: Illumina's proposed binning reduces the alphabet size by applying an 8 level mapping. The specific mapping is summarized in Table  I . As can be inferred from the table, the applied mapping is more precise in representing high quality scores than low ones (based on the size of the bins). Also, note that the maximum distance between an original quality score and the new one is always upper bounded by 5. 
A. Comparison of lossy compressors
There are some important differences between the lossy compressors introduced above. For example, the compression scheme of Illumina's proposed binning does not depend on the statistics of the quality scores, whereas QVZ and P/R-Block do. Also, in both Illumina's proposed binning and P/R-Block the maximum absolute distance between a quality score and its reconstructed one (after decompression) can be controlled by the user, whereas in QVZ this is not the case. The reason is that QVZ designs the quantizers to minimize a given average distortion based on a rate constraint, and thus even though on average the distortion is small, some specific quality scores may have a reconstructed quality score that is far from the true one. Also, note that whereas Illumina's proposed binning applies more precision to high quality scores, R-Block does the opposite, and P-Block does it equally among all the quality scores. Finally, in Illumina's proposed binning and P/R-Block the user cannot estimate the size of the compressed file in advance, whereas this is possible in QVZ.
IV. Results
We analyze the output of the variant caller (i.e., the VCF file) for each of the introduced pipelines when the quality scores are replaced by those generated by a lossy compressor. We focus on the following lossy compressors: QVZ, PBlock, RBlock and DSRC2. Recall that in QVZ we can choose the distortion, the rate and the number of clusters, and in PBlock and RBlock the parameters p and r, respectively. DSRC2 uniquely performs Illumina's proposed binning. Thus, except for DSRC2, we run each of the algorithms several times with different parameters, generating different quality scores for each run. Specifically, we used QVZ with 1 and 3 clusters, rates ranging from 0 to 1, and the three built-in distortions MSE, L1 and Lorentzian (we refer to them as M, A and L, respectively). For PBlock we considered values of p ranging from 1 to 32, and for RBlock values of r ranging from 3 to 30.
Due to space constraints, here we show the results for QVZ with MSE distortion and three clusters, denoted as QVZ-Mc3, RBlock and the Illumina proposed binning. We selected these as they are good representatives of the overall results. We refer the reader to the Supplementary Data for the results with all the aforementioned parameters.
A. SNP calling
We show that it is possible to perform lossy compression on the quality values, while simultaneously increasing the number of true positives and decreasing the number of false positives with respect to the original dataset, when using a variant calling pipeline that follows its "best practice" to generate the corresponding VCF file. Fig. 2 shows the behavior obtained by the different lossy compressors in the GATK pipeline with hard filtering with the ERR262996 dataset (30× coverage), chromosome 11, when the ground truth is given by that of Illumina (similar plots for the remaining cases are shown in the Supplementary  Data) . For ease of visualization, we normalize the number of T.P. and F.P. with those generated with the uncompressed file, such that the number of T.P. and F.P. of the uncompressed VCF after normalization become 0. We then join the points that belong to a given algorithm, sorted by size, such that the point closer to (0,0) corresponds to the largest size. As is evident from the figure, several points have a positive number of T.P. and a negative number of F.P., which corresponds to an improvement over the uncompressed one. Moreover, in this case storage of the quality scores is reduced from 1.3 GB (when lossless compressed with QVZ) to 0.25 GB, which corresponds to more than 80% reduction. As shown in the Supplementary Data and in the results that follow, this phenomenon is not idiosyncratic to this particular dataset and pipeline, but in fact widely observed in the other datasets and pipelines as well.
As mentioned in the methodology, we start by showing the value of the sensitivity, precision and f-score achieved by each of the algorithms for each of the pipelines, dataset and ground truth, together with the compression ratio (e.g., a reduction from 100MB to 80MB corresponds to a 20% compression ratio). The latter is computed with respect to the lossless compressed quality scores, computed using QVZ in lossless mode (which, as shown in [3] , performs similarly to the state-of-the-art lossless compressors for quality scores). We choose to show the results using tables as they help visualize which lossy compressors and/or parameters work better for a specific setting. We color in red (will appear as a shaded cell) the values of the sensitivity, precision and f-score that improve upon the uncompressed. We also generated a table for each pipeline and/or ground truth that contains the average behavior of each of the algorithms with the different data sets. Due to the large amount of tables and their size, we provide excel files (.xlsx) as Supplementary Data that contain all the generated tables. Data (.xlsx) for the results of QVZ using other distortions and rates, and for PBlock, as well as for the results of individual chromosomes.
It is worth noting that with the GATK pipeline, several points improve simultaneously the sensitivity, precision and f-score when compared to the uncompressed (original) quality scores. For example, in the 30× coverage dataset, RBlock improves the performance while reducing the size by more than 76% (PBlock manages to boost the compression to more than 80%, see Supplementary Data (.xlsx)). In the 15× coverage dataset QVZ improves upon the uncompressed and reduces its size by 20%. With the htslib.org pipeline, it is interesting to see that most of the points improve the sensitivity parameter, meaning that they are able to find more T.P. than with the uncompressed quality scores. As shown in the Supplementary  Data (. achieves better performance than the uncompressed (in all three metrics) while reducing the quality scores by more than 10%, for the 30× coverage dataset. Finally, with the Platypus pipeline, the parameters that improve in general are the precision and the f-score, which indicates that a bigger percentage of the calls are T.P. rather than F.P. Some points also improve upon the uncompressed, like QVZ with L1 distortion, which achieves almost 38% compression (in the 30× coverage dataset). Similar tables when the ground truth is provided by Illumina are contained in the Supplementary Data (.xlsx) . In that case, with the GATK pipeline, R/P-Block improves mainly the sensitivity and f-score, with PBlock improving the precision as well in the 30× coverage dataset. QVZ seems to perform better in this case, improving upon the uncompressed for several rates. It also achieves a performance better than that of Illumina's proposed binning for a similar compression rate. With the htslib.org pipeline R/P-Block improve mainly the sensitivity, while QVZ improves the precision and the f-score (in the 30× coverage dataset). The performance on Platypus is similar to the one obtained when the NIST ground truth is used instead.
In summary, the performance of QVZ with 3 clusters is in general better than with 1 cluster, especially for small rates. In terms of the distortion metric that QVZ aims to minimize, MSE works significantly better for small rates (in most of the cases), whereas for higher rates the three analyzed distortions offer a similar performance. Thus the compression rate seems much more significant to the variability in the performance than the choice of distortion criterion. RBlock offers in general better performance than Compression (%) 10 17 PBlock for similar compression rates. Finally, in most of the analyzed cases, Illumina's binning is outperformed by at least one other lossy compressor, while offering a similar compression rate. Overall, for high compression ratios (30%-70%), RBlock seems to perform the best, whereas QVZ is preferred for lower compression rates (>70%).
To get more insight into the possible benefits of using lossy compression, we show the distribution of the f-score difference between the lossy and lossless case for different lossy compressors and rates (thus a positive number indicates an improvement over the lossless case). The distribution is computed by averaging over all simulations (24 values in total). Figure 3 shows the box-plot and the mean value of the f-score difference for six different compression rates. Since QVZ performs better for low compression rates, we show the results for QVZ-Mc3 with parameters 0.9, 0.8 and 0.6 (left-most side of the figure) . Analogously, for high compression ratios we show the results of RBlock with parameters 30, 20, and 10 (rightmost side of the figure) .
Remarkably, for all the rates the median is positive, which indicates that in at least 50% of the cases lossy compression improved upon the uncompressed quality scores. Moreover, the mean is also positive, except for the point with highest compression. This suggests that lossy compression may be used to reduce the size of the quality scores without compromising the performance on the SNP calling. These findings are in line with the results provided above, where we showed that in several cases the sensitivity, precision and f-score could be improved simultaneously while significantly reducing the quality score storage requirements. In the previously analyzed cases we have assumed that all the SNPs contained in the VCF file are positive calls, since the pipelines already follow their "best practice" to generate the corresponding VCF file. As discussed in the Methodology, another possibility is to select a parameter and consider positive calls only those whose parameter is above a certain threshold. Varying the threshold results in the ROC curve. We believe this approach is of interest to analyze the VCF files generated by the GATK pipeline followed by the VQSR filter, with thresholding parameter given the VQSLOD field, and thus we present the results for this case. For completeness, we also generated the ROC curves of the remaining cases (see Supplementary Data) . Fig. 4 shows the ROC curve of chromosome 11 of the 30× coverage dataset (ERR262996), with the NIST ground truth. The results correspond to those obtained when the quality scores are the original ones (lossless), and the ones generated by QVZ-Mc3 (MSE distortion and 3 clusters), PBlock with parameter 8, RBlock with parameter 25 and the Illumina binning (as the results of applying the DSRC2 algorithm). As shown in the figure, each of the algorithms outperform the rest in at least one point of the curve. This is not the case for the Illumina Binning, as it is outperformed by at least one other algorithm in all points. Moreover, the AUC of all the lossy compressors except that of the Illumina Binning outperform that of the lossless case.
B. INDEL calling
Similar to SNP calling, we show that lossy compression can lead to files of smaller size while obtaining INDEL detection accuracy that is similar to that obtained with the uncompressed data.
We observe that Pindel does not use the quality scores to perform the INDEL calling, and thus the results obtained with the data previously lossily compressed and the uncompressed are exactly the same (see Supplementary Data (indels.xls)). Therefore, in the following discussion we focus on the remaining pipelines. Table V displays results  for Dindel and Unified Genotyper pipelines (see Supple- mentary Data for results for other lossy compressors). Shadowed in red are the points that outperform the results obtained with the uncompressed data. We observe that Rblock has higher sensitivity, precision, and F-score for identifying INDELs than the uncompressed data. Notice that the file size in this case increases with respect to the uncompressed. We believe the file size could be reduced by improving the entropy encoder of the Rblock algorithm. With QVZ it is possible to reduce the size by 10% while still improving with respect to the uncompressed. Finally, Illumina's proposed binning maintains the precision, but obtains smaller values for both the sensitivity and the fscore. Unified Genotyper gives similar results to those from Dindel. The main differences are that in this case Pblock outperforms the uncompressed while obtaining a reduction in size of 29%, and Illumina is not able to improve with respect to the uncompressed (see Supplementary Data) . Table VI shows the results for the remaining pipelines, that is, Haplotype Caller and Freebayes. With the Haplotype Caller more true positives are found, but also more false positives, so only sensitivity improves. For Freebayes the results are minimally impacted by varying the compression approach, though, the results are improved with respect to the uncompressed. The only point for which this is not true is Illumina proposed binning, which calls only one variant that is a false positive.
V. Discussion
We have shown that lossy compressors can reduce file size at a minimal cost -or even benefit -to sensitivity and precision in SNP and INDEL detection.
Based on the results shown in the previous section, we conclude that in many cases lossy compression can significantly reduce the genomic file sizes (with respect to the losslessly compressed) without compromising the performance on the variant calling. Moreover, in several cases we have observed that lossy compression actually leads to results that improve over the uncompressed ones, i.e., they generate more true positives and fewer false positives than with the original quality scores, when compared to the corresponding ground truth. This behavior is consistent with observations from the recent literature (see for example [3] , [5] ).
We have analyzed several lossy compressors introduced recently in the literature. The main difference among them relates to the way they use the statistics of the quality scores for compression. For example, Illumina's proposed binning is a fixed mapping that does not use the underlying properties of the quality scores. In contrast, algorithms like QVZ are fully based on the statistics of the quality scores to design the corresponding quantizers for each case. As manifested in the results, Illumina's binning is generally outperformed by the other lossy compressors. This suggests that using the statistics of the quality scores for compression is beneficial, and that not all datasets should be treated in the same way. Our findings put together with the fact that, when losslessly compressed, quality scores comprise more than 50% of the compressed file [2] , seem to indicate that lossy compression of quality scores could become an acceptable practice in the future for boosting compression performance or when operating in bandwidth constrained environments. The main challenge in such a mode may be to decide which lossy compressor and/or rate to use in each case. Part of this is due to the fact that the results presented so far are experimental, and we have yet to develop theory that will guide the construction or choice of compressors geared toward improved inference. One reason is that the statistics of the noise inherent in the quality scores have yet to be understood and thus it is not possible to design lossy compressors tailored to them. Moreover, the results that show that lossy compression can lead to inference that improves upon the uncompressed suggest that the data could be denoised. In that regard, an understanding of the statistical characteristics of the noise would enable the design of denoisers/compressors that remove part of the noise as they compress (see for example [29] ), thus improving the subsequent analysis performed on it.
Evidently, for lossy compression of quality scores to become a standard practice, further research is called for. It should include improved modeling of the statistics of the noise, construction of lossy compressors and denoisers tuned to such models, and more experimentation on real data with additional downstream applications. Further, the phenomenon observed here where lossy compression of the quality scores can actually boost the performance of the downstream applications is highlighting not only the potential in lossy compression of quality scores, but also the need for revisiting the design of the downstream applications to make more principled use of the quality scores (with and without compression).
VI. Conclusion
Recently there has been a growing interest in lossy compression of quality scores as a way to reduce raw genomic data storage costs. However, the genomic data under consideration is used for biological inference, and thus it is important to first understand the effect that lossy compression has on the subsequent analysis performed on it. To date, there is no clear methodology to do so, as can be inferred from the variety of analyses performed in the literature when new lossy compressors are introduced. To alleviate this issue, in this paper we have described a methodology to analyze the effect that lossy compression of quality scores has on variant calling, one of the most widely used downstream applications in practice. We hope the described methodology will be of use in the future when analyzing new lossy compressors and/or new datasets.
Specifically, the proposed methodology considers the use of different pipelines for SNP calling and indel calling, and datasets for which true variants exist ("ground truth"). We have used this methodology to analyze the behavior of the state-of-the-art lossy compressors, which to our knowledge constitutes the most complete analysis to date. The results demonstrate the potential of lossy compression as a means to reduce the storage requirements while obtaining performance close to that based on the original data. Moreover, in many cases we have shown that it is possible to improve upon the original data, corroborating the belief that the quality scores are noisy and thus they can be denoised (in our case via compression).
Our findings and the growing need for reducing the storage requirements suggest that lossy compression may be a viable mode for storing quality scores. However, further research should be performed to better understand the statistical properties of the quality scores, as well as the noise underlying their generation, to enable the principled design of lossy compressors and/or denoisers tailored to them. Moreover, methodologies for the analysis on other important downstream applications should be developed.
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