In this paper, we prove an equivalent form of the Riemann hypothesis involving the Mobius function.
Introduction
We assume that the reader is familiar with basic knowledge of the so-called Riemann hypothesis (See, for example, [2] ).
Let µ(n) be the Mobius function, N a positive integer, O(f ) the big oh notation, and
It is known [2] that the following conjecture implies the Riemann hypothesis. 
In this note, we give a proof of Conjecture 1.1 using some results involving the function µ.
Proof of Conjecture 1.1
We have [3, pp. 270] , for all N ≥ 1,
and [1, pp. 70 ]
where [a] denotes the greatest positive integer less than or equal to a, log N the natural logarithm of N, and ζ the Riemann zeta function. Since
With (2) and (4), we put
We use the following transformation [3, pp. 346 ]
where c 1 , c 2 , . . . is a sequence of real numbers,
and f is any function. Applying (6) to (5) with f (n) = µ(n) − N n 2 and c n = µ(n), we obtain
where
Two sums in (7) may be put in the form
With (10), the integral in the extreme right side of (9) is written as
Hence, with (11), (7) is written as
Taking f (n) = M(n) and c n = µ(n) in (6), we get
Adding − N −1 n=1 M(n)µ(n + 1) to both sides of (13), we obtain
If a divergent, increasing sequence of positive integers {s j } satisfies
then Conjecture 1 follows, for (12) and (15) give
and with (13), (15), and (16), we have
which is the conjecture. Therefore, we assume that there exists a sequence {s k } which satisfies
Furthermore, by B(N) = O(N) (which is obtained easily from (12)), (14), and (18), we have
Now, dividing (14) by M 2 (s k − 1), we have, with (19),
Besides, by (13) and (20), we obtain
We write
and taking c n = µ(n) n 2 and f (n) = M(n)n 2 in (6), we get
the function r(s k ) being defined as
In a similar way, with (6), we obtain
the function w(s k ) being defined as
Taking the difference of the left and right sides of (22) and (23) respectively, we obtain
(−r(n + 1) + w(n + 1))a(n)
or rearranging terms,
Assume that
Then (24) and (25) give
or by (22),
Now, dividing (23) by M 2 (s k − 1) and letting k → ∞, we find out with (20) and (27) that
At this point, we focus on the analysis of the expression
We recall that the sum
n=1 a n has the expression
This sum is written as
But if we take c n = µ(n) and f (n) = n 2 in (6), we have
By (28), (30), and (31), hence, we have
We may write
and so
Here, we use another transformation [1, pp. 77]
where 0 < y < x, C(x) = 0 if x < 1, and f is a function which has a continuous derivative
, and x = s k − 2, we have
Simplifying (35) further, we obtain
or using the approximation t = [t] + O(1),
Hence, with (36), (33) is written as
µ(n + 1), or simplifying,
Therefore, with (32) and (37), we have
Given a sequence {s k } as defined above, we can always obtain a sequence {s ′ k } which satisfies (19), an equation important in our argument, and the condition
To show the existence of {s 
Now that the choosability of {s ′ k } is established, we can easily show that (38) is contradictory as follows.
If the function M attains its local maxima or minima at s β , s β+1 , . . ., which is made possible by the definition of {s k }, then it is plain that with (40) and the fact that if M attains its local maximum (or local minimum) at the positive integer h, then the sign of µ(h) and M(h) must be positive (or negative), we can choose {s Finally, it is evident that if
a(n) + M(s k − 1)(s k − 1) 2 < 0, a similar argument gives us an inequality of the form (27), which leads to a contradiction with the same argument above. This completes the proof of the conjecture.
