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Introduction
Soit F un corps local non archime´dien de caracte´ristique nulle. On appelle espace
quadratique un couple (V, q) forme´ d’un espace vectoriel V sur F de dimension finie et
d’une forme biline´aire q sur V , syme´trique et non de´ge´ne´re´e. Soient (V, q) et (V ′, q′) deux
espaces quadratiques. On note d et d′ leurs dimensions et G et G′ leurs groupes spe´ciaux
orthogonaux. On suppose d > d′ et d et d′ de parite´s distinctes. On suppose donne´e une
de´composition orthogonale de (V, q) en la somme de (V ′, q′) et d’un espace quadratique
qui est lui-meˆme somme orthogonale de plans hyperboliques et d’une droite quadratique
(D, qD). Le groupe G
′ est alors un sous-groupe de G. On de´finit ν0 ∈ F
×/F×,2 en fixant
un e´le´ment non nul v0 ∈ D et en posant
ν0 = (−1)
dqD(v0, v0)/2.
Soient σ, resp. σ′, une repre´sentation admissible irre´ductible de G(F ), resp. G′(F ). Gross
et Prasad ont de´fini une multiplicite´ m(σ, σ′). Par exemple, dans le cas ou` d = d′ + 1,
introduisons des espaces Eσ et Eσ′ dans lesquels se re´alisent σ et σ
′. Alors m(σ, σ′) est
la dimension de l’espace complexe des applications line´aires l : Eσ → Eσ′ telles que
l ◦ σ(g′) = σ′(g′) ◦ l pour tout g′ ∈ G′(F ). La de´finition ge´ne´rale est rappele´e en 1.2.
D’apre`s [AGRS] et [GGP] corollaire 15.2, on a toujours m(σ, σ′) ≤ 1.
Rappelons la classification conjecturale des repre´sentations admissibles irre´ductibles
de G(F ) dans le cas d impair. Pour tout entier naturel pair N , on fixe une forme sym-
plectique sur CN et on note Sp(N,C) son groupe symplectique. Notons WF le groupe
de Weil absolu de F et WDF = WF × SL(2,C) le groupe de Weil-Deligne. Notons
Φ(G) l’ensemble des classes de conjugaison par Sp(d − 1,C) d’homomorphismes conti-
nus ϕ : WDF → Sp(d − 1,C) qui sont semi-simples et dont la restriction a` SL(2,C)
est alge´brique. On conjecture que l’ensemble des classes de repre´sentations admissibles
irre´ductibles de G(F ) est union disjointe de L-paquets ΠG(ϕ) indexe´s par les ϕ ∈ Φ(G).
Cette classification se rame`ne a` celle des repre´sentations tempe´re´es de la fac¸on suivante.
Conside´rons les donne´es suivantes :
• un Le´vi Lˆ = GL(d1,C)× ...×GL(dt,C)× Sp(d0 − 1,C) de Sp(d− 1,C) ;
• des homomorphismes ϕ0 : WDF → Sp(d0 − 1,C) et ϕj : WDF → GL(dj,C) pour
j = 1, ..., t, ve´rifiant les meˆmes conditions que ϕ et qui sont tempe´re´s, c’est-a`-dire que
les images de WF par ces homomorphismes sont relativement compactes ;
• des re´els b1 > b2 > ... > bt > 0.
Notons |.|F la valeur absolue usuelle de F
×, que l’on identifie par la the´orie du corps
de classes a` un caracte`re de WF , puis de WDF . Introduisons l’homomorphisme
ϕLˆ = (ϕ1 ⊗ |.|
b1




de WDF dans Lˆ. En le poussant par l’inclusion de Lˆ dans Sp(d − 1,C), il devient un
e´le´ment de Φ(G). Inversement, soit ϕ ∈ Φ(G). Alors il existe des donne´es comme ci-
dessus, uniques a` conjugaison pre`s, de sorte que ϕ = ϕLˆ. Il peut ne correspondre a` Lˆ
aucun Le´vi de G (c’est le cas si G n’est pas de´ploye´ et d0 = 1). Dans ce cas, on pose
ΠG(ϕ) = ∅ et, pour unifier les notations, S(ϕ)/S(ϕ)0 = {1}, EG(ϕ) = ∅. Supposons qu’a`
Lˆ corresponde un Le´vi L de G. On a
L = GL(d1)× ...×GL(dt)×G0,
ou` G0 est un groupe de meˆme type que G. Pour tout j = 1, ..., t, notons π(ϕj) la
repre´sentation admissible irre´ductible de GL(dj , F ) de´termine´e par ϕj par la corres-
pondance de Langlands, prouve´e par Harris-Taylor et Henniart. Admettons la conjec-
ture pour les repre´sentations tempe´re´es. A ϕ0 correspond un L-paquet Π
G0(ϕ0) de
repre´sentations tempe´re´es de G0(F ). Soit P le sous-groupe parabolique de G, de com-
posante de Le´vi L, pour lequel la suite (b1, ..., bt) est positive dans un sens usuel. Pour
σ0 ∈ Π
G0(ϕ0), notons σ le quotient de Langlands de la repre´sentation induite
IndGP ((π(ϕ1)⊗ |det|
b1
F )⊗ ...⊗ (π(ϕt)⊗ |det|
bt
F )⊗ σ0),
c’est-a`-dire son unique quotient irre´ductible. On note ΠG(ϕ) l’ensemble de ces repre´sentations
σ quand σ0 de´crit Π
G0(ϕ0). Rappelons que le paquet Π
G0(ϕ0) est parame´tre´ (conjectu-
ralement) par un ensemble EG0(ϕ0) de caracte`res d’un groupe S(ϕ0)/S(ϕ0)
0 isomorphe
a` un produit de facteurs Z/2Z. On a rappele´ ce parame´trage en [W1] 4.2, on le note
ǫ 7→ σ(ϕ0, ǫ). On pose S(ϕ)/S(ϕ)
0 = S(ϕ0)/S(ϕ0)
0, EG(ϕ) = EG0(ϕ0) et, pour un
e´le´ment ǫ ∈ EG(ϕ), on note σ(ϕ, ǫ) la repre´sentation de´duite de σ0 = σ(ϕ0, ǫ).
Les repre´sentations de G(F ) se parame`trent de fac¸on similaire dans le cas ou` d est
pair. Pour tout entier naturel N , on fixe une forme biline´aire syme´trique non de´ge´ne´re´e
sur CN et on note O(N,C), resp. SO(N,C), son groupe orthogonal, resp. spe´cial orthogo-
nal. Conside´rons un homomorphisme ϕ : WDF → O(N,C) ve´rifiant les meˆmes conditions
que pre´ce´demment. Par composition avec le de´terminant, on obtient un caracte`re qua-
dratique de WDF , force´ment trivial sur SL(2,C), donc un caracte`re quadratique de WF .
Par la the´orie du corps de classes, il de´termine un e´le´ment δ(ϕ) ∈ F×/F×,2. De´finissons
un autre e´le´ment de ce groupe par δ(q) = (−1)d/2det(q). On note Φ(G) l’ensemble des
classes de conjugaison par SO(d,C) d’homomorphismes ϕ : WDF → O(d,C) ve´rifiant
les conditions pre´ce´dentes et tels que δ(ϕ) = δ(q). Pour ϕ ∈ Φ(G), on de´finit comme
ci-dessus le L-paquet ΠG(ϕ) : ou bien il est vide, ou bien c’est l’ensemble des quotients de
Langlands issus de repre´sentations π(ϕj)⊗|det|
bj
F de groupes GL(dj, F ) et des e´le´ments σ0
d’un L-paquet ΠG0(ϕ0). Le L-paquet est parame´tre´ par un ensemble E
G(ϕ) = EG0(ϕ0)
de caracte`res d’un groupe S(ϕ)/S(ϕ)0 = S(ϕ0)/S(ϕ0)
0 produit de facteurs Z/2Z. Si-
gnalons toutefois que, pour associer un Le´vi L de G a` un Le´vi Lˆ de O(d,C), il faut
conside´rer O(d,C) comme le L-groupe de G, ce qui sous-entend que l’on fixe des donne´es
supple´mentaires cache´es (pre´cise´ment, on identifie un sous-tore maximal de SO(d,C) au
L-groupe d’un sous-tore maximal de G).
On admet la validite´ des conjectures pour les repre´sentations tempe´re´es, telles qu’on
les a formule´es en [W1] 4.2 et 4.3, comple´te´es comme en 2.1 ci-dessous dans le cas
d impair. Dans [W1] 4.8, on a pre´cise´ les parame´trages des L-paquets tempe´re´s et ce
sont ces parame´trages que nous utilisons. Les parame´trages des L-paquets de G(F ) ne
de´pendent d’aucune donne´e auxiliaire dans le cas ou` d est impair. Ils de´pendent par
contre de l’e´le´ment ν0 de´fini ci-dessus dans le cas ou` d est pair. Celui-ci sert a` normaliser
les facteurs de transfert.
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Soit ϕ ∈ Φ(G). Si G est quasi-de´ploye´, on dit que ϕ est ge´ne´rique s’il existe σ ∈ ΠG(ϕ)
et un type de mode`les de Whittaker de sorte que σ admette un mode`le de ce type. Rap-
pelons que si d est impair, il n’y a qu’un seul type de mode`les de Whittaker tandis que,
si d est pair, il y a plusieurs types de tels mode`les, autant que d’orbites unipotentes
re´gulie`res de G(F ). Si G n’est pas quasi-de´ploye´, on introduit un espace quadratique
(V , q) de meˆmes dimension et de´terminant que (V, q), mais dont le groupe spe´cial or-
thogonal G est quasi-de´ploye´. A ϕ est associe´ un L-paquet ΠG(ϕ) de repre´sentations de
G(F ). On dit que ϕ est ge´ne´rique s’il existe un e´le´ment σ de ce paquet et un type de
mode`les de Whittaker de sorte que σ admette un mode`le de ce type.
On peut e´videmment remplacer G par G′ dans les conside´rations ci-dessus. Soient
ϕ ∈ Φ(G) et ϕ′ ∈ Φ(G′). En suivant Gross et Prasad, on a de´fini en [W1] 4.9 un signe
E(ϕ, ϕ′) et des caracte`res ǫ de S(ϕ)/S(ϕ)0 et ǫ′ de S(ϕ′)/S(ϕ′)0. On pose
µ(G,G′) =
{
1, si G et G′ sont quasi-de´ploye´s,
−1, sinon.
On sait que si E(ϕ, ϕ′) = µ(G,G′), ǫ appartient a` EG(ϕ) et ǫ′ appartient a` EG
′
(ϕ′). Si




En plus des conjectures de classification, on doit admettre certains re´sultats issus de
la formule des traces locale tordue, afin d’assurer la validite´ du the´ore`me de [W2].
Notre principal re´sultat est le the´ore`me suivant, qui sera de´montre´ dans la section 3.
The´ore`me. Soient ϕ ∈ Φ(G) et ϕ′ ∈ Φ(G′). On suppose ϕ et ϕ′ ge´ne´riques. Alors :
(i) toutes les repre´sentations induites dont les e´le´ments de ΠG(ϕ) et de ΠG
′
(ϕ′) sont
les quotients de Langlands sont irre´ductibles ;
(ii) si E(ϕ, ϕ′) = −µ(G,G′), on a m(σ, σ′) = 0 pour tous σ ∈ ΠG(ϕ), σ′ ∈ ΠG
′
(ϕ′) ;
(iii) si E(ϕ, ϕ′) = µ(G,G′), on a
m(σ(ϕ, ǫ), σ′(ϕ′, ǫ′)) = 1
et m(σ, σ′) = 0 pour tous σ ∈ ΠG(ϕ), σ′ ∈ ΠG
′
(ϕ′) tels que (σ, σ′) 6= (σ(ϕ, ǫ), σ′(ϕ′, ǫ′)).
Pour d impair, les conjectures de classification des repre´sentations de G(F ) font partie
des re´sultats annonce´s par Arthur, au moins dans le cas d’un groupe quasi-de´ploye´ ([A1]
the´ore`me 30.1). Dans le cas d pair, Arthur annonce un re´sultat un peu plus faible, ou` on
ne distingue pas deux repre´sentations conjugue´es par le groupe orthogonal tout entier,
cf. [W1] 4.4. En admettant seulement ces conjectures plus faibles, on peut e´noncer un
the´ore`me similaire a` celui ci-dessus, ou` on regroupe les repre´sentations conjugue´es par le
groupe orthogonal.
Il y a trois ingre´dients dans la preuve du the´ore`me. En pre´cisant un raisonnement
duˆ a` Gan, Gross et Prasad, on prouve dans la premie`re section que les multiplicite´s
sont compatibles a` l’induction, sous des hypothe`ses convenables (proposition 1.3). Cela
rame`ne les assertions (ii) et (iii) du the´ore`me au cas tempe´re´, pourvu que toutes les in-
duites intervenant soient irre´ductibles, c’est-a`-dire pourvu que l’assertion (i) soit ve´rifie´e.
Dans la deuxie`me section, on e´tablit un crite`re ge´ne´ral d’irre´ductibilite´ pour ces in-
duites (the´ore`me 2.13). Signalons qu’il est e´galement vrai pour les groupes symplec-
tiques. La conse´quence de ce crite`re est que, parmi ces induites, il y en a qui sont ”les
plus re´ductibles” qu’il est possible. C’est-a`-dire que si l’une des induites est re´ductible,
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celles-ci le sont aussi. Ce sont celles pour lesquelles la repre´sentation que l’on induit ad-
met un mode`le de Whittaker (il y en a plusieurs s’il y a plusieurs types de tels mode`les).
Pour obtenir le (i) du the´ore`me, il reste a` utiliser une conjecture de Shahidi de´montre´e
par Muic qui affirme que si un quotient de Langlands est ge´ne´rique (ce qui fait partie
de nos hypothe`ses : les paquets sont ge´ne´riques), alors l’induite dont il est quotient est
irre´ductible.
1 Induction et multiplicite´s
1.1 Notations
Selon le cas, on de´signe une repre´sentation d’un groupe soit par la repre´sentation elle-
meˆme, disons π, soit par un espace Eπ dans lequel elle se re´alise. On introduira parfois une
repre´sentation σ d’un groupe spe´cial orthogonal sans pre´ciser au de´part de quel groupe
il s’agit. Dans ce cas, on notera dσ la dimension de l’espace quadratique (V, q) du groupe
spe´cial orthogonal duquel σ est une repre´sentation. De meˆme, on introduira parfois une
repre´sentation π d’un groupe line´aire (on entend par la` un groupe GL(d, F )) sans pre´ciser
ce groupe. On notera dπ l’entier tel que π est une repre´sentation de GL(dπ, F ). On note
σˇ la contragre´diente d’une repre´sentation σ.
Soient (V, q) un espace quadratique de groupe spe´cial orthogonalG et σ une repre´sentation
lisse de G(F ). La notation
σ = π1 × ...× πt × σ0,
ou encore
σ = (×i=1,...,tπi)× σ0
signifie ce qui suit. On fixe une de´composition
V = X1 ⊕ ...⊕Xt ⊕ V0 ⊕ Yt ⊕ ...⊕ Y1.
On suppose que les espaces Xi et Yi sont totalement isotropes et non nuls. En posant
Vi = Xi ⊕ Yi pour i = 1, ..., t, on suppose que les espaces Vi, pour i = 0, ..., t sont
orthogonaux. On note di la dimension de Xi (ou encore celle de Yi) et d0 celle de V0. On
note P le sous-groupe parabolique de G qui conserve le drapeau
X1 ⊂ X1 ⊕X2 ⊂ ... ⊂ X1 ⊕ ...⊕Xt,
U son radical unipotent et M sa composante de Le´vi forme´e des e´le´ments qui conservent
tous les espaces Xi et Yi. On note G0 le groupe spe´cial orthogonal de V0 et on fixe une
base de Xi qui permet de noter GL(di) le groupe line´aire de l’espace Xi. On a l’e´galite´
M = GL(d1)× ...×GL(dt)×G0.
Le terme σ0 est une repre´sentation lisse de G0(F ) et, pour tout i = 1, ..., t, πi est une
repre´sentation lisse de GL(di, F ). Alors σ est la repre´sentation
IndGP (π1 ⊗ ...⊗ πt ⊗ σ0)
de G(F ).
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Dans le cas ou` la dimension d de V est paire, cette notation est ambigu¨e car cette
repre´sentation induite peut de´pendre du choix de la de´composition de V . En pratique,
l’important sera que ces de´compositions soient choisies de fac¸on cohe´rentes.
On utilise une notation similaire
π = π1 × ...× πt = ×i=1,...,tπi
pour des repre´sentations de groupes line´aires.
Soit π une repre´sentation admissible irre´ductible d’un groupe line´aire. Elle posse`de
un caracte`re central ωπ, qui est un caracte`re de F
×. Il existe un unique re´el eπ tel que
|ωπ(λ)| = |λ|
eπdπ
F pour tout λ ∈ F
×. On appelle eπ l’exposant de π. Soit b ∈ R. On
note π|.|bF la repre´sentation π ⊗ |det|
b
F . Si π est unitaire, on a eπ|.|bF = b. On appelle
support cuspidal de π l’ensemble avec multiplicite´s {ρ1, .., ρk} forme´ de repre´sentations
irre´ductibles et cuspidales tel que π soit un sous-quotient de l’induite ×i=1,...,kρi. On
utilise ici, a` la suite de Zelevinsky, la notion d’ensembles avec multiplicite´s. Ils sont
toujours finis et peuvent eˆtre conside´re´s comme des familles finies prises a` l’ordre pre`s.
Soient e et f deux re´els tels que e − f ∈ N. Par abus de notation, on de´signe par
[e, f ] l’ensemble des re´els x tels que e ≥ x ≥ f et e − x ∈ N. On ordonne cet ensemble
par l’ordre oppose´ de l’ordre ordinaire. Soit ρ une repre´sentation admissible irre´ductible
et cuspidale d’un groupe line´aire. On note < e, f >ρ l’unique sous-module irre´ductible
de la repre´sentation induite ×x∈[e,f ]π|.|
x
F , le produit e´tant pris dans l’ordre que l’on vient
de pre´ciser. Dans le cas particulier ou` ρ est unitaire et ou` e = (a− 1)/2 et f = (1− a)/2
pour un entier a ≥ 1, on note aussi St(ρ, a) cette repre´sentation (une repre´sentation de
Steinberg ge´ne´ralise´e). En ge´ne´ral, < e, f >ρ est une telle repre´sentation de Steinberg
ge´ne´ralise´e tordue par le caracte`re |det|
(e+f)/2
F . Pour simplifier la notation, on utilisera
aussi la notation [e, f ] dans le cas ou` f = e+ 1. Par convention, [e, f ] = ∅ dans ce cas.
SoitN ≥ 1 un entier. Pour tout k = 1, ..., N notonsQN−k,k le sous-groupe parabolique
triangulaire supe´rieur de GLN de composante de Le´vi
LN−k,k = GLN−k ×GL(1)× ...×GL(1),
avec k termes GL(1). Notons UN−k,k son radical unipotent et PN−k,k le sous-groupe de
QN−k,k forme´ des e´le´ments dont les projections dans les k derniers facteurs GL(1) de
LN−k,k valent 1. En particulier, PN−1,1 est le groupe appele´ ”mirabolique”. On fixe un
caracte`re continu et non trivial ψF de F et on de´finit un caracte`re ψk de PN−k,k(F ) par




ou` les pi,i+1 sont les coefficients de p.
1.2 De´finition des multiplicite´s
On fixe pour la suite de la section deux espaces quadratiques (V, q) et (V ′, q′) comme
dans l’introduction. On pose r = (d−d′−1)/2 et on introduit un espace Z de dimension
2r + 1 sur F , muni d’une base (vk)k=−r,...,r. On de´finit une forme biline´aire syme´trique



















On fixe un isomorphisme de (V, q) sur la somme orhogonale (V ′, q′) ⊕ (Z, qZ). On note
Q le sous-groupe parabolique de G qui conserve le drapeau de sous-espaces
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fv1.
On note N son radical unipotent. On de´finit un caracte`re ψN de N(F ) par la formule




Le groupe G′ est inclus dans Q et ψN est invariant par conjugaison par G
′(F ). Soient
σ et σ′ des repre´sentations lisses de G(F ) et G′(F ). On note HomG′(F ),ψF (σ, σ
′) l’espace
des applications line´aires l : Eσ′ → Eσ telles que
l(σ(ng′)e) = ψN (n)σ(g
′)l(e)
pour tous n ∈ N(F ), g′ ∈ G′(F ), e ∈ Eσ. On note m(σ, σ
′) ou m(σ′, σ) la dimension
de cet espace HomG′(F ),ψF (σ
′, σ). Cette dimension ne de´pend pas des choix effectue´s
(l’espace Z, sa base, le caracte`re ψF ). Si σ et σ
′ sont irre´ductibles, on a m(σ, σ′) ≤ 1.
1.3 Induction
Conside´rons une repre´sentation induite
σ = π1|.|
b1
F × ...× πt|.|
bt
F × σ0
de G(F ), ou`
• pour i = 1, ..., t, πi est une repre´sentation admissible irre´ductible et tempe´re´e d’un
groupe line´aire GL(Ni, F ) ;
• σ0 est une repre´sentation admissible irre´ductible et tempe´re´e de G0(F ), ou` G0 est
le groupe spe´cial orthogonal d’un certain sous-espace V0 de V , cf. 1.1 ;
• les bi sont des nombres re´els tels que b1 ≥ b2 ≥ ... ≥ bt ≥ 0.
On conside`re une repre´sentation
σ′ = π′1|.|
b′1








de G′(F ) ve´rifiant des hypothe`ses similaires.
On a de´fini la multiplicite´ m(σ, σˇ′) dans le paragraphe pre´ce´dent . On remarque qu’a`
conjugaison pre`s, on peut supposer que le plus petit des deux espaces V0 et V
′
0 est inclus
dans le plus grand et qu’alors, ces deux espaces verifient les meˆmes hypothe`ses que V et
V ′, avec la meˆme constante ν0. On peut donc de´finir la multiplicite´ m(σ0, σ
′
0). La section
est consacre´e a` la preuve de la proposition suivante.
Proposition. Sous ces hypothe`ses, on a l’e´galite´
m(σ, σˇ′) = m(σ0, σ
′
0).
Remarque. On pourrait remplacer σ0 ou σ
′
0 par leurs contragre´dientes dans le second
membre de cette e´galite´, cf. [W3] 7.1(1).
Convention. Dans la suite interviendront des ine´galite´s portant sur b1 et b
′
1. Dans le
cas ou` t = 0, auquel cas b1 n’est pas de´fini, on conside`re que b1 = 0 dans ces ine´galite´s.
De meˆme pour b′1.
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1.4 Une premie`re ine´galite´
On suppose d = d′ + 1. On conside`re les donne´es du paragraphe pre´ce´dent en ce qui
concerne le groupe G′. On conside`re une repre´sentation induite
σ = π|.|bF × σ0
deG(F ), ou` π est une repre´sentation admissible irre´ductible d’un groupe line´aireGL(N,F ),
unitaire et de la se´rie discre`te, b est un re´el et σ0 est une repre´sentation admissible, pas
force´ment irre´ductible, d’un groupe G0(F ).
Lemme. Supposons b ≥ b′1. Alors m(σ, σˇ
′) ≤ m(σ′, σˇ0).
Conforme´ment a` notre convention, l’ine´galite´ b ≥ b′1 signifie b ≥ 0 si t
′ = 0. La
de´monstration ci-dessous est inspire´e de celle du the´ore`me 15.1 de [GGP].
Preuve. Re´alisons σ comme en 1.1. On fixe une de´composition
V = X ⊕ V0 ⊕ Y
comme dans ce paragraphe, dont on de´duit des groupes P et
M = GL(N)×G0.
On a
σ = IndGP (π|.|
b
F ⊗ σ0).
A tout g ∈ P (F )\G(F ), associons le sous-espace g−1(X) de V . Il est totalement isotrope
et de dimension N . Notons U le sous-ensemble des g ∈ P (F )\G(F ) tels que dim(g−1(X)∩
V ′) = N − 1 et X celui des g tels que dim(g−1(X) ∩ V ′) = N . Alors U est un ouvert de
comple´mentaire le ferme´ X . On ve´rifie que U est forme´ d’une seule orbite sous l’action
de G′(F ). L’ensemble X est en ge´ne´ral forme´ d’une seule orbite, sauf dans le cas ou` d
est impair et N = d′/2, ou` il y en a deux.
Notons Eσ l’espace de la repre´sentation induite σ forme´ de fonctions sur G(F ) a`
valeurs dans Eπ ⊗C Eσ0 ve´rifiant la condition habituelle de transformation a` gauche
par P (F ). Notons Eσ,U le sous-espace forme´ des fonctions a` support dans U et Eσ,X le
quotient Eσ/Eσ,U . Ces espaces sont stables par G
′(F ) et on a une suite exacte
0→ HomG′(F )(Eσ,X , Eσˇ′)→ HomG′(F )(Eσ, Eσˇ′)→ HomG′(F )(Eσ,U , Eσˇ′). (1)
Montrons que
HomG′(F )(Eσ,X , Eσˇ′) = {0}. (2)
Supposons que X soit forme´ d’une seule orbite pour l’action de G′(F ). Quitte a`
effectuer une conjugaison par un e´le´ment de G(F ), on peut supposer X ⊂ V ′ et Y ⊂ V ′.
En posant V ′0 = V0 ∩ V
′, on a
V ′ = X ⊕ V ′0 ⊕ Y
Notons P ′ et M ′ le sous-groupe parabolique de G′ et sa composante de Le´vi associe´s
a` cette de´composition. On a P ′ = P ∩ G′ et l’application P ′(F )g′ 7→ P (F )g′ est un
home´omorphisme de P ′(F )\G′(F ) sur X . On en de´duit que la repre´sentation de G′(F )
dans Eσ,X est une repre´sentation induite a` partir d’une repre´sentation de M
′(F ). Pour
de´crire celle-ci, on doit remarquer que, pour m′ = (x, g′0) ∈ GL(N,F ) × G
′





F tandis que δP ′(m
′)1/2 = |det(x)|
(d0+N−2)/2
F . On en de´duit
qu’en notant σ0|G′ la restriction de σ0 a` G











avec les notations de 1.1. Par le the´ore`me de seconde re´ciprocite´ de Bernstein, on a
HomG′(F )(Eσ,X , Eσˇ′) = HomM ′(F )((π ⊗ |det|
b+1/2)⊗ σ0|G′ , (σˇ
′)P¯ ′),
le terme (σˇ′)P¯ ′ de´signant le module de Jacquet normalise´. La repre´sentation π e´tant
irre´ductible et unitaire, l’exposant de π|.|b+1/2 est e´gal a` b+1/2. La repre´sentation (σˇ′)P¯ ′
est de longueur finie. Pour de´montrer (2), il suffit de prouver que, pour tout sous-quotient
irre´ductible cette repre´sentation, de la forme π♯⊗σ
′
♯, l’exposant e♯ de π♯ ne peut pas eˆtre
e´gal a` b+1/2. Par le calcul habituel du module de Jacquet d’une induite, on sait qu’une
telle repre´sentation π♯ intervient dans une induite
π1,♭ × ...× πt′,♭ × π0,♯ × πt′,♮ × ...× π1,♮
ou` :
• pour i = 1, ..., t′, il existe une repre´sentation irre´ductible τi,♭ d’un groupe line´aire de




relatif a` un sous-groupe parabolique triangulaire infe´rieur (parce qu’on calcule le module
de Jacquet de σ′ relativement a` P¯ ′) ;
• pour i = 1, ..., t′, il existe une repre´sentation irre´ductible τi,♮ d’un groupe line´aire




relatif a` un sous-groupe parabolique triangulaire infe´rieur ;
• il existe une repre´sentation irre´ductible σ′0,♭ d’un groupe spe´cial orthogonal de sorte
que π0,♯×σ
′
0,♯ intervienne dans un module de Jacquet de σˇ
′
0 relativement a` un sous-groupe
parabolique ”triangulaire infe´rieur”.
Notons Ni,♭, Ni,♮ et N0,♯ les rangs des groupes line´aires dont πi,♭, πi,♮ et π0,♯ sont des




















Parce que les repre´sentations π′i et σˇ
′
0 sont tempe´re´es et qu’on conside`re leurs modules
de Jacquet relatifs a` des sous-groupes paraboliques infe´rieurs, les nombres ei,♭, ei,♮ et e0,♯
sont ne´gatifs ou nuls. On en de´duit l’ine´galite´ e♯ ≤ b
′
1. Sous l’hypothe`se de l’e´nonce´, on
a donc e♯ ≤ b, a fortiori e♯ 6= b+1/2, et cela prouve (2) dans le cas ou` X est forme´ d’une
seule orbite. Quand il y a deux orbites, Eσ,X est somme de deux sous-repre´sentations
auxquelles on peut appliquer le meˆme raisonnement. D’ou` (2).
Etudions la repre´sentation Eσ,U de G
′(F ). Quitte a` effectuer une conjugaison par un
e´le´ment de G(F ), on se rame`ne a` la situation suivante. On a une de´composition
V ′ = X ′ ⊕D′ ⊕ V0 ⊕ Y
′,
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ou` X ′ et Y ′ sont totalement isotropes de dimension N − 1 et les espaces X ′ ⊕ Y ′, D′
et V0 sont orthogonaux. L’espace D




d′ν0. Rappelons que V = V
′ ⊕ D, ou` D est une droite porte´e par
un vecteur v0 tel que q(v0; v0) = 2(−1)
dν0. On a les e´galite´s X = X
′ ⊕ F (v0 + v
′
0),





′ ⊕ V0, notons G
′
∞ son groupe spe´cial orthogonal,
P ′∞ le sous-groupe parabolique de G





sa de´composition habituelle, ou` M ′∞ = GL(N − 1) × G
′
∞. On a G0 ⊂ G
′
∞ et on ve´rifie
que P ∩ G′ = (GL(N − 1) × G0)U
′
∞. La repre´sentation Eσ,U de G
′(F ) est une induite
compacte a` partir de ce groupe P ∩G′. Ici, il n’y a pas de de´calage sur les modules : la
restriction de δP a` P ∩G
′ est le module usuel de ce groupe. Par contre, la repre´sentation
que l’on induit n’est pas triviale sur U ′∞(F ). Ce groupe U
′
∞(F ) admet une filtration a`
deux crans




Par projection orthogonale de V ′∞ sur D
′, on obtient une projection de U ′∞(F ) sur D
′⊗F
X ′, dont on note U ′♭(F ) le noyau, puis une projection de (GL(N−1, F )×G0(F ))U
′
∞(F ) sur
le produit semi-direct GL(N−1, F )⋉(D′⊗FX
′). En choisissant des bases convenables, on
peut identifier ce dernier groupe au sous-groupe mirabolique PN−1,1(F ) de GL(N,F ). On
a aussi une projection de (GL(N −1, F )×G0(F ))U
′
∞(F ) sur G0(F ), d’ou` une projection
(GL(N − 1, F )×G0(F ))U
′
∞(F )→ PN−1,1(F )×G0(F ).
Notons (π|.|bF )|PN−1,1 la restriction de π|.|
b
F en une repre´sentation de PN−1,1(F ). Par la
projection ci-dessus, on peut conside´rer (π|.|bF )|PN−1,1 ⊗ σ0 comme une repre´sentation de
(GL(N − 1, F )×G0(F ))U
′




((π|.|bF )|PN−1,1 ⊗ σ0),
ou` ind de´signe l’induction a` supports compacts. D’apre`s [BZ] 3.5, la repre´sentation
(π|.|bF )|PN−1,1 posse`de une filtration
{0} = τN+1 ⊂ τN ⊂ τN−1 ⊂ ... ⊂ τ1 = (π|.|
b
F )|PN−1,1 .





ou` ∆k(π|.|bF ) est la k-ie`me de´rive´e de π|.|
b
F , cf. [BZ] 4.3. L’induction a` supports compacts
e´tant un foncteur exact, on en de´duit une filtration
{0} = µN+1 ⊂ µN ⊂ µN−1 ⊂ ... ⊂ µ1 = Eσ,U






((∆k(π|.|bF )⊗ ψk ⊗ σ0). (3)
Pour tout k = 1, ..., N , on a une suite exacte
1→ HomG′(F )(µk/µk+1, σˇ
′)→ HomG′(F )(µk, σˇ
′)→ HomG′(F )(µk+1, σˇ
′). (4)
Montrons que
(5) pour k = 1, ..., N − 1, HomG′(F )(µk/µk+1, σˇ
′) = {0}.
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Introduisons le sous-groupe paraboliqueQ′N−k deG
′ forme´ des e´le´ments qui conservent
le sous-espace engendre´ par les N−k premiers vecteurs de base de X ′. Sa composante de




k est un groupe spe´cial orthogonal de meˆme




N−k et, dans la formule (3), la repre´sentation que l’on
induit est triviale sur le radical unipotent de Q′N−k(F ). Introduisons la repre´sentation µ
′
k


















Par le the´ore`me de seconde adjonction de Bernstein, on a
HomG′(F )(µk/µk+1, σ







Puisque π est unitaire et de la se´rie discre`te, elle est de la forme St(ρ, a), pour une
repre´sentation irre´ductible et cuspidale ρ et un entier a ≥ 1. D’apre`s [Z] proposition 9.6,
∆k(π|.|bF ) est nulle si k n’est pas un multiple de dρ. Si k = ldρ pour un entier l ≥ 1, on
a ∆k(π|.|bF ) =< (a − 1)/2 + b, (1 − a)/2 + b + l >ρ. L’exposant de cette repre´sentation
est strictement supe´rieur a` b. La preuve de (2) montre que, pour tout sous-quotient
irre´ductible π♯ ⊗ σ
′
♯ de (σˇ
′)Q¯′N−k , l’exposant de π♯ est infe´rieur ou e´gal a` b. L’espace
d’homomorphismes ci-dessus est donc nul, ce qui prouve (5).
En utilisant (4) et (5) successivement pour k = 1, ..., N − 1, on obtient une injection
HomG′(F )(Eσ,U , Eσˇ′)→ HomG′(F )(µN , σˇ
′). (6)
Pour k = N , la repre´sentation ∆k(π|.|bF ) disparaˆıt de la de´finition de µN . La contragre´diente
de l’induite a` supports compacts d’une repre´sentation admissible e´tant l’induite ordinaire
de la contragre´diente, on a
HomG′(F )(µN , σˇ







= HomP0,N (F )G0(F )U ′♭(F )(σ
′, ψ−1N ⊗ σˇ0).
Remarquons que P0,NU
′
♭ n’est autre que le radical unipotent d’un sous-groupe parabolique
de G′ contenu dans P ′∞, de composante de Le´vi GL(1)
N−1×G′∞. Alors le dernier espace
ci-dessus n’est autre que celui note´ HomG0(F ),ψ′F (σ
′, σˇ0) en 1.2, pour un choix convenable
de caracte`re ψ′F . Sa dimension est m(σ
′, σˇ0). En utilisant (1), (2) et (6), on obtient le
lemme. 
1.5 Rappel d’un re´sultat de Gan, Gross et Prasad
On conserve la situation du paragraphe pre´ce´dent. On suppose π cuspidale et on fait
l’hypothe`se suivante :
(H) soit π♯ une repre´sentation irre´ductible d’un groupe line´aire telle qu’il existe une
repre´sentation irre´ductible τ♯ d’un groupe line´aire ou d’un groupe spe´cial orthogonal de





0 ; soit de plus β ∈ R ; alors aucun e´le´ment du support cuspidal




Lemme. Sous ces hypothe`ses, on a l’e´galite´
m(σ, σˇ′) = m(σ′, σˇ0).
Cf. [GGP] the´ore`me 15.1, dont on reproduit la de´monstration.
Preuve. Bernstein a de´compose´ la cate´gorie des repre´sentations lisses de G′(F ) en
somme directe de sous-cate´gories indexe´es par des classes d’inertie de supports cuspidaux.
Notons proj la projection sur la sous-cate´gorie contenant σˇ′. On a la suite exacte
0→ proj(Eσ,U)→ proj(Eσ)→ proj(Eσ,X )→ 0.
D’apre`s la description de Eσ,X donne´e en 1.4, l’hypothe`se (H) implique que proj(Eσ,X ) =
{0}. Donc
proj(Eσ,U) = proj(Eσ).
Mais, pour toute repre´sentation lisse τ de G′(F ), on a
HomG′(F )(τ, σˇ
′) = HomG′(F )(proj(τ), σˇ
′).
Donc
HomG′(F )(Eσ, Eσˇ′) = HomG′(F )(Eσ,U , Eσˇ′).
On de´crit Eσ,U comme en 1.4. Puisque π est cuspidale, la filtration de (π|.|
b
F )PN−1,1 n’a
qu’un quotient non nul : on a (π|.|bF )PN−1,1 = τN . L’injection (6) de 1.4 devient une
bijection et le re´sultat s’ensuit. 
1.6 L’ine´galite´ m(σ, σˇ′) ≤ m(σ0, σ′0)
Dans la situation de 1.3, on va de´montrer l’ine´galite´
m(σ, σˇ′) ≤ m(σ0, σ
′
0). (1)
Remarquons d’abord que, puisque les repre´sentations πi et π
′
i sont irre´ductibles et tempe´re´es,
ce sont des induites de se´ries discre`tes. En les e´crivant comme de telles induites, on ob-
tient de nouvelles expressions de σ et σ′, similaires aux expressions primitives, mais ou` les
nouvelles repre´sentations πi et π
′
i sont de la se´rie discre`te. En oubliant cette construction,
on peut supposer que les πi et π
′
i sont de la se´rie discre`te.
On utilisera plusieurs fois la construction suivante. Choisissons une repre´sentation
admissible irre´ductible ρ de GL((d + 1 − d′)/2, F ), unitaire et cuspidale, ve´rifiant les
analogues de l’hypothe`se (H) du paragraphe pre´ce´dent ou` σ′ est remplace´ par σˇ′ ou σ.
Une telle repre´sentation existe. Conside´rons la repre´sentation ρ×σ′ d’un groupe de meˆme
type que G′. On a
ρ× σ′ = ρ× π′1|.|
b′1








Mais les hypothe`ses sur ρ nous permettent de permuter les premiers facteurs :
ρ× σ′ = π′1|.|
b′
1





F × ρ× σ
′
0.
C’est une expression du meˆme type que celle de σ′ : t′ est devenu t′+1, le re´el supple´mentaire
b′t′+1 est nul et on n’a pas change´ σ
′
0. Remarquons que dρ×σ′ = d+ 1. On a l’e´galite´
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m(σ, σˇ′) = m(ρ× σ′, σˇ). (2)
En effet, cela re´sulte de 1.5, ou` l’on remplace respectivement π, σ0 et σ
′ par ρ, σ′ et
σ.
Revenons a` notre proble`me et supposons d’abord que tous les bi et b
′
i sont nuls. Dans
ce cas, prouvons :
(3) on a l’e´galite´ m(σ, σˇ′) = m(σ0, σ
′
0).
Il s’agit ici d’induites unitaires, donc σ et σ′ sont semi-simples. De´composons σ′ en
composantes irre´ductibles : σ′ = ⊕j=1,...,kσ
′





Il s’agit ici de repre´sentations tempe´re´es. En utilisant la proposition 5.7 et les lemmes
5.3 et 5.4 de [W3], on a, pour tout j = 1, ..., k,
m(σ, σˇ′j) = m(σ0, σˇ
′
j).
Si dσ0 < d







m(σˇ′j , σ0) = m(σˇ
′, σ0).
Les meˆmes re´sultats de [W3] entraˆınent que cette dernie`re multiplicite´ vaut m(σˇ′0, σ0).
Mais, pour les repre´sentations irre´ductibles, le changement d’une repre´sentation en sa
contragre´diente ne modifie pas la multiplicite´ ([W3] 7.1(1)). Le dernier nombre est donc
e´gal a` m(σ0, σ
′
0), d’ou` (3) dans ce cas. Supposons maintenant dσ0 > d
′. On choisit ρ
comme ci-dessus, relativement aux repre´sentations σ0 et σ
′. Remarquons que ρ ve´rifie
alors pour tout j les meˆmes hypothe`ses relativement aux repre´sentations σ0 et σ
′
j . Donc,
d’apre`s (2), m(σ0, σˇ
′
j) = m(ρ× σ
′




j) = m(ρ× σ
′, σˇ0).
On peut maintenant appliquer les meˆmes re´sultats de [W3]. Ils entraˆınent que ce dernier
terme vaut m(σ0, σ
′
0). Cela prouve (3).
Revenons au cas ge´ne´ral. On de´finit un invariant







Soit N un entier naturel. On va de´montrer par re´currence sur N que l’ine´galite´ (1) est
ve´rifie´e pour toutes donne´es G, G′, σ, σ′ ve´rifiant les conditions requises et telles que
N(σ, σ′) = N . Le cas N = 0 est couvert par (3). On suppose maintenant N > 0 et on
fixe des donne´es avec N(σ, σ′) = N .





F × ...× πt|.|
bt
F × σ0.
C’est une repre´sentation d’un groupe G1 de meˆme type que G et on a σ = π1|.|
b1
F × σ1.
La situation permet d’appliquer le lemme 1.4 : on a
m(σ, σˇ′) ≤ m(σ′, σˇ1).
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On applique l’hypothe`se de re´currence aux groupes G′ et G1 et a` leurs repre´sentations
σ′ et σ1. C’est loisible puisque N(σ
′, σ1) = N(σ, σ





2e`me cas. On suppose t′ ≥ 1 et b′1 ≥ b1. Choisissons une repre´sentation ρ ve´rifiant les
hypothe`ses permettant d’appliquer (2). Graˆce a` cette relation, on a m(σ, σˇ′) = m(ρ ×
σ′, σˇ). Mais les repre´sentations ρ× σ′ et σ ve´rifient les hypothe`ses du premier cas. Donc
m(ρ× σ′, σˇ) ≤ m(σ0, σ
′
0).
3e`me cas. On suppose t ≥ 1 et b1 ≥ b
′
1. On raisonne comme dans le deuxie`me cas,
a` ceci pre`s que les repre´sentations ρ × σ′ et σ ve´rifient maintenant les hypothe`ses du
deuxie`me cas.
Pour N > 0, on est force´ment dans l’un des deuxie`me ou troisie`me cas et cela prouve
(1). 
1.7 Produit multiline´aire
On suppose d = d′+1. Fixons un sous-tore de´ploye´ maximal A′ de G′ et un sous-tore
de´ploye´ maximal A de G qui contient A′. Fixons des sous-groupes paraboliques minimaux
P ′min de G
′ et Pmin de G, contenant respectivement A
′ et A. On peut les choisir de sorte
que :
• soient n′ ≤ n les entiers tels que A ≃ GL(1)n et A′ ≃ GL(1)n
′
; alors le plongement
de A′ dans A s’identifie a` (a1, ..., an′) 7→ (a1, ..., an′, 1, ..., 1) ;
• l’ensemble des racines simples de a′ relatif a` P ′min est forme´ des caracte`res (a1, ..., an′) 7→
aia
−1
i+1 pour i = 1, ..., n
′ − 1 et de (a1, ..., an′) 7→ an′ , sauf dans le cas ou` d
′ = 2n′, auquel
cas la dernie`re racine est remplace´e par (a1, ..., an′) 7→ an′−1an′ ; de meˆme pour l’ensemble
des racines simples de T relatif a` Pmin.
On peut supposer que les sous-groupes paraboliques servant a` de´finir les repre´sentations
σ et σ′ de 1.3 contiennent les sous-groupes paraboliques Pmin, resp. P
′
min. On fixe des
sous-groupes compacts spe´ciaux K ′ de G′(F ) et K de G(F ), en bonne position relative-
ment a` P ′min et Pmin.
En 1.3, on a suppose´ que les bi et b
′
i e´taient re´els et ve´rifiaient certaines ine´galite´s.
Oublions ces conditions en prenant pour bi et b
′
i des nombres complexes quelconques. On
introduit les parame`tres z = (z1, ..., zt) et z
′ = (z′1, ..., z
′
t′), avec zi = q
−bi et z′i = q
−b′i , ou`




. Suivant Bernstein, on peut conside´rer σz et σ
′
z′
comme les spe´cialisations pour
ces valeurs des parame`tres de repre´sentations a` valeurs dans l’alge`bre







La repre´sentation σz se re´alise dans un espace E de fonctions
e : K → Eπ1 ⊗C ...⊗C Eπt ⊗Eσ0
et cet espace est inde´pendant de z. On note σˇz la contragre´diente de σz. Elle se re´alise
de meˆme dans un espace Eˇ de fonctions
eˇ : K → Eπˇ1 ⊗C ...⊗C Eπˇt ⊗ Eσˇ0 .
On introduit le produit biline´aire naturel sur E × Eˇ :
< e, eˇ >=
∫
K
< e(k), eˇ(k) > dk,
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ou` le produit inte´rieur est l’accouplement naturel sur
(Eπ1 ⊗C ...⊗C Eπt ⊗Eσ0)× (Eπˇ1 ⊗C ...⊗C Eπˇt ⊗Eσˇ0).
Les meˆmes conside´rations valent pour σ′
z′
et on introduit des espaces E ′ et Eˇ ′, munis d’un
produit biline´aire. Pour e ∈ E , eˇ ∈ Eˇ , e′ ∈ E ′ et eˇ′ ∈ Eˇ ′, posons





(x)e′, eˇ′ >< σz(x)e, eˇ > dx.
Notons D le domaine de (C×)n × (C×)n
′
de´fini par les relations




j | < q
1/2,
les i, j parcourant tous les entiers possibles.
Lemme. (i) L’inte´grale L(z, z′; e′, eˇ′, e, eˇ) est absolument convergente pour (z, z′) ∈ D.
(ii) Il existe un polynoˆme non nul D ∈ R et, pour tous e, eˇ, e′, eˇ′, il existe un
polynoˆme L(z, z′; e′, eˇ′, e, eˇ) ∈ R de sorte que
D(z, z′)L(z, z′; e′, eˇ′, e, eˇ) = L(z, z′; e′, eˇ′, e, eˇ)
pour tout (z, z′) ∈ D.
Preuve. Pour simplifier, on suppose d 6= 2n et d′ 6= 2n′. On indiquera plus loin
comment adapter la preuve si l’une de ces conditions n’est pas ve´rifie´e. Posons A =
X∗(A
′) et AR = X∗(A
′) ⊗Z R
n′. L’ensemble des racines simples de A′ relatif a` P ′min
s’identifie a` un ensemble ∆′ de formes line´aires sur AR. On introduit l’ensemble des poids
{̟α;α ∈ ∆
′}. Fixons une uniformisante ̟F de F et identifions A a` un sous-groupe de
A′(F ) par
m = (m1, ..., mn′) 7→ (̟
m1
F , ..., ̟
mt′
F ).
Introduisons le sous-ensemble A+ forme´ des m ∈ A tels que m1 ≥ m2 ≥ ... ≥ mt′ ≥ 0.
D’apre`s la de´composition de Cartan, il existe un sous-ensemble fini Γ′ de G′(F ), contenu
dans le commutant de A′, de sorte que G′(F ) soit union disjointe des ensembles K ′mγ′K ′
pour m ∈ A+ et γ′ ∈ Γ′. On a













′k2)e, eˇ > dk1dk2,
ou` mes(mγ′) = mes(K ′mγ′K ′)mes(K ′)−2. Nos repre´sentations e´tant lisses, cela nous
permet de fixer γ′ ∈ Γ′ et de remplacer l’inte´grale L(z, z′; e′, eˇ′, e, eˇ) par la se´rie





(m)e′, eˇ′ >< σz(m)e, eˇ >
Conside´rons un e´le´ment T = (T1, ..., Tt′) ∈ A tel que T1 > ... > Tt′ > 0. Un tel e´le´ment
permet de de´composer A+ en union disjointe de sous-ensembles A+(Q′), ou` Q′ parcourt
les sous-groupes paraboliques de G′ qui contiennent P ′min, cf. [A2] 3.9. A Q
′ sont associe´s





sous-espace est l’intersection des annulateurs des α ∈ ∆′(Q′) et le second est engendre´
par les coracines αˇ pour α ∈ ∆′(Q′). On e´crit toutm ∈ AR sous la formem = mQ′+m
Q′
conforme´ment a` cette de´composition. L’ensemble A+Q′ est celui des m ∈ A
+ tels que





) ≤ 0 pour α ∈ ∆′(Q′).
On peut fixer Q′ et remplacer S(z, z′; e′, eˇ′, e, eˇ) par la se´rie S(Q′; z, z′; e′, eˇ′, e, eˇ) ou`
l’on restreint la somme aux m ∈ A+(Q′). Notons M ′ la composante de Le´vi de Q′ qui




1 est un groupe de meˆme
type que G′. Les e´le´ments e′ et eˇ′ e´tant fixe´s, les re´sultats de Casselman nous disent














les projections sur les modules de Jacquet.
Alors il existe un produit biline´aire M ′(F ) invariant sur ces modules de sorte que, pour
tout m ∈ A+(Q′), on ait l’e´galite´
< σ′
z′





Remarquons qu’a` Q′ est naturellement associe´ un sous-groupe parabolique Q de G conte-
nant Pmin : le Le´vi M de Q est GL(N1)× ... × GL(Nk) × G1, ou` G1 est de meˆme type
que G. Un e´le´ment de A+(Q′) ve´rifie les meˆmes conditions relativement a` Q que celles
indique´es ci-dessus et on peut appliquer le re´sultat de Casselman. Les e´le´ments e et eˇ
e´tant fixe´s, si α(T) est assez grand pour tout α ∈ ∆, on a une e´galite´
< σz(m)e, eˇ >= δQ(m)
1/2 < σz,Q(m)pQ(e), pQ¯(eˇ) >
pour tout m ∈ A+(Q′). Notons C(M ′) l’intersection de A avec le centre de M ′(F ). On
a C(M ′) = Zk. Remarquons que C(M ′) est aussi contenu dans le centre de M(F ). La
repre´sentation σz,Q est de longueur finie, la longueur e´tant borne´e inde´pendamment de
z. D’apre`s le meˆme calcul qu’en 1.4(2), les restrictions a` C(M ′) = Zk des caracte`res
centraux de ses sous-quotients irre´ductibles sont de la forme







• les fi,j et f−i,j sont des entiers naturels ve´rifiant∑
i=1,...,t
(fi,j + f−i,j) = Nj ;
• χ est le caracte`re central d’un sous-quotient irre´ductible de σ1,Q, ou` 1 = (1, ..., 1) ∈
(C×)n.
Cela entraˆıne qu’il existe un entier l ≥ 0 de sorte que, pour tous e, eˇ et tout m ∈ A,
la fonction
c 7→< σz,Q(cm)pQ(e), pQ¯(eˇ) > (2)














Le groupe C(M ′) agit par translations sur A. On ve´rifie que l’ensemble A+(Q′) est
contenu dans la re´union d’un nombre fini d’orbites. On peut de´composer notre se´rie
S(Q′; z, z′; e′, eˇ′, e, eˇ) en somme finie de se´ries ou` l’on restreint l’ensemble de sommation
a` une intersection (mC(M ′))∩A+(Q′). Conside´rons une telle se´rie. L’application c 7→ mc
identifie l’intersection pre´ce´dente a` un coˆne C(M ′)+ de´fini par des ine´galite´s cj−cj+1 ≥ Cj
pour j = 1, ..., k − 1 et ck ≥ Ck, ou` les Cj sont certaines constantes. On ve´rifie qu’il y a
une constante m > 0 telle que mes(K ′mcγ′K ′) = mδQ′(c)
−1 pour tout c dans ce coˆne.



















Conside´rons l’expression (1). La repre´sentation σ1 est tempe´re´e, donc χ est borne´e sur
C(M ′)+. Si on note z le plus grand des nombres |zi|
±1, χz(c) est essentiellement borne´




j=1,...,k Njcj . De meˆme, χ′
z′













Cette dernie`re se´rie est convergente sous les hypothe`ses du (i) de l’e´nonce´ et cela de´montre
cette assertion.
On ve´rifie que la somme de la se´rie (4) est une fraction rationnelle en z, z′. Remar-
quons que les termes qui y interviennent parcourent des ensembles finis inde´pendants des
vecteurs e, eˇ, e′, eˇ′. En reprenant le calcul ci-dessus, on voit que, pour de´montrer le (ii)
de l’e´nonce´, il suffit de prouver l’assertion suivante. Conside´rons les diffe´rentes fonctions
de la forme (3) qui peuvent intervenir. Elles sont de´termine´es par un caracte`re χ et des
familles d’entiers fi,j − f−i,j et lj , ces donne´es parcourant des ensembles finis. Notons






On doit prouver que les diffe´rents coefficients Ch(z) sont des fractions rationnelles en
z, de de´nominateur borne´ inde´pendamment de e et eˇ. On doit aussi prouver l’assertion
similaire relative au groupe G′, mais elle se prouve e´videmment de la meˆme fac¸on. Pour
z en position ge´ne´rale, la famille de fonctions (fh,z)h∈H est line´airement inde´pendante.
On peut donc fixer une famille (ch)h∈H d’e´le´ments de C(M
′) telle que le de´terminant de
la matrice (fh,z(ch′))h,h′∈H soit non nul pour au moins une valeur de z. Ce de´terminant






pour tout h′ ∈ H . Le membre de gauche de cette e´quation appartient a` R. Il en re´sulte
que les Ch(z) sont des fractions rationnelles, de de´nominateur divisant le de´terminant
ci-dessus, lequel ne de´pend pas des vecteurs e et eˇ. Cela de´montre l’assertion requise et
le lemme, sous les hypothe`ses d 6= 2n, d′ 6= 2n′.
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Supposons d = 2n. Cela implique que G est de´ploye´ et l’hypothe`se sur le plongement
de V ′ dans V implique que G′ est lui-aussi de´ploye´. Donc n′ = n − 1. La seule chose
qui change dans le raisonnement ci-dessus est que, si N1 + ... + Nk = n
′, le Le´vi du
parabolique Q associe´ a` Q′ est GL(N1)×...×GL(Nk)×GL(1). Cela n’a aucune incidence.
Supposons maintenant d′ = 2n′. Les deux groupes G et G′ sont de´ploye´s et on a n = n′.
Dans la de´finition de A+, la dernie`re ine´galite´ mn′ ≥ 0 doit a priori eˆtre remplace´e
par mn′−1 + mn′ ≥ 0. Mais on peut de´composer cet ensemble en deux, l’un sur lequel
mn′ ≥ 0 et l’autre sur lequel mn′ < 0. En changeant l’identification de A
′ avec GL(1)n
′
en inversant la dernie`re coordonne´e, et en changeant en conse´quence le groupe Pmin,
le deuxie`me ensemble se rame`ne a` un ensemble du premier type (la condition sur mn′
devient mn′ > 0 au lieu demn′ ≥ 0, mais c’est sans importance). On peut donc conside´rer
que A+ est de´fini par les meˆmes ine´galite´s que pre´ce´demment. Pour un sous-groupe
parabolique Q′ tel que N1 + ... +Nk < n
′, rien ne change.
Soit Q′ tel que N1 + ... + Nk = n
′ et Nk ≥ 2. Si ∆
′(Q′) contient la racine m 7→
mn′−1 − mn′ , de nouveau rien ne change. Supposons que ∆
′(Q′) contienne la racine
m 7→ mn′−1 + mn′. On de´finit Q de sorte que sa composante de Le´vi M soit e´gale a`
GL(N1)× ...×GL(Nk−1)×G1. On ve´rifie les deux proprie´te´s suivantes :
(5) notons ∆ l’ensemble des racines simples de A associe´ a` Pmin et ∆(Q) le sous-
ensemble associe´ a` Q ; pour m ∈ A+(Q′) et α ∈ ∆ \∆(Q), on a α(m) > α(T) ;
(6) il existe C ∈ N tel que mi ≤ C pour tout m ∈ A
+(Q′) et tout i = N1 + ... +
Nk−1 + 1, ..., n
′.
L’assertion (5) vient de l’inclusion ∆ \∆(Q) ⊂ ∆′ \∆′(Q′). De´montrons (6). Posons
e = N1 + ... +Nk−1. Soit m ∈ A
+(Q′). Cette hypothe`se implique que l’on peut e´crire
(me+1 − te+1, ..., mn′ − tn′) = (z, ..., z,−z) + (p1, ..., pNk−1,−pNk),
avec z > 0, p1 + ... + pf ≤ 0 pour tout f = 1, ..., Nk−1, p1 + ... + pNk = 0. Cela entraˆıne
pNk ≥ 0. Alors z = tn′ −mn′ − pNk est majore´ (puisque l’on a suppose´ mn′ ≥ 0). On a
aussi p1 ≤ 0, doncme+1 = te+1+z+p1 est majore´. Puisqueme+1 ≥ me+2 ≥ ... ≥ mn′ ≥ 0,
(6) s’ensuit.
La relation (5) nous permet d’appliquer les re´sultats de Casselman aux termes pro-
venant du groupe G, pour le sous-groupe parabolique Q. On remplace dans les raisonne-
ments ci-dessus le groupe C(M ′) par son analogue C(M) pour le groupe M . Graˆce a` la
relation (6), A+(Q′) est inclus dans un nombre fini d’orbites pour l’action de ce groupe.
La preuve se poursuit alors comme pre´ce´demment.
Soit enfin Q′ tel que N1 + ... +Nk = n
′ et Nk = 1. On de´compose notre se´rie en une
somme sur lesm tels quemn′ > tn′ et d’une somme sur lesmn′ ≤ tn′ . La premie`re se traite
comme dans le cas ge´ne´ral, en prenant Q de composante de Le´vi GL(N1)× ...×GL(Nk).
La seconde se traite comme dans le cas particulier ci-dessus en prenant Q de composante
de Le´vi GL(N1)× ...×GL(Nk−1)×G1. Cela ache`ve la preuve. 
1.8 Preuve de l’ine´galite´ m(σ0, σ
′
0
) ≤ m(σ, σˇ′)
On conside`re la situation de 1.3 et on suppose d’abord d = d′ + 1. Il n’y a rien a`
prouver si m(σ0, σ
′
0) = 0. On suppose donc m(σ0, σ
′
0) = 1. Introduisons un polynoˆme
D(z, z′) ve´rifiant les conditions du (ii) du lemme 1.7. Fixons d’abord des familles z
et z′, telles que D(z, z′) 6= 0 et dont toutes les coordonne´es sont de module 1. Les
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repre´sentations σz et σ
′
z′
sont tempe´re´es. La proposition 5.7 et le lemme 5.3 de [W3] nous
disent qu’il existe e ∈ E , eˇ ∈ Eˇ , e′ ∈ E ′ et eˇ′ ∈ Eˇ ′ tels que L(z, z′; e′, eˇ′, e, eˇ) 6= 0.
Remarque. Dans [W3], on a conside´re´ des produits hermitiens plutoˆt que des pro-
duits biline´aires, mais la traduction est facile puisque les repre´sentations sont unitaires.
On a donc aussi L(z, z′; e′, eˇ′, e, eˇ) 6= 0. Ecrivons les coordonne´es zi et z
′
i de nos familles
sous la forme zi = q
−βi, z′i = q
−β′i. Pour s ∈ C, introduisons les familles z(s) et z′(s) de
coordonne´es zi(s) = q
−sβi+(s−1)bi , z′i(s) = q
−sβ′i+(s−1)b
′
i . Pour tous e, eˇ, e′, eˇ′, l’application
s 7→ L(z(s), z′(s); e′, eˇ′, e, eˇ) est holomorphe. Elle est non nulle pour au moins un choix de
e, eˇ, e′, eˇ′. Notons N le plus grand entier tel que, pour tous e, eˇ, e′, eˇ′, cette application
soit divisible par sN . Posons
Lσ,σ′(e
′, eˇ′, e, eˇ) = lims→0s
−NL(z(s), z′(s); e′, eˇ′, e, eˇ).
Il y a au moins un choix de vecteurs e, eˇ, e′, eˇ′ tel que Lσ,σ′(e
′, eˇ′, e, eˇ) 6= 0. Dans le




′)e, eˇ) = L(z, z′; e′, eˇ′, e, eˇ)
pour tout g′ ∈ G′(F ). On a une meˆme relation pour l’application L(z, z′; e′, eˇ′, e, eˇ) et
cette e´galite´ se prolonge alge´briquement a` toutes familles z, z′. Il en re´sulte que l’appli-
cation Lσ,σ′ ci-dessus ve´rifie la relation
Lσ,σ′(σ
′(g′)e′, eˇ′, σ(g′)e, eˇ) = Lσ,σ′(e
′, eˇ′, e, eˇ).
Fixons alors eˇ et eˇ′ et de´finissons une application line´aire l : Eσ → Eσˇ′ par l’e´galite´
< e′, l(e) >= Lσ,σ′(e
′, eˇ′, e, eˇ).
Elle appartient a` HomG′(σ, σˇ
′). Pour un bon choix de eˇ, eˇ′, elle est non nulle. Donc
m(σ, σˇ′) ≥ 1.
Supposons maintenant d > d′ + 1. On choisit ρ comme en 1.6(2). On a m(σ, σˇ′) =
m(ρ×σ′, σˇ). D’apre`s ce que l’on vient de prouver, cette dernie`re multiplicite´ est supe´rieure
ou e´gale a` 1.
L’ine´galite´ que l’on vient de prouver et celle de 1.6 de´montrent la proposition 1.3.
2 Irre´ductibilite´ et repre´sentations ge´ne´riques
2.1 Rappels sur les parame´trages
Dans cette section, G est un groupe spe´cial orthogonal ou symplectique de´fini sur F .
Pre´cise´ment, cela signifie que l’on fixe un espace vectoriel V sur F de dimension finie et
une forme biline´aire q non de´ge´ne´re´e sur V qui est soit syme´trique, soit antisyme´trique.
Alors G est la composante neutre du groupe d’automorphismes de (V, q). On note dG la
dimension de V . Un groupe similaire G′ est dit de meˆme type que G s’il est associe´ a`
un couple (V ′, q′) satisfaisant les conditions suivantes : q′ ve´rifie la meˆme condition de
syme´trie que q ; le plus grand des espaces (V, q) et (V ′, q′) est isomorphe a` la somme
orthogonale du plus petit et de plans hyperboliques.
On conside`re que le L-groupe Gˆ de G est :
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• le groupe spe´cial orthogonal complexe SO(dˆG,C), ou` dˆG = dG + 1, si G est sym-
plectique ;
• le groupe symplectique complexe Sp(dˆG,C), ou` dˆG = dG − 1, si G est spe´cial
orthogonal ”impair” (c’est-a`-dire que dG est impair) ;
• le groupe orthogonal complexe O(dˆG,C), ou` dˆG = dG, si G est spe´cial orthogonal
”pair” (c’est-a`-dire que dG est pair).
Toutes les repre´sentations de groupes re´ductifs que l’on conside´rera seront suppose´es
admissibles et de longueur finie. Dans les cas symplectique ou spe´cial orthogonal im-
pair, on conjecture (et nous admettons cette conjecture) que l’ensemble des classes de
conjugaison de repre´sentations irre´ductibles tempe´re´es de G(F ) se de´compose en union
disjointe de L-paquets ΠG(ϕ), ou` ϕ parcourt les classes de conjugaison par Gˆ d’homo-
morphismes ϕ : WDF → Gˆ qui ve´rifient quelques conditions usuelles de continuite´ et
de semi-simplicite´ et qui sont tempe´re´s, c’est-a`-dire que l’image de WF par ϕ est re-
lativement compacte. Un tel homomorphisme ϕ se pousse en un homomorphisme de
WDF dans GL(dˆG,C). Via la correspondance de Langlands (the´ore`me de Harris-Taylor
et Henniart), on associe a` ϕ une repre´sentation irre´ductible π(ϕ) de GL(dˆG, F ). Elle est
tempe´re´e et autoduale. On peut la prolonger en une repre´sentation du produit semi-direct




Notons π˜(ϕ) sa restriction a` la composante connexe non neutre GL(dˆG, F )θ. D’autre
part, pour toute repre´sentation σ, notons Θσ son caracte`re. Les proprie´te´s essentielles
du L-paquet ΠG(ϕ) sont les suivantes :
(1) la somme ΘΠG(ϕ) =
∑
π∈ΠG(ϕ)Θπ est une distribution stable ;
(2) siG est quasi-de´ploye´, il existe c ∈ C× tel que la distribution Θπ˜(ϕ) soit le transfert,
par endoscopie tordue, de cΘΠG(ϕ) ;
(3) si G n’est pas quasi-de´ploye´, introduisons sa forme quasi-de´ploye´e G et le L-
paquet ΠG(ϕ) de repre´sentations de G(F ) ; alors il existe c ∈ C× tel que ΘΠG(ϕ) soit le
transfert, par endoscopie ordinaire, de cΘΠG(ϕ).
Ici, les correspondances endoscopiques entre classes de conjugaison stable sont in-
jectives. Les conditions (2) et (3) se traduisent concre`tement de la fac¸on suivante. Soit





ou` x˜ parcourt un certain sous-ensemble fini de GL(dˆG, F )θ associe´ a` g et ∆(g, x˜) est un
facteur de transfert (c’est l’inverse du facteur de Kottwitz-Shelstad). Par inde´pendance
line´aire des caracte`res, ces e´galite´s de´terminent uniquement le paquet ΠG(ϕ).
Remarque. Dans le cas d’un groupe orthogonal impair, les conjectures pose´es en
[W1] 4.2 faisaient intervenir l’endoscopie tordue entre G et GL(dˆG + 1)θ. Ici, on utilise
l’endoscopie tordue plus habituelle entre G et GL(dˆG)θ. Pour la validite´ des re´sultats
de cette section, celle-ci suffit. Mais, pour le reste de l’article, on doit admettre aussi la
validite´ des conjectures telles qu’on les a formule´es en [W1].
Dans le cas d’un groupe spe´cial orthogonal pair, il faut imposer a` ϕ une condition
portant sur le de´terminant det◦ϕ (celui-ci doit correspondre au discriminant de la forme
q, cf. [M1] paragraphe 2.1 et l’introduction ci-dessus), et on conside`re les classes de
conjugaison de tels ϕ par SO(dˆG,C) et non par O(dˆG,C). Le paquet Π
G(ϕ) ve´rifie les
meˆmes conditions que ci-dessus. Mais les correspondances entre classes de conjugaison
stable ne sont plus injectives : deux classes conjugue´es par le groupe orthogonal tout
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entier ne sont pas discernables par endoscopie tordue. Notons G+ ce groupe orthogonal






Ces relations ne de´terminent plus ΠG(ϕ). Toutefois, pour toute repre´sentation σ de G(F ),
notons σw la repre´sentation g 7→ σ(wgw−1) et posons ΠG(ϕ)w = {πw; π ∈ ΠG(ϕ)}. Alors
l’ensemble avec multiplicite´s Π¯(ϕ) = ΠG(ϕ) ⊔ΠG(ϕ)w est uniquement de´termine´.
Comme on l’a explique´ dans l’introduction, la de´finition des L-paquets s’e´tend au cas
non tempe´re´ en utilisant la classification de Langlands.
Notation. Soit π une repre´sentation irre´ductible de G(F ). On pose πGL = π(ϕ),
ou` ϕ est le parame`tre de Langlands tel que π ∈ ΠG(ϕ). C’est une repre´sentation de
GL(dˆG, F ).
2.2 Induction et modules de Jacquet
Soit π une repre´sentation irre´ductible tempe´re´e d’un groupe line´aire GL(dπ, F ). Le
support cuspidal de π a la forme suivante : il existe un ensemble fini avec multiplicite´s, que
l’on note Jord(π), de couples (ρ, a), ou` ρ est une repre´sentation irre´ductible cuspidale et
unitaire d’un groupe line´aire et a ≥ 1 est un entier, de telle sorte que le support cuspidal




On a donc de´fini Jord(π) pour toute repre´sentation irre´ductible tempe´re´e π d’un
groupe line´aire. On transpose cela en une de´finition de Jord(π) pour toute repre´sentation
irre´ductible tempe´re´e π de G(F ), on posant Jord(π) = Jord(πGL), avec la notation
introduite en 2.1. Remarquons que Jord(π) ne de´pend que du L-paquet Π contenant π,
ce qui permet de de´finir Jord(Π) pour un tel L-paquet.
Soit π une repre´sentation irre´ductible tempe´re´e de G(F ). L’ensemble Jord(π) a les
proprie´te´s suivantes. Pour tout (ρ, a) ∈ Jord(π), ou bien la mutliplicite´ de (ρ, a) dans
Jord(π) est paire, ou bien la repre´sentation de WDF associe´e a` la repre´sentation de
Steinberg St(ρ, a) est a` valeurs dans un groupe classique de meˆme type que le groupe
dual de G. Dans ce dernier cas, on dira que (ρ, a) a bonne parite´. Dans les autres cas,
on dira que (ρ, a) n’a pas bonne parite´. Ce dernier cas couvre a` la fois celui ou` ρ n’est
pas autodual et celui ou` le parame`tre de Langlands de St(ρ, a), bien qu’autodual, ne se
factorise pas par le bon groupe classique.
Le facteur de transfert de Kottwitz et Shelstad est compatible a` l’induction. Cela
signifie la chose suivante. Supposons G quasi-de´ploye´ et fixons un tel facteur ∆ pour
l’endoscopie tordue entre G et GL(dˆG)θ. Soit L un Le´vi de G. Il lui correspond un Le´vi
θ-stable L de GL(dˆG). Soient g ∈ L(F ) et x˜ ∈ L(F )θ des e´le´ments suffisamment re´guliers.
De´finissons un facteur ∆L,Lθ(g, x˜) par
∆L,Lθ(g, x˜) = ∆(g, x˜) si les classes de conjugaison stable de g dans L(F ) et de x˜ dans
L(F )θ se correspondent ;
∆L,Lθ(g, x˜) = 0 sinon.
Alors ∆L,Lθ est un facteur de transfert pour le couple (L,Lθ). Cela entraˆıne que le
transfert est compatible a` l’induction et cela a la conse´quence suivante. Soit Π un paquet
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de repre´sentations tempe´re´es de G(F ). Supposons donne´e une de´composition en union
disjointe (au sens des ensembles avec multiplicite´s) :
Jord(Π) = E ⊔ F ⊔ Eˇ ,
ou` Eˇ = {(ρˇ, a); (ρ, a) ∈ E}. Il existe un L-paquet tempe´re´ Π′ d’un groupe de meˆme type
que G tel que F = Jord(Π′). Alors
(1) si G est symplectique ou spe´cial orthogonal impair, Π est exactement forme´ des
composantes irre´ductibles de toutes les induites
(×(ρ,a)∈ESt(ρ, a))× π
′
quand π′ de´crit Π′.
Dans le cas ou` G est spe´cial orthogonal pair, on a une assertion analogue. On doit
remplacer Π et Π′ par les paquets Π¯ et Π¯′ de´finis en 2.1. Dans le cas ou` le sous-groupe
parabolique P servant a` de´finir l’induite ci-dessus n’est pas semblable a` wPw−1, il faut
sommer sur les deux induites possibles.
Notons ϕ et ϕ′ les parame`tres de Langlands de Π et Π′. L’assertion (1) re´sulte sim-
plement du fait que la somme des caracte`res des composantes en question est stable et
se transfe`re en le caracte`re de l’induite tordue
(×(ρ,a)∈ESt(ρ, a))× π˜(ϕ
′).
Or cette dernie`re n’est autre que π˜(ϕ). 
En particulier, un paquet tempe´re´ Π est forme´ de repre´sentations de la se´rie discre`te
si et seulement si tous les e´le´ments de Jord(Π) sont de bonne parite´ et interviennent
avec multiplicite´ 1.
Une autre conse´quence concerne les modules de Jacquet. Fixons un sous-groupe pa-
rabolique P de G de Le´vi GL(d1) × ... × GL(dm) × G
′. Pour i = 1, ..., m, soient ρi
une repre´sentation irre´ductible cuspidale de GL(di, F ), pas force´ment unitaire. Pour
une repre´sentation irre´ductible π de G(F ), notons Jacρ1,...,ρm(π) la repre´sentation semi-
simple de G′(F ) telle que le semi-simplifie´ du module de Jacquet πP soit la somme de
ρ1⊗ ...⊗ρm⊗Jacρ1,...,ρm(π) et de repre´sentations dont les premie`res composantes ne sont
pas e´gales a` ρ1⊗ ...⊗ρm. Soit π une repre´sentation irre´ductible tempe´re´e de G(F ). On a
(2) supposons Jacρ1,...,ρm(π) 6= {0} ; alors pour tout (ρ, a) ∈ Jord(π), il existe deux
e´le´ments bρ,a et bˇρ,a de [(a + 1)/2,−(a+ 1)/2], avec bρ,a > bˇρ,a tels que :
• la famille (ρi)i=1,...,m s’obtienne en me´langeant les familles (ρ|.|
x
F )x∈[(a−1)/2,bρ,a], pour
(ρ, a) ∈ Jord(π), sans changer l’ordre dans chacune d’elles ;
• la famille (ρˇi)i=m,...,1 s’obtienne en me´langeant les familles (ρ|.|
x
F )x∈[bˇρ,a,−(a−1)/2], pour
(ρ, a) ∈ Jord(π), sans changer l’ordre dans chacune d’elles.
En effet, supposons G symplectique ou spe´cial orthogonal impair. Soit Π le L-paquet
contenant π. D’apre`s un lemme analogue a` [MW] lemme 4.2.1, la somme des caracte`res
des Jacρ1,...,ρm(π1), pour π1 ∈ Π, est stable et a pour transfert un certain module de
Jacquet ”tordu” Jacθρ1,...,ρm(π
GL). En tant que repre´sentation d’un groupe line´aire non
tordu, celui-ci se construit de fac¸on analogue a` ci-dessus. On note P un sous-groupe
parabolique de GL(dˆG) de Le´vi
GL(d1)× ...×GL(dm)×GL(d0)×GL(dm)× ...×GL(d1).
Alors Jacθρ1,...,ρm(π
GL) est la repre´sentation semi-simple de GL(d0, F ) telle que le module
de Jacquet (πGL)P soit la somme de
ρ1 ⊗ ...⊗ ρm ⊗ Jac
θ
ρ1,...,ρm(π
GL))⊗ ρˇm ⊗ ...⊗ ρˇ1,
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et de repre´sentations dont les composantes non centrales ne sont pas celles ci-dessus.
L’hypothe`se que Jacρ1,...,ρm(π) 6= {0} impose que ce module de Jacquet tordu n’est pas
nul. Mais on sait bien calculer (πGL)P et la conclusion s’ensuit. Dans le cas ou` G est
spe´cial orthogonal pair, la de´monstration s’adapte en conside´rant le paquet Π¯. 
On a un re´sultat plus pre´cis pour des familles particulie`res. Par exemple, fixons une
repre´sentation irre´ductible ρ cuspidale et unitaire d’un groupe line´aire et un re´el x > 0
et supposons ρi = ρ|.|
x
F pour tout i = 1, ..., m. On a
(3) supposons Jacρ1,...,ρm(π) 6= {0} ; alors x est un demi-entier et (ρ, 2x+1) intervient
avec multiplicite´ au moins m dans Jord(π).
Cela re´sulte imme´diatement de (2). 
Soit Π un paquet de repre´sentations tempe´re´es de G(F ). Soit (ρ, a) ∈ Jord(Π) avec
a ≥ 2, notons m sa multiplicite´. Notons Π− le paquet tempe´re´ tel que Jord(Π−) se
de´duise de Jord(Π) en remplac¸ant les m copies de (ρ, a) par m copies de (ρ, a − 2).
Prenons ρi = ρ|.|
(a−1)/2
F pour i = 1, ..., m. Soit π ∈ Π. Alors
(4) toutes les composantes irre´ductibles de Jacρ1,...,ρm(π) appartiennent a` Π
− dans le
cas symplectique ou orthogonal impair, a` Π¯− dans le cas orthogonal pair.




Alors la meˆme preuve que celle de (2) entraˆıne (4). 
2.3 Support cuspidal e´tendu
Dans la suite de la section, on suppose G symplectique ou spe´cial orthogonal impair.
On indiquera dans le dernier paragraphe 2.15 comment adapter les arguments au cas
d’un groupe spe´cial orthogonal pair.
Soit π une repre´sentation irre´ductible de G(F ). On appelle support cuspidal e´tendu
de π le support cuspidal ordinaire de πGL. C’est un ensemble avec multiplicite´s de
repre´sentations irre´ductibles cuspidales non ne´cessairement unitaires de groupes line´aires.
On remarque que par sa construction, cet ensemble est stable par passage a` la contragre´diente.
Lemme. Soit π une repre´sentation de G(F ) de la forme π = σ × π′, ou` σ est une
repre´sentation irre´ductible d’un groupe line´aire et π′ une repre´sentation irre´ductible d’un
groupe de meˆme type que G. Alors tout sous-quotient irre´ductible de π a pour support
cuspidal e´tendu l’union disjointe du support cuspidal e´tendu de π′ et des supports cus-
pidaux ordinaires de σ et σˇ.
Ceci permet de parler du support cuspidal e´tendu d’une repre´sentation induite meˆme
si celle-ci n’est pas irre´ductible : c’est le support cuspidal e´tendu de n’importe lequel de
ses sous-quotients irre´ductibles.
Preuve. Soit π une repre´sentation irre´ductible de G(F ). On peut la re´aliser comme
sous-quotient d’une induite
(×i=1,...,vρi)× πcusp,
ou` πcusp est une repre´sentation irre´ductible cuspidale d’un groupe de meˆme type que G
et, pour tout i = 1, ..., v, ρi est une repre´sentation irre´ductible cuspidale d’un groupe
line´aire, pas force´ment unitaire. Appelons support cuspidal ordinaire de π l’ensemble
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avec multiplicite´s {ρi; i = 1, ..., v} ⊔ {ρˇi; i = 1, ..., v} ⊔ {πcusp}. On sait qu’il ne de´pend
pas de l’induite (1) choisie. Il est forme´ de repre´sentations de groupes line´aires et d’au
plus une repre´sentation πcusp d’un groupe de meˆme type que G (cette repre´sentation
disparaˆıt ici et dans la suite quand ce groupe est re´duit a` 1). On va montrer
(1) le support cuspidal e´tendu de π est l’union disjointe de celui de πcusp et du
comple´mentaire de {πcusp} dans le support cuspidal ordinaire de π.
Cette assertion entraˆıne le lemme car, dans sous les hypothe`ses de l’e´nonce´, le support
cuspidal ordinaire de tout sous-quotient irre´ductible de σ × π′ est l’union disjointe de
celui de π′ et de ceux de σ et σˇ.
Pour prouver (1), on utilise la remarque suivante :
(2) supposons que π apparaisse comme sous-quotient d’une induite σ1× ...× σv × π
′,
ou` π′ et les σi sont irre´ductibles et ou` v ≥ 1, et que l’on sache que le support cuspidal
e´tendu soit re´union de celui de π′ et des supports cuspidaux ordinaires des σi et des σˇi
pour i = 1, ..., v ; alors (1) est vrai pour π.
En effet, le support cuspidal ordinaire de π est force´ment re´union de celui de π′ et de
ceux des σi et σˇi pour i = 1, ..., v. En raisonnant par re´currence sur dG, on peut supposer
que le support cuspidal e´tendu de π′ se de´duit de son support cuspidal e´tendu de la fac¸on
prescrite par (1) et on en de´duit que le support cuspidal e´tendu de π se de´duit de la
meˆme fac¸on de son support cuspidal ordinaire.
Si π n’est pas tempe´re´e, on re´alise π comme quotient de Langlands d’une induite
comme en (2), ou` π′ est tempe´re´e et les σi sont des repre´sentations tempe´re´es tordues
par un caracte`re. Par de´finition du support cuspidal e´tendu de π, les hypothe`ses de (2)
sont satisfaites. Donc (1) est ve´rifie´e pour π.
Supposons que π soit tempe´re´e et qu’il existe un e´le´ment (ρ, a) de Jord(π) tel que, ou
bien (ρ, a) ne soit pas la bonne parite´, ou bien (ρ, a) soit de bonne parite´ mais intervienne
avec multiplicite´ au moins 2. Alors 2.2(1) permet de re´aliser π comme sous-quotient d’une
induite de sorte que les hypothe`ses de (2) soient satisfaites. D’ou` la conclusion dans ce
cas.
Supposons que π soit tempe´re´e, que Jord(π) soit forme´ de couples (ρ, a) de bonne
parite´ intervenant avec multiplicite´ 1, et que π ne soit pas cuspidale. Cette dernie`re
hypothe`se entraˆıne que l’on peut re´aliser π comme sous-module d’un induite ρ′ × π′,
ou` π′ est irre´ductible et ρ′ est irre´ductible et cuspidale, pas force´ment unitaire. D’apre`s
l’hypothe`se sur Jord(π), 2.2(2) entraˆıne qu’il existe (ρ, a) ∈ Jord(π) tel que a ≥ 2 et
ρ′ = ρ|.|
(a−1)/2
F . La relation 2.2(3) entraˆıne alors que le support cuspidal e´tendu de π est
re´union de celui de π′ et de {ρ′, ρˇ′}. Autrement dit, les hypothe`ses de (2) sont ve´rifie´es
et on conclut.
On est ramene´ au cas ou` π est cuspidale. Mais alors (1) est tautologique. 
Remarque. Soient π une repre´sentation irre´ductible tempe´re´e deG(F ), ρ une repre´sentation
irre´ductible cuspidale et unitaire d’un groupe line´aire et s ∈ R. Supposons que l’in-
duite ρ|.|sF × π ait un sous-quotient irre´ductible ayant meˆme support cuspidal qu’une
repre´sentation tempe´re´e. Alors l’une des conditions suivantes est ve´rifie´e :
• s = 0 ;
• s est un demi-entier avec |s| ≥ 1, ρ ≃ ρˇ et Jord(π) contient le couple (ρ, 2|s| − 1)
• s = ±1/2 et (ρ, 2) a bonne parite´.
Cela re´sulte du lemme ci-dessus et des proprie´te´s du support cuspidal e´tendu d’une
repre´sentation tempe´re´e.
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2.4 Support cuspidal e´tendu et induction dans le cas tempe´re´
Lemme. Soit π une repre´sentation irre´ductible tempe´re´e de G(F ). On suppose qu’elle
est sous-quotient d’une induite
< e, f >ρ ×π
′
ou` [e, f ] est un segment tel que e ≥ 0 ≥ f , ρ est une repe´sentation irre´ductible cuspidale
et unitaire d’un groupe line´aire et π′ est une repre´sentation irre´ductible tempe´re´e d’un
groupe de meˆme type que G . Alors l’une des proprie´te´s suivantes est ve´rifie´e :
• ρ ≃ ρˇ, e et f sont des demi-entiers et Jord(π) = Jord(π′)∪{(ρ, 2e+1), (ρ,−2f+1)} ;
• ρ 6≃ ρˇ, e = −f et Jord(π) = Jord(π′) ∪ {(ρ, 2e+ 1), (ρˇ, 2e+ 1)}.
Preuve. Le support cuspidal e´tendu de π est, d’apre`s le lemme pre´ce´dent, l’union de




F}. Les conditions sur ρ, e, f re´sultent des
proprie´te´s rappele´es en 2.2 du support cuspidal e´tendu des repre´sentations tempe´re´es. 
2.5 Un lemme technique
Lemme. Conside´rons une induite
σ|.|s × π′,
ou` π′ est une repre´sentation irre´ductible tempe´re´e d’un groupe de meˆme type que G,
σ = St(ρ, a) est une repre´sentation de Steinberg ge´ne´ralise´e tempe´re´e d’un groupe line´aire
et s > 0 est un re´el. Alors le quotient de Langlands de cette induite est l’unique sous-




ou` τ est une repre´sentation non ne´cessairement irre´ductible d’un groupe de meˆme type





avec τ comme ci-dessus, l’induite σ|.|sF × π
′ est irre´ductible.
Preuve. Il est clair que le quotient de Langlands de l’induite σ|.|sF × π
′ a la pro-
prie´te´ requise car il est inclus dans σˇ|.|−sF ×π
′ et cette induite est elle-meˆme incluse dans
(×x∈[(a−1)/2,−(a−1)/2]ρˇ|.|
x−s
F ) × π
′. Soit donc π un sous-quotient irre´ductible de l’induite
ayant une inclusion comme dans l’e´nonce´. Comme π est irre´ductible, une telle inclu-
sion en donne une de meˆme type mais avec τ irre´ductible. On suppose donc que τ est
irre´ductible. Par re´ciprocite´ de Frobenius un module de Jacquet convenable de π′ admet
(⊗x∈[(a−1)/2,−(a−1)/2]ρˇ|.|
x−s
F )⊗ τ comme quotient.
On sait calculer tous les termes du module de Jacquet de l’induite σ|.|sF × π
′. Les
termes d’un module de Jacquet cuspidal de cette induite peuvent se regrouper en sous-






cusp du module de Jacquet de π
′. Les termes correspondants,







sont tels que le l’ensemble ordonne´ E s’obtient en me´langeant les ensembles ordonne´s
e´crits ci-dessous sans permuter l’ordre interne a` chacun de ces sous-ensembles :




′ ∈ [(a− 1)/2,−x[} (c’est l’ensemble vide si x = −(a− 1)/2) ;
{ρj |.|
yj
F ; j = 1, ..., k}.
Ainsi les a premiers exposants d’un tel terme, e´crits z′i pour i = 1, ..., a se de´composent
en a1 termes du premier ensemble, a2 termes du deuxie`me et a3 termes du troisie`me.





(s + ℓ) +
∑
ℓ∈[(a−1)/2,(a+1)/2−a2 ]




Puisque π′ est une repre´sentation tempe´re´e, on a suˆrement
∑
j=1,...,a3
yj ≥ 0 et donc∑
i=1,...,a
z′i ≥ a1s− a2s ≥ −a2s.
Pour le terme conside´re´ du module de Jacquet de π, cette somme vaut −as. Comme
a2 ≤ a, on doit avoir e´galite´ a2 = v, d’ou` a1 = a3 = 0. Notons P le sous-groupe
parabolique qui sert a` de´finir l’induite σ|.|sF × π
′. Les termes du module de Jacquet de
l’induite σ|.|sF × π
′ qui ve´rifient les conditions pre´ce´dentes sont ceux qui proviennent du
sous-quotient σˇ|.|−sF ⊗π
′ du module de Jacquet (σ|.|sF ×π
′)P . Ils n’interviennent que dans
le quotient de Langlands de notre induite. Donc π est ce quotient de Langlands. Cela
de´montre la premie`re assertion de l’e´nonce´. Sous l’hypothe`se de la seconde assertion,
l’unique sous-module irre´ductible de σ|.|sF × π
′ est le quotient de Langlands d’apre`s ce
que l’on vient de prouver. Puisque l’unique sous-module irre´ductible et aussi l’unique
quotient irre´ductible, la repre´sentation est irre´ductible. 
2.6 Induction et L-paquets tempe´re´s
Ci-dessous, on utilise a` plusieurs reprises la remarque e´le´mentaire suivante. Soit x un
nombre re´el non nul et ρ une repre´sentation irre´ductible cuspidale et unitaire d’un groupe
line´aire. Soient aussi m ≥ 1 un entier et σ une repre´sentation de G(F ). On suppose
qu’il n’existe pas d’inclusion de la forme σ →֒ ρ|.|xF × σ
′ ou` σ′ est une repre´sentation
quelconque. Alors l’induite ρ|.|xF × · · · ρ|.|
x
F × σ,, ou` il y a m copies de ρ|.|
x
F , a un unique
sous-module irre´ductible. C’est un calcul de module de Jacquet et de re´ciprocite´ de
Frobenius pour le parabolique standard de sous-groupe de Levi GL(mdρ)×G. En effet,
les sous-quotients irre´ductibles de ce module de Jacquet de la forme τ ⊗ τ ′ ve´rifient
soit que le support cuspidal de τ n’est pas m copies de ρ|.|xF , soit que τ est l’induite
irre´ductible ρ|.|xF × · · · × ρ|.|
x
F . Dans ce dernier cas, on a ne´cessairement τ
′ ≃ σ et un
tel terme n’intervient qu’avec multiplicite´ au plus 1 comme sous-quotient irre´ductible
du module de Jacquet. Par re´ciprocite´ de Frobenius, tout sous-module irre´ductible de
l’induite e´crite a son module de Jacquet qui admet (ρ|.|xF×· · ·×ρ|.|
x
F )⊗σ comme quotient
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irre´ductible. Comme le foncteur de Jacquet est exact, cela force l’unicite´ d’un tel sous-
module irre´ductible. Remarquons que, d’apre`s 2.1(2), l’hypothe`se sur σ est ve´rifie´e si les
deux conditions suivantes le sont :
• σ est une repre´sentation irre´ductible tempe´re´e ;
• x n’est pas un demi-entier positif, ou x est un tel demi-entier mais Jord(σ) ne
contient pas (ρ, 2x+ 1).
Lemme. Soit Π un paquet de repre´sentations tempe´re´es. Soit x > 0 un demi-entier
tel que (ρ, 2x + 1) ∈ Jord(Π). On note m la multiplicite´ de (ρ, 2x + 1) dans Jord(Π)
et Π− le paquet de repre´sentations tempe´re´es qui se de´duit de Π en remplac¸ant les m
copies de (ρ, 2x+ 1) par m copies de (ρ, 2x− 1). Pour tout π− ∈ Π−, on note π l’unique
sous-module irre´ductible de l’induite ρ|.|xF ×· · · ρ|.|
x
F ×π
−. Alors π est une repre´sentation
tempe´re´e de Π et l’application ainsi de´finie de Π− dans Π est une injection.
Preuve. Soit π ∈ Π. Supposons qu’il existe une inclusion de la forme π →֒ ρ|.|xF ×· · ·×
ρ|.|xF ×σ, avec m copies de ρ|.|
x
F . On ve´rifie que l’on n’a certainement aucune inclusion de
la forme σ →֒ ρ|.|xF × σ
′. Sinon, on aurait une inclusion π →֒ ρ|.|xF × · · · × ρ|.|
x
F × σ, avec
m+1 copies de ρ|.|xF et Jord(π) contiendrait m+1 copies de (ρ, a), cf. 2.1(3). Les calculs
de modules de Jacquet explique´s ci-dessus montrent alors que si une telle inclusion se
produit avec σ que l’on suppose irre´ductible, tout sous-quotient irre´ductible du module
de Jacquet de π de la forme ρ|.|xF × · · · ρ|.|
x
F ⊗ σ
′′, ou` il y a m copies de ρ|.|xF , ve´rifie
σ′′ ≃ σ. Un peu plus ge´ne´ralement supposons que π ∈ Π et que le module de Jacquet de
π contient un sous-quotient irre´ductible de la forme ρ|.|xF × · · · ρ|.|
x
F ⊗ σ
′′ ; alors quitte a`
changer σ′′ on peut supposer que ce sous-quotient est en fait un quotient du module de
Jacquet de π et, par re´ciprocite´ de Frobenius que π est un sous-module comme ci-dessus.
Quand on applique le module de Jacquet pour le parabolique GL(mdρ, F )⊗G
′ (pour
G′ convenable) a` la distribution stable forme´e de la somme des e´le´ments de π et que
l’on projette sur le caracte`re de la repre´sentation ρ|.|xF × · · · × ρ|.|
x
F (avec m-copies), on
obtient une distribution stable associe´e a` Π−. Ainsi d’apre`s ce que l’on a vu ci-dessus, une
repre´sentation π ∈ Π soit disparaˆıt dans cette proce´dure, soit contribue par le caracte`re
de σ (avec les notations ci-dessus). Ainsi ne´cessairement σ ∈ Π− et toute repre´sentation
de Π− est obtenue par cette proce´dure. On a donc de´fini sur un sous-ensemble de Π un
inverse surjectif de l’application de l’e´nonce´. Cela montre que cette dernie`re application
est bien une injection de Π− dans Π. 
2.7 Proprie´te´ des repre´sentations tempe´re´es ayant un mode`le
de Whittaker
Supposons G quasi-de´ploye´. On de´finit de la fac¸on habituelle la notion de mode`le de
Whittaker. Il y a plusieurs types de tels mode`les, autant que de classes de conjugaison
d’e´le´ments unipotents re´guliers dans G(F ). On utilise la proprie´te´ suivante :
soit π une repre´sentation irre´ductible tempe´re´e de G(F ) ; il existe une unique repre´sentation
tempe´re´e irre´ductible π0 de G(F ) ayant un mode`le de Whittaker d’un type fixe´ et telle
que Jord(π0) = Jord(π).
Cf. [K] the´ore`me 3.4, [W1] the´ore`me 4.9.
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Lemme. Supposons G quasi-de´ploye´, soit π une repre´sentation irre´ductible de G(F )
ayant un mode`le de Whittaker. On suppose que le support cuspidal e´tendu de π est celui
d’une repre´sentation tempe´re´e. Alors π est tempe´re´e.
Preuve. On de´montre ce lemme par re´currence sur le rang de G et pour cela on a
besoin d’une conse´quence du lemme. Pour fixer les notations, on note Π un paquet de
repre´sentations tempe´re´es et on suppose que le support cuspidal e´tendu de π est le meˆme
que celui des e´le´ments de Π. Le lemme dit alors que π appartient a` Π. Ceci montre que le
support cuspidal ordinaire de π est bien de´termine´. On peut de´crire ce support cuspidal.
En effet, notons ϕ le morphisme deWDF dans le L-groupe de G parame´trisant Π. Notons
ϕL le morphisme deWDF dans ce L-groupe qui est trivial sur SL(2,C) et qui, surWF , est











avec ϕ. Ainsi ϕL de´termine un paquet de Langlands assez particulier. Le support cus-
pidal e´tendu de tout e´le´ment de ce paquet est le meˆme que celui des e´le´ments de Π.
Il existe exactement une repre´sentation de ce paquet qui soit le quotient de Langlands
d’une induite ayant un mode`le de Whittaker. Notons π0 le sous-quotient irre´ductible
de cette induite ayant un mode`le de Whittaker. Le lemme dit que π0 est tempe´re´e et
isomorphe a` π. On pourrait montrer que π = π0 est la repre´sentation duale au sens
d’Aubert, Schneider-Stuhler du quotient de Langlands. Ce qui nous importe est que si π
est cuspidal, alors ϕL = ϕ, donc Jord(π) est un ensemble de couples (ρ, 1).
Prouvons le lemme. On fixe π comme dans l’e´nonce´ et Π comme ci-dessus. Si π est
cuspidale, elle est a fortiori tempe´re´e, il n’y a rien a` de´montrer. Sinon, on e´crit π comme
sous-module d’une induite de repre´sentations cuspidales
π →֒ (×i=1,...,vρi|.|
si
F )× πcusp, (1)
ou` πcusp est une repre´sentation irre´ductible cuspidale d’un groupe de meˆme type que G,
v ≥ 1 est un entier et, pour tout i = 1, ..., v, ρi est une repre´sentation cuspidale unitaire
irre´ductible d’un groupe line´aire et si est un nombre re´el. Comme πcusp a ne´cessairement
un mode`le de Whittaker et est une repre´sentation d’un groupe de rang plus petit que
G, on sait, par re´currence, que Jord(πcusp) est un ensemble de couples (ρ, 1). Puisque
πcusp est de la se´rie discre`te, cet ensemble est sans multiplicite´s et pour tout (ρ, 1) y
intervenant, (ρ, 1) est de bonne parite´, en particulier ρ est autodual.
Soit (ρ, a) ∈ Jord(Π). On suppose d’abord que ρ n’est pas autoduale. Ainsi (ρˇ, a) ∈









F}. Un tel ensemble n’est pas unique, en ge´ne´ral, et on en






Il existe donc un sous-quotient irre´ductible σ de l’induite ×x∈[(a−1)/2,−(a−1)/2]ρ|.|
x
F et un
sous-quotient irre´ductible π′ de l’induite (×i=1,...,v;i/∈Eρi|.|
si
F )×πcusp tel que π soit un sous-
quotient irre´ductible de l’induite σ× π′. Ne´cessairement σ a un mode`le de Whittaker au
sens usuel et π′ en a un du meˆme type que π. Ainsi σ ≃< (a−1)/2,−(a−1)/2 >ρ. En fait,
on connaˆıt aussi π′. En effet le support cuspidal e´tendu de l’induite (×i=1,...,v;i/∈Eρi|.|
si
F )×
πcusp est celui des repre´sentations tempe´re´es dans le paquet Π
′, qui se de´duit de Π en
enlevant (ρ, a) et (ρˇ, a). En appliquant le lemme par re´currence, on sait que π′ est une
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repre´sentation tempe´re´e. Il en est donc de meˆme de tout sous-quotient de σ × π′, donc
π est tempe´re´e. Cela prouve le lemme dans ce cas.
Supposons maintenant que Jord(Π) contient un e´le´ment (ρ, a) tel que ρ soit auto-
duale, avec une multiplicite´ note´e m ve´rifiant l’une des conditions suivantes :
• m > 2 ;
• m = 2 et a est pair ;
• m = 2 et a est impair mais (ρ, 1) n’intervient pas dans Jord(πcusp).
Ces conditions sont par exemple automatiques si (ρ, a) est de mauvaise parite´. Alors E
comme ci-dessus existe encore et π′ de´fini comme ci-dessus a encore son support cuspidal
e´tendu qui se de´duit de celui de π en enlevant deux copies de (ρ, a). On conclut comme
ci-dessus.
D’autre part, si a = 1 pour tout (ρ, a) ∈ Jord(Π), les si sont tous nuls et σ est certai-
nement une repre´sentation tempe´re´e d’apre`s l’inclusion (1). Il nous suffit donc maintenant
de de´montrer le lemme dans le cas ou` Jord(Π) contient un e´le´ment (ρ, a) de bonne parite´
avec a ≥ 2. On peut se limiter au cas ou` la multiplicite´ de (ρ, a) est infe´rieure ou e´gale
a` 2. On fixe un tel (ρ, a) et on suppose que a est maximal avec cette proprie´te´.
On fait d’abord la de´monstration dans le cas ou` la multiplicite´ de (ρ, a) dans Jord(π)
est 1 pour clarifier la me´thode. On fixe une inclusion (1) et on sait qu’il existe i0 ∈




F pour un signe convenable ζ . On fixe une telle
inclusion avec l’hypothe`se supple´mentaire que pour tous les choix possibles, i0 est mi-








′. Le support cuspidal e´tendu de π′ est celui des repre´sentations tempe´re´es
dans le paquet qui se de´duit de Π en remplac¸ant (ρ, a) par (ρ, a− 2). De plus π′ admet
un mode`le de Whittaker. Par l’hypothe`se de re´currence, on sait que π′ est tempe´re´e.




le lemme 2.6 avec ici m = 1, π− = π′. Ce lemme nous dit que π appartient a` Π, donc
est une repre´sentation tempe´re´e. Conside´rons le cas ou` ζ = −. Sous cette hypothe`se, π
est le sous-module de Langlands de l’induite ρ|.|
−(a−1)/2
F × π
′. Comme π a un mode`le de
Whittaker, le the´ore`me 1.1 de [Mu] montre que cette induite est irre´ductible et π est
donc aussi un sous-module irre´ductible de l’induite ρ|.|
(a−1)/2
F × π
′. On conclut comme
pre´ce´demment. Au passage d’ailleurs cette conclusion montre que l’induite ne peut pas
eˆtre irre´ductible et que ce cas ne peut se produire.
Il suffit donc de de´montrer que i0 = 1. Supposons qu’il n’en soit pas ainsi mais que




F est soit irre´ductible soit de longueur deux.
Dans le premier cas on peut commuter les facteurs ce qui contredit la minimalite´ de i0.









par son unique sous-quotient ayant un mode`le de Whittaker. Ce sous-quotient est <




F et on peut
donc encore e´changer i0 et i0 − 1 ce qui contredit la minimalite´ de i0. Donc si ζ = +,
i0 = 1.
On suppose que ζ = −. Ici la deuxie`me partie de l’argument ci-dessus est diffe´rente.




F par < −(a−3)/2,−(a−1)/2 >ρ. En proce´dant
ainsi de proche ne proche, on montre qu’il existe un segment de´croissant [e,−(a− 1)/2]
et une inclusion
π →֒< e,−(a− 1)/2 >ρ ×π
′, (2)
ou` π′ est une repre´sentation irre´ductible convenable. On va montrer que ne´cessairement
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e = (a−3)/2. De (1) on tire que π est un sous-quotient irre´ductible de l’induite ρ|.|
(a−1)/2
F ×
π1 ou` π1 a pour support cuspidal e´tendu celui de π ou` on a remplace´ (ρ, a) par (ρ, a−2).
Comme π1 a ne´cessairement un mode`le de Whittaker, π1 est tempe´re´e. On sait calculer
les modules de Jacquet de l’induite ρ|.|
(a−1)/2





ou` π2 ne nous inte´resse pas. Comme π1 est une repre´sentation tempe´re´e, ne´cessairement




avec multiplicite´ au moins 2. Ceci est donc aussi vrai pour le support cuspidal de π
et il existe des entiers b, b′ supe´rieurs ou e´gaux a` a − 2 tel que (ρ, b) et (ρ, b′) soient
dans Jord(Π). Par maximalite´ de a, on a b, b′ ≤ a et comme (ρ, a) n’intervient qu’avec
multiplicite´ 1 dans Jord(Π), l’un des deux vaut a − 2. Ainsi Jord(Π) contient (ρ, a) et
(ρ, a− 2) et le support cuspidal e´tendu de π′ se de´duit de celui de Jord(π) en enlevant
(ρ, a) et (ρ, a − 2). On applique l’hypothe`se de re´currence a` π′ qui a ne´cessairement
un mode`le de Whittaker et on sait que π′ est tempe´re´e. Ainsi π est le sous-module de
Langlands de l’induite < (a − 3)/2,−(a− 1)/2 >ρ ×π
′. D’apre`s [Mu] thorme 1.1, cette
induite doit eˆtre irre´ductible, elle est donc isomorphe a` < (a− 1)/2,−(a− 3)/2 >ρ ×π
′
on trouve encore une inclusion avec i0 = 1 ce qui contredit la minimalite´ de i0.
Il nous reste donc a` voir le cas ou` la multiplicite´ de (ρ, a) dans Jord(π) est e´gale a` 2.
On proce`de comme ci-dessus mais ici, i0 et remplace´ par i1 < i2 ou` pour j = 1, 2, il existe




F . On fixe une telle inclusion. En proce´dant comme
ci-dessus, on pousse d’abord vers la gauche les ρ|.|
ζij (a−1)/2
F ou` ζj = +. Puis on pousse les
autres. On montre que pour tout j = 1, 2 tel que ζj = −, il existe un demi-entier ej tel
que [ej, ζj(a− 1)/2] soit un segment de´croissant et une inclusion
π →֒ (×j=1,2;ζj=+ρ|.|
(a−1)/2
F )× (×j=1,2;ζj=− < ej , ζj(a− 1)/2 >ρ)× π
′,
pour π′ irre´ductible convenable. Comme ci-dessus on ve´rifie que ou bien ζj = +, ou bien
ej ≥ (a − 3)/2 et que l’e´galite´ est ne´cessaire par maximalite´ de a (ici on utilise le fait
que l’on a de´ja` pousse´ tous les ρ|.|
(a−1)/2
F en premie`re position). On note m+ le nombre





F × < (a−3)/2,−(a−1)/2 >ρ ×...× < (a−3)/2,−(a−1)/2 >ρ,
avec m+ copies de la premie`re repre´sentation et m− copies de la seconde. Ainsi π
′ est
une repre´sentation irre´ductible ayant un mode`le de Whittaker et dont le support cus-
pidal e´tendu s’obtient a` partir Jord(Π) en enlevant le support cuspidal de τ et celui
de τˇ . Autrement dit, le support cuspidal e´tendu de π′ s’obtient en remplac¸ant d’abord
dans Jord(Π) les 2 copies de (ρ, a) par 2 copies de (ρ, a − 2) puis en enlevant 2m− co-
pies de (ρ, a − 2) ; il se peut que 2m− > 2 mais comme dans la de´monstration du cas
m = 1 cela ne geˆne pas. Ainsi le support cuspidal e´tendu de π′ est le support cuspi-
dal d’une repre´sentation tempe´re´e et π′ est donc une repre´sentation tempe´re´e. On pose
m = inf(m+, m−).
On suppose que m 6= 0, donc m = m+ = m− = 1, et on remarque que l’inclusion
π →֒ τ × π′ se factorise necessairement par le sous-module irre´ductble de τ ayant un
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mode`le de Whittaker. Celui-ci est < (a − 1)/2,−(a − 1)/2 >ρ. La repre´sentation π
′ a
pour support cuspidal e´tendu celui de π dont on a enleve´ les deux copies de (ρ, a). C’est
donc bien le support cuspidal e´tendu d’une repre´sentation tempe´re´e et par hypothe`se de
re´currence, on sait que π′ est tempe´re´e. Ainsi π est un sous-module d’une repre´sentation
induite tempe´re´e et est donc tempe´re´e.
On suppose donc que m = 0. On a donc soit m+ = 2 et m− = 0, soit m− = 2
et m+ = 0. Dans le cas ou` m+ = 2, on sait que π est une repre´sentation tempe´re´e en
appliquant le lemme 2.6. Si m− = 2, on sait que π est le sous-module de Langlands de
l’induite τ ×π′. Cette induite est donc irre´ductible d’apre`s [Mu] thorme 1.1. D’ou` encore
π ≃ τˇ × π′
→֒ ρ|.|(a−1)/2F ×ρ|.|
(a−1)/2
F × < (a−3)/2,−(a−3)/2 >ρ × < (a−3)/2,−(a−3)/2 >ρ ×π
′.







ou` π′′ est une repre´sentation tempe´re´e. L’ensemble Jord(π′′) se de´duit de Jord(Π) en
remplac¸ant les 2 copies de (ρ, a) par 2 copies de (ρ, a − 2). En particulier Jord(π′′) ne
contient pas (ρ, a) et contient au moins 2 copies de (ρ, a− 2) (on peut avoir a = 2 bien
que le cas ou` a est pair ait de´ja` e´te´ de´montre´). Il suffit d’appliquer le lemme 2.6 pour
conclure que σ est une repre´sentation tempe´re´e. Cela termine la preuve. 
2.8 De´finition des points de re´ductibilite´ possible pour une
repre´sentation tempe´re´e
Soit π une repre´sentation irre´ductible tempe´re´e de G(F ). On note RP (π) (pour
”re´ductibilite´ possible” ) l’ensemble des couples (ρ, x), ou` ρ une repre´sentation irre´ductible
cuspidale unitaire d’un groupe line´aire et x un nombre re´el, tel que :
• ρ|.|xF ×π ait pour support cuspidal e´te´ndu le support cuspidal d’une repre´sentation
tempe´re´e de GL(dˆG + 2dρ, F ) ;
• de plus, si x = 0, (ρ, 1) est de bonne parite´ mais n’appartient pas a` Jord(π).
Ce sont exactement les couples de´crits dans la remarque 2.3 sauf quand x = 0 ou`
on a restreint les possibilite´s. Remarquons que, pour (ρ, x) ∈ RP (π), on a ρˇ = ρ et
(ρ,−x) ∈ RP (π).
Proposition. Soient π une repre´sentation irre´ductible tempe´re´e deG(F ), ρ une repre´sentation
cuspidale unitaire irre´ductible d’un groupe line´aire et x un re´el non nul. On suppose que
(ρ, x) /∈ RP (π). Alors l’induite ρ|.|xF × π est irre´ductible.
Preuve. Le cas x = 0 re´sulte de la classification des repre´sentations tempe´re´es. Dans
tout ce qui suit, on suppose x 6= 0 et, par syme´trie, on peut supposer x > 0.
On appelle se´rie discre`te strictement positive une se´rie discre`te telle que tous les
termes de son module de Jacquet cuspidal soient de la forme (⊗i=1,...,vρi|.|
si
F )⊗ πcusp ou`
πcusp est une repre´sentation irre´ductible cuspidale d’un groupe de meˆme type que G,
v est un entier convenable et, pour i = 1, ..., v, ρi est une repre´sentation irre´ductiible
cuspidale unitaire d’un groupe line´aire et si est un re´el strictement positif. Remarquons
que les si sont force´ment des demi-entiers.
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On suppose d’abord que π est une se´rie discre`te strictement positive. On va alors
montrer la proprie´te´ suivante : l’induite ρ|.|xF × π est irre´ductible ou elle contient un
sous-quotient irre´ductible qui est une repre´sentation tempe´re´e. En effet, soit σ un sous-
quotient irre´ductible de l’induite ρ|.|xF × π.
On regarde les termes d’un module de Jacquet cuspidal de σ c’est-a`-dire les inclusions
σ →֒ (×i=1,...,v+1ρi|.|
si
F )× πcusp. (1)
D’apre`s la proprie´te´ de positivite´ de π tous les si qui interviennent sont strictement
positifs sauf e´ventuellement un, pour i = i0 disons, tel que ρi0 ≃ ρˇ et si0 = −x. Si i0 = 1,
alors σ est le quotient de Langlands de l’induite ρ|.|xF×π d’apre`s le lemme 2.5. Supposons
que i0 > 1 et supposons d’abord que x 6= 1/2. Cette hypothe`se assure que, pour tout




F sont irre´ductibles car si ∈ 1/2N et si + x est
un nombre re´el positif qui n’est pas 1. Ainsi l’inclusion ci-dessus donne une inclusion
analogue mais ou` ρˇ|.|−xF a e´te´ pousse´ a` la premie`re place. Dans ce cas σ est le quotient de
Langlands. Donc si x 6= 1/2, σ est soit une se´rie discre`te positive soit est le quotient de
Langlands. Ainsi si l’induite ρ|.|xF × π est re´ductible, elle contient un sous-quotient qui
est une se´rie discre`te et x ∈ RP (π) comme annonce´.
Le cas ou` x = 1/2 est de meˆme nature ; on ne peut pas ”pousser” ρˇ|.|
−1/2
F a` la premie`re
place s’il existe i = 1, ..., i0 − 1 tel que ρi ≃ ρˇ et si = 1/2. Mais dans ce cas, le terme du
module de Jacquet que l’on conside`re ve´rifie la proprie´te´ de positivite´ large qui caracte´rise
les repre´sentations tempe´re´es. Donc ici, soit σ est une repre´sentation tempe´re´e soit σ est
le quotient de Langlands de l’induite ρ|.|xF × π. Et on conclut comme ci-dessus.
On suppose maintenant que π est une repre´sentation tempe´re´e quelconque et on
prouve la proposition par re´currence sur le rang de G. On suppose que x /∈ RP (π) et on
montre que l’induite ρ|.|xF × π est irre´ductible.
On suppose que π n’est pas une se´rie discre`te strictement positive puisque ce cas a
de´ja` e´te´ vu. Alors il existe :
• une repre´sentation irre´ductible cuspidale unitaire ρ0 d’un groupe line´aire ;
• un segment [e0, f0] forme´ de demi-entiers tel que e0 ≥ 0 ≥ f0 ;
• une repre´sentation irre´ductible tempe´re´e π′ d’un groupe de meˆme type que G ;
de sorte que l’on ait une inclusion :
π →֒< e0, f0 >ρ0 ×π
′.
Si π n’est pas de la se´rie discre`te, cela re´sulte de 2.2(1). Si π est de la se´rie discre`te, c’est
le lemme 3.1 de [M2]. Si ρ0 6≃ ρˇ0 ne´cessairement e0 = −f0 et d’apre`s le lemme 1.4 :
RP (π) =
{
RP (π′) ∪ (ρ0, e0 + 1) ∪ (ρ0,−f0 + 1) si ρ0 ≃ ρˇ0,
RP (π′) ∪ (ρ0, e0 + 1) ∪ (ρˇ0, e0 + 1) si ρ0 6≃ ρˇ0.
Ainsi si (ρ, x) /∈ RP (π), l’induite ρ|.|xF× < e0, f0 >ρ0 est irre´ductible car soit ρ 6≃ ρ0, soit
ρ ≃ ρ0 et x 6= d0+1, (on rappelle que x > 0 ce qui force x 6= f0−1). De meˆme soit ρ 6≃ ρˇ0,
soit ρ ≃ ρˇ0 et x 6= −f0+1, d’ou` l’irre´ductibilite´ de l’induite < −f0,−e0 >ρˇ0 ×ρ|.|
x
F et par
dualite´ celle de < e0, f0 >ρ0 ×ρˇ|.|
−x
F . Comme x /∈ RP (π
′), par l’hypothe`se de re´currence,
on sait aussi que ρ|.|xF × π
′ est irre´ductible. On a donc une suite de morphismes :
ρ|.|xF × π →֒ ρ|.|
x
F× < e0, f0 >ρ0 ×π




≃< e0, f0 >ρ0 ×ρˇ|.|
−x
F × π
′ ≃ ρˇ|.|−xF × < e0, f0 >ρ0 ×π
′.
L’irre´ductibilite´ cherche´e re´sulte alors du lemme 2.5 et cela termine la preuve. 
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2.9 Re´ductibilite´ et ge´ne´ricite´
Lemme. Soit ρ une repre´sentation irre´ductible d’un groupe line´aire, que l’on suppose
cuspidale, unitaire et autoduale. Soient e, f des demi-entiers tels que e ≥ 0 et e+ f 6= 0.
On suppose que (ρ, 2e+1) et (ρ, 2|f |+1) ont la bonne parite´. Supposons G quasi-de´ploye´,
soit π une repre´sentation tempe´re´e de G(F ), irre´ductible, ayant un mode`le de Whittaker.
Alors
(i) si f ≤ 0, l’induite < e, f >ρ ×π est re´ductible ;
(ii) supposons que f > 0 et que (ρ, f) ∈ RP (π) ; alors l’induite < e, f >ρ ×π est
re´ductible.
Preuve. Les hypothe`ses de (i) comme de (ii) assurent que tout sous-quotient irre´ductible
de l’induite e´crite a meˆme support cuspidal e´tendu qu’une repre´sentation tempe´re´e π′ :
dans le cas (i), Jord(π′) = Jord(π)∪{(ρ, 2d+1), (ρ,−2f+1)} et dans le cas (ii), Jord(π′)
se de´duit de Jord(π) en remplac¸ant (ρ, 2f − 1) par (ρ, 2d + 1). Or ces induites ont un
sous-quotient irre´ductible ayant un mode`le de Whittaker. On applique alors le lemme
2.7 pour montrer que ce sous-quotient irre´ductible est tempe´re´. Puisque l’induite n’est
pas tempe´re´e, elle est re´ductible. 
2.10 La notion de liaison
On fixe une repre´sentation irre´ductible cuspidale et unitaire ρ d’un groupe line´aire et
un segment [e, f ] de nombres re´els. Soit π une repre´sentation irre´ductible tempe´re´e de
G(F ). On dit que (ρ, e, f) et Jord(π) sont lie´s si les conditions suivantes sont satisfaites :
e est un demi-entier et
(1) si (ρ, 2|e|+ 1) n’est pas de bonne parite´, il existe un entier a ≥ 1 de meˆme parite´
que 2e+ 1 tel que (ρ, a) ∈ Jord(π) et les segments [e, f ] et [(a− 1)/2,−(a− 1)/2] sont
lie´s au sens de Zelevinsky ;
(2) si (ρ, 2|e| + 1) est de bonne parite´, alors soit e ≥ −1/2 et f ≤ 1/2, soit il existe
(ρ, a) ∈ Jord(π) avec (a+ 1)/2 ∈ [d, f ] ∪ [−f,−d].
La notion de liaison ne de´pend que de Jord(π) et non de π. De plus, (ρ, e, f) et
Jord(π) sont lie´s si et seulement si (ρˇ,−f,−e) et Jord(π) le sont.
Proposition. On suppose G quasi-de´ploye´. Soit (ρ, e, f) comme ci-dessus et soit π
une repre´sentation irre´ductible tempe´re´e de G(F ) ayant un mode`le de Whittaker. On
suppose que (ρ, e, f) et Jord(π) sont lie´s et que e+ f 6= 0. Alors l’induite < e, f >ρ ×π
est re´ductible.
Preuve. Par syme´trie, on suppose e + f > 0, a fortiori e > 0. On suppose d’abord
que (ρ, e, f) satisfait la proprie´te´ (1) de la condition de liaison. On fixe a comme dans
cette proprie´te´ ; comme (ρ, a) n’a pas bonne parite´ (puisque (ρ, 2e+ 1) ne l’a pas) π est
une induite de la forme < (a − 1)/2,−(a − 1)/2 >ρ ×π
′, ou` π′ est une repre´sentation
irre´ductible tempe´re´e convenable. On a donc un isomorphisme :
< e, f >ρ ×π ≃< e, f >ρ × < (a− 1)/2,−(a− 1)/2 >ρ ×π
′.
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Or l’induite < e, f >ρ × < (a − 1)/2,−(a − 1)/2 >ρ dans le GL convenable n’est
pas irre´ductible d’ou` la re´ductibilite´ de l’induite de gauche comme annonce´. Ici on n’a
d’ailleurs pas utilise´ le fait que π a un mode`le de Whittaker.
On suppose que c’est (2) de la de´finition de la liaison qui est satisfait. En particulier
(ρ, 2e + 1) et (ρ, 2|f | + 1) sont de bonne parite´. Si f ≤ 1/2 le lemme 2.9 montre que
l’induite est re´ductible. On suppose donc que f > 1/2 et qu’il existe un entier a ≥ 1
tel que (ρ, a) ∈ Jord(π) et (a + 1)/2 ∈ [e, f ]. On note σ le sous quotient irre´ductible de
l’induite < e, f >ρ ×π ayant un mode`le de Whittaker. Ainsi σ est aussi un sous-quotient
irre´ductible de l’induite
< (a− 1)/2, f >ρ × < e, (a+ 1)/2 >ρ ×π.
On note π′ le sous-quotient irre´ductible de l’induite < e, (a+1)/2 >ρ ×π ayant un mode`le
de Whittaker et on sait que π′ est une repre´sentation tempe´re´e, cf. lemme 2.7. Ainsi σ
est un sous-quotient de l’induite < (a − 1)/2, f >ρ ×π
′. Si l’induite < e, f >ρ ×π est
irre´ductible, elle co¨ıncide avec σ et σ est un sous-module de l’induite < −f,−e >ρ ×π.
Donc un module de Jacquet cuspidal de σ contient un terme ρ|.|−fF ⊗ ...⊗ ρ|.|
−e
F ⊗ .... On
sait calculer les modules de Jacquet cuspidaux de l’induite < (a− 1)/2, f >ρ ×π
′. Pour
qu’ils contiennent le terme pre´ce´dent, il faut ne´cessairement qu’il existe x ∈ [−f,−e] tel
que le module de Jacquet de π′ contienne un terme de la forme ρ|.|−xF ⊗· · · car le facteur
< (a − 1)/2, f >ρ ne peut contribuer au mieux qu’au sous-segment [−f, (a − 1)/2] de
[−f,−e]. Ceci contredit le fait que π′ est tempe´re´e et termine la preuve. 
2.11 Un re´sultat d’irre´ductibilite´
Lemme. Soient (ρ, e, f) comme en 2.10 et π une repre´sentation irre´ductible et tempe´re´e
de G(F ). On suppose que (ρ, e, f) et Jord(π) ne sont pas lie´s, que e + f 6= 0 et que,
ou bien e n’est pas un demi-entier, ou bien e est demi-entier et (ρ, 2|e|+ 1) n’est pas de
bonne parite´. Alors l’induite < e, f >ρ ×π est irre´ductible.
Preuve. On suppose, par syme´trie, que e + f > 0. On de´montre d’abord le lemme
dans le cas ou` soit ρ 6≃ ρˇ, soit 0 /∈ [e, f ]. On gagne le fait que pour tout x ∈ [e, f [,
l’induite (dans un groupe line´aire convenable)
< e, x >ρ ×ρˇ|.|
−x+1
F
est irre´ductible. Supposons de plus pour le moment que π est une se´rie discre`te. Alors
pour tout x ∈ [e, f ], (ρ, x) /∈ RP (π) (puisque (ρ, x) n’a pas la bonne parite´) et l’induite
ρ|.|xF × π est irre´ductible donc isomorphe a` ρˇ|.|
−x
F × π. De proche en proche, on montre
alors que l’on a une inclusion
< e, f >ρ ×π →֒ ρˇ|.|
−f
F × · · · ρˇ|.|
−x+1
F × < e, x >ρ ×π
→֒ ρˇ|.|−fF × · · · × ρˇ|.|
−e
F × π.
Et cela donne l’irre´ductibilite´ annonce´e dans l’e´nonce´ d’apre`s le lemme 2.5.
On enle`ve l’hypothe`se que π est une se´rie discre`te. S’il n’en est pas ainsi, π est une
sous-repre´sentation d’une induite de la forme < (a − 1)/2,−(a − 1)/2 >ρ′ ×π
′, ou` π′
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est une repre´sentation irre´ductible tempe´re´e. Il est imme´diat que (ρ, e, f) et Jord(π′) ne
sont pas lie´s car Jord(π′) est un sous-ensemble de Jord(π). De plus puisque (ρ, e, f) et
Jord(π) ne sont pas lie´s, on sait que si ρ ≃ ρ′, les segment [(a − 1)/2,−(a − 1)/2] et
[e, f ] ne sont pas lie´s. Il en est de meˆme si ρ ≃ ρˇ′ car si (ρ, a) ∈ Jord(π) alors (ρˇ, a)
aussi. Par syme´trie par rapport a` 0, les segments [(a − 1)/2,−(a − 1)/2] et [−f,−e]
ne sont lie´s que si les segments [(a − 1)/2,−(a − 1)/2] et [e, f ] sont lie´s. Ainsi l’induite
< e, f >ρ × < (a− 1)/2,−(a− 1)/2 >ρ′ est irre´ductible et il en est de meˆme de l’induite
< (a − 1)/2,−(a − 1)/2 >ρ′ × < −f,−e >ρˇ. On admet par re´currence, que l’induite
< e, f >ρ ×π
′ est irre´ductible donc isomorphe a` l’induite < −f,−d >ρˇ ×π
′ et on a alors
une se´rie d’isomorphismes :
< e, f >ρ ×π →֒< e, f >ρ × < (a− 1)/2,−(a− 1)/2 >ρ′ ×π
′
≃< (a− 1)/2,−(a− 1)/2 >ρ′ × < e, f >ρ ×π
′
≃< (a− 1)/2,−(a− 1)/2 >ρ′ × < −f,−e >ρˇ ×π
′
≃< −f,−e >ρˇ × < (a− 1)/2,−(a− 1)/2 >ρ′ ×π
′.
Et l’irre´ductibilite´ annonce´e re´sulte du lemme 2.5.
Le cas restant est plus de´licat. On suppose donc que ρ ≃ ρˇ et que 0 ∈ [e, f ], c’est-a`-
dire que e et f sont des entiers tels que e ≥ 0 ≥ f . Pour e´viter les confusions de signes,
on pose f+ = −f ≥ 0.
On traite d’abord le cas ou` π est une se´rie discre`te strictement positive. Soit σ un
sous-quotient irre´ductible de l’induite < e, f >ρ ×π. On va montrer que soit σ est une
repre´sentation tempe´re´e, soit σ est le quotient de Langlands de l’induite < e, f >ρ ×π.





F )× πcusp, (1)
ou` πcusp est irre´ductible et cuspidale et, pour tout i = 1, ..., v
′, ρ′i est une repre´sentation
irre´ductible cuspidale et unitaire d’un groupe line´aire et s′i ∈ R. Les termes constants
cuspidaux de toute l’induite sont indexe´s par le choix d’un entier x ∈ [e + 1,−f+] et













Un tel terme ve´rifie la condition de positivite´ des repre´sentations tempe´re´es si x ≤ f++1.
Le point est donc de de´montrer que si σ contient un terme comme ci-dessus avec x >
f+ + 1 alors σ est le quotient de Langlands de l’induite < e,−f+ >ρ ×π.
On fixe donc σ et un terme comme ci-dessus avec x > f+ + 1. On utilise le fait
que pour tout i = 1, ..., v, si ρi ≃ ρ alors si est un demi-entier non entier : (ρ, 2si + 1)
doit avoir bonne parite´, or e est entier et (ρ, 2e + 1) n’a pas bonne parite´. Donc pour
tout entier y ∈ [e,−f+] ∪ [f+,−e] et pour tout i = 1, ..., v, l’induite ρ|.|yF × ρi|.|
si
F est
irre´ductible. On peut donc commuter ces facteurs. De meˆme pour tout y ∈ [e, x] et tout
y′ ∈ [f+,−x[ l’induite ρ|.|yF ×ρ|.|
y′
F est irre´ductible car y−y
′ ≥ x−f+ > 1. On peut donc
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Pour tout y ∈ [e, x[, ρ|.|yF × πcusp est irre´ductible (proposition 2.8) et donc isomorphe a`













Et σ est le quotient de Langlands de l’induite comme annonce´, cf. lemme 2.5. Ainsi
< e, f >ρ ×π a un seul sous-quotient irre´ductible qui n’est pas tempe´re´, c’est le sous-
quotient de Langlands. Mais une telle induite ne peut avoir de sous-quotient irre´ductible
qui sont des repre´sentations tempe´re´es car son support cuspidal e´tendu est l’union de
celui de π avec les 2 segments [e,−e] ∪ [f+,−f+] base´s sur ρ. Ceci n’est pas le support
cuspidal e´tendu d’une repre´sentation tempe´re´e car (ρ, 2e + 1) n’a pas bonne parite´, ni
d’ailleurs (ρ, 2f+ + 1), et que e 6= f+ par hypothe`se. D’ou` l’irre´ductibilite´.
On conside`re maintenant une repre´sentation irre´ductible tempe´re´e π quelconque et
on prouve l’irre´ductibilite´ par re´currence. Si π n’est pas une se´rie discre`te strictement
positive, alors, comme on l’a dit en 2.8, il existe une repre´sentation cuspidale ρ′ (unitaire
irre´ductible), un segment [e′,−f ′] de demi-entiers avec e′, f ′ ≥ 0, et une repre´sentation
irre´ductible tempe´re´e π′ avec une inclusion :
π →֒< e′,−f ′ >ρ′ ×π
′.
De plus si ρ′ ≃ ρ soit (ρ, 2e′ + 1) et (ρ, 2f ′ + 1) sont de bonne parite´ ce qui entraˆıne
que e′ − e et f ′ + f sont des demi-entiers non entiers, soit (ρ, 2e′ + 1) et (ρ, 2f ′ + 1) ne
sont pas de bonne parite´ ce qui force e′ = f ′ et, par l’hypothe`se de non liaison, que les
segments [e, f ] et [e′,−f ′] ne sont pas lie´s. Ainsi l’induite < e, f >ρ × < e
′,−f ′ >ρ′ est
irre´ductible. On ve´rifie de la meˆme fac¸on que l’induite et < e′,−f ′ >ρ′ × < −f,−e >ρ
est irre´ductible. On a donc :
< e, f >ρ ×π →֒< e, f >ρ × < e
′,−f ′ >ρ′ ×π
′ ≃
< e,−f ′ >ρ′ × < e, f >ρ ×π
′.
On sait d’apre`s le lemme 2.4 que Jord(π) = Jord(π′)∪{(ρ, 2e′+1), (ρ, 2f ′+1)} et ainsi
(ρ, e, f) n’est pas lie´ a` Jord(π′). Par l’hypothe`se de re´currence < e, f >ρ ×π
′ est donc
aussi irre´ductible et on a encore une inclusion
< e, f >ρ ×π →֒< e
′,−f ′ >ρ′ × < −f,−e >ρ ×π
′
≃< −f,−e >ρ × < d
′,−f ′ >ρ′ ×π
′.
Avec le lemme 2.5, cette inclusion montre l’irre´ductibilite´ de l’induite < e, f >ρ ×π. Cela
termine la preuve. 
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2.12 Un second re´sultat d’irre´ductibilite´
Proposition. Soient (ρ, e, f) comme en 2.10 et π une repre´sentation irre´ductible tempe´re´e
deG(F ). On suppose que (ρ, e, f) et Jord(π) ne sont pas lie´s. Alors l’induite < e, f >ρ ×π
est irre´ductible.
Preuve. En tenant compte du lemme pre´ce´dent, il nous reste a` voir le cas ou` e est demi-
entier et (ρ, 2|e|+1) est de bonne parite´. On peut encore supposer e+f > 0. L’hypothe`se
de non liaison assure alors que f > 1/2 et que pour tout x ∈ [e, f ], ρ|.|xF /∈ RP (π). En
particulier, pour un tel x, on sait que ρ|.|xF × π est irre´ductible (proposition 2.8), donc
isomorphe a` ρ|.|−xF × π. De plus pour tous y, y
′ ∈ [d, f ], y + y′ ≥ 2f > 1 et les induites
ρ|.|yF × ρ|.|
−y′
F sont donc aussi irre´ductibles. On a donc un isomorphisme :
(×x∈[e,f ]ρ|.|
x




< e, f >ρ ×π →֒ (×x∈[e,f ]ρ|.|
x
F )× π ≃ (×x∈[−f,−e]ρ|.|
x
F )× π.
Et on conclut, avec le lemme 2.5, a` l’irre´ductibilite´ de l’induite. 
2.13 Crite`re d’irre´ductibilite´
Ge´ne´ralisons la notion de liaison. Soit k ∈ N et pour tout i = 1, ..., k soit (ρi, ei, fi)
un triplet forme´ d’une repre´sentation irre´ductible ρi cuspidale et unitaire d’un groupe
line´aire et d’un segment [ei, fi] de nombres re´els. Soit aussi π une repre´sentation irre´ductible
tempe´re´e de G(F ). On dit que {(ρi, ei, fi)i=1,...,k} et Jord(π) ne sont pas lie´s si pour tout
i = 1, ..., k, (ρi, ei, fi) et Jord(π) ne sont pas lie´s et si, pour tout j = 1, ..., k, j 6= i, les
induites < ei, fi >ρi × < ej, fj >ρj et < ei, fi >ρi × < −fj ,−ej >ρˇj sont irre´ductibles.
The´ore`me. Soient {(ρi, ei, fi)i=1,...,k} comme ci-dessus et π une repre´sentation irre´ductible
tempe´re´e de G(F ). On suppose que pour tout i = 1, ..., k, ei + fi 6= 0.
(i) On suppose que G est quasi-de´ploye´ et que π a un mode`le de Whittaker. Alors
l’induite (×i=1,...,k < ei, fi >ρi) × π est irre´ductible seulement si {(ρi, ei, fi)i=1,...,k} et
Jord(π) ne sont pas lie´s.
(ii) On suppose que {(ρi, ei, fi)i=1,...,k} et Jord(π) ne sont pas lie´s. Alors l’induite
(×i=1,...,k < ei, fi >ρi)× π est irre´ductible.
En d’autres termes, la condition de non liaison est ne´cessaire et suffisante pour avoir
l’irre´ductibilite´ de l’induite si π a un mode`le de Whittaker et est seulement suffisante
sans cette hypothe`se de mode`le de Whittaker.
Preuve. Prouvons (i). On suppose que l’induite figurant dans cette assertion est
irre´ductible. Il faut certainement que pour tout i, j = 1, ..., k, i 6= j, les induites <
ei, fi >ρi × < ej , fj >ρj soient irre´ductibles. Pour un choix de j = 1, ..., k, l’irre´ductibilite´
de l’induite de l’assertion est aussi e´quivalente a` l’irre´ductibilite´ de la meˆme induite
mais ou` on remplace < ej , fj >ρj par sa contragre´diente < −fj ,−ej >ρˇj ; on doit donc
avoir aussi l’irre´ductibilite´ pour tout i, j = 1, ..., k, i 6= j, des induites < ei, fi >ρi
× < −fj ,−ej >ρˇj . De plus pour tout i = 1, ..., k, l’induite < ei, fi >ρi ×π doit aussi
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eˆtre irre´ductible et donc, d’apre`s la proposition 2.10, (ρi, ei, fi) et Jord(π) ne sont pas
lie´s. Cela montre que les conditions de non liaison sont bien ne´cessaires pour avoir
l’irre´ductibilite´ quand π a un mode`le de Whittaker.
Prouvons (ii). On suppose que, pour tout i = 1, ..., k, ei + fi > 0, sinon on remplace
< ei, fi >ρi par < −fi,−ei >ρˇi.
En permutant, comme on en a le droit, on suppose aussi que e1 + f1 ≥ · · · ≥ ek + fk.
Avec ces choix, l’induite
(×i=1,...,k < ei, fi >ρi)× π (1)
a un unique quotient irre´ductible, σ. De plus σ intervient avec multiplicite´ 1 comme
sous-quotient irre´ductible et l’induite
(×i=1,...,k < −fi,−ei >ρˇi)× π ≃ (×i=k,...,1 < −fi,−ei >ρˇi)× π (2)
a un unique sous-module irre´ductible et il est isomorphe a` σ. Pour de´montrer l’irre´ductibilite´
de l’induite (1), il suffit donc de montrer que (1) est un sous-module de (2) et on va meˆme
ve´rifier que (1) et (2) sont isomorphes. On a les isomorphismes
(×i=1,...,k < ei, fi >ρi)× π ≃ (×i=1,...,k−1 < ei, fi >ρi)× < −fk,−ek >ρˇk ×π
≃< −fk,−ek >ρˇk ×(×i=1,...,k−1 < ei, fi >ρi)× π.
Et de proche en proche on construit donc un isomorphisme de (1) et (2). Ceci termine
la preuve. 
2.14 Irre´ductibilite´ et L-paquets ge´ne´riques
SoitG la forme inte´rieure quasi-de´ploye´e deG. Pour un L-paquet Π de repre´sentations
tempe´re´es de G(F ), on note Π le L-paquet de repre´sentations tempe´re´es de G(F ) qui
correspond a` Π, autrement dit dont le parame`tre de Langlands est le meˆme que celui de Π.
On a Jord(Π) = Jord(Π). Dans l’e´nonce´ ci-dessous, l’induite de´signe une repre´sentation
de G(F ) ou de G(F ) selon que π appartient a` Π ou a` Π.
Corollaire. Soit k ∈ N. Pour tout i = 1, ..., k, soit σi une repre´sentation irre´ductible
d’un groupe line´aire, unitaire et de la se´rie discre`te, et soit si un nombre re´el non nul.




est irre´ductible pour tout π ∈ Π⊔Π si et seulement s’il existe une repre´sentation π0 ∈ Π
ayant un mode`le de Whittaker et tel que l’induite pre´ce´dente soit irre´ductible pour
π = π0.
Preuve. Il est e´vident que si l’induite de l’e´nonce´ est irre´ductible pour tout π ∈ Π⊔Π,
elle l’est en particulier pour π = π0 ayant un mode`le de Whittaker. Re´ciproquement on
suppose que cette induite est irre´ductible pour une repre´sentation π = π0 ayant un
mode`le de Whittaker. On e´crit, pour tout i = 1, ..., k, σi|.|
si
F sour la forme < ei, fi >ρi
et on a si = ei + fi 6= 0. Le (i) du the´ore`me pre´ce´dent dit que les {(ρi, ei, fi)i=1,...,k}
et Jord(Π) ne sont pas lie´s. Le (ii) du meˆme the´ore`me donne alors l’irre´ductibilite´ de
l’induite pour tout π ∈ Π ⊔ Π. Cela termine la preuve. 
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2.15 Le cas des groupes spe´ciaux orthogonaux pairs
On suppose que G est spe´cial orthogonal pair. La principale diffe´rence avec les cas
symplectique et spe´cial orthogonal impair est que notre notation simplifie´e σ1×...×σm×π
pour les induites est trop impre´cise car d’une part, il peut y avoir deux sous-groupes
paraboliques non conjugue´s de meˆme Le´vi GL(d1) × ... × GL(dt) × G
′, d’autre part,
l’identification du groupe central G′ n’est canonique qu’a` conjugaison pre`s par un e´le´ment
du groupe orthogonal tout entier (ce qui fait que selon l’identification choisie, π est
remplace´ par πw). On peut reme´dier a` cela de la fac¸on suivante. Fixons une de´composition
V = Fv1 ⊕ ...⊕ Fvt ⊕ Van ⊕ Fv−t ⊕ ...⊕ Fv−1
de sorte que
• les vecteurs vi sont isotropes et q(vi, v−i) = 1 pour i = ±1, ...,±t ;
• les espaces Fv1 ⊕ Fv−1,..., Fvt ⊕ Fv−t et Van sont deux a` deux orthogonaux ;
• la restriction de q a` Van est anisotrope.
Appelons famille parabolique une famille (Ij)j=1,...,m ve´rifiant les conditions suivantes :
• chaque Ij est un sous-ensemble non vide de {±1, ...,±t} ;
• en posant Iˇj = {−i; i ∈ Ij}, les ensembles I1,...,Im, Iˇ1,...,Iˇm sont deux a` deux
disjoints.
Pour une telle famille et pour j = 1, ..., t, notons Xj le sous-espace de V engendre´
par les vecteurs vi pour i ∈ ∪k=1,...,jIk. Notons PI1,...,Im le sous-groupe parabolique de G
forme´ des e´le´ments qui conservent le drapeau de sous-espaces
X1 ⊂ X2 ⊂ ... ⊂ Xm.
La composante de Le´vi de PI1,...,Im s’identifie a` GL(d1)× ...×GLdm ×G
′ ou`, pour tout
j, dj est le nombre d’e´le´ments de Ij et G
′ est le groupe spe´cial orthogonal du sous-
espace de V engendre´ par Van et les vi pour i 6∈
⋃
j=1,....,m(Ij ∪ Iˇj). Cette identification
est canonique (a` automorphismes inte´rieurs pre`s pour les blocs GL(dj), mais cela n’a
pas d’importance). Supposons d’abord Van 6= {0}. Alors l’application qui, a` une famille
parabolique (Ij)j=1,...,m, associe PI1,...,Im est injective. La classe de conjugaison de ce
parabolique est de´termine´e par la suite d’entiers d1, ..., dm. Supposons maintenant Van =
{0}. L’application n’est plus injective. Le de´faut d’injectivite´ est le suivant. Conside´rons




(Ij ∪ Iˇj)) = {±1, ...,±t} \ {i0,−i0}.
On peut comple´ter cette famille en deux autres, en lui ajoutant un e´le´ment Im+1 e´gal
soit a` {i0}, soit a` {−i0}. On a
PI1,...,Im = PI1,...,Im,{i0} = PI1,...,Im,{−i0}.
Remarquons que les Le´vi de ces paraboliques ne sont pas exactement les meˆmes. Le
premier a un bloc central G′ qui est un groupe SO(2) de´ploye´, les deux autres n’ont pas
de bloc central, mais ont un facteur GL(1) supple´mentaire. Cela correspond aux deux
identifications possibles de SO(2) de´ploye´ avec GL(1). Par ailleurs, la suite d1, ..., dm ne
de´termine plus toujours la classe de conjugaison du parabolique.
Dans les constructions des paragraphes pre´ce´dents, il convient maintenant, a` chaque
fois que l’on se donne une induite σ1 × ... × σm × π, de fixer auparavant une famille
38
parabolique (Ij)j=1,...,m et de pre´ciser que l’induite est Ind
G
PI1,...,Im
(σ1 ⊗ ...⊗ σm ⊗ π). Au
cours d’une de´monstration, la famille parabolique peut changer. Par exemple, dans le
cas ou` m = 2, dire que l’on peut permuter σ1 et σ2 signifie que l’on a
IndGPI1,I2
(σ1 ⊗ σ2 ⊗ π) = Ind
G
PI2,I1
(σ2 ⊗ σ1 ⊗ π).
De meˆme, quand IndGPI1
(σ ⊗ π) admet un quotient de Langlands, celui-ci est une sous-
repre´sentation de IndGPIˇ1
(σˇ ⊗ π).
Comme on le voit, le groupe SO(2) de´ploye´ peut intervenir dans nos raisonnements.
Il convient de conside´rer que, pour ce groupe, aucune repre´sentation n’est de la se´rie
discre`te, a fortiori aucune n’est cuspidale. Les repre´sentations tempe´re´es π sont les ca-
racte`res unitaires. Pour une telle repre´sentation, on a Jord(π) = {ρ, ρ−1}, ou` ρ est un
caracte`re unitaire de GL(1, F ). L’e´le´ment ρ a bonne parite´ si et seulement si ρ = ρ−1,
c’est-a`-dire ρ est un caracte`re quadratique.
Certains raisonnements utilisent la caracte´risation des repre´sentations tempe´re´es par
la positivite´ de leurs exposants cuspidaux. La notion de positivite´ est a priori diffe´rente
pour un groupe spe´cial orthogonal pair de ce qu’elle est pour un groupe symplectique ou
spe´cial orthogonal impair. Par exemple, pour un exposant cuspidal (b1, ..., bt) relatif a` un
sous-groupe parabolique minimal, la condition de positivite´ s’exprime par les ine´galite´s
b1 ≥ 0, b1 + b2 ≥ 0, ..., b1 + ...+ bt ≥ 0 (1)
dans les cas symplectique ou spe´cial orthogonal impair, tandis qu’il faut ajouter la condi-
tion
b1 + ...+ bt−1 − bt ≥ 0 (2)
dans le cas spe´cial orthogonal pair. Mais l’utilisation des familles paraboliques ci-dessus
e´limine cette diffe´rence. En effet, posons Ij = {j} pour tout j = 1, ..., t. Si (b1, ..., bt) est
un exposant relatif au parabolique PI1,...,It, alors (b1, ..., bt−1,−bt) est un exposant relatif
a` PI1,...,It−1,Iˇt. Si on impose les conditions (1) pour chacune des familles paraboliques, la
condition (2) en re´sulte.
Dans certains raisonnements, par exemple la preuve du lemme 2.6, il convient de
remplacer les paquets Π par les paquets plus grossiers Π¯ de´finis en 2.1. Enfin, la premie`re
proprie´te´ de 2.7 n’est plus vraie. Il peut y avoir deux repre´sentations π1 et π2 de G(F )
ayant un mode`le de Whittaker d’un type fixe´ et ve´rifiant Jord(π1) = Jord(π2). Mais
alors π2 = π
w
1 et cette unicite´ a` conjugaison pre`s par le groupe orthogonal tout entier
suffit pour assurer la validite´ de nos raisonnements.
Avec ces adaptations, on ve´rifie que les re´sultats des paragraphes pre´ce´dents et leurs
preuves restent valables.
Remarque. On a pre´sente´ en 2.1 et admis la forme fine des conjectures. On peut se
contenter d’un forme un peu plus faible ou` l’on ne parame`tre plus que les paquets Π¯, cf.
[W1] 4.4 pour des e´nonce´s pre´cis. Nos raisonnements restent valables. L’inte´reˆt de cette
forme plus faible des conjectures est qu’elle est un re´sultat annonce´ par Arthur, ainsi
qu’on l’a dit dans l’introduction.
3 Preuve du the´ore`me
Soient G et G′ comme dans l’introduction. Rappelons le the´ore`me principal que nous
allons maintenant de´montrer.
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The´ore`me. Soient ϕ ∈ Φ(G) et ϕ′ ∈ Φ(G′). On suppose ϕ et ϕ′ ge´ne´riques. Alors :
(i) toutes les repre´sentations induites dont les e´le´ments de ΠG(ϕ) et de ΠG
′
(ϕ′) sont
les quotients de Langlands sont irre´ductibles ;
(ii) si E(ϕ, ϕ′) = −µ(G,G′), on a m(σ, σ′) = 0 pour tous σ ∈ ΠG(ϕ), σ′ ∈ ΠG
′
(ϕ′) ;
(iii) si E(ϕ, ϕ′) = µ(G,G′), on a
m(σ(ϕ, ǫ), σ′(ϕ′, ǫ′)) = 1
et m(σ, σ′) = 0 pour tous σ ∈ ΠG(ϕ), σ′ ∈ ΠG
′
(ϕ′) tels que (σ, σ′) 6= (σ(ϕ, ǫ), σ′(ϕ′, ǫ′)).
Preuve. Introduisons la forme quasi-de´ploye´e G de G. Il y a un Le´vi
L = GL(d1)× ...×GL(dm)×G0
de G, des repre´sentations irre´ductibles tempe´re´es σj de GL(dj , F ) et des re´els bj pour
j = 1, ..., m, et un parame`tre de Langlands tempe´re´ ϕ0 ∈ Φ(G0) de sorte que la suite
(b1, ..., bm) soit strictement positive relativement a` un sous-groupe parabolique de com-
posante de Le´vi L et que ΠG(ϕ) soit l’ensemble des quotients de Langlands des induites
σ1|.|
b1
F × ...× σm|.|
bm
F × π0 (1)
pour π0 ∈ Π
G0(ϕ0).
Remarque. Ici, on peut supposer et on suppose que groupe G0 n’est pas un groupe
SO(2) de´ploye´ : on peut remplacer un tel groupe par un facteur GL(1).
Si L ne correspond a` aucun Le´vi de G (cela se produit quand G0 = {1} et G n’est
pas quasi-de´ploye´), le paquet ΠG(ϕ) est vide. Sinon, L correspond a` un Le´vi
L = GL(d1)× ...×GL(dm)×G0
de G et ΠG(ϕ) est forme´ des quotients de Langlands des induites (1) pour π0 ∈ Π
G0(ϕ0).
Par hypothe`se, il existe π ∈ ΠG(ϕ) qui admet un mode`le de Whittaker d’un cer-
tain type. C’est le quotient de Langlands de l’induite (1) pour une repre´sentation π0 ∈
ΠG0(ϕ0) qui admet elle-aussi un mode`le de Whittaker. D’apre`s [Mu] thorme 1.1, le quo-
tient de Langlands de l’induite admet un mode`le de Whittaker si et seulement si l’induite
est irre´ductible. Donc cette induite est irre´ductible. En appliquant le corollaire 2.14 au
paquet ΠG0(ϕ0) et, quand il existe, au paquet Π
G0(ϕ0), on voit que toutes les induites
(1) sont irre´ductibles pour π0 ∈ Π
G0(ϕ0) ou π0 ∈ Π
G0(ϕ0). Cela de´montre l’assertion
concernant ΠG(ϕ) du (i) du the´ore`me.
La meˆme chose vaut du coˆte´ de G′. On introduit les objets similaires, auquels on
ajoute des ′. L’assertion concernant ΠG
′
(ϕ′) du (i) du the´ore`me s’obtient comme ci-
dessus. Supposons E(ϕ, ϕ′) = −µ(G,G′). Si l’un des paquets ΠG(ϕ) ou ΠG
′
(ϕ′) est vide,
l’assertion (ii) l’est aussi. Supposons ces deux paquets non vides, a fortiori, les Le´vi L
et L′ existent. Soient ǫ ∈ EG(ϕ) et ǫ′ ∈ EG
′
(ϕ′). Alors σ(ϕ, ǫ) est l’induite (1) pour
π0 = σ(ϕ0, ǫ). On a une assertion analogue pour σ
′(ϕ′, ǫ′). D’apre`s la proposition 1.3, on
a
m(σ(ϕ, ǫ), σ′(ϕ′, ǫ′)) = m(σ(ϕ0, ǫ), σ
′(ϕ′0, ǫ
′)). (2)
On a E(ϕ, ϕ′) = E(ϕ0, ϕ
′
0) et µ(G,G
′) = µ(G0, G
′
0), donc E(ϕ0, ϕ
′
0) = −µ(G0, G
′
0).
D’apre`s [W1] the´ore`me 4.9, on a m(σ(ϕ0, ǫ), σ
′(ϕ′0, ǫ
′)) = 0, d’ou` l’e´galite´ cherche´e
m(σ(ϕ, ǫ), σ′(ϕ′, ǫ′)) = 0.
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Supposons maintenant E(ϕ, ϕ′) = µ(G,G′). Montrons qu’alors, les Le´vi L et L′
existent bel et bien. Si ce n’est pas le cas, l’un des groupes G0 ou G
′
0 est re´duit a`
{1}. Le parame`tre ϕ0 ou ϕ
′
0 correspondant est vide et on a E(ϕ, ϕ
′) = E(ϕ0, ϕ
′
0) = 1.
Alors µ(G,G′) = 1 et les deux groupes G et G′ sont quasi-de´ploye´s. Donc les Le´vi L et L′
existent, contrairement a` l’hypothe`se. De plus, l’hypothe`se E(ϕ, ϕ′) = µ(G,G′) entraˆıne
que le couple (ǫ, ǫ′) parame`tre un e´le´ment du produit ΠG(ϕ)×ΠG
′
(ϕ′). Ces paquets sont
donc non vides. La preuve du (iii) du the´ore`me est alors la meˆme que celle de (ii) : pour
ǫ ∈ EG(ϕ) et ǫ′ ∈ EG
′
(ϕ′), on a l’e´galite´ (2) ; en appliquant le the´ore`me 4.9 de [W1] au
membre de droite de cette e´galite´, on obtient l’assertion cherche´e. 
Remarque. Supposons que F soit le comple´te´ d’un corps de nombres k en une place
v de ce corps et que G soit la composante en cette place v d’un groupe spe´cial orthogonal
G de´fini sur k. Notons A l’anneau des ade`les de k. Conside´rons une repre´sentation au-
tomorphe irre´ductible π de G(A) intervenant dans le spectre discret. Conjecturalement,
il lui correspond une famille (πi)i=1,...,k de repre´sentations automorphes irre´ductibles de
groupes line´aires intervenant dans le spectre discret. En notant di l’entier tel que πi
soit une repre´sentation automorphe de GL(di,A), on a dˆG =
∑
i=1,...,k di. Ce re´sultat
conjectural est annonce´ par Arthur, sous les meˆmes re´serves que dans le cas local, cf.
l’introduction. Supposons que toutes les πi soient cuspidales. Notons π = πv la compo-
sante de π en la place v. Alors π appartient a` un paquet Π auquel on peut appliquer
nos re´sultats, c’est-a`-dire que c’est un paquet ge´ne´rique. Cela re´sulte de [M3] proposition
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