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ABSTRACT
Recent successes in training word embeddings for NLP tasks have
encouraged awave of research on representation learning for source
code, which builds on similar NLP methods. The overall objective
is then to produce code embeddings that capture the maximum
of program semantics. State-of-the-art approaches invariably rely
on a syntactic representation (i.e., raw lexical tokens, abstract syn-
tax trees, or intermediate representation tokens) to generate em-
beddings, which are criticized in the literature as non-robust or
non-generalizable. In this work, we investigate a novel embedding
approach based on the intuition that source code has visual pat-
terns of semantics. We further use these patterns to address the
outstanding challenge of identifying semantic code clones. We pro-
pose the WySiWiM (“What You See Is What It Means”) approach
where visual representations of source code are fed into powerful
pre-trained image classification neural networks from the field of
computer vision to benefit from the practical advantages of transfer
learning. We evaluate the proposed embedding approach on two
variations of the task of semantic code clone identification: code
clone detection (a binary classification problem), and code classifi-
cation (a multi-classification problem). We show with experiments
on the BigCloneBench (Java) and Open Judge (C) datasets that al-
though simple, ourWySiWiM approach performs as effectively as
state of the art approaches such as ASTNN or TBCNN. We further
explore the influence of different steps in our approach, such as
the choice of visual representations or the classification algorithm,
to eventually discuss the promises and limitations of this research
direction.
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1 INTRODUCTION
Semantic code clone identification is a long-standing challenge in
software engineering [31]. It has applications in diverse automation
tasks, including bug and vulnerability detection, program repair
and synthesis, etc. Until recently, semantic clones were reliably
identified using dynamic approaches, such as DyCLINK [41], which
compare execution traces to decide whether two code fragments
behave similarly. Unfortunately, such approaches typically require
high-coverage testing to guarantee accuracy. In consequence, they
do not effectively scale, and are not usually practical since they
require complete and executable code as input. Recent advances
in neural networks have provided a new play field for researching
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static approaches that attempt to learn semantic representations of
code via source code embeddings.
Semantic representation learning of source code has attracted
significant attention in the research community in the last couple
of years [2, 3, 10, 23, 25, 28, 44–47]. Traditionally, the literature
proposes approaches that process code directly or use a syntactic
tree representation, where code is treated as sentences. Then, spe-
cific approaches inspired by techniques from the Natural Language
Processing (NLP) field are used to yield embeddings of these “sen-
tences”. Various works in this realm face robustness issues [9] since
simplification of Abstract Syntax Trees (AST), to cope with imple-
mentation constraints, weaken the capability of neural network
models to capture real and complex semantics [48]. To address these
limitations, the state-of-the-art ASTNN [47] approach proposes to
split each large AST into a sequence of small statement trees, and
recursively encodes the statement trees to vectors by capturing
the lexical and syntactical knowledge of statements. Although this
approach shows promising results on benchmark samples, its re-
liance on lexical similarity eventually poses two challenges: (1) the
model must be regularly trained on new datasets to allow the inner
word2vec [33] model to capture new vocabulary; (2) the model
could be misled by relying on lexical tokens, given that two dif-
ferent library methods with the same names may have different
semantics implemented outside the code fragment.
In this paper we propose to investigate another representation
learning direction for capturing semantics. In contrast to recent
works which all focus on lexical and syntactical information to
capture semantics, the intuition behind our approach is to mimic
the way a human would instantly perceive code. The data is re-
ceived through visual perception and forms an image in the head
of the programmer. This image is then analyzed for structures the
programmer has seen before, by applying his experience. From
those recognized structures, the programmer may identify patterns
of functionality implementations, which would help him to rapidly
infer the semantics of the code fragment, leading to a general un-
derstanding of the code. We apply the same methodology to design
theWySiWiM (“What You See Is What It Means”) approach: instead
of directly training a complex and opaque semantic representation
or embeddings based on syntactical information in source code,
we simply render source code into a visual representation that is
natural to code. This step is supposed to model the human visual
perception. After the visualization process, WySiWiM performs
two different procedures. First, the visual structures of the code
are extracted. To that end, a pre-trained image classification neural
network, i.e., a neural network that has been trained on other image
classification datasets1 is used to yield a vector of internal features
which represent structural information of the input image (i.e., of
1The technique of "extracting" knowledge from other datasets is refer to the literature
as transfer learning
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the code). Optionally, the pre-trained network can be re-trained by
adding samples of images representing code. Second, the feature
vectors are used for learning to discriminate between samples im-
plementing different semantics, just as a human developer would
do. Eventually, we expect to leverage the produced classifiers for
code classification (i.e., given a code fragment, predict its function-
ality label) and clone detection (i.e., given a pair of code fragments,
decide whether they are semantic clones).
Our main contributions are as follows:
• We propose a novel approach to semantic representation
learning of code based on visual representations of code frag-
ments. The WySiWiM approach is intuitively simple, and
it builds on transfer learning to efficiently produce embed-
dings by exploiting powerful pre-trained image classification
models from the field of computer vision.
• Weapply the visual representation embeddings ofWySiWiM
to variant tasks of semantic code clone identification. Experi-
mental validations against the BCB andOJ datasets show that
WySiWiM is capable of keeping up with the state-of-the-art
while providing significant potential for improvement.
• Finally, we provide an analysis of the influence of some im-
plementation choices. Notably, we discuss the possibilities of
visual representations of code and the challenges associated
to duplicates in the clone benchmarks as part of threats to
validity.
2 BACKGROUND & RELATEDWORK
Weprovide in this section an overview of relatedwork after defining
essential concepts to facilitate the readers understanding of the
WySiWiM approach description.
2.1 Definitions
2.1.1 Code clone concepts. We use the following clone-related
definitions for our approach in Section 3.
• Code Fragment: Also referred to as code snippet, it is a piece
of software. Formally, a code fragment is a contiguous set of code
lines, which represents the input unit for clone identification. In
practice, a code fragment can be a small set of instructions, a
whole code block, a whole method or even a whole class.
• (Code) Clone Pair: It is a pair of code fragments that are syn-
tactically or semantically similar to each other.
• Clone Class: This refers to a set of code fragments where any
pairwise combination of code fragments is a clone pair.
• Syntactic clone pair: It is a clone pair where the code fragments
were deemed similar according to a specific syntactic similarity
measure.
• Semantic clone pair: It is a clone pair where the code frag-
ments implement the same functionality, respectively the same
behaviour or “semantics”.
• Candidate pair: It refers to a pair of code fragments that may
or may not constitute a clone pair. We use this terminology when
we do not want to distinguish, or do not yet know, whether or
not a pair of code fragments represents a clone pair.
We also recall for the reader the following well-accepted defini-
tions of clone types [8, 39, 42]
• Type-1: Identical code fragments, except for differences in white-
space, layout, and comments.
• Type-2: Identical code fragments, except for differences in iden-
tifier names and literal values, in addition to Type-1 clone differ-
ences. They are also called parameterized or renamed clones.
• Type-3: Syntactically similar code fragments that differ at the
statement level. The fragments have statements added, modified
and/or removed with respect to each other, in addition to Type-
1 and Type-2 clone differences. They are also called gapped or
near-miss clones.
• Type-4: Syntactically dissimilar code fragments that implement
the same functionality. They are also known as functional or
semantic clones. In practice, Type-4 clones are often identified as
Type-3 clones with an upper-bound threshold on the syntactic
similarity with respect to a specific similarity measure. It should
be noted that Type-1 to Type-4 clones are generally considered
mutually exclusive.
⇒Semantic/functional clones are the primary target in this work.
2.1.2 Machine learning concepts. Since Section 3 develops a ma-
chine learning approach, we recall for the reader important concepts
that we leverage. However, the inner details of these concepts are
strictly out of the scope of this work.
Image Classification: Image classification is a well-studied prob-
lem in computer vision with several applications such as facial
recognition in smart houses, object recognition for self-driving
cars, or disease diagnostic in healthcare. The typical task consists
in training a model to classify an image into a single or multiple
predefined categories [20, 30]. Recent advances in deep neural net-
works have led to significant breakthroughs in image classification,
where computers manage to match human-level accuracy under
some conditions [16]. Convolutional Neural Networks (CNNs) is
the most popular neural network model being used to address the
image classification problem. The general idea behind CNNs is that
a local understanding of an image is good enough. A convolution
is then a weighted sum of the pixel values of the image, as a sliding
window is moved across the whole image. Eventually, the CNNs
extract low, middle and high-level features and classifiers in an
end-to-end multi-layer fashion, and the number of stacked layers
can enrich the “levels” of features. Simply explained, those image
classification neural networks learn to recognize visual features
from the images, such as structures and colorings.
However, CNNs have been shown to present a degradation prob-
lem when the deeper network starts to converge: with the network
depth increasing, accuracy gets saturated and then degrades rapidly.
Residual networks [16] (ResNets) have then been proposed to over-
come this problem by explicitly letting deeper stacked layers to fit
a residual mapping (instead of an underlying mapping as in CNNs).
In this work, we will build on these tried and true models from the
literature.
Transfer Learning: Transfer learning is a technique in machine
learning which consists of transferring knowledge from a specific
domain to another one. To give a real-world example to the concept,
we could imagine that learning to play the piano can help a human
to learn to play guitar later on. Even though the instruments are
very different, the notes and the rhythms are the same, hence we
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can transfer this knowledge from one task to the other and thus
reduce the effort to learn.
2.2 Related work
Our work is related to various research directions in the literature,
including code clone detection, computer vision, machine learning
and software engineering benchmarking.
2.2.1 Code clone identification. Although code clone identification
has been largely studied in the literature, relatively few techniques
have explicitly targeted semantically similar code fragments. Most
approaches indeed focus on textually, structurally or syntactically
similar code fragments. The state-of-the-art techniques on static
detection of code clones leverage various intermediate represen-
tations to compute code similarity. Token-based [6, 21, 27] repre-
sentations are used in approaches that target syntactic similarity.
AST-based [7, 17] representations are employed in approaches that
detect similar but potentially structurally different code fragments.
Finally, (program dependency) graph-based [23, 29] representa-
tions are used in detecting clones where statements may be inter-
twined with each other. Although similar code fragments identified
by all these approaches usually have similar behavior, such static
approaches still miss finding such fragments which have similar
behavior even if their code is dissimilar [19].
To find similarly behaving code fragments, researchers have
relied upon dynamic or concolic code similarity detection which
consists in identifying programs that yield similar outputs for the
same inputs [18, 22, 24, 26, 42]. Although these approaches can be
very effective in finding semantic code clones, dynamic execution
of code is not scalable and implies several limitations for practical
usage (e.g., the need of exhaustive test cases to ensure confidence
in behavioral equivalence).
Conceptually, the closest related work is by Ragkhitwetsagul et
al. [38] who developed a syntactic code clone detection approach
based on a visual representation of code. In order to visually repre-
sent the code, they pre-process the code by removing comments
and normalizing the code formatting. The code is then rendered
while applying a syntax highlighting, as done in an IDE, to create
the code image. This image is then post-processed by applying
various simple image transformations, such as blurring, to finally
measure the resulting image similarity. The decision of whether
or not two code snippets are clones is then based on the level of
image similarity between the visual layout. The scope of such an
approach is only limited to syntactic clones. Nevertheless, their
experiments also show that the visual representation-based method
can generally keep up with the state-of-the-art for syntactic clone
detection. Although our approach shares the core concept of visu-
alizing code, we have a different scope (semantic clones in our case)
and we additionally augment this visual representation through
transfer learning.
Recently, researchers have investigated leveraging advanced
natural language processing and deep learning techniques to stat-
ically detect harder-to-detect clones (i.e., type-4 clones). Kim et
al. [14] proposed the FaCoY code-to-code search engine where to-
kens from input code fragments are alternated by considering code
fragments from related stackoverflow posts. This enables the search
engine to identify syntactically dissimilar code fragments from the
search database. This work, however, is rather competitive to online
code search engines than code clone detectors. With their Oreo
framework, Saini et al. [40] have proposed to use a combination of
machine learning, information retrieval, and software metrics to
deal with all clone types. They build a specific deep neural network
with siamese architecture to address type-4 clones with relative
success.
2.2.2 Semantic representation learning. Deep learning advances
have been exploited for statically learning semantic representations
of code. A prominent work in this direction is the Tree-based convo-
lutional neural network (TBCNN) proposed by Mou et al. [35]. The
authors proposed an effective embedding method for programming
language processing, and introduced a large dataset of functional
clones which is necessary to train and evaluate the task of code
classification. More recently, Zhang et al. [47] set the new state-
of-the-art representation learning approach with ASTNN, which
was demonstrated to be more effective than TBCNN for code clone
identification tasks. ASTNN is a semantic embedding method which
splits a given code AST into a sequence of smaller statement sub-
trees and applies a word2vec [33, 34] embedding to those subtrees.
This way ASTNN manages to capture both the lexical and syntacti-
cal information within code fragments. We consider both ASTNN
and TBCNN as the state-of-the-art for semantic clone identification,
and thus they will be used as references for benchmarking our
WySiWiM approach.
2.2.3 ResNets. Deep Residual Networks [16] is undoubtedly today
one of the most regarded state-of-the-art techniques within the
field of computer vision. This neural network architecture allows
to create deeper neural networks for image classification while
reducing the network complexity in comparison to other deep
learning techniques. Experimental data confirmed that the strategy
is effective and may lead to human-level accuracy for the task of
image classification. Our approach builds on the success of these
networks.
2.2.4 Benchmarks. In the code clone identification literature, two
main benchmarks are widely used.
• BigCloneBench (BCB), released by Svajlenko et al. [43], is the first
big-data-curated benchmark of real clones and used to evaluate
modern tools of detecting code clones. It contains 8 million clone
pairs and is to the best of our knowledge the biggest publicly avail-
able Java code clone benchmarks. It was built by labeling pairs
of code fragments from the IJaDataset-2.0 [4]. BigCloneBench
maintainers have mined this dataset focusing on a specific set of
functionalities.
• OpenJudge (OJ), released by Mou et al. [35], is another public
dataset used to evaluate code-clone detection. It is mostly used in
the literature for evaluating program classification approaches,
although recent works [40, 47] have applied code clone detection
approaches to it. The dataset consists of solutions submitted by
students to 104 programming questions on OpenJudge2, written
in C. For each question, there are 500 corresponding solutions,
each of which is verified to be correct by OpenJudge and are thus
considered as clones.
2http://poj.openjudge.cn/
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3 WYSIWIM
In this section, we will overview the design of WySiWiM, providing
details on the considered visualizations and the learning models.
3.1 Approach overview
The core of the WySiWiM approach is about the production of
embeddings for a given code fragment. The idea is to take a code
fragment and produce a vector of real numbers so that we receive an
actionable representation of the embedded semantic information.
As illustrated in Figure 1, we consider a deep feature extractor
which works by producing embeddings for image renderings of
code fragments.
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Figure 1: Deep feature extraction (a.k.a, visualization-based
code embedding)
Building a deep feature extractor requires a training step based
on a large dataset of images. During such a training, the neural
networks learn suitable representations for the images within a fea-
ture space. Given that deep neural network architectures for image
classification are known to capture a large number of structural
features of images, we postulate that pre-trained models can be
explored in a transfer learning scenario (cf. Section 3.2). Transfer-
ring the knowledge, embedded in those pre-trained models, allows
us to extract visual features without the need of huge amounts of
task-specific data to train the feature extractor.
Once the feature extractor is obtained, one can feed code ren-
dered as images into it to collect the resulting feature vectors. Those
can further be used to train simple binary classifiers that learn to
apply the embedded semantic information. Simply put, the deep
neural network is used to preprocess images so that they can be
used to learn semantics by applying well-known classical machine
learning algorithms.
Clone identification tasks. In this work we apply the WySiWiM
approach of visualization-based code semantics learning to the
problem of clone identification, which is approached in two differ-
ent ways: as a classical code clone detection problem and as a code
classification problem.
⋆ In code classification, the goal is to predict the functionality im-
plemented by a code fragment. In practice, we must learn to map
the code fragment to one of a set of predefined semantic function-
ality labels (i.e. clone classes). It is thus a multi-class classification
problem that takes a single code fragment as input and outputs a
functionality label.
⋆ In clone detection, the goal is to directly decide if two code
fragments are clones. It is thus a binary classification problem that
takes a pair of code fragments as input and outputs a Yes/No label
on whether or not those fragments form a clone pair.
In principle, both tasks can be emulated by one another. On the
one hand, the code classification task could be emulated by finding
all clone pairs and building their transitive closure to generate the
semantic clone classes. On the other hand, the clone detection task,
could be emulated by directly comparing the code fragment labels.
We have nevertheless opted in this work to build two separate
workflows, both starting by first converting code fragments into
their visual representations.
⋆ For code classification, the collected code “images” and their as-
sociated functionality labels are used to fine-tune a pre-trained
image classification network. To that end, the size of the out-
put layer of the pre-trained image classification network must be
updated. Indeed the output layer nodes map to the classes that are
seen during training. With new datasets, new classes appear.
⋆ For clone detection, the collected code “images” are directly fed
into a pre-trained image classification network in order to
retrieve the corresponding embeddings (which are numerical
vectors representing the internal structural features within images).
Obtained feature vectors are then used for training and testing a
classical binary classifier.
3.2 Transfer learning from pre-trained models
In our approach, we transfer the embedded knowledge of the pre-
trained image classification neural networks to our clone identifica-
tion tasks (i.e., for both code classification and clone detection). The
knowledge that is transferred in our case is the ability to recognize
visual patterns and structures from images. Even though the data
that those networks are trained on belong technically to a differ-
ent domain, we expect that they still capture relevant structural
knowledge that can be reused to extract the structural information
from our specialized (code visualization) images. Thus, our hypoth-
esis here is that, through the transfer learning, we can leverage
powerful pre-trained networks which are able to effectively embed
meaningful syntactic as well as semantic structures [16].
ImageNet
http://www.image-net.org/
Neural Network with randomly
initialized weights
Neural Network trained on
ImageNet
New Data:
visual rendering of
code fragments
optional
fine-tuning
internal
visual features
Figure 2: Principle of transfer learning applied to build our
deep feature extractor for code
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Figure 3: Variations of visual representations of code
Image classification neural networks consist of a multitude of
convolutional layers that all learn different combinations and vari-
ations of the data contained in the previous layers. In addition, the
networks have an input layer which accepts the input data and a
fully connected output layer. This final layer is usually sized accord-
ing to the number of possible labels and is in charge of deciding a
label for the data coming from the previous layers. In our case, as de-
picted in Figure 2, we focus on retrieving the intermediate features
that are accessible in the penultimate layer. Actually, these features
could have been collected on any previous layers. For the sake of
prototyping speed, we immediately accessed the readily-available
features. Future work could investigate other layers.
It should be noted that transfer learning is gaining tractionwithin
the deep learning community, since several domains lack sufficient
data for training [36]. Therefore, a fundamental motivation in the
study of transfer learning is the fact that people can intelligently
apply knowledge learned previously to solve new problems faster
or with better solutions. For example, it has been shown possible to
use the knowledge about notes and rhythm, which were learned for
playing the piano, to learn guitar playing; applying the vocabulary
learned in French to infer English words as they share a certain
base; or in audio-visual correspondence tasks [5].
3.3 Visualization options
We explore inWySiWiM four variations of code visualizations in
order to assess the influence of the selected visual representation
on the performance of WySiWiM. We describe each visual repre-
sentation by explaining its principle, detailing its implementation
and arguing about its relevance.
• Plain Text: The first visual representation is straightforward.
It consists of simply rendering the textual representation of the
code as a black and white image without highlighting any language
construct. The rendering is implemented using the pillow3 Python
image drawing and manipulation library: source code text is ren-
dered as-is, i.e., with the indentations used by the developer, while
3https://pillow.readthedocs.io
applying a white background. Plain text, illustrated in Figure 3(a),
is considered as our baseline visual representation of code.
• Color Syntax Highlighting: A simple variation of the Plain
text visualization consists in rendering the code text while high-
lighting syntax with colors, similarly to what is done in program-
ming environments. This rendering approach is implemented by
first generating an html page to highlight the code using the google
code-prettify javascript library. The web page is then saved as
a PNG image using the imgkit4, a python wrapper for the Webkit
web browser engine. As illustrated in Figure 3(b), this visual rep-
resentation is expliciting code structures for human programmers.
Therefore, we expect that color-based syntax highlighting can be
relevant for semantic machine learning tasks.
• Geometric Syntax Highlighting: In the previous visualization
option, emphasis is put on color. Yet, image classification neural
networks are also known to capture shapes. We propose to build
a rendering of code where language keywords are represented by
specific geometric shapes (i.e., icons). The implementation is based
on the tokenization of code fragments using the javalang5 python
library. We preset the mapping of language keywords with specific
icons. During rendering, the text tokens are then replaced by the
associated icons. Overall, although this representation could be
nonsensical for humans, we expect that it will support the learning
algorithm in the same way colored syntax does for programmers
visual perception of code.
• Ast in Condensed Format: Finally, we consider a visual ren-
dering of the abstract syntax trees. The implementation is based
on the AST generated by the javalang python library and leverag-
ing graphviz python bindings6. To render the resulting graph, we
generate a "graphviz" graph model by traversing the AST and rep-
resenting some subtrees (e.g., the "for" loop control) in a purely tex-
tual manner, while representing other elements as their actual tree
structure. This helps to condense the AST since raw AST quickly
explodes in depth and breadth even for small code fragments. In
this representation we generated the graph such that the edges
4https://pypi.org/project/imgkit/
5https://pypi.org/project/javalang/
6https://www.graphviz.org/
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Image
Figure 4: Illustration of the architecture for WySiWiM’s
Code classification
represent the possible control flows inside the code in order to
capture its sequential nature. Further, we apply some geometric
shapes to specific types of nodes in order to augment the visual
strength of specific code structures.
Overall, we try inWySiWiM visualization options that empha-
size on colors, shapes and structures, and compare against the
baseline plain text rendering. Although the generation of visual
renderings is stable (i.e., not a random process), it should be noted
that the AST in condensed format is, by far, the slowest to compute,
as it involves many complex steps.
Concretely, the output of the visualization rendering process is
a single PNG image per visualization option and per code fragment.
Each image may also be re-scaled to fit with the input requirements
of the pre-trained image classification neural network.
3.4 Code classification architecture
Figure 4 provides a simple illustration of the overall architecture that
we developed for code classification. We leverage neural networks
(specifically, the powerful ResNets) that are pre-trained on the
ImageNet dataset [13]. However, we perform a re-training step,
which is actually aimed to fine-tune the neural networks, towards
better learning to extract features that are semantically-relevant
to different classes of code functionalities. To that end, we update
the size of the output layer of the pre-trained image classification
network so that the final size accounts also for the number of
possible functionality labels in our code dataset. The re-trained (i.e.,
fine-tuned) network on the training dataset is then used as classifier
to predict the labels of code fragments in the test set based on their
visual renderings. Since we do not tune any hyper-parameters
of the network, we do not need a validation set. Nevertheless, we
ensure that the process of re-training is performed for an empirically
determined number of epochs7. Details on how training and test
sets are split are provided and discussed later in Section 4.2.
7We ran a few experiments to check when the results stabilize.
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Figure 5: Illustration of the architecture for WySiWiM’s
Clone detection
3.5 Clone detection architecture
Figure 5 illustrates WySiWiM’s architecture for clone detection.
Similarly to the pipeline of code classification, we leverage a pre-
trained neural network for visual classification to which we feed
the images obtained from visual renderings of code snippets. In this
case, however, our objective is to simply collect the embeddings
produced during deep feature extraction. Thus, given that we do
not need the network to learn about new classes in our new (code-
related) image datasets, we propose to directly use the ResNets that
were pre-trained on ImageNet datasets. We expect the embeddings
to still be relevant for capturing structural features. The feature
vectors (i.e., embeddings) are then used to train binary classifiers as
in traditional machine learning. Concretely, to train the binary clas-
sifiers, the first step is to calculate the absolute difference between
the feature vectors of the candidate pair vectors. Those difference
vectors can then be used to train our binary classifiers.
Algorithms for binary classification. In code classification, we di-
rectly reuse the in-built capability of the neural networks to perform
classification (i.e., using the softmax activation function at the last
layer). Indeed, given that the input of the task is a single image
representing the visualization rendering of a code fragment, the
classical image classification neural network is suitable.
In clone detection, however, the input is a pair of code frag-
ments (precisely, a pair of images taken from their visualization
renderings). This means that the architecture of image classification
networks is not readily applicable for this case as it always expects
a single input only. For sake of simplicity and optimization, we de-
cided to use the neural network to collect embeddings for individual
images, and train our final classifier separately. This strategy allows
us to experiment with different traditional classification algorithms.
Our experiments provide results with Support Vector Machines
[11], k-Nearest Neighbours [12] and a simple binary classification
neural network [15].
What You See is What it Means! Conference’17, July 2017, Washington, DC, USA
4 EXPERIMENTAL SETUP
We enumerate the research questions, overview the datasets used
in the experiments and discuss some important implementation
details. We open-source the implementation of our prototype im-
plementation of WySiWiM and release all data related to the exper-
iments recorded in this paper. The artifact web page is currently in
an anonymous repository: https://github.com/wysiwim/wysiwim
4.1 Research Questions
RQ1: How doesWySiWiM perform in comparison with the
state-of-the-art?We investigate the ability of our novel ap-
proach of semantics learning based on visual representation
of code to keep up with the state-of-the-art for the tasks of
code classification and clone detection.
RQ2: How does the visual representation influence the per-
formance of WySiWiM? Experiments for this research
question are focused on the code clone detection task, where
we try all the considered visual representations options and
compare the performance differences.
RQ3:What is the impact of the classification algorithms on
WySiWiM?We investigate in this research question differ-
ent supervised learning algorithms that can be leveraged to
train the binary classifiers needed for the code clone detec-
tion architecture.
4.2 Selection of datasets
Code Classification: We assess the performance of WySiWiM
for the code classification task based on the Open Judge (OJ) dataset
as introduced in [35]. This choice is motivated by the need to di-
rectly compare against the state-of-the-art (namely, TBCNN [35]
and ASTNN [47]), which also run experiments on this dataset. This
dataset contains 104 different functionalities and 500 samples per
functionality. In order to achieve balanced datasets for training and
testing, we apply a stratified sampling over the functionalities with
a ratio of 4:1 (i.e, 80% of data for training and 20% for testing).
Code Clone Detection: The state-of-the-art for code clone de-
tection being ASTNN [47], we reuse the dataset that they release in
their experiment artifacts. This enables a direct and unbiased com-
parison. The split into training and testing sets is also predefined
and applied as-is. This dataset consists of 20k Type-4 clone pairs
and 20k non-clone pairs.
Nevertheless, we found that the ASTNN dataset is not balanced
with respect to the number of clones per functionality. Thus we
selected a custom subset of BigCloneBench (BCB) (cf. Section 2.2.4)
for our further experiments. We focus on code fragments related to
three functionalities (i.e., #7 - bubble-sort array #13 - shuffle
array inplace and # 44 - check for palindrome) which we
consider the most suitable for our evaluation: these code fragments
are dissimilar enough but concise; furthermore #7 and #13 code
fragments deal all with arrays and yet semantically distant, offering
an opportunity to properly assess the semantic clone detection
approach. The dataset is constructed by randomly sampling 500
Type-4 clone pairs and 500 non-clone pairs per functionality. The
ground truth information of clone/non-clone is based on the anno-
tations provided in BigCloneBench.
4.3 Implementation
Our proof-of-concept implementation of WySiWiM is written in
Python using common frameworks and libraries. In particular, sev-
eral Python libraries are leveraged for the code fragment processing
towards producing visual renderings as images (cf. Section 3.3). We
leverage the pandas8 library for data management. Further for
the stratified splitting of the datasets, we use the dataset splitting
method from the scikit-learn9 library.
Data Preprocessing. The pre-trained networks considered in our
experiments have a limitation on the input image size being set to
exactly 224x224 pixels. To fit with this requirement, we choose to
simply re-scale the code visualizations to this size.
Data Augmentation. Usually in many machine learning applica-
tions, a data augmentation step is performed. In image classification
in particular, one usually uses a set of random transformations to
create many variations from the input data in order to artificially
increase the size of the dataset. Those random transformations in-
clude rescaling, cropping, mirroring etc. For our approach however,
we found that this is not beneficial since source code naturally does
not appear up-side down or mirrored.
Code classification. The implementation of our code classifica-
tion task is mainly based on PyTorch [37] and uses the pre-trained
ResNet models provided by the PyTorch framework. In particu-
lar we use a ResNet18 and a ResNet50 to highlight the increase
of performance when the number of layers is increased. Both are
pre-trained on the ImageNet dataset [13].
Clone detection. For the implementation of the binary clone
detection task, we use again the pre-trained ResNet50 model and
drop the last layer in order to generate the raw feature vectors for
our visualized code fragments. Those vectors are then converted
into numpy10 arrays which facilitates the calculation of the absolute
difference between vectors. For the final stage of learning and
predicting, we use pytorch again to implement a simple binary
classification network. SVM and k-NN algorithm implementations
are taken from the scikit-learn library.
5 RESULTS
We now present the experimental results in response to the re-
search questions, and based on the experimental settings presented
previously.
5.1 RQ1: [ Performance of WySiWiM ]
5.1.1 Code classification. For performance comparison against the
state-of-the-art for the task of code classification, we focus on the
accuracy metric, which is used by the state-of-the-art ASTNN
and TBCNN authors to report their performance (see. [35, 47]). As
discussed previously, we also reuse the same OJ dataset that was
used for ASTNN and TBCNN validation. We apply the Plain text
visualization to render code.
Results: Table 1 provides the accuracy metrics of different ap-
proaches.WySiWiM provides an accuracy of 89.7 and 86.4 percent
8https://pandas.pydata.org/
9https://scikit-learn.org/
10https://www.numpy.org/
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for code classification on theOJ dataset with ResNet18 and ResNet50
respectively. These results suggest that we perform reasonably well
in comparison to the state-of-the-art which are reported to yield
accuracy scores of 94.0% and 98.2% for TBCNN and ASTNN respec-
tively. Given the limitations that our implementation carries (cf.
Section 6.2) and the potential for improvement (cf. Section 6.3), we
view this performance of WySiWiM as largely promising.
Method Variation Accuracy
TBCNN - 94.0
ASTNN - 98.2
WySiWiM with ResNet18 pre-trained model 86.4
WySiWiM with ResNet50 pre-trained model 89.7
Table 1: Accuracy comparisons for code classification.
5.1.2 Clone Detection. Experiments for Clone detection are done
with the BigCloneBench which already have labels on pairs of
clones and non-clones. For fair comparisons, we run ASTNN and
WySiWiM on the same samples of Type-4 clones that were used
to evaluate ASTNN by Zhang et al. [47]. For this experiment, we
present the results for our best configurations: theAst in condensed
format as the visualization option and the neural network binary
classification algorithm. We refer the reader to next experiments
where we show that the visualization and algorithms have a lim-
ited impact on the performance of WySiWiM. Finally, contrary to
previous experiments, we do not compare against TBCNN since
this approach has not been applied for clone detection.
Results: The results provided in Table 2 show that, overall, we
perform similarly well as the state-of-the-art in terms of F-Measure.
It is further noteworthy that WySiWiM offers a better trade-off
between precision and recall than ASTNN which present quasi-
perfect precision but lower recall.
Method F1 score Precision Recall
ASTNN 93.7 99.8 88.3
WySiWiM 94.8 95.4 94.3
Table 2: Performance comparison for clone detection.
5.2 RQ2: [ Visualization influence ]
To examine the influence of visualization rendering options, we
consider the clone detection task where WySiWiM implements
the binary neural network classifier for the final clone decision.
The process is then performed for all previously-described visual
representations options (cf. Section 3.3).
Results: The results depicted in figure 6 suggest that the Ast
in condensed format and the Color syntax highlighting visual
representations yield the best results (which are further similar for
these two representations).
On the one hand, it is noteworthy that the Color syntax high-
lighting improves over the Plain text visualization, hence con-
firming our initial intuition that colors can help to better capture
semantics visually. On the other hand, although Geometric syntax
highlighting performs slightly less well than others, it’s relatively
high performance indeed suggests that visual shapes are expressive
enough to help learn semantics of code structures. In any case, we
also suspect that the performance degradation of Geometric syn-
tax highlighting visualizations might emerge from a bad choice of
the keyword substitution shapes. Finally, we note that, depending
on the performance metric, any of the visualizations may perform
better or worse than other visualizations.
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
precision recall f1 accuracy
Plain Text Color Syntax Highlighting
Geometric Syntax Highlighting AST in condensed Format
0.88
0.90
0.92
0.94
0.96
precision recall f1 accuracy
zoom
Figure 6: Influence of visual rendering schemes on clone de-
tection performance.
5.3 RQ3: [ Algorithm impact ]
To run several experiments of clone detection while varying the
classification algorithms, we leverage our main dataset sampled
from BCB (cf. Section 4.2). We also fix the visualization option to
the Ast condensed format. The experiments are then performed to
compare the variations of sensitivity of theWySiWiM embeddings
with respect to different algorithms. We use kNN11, a simple NN12,
and SVM.
Results: Figure 7 presents the comparison results. It appears
that the algorithm has a slight impact on recall scores between kNN
and the Neural Network classifier, while they yield the same preci-
sion. In contrast the precision of SVM13 is lower by 8 percentage
points. Nevertheless, all three algorithms offer reasonably good
performance, which suggests that the embeddings produced by the
pre-trained models are effective in terms of semantic representa-
tions.
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Figure 7: Impact of classification algorithms on clone detec-
tion performance
11We use kNN with the default setting of scikit-learn where k = 5
12The NN is a simple fully-connected linear layer with bias, so in essence a linear
combination
13we use the default Support Vector classifiers implementation in scikit-learn without
tuning any parameters
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6 DISCUSSION
Our experimental evaluation bears some threats to validity, while
the approach itself has limitations that can be improved in future
work.
6.1 Threats to Validity
Internal Validity - Dataset. Our dataset selections are limited
in terms of size and diversity of functionalities. For the clone de-
tection variant in particular, even though the number of clones
is rather high, the number of code fragments that the clone and
non-clones pairs are based on is still very small as the pairs are
formed from those base code fragments by pairwise combination.
This lack of diversity might negatively influence the generalizabil-
ity of the evaluation results. Nevertheless, we mitigate this threat
in the comparison experiment (RQ1) by using the same datasets as
the state-of-the-art (i.e., ASTNN).
External Validity - Dataset. Even though the BigCloneBench is
widely used throughout the literature, the judgment of whether
or not a pair of code fragments form a clone remains biased and
purely based on benchmark authors’ intuition. Further, there is
no single or precise notion of what semantic similarity is. Thus,
the semantic boundaries of the functionality classes might not be
consistent across all the represented functionalities. Finally, the
program semantics of a code fragment might be obscured by the
usage of external libraries that are not included within the dataset,
in which case the decision task is technically unfeasible.
External Validity - Presence of clone duplicates in BCB. Dur-
ing development, we noticed the existence of conceptually dupli-
cated clones in BigCloneBench. This fact showed up in the form
of identical visual representations of code for different code frag-
ment ids. It turned out that those fragments emerged from Type-1
clone pairs, which are technically the same code. When those both
clone fragments are combined with another code fragment to form
clone pairs, those clone pairs are conceptually duplicated. Although
we cannot provide precise statistics on the extent of clone dupli-
cates present in BigCloneBench, we can approximate, based on the
code fragments that are used in Type-1 and Type-4 clone pairs, an
upper-bound of approximately 30 percent clone duplicates. If we
consider that Type-2 and Type-3 code snippets can also build clone
duplicates, this estimation goes up to even 60 percent. In our case,
during the development, we experienced drops of performance of
about 10 percent, on small development examples. Hence we con-
clude that code clones should not be disregarded if precise and valid
evaluations are desired. This conclusion is consistent with recent
empirical results reported by Alamanis on the adverse effects of
code duplication in machine learning models of code [1].
To explore the impact of code duplicates on the performance of
WySiWiM, we build a dataset (based on the same three functionali-
ties and numbers of clones/non-clone pairs) where we do not use
any clones that contain code fragments that are also used in Type-1
clone pairs. The results from figure 8 show that the avoidance of
clone duplicates slightly degrades the overall results. This makes
sense since the existence of clone duplicates makes the task easier
and allows to achieve a higher score. This finding is further valid for
both the best-performing algorithm (NN) and the worst-performing
one (SVM).
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Figure 8: Influence of clone duplicates.
Construct Validity - Dataset.A recurrent construct validity issue
in the machine learning literature is related to class imbalance. In
clone detection, onemust ensure that all functionalities are balanced
in the dataset of clone and non-clone pairs. Some approaches may
overfit to specific (and largely represented) classes. To check for
this issue, we build a balanced dataset (with and without duplicates)
and compared the performance of WySiWiM clone detection on
this dataset as well as the imbalanced dataset provided in ASTNN
artifacts. Indeed, the ASTNN dataset is randomly sampled from the
BCB (using a fixed random seed) and hence -more or less- keeps the
unbalancing that is present in the BCB itself. Comparison results
in Figure 3 with balanced and imbalanced (i.e., ASTNN dataset)
suggest thatWySiWiM keeps its promises on performance.
Dataset Accuracy F1 score Precision Recall
ASTNN 91.8 94.8 95.4 94.3
balanced 94.1 94.5 95.2 93.8
balanced w/o duplicates 92.1 92.0 94.1 90.1
Table 3: Impact of class imbalance in the dataset of code
clones
Construct Validity - Cross validation.We did not perform any
cross validation on our approach, as our goal was to rather convey
the concepts behind the approach rather than achieve high results.
It is probable that the exact results vary to a certain extent on
different splits of the dataset, especially since the different code
fragments are probably not "semantically equally diverse" to each
other, without further specifying what that could mean.
Conclusion Validity - Lack of definitions of semantic simi-
larity. The software engineering community faces a crucial chal-
lenge for defining what semantic similarity means. Since we do
not dare to explicitly define what semantic similarity means, we
have to rely on the semantic value that is embedded in our dataset,
respectively as it was implied by the creators of the BCB. In con-
sequence, a specific selection of a subset of the dataset may even
influence the overall semantics it carries. However, even when two
approaches are applied on the same dataset, they might still view
semantic similarity differently. These facts make it hard to evaluate
and especially compare semantic approaches of any sort.
6.2 Limitations
Input size of ResNets. Image classification networks have tech-
nically and by construction a strong limitation on their input size.
This is problematic as it introduces loss and distortion of our input
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data. In consequence, we may completely loose the fine-grained
lexical information that is contained in the visual representations
of our code fragments.
Code fragment granularity. The approach as presented is mainly
designed to work with method granularity code fragments. Image
classification networks are designed to assign a single most suitable
label to a whole single input. This is consistent with generally
accepted good coding style rules, which claim that a single method
should always implement a single functionality (known as the single
responsibility principle) [32]. To enlarge the scope of the granularity,
our core concept of code visualization could be leveraged to full
programs by applying object localization instead to detect what
functionalities a software is composed of. This principle could also
explain why our approach works slightly less well on the OJ dataset,
which consists of whole programs, while the BigCloneBench rather
provides method level granularities.
Colors in visualizations. Our visualizations apply colors only
very sparsely, in the case of the color syntax highlighting variant,
or not at all for the other visual representations. The current imple-
mentation of WySiWiM is thus not fully leveraging the potential
of ResNet, which is designed to operate on all 3 color channels.
Traditional classification algorithms. For the clone detection
task we apply very basic binary classification algorithms. These
algorithms do probably not explore all semantics learned by the
ResNet deep feature extractor.
Scope of the clone datasets. The datasets are not only a threat
to validity but also a major limitation. Our hypothesis is that, due
to the limited variety and size of the datasets available today, it is
not possible yet to learn general semantic knowledge that can by
applied to all possible data.
6.3 Lessons learned and Future work
As the current implementation of WySiWiM represents only a
proof-of-concept with limited goals, it offers a lot of potential for
extensions and improvements. Furthermore, the general concept
of visualizing code and learning on those visual representations
could be interesting also to other software engineering tasks, or
could be combined with existing approaches. Beyond our approach,
we identified some general current limitations on the task of se-
mantic code clone detection, such as the lack of suitable datasets
and benchmarks but also the lack of more precise and actionable
definitions of semantics or semantic similarity.
Mitigating Image classifier input limitation. As mentioned in the
previous sub-section, a major limitation of our approach is the
fixed input image size of the ResNet classifier. One potential way
to mitigate this limitation could be to slice the image into multiple
images of the required input size. Those slices could then be used
to generate a larger feature vector, representing the whole image.
This would allow to capture more fine-grained information as well.
Of course, it might be necessary to apply also scaled versions of
the images to capture large-scale structural information too.
Visualizations. As our visualizations showed, the use of colors
can have a positive effect on the results. However, as our condensed
AST visualization yielded the best overall results, it might be inter-
esting to further apply color coding on ASTs to make better use of
the full potential of the image classification neural networks.
Datasets and Benchmarks: A future work that is important be-
yond our approach is the development of datasets and benchmarks
that are more suitable for semantic code clone detection and seman-
tic approaches in general. This includes a high number of different
functionalities and a high number of diverse code examples per
functionality. Especially sets providing a multitude of more basic
functionalities that do not depend on external libraries would be
desirable. They would allow to learn models the way humans learn
semantics of computing languages, by starting very small.
Data augmentation: Similarly to data augmentation done in im-
age classification via generating variant images through rotation,
cropping, etc., we could envision to apply a data augmentation, al-
though at the meta level, such as mutating the code in semantically-
equivalent ways in order to increase the size of our dataset.
Actionable definitions of semantics (similarity): Another very im-
portant future work would be to make efforts towards actionable
definitions of semantics, or semantic similarity. A possible approach
to this could be the definition of semantics through software tests.
As software tests represent an executable variant of software speci-
fications, they give a good notion of the requirements we put into
our semantics. Of course, there are a few problematic aspects in this
approach. One aspect is that each application may require different
abstractions of a certain functionality. Another aspect is that the
code snippets for a certain functionality would all have to use test
suites.
7 CONCLUSIONS
We presented a novel direction to code semantics learning based on
visualization and transfer learning.WySiWiM exploits the power
of pre-trained ResNets to extract deep features from visualization
renderings of source code fragments. We apply this approach to
two variants of clone identification, namely code classification and
clone detection. Experimental results on BigCloneBench and the
Open Judge datasets show that our approach performs reasonably
well and can keep up with the state-of-the-art within the scope of
our experimental settings (which we carefully design to be com-
parable to literature experiments). Our experiments reveal that
visualizations of AST yield the best overall clone detection results.
We complete the paper by enumerating a list of limitations, which,
if resolved, may unleash a huge potential of WySiWiM beyond
clone identification tasks.
Availability: All experimental data as well as the source code of
WySiWiM is open sourced in an anonymous repository:
https://github.com/wysiwim/wysiwim
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