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We theoretically study a one-dimensional (1D) mutually incommensurate bichromatic lattice system which
has been implemented in ultracold atoms to study quantum localization. It has been universally believed that
the tight-binding version of this bichromatic incommensurate system is represented by the well-known Aubry-
Andre model capturing all the essential localization physics in the experimental cold atom optical lattice system.
Here we establish that this belief is incorrect and that the Aubry-Andre model description, which applies only in
the extreme tight-binding limit of very deep primary lattice potential, generically breaks down near the localiza-
tion transition due to the unavoidable appearance of single-particle mobility edges (SPME). In fact, we show that
the 1D bichromatic incommensurate potential system manifests generic mobility edges which disappear in the
tight-binding limit, leading to the well-studied Aubry-Andre physics. We carry out an extensive study of the lo-
calization properties of the 1D incommensurate optical lattice without making any tight-binding approximation.
We find that, for the full lattice system, an intermediate phase between completely localized and completely
delocalized regions appears due to the existence of the SPME, making the system qualitatively distinct from the
Aubry-Andre prediction. Using the Wegner flow approach, we show that the SPME in the real lattice system can
be attributed to significant corrections of higher-order harmonics in the lattice potential which are absent in the
strict tight-binding limit. We calculate the dynamical consequences of the intermediate phase in detail to guide
future experimental investigations for the observation of 1D SPME and the associated intermediate (i.e., neither
purely localized nor purely delocalized) phase. We consider effects of interaction numerically, and conjecture
the stability of SPME to weak interaction effects, thus leading to the exciting possibility of an experimentally
viable nonergodic extended phase in interacting 1D optical lattices. Our work provides precise quantitative pro-
tocols for future optical lattice based experiments searching for mobility edges in one dimensional bichromatic
incommensurate lattices, both in noninteracting and interacting systems.
I. BACKGROUND
Ever since the classic work of Anderson 60 years ago [1],
entitled “Absence of diffusion in certain random lattices”, the
study of quantum localization has been a central paradigm in
condensed matter physics. Without any question, quantum
localization is among the most-studied topics in physics en-
compassing systems as disparate as electrons in solids, non-
electronic (e.g., spins, phonons, plasmons, photons) excita-
tions in solids, light, sound, and, most recently, cold atomic
gases [2]. The subject has many facets and many aspects, but
certain themes have attracted a great deal of attention recently,
mainly because of the novel possibility of experimental inves-
tigations using precisely designed cold atomic systems. In-
deed, Anderson localization in disordered systems has been
studied extensively recently in cold atomic gases, both in lat-
tice and continuous systems in the presence of controlled ar-
tificial disorder [3–8]. The nature of Anderson localization
depends crucially on the dimensionality with two being the
critical dimension [9, 10], and much of the experimental ac-
tivity has focused on one-dimensional systems where a well-
known theorem asserts that all states are exponentially local-
ized in the presence of any finite disorder (i.e., any nonin-
teracting 1D quantum system is always localized in the pres-
ence of any disorder although the localization length could
surpass the system size for weak disorder, making the sys-
tem behave like a delocalized system for almost all practical
purposes). A closely related problem, often referred to as the
Aubry-Andre (AA) model (or more precisely, Aubry-Andre-
Azbel-Harper model), has also been extensively studied in
cold atomic gases, and the two localization problems (i.e., An-
derson and AA) are often conflated together in the literature
with both being called the Anderson localization phenomena
with the basic issue in both problems being the question of
whether the single-particle states are localized or delocalized
in the system.
In the AA model, which is the nearest-neighbor tight-
binding limit of a general two-potential incommensurate
bichromatic lattice model [see Eq. (1) below], a sharp local-
ization transition occurs as the secondary potential strength is
raised with all states being localized (delocalized) when the
secondary potential is larger (smaller) than a critical value de-
termined by the nearest-neighbor hopping strength in the pri-
mary lattice. The strength of the secondary potential in the
incommensurate AA model is often referred to as the “disor-
der strength” and the localization transition even in the AA
model is often also called Anderson localization although the
two localization phenomena are fundamentally different. In
particular, the localization transition in the AA model is not
driven by quantum interference as in the Anderson model—
instead, the AA localization in an incommensurate potential
arises from the spectral properties of the Schro¨dinger equa-
tion itself. This leads to the well-known difference between
the two localization transitions: In the 1D Anderson model
(i.e., a 1D nearest-neighbor tight-binding model with on-site
random disorder potential) any disorder makes all states local-
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2ized whereas in the 1D AA model (i.e., a 1D nearest-neighbor
tight-binding model with an incommensurate secondary po-
tential) all states are localized or delocalized depending on the
strength of the incommensurate potential. We note that nei-
ther model possesses a mobility edge in 1D, i.e., a critical en-
ergy separating localized and delocalized energy eigenstates
(with all states being localized or delocalized in both cases
depending on the “disorder” strength) although the Anderson
model is known to have mobility edges in three dimensions
(since two is the critical dimensionality for the model). In a
practical sense, however, Anderson and AA models are quite
similar—both are nearest-neighbor tight-binding models with
an additional on-site potential term, which is either random
(Anderson) or quasiperiodic with respect to the lattice (AA),
and both have either all localized or all extended states (with
no SPME) except that in the Anderson (AA) model the criti-
cal disorder strength necessary for causing localization is zero
(finite). Note that the on-site quasiperiodic potential (incom-
mensurate with the periodicity arising from the primary lat-
tice) in the AA model can be construed as an effective random
disorder since it varies aperiodically from site to site albeit in
a well-defined (rather than a random) manner.
In the current work, we establish that any realistic AA sys-
tem (i.e., any such bichromatic 1D system with two lattice
potentials incommensurate with respect to each other), which
is studied in the laboratory optical lattices, must necessarily
manifest a single-particle-mobility-edge (SPME) separating
delocalized and localized states although in the extreme tight-
binding limit of the primary lattice potential being very deep,
the system asymptotically approaches the AA limit with all
states being delocalized or localized depending on whether the
secondary lattice potential is below or above the critical value
in the AA model. Perhaps more importantly from the experi-
mental perspective, we show that an essential consequence of
such an SPME is that 1D bichromatic incommensurate system
manifests a generic intermediate (or a mixed) phase which is
neither completely localized nor completely delocalized with
observable signatures differing from either purely localized
or purely extended phases. This is in striking contrast with
the corresponding 1D Anderson model with disorder which
does not have an SPME or an intermediate phase with all
single-particle states being localized in the presence of even
infinitesimal disorder. Thus, the bichromatic incommensurate
lattice indeed is qualitatively different from disordered An-
derson model although in the tight-binding limit they behave
similarly, because in that limit the bichromatic incommensu-
rate lattice model reduces to the AA model. We note that ear-
lier work has indicated the existence of SPMEs in various ar-
tificially created incommensurate 1D models [11–21] but our
work is the first one to establish the existence of SPMEs in the
extensively experimentally studied (in cold atomic systems)
bichromatic incommensurate potentials, which were always
thought to be well-described by the tight-binding AA model.
Perhaps an even more interesting question is the stability
of the SPME and the intermediate phase in 1D incommen-
surate lattices to finite inter-particle interactions, i.e., the is-
sue of currently active many-body-localization (MBL) phe-
nomena as relevant to incommensurate bichromatic systems
with SPMEs. There are two closely related, but distinct, ques-
tions here. First, does such a system manifest MBL at all?
Second, does the intermediate phase survive interaction (or
equivalently, is there a many-body mobility edge in the inter-
acting system)? We address both questions and answer them
in the affirmative (at least, in small systems) by carrying out
small system exact diagonalization. There has been earlier
work predicting the existence of an intermediate MBL phase
in 1D incommensurate systems [22–25], leading to a possible
manybody mobility edge, albeit not in the simple bichromatic
incommensurate potentials. Our work adds to this body of
work, and our main new result is that SPME and intermediate
phase exist in the extensively studied 1D bichromatic incom-
mensurate potentials in spite of everybody assuming that the
AA model without any SPME is the appropriate description
for such incommensurate 1D lattices. Thus, such SPME and
the associated intermediate phase can now be experimentally
studied in exactly the same systems where the physics of AA
localization has already been studied [4, 26]. We propose very
specific experimental protocols to search for the SPME and
the intermediate phase in 1D cold atomic bichromatic incom-
mensurate optical lattices. Such experimental studies are cru-
cial because whether our finding of an MBL through an exact
diagonalization study of small interacting systems is evidence
in favor of the elusive many body mobility edge remains an
open question, and much larger system numerics and/or ex-
perimental investigation would be necessary to decide this is-
sue conclusively.
II. INTRODUCTION
With the rapid progress in the last decade, ultracold atomic
gases confined in optical lattices have now reached an era to
simulate quantum many-body physics of lattice Hamiltoni-
ans [27–33], exploring its inherent quantum supremacy, i.e.,
beyond the digital simulation capability of classical comput-
ers. Both equilibrium quantum phase transitions and non-
equilibrium many-body dynamics of ultracold atoms have
been widely studied in the experiments. Quantum phases and
phase transitions in strongly correlated Hubbard-type models
have been experimentally demonstrated with bosonic [34, 35]
and fermionic atoms [36–39]. For example, the phase di-
agram of the Bose-Hubbard model has been experimentally
mapped out. For the Fermi-Hubbard model, the long-sought
doped antiferromagnetic phase has recently been experimen-
tally confirmed [40]. In recent years, quantum dynamics is at-
tracting considerable interest, especially in understanding the
fundamental questions of quantum thermalization and many-
body localization, i.e., whether an interacting quantum sys-
tem is generically ergodic or could sometimes become non-
ergodic by virtue of a localization transition in its Hilbert
space [26, 41–47]. The current work addresses the issue of
both noninteracting and interacting MBL in 1D bichromatic
incommensurate systems where fermions are moving in a sys-
tem with two mutually-incommensurate periodic potentials so
that the full system is aperiodic (but not random).
Theoretically it has recently been shown that the pres-
3ence of interaction and strong disorder will lead to many-
body localization in closed quantum systems where quan-
tum ergodicity, i.e., the eigenstate thermalization hypothesis
(ETH) [48, 49] breaks down. The existence of MBL has now
been established through a perturbative calculation [50], ex-
tensive numerical simulations [22, 23, 51–59], and a rigorous
proof within some assumptions [60]. The phenomena of MBL
have been extensively explored in connection with quantum
information [61–63] and local integrability [25, 64–67], but
the question of whether MBL is a generic phenomenon in
isolated interacting quantum systems is still open. For ex-
ample, the critical disorder strength defining MBL transition
seems to increase with the simulation system size [68]. The
physics deep in the MBL phase has now been well studied.
However understanding the transition from MBL to ergodic
phases is extremely challenging and so far a reliable theoret-
ical framework is still lacking. Therefore, experiments in ul-
tracold optical lattices incorporating both controlled disorder
and designed interaction are playing a key role in elucidat-
ing the MBL physics since such analog quantum emulations
can typically use systems much larger than the ones digital
numerical simulations can address because of the exponential
increase of the Hilbert space size with increasing system size.
To shed light on the physics of MBL-to-ergodic transition,
a controllable quantum system of ultracold atoms confined
in a one-dimensional incommensurate optical lattice has been
experimentally implemented [26]. Quantum dynamics of an
out-of-equilibrium density wave state is found to exhibit non-
ergodic and thermalizing behaviors at the strong and weak in-
commensurate potential strengths, respectively. For a deep
optical lattice, the lowest band is expected to be modeled
with the tight-binding approximation, which leads to the well-
known AA model [4, 26]. In the absence of electron-electron
interactions, this model has a direct localization transition as
we increase the incommensurate potential strength. The ex-
perimental system is then used to demonstrate the MBL-to-
ergodic transition of the AA model by turning on a controlled
interaction in the system [26]. Both noninteracting [4] and
interacting [26] localization has been experimentally studied
in the AA model in the tight-binding limit of the deep pri-
mary lattice potential. The current work addresses the sit-
uation where the primary lattice potential is not necessarily
deep so that AA tight-binding limit approximation may break
down.
In this work we study the incommensurate optical lattice re-
alized in the experiment [26], taking into account continuous
degrees of freedom beyond the tight-binding approximation—
we note that in the general bichromatic incommensurate po-
tential situation, a tight-binding lattice approximation does not
apply since the system is aperiodic and the full two-potential
Schro¨dinger equation must be solved exactly (which we re-
fer to as the “continuous” case since both primary and sec-
ondary potentials are now treated equivalently spatially with
the quantum hopping on the primary lattice no longer play-
ing any special role). Our theory uncovers the existence of
an SPME in the continuous incommensurate lattice, not cap-
tured by the AA model description. We find that, unlike the
AA model, which has a direct localization transition point,
the continuous system has an intermediate region between
fully localized and delocalized phases which supports SPME.
Our results imply the necessity of incorporating mobility edge
physics for many-body localization of cold atoms in incom-
mensurate optical lattices since the applicability of a tight-
binding approximation cannot be determined a priori (and the
localization physics in the continuous and the tight-binding
situations are qualitatively different). This makes the issue of
how localized and extended degrees of freedom interact [22–
24, 69–73] unavoidable in understanding the MBL transition
for such systems. Our study indicates that the behavior of
MBL (or even single-particle-localization) physics could be
drastically different in continuum and lattice Hamiltonians
(nominally representing the same problem), as has recently
been discussed in the context of Anderson localization in dis-
ordered systems [69, 71, 73]. We note that our work now al-
lows this important issue (i.e., the interplay between MBL and
SPME) to be studied in ultracold optical lattices by starting
with a noninteracting bichromatic incommensurate potential
system which manifestly has an SPME.
To guide future optical lattice experiments in the 1D bichro-
matic incommensurate potential system, we evaluate the
width of the intermediate phase in the incommensurate lattice
model. We find that for practical and easily accessible experi-
mental values of the incommensurate lattice potential, the in-
termediate phase always has a considerable width, which con-
tinues to increase as the primary lattice depth is lowered (In
the limit of a very deep primary lattice potential, we asymptot-
ically reach the AA limit of vanishing intermediate phase with
the system being either completely localized or completely
extended depending on the strength of the secondary poten-
tial.). We propose two physical observables, i.e., density im-
balance I and edge density fraction D, that can be combined
to precisely define this intermediate phase in the experiment.
In particular, we establish that the localized (extended) phase
has finite values of I (D) whereas the intermediate phase has
both I and D finite, distinguishing it from either the purely
localized (finite I, but vanishingD) or the purely delocalized
(finiteD, but vanishing I) phase.
Having established the existence of an intermediate phase
in the incommensurate lattice model due to SPME, we intro-
duce a conceptually transparent two-band toy model to show
that the essence of this intermediate phase is the coexistence
(or a mixture) of delocalized and localized eigenstates at dif-
ferent energies. Specifically, we use two copies of the AA
model with different hopping energies to construct an effective
two-band model that manifestly has an SPME by definition.
We show that every aspect of the intermediate phase in the in-
commensurate lattice model can be simply understood in this
two-band model. In principle, this two-band model manifest-
ing SPME can also be studied in experimental optical lattices,
but it may be much easier to use the bichromatic incommen-
surate model for the experimental search of SPME since such
1D lattices have already been studied in the laboratory.
Although it is difficult to theoretically study the interaction
effects on this intermediate phase in the thermodynamic limit,
we carry out small system exact diagonalization studies for
both models (bichromatic incommensurate potential and sim-
4ple two-band AA), and our numerical results indicate the sur-
vival of the intermediate phase in small interacting systems.
We thus provide a strong hint that the intermediate phase and
SPME are stable to finite interactions, and MBL exists even
in the presence of an SPME, but whether this conclusion is
valid in the thermodynamic limit remains an important ques-
tion necessitating further investigations. Actual experiments
in optical lattices involving hundreds of atoms could further
strengthen the existence (or not) of MBL in interacting bichro-
matic incommensurate systems. Our work, however, defini-
tively establishes the existence of the SPME and the associ-
ated intermediate phase in the noninteracting incommensurate
potential model, and this could be easily verified in already ex-
isting systems by measuring the imbalance parameters I and
D as mentioned above.
Our paper is organized as follows. In Section III we intro-
duce the bichromatic incommensurate lattice model, and dis-
cuss in detail its SPME and the associated intermediate phase.
In Section V we propose and calculate two physical observ-
ables that can be used to diagnose the existence of the interme-
diate phase. We show that the generic incommensurate lattice
model behaves qualitatively differently from the Aubry-Andre
tight-binding limit, and thus it is possible to distinguish them
experimentally. In Section VI we construct a two-band toy
model to demonstrate that the essence of the incommensurate
lattice model is the coexistence of localized and delocalized
eigenstates. In Section VII we present some additional dis-
cussions and summarize our findings. Some of the detailed
technical aspects of our theoretical results are presented in the
Appendix in order to keep the main presentation smooth with-
out unnecessary technical details and easy to follow.
III. THE INCOMMENSURATE LATTICE MODEL
The single-particle Hamiltonian of the 1D bichromatic in-
commensurate potential in the continuum limit reads
H(x) = − ~
2
2M
d2
dx2
+
Vs
2
cos(2kx) +
Vd
2
cos(2kαx + φ), (1)
where α by definition (in the theory) is an irrational number
indicating that the system overall is aperiodic since the one-
particle potential [i.e., the sum of the last two terms in Eq. (1)]
never repeats itself as the primary (indicated by the Vs term)
and the secondary (indicated by the Vd term) potentials are
incommensurate with respect to each other. Throughout our
discussions we will use the lattice constant a = pi/k as the
length unit and the photon recoil energy of the primary lat-
tice ER = ~2k2/2M as the energy unit. (These definitions are
closely tied to our intention to connect Eq. (1) to the ultra-
cold optical lattice systems used experimentally to study the
incommensurate lattice model.) Note that because of the pe-
riodic boundary condition, we cannot use an actual irrational
ratio α. (This is of course also true in the experimental sit-
uation where α is always a rational number chosen appropri-
ately to mimic an irrational for the given system size.) Instead,
we choose to approximate α by the ratio of two adjacent Fi-
bonacci numbers FN−1/FN , with FN−1 and FN being the pe-
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FIG. 1. Averaged NPR and IPR for all eigenstates in the lowest
band in the incommensurate lattice model [Eq. (1)]. Here the depth
of the primary lattice potential is Vs = 8, α = 377/610, and the
system size is L = 610. The shaded region is where non-ergodic
metallic behavior is likely to appear in this model. Similar results
are obtained for other values of Vs with the shaded regime increasing
(decreasing) in width with decreasing (increasing) Vs.
riod of the primary and secondary lattice, respectively, which
approaches the Golden Ratio (
√
5−1)/2 in the thermodynamic
limit. Note that the only thing we must ensure is that α is such
that the system remains aperiodic within the system size of our
simulations. We solve the above Hamiltonian in a system with
length L = 610 by discretizing the real-space coordinates and
diagonalizing the resulting matrix. Our system size is chosen
with experimental optical lattices in mind, and our results and
conclusions do not change at all if we increase the system size
with the only difference being that the localization transition
becomes sharper with increasing size. We make sure that the
discretization used for our exact diagonalization is on a suf-
ficiently fine mesh so as to ensure convergence of all results.
We also mention that we do not consider the effect of a back-
ground trap potential in Eq. (1) (or in the rest of the main text)
because it is possible to have very flat background confining
potentials in optical lattices where our proposed experiments
should be performed. The existence of a smooth trap poten-
tial will simply broaden all the transitions in the system, mak-
ing it difficult to discern localized, intermediate, and extended
phases. We do, however, discuss the effect of a smooth trap
potential in Appendix A for the sake of completeness.
One unique property of this model defined by Eq. (1) is
that it exhibits an SPME [74, 75]. One way to show this is to
calculate the inverse participation ratio (IPR) of all eigenstates
in the lowest band. Such a quantity is designed to characterize
the localization properties of an eigenstate. In particular, the
IPR for the ith eigenstate u(i)m is defined as
IPR(i) =
∑
m|u(i)m |4(∑
m|u(i)m |2
)2 , (2)
where m labels the real space (discretized) coordinates. It van-
ishes for spatially extended states while remaining finite for
localized states. There also exists a complementary quantity,
5the normalized participation ratio (NPR),
NPR(i) =
L ∑
m
|u(i)m |4
−1 , (3)
which, on the contrary, remains finite for spatially extended
states but vanishes for localized states. Direct numerical cal-
culations of IPR (finite/zero for localized/extended states) and
NPR (zero/finite for localized/extended states) therefore en-
able identifications of individual energy eigenstates of the sys-
tem as being localized or delocalized [76]. We note that for a
single eigenstate IRP and NPR are trivially connected, but an
averaging over all states (as we do) leads to averaged IPR and
NPR providing complementary information for extended and
localized states.
We calculate the IPR and NPR for all eigenstates in the low-
est band of this model, and their average values are shown in
Fig. 1. (For an energy-resolved plot of IPR we refer to Ap-
pendix IV.) We can see that depending on the strength of the
incommensurate potential Vd, there exist three distinct phases
for a given strength of the primary lattice potential Vs. For
a small Vd (< 0.14), all eigenstates in the lowest band remain
extended, as indicated by a vanishing 〈IPR〉 (where 〈·〉 denotes
an average value). This regime is adiabatically connected to
the Vd = 0 limit, where all eigenstates are delocalized. For
a sufficiently large Vd (> 0.16), all eigenstates are localized,
as suggested by a vanishing 〈NPR〉, which arises when the
depth of the incommensurate lattice potential overcomes the
bandwidth of the lowest band. Within the AA model descrip-
tion of Eq. (1), where Vs (i.e., how deep it is) defines the
nearest-neighbor tight-binding model, all one expects are the
finite (zero) regimes of NPR (IPR) defining extended (local-
ized) spectra with the sharp AA transition defined by a finite
strength of Vd—we do not anticipate an intermediate regime
with both IPR and NPR being finite within the AA physics
which does not manifest any SPME. However, an intermedi-
ate regime (0.14 < Vd < 0.16 in Fig. 1 for Vs = 8) clearly
exists in this incommensurate lattice model, in which both
〈IPR〉 and 〈NPR〉 remain finite, indicating that the spectrum of
Eq. (1) allows for a phase which has both spatially extended
and localized states as its eigenstates (at different energies), in
contrast to the predictions of the AA model. The width of this
regime is controlled by the bandwidth of the lowest band, and
will be reduced exponentially as we approach the deep lattice
limit (when Vs is large). This intermediate regime is char-
acterized by the coexistence of localized and extended states
at different energies (with the SPME separating them see the
next section), and is the focus of this study. In particular, as
we show below, this intermediate regime is characterized by
a non-ergodic metallic behavior, where the system is delocal-
ized but nonthermal. This is perhaps the simplest (and the
most experimentally viable) example of a nonergodic metal-
lic phase [22, 24] in the context of widely studied cold atom
optical lattices since Eq. (1) has already been implemented in
cold atomic systems.
IV. SPME AND FRACTAL BANDSTRUCTURE IN THE INTERMEDIATE PHASE
It is also instructive to understand the intermediate phase from the structure of the energy spectrum, particularly since the in-
termediate phase is in some sense a critical phase in between the fully localized and the fully extended phase We have mentioned
that the intermediate phase in the incommensurate lattice model arises from a coexistence between localized and delocalized
states. Such a structure is revealed explicitly in Fig. 2, which shows the IPR of individual eigenstates in the lowest band of
this model. A sharp distinction is seen between deep (e.g., Vs = 10) and shallow (e.g., Vs = 4) lattices: for deep lattices, the
localization properties are well approximated by the Aubry-Andre model, with all localization transitions happening at the same
energy; in contrast, the localization transition is clearly energy dependent in shallow lattices. The existence of an SPME is the
ultimate reason for the intermediate phase in the incommensurate lattice model.
One prominent feature in Fig. 2 is that the continuum energy spectrum at Vd = 0 gets split into multiple subbands as Vd is
turned on. Such a structure is revealed more clearly in the density-of-states plot in Fig. 3, where a series of gaps emerges in
the spectrum when Vd > 0. However, note that our discussions are entirely focused on a single band—the lowest band of the
original periodic system. The gaps that appear in the spectrum only separate the minibands arising due to the disorder potential
(i.e., the secondary potential in the bichromatic lattice). Therefore, the mobility edge that appears in the spectrum still lies in the
middle of the band arising from the primary lattice—the mini-gaps are connected with the ‘disorder’ potential, not the primary
potential.
Having examined the general structure of the energy spec-
trum of the incommensurate lattice model, we now turn to
its intermediate phase, which has many interesting properties.
We first study the spatial spread of the wavefunction for states
in the intermediate phase. Fig. 4 shows the IPR of all eigen-
states in the lowest band when Vd = 0.55 (which is in the
intermediate phase), as well as three typical particle density
distributions. In particular, state ‘C’ in Fig. 4(a) is the crit-
ical state that separates localized and extended states. One
hallmark of such a critical state is its spatial density distribu-
tion [see Fig. 4(b)]: it looks like a localized state in a sub-
region, but there is a nonzero probability to find additional
density peaks throughout the system. Such a property is dis-
tinct from both localized states [Fig. 4(b)] and extended states
[Fig. 4(d)]. This is a direct manifestation of the singular con-
tinuous spectrum associated with the critical state at the SPME
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FIG. 2. Inverse participation ratio (IPR) of all eigenstates in the lowest band of the incommensurate lattice model for α = 532/738 and a
primary lattice depth of Vs = 4 [(a)-(b)], Vs = 8 [(c)-(d)], and Vs = 10 [(e)-(f)] respectively. The plots in the first row show IPR simply as a
function of eigenstate numbers, while those on the second row are further augmented by the energy of each eigenstate. The solid lines in the
second row serve as a guide to the eye, and mark out the single-particle mobility edge in each figure.
whereas the localized and the extended states have point and
continuous spectra, respectively.
The peculiar spatial density distribution for states in the
intermediate phase is closely related to their multifractality,
which is a common feature of states at the mobility edges for
Anderson transitions [77]. The multifractal structure can be
captured by the (generalized) IPR [77], defined as
Pq =
∫
dx |ψ(x)|2q. (4)
At criticality (i.e., at the mobility edge), Pq show an anoma-
lous scaling with the system size L, 〈Pq〉 ∼ L−τq . This contin-
uous set of exponents τq captures the critical behavior of the
wave function. It is common to introduce fractal dimensions
Dq via τq = Dq(q−1). For one-dimensional systems Dq = 1 in
a metal (continuous spectrum for extended states) and Dq = 0
in an insulator (point spectrum for localized states), while in
the intermediate phase Dq is a nontrivial function of q, which
is a manifestation of the multifractal structure of the wave
function. Figure 5 shows a plot of our calculated Dq for var-
ious different values of Vd in the bicromatic incommensurate
model. The Vd = 0 curve has a constant Dq = 1, indicat-
ing a metallic system. The Vd = 0.2 curve shows a small
but finite departure from Dq = 1 despite the fact that the sys-
tem remains extended. This should be due to finite size ef-
fects in the scaling analysis. In the opposite limit of large Vd
(Vd = 0.7), we have Dq ' 0, typical for a completely local-
ized one-dimensional system. The weak dependence on q is
again a result of finite-size effects. For intermediate values of
Vd, however, Dq develops a nontrivial q dependence, reflect-
ing the multifractal structure in the eigenstate wave functions.
Thus, the intermediate phase is critical manifesting multifrac-
tality.
Another interesting aspect of the intermediate phase is the
fractal structure of the energy spectrum, as shown in Fig. 6.
In particular, the fine structure of a subband carries the same
(fractal) structure of the entire energy band. Such a self-
similarity structure is ubiquitous in systems with a fractal en-
ergy spectrum [78–82].
V. EXPERIMENTAL SIGNATURES OF THE
SINGLE-PARTICLE MOBILITY EDGE
Having established the existence of three phases (i.e., ex-
tended for smaller Vd, localized for larger Vd, and interme-
diate for intermediate Vd) in the model defined by Eq. (1),
we now discuss how they can be identified in the experiment
using optical lattices. We will propose two complementary
experimental observables that can be used to directly distin-
guish the three phases. These two physical observables cor-
respond roughly to IPR and NPR discussed above, which, by
themselves, are not directly experimentally accessible. More-
over, we show that by slightly modifying the existing exper-
imental setup, the intermediate phase becomes much wider,
which will facilitate its experimental observation. One impor-
tant distinction to keep in mind in dealing with experimental
situations is that often the experimentally measurable quan-
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FIG. 4. (a) IPR of all eigenstates in the lowest band of the incom-
mensurate lattice model with α = 532/738, Vs = 4 and Vd = 0.55.
The particle density of the three states labeled by ‘B’, ‘C’, and ‘D’ in
(a) are correspondingly shown in (b)-(d).
tities are not direct eigenstate behaviors, and therefore, IPR,
NPR, etc., which are various measures of direct energy eigen-
state properties are not experimentally obtainable.
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A. Density imbalance I and edge density fractionD
We first propose two experimental observables that can
combine to serve as precise operational definitions for the
three different phases. Both can be directly measured (and
have been measured) in cold atom optical lattice experi-
ments [26, 44]. The first observable is called the density im-
balance I, defined as the difference between particle densities
on even and odd lattice sites:
I = neven − nodd
neven + nodd
, (5)
which ranges from +1 (for all particles on even sites) to −1
(for all particles on odd sites). Without loss of generality we
define the lattice sites as belonging to those defined by the
primary potential Vs although any other way of defining this
lattice would not change anything in our consideration. Here
neven (nodd) denotes the total particle density on even (odd) lat-
tice sites. To measure this quantity one should start from a
charge density wave state with all particles loaded into odd
sites only. The system is then evolved under the incommensu-
rate lattice Hamiltonian in Eq. (1) for a sufficiently long time
until a stationary state is reached. We note that by defini-
tion the beginning charge density wave state is not an energy
eigenstate of the Hamiltonian, but is a simple physical state
8TABLE I. Localization vs thermalization properties in an incom-
mensurate lattice model.
I D
Localized finite 0
Delocalized & nonthermal finite finite
Delocalized & thermal 0 1
obtainable experimentally in optical lattices [26]. As a result,
the imbalance measurement intrinsically contains an average
over all eigenstates in the lowest band. We expect (and verify,
as described below) that in the long-time limit I will vanish
in a delocalized system, but remains finite in the presence of
localized states.
The second observable we propose is the edge density frac-
tionD, defined as
D = 2nright
nright + nleft
, (6)
which ranges from 0 (for all particles in the left half of the
system) to 2 (for all particles in the right half of the system).
Here nleft (nright) denotes the total particle density in the left
(right) half of the system. The corresponding measurement
consists of initializing all particles in the left half of the system
and then measuring the fraction of the particles ending up in
the right half of the system in the long-time limit. In particular,
if all eigenstates in the system are delocalized (localized), we
expect D = 1 (D = 0). Again, the situation to measure D
(i.e., starting with all particles in the left half of the system
and then measuring the density fraction after a long time) can
be achieved experimentally.
These two quantities capture different (and complementary)
aspects of localization properties of a system, and thus can
be combined to yield a complete understanding of the exper-
imental localization transition (similar to what IPR and NPR
achieve for the theory). Specifically, the index I can diagnose
whether all eigenstates in the system are delocalized, because
it will become nonzero as soon as some localized states exist
in the spectrum. In contrast, the index D provides a com-
plementary diagnosis by checking whether all eigenstates in
the system are localized, because it will become nonzero as
soon as delocalized states exist. As a result, when I vanishes
and D remains finite, the system is in a delocalized phase. In
contrast, when D vanishes and I remains finite, the system
is in a localized phase. If both D and I are finite, the sys-
tem is in a mixture of localized and delocalized states, which
we identify as the intermediate phase between localized and
delocalized phases arising from the existence of an SPME in
the spectrum leading to a mixed state which is neither purely
localized nor purely extended. This is then the experimental
signature for the existence of SPME and intermediate phase.
Table I summarizes the above discussions and clearly demon-
strates how the three distinct phases are operationally defined.
Very loosely speaking, I and D are qualitative measures of
IPR and NPR respectively, and in the intermediate phase both
should be finite.
Here we propose a specific experimental dynamical proto-
col to probe the three phases found in the incommensurate
lattice model. We begin with Vs = 8 and Vd = 0 in Eq. (1),
and make the lowest band half-filled. We then adiabatically
introduce a new potential to create the desired initial states for
I and D. For example, for I the initial charge density wave
state is prepared by adiabatically introducing a new potential
V2 cos[k(x−a/2)], which confines all particles onto even sites
only. After the initialization, we quickly turn off this potential
and quickly turn on the incommensurate lattice potential Vd.
We then calculate the quench dynamics of the initial charge
density wave state and evaluate I at different times. The edge
density fractionD can be obtained in a similar way.
We also note that a rational α = 532/738 will be used in
most of our calculations, which is the approximate α realized
in recent optical lattice experiments [26]. Such a choice al-
lows us to better guide future experiments. There is a caveat
in doing this, as one should keep in mind that a rational α
will always lead to a delocalized phase in the thermodynamic
limit. Yet, in a finite system the localized phase in this model
will persist, and the only effect of a rational α is to smooth out
the localization transition [83, 84]. These features are well-
understood already in the context of studying AA localization
properties in optical lattices, and our analysis does not intro-
duce any extra complications.
Figure 7 shows a typical time evolution of I andD in a lat-
tice with depth Vs = 8, which clearly demonstrates the three
possible phases we propose. We can see that when Vd = 0.05,
I approaches zero [(a)] while D approaches 1 [(d)], which
is a typical behavior for a completely delocalized system. In
the opposite limit of Vd = 0.20, I remains finite [(c)], while
D becomes vanishingly small [(f)], indicating a localized sys-
tem. In the intermediate regime (e.g., Vd = 0.15), however,
both I and D are finite, suggesting a nonergodic metallic be-
havior associated with the intermediate phase. Thus, these
two physically measurable quantities can indeed differentiate
the three phases in the experiment. This figure also demon-
strates clearly that the time scales needed by the imbalance
and edge density fraction to reach their stationary values are
significantly different, which is also a distinct experimental
prediction of our theory. Figure 8 shows a complete phase di-
agram by plotting the stationary values of I andD (as well as
〈NPR〉 and 〈IPR〉) as a function of the incommensurate poten-
tial strength Vd for a fixed value of Vs (other values of Vs pro-
duce qualitatively similar phase diagrams with the intermedi-
ate phase being strongly suppressed with increasing Vs as the
system approaches the tight-binding AA limit). We emphasize
that Fig. 8 explicitly demonstrates that I and D are perfectly
acceptable physical variables defining the localized/extended
phase diagram (including the intermediate phase) since the
phase diagrams obtained from I/D agree quantitatively with
that obtained from 〈IPR〉/〈NPR〉. One can clearly observe
the existence of an intermediate phase during the localization
transition as Vd is increased (and the system is driven towards
a localized phase).
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B. Connection to the Aubry-Andre model
It is widely believed that in the deep lattice limit of Eq. (1)
(Vs  1, with Vs  Vd), the physical properties of the incom-
mensurate lattice model can be studied with the well-known
single-band tight-binding Aubry-Andre (AA) model,
Eun = −J(un−1 + un+1) + ∆ cos(2piαn + φ)un, (7)
which contains only the nearest-neighbor hopping and on-site
potential terms. Therefore, it has often been used to guide cold
atom experiments studying localization physics emulating the
Hamiltonian defined by Eq. (1) [4, 26]. Such a tight-binding
model has a self-duality point at ∆/J = 2, which separates the
localized phase where all states are localized (∆/J > 2) from
the delocalized phase where all states are extended (∆/J < 2).
Moreover, it is possible to establish a mapping between the
tight-binding and continuum model parameters in this limit.
Specifically, the nearest-neighbor hopping J is solely deter-
mined by the primary lattice depth Vs [30],
J ' 4√
pi
V3/4s e
−2√Vs , (8)
10
whereas the disorder potential ∆ depends on both Vs and Vd,
∆ ' Vd
2
e−α
2/
√
Vs . (9)
While such a mapping between continuum and tight-binding
models is useful in many respects, it clearly misses a quali-
tative difference between these two limits: the incommensu-
rate lattice model possesses an SPME while the AA model
does not. Of course, for Vs  1, such an SPME induces an
exponentially small intermediate phase and is of no physical
significance. In reality, we find that Vs & 8 suffices to reach
the AA limit in most practical situations, which is where most
of the localization experiments have indeed been performed
so far, justifying the use of the AA model in their analy-
ses [26, 42, 43, 85]. What we are predicting in the current
work is that an experimental lowering of Vs will lead to sig-
nificant qualitative (and quantitative) deviations from the AA
results.
From the perspective of a Wegner flow process [86–89], the
continuum model contains important corrections to the AA
model that break its self-duality, thereby producing an SPME.
The continuum to tight-binding progression in the model de-
fined by Eq. (1) can be studied using the Wegner flow method,
and we do this in Appendix B, establishing the main cor-
rections to Eqs. (7)-(9) which arise as one flows away from
the tight-binding limit. This Wegner flow calculation (Ap-
pendix B) brings out the leading order physics left out in the
tight-binding AA limit contributing to the emergence of the
SPME in the continuum limit. We find that the Wegner flow
indicates the leading order correction to be an on-site term,
not a second-nearest neighbor hopping, leading to the devia-
tion from the tight-binding AA limit. We refer the readers to
Appendix B for details about our analysis based on the Weg-
ner flow method. Since we diagonalize the full continuum
Hamiltonian defined by Eq. (1) anyway to get our results, the
Wegner flow analysis (Appendix B) here only provides a the-
oretical interpolation between the AA model and the full in-
commensurate model.
The important question is then whether such a qualitative
difference between the two models [i.e., tight-binding AA
and continuum Eq. (1)] can be detected in typical optical lat-
tice potentials available experimentally. Our numerical results
suggest that this difference is indeed appreciable, as shown
in Fig. 8(b), which compares the density imbalance for the
Aubry-Andre and the incommensurate lattice model. One can
see that while the quantity I is rather similar in the two mod-
els, the edge density fraction D draws a clear distinction be-
tween them: the crossover region for D in the incommensu-
rate lattice model is noticeably wider. Therefore, even in this
relatively deep lattice limit we can already expect to observe a
departure from the AA model toward the bichromatic incom-
mensurate potential model.
We make a few remarks here. First, as noted before, the
localization transition in the AA model is rounded out in our
numerical results because of both the finite system size and
the rational α we use. We do not investigate system size de-
pendencies or the thermodynamic limit here because this work
is primarily aimed at making connections to the experiments,
which always deal with finite systems. More importantly, the
difference between AA model and the continuum model al-
ready becomes appreciable in the finite-size systems we study,
and thus can already be observed in current experiments with-
out worrying about the thermodynamic limit (since our system
size is chosen to be comparable to the typical optical lattice
experimental system sizes). Second, our results show clearly
that it is important to measure both I and D in order to es-
tablish the existence of an SPME (and the corresponding in-
termediate phase) in the experiment; measuring the density
imbalance I alone is not able to resolve this issue. In fact, our
result in Fig. 8(b) shows that the quantity I in the incommen-
surate lattice model behaves almost the same as that in the AA
model. Therefore, it is crucial that both I andD are measured
in the experiment so as to properly diagnose a possible SPME
and the resulting intermediate phase. Finding I andD both to
be finite is the definitive evidence for the existence of the in-
termediate phase associated with the SPME. Finally, in many
of our numerical results, along with presenting our main re-
sults for the continuum incommensurate model of Eq. (1), we
also show the results for the corresponding tight-binding AA
model as defined by Eq. (7) [using Eqs. (8) and (9) for the
transformation of the continuum parameters Vs, Vd to the AA
parameters ∆ and J] for the sake of comparison without elab-
orating on the AA results much in our discussion (since the
AA limit has already been studied extensively in the literature
going back almost forty years).
C. The intermediate phase for smaller Vs
The essence of the intermediate phase in the incommensu-
rate lattice model is that all eigenstates of the lowest band can-
not be localized unless the strength of the “disorder” poten-
tial Vd overcomes the bandwidth of the lowest band, leading
to a possible coexistence of localized and delocalized eigen-
states (see also Appendix IV). As the bandwidth of the low-
est band grows exponentially when Vs is decreased, one nat-
urally expects that the intermediate phase continues to widen
with decreasing Vs. As a result, it may be advantageous to
search for this intermediate phase using a shallower primary
lattice. This expectation is indeed confirmed by our numerical
results. For example, Fig. 9 shows the density imbalance for
Vs = 6, which indeed has a wider intermediate phase than that
for Vs = 8. Figure 10 further shows the density imbalance for
Vs = 4, which has the widest intermediate phase of the three
cases we study. We have checked that this trend continues to
Vs = 2 (not shown).
In order to systematically show the width of the intermedi-
ate phase as a function of primary lattice depth Vs, we intro-
duce a dimensionless relative width W˜ as follows,
W˜ =
2(V+d − V−d )
V+d + V
−
d
, (10)
where V−d and V
+
d are the lower and upper bound of the inter-
mediate phase, respectively. As shown in Fig. 11, the width
of this phase grows significantly with reducing Vs. Thus, we
conclude that using a shallower primary lattice will make this
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FIG. 9. (a) Averaged NPR and IPR and (b) density imbalance and
edge density fraction for the incommensurate lattice model with Vs =
6, α = 532/738, and a system size of L = 738. The two sets of data
in (b) compare the results from the incommensurate lattice model
and the AA model, respectively.
intermediate phase more accessible in the experiment. Fig-
ure 12 further summarizes the results in this section in a phase
diagram. We point out that the results shown in Fig. 11 and 12
indicate that the AA limit probably becomes more or less rea-
sonable for Vs > 8, but experimental resolution issues in the
measurement of I and D become important in one’s ability
to determine the intermediate phase for comparatively deeper
lattices (Vs ∼ 8 or deeper). Strictly speaking, the AA limit
applies only for infinitely deep lattices, and the mobility edge
exists for any bichromatic 1D incommensurate potentials rep-
resented by Eq. (1), but for all practical purposes the tight-
binding AA limit is perhaps reached already for Vs = 8.
Before we conclude this section, we mention that the pres-
ence of an SPME presents additional complications in under-
standing the MBL transitions of continuous disordered sys-
tems. Previous theoretical studies have found non-ergodic
metallic phases and full many-body localization for sys-
tems of interacting localized and mobile degrees of free-
dom [22, 23], although a consensus is still lacking regarding
the thermodynamic limit [57, 68, 70–72, 90–93]. Our find-
ing of a generic SPME in continuous systems makes under-
standing the interplay of interactions and SPME unavoidable
for characterizing MBL transitions in incommensurate opti-
0 0.1 0.2 0.3 0.4
0
0.2
0.4
0.6
0.8
1
<IPR>
<NPR>
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0
0.2
0.4
0.6
0.8
1
Index I (Cont.)
Index D (Cont.)
Index I (AA)
Index D (AA)
0 0.37 0.74 1. 1 1.48 1.85 2. 2 2.58 2.95
Vd
Vd
hN
P
R
i(
hIP
R
i)
Im
b
a
la
n
ce
(a)
(b)
0 0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
0.8
1
<IPR>
<NPR>
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.2
0.4
0.6
0.8
1
Index I (Cont.)
Index D (Cont.)
Index I (AA)
Index D (AA)
0 0.41 0.81 1.22 1.63 2.04 2.44 2.85 3.26
Vd
Vd
hN
P
R
i(
hIP
R
i)
Im
b
a
la
n
ce
(a)
(b)
 /J  /J
FIG. 10. (a) Averaged NPR and IPR and (b) density imbalance
and edge density fraction for the incommensurate lattice model with
Vs = 4, α = 532/738, and a system size of L = 738. The two sets
of data in (b) compare the results from the incommensurate lattice
model and the AA model, respectively.
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cal lattices. (This is in contrast to the pure Anderson model
with random on-site disorder which does not have an SPME.)
In Appendix C we present exact diagonalization results in a
small interacting system to show that the intermediate phase
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FIG. 12. Phase diagram for the incommensurate lattice model with
α = 532/738 and a system size of L = 738. The shaded region high-
lights the intermediate phase due to SPME in this model. The dots
are obtained from our numerics, while the solid lines are interpola-
tions which serve as a guide to the eye. Note that the intermediate
phase essentially vanishes for Vs > 8 which defines the tight-binding
AA limit in this context.
can possibly survive finite interactions. However, the even-
tual fate of the intermediate phase should be tested in the ex-
periment, since our interacting simulations are necessarily in
small systems. The system defined by Eq. (1), which can be
implemented experimentally [26], is the ideal system to study
the interplay of MBL and SPME, which is an important open
question in the field.
VI. THE sp LADDER TWO-BAND MODEL
The incommensurate lattice model we discussed in the pre-
vious section is likely the most experimentally accessible
setup to observe the SPME in one dimension. However, there
are conceptually simpler ways to construct models that pos-
sess an SPME: one just needs to create a coexistence of local-
ized and delocalized states.
One such possibility is to consider the lowest two bands
(i.e., s and p bands) of the incommensurate lattice model,
and let the depth of the disorder lattice potential be just larger
than the bandwidth of the lowest band. As a result, all eigen-
states in the lowest (s) band are completely localized, while all
eigenstates in the second (p) band are completely delocalized.
Basically, we have artificially superimposed two tight-binding
AA models with the intermediate phase being defined as the
situation with one (the s-band) being in the localized phase
and the other (the p-band) being in the delocalized phase. We
then consider a situation where atoms can be pumped into
the second band, say by Raman techniques. Then the model
Hamiltonian describing such a system is a two-band incom-
mensurate lattice model, H = H0 + Hint, where
H0 =
∑
j
(
−tsc†s, jcs, j+1 + tpc†p, jcp, j+1 + h.c.
)
+
∑
j
∆ cos(2piα j + φ)
(
c†s, jcs, j + c
†
p, jcp, j
)
,
Hint = Vsp
∑
j
c†s, jcs, jc
†
p, jcp, j. (11)
This model can also be realized by two species of atoms (say
87Rb and 40K) loaded in the incommensurate lattice. Be-
cause 87Rb is a bosonic atom, we shall consider a deep lat-
tice where these atoms behave like hard-core bosons, equiva-
lent to fermions in one dimension. In this model, the particle
numbers in the two bands s and p, Ns and Np, are separately
conserved. In our exact diagonalization calculation, we fix Ns
and Np to be at half filling. We also fix tp = 2ts, which we
expect to be a reasonable choice for the K-Rb mixture.
The physics is now conceptually simple: one band (the p-
band) is extended and the other band (the s-band) localized,
and hence the system as a whole is by definition in an inter-
mediate phase. By tuning the band occupancies Ns and Np,
the system can be continuously tuned from being completely
delocalized (Ns zero and Np finite) to being completely local-
ized (Ns finite and Np zero) through the intermediate mixed
phase (both Ns and Np finite). An easier technique is simply
to tune the potential strength ∆ so that the system goes be-
tween all states delocalized (small ∆) to all states localized
(large ∆) with an intermediate state in between. This is bound
to happen whenever the two lattices have different hopping
parameters (ts , tp).
To diagnose the ergodicity breaking transition due to the
emergence of the intermediate phase, we calculate the evolu-
tion of the number imbalance for this two-band model,
I(τ) =
1
Ns + Np
× ∑j∈even[〈c†s, jcs, j〉 + 〈c†p, jcp, j〉] −
∑
j∈odd
[〈c†s, jcs, j〉 + 〈c†p, jcp, j〉]
 .
To distinguish ergodicity versus non-ergodicity, we choose an
initial state with all atoms in the even sites, i.e., I(τ = 0) = 1.
The long-time average of number imbalance vanishes in an
ergodic state, but remains finite in a non-ergodic phase.
To diagnose localization versus delocalization, we inves-
tigate the domain wall dynamics of an initial state with all
atoms prepared in half of the system, say on sites 1 ≤ i ≤ L/2,
with L being the system size. We then monitor the evolution
of particle number density at the right end of the lattice,
Dend = Dends + D
end
p , (12)
where Dends = 〈c†s,Lcs,L〉, and Dendp = 〈c†p,Lcp,L〉. If Dend is
finite after long-time average, we have finite diffusion, and
the system is delocalized. Otherwise, the system is localized.
It is obvious that I and Dend so defined are very simi-
lar to the density imbalance I and the edge density fraction
D defined for the bichromatic incommensurate lattice model
of earlier sections with the same fundamental meaning and
significance—if they are both finite, the system is a noner-
godic metal.
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FIG. 13. Localization and ergodic transitions of non-interacting
fermions in the two-band incommensurate lattice model at half fill-
ing. (a) shows the number imbalance (I) which characterizes the
ergodic to non-ergodic transition. I becomes finite at the transition
from the ergodic to the nonergodic phase. (b) shows the edge density
D (Eq. (4)) characterizing the localization transition. D vanishes at
the transition from the delocalized to the localized phase. The inter-
mediate region with (I , 0, D , 0) supports a nonergodic extended
phase. We use tp = 2ts here. The localization transition locates at
∆ = 4ts and the ergodic transition locates at ∆ = 2ts. The region be-
tween 2ts and 4ts is the intermediate region by definition as reflected
in simultaneous finite values for both I and D.
A. The noninteracting result
For non-interacting fermions, we can simulate the dynam-
ics in systems of large sizes. Figure 13 shows the behavior
of I and Dend, where we find three distinct regions. For small
∆, we have I = 0 and Dend , 0, which implies the system
is ergodic and delocalized. In the opposite limit for large ∆,
we have I , 0 and Dend = 0, indicating that the system is
localized and nonergodic. It is clear that we also have an
intermediate region where both I and Dend are finite, which
means that the system is non-ergodic but delocalized. For this
non-interacting system, the intermediate phase arises because
we only have local integrals of motion in the s-orbital chan-
nel, which is not enough to make the whole system locally
integrable. Physically, it simply means that the s-atoms are
localized and cannot move whereas the p-atoms are mobile in
this intermediate phase, and as we see in Fig. 13, this obvious
fact is clearly manifested in the physical quantities I and Dend.
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FIG. 14. Localization and ergodic transitions of interacting fermions
in the multi-band incommensurate lattice model at half filling. (a)
shows the number imbalance I. (b) shows the edge density D [Eq.
(4)]. We use tp = 2ts and a system size L = 8. For the interact-
ing case, our results still suggest there are two distinct transitions.
As we increase the incommensurate lattice strength ∆, I becomes
finite at the ergodic-to-nonergodic transition (here roughly locat-
ing at ∆/ts ≈ 2), and the diffusion vanishes (here D vanishes) at
the delocalization-to-localization transition (here roughly locating at
∆/ts ≈ 4). The parameter region supporting the nonergodic extended
phase (with finite number imbalance and finite diffusion, i.e., I , 0
andD , 0) is considerably large.
B. Interacting results in a small system
For interacting fermions, we simulate the dynamics with the
many-body exact diagonalization method, which is limited to
small system sizes due to the exponential scaling of the total
Hilbert space dimension. Due to finite-size effects, we cannot
reach a sharp conclusion about whether the intermediate phase
found for non-interacting fermions in the two-band model is
robust against interactions in the thermodynamic limit. But
the numerical results (Fig. 14) indicate that the intermediate
phase may survive in the interacting system or at least causes
a broad crossover for the MBL transition. We also want to
point out that the fact that the ergodic and localization transi-
tions are not strongly modified by interactions (i.e., they still
occur in the vincinity of ∆/ts = 2 and ∆/ts = 4, respectively)
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is partially due to the special interaction form in this two-band
model [Eq. (11)]. Specifically, there is no interaction between
purely localized (s-band) and purely extended (p-band) par-
ticles in our model. In contrast, a more general interacting
Hamiltonian [e.g., the one we introduced for the incommen-
surate lattice model in Eq. (C1)] may contain such interaction
terms. As a result, we expect that the boundary for the ergodic
and localization transitions can be modified by interactions.
If future experiments necessitate a more general interacting
Hamiltonian, it is easy to do so within the constraint of small
system exact diagonalization studies as carried out in the cur-
rent work without an s-p interaction coupling.
The interplay of MBL and SPME remains an important
open question which can be experimentally well-studied in in-
commensurate lattices as shown explicitly in this section and
the last section by studying either the bichromatic incommen-
surate lattice model in the shallow limit (the last section) or
the two-band double-AA model (this section). We empha-
size that assuming that Eq. (1) represents the AA model with
no SPME is strictly speaking incorrect, and all experimental
localization studies in incommensurate lattices must address
the fact that 1D incommensurate potentials generically allow
the existence of SPMEs and intermediate nonergodic metallic
phases (albeit with an exponentially suppressed intermediate
phase in the deep lattice limit).
VII. CONCLUSION
To summarize, we systematically study the localization
physics in the one-dimensional bichromatic incommensurate
optical lattice, which has been implemented in cold atom ex-
periments to study single-particle and many-body localiza-
tion. This system was previously treated using a tight-binding
approximation which is valid only in the infinitely deep lattice
potential limit, and thus expected to have single-particle de-
grees of freedom either all localized or all delocalized based
on the AA model description. However, we point out that
such AA model based analysis is generally incorrect, and that
higher-order corrections beyond the AA model approximation
are significant near the localization transition because they
generically give rise to mobility edge physics [74, 75] not
captured by the AA model. A Wegner flow analysis clearly
brings out how the corrections to the tight-binding limit pro-
duce an SPME in the noninteracting system. Our theoretical
finding provides an important impetus for using incommensu-
rate optical lattices to study the interplay between many-body
localization and single-particle mobility edges in 1D systems.
To fully understand the MBL transition in the experimental
incommensurate lattice system, it is inadequate to consider
simply the AA model with all single-particle degrees of free-
dom being localized, since strictly speaking, there are always
some extended states in the noninteracting system in the ther-
modynamic limit for any finite lattice potential (i.e., the AA
limit never strictly applies). Addressing the question of how
localized and extended degrees of freedom mix together in the
presence of interactions, as originally raised in Refs. [22, 24],
is unavoidable in such continuous incommensurate optical lat-
tice systems. This also indicates MBL transitions in lattice
models and continuous systems could be drastically different
as a matter of principle, particularly in the thermodynamic
limit. We note the crucial point that the existence of a mo-
bility edge implies that a finite fraction of the full spectrum
remains localized (with the other fraction delocalized) even in
the thermodynamic limit, i.e., the numbers of localized and
delocalized states both diverge in the thermodynamic limit al-
though they arise from different single-particle energies.
In numerical calculations, we first show the existence of an
SPME by calculating the averaged NPR and IPR of all eigen-
states in the lowest band. These two quantities can be com-
bined to clearly distinguish the three regimes of the model in
theory: when the averaged IPR vanishes, the system is com-
pletely delocalized; when the averaged NPR vanishes, the sys-
tem is completely localized; only when both quantities remain
finite will the system be in an intermediate phase. To con-
nect to experiments, we identify two physical observables in
quench dynamics, i.e., the density imbalance I and edge den-
sity D. The former is to diagnose the ergodic to non-ergodic
transition, as the density operator in general is expected to
have overlap with local integrals of motion if the system is
nonergodic. The latter is directly related to whether the sys-
tem is localized or not. Combining them together, we can
identify three distinct phases in an unambiguous way with the
intermediate nonergodic metallic phase being the phase where
both I andD are non-zero.
Our study also sheds light on the experimental efforts to
search for SPME in one-dimensional systems. It is well
known that non-interacting fermions in a disordered lattice be-
come localized due to quantum interference effects [1] inde-
pendent of the disorder strength. In one and two dimensions
all eigenstates are localized by an infinitesimal amount of ran-
dom disorder [9, 10]. However, in three dimensions electron
localization in disordered systems is characterized by the ap-
pearance of an SPME. In fact, the existence of an SPME is a
general property in generic three-dimensional disordered sys-
tems as well as various one-dimensional incommensurate lat-
tice models. However, despite its ubiquity in theoretical con-
structions, the SPME still remains elusive in the experiments,
especially in one-dimensional systems. We believe that the
simple bichromatic incommensurate lattice model (as well as
the two-band model) we studied in this paper provides the
simplest suitable experimental candidate for the clear obser-
vation of a one-dimensional SPME, because it only requires
slight modifications of existing experimental setups. All one
needs to do is to measure I and D simultaneously as a func-
tion of Vd to see the clear signature of SPME. Turning the
interaction on in such a system then will tell us about the in-
terplay between interaction and mobility edge in the context
of many body localization phenomena.
We conclude by emphasizing our four new results in the
paper: (1) we show that 1D bichromatic incommensurate po-
tentials manifest single-particle-mobility-edges and interme-
diate phases (which are neither completely localized nor com-
pletely extended) in the noninteracting limit, also establishing
the multifractal critical properties of the SPME and the inter-
mediate phase; (2) we show that this mobility edge and the
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associated intermediate phase remain stable to interactions (in
small systems) manifesting a many body localization transi-
tion; (3) we propose realistic cold atom optical lattice exper-
iments in two distinct systems (bichromatic incommensurate
potential and two-band s-p ladder) to observe the predicted
single-particle-mobility edge as well as to study the many-
body-localization properties for the corresponding interacting
system; (4) an obvious important consequence of our theory is
that one-dimensional bichromatic incommensurate lattice sys-
tems can be experimentally (and numerically) used to directly
study the interplay between single-particle mobility edge and
many body localization in realistic optical lattices– in partic-
ular, the open question of whether a system with a single par-
ticle mobility edge can or cannot manifest many body local-
ization becomes experimentally accessible along with clear
protocols for a practical search for the nonergodic extended
phase (i.e., the intermediate phase) in interacting disordered
many-body systems.
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Appendix A: The effect of a finite harmonic trap
In the usual cold-atom experiments the atoms are held in a
harmonic trap potential. Such a trap potential naturally pro-
duces a finite localization length for the atoms, and thus it
is natural to ask how it affects the experimental scheme we
proposed here to observe the SPME. It turns out that leaving
the full trap potential on is detrimental for our proposal. To
show this, we add a harmonic trap potential to the continuum
Hamiltonian in Eq. (1), and evaluate the density imbalance I
as well as the edge density fractionD. We choose the strength
of the trap to be ω = 2pi × 50 Hz, which is the value realized
in recent experiments [26]. As shown in Fig. 15(a), the har-
monic trap potential produces a nonzero imbalance even when
the pristine system (i.e., the one without the trap potential) is
still delocalized. Such an effect can be explained by the fact
that the harmonic trap produces a large energy barrier for the
particles, especially those far away from the trap center, lead-
ing to some degree of localization even in the absence of the
disorder potential. The harmonic trap has an even stronger ef-
fect on the measurement of the edge density fraction D. As
shown in Fig. 15(b), the harmonic trap severely hinders the ex-
pansion of the initial cloud, as the edge density quickly drops
to zero as Vd increases, despite the fact that the pristine system
is still delocalized.
The above results show that a relatively flat potential land-
scape is needed to achieve the experimental scheme we pro-
pose in this work. However, such a requirement is well within
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FIG. 15. Effects of a finite harmonic trap on the density imbalance
measurements. The strength of the harmonic trap potential is ω =
2pi × 50 Hz. In addition, the system size is L = 369, α = 532/738,
and Vs = 4.
the current experimental capabilities [94, 95]. Thus, we be-
lieve that our proposal remains very feasible experimentally.
Appendix B: Connection to the Aubry-Andre model from a
Wegner flow perspective
In this appendix we use the Wegner flow method to system-
atically generate higher-order corrections to the AA model,
which will serve as an effective tight-binding Hamiltonian for
the bichromatic incommensurate lattice model in Eq. (1). As
we show in the following, the correction responsible for the
single-particle mobility edge only appears at the second order
in the perturbation theory.
1. The Wegner flow method
The Wegner flow method was initially developed [86–89]
for matrix diagonalization, and is related to the double-bracket
flow algorithm in mathematics [96]. One advantage of this
method is that it can lower the complexity of the original di-
agonalization problem, allowing one to study large systems
more efficiently.
For our purpose, it is convenient to carry out the Wegner
flow in the momentum space. We start by decomposing the in-
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commensurate lattice model in Eq. (1) asH = H0+H1, where
H0 defines the pristine periodic lattice, whileH1 includes the
disorder potential proportional to Vd. In the momentum space
H0 has a simple form in terms of Bloch modes,
H0 =
∑
n,k
εn(k)φ†n(k)φn(k), (B1)
where n is the band index, k is the lattice momentum, and
φn(k) is the Bloch wave function. The incommensurate lattice
potential can be generally written in the same basis as follows,
H1 =
∑
nn′,kk′
Wnn′ (k,k′)φ†n(k)φn′ (k′), (B2)
which will induce both interband and intraband transitions.
To restore the band concept in the presence of the disorder
potential, we would like to recast the entire Hamiltonian H
into a block-diagonal form, with each block taking the form
H˜ =
∑
n,k,k′
En(k,k′)φ˜†n(k)φ˜n(k′). (B3)
This can be achieved via a Wegner flow process, which im-
plements a unitary transformation on the HamiltonianH (and
thus keeping its spectrum invariant). Specifically, the proce-
dure starts by introducing a matrix K , which is governed by
the following equation,
dK
dl
= [[K(l),N],K] , (B4)
where N is a diagonal matrix,
Nnn′ (k,k′) = ε¯nδnn′δkk′ , (B5)
and ε¯n = L−1
∑
k εn(k) is the average energy of all eigenstates
in the nth band. The initial condition of the flow is given by
Knn′ (k,k′)|l=0 = εn(k)δnn′δ(kk′) +Wnn′ (k,k′). (B6)
This flow equation then generates a unitary transformation
K(l) = O(l)K(0)O†(l), with
O(l) = Tl exp
(∫ l
0
dl[N ,K(l)]
)
, (B7)
where Tl is the time ordering operator. Such a process will
continuously bring the Hamiltonian H into a block-diagonal
form. If we denote the final result of the flow as K˜ ≡ K(∞),
the block-diagonal matrices in Eq. (B3) are given by
En(k,k′) = K˜nn(k,k′). (B8)
Such a procedure also provides a unitary transformation that
relates φn(k) and φ˜n(k) as φ˜n(k) = Uφn(k), with U = O(∞).
2. Effective lattice Hamiltonian for the incommensurate lattice
model
We now use the Wegner flow procedure to derive an ef-
fective Hamiltonian for the incommensurate lattice model in
the tight-binding limit, where Vd  Vs. We will show that
the higher-order corrections to the AA model are vital to cap-
ture the mobility edge inherent in the incommensurate lattice
model. For the convenience of our discussions below, we
redefine the AA model parameters as follows,
Eun = −t(un−1 + un+1) +V1 cos(2piαn + φ)un. (B9)
We will see that corrections to the hopping (t) and on-site en-
ergy (V1) are generated order by order in the Wegner flow.
We start by writing the matrix K(l) as a series,
K(l) = K (0) + gK (1) + g2K (2) + . . . , (B10)
where g keeps track of the order of perturbative expansion.
Meanwhile, in this tight-binding limit we can write the incom-
mensurate lattice Hamiltonian formally asH = H0+gH1. We
can then solve the flow equation in Eq. (B4) perturbatively and
obtain K [and thus En(k,k′)] to all orders. In particular, we
find that up to second order in g the block-diagonal matrix
En(k,k′) has the following form,
En(k,k′) = εn(k)δkk′ + gWnn(k,k′) (B11)
+ 2g2
∑
m,n,q
Wnm(k, q)Wmn(q,k′)
εn(k) + εn(k′) − 2εm(q) + O(g
3).
Such a procedure can produce the following effective lattice
Hamiltonian for the incommensurate lattice model in Eq. (1),
HAA = −J0
∑
j,σ
(c†j+1,σc j,σ + h.c.) + ∆
∑
j,σ
cos(2piα j + φ)n j,σ,
H′ = J1
∑
j,σ
cos
[
2piα
(
j +
1
2
)
+ φ
]
(c†j+1,σc j,σ + h.c.) (B12)
+ J2
∑
j,σ
(c†j+2,σc j,σ + h.c.) + ∆
′∑
j,σ
cos(4piα j + 2φ)n j,σ,
In the above Hamiltonian the operators c†j,σ and c j,σ are the
creation and annihilation operators for spin σ =↑, ↓ on lattice
site j. The first term HAA is the Aubry-Andre Hamiltonian,
while the second term H′ contains corrections up to second
order in the Wegner flow process, which become important in
the shallow (primary) lattice limit. We can see that these cor-
rections can modify both the on-site disorder potential and the
nearest-neighbor hopping term. In addition, second-nearest
neighbor hopping terms can also be generated.
In fact, this lattice Hamiltonian is very useful in captur-
ing the SPME physics in the incommensurate lattice model
in Eq. (1). In Fig. 16 we plot the averaged IPR and NPR for
this lattice model with Vs = 4 and α = 532/738. For a given
Vd we use Wegner flow to determine the model parameters in
the correction term H′. We find that the intermediate phase
derived from this lattice model agrees with the predictions of
the incommensurate lattice model in Fig. 10. Such an effective
lattice Hamiltonian will be useful when we study manybody
effects in this incommensurate lattice model, as it is difficult to
incorporate electron-electron interactions directly in the con-
tinuum model.
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FIG. 16. Phase diagram for the generalized AA model in Eq. (B12).
Here we choose L = 738, Vs = 4, and α = 532/738. For a given Vd,
all coefficients in the lattice Hamiltonian [Eq. (B12)] are generated
by the Wegner flow process.
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FIG. 17. Evidences for the survival of the intermediate phase in
the presence of electron-electron interactions in a small system with
L = 8. (a) shows that the imbalance remains finite in the presence of
interactions, while (b) shows the logarithmic growth of entanglement
entropy with time. In this calculation we use the model in Eq. (C1)
withV1 = 2t,V2 = 0.2t, and U = 5t. The time τ is in units of ~/t.
Appendix C: The possibility of a many-body mobility edge
In this section we provide exact diagonalization results in
a small system to show that the intermediate phase we estab-
lished in the noninteracting 1D bichromatic incommensurate
lattice model [Eq. (1) in the main text] can possibly survive fi-
nite electron-electron interactions. The effective tight-binding
model we use reads as follows,
H0 =
∑
j,σ=↑,↓
(
−tc†j,σc j+1,σ + h.c.
)
+
∑
j,σ=↑,↓
[V1 cos(2piα j) +V2 cos(4piα j)] c†j,σc j,σ,
Hint = U
∑
j
n j(n j − 1), (C1)
where n j = c
†
j,↑c j,↑ + c
†
j,↓c j,↓ is the total electron density on
each lattice site, and ↑, ↓ denotes spin-up and spin-down, re-
spectively. The above model contains the correction to the
AA model we found in Eq. (B12) that is responsible for the
intermediate phase. We find (see Fig. 17) that indeed the in-
termediate state survives weak interaction in small systems.
We show this by calculating both density imbalance and en-
tanglement entropy.
In Fig. 17 we show the results for a small system with L = 8
lattice sites. We place the system in the intermediate phase us-
ingV1 = 2 andV2 = 0.2, and turn on an interaction strength
of U = 5t. Figure 17(a) shows the time evolution of density
imbalance I, which demonstrates that the initial charge den-
sity wave pattern does not relax completely even in the long
time limit. Figure 17(b) further shows a logarithmic growth
of entanglement entropy with time, which is an indication that
the system is nonthermal. As a result, we can conclude that at
least in this small system the intermediate phase found in the
noninteracting model can survive finite electron-electron in-
teractions, giving rise to a possible manybody mobility edge.
Moreover, we have carried out an approximate finite size scal-
ing analysis using exact diagonalization up to system sizes of
L = 16, finding that our conclusion about the existence of
MBL and a manybody mobility edge remains unchanged. The
question of what happens in the thermodynamic limit, how-
ever, cannot be addressed in our work and remains open for
the interacting system.
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