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ABSTRACT 
 
Droughts are one of the most complicated natural disasters on earth. The repetitive occurrence 
of droughts has enormous adverse impacts on different aspects of human lives and natural 
environment. Careful monitoring and early warning systems can assist in the development of 
effective drought management strategies. Therefore, it is of immense significance to have a full 
understanding of the characteristics of a developing drought (severity, frequency etc.) before 
planning any drought response measures. The main aim of this research is to develop a 
methodology to evaluate reservoir storage levels during drought periods in a probabilistic way. 
In doing so, a case study was conducted of the Upper Yarra reservoir, which is located in the 
upper part of the Yarra River catchment in Australia. In order to identify the impacts of drought 
on this reservoir, it is important to have detailed knowledge of the general drought conditions 
surrounding this reservoir, as major portions of its inflow are harvested from neighbouring 
areas. Therefore, a comprehensive investigation of drought characteristics over this area is 
essential. Six rainfall and six streamflow stations near the Upper Yarra reservoir were selected 
for evaluating meteorological and hydrological drought events using the Standardized 
Precipitation Index (SPI) and the Standardized Hydrological Drought Index (SHDI), 
respectively. Both of these indices detected drought events successfully when applied to the 
data. Univariate and bivariate frequency analysis of drought duration and severity were carried 
out using the Gumbel-Hougaard copula. A probabilistic assessment of the reservoir storage 
condition was carried out by joint consideration of probability of initial storage volume and 
probability of drought events affecting inflow to the reservoir. Therefore, frequency analysis 
of drought events of inflow to the reservoir with particular severity and duration were 
conducted before applying them to the reservoir system model with specific initial water levels.  
 
 The quantitative exploration of trends of drought characteristics (e.g. severity, 
frequency) provides meaningful insight to water authorities for developing of drought 
management plans. This study employed basic and modified Mann-Kendall tests to detect 
monotonic trends in drought characteristics. Both tests identified significant decreasing trends 
for four stations in the study area. More specific results of trends were reported by Innovative 
Trend Analysis (ITA) method. The results indicate that extreme drought situations are more 
likely to appear at the Reefton, Warburton, Alderman Creek, Little Yarra and McMahons Creek 
stations. Using the Sequential Mann-Kendall test, it was observed that the starts of the abrupt 
change points for most stations were found during the Millennium Drought (1996 to 2009) in 
xxii 
 
Victoria. The changing patterns of drought frequencies were also investigated using the Poisson 
regression method. All stations exhibited decreasing trends in inter-arrival times between 
successive drought events, indicating that droughts are becoming more frequent in this 
catchment.  
 
 The integrated modelling software Source is used to construct a reservoir system model. 
The development of water demand function is an essential requirement for building of the 
reservoir system model by Source software. Multiple regression analysis (MRA) and principal 
component analysis (PCA) are used and, finally, PCA was selected for development of water 
demand function because PCA gives better results than MRA. This study determines a risk 
assessment of storage condition of the Upper Yarra reservoir due to impacts of drought events. 
A probabilistic approach is proposed, taking into account the variability of reservoir storage 
volume prior to a drought event and different drought scenarios. Both drought severity and 
durations are included in developing drought scenarios. All required inputs are used in Source 
software to determine the reservoir storage volume at the end of a drought event. The analysis 
is performed for Period 3 (June to August, the most critical time of a year in terms of 
availability of water in the reservoir) and Period 1 (December to February, the least critical 
time). Three prespecified storage conditions are studied: (1) when storage drops < 50% of its 
full supply volume (FSV) (CC1); (2) when storage drops < 40% of FSV (CC2); and (3) when 
storage drops < 30% of FSV (CC3). The main conclusions of these analyses are summarized 
as follows: 1) the probability of storage reduction below the prespecified conditions is higher 
in Period 3 than in Period 1; 2) the risk of storage reduction can be successfully evaluated based 
on two uncertain parameters (initial storage volume and drought severity) and the results show 
that the initial storage volume is a more dominant uncertain parameter in probability calculation 
than drought severity for long as well as short-duration droughts; 3) several drought zones are 
successfully constructed for each condition on plots of initial storage vs. drought severity. It 
should be noted that each zone is constructed for a specific drought duration and period. If 
needed, other zones can be developed for other periods and drought durations following the 
same approach; 4) the constructed zones will give indications to water authorities about the 
reduction of storage due to long- and short-duration drought events; 5) finally, the general form 
of the relationship between initial storage volume and probability of storage reduction below 
any particular level for any drought event of known duration and severity is developed. Results 
of this study provide a technical reference for the risk assessment of reservoirs due to drought 
events and will assist in the development of appropriate action plans. 
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Chapter 1 
Introduction 
 
1.1 Background 
 
Drought is considered to be the deadliest of all-natural hazards affecting human wellbeing, 
the economic activities of individuals and several components of the natural environment 
(Wilhite, 2000, Barua et al., 2012, Udall and Overpeck, 2017, Brito et al. 2018). In the last few 
decades, frequent droughts have caused substantial devastation to human lives and the earth’s 
ecosystems (Andreadis et al., 2005, Mishra and Singh, 2010, van Dijk et al., 2013, Blauhut et 
al., 2016). Australia is recognized as the most arid region on earth (Davidson, 1969; Pigram, 
2006). Over the last few decades, many parts of Australia have suffered from many drought 
events (e.g. Federation drought (1895 - 1903), the World War II drought (1937 - 1945), and 
the 1967–1968, 1972– 1973, 1982–1983, and 1997-2009 droughts etc.) caused by rainfall 
shortages, leading burdens on rural and urban water resources (Keating, 1992, Ummenhofer et 
al., 2009, Barua et al., 2010a, Tan and Rhodes, 2013).  Droughts impose severe stress on water 
supply systems and the communities that depend on them. Furthermore, because of increasing 
climatic variability and growing water demand in all social and economic sectors with 
population growth, researchers are focussing on drought studies in Australia (Nicholls. 2004, 
Kiem and Franks, 2004; Ummenhofer et al., 2009, Rahmat 2015a, Tan et al., 2015, Deo et al., 
2017).   
 
Drought is a recurrent climatic phenomenon, characterized by a significant reduction 
of available water for a substantial period over a particular climatic zone (Tsakiris et al., 2016, 
Kousari et al., 2014, Pedro-Monzonís et al., 2015). Conventionally, a reduction in precipitation 
is considered as the principal source of drought which eventually results in the reduction of 
run-off, soil moisture, reservoir storage and groundwater levels (Badripour, 2007). The 
imbalance of water availability exacerbates the shortage of water supply for ecosystem 
functioning as well as for human use (Wilhite, 2000, Mishra and Singh, 2010, Dashtpagerdi et 
al., 2015). The consequences of drought are often detected weeks or months after its 
commencement, and are sometimes noticeable even after its termination. The identification of 
the commencement and end of a drought is, therefore, a challenging task for researchers. 
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Careful monitoring and early warning systems can assist in reducing the impacts of drought 
events. After the occurrence of a drought-related disaster, activities such as response, recovery 
and reconstruction, are generally implemented based on the assessment of previous drought 
conditions by an appropriate drought-assessment tool. Many studies have found that drought 
severity and frequency are becoming more intense due to climate change and global warming, 
causing serious problems in many parts of Australia (Plummer et al., 1999, Mpelasoka et al., 
2008, Chenu et al., 2013, Kiem et al., 2016). Therefore, a well-organized drought preparedness 
strategy is crucial for the mitigation of the impacts of drought events.  
 
 Over the past century, drought indices have been widely used for the effective depiction 
of drought characteristics (Alley, 1985, Henriques and Santos, 1999, Tsakiris et al., 2007, 
Barua et al., 2010a, Pedro-Monzonís et al., 2015, Montaseri et al., 2018). Drought indices 
provide significant progress in drought monitoring systems by offering early warning of 
drought onset and end (Krysanova et al., 2008, Rahmat et al., 2015a). A drought index is a 
function of a number of hydro-climatic variables (e.g. rainfall and streamflow), which is 
generally expressed by a numeric value. In Australia, the Bureau of Methodology (BoM) uses 
deciles to calculate rainfall deficiencies across the country. However, some other indices have 
been applied in some parts of Australia by researchers (Barua et al., 2010a, Rahmat et al., 
2015a, Deo et al., 2017). A detailed review of available drought indices to monitor and evaluate 
drought conditions is presented in Chapter 2. Based on the comprehensive literature review, 
the selection of a suitable drought index for evaluating drought characteristics was the 
preliminary task of this thesis. Further studies have focused on the probabilistic 
characterization of droughts. Drought has multiple features (e.g. severity, duration, intensity 
etc.). Therefore, precise risk assessment of drought impacts requires concurrent evaluation of 
those features. Many researchers have explored properties of drought using probabilistic 
approaches (Yevjevich, 1967, Fernández and Salas, 1999, Shiau and Shen 2001, Cancelliere 
and Salas 2004, Santos et el., 2011). In these studies, drought analyses were performed 
considering multiple attributes of droughts, but presence of significant relationship among 
multiple attributes of drought was very limited. Most of the traditional frequency analysis of 
droughts dealt with univariate analysis taking into account only one feature of drought (mostly 
drought severity). However, having multi-attributable nature and existence of correlation 
among these attributes, univariate analysis cannot fully explain the complex characteristics of 
drought events. Indeed, joint probability analysis of drought (duration and severity are mostly 
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used) is required (Song and Singh, 2010a, Mirabbasi et al., 2012, Xu et al., 2015, Yu et al., 
2016) which provides a complex characterization of drought events.  
 
 In Australia, drought and drought management have always been an important issue in 
the context of water resources management. In this regard, probabilistic characterization of 
drought events in Australia had been more intensified in recent years because of the 
occurrences of the longest dry circumstances in history in the last decade. Although, the joint 
probability analysis of drought events was performed in other parts of the world (Ganguli and 
Reddy, 2012, Xu et al. 2015, Yu et al. 2016, Grimaldi et al., 2016, Montaseri et al., 2018), 
applicability of this approach had not been properly investigated in Australia. Thus, the lack of 
an appropriate probabilistic approach developed by the joint consideration of drought severity 
and duration to examine the probability of the occurrence of drought events in the study area 
is the preliminary task of this study.    
 
The Greater Melbourne area is vulnerable to water shortages, not only due to frequent 
droughts but also due to increasing demand with population growth. Therefore, drought 
response plans have arisen as effective ways of providing measures to manage drought 
situations in this area. Over the last decades, several studies have been carried out on the 
development of methodologies for drought risk assessment in reservoir systems (Harding et 
al., 1995, Karamouz and Araghinejad, 2008, Huang and Chou, 2008, Golembesky et al., 2009, 
Haro et al., 2014, Demertzi et al., 2014, Udall and Overpeck, 2017). The absence of the 
consideration of probabilistic characterises of drought events in the reservoir system in the 
above-mentioned studies enable researcher by the fact that there are necessities to develop 
reservoir management system with drought risk assessment in a probabilistic way.  
 
A major research gap still remains, primarily requiring a focus on initial storage levels 
at the commencement of a drought event with a certain severity and duration and its impact on 
the ultimate water storage level at a given time, especially in Australia. Therefore, this research 
employs a probabilistic approach to identify the occurrence of reduction in reservoir storage 
levels below a predetermined stage with respect to initial storage levels at the commencement 
of a drought event along with the likelihood of various drought circumstances.  
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1.2 Research questions 
 
The frequency and duration of drought events may have negative consequences on 
reservoir storages, which in turn intensify the impact of drought events on end-users by 
restricting water supplies. For this reason, the risk of reservoir water levels depleting to critical 
levels due to the occurrence of persistent drought should be evaluated in a systematic way to 
satisfy the basic need for water. The present study attempts to develop a methodology to 
determine the impacts of drought events on reservoir storage conditions. The Upper Yarra 
reservoir is selected as a case study to perform the study. The study area incorporates the Upper 
Yarra reservoir and the surrounding catchment. The following questions were formulated to 
assess the impact of drought events on the storage conditions of the Upper Yarra reservoir: 
1) What is the most appropriate methodology to evaluate drought characteristics in the 
study area? 
2) What is the probability of the occurrence of drought with a certain severity and 
duration in the study area? 
3) Is there any trend in the inter-arrival times of droughts in the study area? 
4) How is the probability of reservoir level depletion resulting from a combination of 
various initial water storage levels and different drought scenarios assessed? 
5) What are the variables of uncertainty analysis affecting reservoir storage depletion 
and how are these variables estimated? 
 
1.3 Research objectives 
 
The main objective of this research is to develop a methodology for the evaluation of 
reservoir storage levels during drought periods in a probabilistic way and to advance the 
understanding of the monitoring and prediction of the effects of drought on reservoir storage 
in the future. In order to achieve the above objectives, the following tasks needed to be carried 
out:  
▪ Identification and assessment of past drought events and their characteristics in the 
study area. 
▪ Frequency analysis of drought events and the development of relationships between 
severity, duration and frequency of occurrence of drought events. 
▪ Analysis of trends in drought features in the study area. 
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▪ Employment of the integrated modelling software Source to evaluate reservoir 
storage levels  
▪ Estimation of the water demand function needed for application in the developed 
Source model 
▪ Quantification of the probability of reduction in reservoir storage levels below the 
pre-selected conditions for different drought scenarios. 
 
1.4 Research significance 
 
1) As stated in Section 1.3, the major objective of this research is to evaluate the reservoir 
storage conditions during drought periods in a probabilistic way. While analysing the 
impact of drought events on the selected reservoir (Upper Yarra), this study also aims 
to investigate the general drought situations surrounding the study reservoir. An 
appropriate drought assessment tool can determine the temporal characteristics of 
drought, which will be convenient for resource allocation in mitigating the 
consequences of drought. Reservoirs are the most fundamental water conservancy 
infrastructure which enable the precise distribution of water to meet demand, and play 
an important role in flood control and drought management. The successful 
functionality of reservoirs is to a large extent determined by the accumulation of water 
from the surrounding catchment. To date, very limited research has been conducted in 
Australia on the secure regulation of water supply systems in order to perform 
retrospective reservoir analyses responsive to critical drought conditions. Therefore, the 
assessment of drought characteristics adjacent to the study reservoir is the preliminary 
task of the present research.  
 
2) The drought characteristics of water entering the reservoir are also evaluated and the 
probability of drought occurrence with certain severity and duration is estimated. An 
impact assessment of drought event on reservoir level is then conducted using an 
appropriate method.  
 
3) A comprehensive trend analysis simplifies the detection of any possible trend in 
drought severity and frequency characterized within the study area. Knowledge of the 
changing patterns of drought occurrence will provide vital insights to water authorities 
for the planning of drought mitigation strategies.  
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4) As reservoir release is one of the essential functionalities of reservoirs, research on the 
effects of drought on reservoir storage requires the consideration of release in reservoir 
analysis. Therefore, this study proposes an urban water demand model and applies it in 
an impact assessment of drought event on reservoirs.  
 
5) This study estimates the probability of the depletion of reservoir storage below certain 
levels due to a number of different drought events and various initial storage levels at 
the commencement of the drought event. Knowledge of the drought characteristics of 
the inflow water and their trends affecting storage levels is incorporated in the 
integrated modelling software Source to measure reservoir storage levels for different 
drought scenarios. The software is flexible, readily customisable and easy to update as 
new science becomes available. 
 
6) In estimating the probability of reservoir storage reduction by a drought event, the 
presence of two uncertain variables facilitates the application of uncertainty analysis 
methods to achieve accurate results.  
 
1.5 Outline of the thesis 
 
 This thesis contains eight chapters. Chapter 1 describes the research background, 
research questions and objectives, and the significance of the research and outlines the thesis. 
It also provides an overall description of the research tasks undertaken.  
 
Chapter 2 provides a comprehensive review of drought research, including a review of 
drought indices and methodologies for the characterization of droughts. This chapter also 
includes approaches to the evaluation of reservoir conditions during critical periods.  
 
Chapter 3 presents a detailed description of the study area and the climatic and 
hydrologic datasets required for drought characterization. The procedure for the calculation of 
the selected drought assessing tools [e.g. the Standardized Precipitation Index (SPI) and 
Standardized Hydrological Drought Index (SHDI] and the temporal characteristics of drought 
events evaluated by these two indices is provided. This chapter also presents the bivariate 
frequency analysis of drought duration and severity. The characterization of the drought events 
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of the inflow to the reservoir is performed in this chapter using an appropriate drought 
assessment tool. 
 
Chapter 4 describes the temporal trends of drought severity for different rainfall and 
streamflow stations across the upper part of the Yarra catchment using non-parametric tests 
and change point analysis to detect points of change. The trends in drought frequency are also 
determined in this chapter by Poisson regression analysis. This chapter also examines the 
changing patterns of drought characteristics of the inflow to the Upper Yarra reservoir. 
 
Chapter 5 provides an overview of the modelling software Source. One reservoir system 
model is developed with detailed information using the Source software. Model calibration is 
also performed to evaluate the model’s effectiveness.   
 
Chapter 6 presents the methodology for the development of the urban water demand 
function. This demand function is required for the building of a reservoir system model using 
the Source software. This chapter also compares the results of two methods (e.g. multiple 
regression analysis and principal component analysis) and outlines the pathways to identify the 
most suitable method based on the results of goodness of fit tests.  
 
In Chapter 7 the effects of drought on reservoir storage condition are assessed. This 
chapter also calculates the probability of initial storage volumes of the study reservoir. This 
chapter summarizes the application of the developed model to estimate the probability of 
storage volume reduction below any preselected condition due to a drought event of certain 
severity and duration. 
 
Finally, Chapter 8 provides a summary and the major findings of the research and 
discusses potential directions for future research. 
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Chapter 2 
Literature Review 
 
2.1 Introduction  
 
 Droughts are one of the most severe, recurrent and extreme weather events on earth. A 
considerable number of studies have considered drought definitions, appraising the intricacy 
and universality of drought characteristics over many years (Dracup et al.,1980, Wilhite and 
Glantz, 1985, Heim et al., 2002, Mishra and Singh, 2010). The context of water scarcity owing 
to reduced rainfall, high evapotranspiration and excessive withdrawal of water resources or an 
admixture of all the above is acknowledged as the fundamental reason for droughts in all the 
research (Cancelliere et al., 1998, Vicente Serrano and López-Moreno, 2005, Barua et al. 2012, 
Low et al. 2015, Brito et al. 2018). Drought is conventionally classified into four groups (Figure 
2.1): meteorological, hydrological, agricultural, and socio-economic (Wilhite and Glantz, 
1985, Mishra and Singh, 2010).  
 
 Meteorological drought is commonly defined by the inadequacy of precipitation for a 
certain period of time over a particular area. It outlines the degree of aridity in terms of rainfall 
deficiency (Keyantash and Dracup, 2004). If meteorological drought persists for a significant 
time, it eventually results in the reduction of runoff, soil moisture, reservoir storage and ground 
water levels (Badripour, 2007). Such reductions basically lead to other drought categories [e.g. 
agricultural, hydrological or socio-economic drought (Dracup et al., 1980, Rahmat et al., 
2015a)] as shown in Figure 2.1.   
 
Hydrological drought is associated with the lack of sufficient surface or sub-surface 
water supplies in terms of streamflow, reservoir storage and groundwater levels (Wilhite, 
2000). In most studies, hydrological drought has been assessed considering only stream flow 
data (Dracup et al., 1980, Tallaksen and van Lanen, 2004, Nalbantis, 2008, Sharma and Panu, 
2012, Trambauer et al., 2015). Agricultural drought is defined by the deficiency of soil 
moisture focusing on reduced rainfall, differences between actual and potential 
evapotranspiration, groundwater or reservoir level deficits, and so forth (Wilhelmi and Wilhite, 
2002, Sepulcre-Canto et al., 2012, Martínez-Fernández et al., 2015, Bai et al., 2018). When the 
above-mentioned droughts (meteorological, hydrological, or agricultural) start affecting the 
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health, well-being and quality of life of people by the failure of water resources to provide 
sufficient water requirements, socio-economic drought is deemed to occur. This drought has 
adverse effects on economic products, such as crop production, fish farming, and hydroelectric 
power generation (Keyantash and Dracup, 2002).  Overall, urban and rural water sectors as 
well as the agriculture and energy industries are significantly affected by the impacts of drought 
events. Therefore, appropriate assessment of drought characteristics is vital for water 
authorities for the development of drought management plans.  
 
 
Figure 2.1 Categorization of droughts (Source: National Drought Mitigation Center, 
University of Nebraska–Lincoln, USA; 
http://drought.unl.edu/DroughtBasics/TypesofDrought.aspx)  
 
 2.2 Drought history in Australia 
 
 Australia is regarded as the driest inhabited continent in the world. Several significant 
drought occasions (e.g. 1864-1866, 1880-1886, 1895-1903, 1911-1916, 1918-1920, 1939-
1945, 1963-1968, 1972-1973, 1982-1983 and 1996-2009) have severely impacted Australia for 
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long periods and cost the Australian economy billions of dollars (Rahmat et al. 2015a). During 
these extreme events, intense shortcomings were evident in rainfall and reservoir storage 
volumes. In addition, the after-effects of these events were also alarming, including the loss of 
crops, livestock causalities, limitations on urban and industrial water use, formation of 
imbalances in water-dependent eco-systems, and intensification of the chance of bushfires. 
 
According to Tan and Rhodes (2013), the most recent drought, known as the 
Millennium Drought (1996-2009), continued for 13 years and markedly affected many areas 
in south-eastern Australia (Ummenhofer et al., 2009, Gergis et al., 2012, Brown et al., 2015). 
Three notable dry periods (1996-1997, 2002-2003, 2006-2009) were observed during this 
drought event due to reduction in rainfall (Gergis et al., 2012). During this period, inflows into 
Melbourne Water’s main four reservoirs (the Thomson, Upper Yarra, O’Shannassy and 
Maroondah, as shown in Figure 3.1) dropped well below the long-term average. The Thomson 
reservoir has the largest capacity of water to meet the water requirements for the Melbourne 
metropolitan area. During 1996-2009, its storage capacity went from almost full to only 16% 
full (Melbourne Water, 2016a). This initiated the implementation of water restrictions across 
the city to manage shortages in water supply systems.  
 
2.3 Drought Indices (DIs) 
 
 The evaluation of drought characteristics by the appropriate drought assessment tool is 
the primary requirement for the successful development of a drought mitigation plan.  Of all 
the available drought assessment tools proposed by many researchers, drought indices (DIs) 
are the most commonly used method, and provide useful information on drought properties 
(e.g. drought severity, start and end of any drought episode, duration, frequency etc.) (Barua et 
al. 2015). Meteorological variables (e.g. rainfall, temperature) and/or hydrological variables 
(e.g. streamflow, reservoir storage, groundwater levels, soil moisture) are employed to compute 
drought indices (Alley, 1985, Vicente Serrano and López-Moreno, 2005, Liu et al. 2012, 
Blauhut et al., 2016). Drought categorization is usually performed based on the threshold 
values established for drought indices. Numerous types of drought indices are available for the 
assessment of different types of drought, including the Palmer Drought Severity Index (PDSI) 
(Palmer, 1965), Percent of Normal (PN) (Kogan, 1995), deciles (Gibbs and Maher, 1967), the 
Standardized Precipitation Index (SPI) (McKee et al., 1993), the Reconnaissance Drought 
Index (RDI) (Tsakiris et al., 2007), the Aggregated Drought Index (ADI) (Keyantash and 
12 
 
Dracup, 2004), the Streamflow Drought Index (SDI) (Nalbantis and Tsakiris, 2009), the 
Groundwater Resource Index (Mendicino et al., 2008) and the Non-linear Aggregated Drought 
Index (NADI) (Barua et al., 2012). 
 
  Early research on meteorological drought was conducted by Palmer (1965), who 
described periods of extended climatic anomalies and proposed the Palmer Drought Severity 
Index (PDSI). The PDSI is the most famous index for the assessment of meteorological drought 
characteristics. This index also provided the pathway for the establishment of other indices 
suitable for the assessment of other drought types. Karl (1983) studied meteorological drought 
characteristics using PDSI calculated from rainfall and temperature data in the U.S.A. Karl and 
Knight (1985) advanced the concept of PDSI by the inclusion of evapotranspiration, soil 
recharge, runoff and moisture loss from the surface layer, and termed it the Palmer 
Hydrological Drought Index (PHDI). Although PDSI proved to be a good climatic indicator in 
the U.S.A., researchers found that it is not suitable in areas of extreme variable rainfall or runoff 
(Alley, 1985, Karl and Knight, 1985, Bruwer, 1993). Another index, deciles, developed by 
Gibbs and Maher (1967) has been applied to the measurement of meteorological drought in 
Australia for a long time. The Bureau of Methodology (BoM) uses deciles to define rainfall 
deficiencies across Australia. However, the accuracy of this index is mainly dependent on long-
term precipitation records.  
 
 Meteorological drought has been extensively studied by the Standardized Precipitation 
Index (SPI) developed by McKee (1993). SPI can quantify the precipitation deficit on multiple 
timescales e.g., 1, 3, 6, 9, 12, 24 and 48 months. For each timescale, rainfall values are 
accumulated for the previous months equivalent to the time scale. For example, in SPI 
calculation on the 3-month scale, the rainfall value in January is the aggregation of rainfall 
values from November to January. In this way, every month has a new rainfall value. The 
timescales over which rainfall deficiency accumulates determine the different categories of 
drought. For instance, agricultural drought responds to a shorter timescale (e.g. 3 month) 
whereas hydrologic drought reacts to longer timescale (e.g. 6 months or more).  
 
The SPI is the transformation of the precipitation time series over a specified area into 
a standardized normal distribution. The calculation of SPI requires long-term precipitation data 
(Łabędzki, 2017). A gamma probability density function (PDF) is fitted to the precipitation of 
several time series. This is performed separately for each month. SPI can effectively define 
13 
 
different properties of drought, including drought severity, duration and intensity. Timely 
information on the start and end of drought can also be obtained from SPI. The ease of use of 
SPI has caused this index to be widely accepted in many drought studies (Hayes et al., 1999, 
Vicente Serrano and López-Moreno, 2005, Wu et al., 2007, Xu et al., 2011, Liu et al., 2012, 
Rahmat et al., 2015a, Łabędzki, 2017). A number of studies have been performed in many parts 
of Australia by applying SPI. For example, Osti et al. (2008) conducted research on droughts 
in New South Wales (NSW), Australia, using SPI. Drought conditions in the Murray-Darling 
River basin in Australia were forecast by Barros and Bowden (2008). Barua (2012) used five 
drought indices including SPI to identify and characterize droughts in the Yarra River 
catchment in Victoria (Australia), and found that SPI could successfully recognize the 
maximum intensity of historical drought events. Rahmat (2015a) found that SPI performed 
well in the assessment and monitoring of meteorological droughts as well as in the detection 
of the start and end of drought events in Victoria, Australia.  
 
 The earliest research on hydrological drought events was carried out by Yevjevich 
(1967). A number of studies were conducted focusing on drought assessment based on 
hydrological variables (Karl and Knight, 1985, Tallaksen et al., 1997, Shiau et al., 2007, 
Nalbantis and Tsakiris, 2009, Liu et al., 2012, Barker et al., 2016; Rahman et al., 2017). Shafer 
and Dezman (1982) developed the Surface Water Supply Index (SWSI) by including both 
meteorological and hydrological attributes in one specific index. In their methodology, basin-
wide information on snow water content, streamflow, rainfall and storage reservoir volume 
were considered. However, this index lacks soil moisture content and potential 
evapotranspiration and is unique for each basin. Another index, the Streamflow Drought Index 
(SDI), was proposed by Nalbantis (2008) for the analysis of hydrological droughts. Estimation 
of hydrological drought severity on a global scale was performed by Van Huijgevoort et al. 
(2012). Dehghani et al. (2013) developed the Standardized Hydrological Drought Index 
(SHDI) to identify hydrological drought events. They forecast drought events by applying 
multi-layer feed-forward artificial neural networks (FFANNs) for SHDI series. The 
formulation of SHDI is similar to that of SPI, the only difference being that SHDI considers 
streamflow data instead of precipitation data. In recent times, Thomas et al. (2014) applied 
terrestrial water storage observations from NASA’s Gravity Recovery and Climate Experiment 
(GRACE) satellite mission to estimate hydrological drought severity. 
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 As mentioned in Section 2.1, agricultural drought occurs when there is deficiency of 
moisture for crop production. Short timescales are concerned in the monitoring and forecasting 
of agricultural droughts in contrast to meteorological and hydrological droughts (Wilhelmi and 
Wilhite, 2002, (Vicente Serrano and López-Moreno, 2005, Martínez-Fernández et al., 2015; 
Bai et al., 2018). Strommen and Motha (1987) applied the NOAA Drought Index (NDI) to 
provide early warnings for agricultural systems in Canadian prairies. Kogan (1997) detected 
agricultural drought at a global scale using the Vegetation Condition Index (VCI) and the 
Temperature Condition Index (TCI). Narasimhan and Srinivasan (2005) investigated 
agricultural drought using the Soil Moisture Deficit Index (SMDI). They used weekly data on 
soil moisture shortages to calculate this index. Anderson et al. (2016) predicted droughts in 
Brazil considering the Evaporative Stress Index (ESI), which is used to estimate irregularities 
in the actual/reference evapotranspiration (ET) ratios. 
 
 As described above, different drought indices have been proposed and applied by many 
researchers to identify and monitor meteorological, hydrological and agricultural droughts. 
Some are single indices (SPI, PDSI etc.) and some are mixtures of multiple indices (c.f. the 
Objective Blended Drought Indicator (OBDI) (Palmer, 1965, Dracup et al., 1980, McKee et 
al., 1993). Table 2.1 summarises the most commonly-used indices for drought research.  
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Table 2.1 Details of most commonly-used drought indices 
 Drought Indices Advantages Disadvantages 
 
Palmer Drought Severity Index (PDSI) 
(Palmer, 1965) 
-Uses simple water budget model 
-Inputs: rainfall, temperature and soil 
moisture 
-Not suitable for regions with extreme 
variability in rainfall or runoff 
Rainfall deciles (RDs) (Gibbs and Maher, 
1967). 
-Requires simple calculation 
-Less data and fewer assumptions are 
needed 
-Long rainfall record is essential for 
calculation accuracy as well as for 
statistical analysis 
Standardized Precipitation 
Index (SPI) (McKee et al., 1993) 
-Simple, needs only precipitation data 
-Flexibility in calculation 
-Computes droughts at multiple timescales 
-Can detect the onset of drought, thus 
giving early warning 
-Requires long data period 
-No consideration of evaporation 
Surface Water Supply Index (SWSI)  
(Shafer and Dezman, 1982) 
-Include both hydrological and 
meteorological features 
-Unique to each basin  
-Any changes in water management within 
the basin make the existing index vague and 
new calculation is required 
Palmer Hydrological 
Drought Index (PHDI) 
(Palmer, 1965) 
-Uses monthly water balance model which 
considers rainfall, temperature, soil 
moisture, evapotranspiration 
-Limited use because of complexity  
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Streamflow Drought Index (SDI) 
(Nalbantis, 2008)  
 
-Easy to use -High-quality streamflow data are needed 
-Long record is required for estimating 
frequency of drought events 
Standardized Hydrological Drought Index 
(SHDI) (Dehghani et al. 2014) 
-Simplicity and flexibility in calculation  
-Only streamflow data are required 
-Computes droughts on multiple timescales 
-Require long data period 
 
 
Crop Moisture Index (CMI) (Palmer, 1968) -Suitable for monitoring short-term 
droughts 
-Not suitable for local scale 
Palmer Moisture Anomaly Index 
(Z index) (Karl, 1986) 
-Can identify rapidly developing drought 
conditions 
-Limited use because of complexity 
Computed Soil Moisture 
(CSM) (Huang et al.,1996) 
-Antecedent conditions are considered  -Land surface model and atmospheric 
forcing data are needed 
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A review of existing drought indices to select the most applicable drought index for the 
evaluation of drought characteristics in the study area was the initial task of this study. 
Numerous types of drought indices are available for the assessment of various types of drought 
in different parts of the world. All of them have advantages and disadvantages and suitability 
for application. The Standardized Precipitation Index (SPI) is the most widely-used drought 
assessment tool for the evaluation of meteorological drought characteristics because of its 
simple format. Only precipitation data are required to calculate this drought index. Moreover, 
SPI provides detection of the onset and end of drought events, and therefore contributes to the 
provision of early warnings of drought incidents. Flexibility in the calculation of SPI makes it 
a popular drought-assessment tool all over the world. In Australia, several researchers have 
found this index to be suitable for evaluating drought characteristics. Therefore, this study 
adopted SPI to monitor meteorological drought properties in the study area. Another index is 
used here to evaluate hydrological drought features. That is the Standardized Hydrological 
Drought Index (SHDI). This index originated from the concept of SPI, but streamflow replaces 
precipitation. Similar to SPI, it can also detect the start and end of hydrological drought events. 
With this background, this study uses both SPI and SHDI to assess meteorological and 
hydrological drought characteristics, respectively, in the study area. 
 
2.4 Drought frequency analysis 
 
 Frequency analysis of any extreme event is considered as one of the earliest applications 
of statistics in hydrology. It involves the selection of rare weather events and the estimation of 
the rate of occurrence of these events using probability distribution. Droughts are typical 
extreme events which manifest probabilistic characteristics (Loaiciga and Leipnik, 1996, 
Chung and Salas, 2000, Mishra and Singh, 2010). Therefore, the exploration of drought 
features in a probabilistic way is indispensable for areas experiencing recurrent droughts and 
related water shortages. A significant number of studies have been carried out by many 
researchers on the probabilistic characterization of droughts in various regions (Santos, 1983, 
Clausen and Pearson, 1995, Yue and Rasmussen, 2002, Serinaldi et al., 2009, Song and Singh, 
2010a, Santos et al., 2011, Mirabbasi et al., 2012, Brito et al., 2018). Determination of return 
periods of droughts is an important parameter for the design of water resources systems. 
Stedinger et al. (1993) estimated the return periods and probability of extreme events as random 
variables by fitting them into a specific probability distribution function, and provided a brief 
depiction of the frequency of events. Different types of frequency curves have been constructed 
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based on droughts of definite severity, duration or the area where droughts develop. They 
include severity-duration-frequency (SDF) curves, severity-area-frequency (SAF) curves and 
severity-area-duration (SAD) curves. These curves provide vital insights for the examination 
of the spatial and temporal variations of droughts over a region.  
 
In SDF curves, drought severity, duration and frequency of occurrence are represented 
in one figure. In earlier studies of SDF curves, the relationship of these three major drought 
features (severity, duration and frequency) was depicted by Dalezios et al. (2001) using 
extreme value distributions. They also presented the iso-severity maps of droughts for different 
return periods in Greece. Saghafian et al. (2003) identified drought events by theory of runs to 
derive the SDF relationship and then constructed iso-severity maps of droughts for Iran. Shiau 
and Modarres (2009) employed a copula-based probabilistic method to establish SDF curves 
for the period 1954 to 2003 in Iran. Lee and Kim (2011) derived SDF curves to evaluate 
meteorological drought events in the Korean Peninsula using generalized extreme value 
(GEV). Juliani and Okawa (2017) developed SDF relationships to determine the characteristics 
of droughts. They also established an isohyetal map for the area influenced by the semi-arid 
climatic zone in the State of Minas Gerais, Brazil. The spatio-temporal variability of 
meteorological drought was assessed by Lee and Dang (2018) in order to construct SDF 
relationships for the Mekong Delta, Vietnam. All of these studies applied plotting position 
formulae to conduct frequency analysis of drought events.  
 
The recognition of areas affected by droughts is presented by severity-area-frequency 
(SAF) curves (Henriques and Santos, 1999). The persistent attributes of droughts can also be 
calculated from SAF curves. Hisdal and Tallaksen (2003) combined the empirical orthogonal 
functions (EOF) approach and Monte Carlo simulations to evaluate both meteorological and 
hydrological drought characteristics and then constructed the respective drought SAF curves. 
Mishra and Singh (2010) included the uncertainties arising from climate change in SAF curve 
formation and compared the newly developed SAF curve with the curve developed from 
historical data. Alemaw et al. (2013) studied drought severity at a regional scale by developing 
SAF curves for the Limpopo River Basin in South Africa. Deriving SAF curves, Bonaccorso 
et al. (2015) demonstrated the relationship between drought severity and areal extent.  
 
Severity-area-duration (SAD) curves connect the affected drought areas with drought 
duration and severity. Andreadis et al. (2005) constructed a series of SAD graphs in order to 
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determine the association between areal extent with drought severity in terms of duration. They 
also developed an envelope for most severe drought events for each area based on SAD 
features. Sheffield et al. (2009) considered different spatial extents and durations to portray the 
most severe drought events at a global scale. By the application of SAD curves, Kyoung et al. 
(2011) performed drought analysis using the general circulation model (GCM) to evaluate the 
effects of climate change in Korea. Lee and Kim (2013) compared SDF relationships from 
observed data with data determined by GCM and found that, for the same duration, the severity 
obtained from GCM was higher than the severity obtained from the original data.  
 
The application of drought frequency analysis requires some more considerations. 
Depending on the purpose, the data for conducting frequency analysis may be single-sited or 
multiple-sited (Yevjevich, 1967, Dracup et al., 1980, Santos, 1983, Santos et al., 2011, Xu et 
al. 2015). In addition, the type of probability distribution which fits the available data well 
requires careful investigation. For many years, early studies emphasized the univariate concept 
of drought frequency analysis due to the application of well-developed techniques in hydrology 
(Fernández and Salas, 1999, Shiau and Shen, 2001, Cancelliere and Salas, 2004).  
 
Since complex hydrological events, such as floods and droughts, are theoretically 
defined by multiple variables (e.g. duration, severity, intensity), multivariate analysis is needed 
for the full description of their characteristics. Moreover, the existing mutual correlations 
among the variables indicate the necessity of joint distribution methods. In the development of 
frequency curves (e.g. SDF, SAF, SAD), the studies described above considered the probability 
of distribution of drought severity while the probability distributions of other properties of 
drought (e.g. duration) were overlooked. Therefore, more comprehensive frequency analysis is 
required considering joint distribution (Shiau, 2006, Shiau and Modarres, 2009). Ball et al. 
(2016) suggested that the revised Australian rainfall-runoff (ARR) should recommend the use 
of joint probability distribution for flow studies. A bivariate distribution is commonly used to 
describe the correlated drought properties in many hydrological studies. For example, bivariate 
normal distribution (Goel et al., 1998, Yue, 1999), bivariate exponential distribution (Shiau 
and Modarres, 2009, Mirabbasi et al., 2012), bivariate gamma distribution (Yue, 2001), and 
bivariate extreme value distribution (Yue, 2001a, Yue and Wang, 2004) are often applied to 
study flood and drought problems. Shiau and Shen (2001), Salas et al. (2005), and Mishra et 
al. (2009) estimated the joint distribution of drought duration and severity by multiplying the 
conditional distribution of drought severity by the marginal distribution of drought duration. 
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Kim et al (2003) derived the joint probability of droughts using a nonparametric bivariate 
Kernel estimator. Bonaccorso et al. (2003) calculated the conceptual distribution of drought 
severity in which severity was expressed as a function of the moments of single deficits.  
 
 According to Frees and Valdez (1998), bivariate distribution has one limitation, which 
is that the marginal probability distribution of each variable should be from the same family. 
For example, when two correlated hydrologic variables are used in the development of a 
bivariate distribution, they should follow the same probability distribution (e.g. either Gamma 
distribution or Gumbel distribution). For flood analysis, this criterion is often met. However, 
for drought analysis, the variables (e.g. severity, duration, intensity) never follow the same 
distribution. In order to overcome this problem, copulas have been used by many researchers. 
Drought studies performed by copula functions are discussed in the next section.  This study 
also applies copula function to perform the frequency analysis of meteorological and 
hydrological drought events.  
 
 
2.5 Copulas for drought analysis  
 
Drought is a complex formation of several interconnected random variables. A limited 
number of studies on bivariate analysis of drought is available because of the limited data 
period and sophisticated mathematical treatment. For the last few years, copula-based 
frequency analysis has been extremely popular in studies of extreme hydrological events (Favre 
et al., 2004; Shiau, 2006; Salvadori et al., 2007; Ganguli and Reddy, 2012, Xu et al. 2015, Yu 
et al. 2016, Grimaldi et al., 2016, Montaseri et al., 2018). A copula generally integrates two or 
more univariate marginal cumulative distribution functions into one joint cumulative 
distribution function by considering several parameters to define the association between the 
variables (Sklar, 1959, Nelsen, 2006, Shiau, 2006). Several copulas are available to perform 
bivariate analysis of drought events, including the Gumbel- Hougaard, Clayton, Frank, 
Gaussian, Plackett, Ali-Mikhail-Haq, Farlie-Gumbel-Morgenstern, and Galambos. Of these, 
the first three copulas (Gumbel- Hougaard, Clayton, and Frank) are included in the 
Archimedean copula family and are used in most drought studies (Shiau, 2006, Shiau and 
Modarres, 2009, Mu et al., 2014, Tosunoglu and Can, 2016). A schematized diagram of the 
copula concept (Nelsen, 1999, Favre et al., 2004, Mu et al., 2014; Tosunoglu and Can, 2016) 
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is depicted in Figure 2.2, in which  𝐹𝑠. , 𝐹𝑑, 𝐹𝑖 are the marginal cumulative distribution functions 
(CDFs) of random variables (severity, duration and intensity, respectively) and u= 𝐹𝑆 , v = 
𝐹𝐷,  𝑤 =  𝐹𝑖  ; 𝐶𝜃 is the copula density; and θ is the copula parameter used to represent the 
dependence structure between 𝐹𝑠 , 𝐹𝑑 and 𝐹𝑖.  
 
 
Figure 2.2 Schematized diagram of copula 
 
Shiau (2006) developed a joint probability distribution of meteorological drought 
duration and severity in Taiwan with the help of two-dimensional copula functions. The gamma 
and exponential probability distribution functions were selected for the estimation of the 
marginal probability distribution of drought severity and duration, respectively. In the study, 
the inference function of the marginal method was applied to calculate the parameters in 
copulas. First, the maximum likelihood estimations of the univariate marginal distribution were 
estimated by the maximum likelihood, followed by the estimation of copula dependence 
parameters. Seven different copula functions were investigated in his study and the Galambos 
copula was chosen as the most suitable copula for the bivariate analysis of drought for the study 
area. Shiau et al. (2007) examined the suitability of copula functions for the assessment of 
hydrological droughts of the Yellow River in northern China. The relationship among drought 
duration, severity and frequency was identified by Shiau and Modarres (2009) in Iran using 
copula functions for two different climatic zones (wet and dry regions). Employing exponential 
and gamma probability distributions as the marginal distributions for drought duration and 
severity, respectively, they applied the Clayton copula to perform the joint probability 
distribution of drought severity and duration. Their results showed that the variability of rainfall 
variations in the humid zone instigated high severity droughts. Song and Singh (2010a) applied 
the trivariate Plackett copula to establish the joint probability of drought severity, duration and 
inter-arrival time, in which Weibull distribution was used to determine the marginal probability 
distribution of drought duration and inter-arrival time and gamma distribution was used for 
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drought severity. Multivariate drought characterization was performed by Song and Singh 
(2010b) using meta-elliptical, Gumbel–Hougaard, Ali–Mikhail–Haq, Frank and Clayton 
copulas. A comparative analysis was performed to identify the best copulas of the above-
mentioned copulas and finally, meta-Gaussian and t copulas were selected because of their best 
fit capability.  
 
In Australia, Wong et al. (2009) modelled the joint distribution of drought severity, 
duration and peak intensity by trivariate copulas (Gumbel-Hougaard and t copulas), 
considering different climatic conditions, including El- Niño, Neutral and La- Niña. Rauf and 
Zeephongsekul (2014) assessed rainfall severity and duration in Victoria, Australia, by using 
Extreme Value and Archimedean copulas. An investigation of the dependence structure 
between meteorological and hydrological drought attributes was carried out by Wong et al 
(2013) using the Gumbel-Hougaard copula for three specific areas in Europe. Zin et al. (2013) 
analysed meteorological drought severity and duration for 50 rain gauge stations in Peninsular 
Malaysia. In their study, five copula functions of Clayton, Frank, Joe, Gumbel-Hougaard and 
Galambos were used and identified Joe as the most appropriate copula. Mirabbasi et al. (2012) 
recognized the Galambos copula as a satisfactory method to evaluate the joint probability 
distribution of drought characteristics in Iran of seven different copulas (Clayton, the Ali-
Mikhail-Haq, the Farlie-Gumbel Morgenstern, the Frank, the Galambos, the Gumbel-
Hougaard, and the Plackett). All the above studies explored the advantages and enormous 
potentiality of the bivariate copula method to evaluate drought characteristics.  
 
2.6 Variability and trends in drought characteristics 
 
 Hydroclimatic features (including precipitation, temperature and streamflow) and 
extreme events (including flood and droughts) often exhibit variable characteristics. The study 
of trends and fluctuations in hydroclimatic conditions has both theoretical and functional 
significances. From the theoretical point of view, the perception of these trends elucidates the 
progressive features of these extreme events and facilitates the establishment of enriched 
predictive models to project their prospective characteristics in the future. From a practical 
standpoint, research on the variabilities of extreme hydrological events (e.g. floods and 
droughts) can assist water resources management authorities to develop efficient plans and 
implement responses and mitigation measures, which are critical in any arid or semi-arid 
region.  
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The effective management of available water resources is a key concern for the 
development and growth of any country. Over the last few decades, many parts of Australia, 
especially in the south-east, have experienced frequent severe droughts (e.g. 1963-1968, 1972-
1973, 1982-1983 and 1996-2009). Water resources systems are highly stressed by the effects 
of droughts. Moreover, increasing water demand, which is inevitable with population growth, 
makes the existing water supply system unprecedentedly vulnerable.  In order to control such 
vulnerabilities, optimization of the prevailing water amenities needs to be performed. This 
optimization advocates the alleviation of the adverse effects of extreme events (e.g. droughts) 
and augments the accuracy of water supply systems. Precise application of this approach 
requires a clear understanding of the historical trends and variability of hydroclimatic variables 
and the occurrence of extreme events (particularly drought from a water supply perspective).  
 
  Due to the importance of knowledge of drought events for water supply and 
management systems, a significant number of studies have been carried out on the trends and 
variabilities of drought characteristics (e.g. severity, frequency). Many studies have found that 
drought severity and frequency are becoming more intense due to climate change and global 
warming, causing serious problems in the management and planning of water resources 
systems (Karl and Heim, 1990, Nicholls, 2004, Burke and Brown, 2008, Dai, 2013; Trenberth 
et al., 2014, Shiau and Lin, 2016). Long-term data with suitable temporal and spatial coverage 
is required for the accurate documentation of changes in drought patterns.  Hisdal et al. (2001) 
attempted to identify spatial and temporal changes in hydrological droughts using streamflow 
values for four different time periods using the Mann-Kendall trend test. They found that the 
changing patterns of droughts were influenced by the period analysed as well as the selection 
of the location of stations. Min et al. (2003) investigated the temporal patterns of 
meteorological drought occurrence and intensity in Korea. These authors found that the 
frequency of drought events increased since 1980. Krysanova et al. (2008) employed R 
software to produce a comprehensive study of the evaluation of meteorological drought trends 
in the Elbe River in eastern Germany and the Czech Republic for the period 1951-2003 and 
significant increasing trends were detected for the river. Spatial and temporal changes in 
drought conditions for the entire Mediterranean basin were examined by Sousa et al. (2011). 
Saadat et al. (2013) used the nonparametric Wilcoxon-Mann-Whitney test to identify the 
temporal trends of seasonal streamflow drought in Iran. McGree et al. (2016) analysed drought 
occurrence, duration, and magnitude in the north-eastern part of Australia, and their results 
showed that drought severity is increasing over the study area. Páscoa et al. (2017) investigated 
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variations in meteorological drought characteristics in the Iberian Peninsula using the Mann-
Kendall test and found an increasing pattern of drought severity and a decline in the intervals 
between drought events.  
 
Most attempts to examine trends in drought properties across the world have identified 
an increasing trend of drought severity (Laird et al., 1996, Raziei et al., 2009, Gergis et al., 
2012, Li et al., 2014, Shiau and Lin, 2016; Das et al., 2016). Historical records show that severe 
and extreme droughts are becoming more frequent in the study area of the Yarra River 
catchment (Murphy and Timbal, 2008, Timbal et al., 2015). Barua et.al. (2013) and Rahmat et 
al. (2015b) also identified a decreasing rainfall trend in south-eastern Victoria. These 
researchers applied the Mann-Kendall test to identify rainfall trends. However, to date very 
few studies have focussed on the identification of trends in severity and frequency of both 
meteorological and hydrological drought events in the Yarra catchment, Victoria based on 
historical data. Therefore, one of the aims of this study is to evaluate the variability of drought 
features (severity and frequency) in this study area using appropriate trend detection 
techniques. Suitable methods of trend analysis are discussed in detail in Chapter 4. 
 
2.7 Drought impact on reservoir storage condition 
 
For the efficient operation of water supply systems, the contributions of reservoir 
systems are immense. The major function of this system involves managing surface water 
flows to accommodate the desired requirements. Sufficient delivery from reservoir relies upon 
not only the reservoir storage capacity and inflows but also the downstream demand and 
operating policies. These parameters are closely associated with each other and should be 
examined concurrently for the development of better water management systems. During 
crucial dry periods, storage reduction may take place because of reduced inflow, and therefore, 
the reservoir supply may not reach its expected level. The presence of uncertainty in storage 
conditions has encouraged researchers to conduct reservoir analysis in a probabilistic way 
(Kwon and Moon, 2006, Erdik et al., 2013, Zhang and Tan, 2014, Pereira et al., 2018). 
 
Droughts are considered to be inevitable climatic phenomena in nature. Hence, drought-
induced water shortages are also unavoidable and appropriate action needs to be taken to 
mitigate the impacts of drought events. In addition, the establishment of adequate drought risk 
assessment of reservoir levels is a prime responsibility of the managers of water supply 
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systems. The estimation of drought hazard on reservoir system models is typically conducted 
by the consideration of stochastic hydrological models as input variables. Such models also 
reinforce the scrutiny of reservoir management approaches and enhanced system performance.  
 
Numerous efforts have been reported on the calculation of the hydrologic risk for 
reservoir operation and dam safety management (Cheng et al., 1982, Kwon and Moon, 2006, 
Kuo et al., 2007, Erdik et al. 2013, Goodarzi et al. 2013, Zhang and Tan 2014). Many flood 
risk management studies deal with the probabilistic assessment of dam overtopping. Although 
research has been performed on dam failure analysis of reservoirs, very few investigations have 
addressed the short- and long-term impacts of drought events on reservoir storage (Cancelliere 
et al., 1998, Rossi et al., 2012, Zhang et al., 2016). As it is obvious that reservoirs are a major 
source of water supplies in any critical period, the reduction of storage owing to severe drought 
may obstruct the overall water supply and distribution system. The susceptibility of reservoir 
storages to droughts seriously affects human life, agricultural production, and industrial 
development.   
 
Hirsch (1981) generated several streamflow series to compute the decline of reservoir 
storage below certain levels due to long-term drought. Jowitt et al. (1991) developed an existing 
reservoir control curve susceptible to drought influence by introducing a computer-based 
decision support system. Shih and ReVelle (1994) exercised demand-management policy by 
the rationing of water when the sum of actual storage and anticipated inflow was less than the 
expected level. Shiau (1999) analysed drought characteristics and derived optimal reservoir 
operating policies with different objective functions during drought periods for the Shihmen 
Reservoir in Taiwan. Golembesky et al. (2009) estimated probabilistic multimodal streamflow 
forecasts and assembled them in a reservoir system to determine the target storage at the end 
of the season. Haro et al. (2014) proposed a risk assessment methodology to outline drought 
conditions in a reservoir system. The future consequence of droughts on the reservoir was also 
evaluated by this system. Henley et al. (2013) improved the traditional drought risk assessment 
of reservoir systems by proposing short-term drought characteristics and identified that drought 
risks were highly sensitive to the initial storage conditions. Demertzi et al. (2014) evaluated 
the effects of short-term drought on reservoir operation in Greece using the Water Evaluation 
and Planning model.  
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 Australia is one of the most drought-prone continents in the world. The frequent 
occurrence of droughts in many parts of Australia has required policy makers to change the 
drought management concept from a reactive approach (e.g. providing emergency relief 
packages and other alleviation strategies when a drought occurs) to a more sustainable and 
efficient proactive approach (risk-management with careful planning considerably ahead of 
any drought-like disaster) (Rossi and Cancelliere, 2013). A methodology needs to be developed 
which will provide knowledge of the effects of drought on reservoir storage levels in Australia 
and will assist water authorities to initiate appropriate mitigation policies.  
 
In Australia, few studies have focussed on the effects of drought on water supply 
systems. Kiem and Franks (2004) analysed the efficacy of reservoir storage conditions in New 
South Wales, Australia by considering the multidecadal variability of drought risk and 
compared the outcomes with the reservoir performance using traditional reactive approaches. 
During periods of prolonged drought, water shortages are generally managed by establishing 
water restrictions. During the Millennium Drought from 1996 to 2009 in south-eastern 
Australia, reservoir storage levels critically dropped below alarming conditions and three major 
cities (Sydney, Melbourne and Brisbane) experienced bans on the use of water for particular 
uses by the respective authorities (Queensland Water Commission, 2010, Haque et al., 2013, 
Melbourne Water, 2016b, Water NSW, 2017). According to Brennan et al. (2007) and Bonsor 
et al. (2010), changing climatic conditions will result in increased frequency of droughts and 
associated water scarcity and will make water restrictions more frequent in the future. Cooper 
et al. (2011) stated that water restrictions will be important to reduce urban water demand 
during drought periods in most urban cities across Australia. Tan et al. (2015) described a risk-
based modelling approach to derive the drought action points expressed in terms of storage 
volumes in Victoria, Australia. However, none of the studies in Australia include the 
consideration of the initial storage volume in drought studies for reservoir conditions. 
Following from the preceding literature review, this section identifies the current state of 
knowledge and research gap in managing drought impacts on reservoir condition by 
considering initial storage levels at the commencement of a drought event, especially in 
Australia. Therefore, the present study attempts to identify the occurrence of reductions in 
reservoir storage levels below a predetermined stage with respect to initial storage levels at the 
commencement of a drought event and the likelihood of various drought circumstances. The 
methodology adopted to conduct the analysis and the associated results is discussed in Chapter 
7. 
27 
 
2.7.1 Overview of modelling software Source 
 
 A comprehensive modelling software Source is used to simulate the reservoir 
conditions considering different drought scenarios.  Source has been recently developed by the 
eWater Cooperative Research Centre (CRC) of Australia in collaboration with several of its 
research and industry partners (Welsh et al., 2013). Three scenario modes are considered for 
evaluating models developed in Source. They are, river management, river operations and 
catchment runoff. In the present study, efficient management of the selected reservoir system 
is supported by the river operation mode in Source.   
 
 Source has the ability to quantify the water and associated constituents (such as salinity, 
suspended sediment and nutrient) of catchments of a river system. Source integrates the major 
functionalities of three river system modelling techniques widely used in Australia: IQQM 
(Simons et al., 1996, Podger, 2004), REALM (Perera et al., 2005) and MSM-BIGMOD (Close, 
1996). In addition, Source includes some new components (e.g. rainfall-runoff models, urban 
demand models, river routing parameters etc.) 
 
 As mentioned earlier, this study discusses only one mode of Source (river operation 
mode) of the three modes. The reservoir model in Source can be developed by a node-link 
system in which a model starts and finishes with a node and all the nodes are interrelated by 
links. Any physical locations along a river are represented by nodes. The length of the stream 
of the system is defined by links. Transformation of flow and constituents between two nodes 
is performed by links. In Source, travel time is modelled using two routing methods: pure lag 
or translation, and a generalised streamflow storage routing method.  
 
 In Source, different features and functions are available to simulate the system’s 
performance, including a graphical user interface, daily and seasonal operations, data import 
interface, and model prediction. A concise characterization of these features is provided below.  
 
 The graphical user interface (GUI) includes two approaches, Schematic Editor and 
Tabular Editor. In Schematic Editor: a network is constructed using node-link relationships 
along with their attributes; in Tabular Editor: a tabular format of observed data and the 
predicted results for each node are presented. The temporal and spatial features of the 
developed model can be monitored concurrently in this part.  
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 Modelling of the arrangements for storage release and weir pool operations is 
performed by the daily operation feature available in Source. This feature accomplishes short-
term demands by demonstrating optimal operating scenarios for a storage release. This feature 
allows the user to make any necessary modifications to the developed model in order to ensure 
the model’s accuracy. Source also offers the representation of critical seasonal operational 
features for a system in which single or multiple (in series or parallel), complex demand 
conditions, channel capacity constraints etc. are involved. By considering seasonal operation, 
Source can evaluate system outcomes under different climatic conditions for a given level of 
resource allocation, in order to ensure that the demand is fully satisfied by the system over the 
full delivery period.   
 
 For the conduct of any hydrological study, researchers need a range of input data from 
different sources (Kisters, 2012). Data can be collected from different organizations in different 
formats. Source includes a user interface capable of supporting interactions with some of the 
most widely-used databases, namely Hydstra (a commercial software used across Australia for 
the archiving of gauge data), MySQL and Oracle (Dutta et al., 2013). Source can import data 
from these databases and transform it into a standard format (Delgado et al., 2011). 
 
This software has been adopted in many studies to model river systems in a 
comprehensive manner for effective operational management of water resources. Dutta et al. 
(2012) employed Source to evaluate the short-term streamflow forecast in the upper Murray 
River system, in which continuous rainfall-runoff models were utilized for prediction purposes. 
Welsh et al. (2013) investigated river operations using Source in the uppermost part of the 
Murray-Darling Basin and reported that the software performed well in the evaluation of river 
operations. Dutta et al. (2013) applied Source to develop the Goulburn River network system 
and compared its functionality with existing tools used for daily river operations in Australia.  
 
Because of the advantages offered by Source for the development of a comprehensive 
river system model, this study applies Source software for the modelling of reservoir systems 
under different extreme conditions. A simplified model is developed which includes different 
drought severities and initial storage volumes. In model development, several input data needed 
to be considered, including inflow data, rainfall over the reservoir surface, evaporation from 
the reservoir surface, reservoir data (full supply volume, surface area, dead storage volume, 
outlet capacity etc.) and demand function. Several models are built into Source for the 
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prediction of water demand, including the IQQM crop model (Podger, 2004), time series 
demand, PRIDE (SKM, 2007), and regression analysis. Of these demand models, regression 
analysis demand models were selected to incorporate the demand function in model 
development.  
 
2.7.2 Development of demand function required to incorporate in the Source model 
 
 For detailed planning of the development and management of water resources, 
forecasting water demand is vital. Moreover, the precise estimation of water consumption is 
imperative for the planning of future water supply systems, which includes the design of water 
treatment facilities, pumping stations, storage reservoirs, and distribution systems. Effective 
utilization of existing systems is also influenced by demand forecasts. Achieving the 
anticipated accuracy in prediction is very challenging, as modelling of water demand is a 
complex process.  
 
 In the past decades, several methods have been recommended to predict short- and 
long-term water demand. They include regression analysis, time series analysis, the 
computational intelligence approach, and the hybrid approach (Qi and Chang, 2011, Rinaudo, 
2015, Singh et al., 2017). In general, short-term prediction is adopted mainly for the planning 
and management of water distribution systems which can be carried out by time series and 
artificial neural network (ANN) models (Singh et al., 2017). Medium/long-term forecasting is 
associated with reservoir operation, upgrading of supply systems, policy design, inter-basin 
transfer (if needed) etc. Econometric regression and end-use methods are suitable for 
medium/long term prediction. 
 
 In traditional regression analysis, the correlations between water demand and various 
independent variables (e.g. climatic, socioeconomic) are statistically computed, on the 
assumption that this correlation will persist for the coming years (Qi and Chang, 2011). To 
address long-term water demand, independent variables may include data on population 
growth, average water price, per capita GDP, average temperature, average rainfall, average 
evaporation etc. Babel et al. (2007) developed a domestic water demand forecasting model in 
Nepal using the concept of regression analysis for which they consulted climatic variables, 
socioeconomic variables, and guidelines for public water management. Lee et al. (2010) 
modelled the regression relationship between water demand and population density in Phoenix, 
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Arizona employing the Bayesian moment entropy method. Polebitski and Palmer (2009) 
evaluated temporal and spatial variation in residential water demand using three regression 
models. The outcomes of the research were then used to manage water resources and expand 
regional infrastructures.  
 
 Estimation of water demand by time series analysis is generally implemented by 
considering the patterns of the contributing variables affecting changes in water demand over 
time. Three major components are usually considered for a time series model: a long-term trend 
component, a cyclical component, and a short-term variance component. Less dependency on 
some explanatory variables (like income and population) in deterministic representation 
enables researchers to apply time series models for the prediction of short-term demand (Qi 
and Chang, 2011). Zhou et al. (2000) employed an autoregressive procedure to develop a time-
series model of short-term water demand and a Fourier series to evaluate long-term seasonal 
cycles. Gato et al. (2005) developed a time series model considering base use and seasonal use 
of water to forecast residential water demand in Australia. Alvisi et al. (2007) evaluated a 
pattern-based water demand prediction model in Italy by addressing periodic components in 
the time-series data.  
 
 Complex water modelling systems generally involve computational intelligence models 
(e.g. autoregressive integrated moving average (ARIMA), artificial neural networks (ANNs), 
fuzzy logic etc.) (Kofinas et al., 2016, Singh et al., 2017). Altunkaynak et al. (2005) compared 
trends of monthly water demand series using fuzzy logic and ARIMA models and found that 
fuzzy logic performed better than the ARIMA model. Caiado (2010) identified water demand 
patterns in Spain using doubled seasonal univariate time series models such as ARIMA and 
GARCH. Ghiassi et al. (2017) estimated short- and long-term water demand in the city of 
Tehran using dynamic artificial neural network (DAN2) models, focused time-delay neural 
network (FTDNN), and K-nearest neighbour (KNN) models. 
   
 In hybrid approaches, various models are integrated in order to achieve accuracy in 
model performance. Examples of hybrid approaches are pattern recognition, neural-fuzzy 
modelling systems, and M5 model tree method. However, they are considered to be extended 
versions of computational intelligence models (Brentan et al., 2017). After carrying out an 
extensive literature review on the development of the water demand function, it was decided 
that this study would employ regression analysis to forecast water demand, as this method is 
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suitable for both long- and short-term analyses, and is recommended by many researchers 
(Davis, 2003, Qi and Chang, 2011). 
 
2.8 Summary 
 
 For many years, the assessment of drought has been a matter of significant concern in 
managing water resources in many countries around the world. As one of the driest continents, 
Australia has experienced severe drought events many times. During these dry episodes, many 
water storage reservoirs, located in different areas of Australia, become unable to perform their 
regular functions due to the reduction of storage levels caused by rainfall deficiency. Balanced 
distribution of water sources from reservoirs is important for the successful fulfilment of the 
demands of end users. The reduction of storage owing to the presence of severe drought may 
obstruct the overall water supply and distribution system. The susceptibility of reservoir 
storages to droughts seriously affects human life, agricultural production, and industrial 
development. Therefore, it is important to assess reservoir storage conditions due to the impacts 
of drought events for the efficient management of water resources systems.  
 
 This study aims to identify the occurrence of reduction in reservoir storage levels due 
to droughts in a probabilistic way. In order to do so, initially drought characteristics are 
evaluated by a suitable drought assessment tool and then a joint probabilistic approach is 
employed to estimate reservoir level depletion resulting from a combination of the probability 
of a drought event of a certain severity and duration and the probability of initial water storage 
levels at the commencement of a drought event. Drought indices have been shown by many 
researchers to be suitable tools for the determination of drought characteristics. A brief 
discussion of different drought indices is given earlier in this chapter. Considering the 
advantages, disadvantages and suitability in application, this study selected the Standardized 
precipitation Index (SPI) and the Standardized Hydrological Drought Index (SHDI) to evaluate 
meteorological and hydrological drought characteristics, respectively, in the study area. 
Moreover, these two indices can detect the onset and end of drought events, and therefore 
contribute to early warnings of drought incidents.  
 
Various methods have been used by many researchers and professionals in the past to 
demonstrate the probability distribution of drought events. The literature review reported in 
this chapter indicated that bivariate probability distribution can express drought characteristics 
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more clearly than univariate methods. Many researchers have also suggested the use of copula 
functions for the derivation of the bivariate probability of drought events. Of all the available 
copulas, three (Gumbel-Hougaard, Clayton and Frank) in the Archimedean copula family are 
used in many drought studies. However, this study recommends the adoption of the Gumbel-
Hougaard copula to develop a comprehensive characterization of drought in Australia, as it is 
the simplest and most commonly-used method.  
 
In order to evaluate reservoir performance during drought episodes, an integrated 
modelling software Source is used. A reservoir model is developed using this software 
considering different input data. The development of the demand function is one of the prime 
considerations in constructing the reservoir model in Source. Although several methods are 
available for developing the demand function, multiple regression analysis (MRA) is widely 
used to forecast water demand because of its simple form. However, this study adopted the 
principal component regression method to establish the demand function in which principal 
components are utilized as independent variables and the same concept of MRA is used here.  
All the input data and drought scenarios developed from drought severity and duration were 
activated in Source software. Finally, the probability of initial storage volume and drought 
conditions were utilized to calculate the joint probability of cases when the storage drops below 
the pre-selected conditions. 
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Chapter 3 
Description of Study Area and Evaluation of Drought Characteristics 
 
3.1 Introduction 
 
As discussed in Chapter 1, the aim of this study is to develop a methodology for the 
evaluation of reservoir storage levels during drought periods in a probabilistic way. For this 
purpose, the Upper Yarra reservoir located in the upper part of the Yarra River catchment was 
selected as the study reservoir. While performing an analysis of the impact of drought events 
on the selected reservoir, this study also attempts to investigate the general drought situation 
surrounding the study reservoir. Therefore, several rainfall and streamflow stations are selected 
to describe the meteorological and hydrological drought conditions, respectively, in the upper 
part of the Yarra catchment. Frequently-occurring droughts in this area put water resources 
management activities under extreme pressure (Tan and Rhodes, 2008, Barua et al., 2010a). A 
brief description of the region within which the stations are located, the data used, and the 
evaluation of the drought characteristics of the selected stations are presented here. However, 
a full description of the selected reservoir (Upper Yarra) is given in Chapter 5. At the end of 
this chapter, the drought characteristics (e.g. the probability distribution of drought) for the 
inflow volume of the Upper Yarra reservoir are also presented. This information is needed for 
the analysis of reservoir storage conditions during drought periods. 
 
 Australia is one of the driest countries in the world and has experienced multiyear 
droughts over the last decades (Tan and Rhodes, 2013). Droughts impose severe stress on water 
supply systems and the communities that depend on them. Therefore, drought monitoring and 
forecasting play important roles in the management of droughts in Australia (Rahmat et al., 
2015a, Barua et al., 2010a)  
 
According to the literature review, the Standardized Precipitation Index (SPI) provides 
useful assessment for meteorological drought detection and monitoring (McKee et al., 1993). 
Its ease of application makes SPI a popular tool for describing drought characteristics in many 
parts of the world (Fiorillo and Guadagno, 2010, Rahmat et al., 2015a). Therefore, this study 
has applied SPI to evaluate meteorological drought characteristics. For evaluating hydrological 
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drought properties, the Standardized Hydrological Drought Index (SHDI) is used. The concept 
of SHDI emerged from the idea of SPI, but streamflow replaces precipitation. This chapter 
starts by providing some information about the Yarra River catchment and the data required 
for meteorological as well as hydrological drought analysis, followed by the methodology used 
for calculating SPI and SHDI. Analyses of the SPI/SHDI along with frequency analyses for the 
selected stations are then presented. After describing the overall drought condition in the 
regions neighbouring the study reservoir, drought analyses are performed to evaluate the inflow 
volume to the reservoir. A summary of the analyses is presented at the end of the chapter. 
Information about the inflow drought events obtained from this chapter is employed in Chapter 
7 to assess the impacts of drought events on reservoir storage volume.   
 
3.2 Study area  
  
In order to investigate the overall drought condition surrounding the Upper Yarra 
reservoir, the upper part of the Yarra catchment was selected for the evaluation of drought 
properties.  The Yarra catchment is located in the eastern part of Victoria with an area of 4,046 
square kilometres. The river flows 242 km from its origin in the southern slopes of the Great 
Dividing Range through the Yarra Valley and greater Melbourne to the end of its estuary in 
Port Phillip Bay (Barua et al., 2010a, Melbourne Water, 2016c). The Yarra River can 
accommodate a large quantity of water requirements, producing the fourth highest yield of 
water per hectare of catchment in Victoria (Barua, 2010b). Multiple uses of water, including 
municipal water supply, farming and horticultural industries, downstream requirements, and 
conservational flows from this catchment enable researchers to perform investigative studies 
on this catchment (Barua et al., 2012).   
 
The catchment is divided into three reaches based on different land use activities and 
natural divisions: the upper, middle and lower. The upper reach (from the Great Dividing 
Range to the Warburton Gorge) has been responsible for supplying 70% of the drinking water 
for the Melbourne region for many years (Melbourne Water, 2016c). Most of the lands along 
the water bodies in the middle (Warburton Gorge to Warrandyte) and lower reaches 
(Warrandyte to Port Phillip Bay) has been cleared, either for agriculture or urban development.  
 
35 
 
The seven reservoirs in this catchment (Upper Yarra, Sugarloaf, Silvan, Yan Yean, 
Greenvale, Maroondah and O’Shannassy) play numerous roles in water resources management 
for the Greater Melbourne area. One-third of the Victorian population lives in this area and 
relies on the water supply from this catchment. Over the last few decades, this area has been 
significantly affected by several drought events (e.g. 1967–1968, 1972–1973, 1982–1983, 
1997–1998, 2002–2003, and 2006-2009) (Low et al., 2015, Timbal et al., 2015, Fiddes and 
Timbal, 2016). During these drought periods, monthly catchment-average rainfall fell several 
percentage points below normal (in the 1967-68 drought the average rainfall dropped 5% below 
its normal level, in 1972-1973 it was 6% below normal, in 1982-1983 it was 8% below normal 
and during the 1996-2009 drought average rainfall dropped 20% below) (Barua, 2010b). 
Similar to rainfall, streamflow in the study area also fell below the average value. One example 
is the Alderman Creek station for the 1996-2009 drought event. The average streamflow of 
Alderman Creek dropped to 8.06 GL/year, whereas the average flow value was 10.24 GL/year 
prior to this period (1979-1995) (BoM, 2017a). All these drought events had severe impacts on 
agricultural systems, generated acute water shortages for rural and urban areas and almost dried 
out of two of Australia’s major river systems, thus affecting natural ecosystems and leading to 
restrictions on water use. Therefore, assessing and managing drought conditions have become 
important issues within the Yarra River catchment.   
 
3.2.1 Climatic variability in the study area 
 
The climate in Melbourne exhibits variable patterns with prolonged periods of low 
rainfall causing droughts, as well as periods of high rainfall causing floods. Rainfall over the 
water supply catchments in Melbourne is greatly governed by several parameters, including 
the atmospheric circulation patterns and changes in sea surface temperature, wind speeds, and 
barometric pressure over the oceans around Australia. Since rainfall across Melbourne’s water 
supply catchment regulates the amount of inflow into the water reservoirs, understanding the 
weather patterns is vital for water resource planning (Melbourne Water, 2017a). Inconsistent 
rainfall over individual catchments as well as over the reservoir surface is very common in 
Australia. Rainfall history indicates that the amount of rainfall is lower at the bottom of each 
catchment (which is near any reservoir) than rainfall in the rest of the areas of the particular 
catchment (Melbourne Water, 2017a). For example, the average annual rainfall (2004-2017) at 
the Upper Yarra reservoir is approximately 838 mm/year, whereas at Mount Gregory, which is 
located upstream of the reservoir and at a higher point than the Upper Yarra reservoir, it is 
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around 1320mm/year (Melbourne Water, 2017b). Considerable proportions of rainwater are 
utilized for vegetation, evaporated into the atmosphere and infiltrated into the groundwater 
table. The residual water runs off the catchment and flows into waterbodies. In Melbourne, on 
average, waterways absorb nearly 30% to 50% of total rainwater falling over the water supply 
catchment (Melbourne Water, 2017a). However, seasonal variability may change the volume 
of water flowing into the reservoir.  During summer, soil becomes very dry and soaks up a 
major portion of rainwater before it can flow into the streams. Hence, rainfall and the 
consequential streamflow fluctuate spatially and seasonally all around the year.  
 
3.3 Data required for evaluating drought characteristics 
 
In order to study the overall drought conditions in the area surrounding the Upper Yarra 
reservoir, both rainfall and streamflow stations were selected within the upper reach of the 
Yarra catchment. The reason for selecting both rainfall and streamflow stations is to observe 
the general drought conditions (meteorological as well as hydrological) in the study area. For 
this purpose, six rainfall and six streamflow stations were selected and the respective data were 
collected from the Bureau of Meteorology (BoM, 2017b, BoM, 2017c). The data measurement 
locations for rainfall and streamflow are given in Figure 3.1. Of the six rainfall stations, two 
stations and of the six streamflow stations, one station are located outside the study area; 
however, they are considered since they are very close to the study region. The descriptions of 
the rainfall and streamflow stations are shown in Tables 3.1 and 3.2, respectively. The tables 
include the station ID, name, geographical coordinates and descriptive statistics of each of the 
measuring stations. It should be noted that the length of the records for rainfall stations is longer 
than that of streamflow stations. According to the tables, for all of the rainfall stations, rainfall 
is at a maximum in winter and early spring (June to October) and at a minimum in late summer 
to early autumn (January to March). Figure 3.2 shows the mean monthly rainfall for one rainfall 
station (Reefton), which is located in the upper reach of the Yarra catchment. Other rainfall 
stations provide almost the same mean monthly rainfall patterns and are not presented here. As 
with rainfall, streamflow in the study region also shows seasonal variation. High streamflow is 
found in late winter to spring (July to November) and low flow is evident in late summer to 
autumn (January to May). The monthly variation of streamflow at the Alderman Creek station 
is shown in Figure 3.3.  
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Figure 3.1 Yarra River catchment and selected rainfall and streamflow stations 
 
Table 3.1 Description of rainfall stations 
Station 
ID 
Rainfall 
stations 
 
Long. 
(°E) 
Lat. 
(°S) 
No of 
years 
of data 
Mean Annual Rainfall (mm) 
Mean 
(mm) 
Standard 
deviation 
(mm) 
Skewness 
086271 Reefton 145.89 -37.67 46 1086 175 -0.09 
086090 Warburton 145.79 -37.71 102 1390 277 0.06 
088044 Marysville 145.75 -37.51 113 1343 268 0.26 
086219 
Coranderrk 
Badger Weir 
145.56 -37.69 62 1099 217 0.09 
086009 Black Spur 145.62 -37.59 106 1668 305 0.03 
086094 Powelltown  145.74 -37.86 74 1467 238 0.17 
*Source: (BoM, 2017b) 
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Table 3.2 Description of streamflow stations 
Station 
ID 
Streamflow 
stations 
 
Long. 
(°E) 
Lat. 
(°S) 
No of 
years 
of data 
Annual Average (Flow) (GL) 
Mean 
(mm) 
Standard 
deviation 
(mm) 
Skewness 
229650A 
Alderman 
Creek 
145.941 -37.72 35 8.33 4 -0.01 
229661A Walsh Creek 145.927 -37.63 35 15.7 7 0.30 
229212A Millgrove 145.66 -37.75 54 146292 79785 1.27 
229214A 
Little Yarra 
river 
145.62 -37.78 54 40704 14256 0.62 
229106A 
McMahons 
Creek 
145.88 -37.72 45 10810 4390 0.64 
229652A 
O’Shannassy 
River 
145.83 -37.66 37 69640 24246 0.27 
*Source: (BoM, 2017c) 
 
Figure 3.2 Mean monthly rainfall for Reefton station (BoM, 2017b) 
 
Figure 3.3 Mean monthly streamflow for Alderman Creek station (BoM, 2017c) 
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3.4 Methodology for calculating drought indices 
 
The first objective of this study was to respond to research question number 1 addressed 
in Chapter 1, Section 1.2: “What is the most appropriate methodology to evaluate drought 
characteristics in the study area”? The aim of this chapter is to provide the answer to this 
question by reviewing different drought indices (refer to Chapter 2). Moreover, some other 
research results of the evaluation of drought characteristics in Victoria, Australia (presented in 
previous sections) by the SPI also support its use as a suitable option for drought 
characterization. The SPI and SHDI are used here to evaluate the meteorological and 
hydrological drought characteristics, respectively, of the selected stations. The calculation of 
these two indices is described in the following sections. 
 
3.4.1 Standardized Precipitation Index (SPI) 
 
The SPI is a very effective and widely-accepted drought index, designed by McKee and 
his colleagues (McKee et al., 1993) at Colorado State University, to quantify the precipitation 
deficit at multiple timescales, e.g., 1, 3, 6, 9, 12, 24 and 48 months. The SPI is the 
transformation of the precipitation time series over a specified area into a standardized normal 
distribution. The calculation of SPI requires long-term precipitation data (Łabędzki, 2017). A 
gamma probability density function (PDF) is fitted to the precipitation of several time series. 
This is performed separately for each month. The calculation of SPI follows the steps given 
below (McKee et al.,1993, Wu et al., 2007): 
 
1. An aggregated monthly (k) precipitation series (say k = 1, 3, 6, 12 months) should be fitted 
on a cumulative probability distribution function (PDF). The gamma PDF (g(x)) is given in 
Equation 3.1: 
𝑔(𝑥) =  
1
𝛽𝛼 Г(𝛼)
 𝑥𝛼−1 𝑒
−𝑥 𝛽⁄                                        (3.1) 
 
where, β is a scale parameter, α is a shape parameter, x is the precipitation, and Г(α) is 
the gamma function at α. The cumulative probability is obtained by integrating Equation 3.1 
and is given by Equation 3.2: 
𝐺(𝑥) =  ∫ 𝑔 (𝑥)𝑑𝑥 =  ∫
1
?̂??̂? Г(?̂?)
 𝑥?̂?−1 𝑒
−𝑥
?̂?⁄  𝑑𝑥
𝑥
0
𝑥
0
                          (3.2) 
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where 
 ?̂? =  
1
4𝐴
 (1 + √1 + 
4𝐴
3
)                           (3.3) 
?̂? =  
?̂?
?̂?
                     (3.4) 
𝐴 =  ln(?̅?) − 
∑ ln(𝑥)
𝑛
                   (3.5) 
and n is the number of observations and ?̅? is the sample mean of the data. All of the 
parameters can be measured using Equations 3.3, 3.4 and 3.5. The values of these parameters 
are used to determine the cumulative probability function of precipitation for a particular month 
and a specific timescale.  
 
2. The cumulative distribution function (CDF) is then transformed to a normal distribution with 
a mean zero and variance of one (Rahmat et al., 2015a), which is given below (Equation 3.6): 
𝑆𝑃𝐼 =  𝜓−1 [𝐺 (𝑥)]                   (3.6) 
 
This transformed probability is the SPI value where Ψ-1 is the transformation parameter 
(Figure 3.4). A positive SPI value indicates above average precipitation and a negative value 
specifies below average precipitation.   
 
 
 
Figure 3.4 Example of transformation of gamma-fitted CDF to standardized normal 
distribution for one rainfall station (Reefton) 
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3.4.2 Standardized Hydrological Drought Index (SHDI)  
 
In this study, hydrological drought characteristics are evaluated using the Standardized 
Hydrological Drought Index (SHDI). The knowledge of SHDI emerges from the idea of SPI, 
but streamflow replaces the precipitation. However, the calculation procedure is the same as 
that for the SPI. Similar to the SPI, the SHDI can quantify the streamflow deficit at multiple 
timescales. In calculating the SHDI, the cumulative density function (CDF) is estimated using 
Equation 3.2. The only difference is that streamflow data are used instead of rainfall data. 
Finally, the SHDI is calculated from Equation 3.6 (Figure 3.5).  
 
 
Figure 3.5 Example of transformation of gamma-fitted CDF to standardized normal 
distribution for one streamflow station (Alderman Creek) 
 
A drought event is defined as a period in which the SPI/SHDI value is continuously 
negative (McKee et al., 1993, Paulo and Pereira, 2006). In the present study, a drought event 
is considered to start as soon as the SPI/SHDI value becomes equal to or less than zero 
(Vicente-Serrano and López-Moreno, 2005, Fiorillo and Guadagno, 2010). Here, the 
meteorological/hydrological drought severity classes are specified based on the SPI/SHDI 
values (Table 3.3) (McKee et al., 1993). Figure 3.6 presents a schematic description of different 
properties of drought events. Drought duration (D) is the time between the start and end of any 
drought event. Drought severity (S) is defined as the cumulative SPI/SHDI values within the 
duration of the drought event (Equation 3.7). The intensity (I) is described by the ratio between 
the severity and duration of the drought event (Equation 3.8). Another important characteristic 
of drought is the inter-arrival time (L), which is designated as the time from the end of one 
drought event to the commencement of the next event (Shiau, 2006). Additional analyses are 
performed on the inter-arrival times of drought events in Chapter 4.  
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Table 3.3 Drought severity classes using SPI/SHDI (McKee et al., 1993) 
SPI/SHDI values Classification 
0≥SPI≥-0.99 Mild 
-1≥ SPI ≥ -1.49 Moderate 
-1.5 ≥ SPI ≥ -1.99 Severe 
SPI ≤ -2 Extreme 
 
𝑆 =  −∑ 𝑆𝑃𝐼𝑖
𝐷
𝑖=1                                                                                                                                      (3.7)    
  𝐼 =
𝑆
𝐷
                                                                                                                                       (3.8)    
 
Figure 3.6 Drought properties defined by SPI/SHDI 
 
3.5 Detection of drought events  
 
Extreme events from any meteorological/hydrological time series are generally 
detected using two approaches: Annual Maximum Series (AMS) and Partial Duration Series 
(PDS). In the AMS method, the most severe drought event within one hydrological year is 
extracted for extreme value analysis. The length of the series thus obtained is equal to the 
number of years for which rainfall/streamflow values are available. In the present study, 
drought events are defined when the drought index value exceeds a threshold value of 0 
(SPI/SHDI=0). The AMS method considers only one drought event each year containing the 
lowest value of drought index. However, the year in which the drought index value remains 
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above the threshold level (which can be said to be the no drought condition) is allocated a value 
of zero. The presence of too many zero-drought years weakens the sample size and seriously 
affects extreme value modelling. Therefore, this method is not advisable for conducting the 
frequency analysis of drought events since it requires longer periods of data series. In addition, 
if there is a prolonged drought of several years (multi-year drought), AMS tends to assign a 
value for the year with a high drought index value and leaves the rest of the years with zero 
values (Tallaksen et al., 1997). However, if the data period is small (say 30 years), it is 
advisable to use PDS series for detecting drought events instead of the AMS method (Rahmat 
et al., 2015c). In the present study, many years were found with no drought events when 
drought time series were established. In contrast, using the PDS method, all the drought events 
containing rainfall below any predetermined threshold level are counted for the modelling of 
extreme events. As a consequence, much more comprehensive series of events are expected to 
be developed. Hence, PDS provides a sufficient number of drought events, which results in 
adequate performance in the frequency analysis of drought events. Using this method, drought 
events are also specified with durations. Therefore, this study adopted the PDS for identifying 
drought events from SPI/SHDI time series. 
 
3.6 Temporal characteristics of drought 
 
Victoria has experienced several drought events in the last 50 years (e.g., 1967–1968, 
1972– 1973, 1982–1983, 1996-2009) (Tan and Rhodes, 2013). Droughts have created immense 
negative impacts on human lives while causing enormous economic losses and environmental 
degradation. The recent 13-year drought (1996-2009), which is known as the Millennium 
Drought, recorded the lowest annual rainfall and streamflow in the Yarra River catchment. 
During this period, inflows into Melbourne Water’s main four reservoirs (e.g., Thomson, Upper 
Yarra, O’Shannassy and Maroondah, as shown in Figure 3.1) dropped well below the long-
term average, which initiated the implementation of water restrictions to manage shortages in 
water supply systems (Tan et al., 2015). Therefore, analysis of drought characteristics in the 
study catchment is one of the key issues for the appropriate management of water resources.   
 
The SPI was applied to evaluate meteorological drought characteristics and the SHDI 
for hydrological drought features with multiple timescales, e.g., 3, 6 and 12 months. The 
SPI/SHDI values were derived from monthly rainfall/streamflow time series, respectively. For 
example, the SPI 12-month time series for any particular month is the cumulative precipitation 
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values from the previous 12 months. The total number of meteorological drought events 
identified by the SPI for the selected rainfall stations and the hydrological drought episodes by 
the SHDI considering the streamflow stations for different timescales are presented in Tables 
3.4 and 3.5, respectively. In order to enable meaningful comparison between the numbers of 
meteorological and hydrological drought events, data from 1979 to 2016 were used for all of 
the rainfall and streamflow stations.  
 
In Table 3.4, it is noticeable that the 3-month scale of all the rainfall stations identifies 
a greater number of drought events than the 6- and 12-month scales. For Reefton station, the 
time series of SPI at 3-month and 12-month scales are shown in Figure 3.7. Using a 3-month 
timescale, 32 drought events are identified at Reefton, including 5 mild drought events, 5 
moderate events, 14 severe events and 8 extreme events. The 12-month scale identifies 14 
events, in which only one mild event is detected. The number of moderate, severe and extreme 
drought events in the 12-month scale are 5, 4, 4, respectively. It should be noted that the 
Reefton station identifies a greater number of severe and extreme events over a short scale (3-
month scale). As mentioned earlier, Victoria experienced extreme droughts during 1982–1983, 
1997–1998, 2002–2003, and 2006-2009 and these events were utilized further to examine the 
maximum SPI/SHDI values for the selected stations and selected timescales. These events are 
very conspicuous using a 3-month scale for Reefton. The corresponding maximum SPI values 
for these four events are -2.86 (February, 1982), -2.89 (April, 1997), -1.85 (March, 2003) and 
-2.25 (March, 2009), respectively, using a 3-month scale. For the 12-month scale, the selected 
events have the highest SPI values of -2.52 (October, 1983), -2.59 (December, 1997), -2.08 
(February, 2003) and -2.95 (April, 2007), respectively, for the four selected drought events 
(Table 3.4).  
 
Another rainfall station, Warburton, identifies 28 drought events at a short scale (3-
month scale), and of these 20 events are considered as either severe or extreme (11 severe and 
9 extreme events). For the same station, 12 events are identified at a long scale (12-months) in 
which 4 events are mild, 3 events are moderate and the remaining 5 events are severe and 
extreme (2 severe and 3 extreme). Similar to Reefton, this station shows that the number of 
severe and extreme events is higher on a short scale (3-month scale). However, over a long 
scale (12-months) this station had almost the same number of mild and moderate events as over 
the short scale. The time series of Warburton station for the 3- and 12-month scales are 
presented in Figure 3.8. The SPI values for the above-mentioned notable drought events (1982–
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1983, 1997–1998, 2002–2003, and 2006-2009) for Warburton stations are -1.91 (March, 1983), 
-2.5 (April, 1997), -1.75 (February, 2003), -2.39 (March, 2009), respectively, at a 3-month 
scale and -2.02 (May, 1983), -2.08 (May, 1998), -1.73 (February 2003), -2.75 (February, 2007), 
respectively, at a 12-month scale (Table 3.4).  
 
Over a 3-month scale, Black Spur, Coranderrk, Marysville and Powelltown stations 
exhibit 30, 32, 30 and 31 drought events, respectively. Similar to Reefton and Warburton, great 
numbers of severe and extreme drought events are found for these four rainfall stations over a 
short scale (3 months) (Black Spur: 12 severe events, 9 extreme events; Coranderrk: 14 severe 
events, 8 extreme events; Marysville: 14 severe events, 6 extreme events; Powelltown: 10 
severe events, 10 extreme events). However, the 12-months scale detected a comparable 
number of different categories of drought events (mild, moderate, severe and extreme) for these 
rainfall stations. In addition, the numbers of drought events are lower for all of the rainfall 
stations over the 12- month scale. In the case of these stations, the maximum SPI values for the 
selected events are presented in Table 3.4. The times series of these four stations (Black Spur, 
Coranderrk, Marysville and Powelltown) over 3- and 12-month scales are given in Appendix 
A, Figures A1 to A4. 
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Table 3.4 Number of meteorological drought events identified by SPI 
   Number of meteorological drought events Selected major drought events 
Station 
Name 
Timescales  
(months) 
Threshold=0 1982-83 1997-98 2002-03 2006-09 
  Mild Mod. Sev. Ext. Total Maximum SPI 
Reefton 
3 5 5 14 8 32 -2.86  -2.89 -1.85 -2.25 
6 5 11 5 7 28 -2.38 -2.19 -1.97 -1.85 
12 1 5 4 4 14 -2.52 -2.59 -2.08 -2.95 
Warburton 
3 4 4 11 9 28 -1.91 -2.5 -1.75 -2.39 
6 2 7 9 6 24 -2.25 -1.94 -1.98 -2.21 
12 4 3 2 3 12 -2.02 -2.08 -1.73 -2.75 
Black Spur 
3 1 8 12 9 30 2.29 -2.63 -2.06 -2.64 
6 4 6 8 6 24 -1.94 -2.38 -1.90 -2.42 
12 2 2 2 4 10 2.03 2.81 -1.93 -2.92 
Coranderrk 
3 4 6 14 8 32 -1.71 -2.73 -2.05 -2.41 
6 4 6 5 7 22 -2.15 -2.19 -1.7 -2.72 
12 2 3 3 4 12 -1.97 -2.65 -2.18 -2.62 
Marysville 
3 2 8 14 6 30 -2.03 -2.7 -1.56 -2.34 
6 4 10 9 6 29 -2.56 -2.08 -1.83 -2.33 
12 1 4 2 3 10 -2.59 -2.24 -2.24 -2.93 
Powelltown 
3 2 9 10 10 31 -1.79 -2.85 -2.14 -2.66 
6 7 8 6 8 29 -1.94 -2.37 -2.11 -2.13 
12 6 3 3 2 14 -1.89 -2.66 -2.66 -2.9 
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Figure 3.7 Time series of SPI at 3- and 12-month scale for Reefton station 
 
Figure 3.8 Time series of SPI at 3- and 12-months scale for Warburton station 
 
The number of hydrological drought events with the SHDI values for different 
streamflow stations at multiple timescales (3, 6 and 12 months) are given in Table 3.5. For the 
Alderman Creek station, the time series of SHDI at 3-month and 12-month scales are shown in 
Figure 3.9. Using a 3-month timescale, 34 drought events are identified, including 11 mild 
drought events, 16 moderate events, 6 severe events and 1 extreme event. The 12-month scale 
identifies 6 events in which 3 events are shown as extreme. Greater numbers of mild and 
moderate events are detected than severe and extreme events over a short timescale (3 months). 
However, the long-time scale (12 months) identifies more extreme events. Similar to the 
Alderman Creek station, Walsh Creek station identifies a greater number of mild (8) and 
moderate (17) events over a short timescale (3 months). However, 3 severe events are detected 
over the long timescale (12 months) for this station. Figure 3.10 shows the time series for Walsh 
Creek station over 3 and 12 months. For both Alderman Creek and Walsh Creek stations, the 
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3- and 12-month scales clearly identify the above-mentioned extreme drought events (1982–
1983, 1997–1998, 2002–2003, and 2006-2009) (Figures 3.9 and 3.10). The maximum SHDI 
values for the Alderman Creek station for the selected events are -1.76 (April, 1983), -1.62 
(April, 1998), -1.38 (April, 2003), -1.91 (Aril, 2007), respectively, at the 3-month scale and -2 
(June, 1983), -2.14 (June, 1998), the 1997 drought event continues until November, 2003, and 
-2.75 (May, 2007), respectively, at the 12-month scale (Table 3.5). Similar to this station, 
Walsh Creek station exhibits the maximum SHDI at the 3-month scale for the selected events 
as follows: -1.98 (April, 1983), -1.45 (April, 1998), -1.31 (April, 2003), -1.74 (April, 2007), 
respectively. For the 12-month scale the maximum SHDI values are: -2.54 (June, 1983), -2.14 
(July, 1998), -1.52 (May 2003), -2.52 (March, 2007), respectively (Table 3.5).
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Table 3.5 Number of hydrological drought events identified by SHDI 
  Number of meteorological drought events Selected major drought events 
Station Name 
Timescales  
(months) 
Threshold=0 1982/83 1997/98 2002/03 2006/09 
  Mild Mod. Sev. Ext. Total Maximum SHDI 
Alderman 
Creek 
3 11 16 6 1 34 -1.76 -1.62 -1.38 -1.91 
6 4 9 5 2 20 -1.82 -1.91 -1.64 -2.25 
12 1 2 0 3 6 -2.0 -2.14 -2.14 -2.75 
Walsh Creek 
3 8 17 3 0 28 -1.98 -1.45 -1.31 -1.74 
6 3 12 6 2 23 -2.06 -1.77 -1.55 -2.12 
12 2 1 1 3 7 -2.54 -2.14 -1.52 -2.52 
Millgrove 
3 9 15 1 0 25 -1.75 -1.08 -1.21 -1.31 
6 6 11 3 0 20 -191 -1.27 -1.36 -1.52 
12 1 1 3 2 7 -2.02 -1.62 -1.51 -1.75 
Little Yarra 
3 9 10 3 3 25 -2.06 -1.28 -1.99 -2.56 
6 8 6 5 1 20 -1.97 -1.27 -1.96 -2.78 
12 2 1 2 1 6 -1.54 -0.88 -1.59 -2.64 
McMahons 
Creek 
3 7 11 6 0 24 -1.84 -1.14 -1.26 -1.69 
6 7 7 6 0 20 -1.93 -1.12 -1.44 -1.71 
12 1 2 2 1 6 -2.03 -1.56 -1.56 -1.90 
O’Shannassy 
3 6 16 6 0 28 -1.68 -1.51 -1.34 -1.67 
6 5 12 4 1 22 -1.80 -1.68 -1.13 -2.51 
12 1 2 2 1 6 -1.79 -1.68 -1.43 
33 
-2.11 
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Figure 3.9 Time series of SPI at 3 and 12-month scale for Alderman Creek station 
 
 
Figure 3.10 Time series of SPI at 3- and 12-month scale for Walsh Creek station 
 
For other streamflow stations (Millgrove, Little Yarra, McMahons, O’Shannassy), mild 
and moderate events are high in number on the 3-month scale (Millgrove: 9 mild events, 15 
moderate events; Little Yarra: 9 mild events, 10 moderate events; McMahons: 7 mild events, 
11 moderate events; O’Shannassy: 6 mild events, 16 moderate events). However, all of the 
stations exhibited fewer drought events on the long scale (12 months). The maximum SHDI 
values on the 3- and 12-month scales for these stations are given in Table 3.5. The time series 
of these four stations (Black Spur, Coranderrk, Marysville and Powelltown) at 3 and 12-months 
scales are given in Appendix A, Figures A5 to A8.   
 
After analysing the SPIs for all six rainfall stations and the SHDIs for the six streamflow 
stations, it was found that the numbers of meteorological drought events at rainfall stations are 
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greater than the numbers of hydrological drought events based on data from all the stations. 
Meteorological drought can be recovered by the rainfall, experienced during a drought event. 
However, due to the delay in time between the occurrence of rainfall and the water flowing 
into a stream, hydrological drought continues to occur even after the termination of 
meteorological drought (Liu et al., 2012). In some cases, the next meteorological drought may 
occur while the preceding hydrological drought still continues to progress. For example, during 
1997-1998 and 2002-2003, two meteorological drought events were observed at a 12-month 
scale whereas the same hydrological events continued from 1997 to 2003. Moreover, the SPI 
identifies greater numbers of severe and extreme meteorological drought events for rainfall 
stations on a short timescale. However, the SHDI can detect more mild and moderate events at 
a short scale (3 months) for streamflow stations. The maximum SPI and SHDI values for the 
selected events (1982-1983, 1996-1997, 2002-2003 and 2006-2009) were also determined for 
short (3-month) and long scale (12-month). It was found that the maximum SPI value occurs 
prior to the occurrence of maximum SHDI value for any particular event. This is due to the fact 
that during a drought, rainfall deficiency is observed first then after sometime it starts to affect 
streamflow and it takes some time for the streamflow deficit to become apparent.  
 
As shown by Figures 3.7 and 3.8, the time series of SPI at a 3-month timescale exhibits 
more fluctuations than the 12-month series. The longest timescale (12 months) shows less 
fluctuation in the SPI series. As the timescale becomes longer, the SPI responds more slowly 
to changes in precipitation. The same is true for streamflow. Therefore, periods with the 
SPI/SHDI negative and positive become fewer in number but longer in duration.  As expected, 
droughts are more frequent with shorter durations on the 3-month scale. For example, at the 
Reefton (rainfall) station, the 3-month scale reveals several drought events of durations ranging 
from 3 months to 17 months. The 12-month scale exhibits longer durations, ranging from 7 
months to 27 months. Alderman Creek (streamflow) station displays drought events with 
durations fluctuating from 1 to 20 months and 8 months to 20 months for the 3- and 12-month 
timescales, respectively. 
 
Table 3.6 summarizes the drought characteristics for the longest duration and highest 
peak intensity drought events from 1979 to 2016 for the selected stations using 3, 6 and 12-
month timescales. However, a drought event with the longest duration may not necessarily 
always have the highest severity. As stated above, drought intensity is defined as the ratio of 
drought severity and drought duration, this study has identified the peak (maximum) intensity 
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of drought events with short durations and high severity. In other words, drought events of 
longer duration may not always contain the peak intensity because they do not have the 
maximum severity. For example, at the Alderman Creek station, the longest drought period 
detected by a 12-month timescale persists for 75 months from September 1997 to November 
2003 with an intensity of -0.89. On the other hand, the peak intensity (1.46) occurs during 
1982-1983 drought event, which has a 16-month duration. Despite the 1982-1983 event having 
the longest duration with a SHDI 3-month timescale, the 2010 drought event shows the highest 
intensity. The same tendency is also observed on a 6-month scale where the intensity is the 
highest in the 2006-2007 drought event, and the 2008-09 event has the longest duration.  
 
At the Reefton station, the longest drought period detected by the 12-month scale is 27 
months, from March 1982 to May 1984 with an intensity of 1.4. However, the peak intensity 
(1.45) occurs during 1997-1998 drought event, which has an 18-month duration. On the 3-
month scale, the 1981-82 event has the highest intensity with a smaller duration than the 2006-
07 event which has the longest duration. For the 6-month scale, the 2013 event exhibits the 
peak intensity whereas 1982-83 has the longest duration. Table 3.6 presents the drought 
characteristics for all the other stations. 
 
In most cases, peak intensities occur in drought events with short durations rather than 
events with long durations (with the exception of Little Yarra and O’Shannassy stations). This 
tendency is more noticeable over a short scale (3 months) rather than long scale (12 months). 
Generally, intensity is the prime consideration for developing plans to manage extreme climatic 
hazards (Ebi and Bowen, 2016). Thus, information on maximum intensity of drought events in 
the study area will help water managers in planning drought mitigation strategies. 
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Table 3.6 Characteristics of longest duration and highest peak intensity drought events for 
different timescales 
  Longest duration Highest peak intensity 
  Rainfall Stations 
 
Timescales 
(months) 
D 
(months) 
I Events 
D 
(months) 
I Events 
Reefton 
3 17 0.82 2006-07 11 1.64 1982-83 
6 19 1.12 1982-83 7 1.48 2013 
12 27 1.40 1982-83 18 1.45 1997-98 
Warburton 
3 21 0.99 2007-09 6 1.54 1979-80 
6 32 1.29 2014-16 19 1.43 2006-07 
12 61 1.36 2005-10 35 1.56 2014-16 
Black Spur 
3 18 0.98 1982-83 5 1.43 1985 
6 30 0.99 2014-16 17 1.47 1997-98 
12 60 1.35 2005-10 20 1.55 1982-83 
Coranderrk 
3 18 0.84 2002-03 5 1.54 1991 
6 23 1.07 2007-08 5 1.58 1991 
12 59 1.23 2005-10 23 1.44 1997-99 
Marysville 
3 22 0.84 2009-10 6 1.47 1980 
6 33 1.06 2007-10 6 1.48 1980 
12 89 0.86 1997-03 23 1.44 1982-83 
Powelltown 
3 27 0.92 2005-07 5 1.32 1990 
6 27 1.19 2005-07 7 1.38 2013 
12 86 1.10 1997-04 51 1.38 2005-09 
 Streamflow Station 
Alderman 
Creek 
3 20 0.93 1982-83 8 1.3 2010 
6 21 0.95 2008-09 19 1.42 2006-07 
12 75 0.89 1997-03 16 1.46 1982-83 
Walsh Creek 
3 21 0.72 2008-09 18 1.16 1982-83 
6 20 0.91 2008-09 19 1.36 1982-83 
12 57 1.02 2006-07 21 1.48 1982-83 
Millgrove 
3 42 0.85 2006-09 20 1.02 1981-83 
6 45 0.98 2006-09 21 1.21 1982-83 
12 61 1.08 2005-10 30 1.23 1997-00 
Little Yarra 
3 45 1.52 2005-09 45 1.52 2005-09 
6 56 1.60 2006-10 61 1.60 2006-10 
12 59 1.81 2006-11 59 1.81 2005-11 
McMahons 
Creek 
3 45 0.95 2005-09 18 1.24 1982-83 
6 45 1.16 2005-09 18 1.41 1982-83 
12 57 1.28 2006-11 20 1.44 1982-83 
O’Shannassy 
3 31 1.17 2006-08 31 1.17 2006-08 
6 42 1.31 2006-09 42 1.31 2006-09 
12 54 1.41 2006-09 54 1.41 2006-09 
(D* = Duration, I* = Intensity) 
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3.7 Identification of starting and termination of drought using drought indices  
 
The SPI and SHDI can be used to define the initiation and the end of meteorological 
and hydrological drought events, respectively. The starting times of drought events for different 
timescales are compared for the 1982-1983 and 2006-2007 events (Table 3. 7). In most cases, 
a 3-month timescale identifies the onset of a drought event earlier than other timescales. Gibbs 
(1984) reported that the 1982-1983 drought continued between April 1982 and February 1983. 
Figure 3.11 (a) and (b) shows the detection of the 1982-83 meteorological drought event by the 
SPI at short (3-month) and long (12-month) scales for the Warburton (rainfall) station. The 
drought event starts in November 1981 and terminates in May 1983 at 3-month scale. On the 
other hand, the drought event begins June 1982 on the 12-month scale and continues until April 
1984. The drought durations vary between 19 to 23 months for all the selected timescales for 
the 1982-1983 drought event. The onset of droughts at the Walsh Creek station also varies with 
the timescales. The 3-month scale shows the onset and termination of the drought in December 
1981 and July 1983, respectively (Figure 3.12 (a). In this case, a mild drought begins in summer 
1981 (December 1981) and is followed by a severe drought in the following summer (February 
1983). For the 12-month scale, a mild drought starts in July 1982 and in June 1983 it becomes 
extreme with an SHDI of -2.54 (Figure 3.12 (b) before terminating in October 1983. The 
detection of the onsets and endings of 1982-83 drought events for the other stations (rainfall 
and streamflow) is documented in Appendix A, Figures A9 and A10, respectively. 
 
 
 
 
 
 
 
 
 
 
55 
 
Table 3.7 Comparison of recorded onset and end of 1982-1983 (April– February) and 2006-
2007 (August–September) drought events with the results obtained from SPI and SHDI 
analyses 
Stations 
 1982-1983 event 
(recorded as April –February) 
2006-2007 event 
(recorded as August–
September) 
Rainfall Stations 
Scales Start End Duration 
(months) 
Start End Duration 
(months) 
Reefton 
3 Nov 81 Sep 82 11 Dec 05 Apr 07 17 
6 Feb 82 Aug 83 19 Mar 06 Aug 07 18 
12 Mar 82 May 84 27 Jun 06 Jan 08 20 
Warburton 
3 
Nov 81 May 83 19 
Jan 05 Jul 05 07 
Dec 05 Apr 07 17 
6 Jan 82 Aug 83 20 
Mar 05 Oct 05 07 
Jan 06 Jul 07 19 
12 Jun 82 Apr 84 23 May 05 May 10 61 
Black Spur 
3 Nov 81 Apr 83 18 
Mar 05 Jul 05 05 
Nov 05 Apr 07 18 
6 Jan 82 Jul 83 19 
Jan 06 Jul 07 19 
Mar 05 Jul 05 05 
12 Mar 82 Oct 83 20 Nov 05 Oct 10 60 
Coranderrk 
3 Nov 81 Apr 83 18 
Mar 05 Jul 05 05 
Feb 06 May 07 16 
6 Jan 82 May 83 19 
May 05 Sep 05 05 
Feb 06 Jul 07 18 
12 May 82 Feb 84 22 Nov 05 Sep 10 59 
Marysville 
3 Nov 81 May 83 19 
Jan 05 Jun 05 06 
Jan 06 Apr 07 16 
6 Jan 82 Aug 83 20 
Mar 05 Aug 05 06 
Feb 06 Jun 07 17 
12 Jun 82 Apr 83 23 Jun 06 Oct 10 53 
Powelltown 
3 Nov 81 May 83 19 Mar 05 May 07 27 
6 Jan 82 Aug 83 20 Apr 05 Jun 07 27 
12 Jun 82 Mar 84 22 Jun 05 Sep 09 52 
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Table 3.7 Comparison of recorded onset and end of the 1982-1983 (April– February) and 
2006-2007 (August–September) drought events with results obtained from SPI and SHDI 
analyses (Continued) 
Stations 
 1982-1983 event 
(recorded as April–
February) 
2006-2007 event 
(recorded as August–
September) 
Streamflow Stations 
Scales Start End Duration 
(months) 
Start End Duration 
(months) 
Alderman 
Creek 
3 
Dec 
81 
Jul 83 20 
Mar 05 Aug 05 6 
Jan 06 Jun 07 18 
6 
Mar 
82 
Aug 83 18 
May 05 Nov 05 7 
Feb 06 Aug 07 19 
12 July 
82 
Oct 83 16 Sep 05 Apr 11 68 
Walsh Creek 
3 Dec 
81 
Jul 83 18 Feb 05 Jun 07 29 
6 Feb 
82 
Aug 83 19 Apr 05 Aug 07 29 
 
 
 
 
12 July 
82 
Oct 83 21 Nov 05 Jul 10 57 
Millgrove 
3 Dec 
81 
Jul 83 20 Mar 05 May 09 51 
6 Feb 
82 
Oct 83 21 Apr 05 Sep 09 54 
12 Jun 82 Sep 84 28 Aug 05 Aug 10 61 
Little Yarra 
3 Jan 82 Jun 83 18 Dec 05 Aug 09 45 
6 Feb 
82 
Sep 83 20 Mar 06 Oct 10 56 
12 Jul 82 Jul 84 25 May 06 Mar 11 59 
McMahons 
Creek 
3 Feb 
82 
Jul 83 18 Dec 05 Aug 09 45 
6 Mar 
82 
Aug 83 18 Feb 06 Oct 09 45 
12 Apr 
82 
Nov 83 20 Jul 06 Mar 11 57 
O’Shannassy 
3 Feb 
82 
Jun 83 17 
Feb 05 Jul 05 6 
Jan 06 Jul 08 31 
6 Mar 
82 
Aug 83 18 
Mar 05 Aug 05 6 
Mar 06 Aug 09 42 
12 May 
82 
Jan 84 21 Jun 05 Nov 09 54 
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Figure 3.11 Onset and termination of 1982-1983 drought event for Warburton 
(rainfall) station at (a) 3-month scale and (b) 12-month scale
 
 
Figure 3.12 Onset and termination of 1982-1983 drought event for Walsh Creek 
(streamflow) station at (a) 3-month scale and (b) 12-month scale 
 
The Bureau of Meteorology (BoM, 2016) documented the 2006-2007 drought (in 
Victoria) as commencing in August 2006 and ending in September 2007. In the analysis of the 
2006-2007 drought event at the Warburton (rainfall) station, the drought durations are longer 
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with increasing timescales. At Warburton, the 3-month timescale SPI analysis shows two 
drought events in a row in the 2006-2007 period. The first starts in January 2005 and lasts until 
July 2005. Another drought event occurs between December 2005 and April 2007. For the 12-
month timescale, the 2006-2007 event is a continuation of a drought that starts in May 2005 
and ends in May 2010. This drought event is part of the Millennium Drought that affected 
Victoria severely in the period 1996-2009 (Rahmat et al., 2015c). At Walsh Creek (streamflow) 
station, the drought event starts in February 2005 and ends in June 2007 on the 3-month 
timescale. On the 12-month scale, the drought event begins in November 2005 and continues 
until July 2010. For both selected events (1982-1983 and 2006-2007) and at all the stations, 
the 12-month scale assesses the commencement of drought events as being several months later 
than other timescales (3 and 6 months).  
 
 
3.8 Transformation of drought indices to precipitation and streamflow thresholds  
 
In the next step, drought incidents are identified by precipitation (streamflow) threshold 
values based on the SPI (SHDI) formula at different timescales which are easy to use in real-
time conditions for managing droughts. The calculation of threshold values is analogous to the 
method of calculation of the SPI (SHDI). Assuming that the SPI (SHDI) is a random normal 
variable, z, the SPI (SHDI) drought class boundaries are transformed into probabilities as 
shown in Equation 3.9: 
  
𝜙 (𝑍) = 𝐹 (𝑥) = 𝑃 (𝑋 ≤ 𝑥)                         (3.9) 
 
where, ɸ (z) is the normal distribution function and x is the cumulative precipitation 
(streamflow) value for the timescale considered. Similar to the computation of SPI (SHDI), the 
gamma distribution function is calculated using Equation 3.2. Next, the cumulative probability 
of a given upper bound SPI (SHDI) value is made equal to the value derived from the gamma 
distribution function. Finally, Equation 3.10 is used to estimate the corresponding cumulative 
precipitation (streamflow) value x (Figure 3.13). If the cumulative rainfall value is below the 
specified threshold level, this indicates the development of a drought event.    
 
𝑥 =  𝐺−1 [(ɸ(𝑧)]                            (3.10) 
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The cumulative precipitation (streamflow) value (at 3, 6 and 12 months) is calculated 
for each month. Threshold values (cumulative precipitation/ streamflow values) for all the 
stations at SPI/SHDI=0 (as described above, this figure is taken in this study for drought 
identification) are estimated and tabulated in Table 3.8. For rainfall stations, when the 
precipitation value exceeds the corresponding threshold value for a particular timescale, it 
denotes a meteorological drought event. Similarly, any event exceeding the streamflow 
threshold value for a particular scale is termed as a hydrological drought event. In the present 
study, drought severity is expressed in terms of precipitation (streamflow) values instead of the 
SPI (SHDI) values using Equation 3.11. Using this concept, it is easy to define a drought event 
considering the cumulative precipitation value. Drought conditions can be easily apprehensible 
to ordinary users by rainfall value instead of using any numerical value of SPI. 
𝑆𝑒𝑣𝑒𝑟𝑡𝑖𝑦 (𝑆) =  − ∑𝑆𝑃𝐼𝑖
𝐷
𝑖=1
= −∑𝑟𝑎𝑖𝑛𝑓𝑎𝑙𝑙 𝑣𝑎𝑙𝑢𝑒𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑑𝑟𝑜𝑢𝑔ℎ𝑡 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑖
𝐷
𝑖=1
 
                                                                                                                                            (3.11) 
where, D denotes the drought duration. For hydrological drought, rainfall values are 
simply replaced by streamflow values.  
 
 
Figure 3.13 Transformation of CDF standardized normal distribution (SHDI= 0) to Gamma 
fitted CDF at 12-month scale for Alderman Creek station 
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Table 3.8 Precipitation and streamflow threshold values for different timescales (based on 
SPI/SHDI= 0) 
 
Rainfall stations Precipitation threshold values (mm) 
Timescales (months) 
3 6 12 
Reefton 257 526 1068 
Warburton 327 672 1374 
Black spur 387 793 1612 
Coranderrk 293 596 1206 
Marysville 313 647 1323 
Powelltown 344 703 1428 
Streamflow stations Streamflow threshold values (ML) 
Alderman Creek 1649 3589 7736 
Walsh Creek 2888 6408 14351 
Millgrove 29717 62615 132791 
Little Yarra 9375 18984 38874 
McMahons Creek 2392 4953 10306 
O’Shannassy 15451 32167 67021 
 
 
In this chapter drought analysis is performed for different timescales (e.g. 3, 6 and 12-
months). Many researchers have suggested that a 12-month scale is suitable for water resources 
management purposes (Bonaccorso et al., 2003, Raziei et al., 2009, Rahmat et al., 2015c). 
However, in the present study the 12-month scale could not identify sufficient number of 
drought events to enable frequency analysis in an adequate way due to the limitation of 
collected data length. In addition, according to Vicente-Serrano and López-Moreno (2005) and 
López-Moreno et al. (2013), drought events assessed by a drought index using timescales 
starting from 6 months or more may produce acceptable performance. Therefore, a 6-month 
scale was selected as a better option for implementing the frequency analysis of both 
meteorological and hydrological drought events as it can identify sufficient number of drought 
events to perform frequency analysis (Tables 3.4 and 3.5).  
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3.9 Probability distribution of drought events 
 
This section presents the response to research question number 2: “What is the probability 
of drought occurrence with certain severity and duration in the study area?” (refer to section 
1.2). This section describes the methods adopted and the results of a frequency analysis of 
drought events. Stedinger et al. (1993) estimated the return periods and probabilities of extreme 
events as random variables by fitting them to any specific probability distribution function and 
provided a brief depiction of the frequency of events. As mentioned earlier, drought is generally 
defined by four aspects: duration, severity, intensity and inter-arrival time. Of these, duration 
and severity are the two major foci of researchers’ attention as they are regarded as the basic 
drought characteristics for real-time drought management (Kim et al., 2006, Shiau et al., 2007, 
Shiau and Modarres, 2009, Ganguli and Reddy, 2012, Brito et al., 2018). A number of studies 
have been carried out on the univariate characterization of drought (Fernández and Salas, 1999, 
Chung and Salas, 2000, Shiau and Shen, 2001, Cancelliere and Salas, 2004, Salas et al., 2005, 
Serinaldi et al., 2009). However, the characteristics of drought events are normally correlated 
to each other (Shiau, 2006). Hence, univariate analysis cannot fully explain the correlation 
between variables. Hence the necessity to perform a joint probability distribution for drought 
events with drought severity and duration arises. The joint probability of drought severity and 
duration can provide valuable insights into the development of an appropriate drought 
management strategy (Yu et al., 2016). A significant number of studies has conducted joint 
probability distribution of drought events by adopting different procedures, as described in 
Chapter 2. According to Frees and Valdez (1998), a joint probability distribution of two or 
more variables has the limitation that the marginal probability distribution of each variable 
should follow the same distribution. For example, when two correlated hydrological variables 
are used in developing a bivariate distribution, they should follow the same probability 
distribution (e.g. either Gamma distribution or Gumbel distribution). For flood analysis, this 
criterion is often met. However, for drought analysis, the variables (e.g. severity, duration, 
intensity) never follow the same distribution. In order to overcome this problem, copulas have 
been broadly used by many researchers (Shiau, 2006, Shiau and Modarres, 2009, Ganguli and 
Reddy, 2012, Ma et al., 2013).    
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3.9.1 Copula-based joint probability distribution 
 
To perform joint probability distribution, the copula function, developed by Sklar 
(1959), is commonly used in many hydrological studies. It is used to connect univariate 
distribution functions to establish a bivariate or a multivariate distribution function (Salvadori 
et al., 2007, Grimaldi et al., 2016, Montaseri et al., 2018). The advantage of using copulas in 
the development of joint distribution is that it can remove dependence effects from marginal 
distributions (Shiau, 2006).  
 
According to Sklar’s theorem, if 𝐹𝑋,𝑌(𝑥, 𝑦) is the two-dimensional joint distribution of 
two dependent random variables, X and Y (where Fx and Fy are the marginal distribution of X 
and Y, respectively), then there exists a copula such that (Equation 3.12): 
 
𝑃(𝑋 ≤ 𝑥, 𝑌 ≤ 𝑦) = 𝐹𝑋,𝑌(𝑥, 𝑦) = 𝐶(𝐹𝑥(𝑥), 𝐹𝑌(𝑦))                                      (3.12) 
 
In other words, the copula function C is defined as the above two-dimensional joint 
distribution with marginal distribution of Fx and Fy. The copula C is unique as long as the 
marginal distributions of Fx and Fy are continuous. Schweizer and Sklar (1983) outlined the 
detailed proof of Sklars’ theorem. If the probability density function (PDF) of 𝑓𝑥(𝑥) and 𝑓𝑦(𝑦) 
exist, then the joint PDF of two random variables can be presented by Equation 3.13: 
 
𝐹𝑋,𝑌(𝑥, 𝑦) = 𝑐(𝐹𝑥(𝑥), 𝐹𝑌(𝑦)) 𝑓𝑥(𝑥)𝑓𝑦(𝑦)                                        (3.13) 
 
where, c is the density function of C (Nelsen, 2006, Montaseri et al., 2018) and can be 
defined by Equation 3.14: 
 
𝑐(𝑢, 𝑣) =  
𝜕2 𝐶(𝑢,𝑣)
𝜕𝑢𝜕𝑣
                                                                                                               (3.14) 
 
Copulas have been generally obtained from different families (Joe, 1997, Frees and 
Valdez, 1998, Nelsen, 2006). They include Archimedean (Gumbel-Hougaard, Clayton, 
Frank,), Extreme Value (Gumbel-Hougaard), Elliptical (Gaussian) and others (Plackett). Table 
3.9 depicts some of the copulas and the corresponding density functions with the range of their 
dependent parameters.   
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Table 3.9 Joint probability functions of different copulas 
Copula 𝑪(𝒖, 𝒗; 𝜽) Range of 
θ 
Gumbel- 
Hougaard 
𝑒𝑥𝑝 {[(−𝑙𝑛𝑢)𝜃 + (−𝑙𝑛𝑣)𝜃]
1
𝜃} 
θ ≥1 
Clayton 
(𝑢−𝜃 + 𝑣−𝜃 − 1)
−1
𝜃  
θ≥0 
Clayton 
(𝑢−𝜃 + 𝑣−𝜃 − 1)
−1
𝜃  
θ≥0 
Frank 
−
1
𝜃
 𝑙𝑛 [1 + 
  (𝑒−𝜃𝑢 − 1)   |𝑒−𝜃𝑣 − 1|
𝑒−𝜃 − 1
] 
θ ≠0 
Farlie-Gumbel-
Morgenstern 
𝑢𝑣[1 + 𝜃(1 − 𝑢)(1 − 𝑣)] -1≤ θ ≤1 
Galambos 
𝑢𝑣 𝑒𝑥𝑝 {[(−𝑙𝑛𝑢)𝜃 + (−𝑙𝑛𝑣)𝜃]
−1
𝜃 } 
θ ≥0 
Ali-Mikhail-
Haq 
𝑢𝑣
1 − 𝜃(1 − 𝑢)(1 − 𝑣)
 -1≤ θ ≤1 
Gaussian Φ𝜃(Φ
−1 (𝑢), Φ−1 (𝑣)) -1≤ θ ≤1 
Plackett 1
2
 
1
𝜃−1
{1 + (𝜃 − 1)(𝑢 + 𝑣) − [ (1 + (𝜃 − 1)(𝑢 + 𝑣))
2 
−
4𝜃(𝜃 − 1)𝑢𝑣]
1
2
}  
θ ≥0 
 
 In Table 3.9 u = 𝐹𝑆 (𝑥𝑆) and v = 𝐹𝐷 (𝑥𝐷) are the CDFs of drought severity and duration, 
respectively; θ is the copula parameter used to represent the dependence structure between 𝐹𝑆    
and 𝐹𝐷; and Φ is the standard normal CDF of Gaussian distribution. 
 
Of all of the copulas, Archimedean copula families are very popular in many 
hydrological studies (Zhang and Singh, 2007a, Reddy and Ganguli, 2012, Rauf and 
Zeephongsekul, 2014, Xu et al., 2015). The dependence parameter, θ, indicates the degree of 
relationship between u and v. The estimation of θ follows a nonparametric estimation procedure 
proposed by Genest and Rivest (1993). First, Kendall’s τ is calculated for two random variables 
and the copula parameter θ is then determined using the relationship with Kendall’s τ (Tsakiris 
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et al., 2016) as given in Table 3.10.  The generator φ and Kendall’s τ of the three most popular 
Archimedean copulas (Gumbel-Hougaard, Clayton and Frank) are expressed in Table 3.10.  
 
Table 3.10 Generator φ and Kendall’s τ of three most popular Archimedean copulas 
Copula Generator φ Kendall’s τ 
Gumbel- Hougaard 
(𝑡−𝜃 − 1)
𝜃
 1 −
1
 𝜃 
 
Clayton (−ln (𝑡))𝜃 
𝜃
𝜃 + 2
 
Frank −𝑙𝑛 (
𝑒−𝜃𝑡 − 1
𝑒−𝜃 − 1
) 1 +
4
𝜃
[
1
𝜃
 ∫
𝑡
𝑒𝑡
 𝑑𝑡 − 1
𝜃
0
] 
 
The formation of the copula function follows several steps as follows: (1) determination 
of marginal distributions, (2) selection of appropriate copula, (3) parameter estimation, and (4) 
goodness-of fit test. Since this study used copulas to investigate the relationships between 
drought severity and duration, suitable distributions were selected as marginal distributions 
(refer to Section 3.9.2). The selection of copula for bivariate distribution should be carried out 
based on the results of the goodness-of-fit test. First, the nonparametric empirical copula is 
computed and the result is then compared with the results of the selected parametric copula 
(Genest and Favre, 2007). In the present study, a joint distribution of drought severity and 
duration is measured using the Gumbel-Hougaard copula as it is of simple form and is 
commonly used in many hydrological studies (Shiau, 2006, Zhang and Singh, 2007b, 
Karmakar and Simonovic, 2009, Mirabbasi et al., 2012, Xu et al., 2015). The results of the 
Gumbel-Hougaard copula are then compared with those of empirical copula. According to 
Nelsen (2006), empirical copulas are rank-based and can be calculated using Equation 3.15: 
 
 𝐶𝑒(𝑢𝑖, 𝑣𝑖) =
1
𝑛
 ∑ 𝐼 (
𝑆𝑖
𝑛+1
 ≤ 𝑢𝑖 ,
𝐷𝑖
𝑛+1
 ≤ 𝑣𝑖) 
𝑛
𝑖=1                                       (3.15) 
 
where, n is the sample size, I (A) is the indicator variable of the logical expression A 
and assumes a value of 1 if A is true and 0 if A is false, and Si and Di, represent the ranks of 
the i-th observed severity and duration, respectively. In order to investigate the performance of 
the fitted parametric copula, Cp(ui, vi) (Equation 3.16), it is compared with the empirical copula 
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Ce(ui, vi). The root mean square error (RMSE) and the Nash–Sutcliffe equation (NSE) (Nash 
and Sutcliffe, 1970) are used to justify the selection of the Gumbel-Hougaard copula 
(Mirabbasi et al., 2012). The RMSE and NSE are expressed in Equations 3.17 and 3.18:  
 
𝐶𝑝(𝑢𝑖, 𝑣𝑖) = 𝑒𝑥𝑝 {[(−𝑙𝑛𝑢)
𝜃 + (−𝑙𝑛𝑣)𝜃]
1
𝜃}                                                                      (3.16) 
 
𝑅𝑀𝑆𝐸 = √
1
𝑛
 ∑ [𝐶𝑝(𝑖) − 𝐶𝑒(𝑖)]
2𝑛
𝑖=1                    (3.17) 
 
𝑁𝑆𝐸 = 1 − 
∑ (𝐶𝑝 (𝑖)−𝐶𝑒(𝑖) )
2𝑛
𝑖=1
∑ (𝐶𝑒 (𝑖)−𝐶?̅?)2
𝑛
𝑖=1
                                (3.18) 
 
where, n denotes the sample size, Cp is the estimated value of the parametric copula, Ce 
denotes the values obtained from the empirical copula, and 𝐶?̅? is the mean values of the 
probability obtained from the empirical copula.  
  
 The joint probability of drought duration and severity are expressed in two different 
formats (Yue and Rasmussen, 2002, Shiau, 2006, Liu et al., 2011): (1) either the severity (S) 
exceeds a certain value s, or the drought duration (D) exceeds a certain value d, e.g. S>s or D>d 
(S ∪ D); (2) both drought severity and drought duration exceed a certain value simultaneously, 
S>s and D>d (S ∩ D). The probability analysis can be expressed by Equations 3.19 to 3.22:    
 
𝑃𝑆 = 1 − 𝐹𝑆 (𝑥𝑆)                                    (3.19) 
 
𝑃𝐷 = 1 − 𝐹𝐷 (𝑥𝐷)                                   (3.20) 
 
𝑃{𝑆 ∪ 𝐷} = 1 −  𝐹(𝑥𝑆, 𝑥𝐷)                                    (3.21) 
 
𝑃{𝑆 ∩ 𝐷} = 1 − 𝐹𝑆  (𝐹𝑆) − 𝐹𝐷 (𝐹𝐷) + 𝐹(𝑥𝑆, 𝑥𝐷)                                 (3.22) 
 
where, 𝑃𝑆 and 𝑃𝐷 are the univariate probability of occurrence of drought severity and 
duration, respectively, and 𝑃{𝑆 ∪ 𝐷} and 𝑃{𝑆 ∩ 𝐷} represent the bivariate joint occurrence 
probabilities. This study adopted ‘and’ type joint probability as recommended by Yue (2001), 
66 
 
Mirabbasi et al. (2012), and Montaseri et al. (2018). The joint probability of drought severity 
and duration of the inflow values are employed in combination with the probability of initial 
storage volume to obtain the probability of storage reduction below any critical level. 
 
3.9.2 Marginal distribution  
 
In order to construct a copula-based joint distribution of drought severity and duration, 
it is important to perform marginal distribution of these two parameters (severity and duration). 
Several distribution functions are available for the marginal distribution of extreme events, 
including Gamma, Gumbel, Log-normal, Exponential and Weibull distribution.  The 
probability density function of these distributions is listed in Table 3.11 with their associated 
parameters.  Many researchers have suggested that for copula development, drought severity 
should be fitted with Gamma distribution and drought duration with Exponential distribution 
(Shiau, 2006, Shiau and Modarres, 2009, Mirabbasi et al., 2012, Ma et al., 2013). This study 
also considered the Exponential and Gamma probability distributions as the marginal 
distributions for drought duration and severity, respectively. The results of the distribution 
method were also checked by the non-parametric Kolmogorov-Smirnov (K-S) test at 95% 
confidence level and the Anderson-Darling (AD) test (Stephens, 1974). The AD and K-S values 
are calculated by Equations 3.23 and 3.24, respectively. These values from AD and K-S test 
were compared with the critical values of ADcv, and K-Scv at the 95% confidence level, 
respectively. The critical value of the AD test can be calculated using Equation 3.25. The 
critical values of the K-S test were found from the standard table of the Kolmogorov-Smirnov 
(K-S) test used by Massey Jr (1951).  
 
𝐴𝐷 =  (∑
(2𝑖−1)
𝑁
𝑁
𝑖=1   [𝑙𝑛 𝐹(𝑋𝑖) + 𝑙𝑛 (1 − 𝐹(𝑋𝑁+1−𝑖))]) − 𝑁                       (3.23) 
 
𝐾 − 𝑆 = 𝑚𝑎𝑥 (𝐹(𝑋𝑖) − 
𝑖−1
𝑁
,   
𝑖
𝑁
− 𝐹(𝑋𝑖)) , 1 ≤ 𝑖 ≤ 𝑁            (3.24) 
 
 where, i is the ith number of observations and N is the total number of observations of 
drought. 
 
𝐴𝐷𝑐𝑣 =
0.752
1+ 
0.75
𝑁
+
2.25
𝑁2
                             (3.25) 
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Table 3.11 Mathematical expressions for different probability density function and 
their parameters 
Marginal 
distribution 
Probability Density Function (PDF) Parameters 
Gamma 
𝑓𝑥(𝑥) =  
1
𝛽𝛼 Г(𝛼)
 𝑥𝛼−1 𝑒
−𝑥 𝛽⁄  
𝑥 ≥ 0, α > 0, β >0 
α = shape parameter 
β = scale parameter 
Г(𝛼)= gamma function at α 
(the procedure for the 
calculation of parameters is 
given in Section 3.4.1) 
Exponential 𝑓𝑥(𝑥) =  𝜆 𝑒
−𝜆𝑥, 𝑥 > 0, 𝜆 >0 
𝜆 = rate parameter, which is 
calculated by the maximum 
likelihood method 
Log-normal 
𝑓𝑥(𝑥) =  
1
√2𝜋𝜎𝑦2
𝑥
exp(− 
(ln(𝑥) − ?̅?𝑦)
2
2 𝜎𝑦2
) 
 
?̅?𝑦 and 𝜎 are mean and 
standard deviation of Y, 
where Y= ln(x) and 
?̅?𝑦 = 
∑𝑦𝑖
𝑛
; 𝜎𝑦
2 = 
∑𝑦𝑖
2−𝑛?̅?2
𝑛−1
 
Gumbel 𝑓𝑥(𝑥) =  
1
𝑏
 𝑒−
𝑥−𝑢
𝑏  exp [− 𝑒−(𝑥−𝑢)/𝑏] 
u and b are location and scale 
parameters 
Weibull 
𝑓𝑥(𝑥) = 𝛼 𝑥
𝛼−1β−𝛼 exp[ −(𝑥/𝛽)𝛼] 
𝑥 ≥ 0, α >, β >0 
α = shape parameter 
β = scale parameter 
 
3.9.3 Results of univariate frequency analysis of drought severity and duration 
 
Drought severity and duration values for the drought events on the 6-months timescale 
for the selected rainfall and streamflow stations, respectively, are considered for univariate 
distribution of drought. As stated previously, severity is expressed in terms of 
precipitation/streamflow values instead of SPI/SHDI values (calculated using Equation 3.11). 
In the present study, the Gamma and Exponential distributions were applied to samples of 
drought severity and drought duration, respectively. The cumulative distribution functions 
(CDF) of these two probability distributions are given in Equations 3.26 and 3.27:  
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𝐹𝑆(𝑥𝑆) = 𝛽
−𝛼 ∫ 𝑡𝛼−1 𝑒𝑥𝑝 (−
𝑡
𝛽
)  𝑑𝑡/Г(𝛼)
𝑥𝑆
0
                            (3.26) 
 
𝐹𝐷(𝑥𝐷) = 1 − exp(−𝜆𝑥)                                                                                       (3.27) 
 
where, 𝐹𝑆 and 𝐹𝐷 are the CDFs of the Gamma Distribution for drought severity and the 
Exponential distribution for drought duration, respectively, 𝑥𝑆 and 𝑥𝐷 are the severity and 
duration, respectively, and α, β and λ are the CDF parameters which are estimated by the 
maximum likelihood method. The probability distribution of drought severity and drought 
duration of all the stations with their parameter values are given in Table 3.12 along with the 
AD and K-S test values.  The critical values of AD and K-S are given in parentheses. The 
results in Table 3.12 show that, for all the stations, the AD and K-S values are lower than the 
critical values for the respective stations (except Little Yarra). Therefore, it can be said that 
these two distributions are suitable for the analysis of drought severity and drought duration in 
the study area. The fitted models of drought severity and duration for Reefton (rainfall) station 
are shown Figure 3.14 (a) and (b) and for Alderman Creek (streamflow) station in Figure 3.15 
(a) and (b). 
 
Table 3.12 Parameter values and AD and K-S test results for drought severity and durations 
for all stations 
Station name 
Gamma distribution for drought 
severity 
Exponential distribution 
for drought duration 
α β AD K-S λ AD K-S 
Rainfall stations 
Reefton 3.45 857.53 
0.39 
(0.73) 
0.23 
(0.24) 
0.14 
0.51 
(0.73) 
0.13 
(0.24) 
Warburton 3.28 1237.24 
0.71 
(0.74) 
0.16 
(0.17) 
0.12 
0.72 
(0.74) 
0.13 
(0.17) 
Black Spur 3.39 1402.30 
0.47 
(0.73) 
0.14 
(0.17) 
0.56  
0.54 
(0.73) 
0.13 
(0.17) 
Coranderrk 2.78 1374.66 
0.67 
(0.74) 
0.12 
(0.22) 
0.12 
0.61 
(0.74) 
0.19 
(0.22) 
Marysville 3.11 1084.00 
0.72 
(0.75) 
0.11 
(0.14) 
0.14 
0.58 
(0.75) 
0.12 
(0.14) 
Powelltown 2.99 1392.97 
0.68 
(0.74) 
0.15 
(0.18) 
0.14 
0.71 
(0.73) 
0.14 
(0.18) 
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Table 3.12 Parameter values and AD and K-S test results for drought severity and durations 
for all stations (continued) 
Station name 
Gamma distribution for drought 
severity 
Exponential distribution 
for drought duration 
α β AD K-S λ AD K-S 
Streamflow stations 
Alderman Creek 3.16 5847.56 
0.61 
(0.73) 
0.21 
(0.25) 
0.10 
0.71 
(0.73) 
(0.18) 
0.24 
Walsh Creek 2.93 10296.56 
0.73 
(0.74) 
0.22 
(0.27) 
0.10 
0.65 
(0.74) 
0.21 
(0.27) 
Millgrove 1.90 225485.9 
0.57 
(0.73) 
0.24 
(0.25) 
0.88 
0.43 
(0.73) 
0.18 
(0.25) 
Little Yarra 1.51 95455.37 
0.76 
(0.73) 
0.26 
(0.26) 
0.09 
0.79 
(0.73) 
0.29 
(0.26) 
McMahons Creek 0.73 133406.7 
0.62 
(0.73) 
0.15 
(0.25) 
0.09 
0.66 
(0.73) 
0.23 
(0.25) 
O’Shannassy 3.19 59361.75 
0.69 
(0.72) 
0.25 
(0.29) 
0.11 
0.69 
(0.72) 
0.21 
(0.29) 
 
 
Figure 3.14 Observed and fitted models of (a) severity and (b) duration for Reefton station 
 
Figure 3.15 Observed and fitted models of (a) severity and (b) duration for Alderman Creek 
station 
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In this present section, univariate distributions of drought severity for all rainfall and 
streamflow stations are carried out using quartiles (e.g. lower quartiles = 25th percentile, S1 
hereafter; median quartiles = 50th percentile, S2; upper quartiles = 75
th percentile, S3) (Figure 
3.16 (a) and (b)). This is in order to enable a meaningful comparative study of the probability 
of drought severity for all the stations. Moreover, the description of drought severity using 
quartiles is more reasonable, given that the observed drought events are discrete. It should be 
noted that the quartiles are derived from all drought events for each rainfall and streamflow 
station. The points in each radius line indicate the probabilities for each station. By linking the 
points of the same level of drought (e.g. at the same quartile), fold lines are created, which 
reveal the differences in drought occurrence among the stations. The range of fluctuation for 
each fold line indicates the spatial difference for a given drought level. Here, two different 
figures have been drawn for rainfall and streamflow stations (Figure 3.16 (a) and (b)). Similar 
to drought severity, univariate distribution of drought duration for all the stations was 
performed using four different durations (1, 3, 6 and 12-months) (Figure 3.17 (a, b)). The 
results of the univariate distribution probabilities show, that the same distribution parameters 
account for the same trend for each station, whereas different parameters in the same 
distribution account for fluctuations among adjacent stations. These variations in probability 
of severity and duration of one station to the adjacent station are evident in Figures 3.16 and 
3.17. For each station, the crests and troughs for each line describe the differences in probability 
values.   
  
Figure 3.16 Univariate annual exceedance probabilities (PS) of drought severity for all (a) 
rainfall stations, (b) streamflow stations 
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Figure 3.17 Univariate annual exceedance probabilities (PD) of drought duration for all (a) 
rainfall stations, (b) streamflow stations 
 
3.9.4 Results of copula-based bivariate frequency analysis  
 
 The application of copula theory in bivariate frequency analysis requires the 
examination of the dependence structure between two random variables using correlation 
coefficients. They are cross (Pearson’s r) and rank correlation coefficients (Kendall’s τ and 
Spearman’s ρ). The rank correlation coefficients are less susceptible to outlier values and more 
sensitive to the nonlinear correlation of variables (Zhang and Singh, 2012). However, in the 
present study, Kendall’s τ is used to identify the dependency between drought variables 
(severity and duration), as recommended by many researchers (Ganguli and Reddy, 2012, 
Mirabbasi et al., 2012, Montaseri et al., 2018). Table 3.13, presents the Kendall’s τ values for 
all the stations. A high correlation exists between drought severity and drought duration for all 
the stations. Moreover, drought severity and drought duration follow different distributions. 
Therefore, copulas were employed to construct the joint probability distribution of drought 
events. The basic concept of a copula was explained in Section 3.9.1. Here, the one-parameter 
Gumbel-Hougaard copula, suggested by many researchers (Mirabbasi et al., 2012, Shiau, 2006, 
Xu et al., 2015, Zhang and Singh, 2007b, Karmakar and Simonovic, 2009) is employed for 
bivariate analysis of drought. This copula form is widely used in drought analysis and is 
effective in removing the correlation effects among the variables. The parameter of the 
Gumbel-Hougaard copula for all the stations is calculated using the equation given in Table 
3.10.    
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The performance of the Gumbel-Hougaard copula was also evaluated by the goodness-
of-fit test based on RMSE and NSE. Table 3.13 shows the results of the parameters of the 
Gumbel-Hougaard copula and the RMSE and NSE values for all the rainfall and streamflow 
stations. According to Mirabbasi et al. (2012), any model is considered efficient when the 
RMSE value is close to zero or NSE is close to one. Table 3.13 shows that the RMSE value for 
all rainfall and streamflow station is close to zero. Furthermore, the NSE values also indicate 
that the Gumbel-Hougaard copula is a suitable distribution for the determination of the 
bivariate frequency analysis of drought in the study area. Although two of the stations (Little 
Yarra and McMahons Creek) differ from the expected results (RMSE is not close to zero), this 
may not weaken the fact that the Gumbel-Hougaard copula may serve as a reference for copula 
selection in drought analysis for other areas geographically similar to the study area.  
 
Table 3.13 Parameter (θ) value of Gumbel-Hougaard copula and goodness-of-fit results for 
all rainfall and streamflow stations 
Station name 
Gumbel- Hougaard Copula 
τ θ RMSE NSE 
Rainfall station 
Reefton 0.81 8.52 0.076 0.79 
Warburton 0.78 7.09 0.081 0.76 
Black Spur 0.85 9.11 0.092 0.81 
Coranderrk 0.78 7.09 0.085 0.77 
Marysville 0.71 4.90 0.063 0.69 
Powelltown 0.81 8.53 0.077 0.78 
 Streamflow station 
Alderman Creek 0.74 5.69 0.076 0.71 
Walsh Creek 0.72 5.14 0.065 0.68 
Millgrove 0.81 8.53 0.075 0.77 
Little Yarra 0.75 6.01 0.196 0.75 
McMahons Creek 0.74 5.69 0.127 0.73 
O’Shannassy 0.77 6.71 0.073 0.76 
 
In order to measure the joint distribution of drought severity and duration by the 
Gumbel-Hougaard copula, 9 different types of drought severity and 4 types of durations (1, 3, 
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6 and 12-months) were considered. Drought severity cases were represented by their annual 
exceedance probability (e.g. 1, 2, 5, 10, 20, 50, 90, 95, 99% AEP). For example, at the Reefton 
station, the 5% AEP drought severity value is 907 ML and 10% AEP is 1189 ML. Since any 
combination of drought severity and duration can produce the same probability, joint 
probabilities are generally represented as contour lines.  Figure 3.18 depicts the contour lines 
of joint probability of drought severity and duration using the Gumbel-Hougaard copula for 
Reefton (rainfall) station. The joint probability of drought will give useful insights into 
improving water system management during drought periods. Figure 3.19 shows the three-
dimensional representation of the joint distribution of drought severity and duration (Reefton). 
The contour plot of joint probability of drought severity and duration using the Gumbel-
Hougaard copula for other rainfall stations are given in Appendix A, Figure A11. 
 
 
 
Figure 3.18 Contour plot of joint probability of drought severity and duration for 
Reefton station 
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Figure 3.19 3-D representation of joint probability of the Gumbel –Hougaard copula 
for Reefton station  
 
Figure 3.20 shows the joint probability for all rainfall stations with different drought 
durations and drought severities. The points in each radius line indicate the joint probabilities 
for certain drought duration and drought severity for each rainfall station. Figure 3.20 (a) 
represents the joint probability of a 1-month duration drought and various severities (e.g. 1, 2, 
5, 10, 20, 50, 90, 95, 99% AEP). In a similar way, Figures 3.20 (b), 3.20 (c) and 3.20 (d) depict 
the joint probability of 3, 6 and 12-month drought duration, respectively, with various drought 
severities (e.g. 1, 2, 5, 10, 20, 50, 90, 95, 99% AEP).  Each different coloured line is the line 
connecting the points with the same level of drought (for instance,       a 1-month duration 
drought with 5% AEP severity in Figure 3.20(a) and            a 3-month duration drought with 
90% AEP in Figure 3.20 (b) for each station.            
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      (a)        (b) 
  
     (c)                                                                   (d)     
Figure 3.20 Bivariate joint frequency analysis for all rainfall stations based on the Gumbel–
Hougaard copula with (a) 1-month, (b) 3-months, (c) 6-months and (d) 12-months durations 
 
Figure 3.20 shows that the connecting lines cross in some situations. This signifies the 
merits of coupling the drought properties in preference to univariate study. The joint probability 
of each station varies. For instance, 𝑃{𝑆 ∩ 𝐷} (10% AEP severity and 3-month duration) of 
Reefton station (0.66) is smaller than 𝑃{𝑆 ∩ 𝐷} (10% AEP severity and 3-months duration) of 
Warburton (0.74). For the same combination of drought severity and duration, one station may 
exhibit different results from another station. Such differences in results account for the 
development of crossings in the radar graph (Figure 3.20). For 1-, 3-, 6- and 12-month drought 
durations, the joint probability varies from 0.0.69 to 0.95, 0.55 to 0.88, 0.32 to 0.79 and 0.19 
to 0.62, respectively for different drought severities for the Reefton (rainfall) station. For the 
Warburton station, the results are 0.68 to 0.94, 0.53 to 0.88, 0.4 to 0.81 and 0.17 to 0.68 for 1-
, 3-, 6- and 12-month drought durations, respectively with different drought severities. Other 
rainfall stations also show variations in results for different drought severities and durations. 
76 
 
Similar to the rainfall stations, the joint probabilities of different durations with 
different severities for streamflow stations were calculated using the Gumbel-Hougaard 
copula. The contour lines and three-dimensional plot of the joint distribution of drought 
severity and duration for one streamflow station (Alderman Creek) are given in Figures 3.21 
and 3.22, respectively. The contour plot of joint probability of drought severity and duration 
using the Gumbel-Hougaard copula for other streamflow stations are given in Appendix A, 
Figure A12. 
 
Figure 3.21 Contour plot of joint probability of drought severity and duration for 
Alderman Creek station 
 
Figure 3.22 3-D representation of joint probability of Gumbel–Hougaard copula for 
Alderman Creek station 
 
The joint probabilities of all the streamflow stations are shown in Figure 3.23 (a), (b), 
(c) and (d).  Figure 3.23 (a) presents the joint probability of a 1-month drought duration and 
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various severities (e.g. 1, 2, 5, 10, 20, 50, 90, 95, 99% AEP). In a similar way, Figures 3.23 
(b), 3.23(c) and 3.23(d) depict the joint probability of 3-, 6- and 12-month drought duration, 
respectively, with various drought severities.  
 
For 1-, 3-, 6- and 12-month drought duration, the joint probability (𝑃{𝑆 ∩ 𝐷}) varies from 
0.81 to 0.96, 0.61 to 0.94, 0.52 to 0.77 and 0.44 to 0.75, respectively for different drought 
severities at Alderman Creek station. The other streamflow stations also show variability in 
results for different severities and various durations. As the joint probability of one station 
varies from other stations, crossing of radar lines may occur in the figure of joint probabilities. 
  
 
  (a)       (b) 
 
(c)                                                                   (d) 
Figure 3.23 Bivariate joint frequency analysis for all streamflow stations based on Gumbel – 
Hougaard copula with (a) 1-month, (b) 3-months, (c) 6-months and (d) 12-months durations 
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The preceding sections have described the general drought conditions surrounding the 
Upper Yarra reservoir. The temporal characteristics along with bivariate probability 
distributions of meteorological as well as hydrological drought events in the upper part of the 
Yarra catchment are evaluated by suitable methods. However, the overall objective of the 
present research mainly focusses on the evaluation of reservoir storage condition during 
drought periods. In order to achieve this, it is crucial to perform the characterization of the 
drought events affecting the inflow to the reservoir using appropriate drought assessment tool. 
While conducting the assessment of risk of reservoir storage declination caused by drought, it 
is important to combine the probability of the initial condition of the reservoir before a drought 
event commences and the associated probability of drought severity for certain durations. The 
following section presents the temporal characteristics of inflow drought events and determines 
the probability of drought severity for certain durations. This information is needed for the 
estimation of the probability of reservoir storage depletion during drought periods.  
 
3.10 Inflow drought characteristics 
 
The diverse nature of drought adversely affects different aspects of human lives such 
as the economic, environmental and social systems. During drought periods, the water 
management system becomes highly stressed as water scarcity increases. In order to maintain 
stability of water demand and supply, reservoirs are a potential basis for overcoming water 
crises created due to drought. In order to obtain a clear concept of reservoir water levels during 
drought periods, this section highlights the stochastic characteristics of droughts (severity, 
duration, frequency) using the streamflow value entering the reservoir. Here, the drought type 
is labelled as “inflow drought” and its characteristics (e.g. duration of drought length and 
severity (inflow volume)) are estimated on a monthly time series. The consequences of such 
analyses are then activated into the reservoir conditions and the status of the reservoir storage 
level is investigated before releasing water for downstream requirements.      
 
The same Standardized Hydrological Drought Index (SHDI) used to evaluate the 
hydrological drought features in Section 3.6 is employed here to assess the inflow drought 
characteristics. The SHDI 6-month scale was selected to estimate drought characteristics. The 
SHDI values were derived from monthly inflow time series. Historical inflow data to the Upper 
Yarra reservoir were collected from Melbourne Water (2018a) from 1983 to 2017. As stated 
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earlier, a drought event is considered to start as soon as the SHDI value becomes equal to or 
less than zero (Fiorillo and Guadagno, 2010) (refer to Section 3.4). This study adopted the 
Partial Duration Series (PDS) for identifying drought events from SHDI time series developed 
on a 6-month scale. The PDS method, recommended by many researchers (Tallaksen et al., 
1997, Rahmat et al., 2015b), studies all the drought events of a severity below a predetermined 
threshold level for the modelling of extreme events. As a consequence, much more 
comprehensive series of events are expected to be developed where all events are considered 
discrete (Santos et al., 2011). 
 
 Figure 3.24 shows the SHDI time series for inflow values at a 6-month scale for the 
period from July 1983 to December 2017. A total of thirty drought events are detected, of which 
10 events are categorized as mild, 12 events are termed as moderate, 6 events are severe and 2 
events are designated as extreme (drought events are classified according to Table 3.3). Table 
3.14 tabulates the characteristics of inflow drought events at the Upper Yarra reservoir, 
focusing on their severity, duration and the starting and termination times using the SHDI at a 
6-month scale. The highest severity (ΣSHDI= -34.85) occurs in the 1996-1997 drought event 
(Table 3.14). This event is part of the Millennium Drought which continued for 13 years from 
1996 to 2009 in many parts of Victoria, Australia. In addition, this particular drought event 
shows the longest duration of 18 months. Similar to this drought event, the 1988-1989 event 
continued for 18 months. However, this event was of lower severity (ΣSHDI= -14.46) than 
the1997-1998 event.   
 
 
Figure 3.24 Time series of SHDI at 6-month scale for Upper Yarra reservoir 
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Table 3.14 Characteristics of inflow drought events in Upper Yarra reservoir 
Drought 
events 
Maximum 
Severity 
Duration 
(months) 
Intensity Initiation End 
1984 -2 3 -0.67 May-84 Jul-84 
1986 -0.38 2 -0.19 May-86 Jun-86 
1987 -1.36 4 -0.34 Apr-87 Jul-87 
1985 -3.8 5 -0.76 Mar-85 Jul-95 
1988-1989 -14.46 18 -0.80 Mar-88 Aug-89 
1990 -4.44 5 -0.89 Mar-90 Jul-90 
1991 -7.80 6 -1.30 Feb-91 Jul-91 
1992 -5.79 6 -0.96 Mar-92 Aug-92 
1993 -4.98 5 -1.00 Apr-93 Aug-93 
1994 -6.79 8 -0.85 Mar-94 Oct-94 
1995 -4.58 6 -0.76 Jan-95 Jun-95 
1996 -4.55 6 -0.76 Feb-96 Jul-96 
1997-1998 -34.85 18 -1.94 Mar-97 Aug-98 
1999 -2.51 5 -0.50 Apr-99 Aug-99 
2000 -2.29 5 -0.46 Feb-00 Jun-00 
2001 -3.23 5 -0.65 Apr-01 Aug-01 
2002 -2.27 4 -0.57 May-02 Aug-02 
2003 -5.01 7 -0.72 Jan-03 Jul-03 
2004 -1.8 4 -0.45 Apr-04 Jul-04 
2005 -2.43 4 -0.61 May-05 Aug-05 
2006-2007 -16.89 16 -1.06 Mar-06 Jun-07 
2008 -5.53 9 -0.61 Feb-08 Oct-08 
2009 -4.59 7 -0.66 Feb-09 Aug-09 
2010 -2.83 4 -0.71 Apr-10 Jul-10 
2012 -0.06 1 -0.06 May-12 May-
12 2013 -4.11 5 -0.82 Mar-13 Jul-13 
2014 -2.35 4 -0.59 Mar-13 Jun-13 
2015 -5.01 6 -0.84 Feb-15 Jul-15 
2016 -6.51 6 -1.09 Feb-16 Jul-16 
2017 -1.95 5 -0.39 Apr-17 Aug-17 
 
The SHDI is also used to detect the initiation and end of drought events. Table 3.14 
also presents the starting and ending times of the drought events during the study period. Three 
events (1988-1989, 1996-1998, 2006-2007) were selected for assessment purposes because of 
their long duration. The remarkable 1996-1997 drought event starts from March 1997 and ends 
in August 1998. In this case, a mild drought commences in March 1997 which abruptly turns 
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to extreme (with high SHDI= -2.74) within a few months (August, 1997). This extreme 
condition lasts until September 1997, when it becomes severe until February 1998. The same 
event then converts again to an extreme type before terminating in August 1998. In 2006- 2007, 
a mild drought begins in March 2006 and is followed by extreme drought in the following 
March (2007) (with SHDI=-2.1). This event terminates in June 2007. The 1988-1989 event 
begins in March 1988 and continues until August 1989.This moderate type of drought event 
has the highest SHDI value of -1.48 in June 1988. The starting and ending dates of other 
drought events are given in Table 3.14.  
 
 This study applies different drought scenarios to reservoir conditions in order to 
evaluate the storage volume during drought periods. Here, different drought scenarios are 
developed for different drought severities and durations. In order to do so, frequency analysis 
of drought events is performed for different durations and severities. Frequency curves are 
generally developed based on the deficits of the hydrological variables concerned.  In this 
study, the drought events are evaluated by the inflow threshold values. To do this, the SHDI 
values are transformed into inflow threshold values, which are easy to use in real-time 
conditions for managing droughts. Drought severity is then computed based on inflow 
threshold values instead of using SHDI values.  
 
3.10.1 Frequency analysis of drought events of selected durations 
 
This study attempts to observe the impact of drought severity with certain durations on 
the reservoir storage volume. Therefore, frequency analysis of drought events with particular 
durations are conducted before applying them to reservoirs with specific initial water levels. 
Similar to the frequency analysis performed for individual stations (refer to Section 3.9), four 
different durations (1, 3, 6 and 12-months) and nine different drought severities (represented 
by their annual exceedance probability e.g. 1, 2, 5, 10, 20, 50, 90, 95, 99% AEP) are considered 
for the frequency analysis of the inflow drought events.  The information on inflow drought 
events is then coupled with the initial reservoir condition to evaluate the final condition of the 
reservoir due to the impact of drought events.  
 
As discussed earlier, characteristics of drought events are normally correlated to each 
other. Therefore, univariate analysis cannot explain the correlation fully. For this reason, the 
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concept of joint probability is considered as a suitable option to determine the frequency of 
occurrence of drought events. The joint probability of inflow drought events is performed using 
the Gumbel-Hougaard copula because of its simple formulation. It is commonly used in many 
hydrological studies (Mirabbasi et al., 2012, Shiau, 2006, Xu et al., 2015, Zhang and Singh, 
2007b, Karmakar and Simonovic, 2009). In order to calculate the joint probability, the marginal 
distribution of inflow drought severity and duration are performed by Gamma and Exponential 
distribution function using Equations 3.26 and 3.27, respectively. The parameters of the 
Gamma and Exponential distributions are estimated using the maximum likelihood method, 
resulting in α = 4.45, β = 41000.63 and λ = 0.16. Figure 3.25 (a) shows the observed drought 
severity and fitted Gamma model. The observed drought duration and fitted Exponential model 
are represented in Figure 3.25 (b). The fitted data exhibit good agreement with the observed 
drought data. Moreover, the results of the distribution method were also checked by the non-
parametric Kolmogorov-Smirnov (K-S) method and the Anderson-Darling (AD) test.  
 
 
Figure 3.25 Observed and fitted models for (a) severity and (b) duration of inflow drought  
 
Since drought severity and duration follow two different distribution methods, copula 
theory was adopted to measure the joint probability. Copula-based bivariate frequency analysis 
involves the application of a correlation structure between two random variables. Here, 
Kendall’s τ is used to estimate the relationship between drought severity and duration. One-
parameter Gumbel-Hougaard copula is used and the parameter value is calculated using the 
equation given in Table 3.10. The Kendall’s τ value and copula parameter θ value are 0.83 and 
9.64, respectively. The joint probabilities of drought events of inflow to the reservoir are then 
calculated for different durations (e.g. 1, 3, 6 and 12 months) and various severities using the 
Gumbel-Hougaard copula. Since any combination of drought severity and duration can 
produce the same probability, the joint probabilities are generally represented as contour lines.  
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Figure 3.26 depicts the contour lines of joint probability of inflow drought severity and duration 
using the Gumbel-Hougaard copula. The joint probability of drought will give useful insights 
into the improvement of water system management during drought periods. The three-
dimensional representation of the joint distribution of inflow drought severity and duration is 
given in Figure 3.27. The information is coupled with the initial condition of the reservoir and 
activated in the modelling software Source to measure the probability of reservoir storage 
depletion below the preselected conditions due to drought events. The details of the procedures 
of reservoir storage volume reduction during drought and the results are discussed in Chapter 
7.  
 
Figure 3.26 Contour plot of joint probability of drought severity and duration for 
inflow drought events  
 
Figure 3.27 3-D representation of joint probability of Gumbel – Hougaard copula for 
inflow drought events  
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3.11 Summary  
 
The major purpose of this study is to develop a methodology to investigate reservoir 
storage conditions during drought periods in a probabilistic way. In doing so, one case study 
has been performed with the Upper Yarra reservoir, which is located in the upper part of the 
Yarra River catchment in Victoria, Australia. The forested upstream catchment area of the 
Yarra River is a major source of the urban water supply to the Greater Melbourne region. Not 
only from the socio-economic point of view, geographically this catchment is very important 
as it is the home of many native plants and various species. This catchment incorporates several 
water storage reservoirs which serve a large portion of Victoria’s population. Drought history 
in Australia has demonstrated that this catchment has been critically affected by severe 
droughts many times (e.g. 1967–1968, 1972– 1973, 1982–1983, 1996-2009). Therefore, 
drought monitoring across this catchment has become important for the planning of mitigation 
strategies. Most previous drought evaluation studies in Victoria have dealt with rainfall 
deficiency only to define droughts over this catchment. However, the consideration of rainfall 
shortages in the study of drought characteristics is not sufficient, and the inclusion of 
streamflow deficit along with rainfall discrepancy is also very important in drought study.  
 
As this study aims to identify the impacts of drought events on the Upper Yarra 
reservoir, it is important to have sufficient knowledge on the general drought conditions 
surrounding this reservoir, as major portions of its inflow are harvested from neighbouring 
areas. Drought monitoring over the areas adjacent to the Upper Yarra reservoir will provide 
insights into the amount of inflow entering the reservoir during and after drought events. 
Therefore, a comprehensive investigation of drought characteristics over this area is essential. 
Hence, assessment of meteorological as well as hydrological drought events at the selected 
stations across the upstream area of the Yarra catchment is the first task of this chapter. Six 
rainfall and six streamflow stations were selected for drought evaluation purposes. All these 
stations are located near the Upper Yarra reservoir. In order to perform drought analysis, the 
details of the study area, and the data required for calculating suitable drought indices and 
evaluating meteorological and hydrological drought characteristics for the selected stations are 
described in this chapter.  
 
The Standardized precipitation index (SPI) and the Standardized Hydrological Drought 
Index (SHDI) were used for investigating different properties of meteorological and 
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hydrological drought events, respectively, with multiple timescales, e.g., 3, 6 and 12 months 
for the selected stations. Both of the indices detected drought events successfully when applied 
to the data. The number of meteorological drought events at the rainfall stations is higher than 
the hydrological drought events at the streamflow stations. Meteorological drought, 
experienced during a drought event, can be recovered by rainfall. However, due to the delay in 
time between the occurrence of rainfall and the water flowing into a stream, hydrological 
drought continues to occur even after the termination of meteorological drought. In some cases, 
the next meteorological drought may occur while the preceding hydrological drought still 
continues. Moreover, the SPI identifies a greater number of severe and extreme meteorological 
drought events for rainfall stations on a short timescale (e.g. 3 months). However, the SHDI 
can detect more mild and moderate events on a short timescale for streamflow stations. Four 
severe events were considered (1982–1983, 1997–1998, 2002–2003, and 2006-2009) to 
examine the maximum SPI and SHDI values with short (3-month) and long timescales (12-
month) for the selected stations. The maximum SPI value occurs prior to the occurrence of 
maximum SHDI value for any particular event. This is due to the fact that during drought, 
rainfall deficiency is first observed then after some time it starts to affect streamflow and it 
takes time for streamflow deficit to become apparent. The SPI and SHDI can identify the start 
and termination of any drought event successfully. The results show that the start of a 
meteorological drought event at any rainfall station is earlier than the start of a hydrological 
drought event at the nearby streamflow station. This is to be expected, as because of the delay 
in time between the occurrence of rainfall and water flowing into a stream, a hydrological 
drought begins after the start of a meteorological drought.  
 
The SPI and SHDI threshold values are then transformed into precipitation and 
streamflow threshold values, which are easily comprehensible by ordinary people. This chapter 
has performed drought analyses for different timescales (e.g. 3, 6 and 12-months). It has also 
investigated the frequency of drought events in the study area, based on univariate and bivariate 
analysis with suitable timescales. Many researchers have suggested that a drought index on a 
timescale from 6 months or above is appropriate for managing water resource systems. 
Therefore, this study has adopted a 6-month scale for the implementation of frequency analyses 
of both meteorological and hydrological drought events. 
 
The limitation of univariate frequency analysis in explaining the correlation between 
variables facilitates the application of bivariate frequency analysis of drought events with 
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drought severity and duration. Bivariate frequency analysis can provide valuable insights about 
drought which will help in the development of an appropriate drought management strategy. 
As drought severity and drought duration are closely related, this study applies the copula 
function to perform bivariate frequency analysis. Marginal distributions of two correlated 
variables (drought severity and duration), are carried out by Exponential and Gamma 
distribution, respectively, and are employed in the Gumbel-Hougaard copula to evaluate the 
bivariate distribution of drought. This copula is selected as it is of simple form and is commonly 
used in many hydrological studies. From the copula-based frequency analysis, it is observed 
that the probability of occurrence of drought with combination of short duration and low 
severity is high than the drought event with long duration and high severity. Similar tendency 
is observed for all of the stations.   
  
As mentioned earlier, the major objective of this study is to examine reservoir storage 
conditions during drought periods in a probabilistic way. This is carried out by the joint 
consideration of the probability of initial storage volume and the probability of inflow drought 
events. Therefore, frequency analyses of drought events of inflow to the reservoir with 
particular severities and durations are conducted before applying them to a reservoir with a 
specific initial water level. The evaluation of the drought characteristics of the inflow values 
of the Upper Yarra reservoir is the second task of this chapter. The information on the 
probability of occurrence of inflow drought events with certain severities and durations is then 
coupled with the probability of initial storage volume (refer to Section 7.2.2) to evaluate the 
final storage condition. The detailed procedures and the results are described in Chapter 7. 
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Chapter 4 
Trend Analysis of Drought Characteristics 
 
4.1 Introduction 
 
Owing to potential climatic variability in different parts of the world, many researchers 
have attracted carrying out the search for effective analyses of trend detection (Dixon et al., 
2006, Sousa et al., 2011, Dashtpagerdi et al., 2015, He and Gautam, 2016). Systematic trends 
of the key climate variables responsible for climate change have been extensively studied for 
many years (Kumar et al., 1992, Mason et al., 1999, Kahya and Kalaycı, 2004, Smith, 2004, 
Dixon et al., 2006, Ganguli and Ganguly, 2016, Blanchet et al., 2018). Changes to climate have 
notable consequences for trends in hydrometeorological time series (floods, droughts, heat 
waves, etc.). These consequences are non-stationary, revealing the fact that the future replicates 
will be distinguishable from their historical counterparts. Absence of the climate change 
concept may produce erroneous estimation of parameters for the design and operation of water 
infrastructure, leading to water shortages, water stresses and agricultural failures.  
 
 Drought is a recurrent climatic phenomenon, characterized by a significant reduction 
of available water for a substantial period over a particular climatic zone (Tsakiris et al., 2013, 
Kousari et al., 2014, Pedro-Monzonís et al., 2015). It is considered to be a slowly progressing 
extreme event which may extend for long periods and the effects may be perceived even after 
its termination (Abarghouei et al., 2011). Many studies have found that drought severity and 
frequency are intensifying due to climate change and global warming, causing serious problems 
in various regions of the world (Laird et al., 1996, Nicholls, 2004, Burke and Brown, 2008, 
Sheffield and Wood, 2008, Dai, 2013, Orlowsky and Seneviratne, 2013, Trenberth et al., 2014, 
Shiau and Lin, 2016). The combined effects of decreasing rainfall and increasing temperature 
resulting from global warming are altering the hydrological cycle. Consequently, this alteration 
is exaggerating the occurrence of more severe drought events in many places. The varying 
patterns of drought circumstances affect not only the natural environment but also the water 
resource systems. Therefore, the quantitative exploration of trends of drought characteristics is 
vital for water authorities before developing drought management plans.  
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In many hydrological studies, two non-parametric rank-based statistical tests are widely 
used for the estimation of significant gradual trends (Tabari et al., 2011). They are the Mann-
Kendall test and Spearman’s Rho (Mann, 1945, Kendall, 1948, Fieller et al., 1957, Sen, 1968, 
Shiau and Lin, 2016). According to Yue et al. (2002), the strength of these tests is mostly 
dependent on the preselected significance level, the magnitude of the trend, the size of the 
sample, and the amount of variation within a time series. In other words, the tests are 
compelling with high absolute magnitude of trends. Moreover, the larger the sample size, the 
more powerful the tests. With the increase of variability within a time series, the strength of 
the tests reduces. The power of these two tests also depends on the type of distribution and the 
skewness of the time series. Trend tests are generally executed to identify changes in the values 
of a random variable over a time period in terms of statistics. The main advantage of using non-
parametric trend tests is that the data do not have to fit any probability distribution. Non-
parametric tests only require data to be independent and can accept outliers in the data (Hirsch 
et al., 1993). 
 
Numerous studies have been reported on the identification of trends in drought 
properties (Li et al., 2002, Vicente-Serrano and Cuadrat-Prats, 2007, Wu et al., 2008, Gocic 
and Trajkovic, 2013, Golian et al., 2015, Das et al., 2016, Wang et al., 2017). For example, 
annual and seasonal drought patterns were evaluated by Karabörk (2007) using the Mann–
Kendall and Sen’s T test for the period from 1951 to 1998 in Turkey. Wu et al. (2008) tested 
the trend analysis of three parameters of drought (e.g. duration, magnitude and severity) in 
Nebraska and found no specific trend in streamflow drought for the whole state. Chen et al. 
(2009) conducted a study of 22 weather stations across Taiwan and revealed that 
meteorological drought has decreased in north-eastern Taiwan since 1960. However, they 
observed increasing trends in central and southern Taiwan. Tabari et al. (2012) investigated 
droughts in arid and semiarid regions of Iran using the Kendall and Spearman non-parametric 
tests and found that rainfall and drought severity revealed high variabilities which intensified 
with increasing aridity towards the south of the study area. Mahajana and Dodamania (2015) 
identified the spatial and temporal pattern of drought trends for the Krishna Basin in India. 
McGree et al. (2016) detected trends in meteorological drought frequency, duration and 
magnitude for the period 1951 to 2010 in the Pacific Islands and northeast Australia. Zarei et 
al. (2016) performed the Mann–Kendall test to identify the drought trends in five provinces of 
the southern part of Iran.  
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The above-mentioned studies employed non-parametric trend detection tests 
(especially Mann–Kendall, Sen’s T, and Spearman’s rho tests) to evaluate either 
meteorological or hydrological drought trends. However, in order to manage water resources 
effectively, knowledge of monotonic trends over a period is not sufficient. Identification of 
trends in mild and extreme drought events of the data under consideration is needed and it can 
be carried out by using Innovative Trend Analysis (ITA) developed by Şen (2011). He applied 
this method to detect not only the drought patterns but also the trends in low, medium and high 
hydro-meteorological variable values in Turkey. This method gives more specific trend results 
in the data series being considered. Following Şen (2011), Ay and Kisi (2015) investigated 
rainfall trends in six different provinces in Turkey. A number of studies have been conducted 
to detect trends in hydro-climatic variables using ITA (Dabanlı et al., 2016, Öztopal and Şen, 
2017, Tosunoglu and Kisi, 2017, Wu and Qian, 2017). Furthermore, Rahmat et al. (2015b) 
suggested that trend analysis with a long data period can absorb more variability. Since a long 
data period is not available for some of the selected stations in the present study (for example, 
Alderman Creek and Walsh Creek both have only 38 years of data), the ITA method along with 
the Mann–Kendall and Sen’s T tests will provide powerful insight into the drought pattern in 
the study location. In this chapter these three methods (Mann–Kendall, Sen’s T, ITA) are 
applied for the detection of trends in drought severity. Later, change-point detection is used to 
determine the most statistically significant change point by Sequential Mann-Kendall test. 
Finally, Poisson regression was used to identify the trends in the frequency of occurrence of 
drought events. Details of these procedures and the associated results are described in the 
following sections. 
 
4.2 Study area and data 
 
As stated earlier in Chapter 3, the main purpose of the present research is to evaluate 
the Upper Yarra reservoir storage conditions during drought periods in a probabilistic way. 
Before performing drought analysis on the reservoir (Chapter 7), this chapter attempts to 
evaluate the overall trends in drought severity surrounding the study reservoir. Six rainfall and 
six streamflow stations were selected for this purpose (the details of the stations are given in 
Section 3.3). Here, the meteorological (hydrological) drought events are considered based on 
the precipitation (streamflow) values on a 6-month timescale (refer to Section 3.8).  In this 
study, a drought event is considered to commence as soon as the precipitation (streamflow) 
value drops below a given threshold equivalent to SPI (SHDI)= 0. In order to perform the trend 
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identification of meteorological drought severity, the lowest rainfall value (corresponding to 
the highest negative SPI value) is selected each year to develop a meteorological drought 
severity time series (this series is denoted hereafter as the annual maximum severity (AMS) 
series)). Similarly, the lowest streamflow value (corresponding to the highest negative SHDI 
value) is selected each year to establish a hydrological drought severity time series (which is 
also denoted as an AMS time series).  
 
4.3 Non-parametric tests 
 
4.3.1 Mann-Kendall test 
 
 The rank-based Mann-Kendall (MK) test is generally used for the identification of 
monotonic trends in the data under consideration. The method was first developed by Mann 
(1945) and the test-statistic distribution was then assessed by Kendall (1948). As the 
distributions of most of the hydrological and climatological data are skewed (not normally 
distributed), it is recommended to use non-parametric tests like the Mann–Kendall test to 
identify the trends in the data series. The association between a series of pairs of values can be 
evaluated by the MK test. The significance of the identified trends is generally obtained at 5% 
significance level. The MK test is widely employed for its simplicity and wide range of 
applicability (Kahya and Kalaycı, 2004, Cigizoglu et al., 2005, Kumar et al., 2010, Gocic and 
Trajkovic, 2013, Mondal et al., 2015, Soto, 2016, Mohammed et al., 2017).  
 
The present study employed the non-parametric Mann-Kendall (MK) test to detect the 
trends in meteorological (hydrological) drought severity determined from time series of 6-
month cumulative precipitation (streamflow) values (refer to Section 3.8 where SPI and SHDI 
time series values are transformed to precipitation and streamflow values, respectively). 
According to Tabari et al. (2011), the test does not require the data to be independent and is 
not affected by outliers. In the Mann-Kendall test, a time series xi is ranked from i=1, 2, . . ., n-
1 and another time series xj from j=2, 3, . . ., n, where n is the number of data points. Taking xi 
as the reference point, all other points in xj are compared where j>i. The values of signs for 
each comparison are calculated using Equation 4.1: 
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𝑠𝑖𝑔𝑛 (𝑥𝑗 − 𝑥𝑖) = {
−1 𝑖𝑓 𝑥𝑗 < 𝑥𝑖
0 𝑖𝑓 𝑥𝑗 = 𝑥𝑖
+1 𝑖𝑓 𝑥𝑗 > 𝑥𝑖
}                 (4.1) 
 
where, n is the number of data points observed. For n ≥ 10, the S statistic is 
approximately normally distributed with zero mean. The variance of S is computed by Equation 
4.2: 
 
𝑉𝑎𝑟 (𝑆) =  
𝑛 (𝑛−1)(2𝑛+5)− ∑ 𝑡𝑝  (𝑡𝑝−1)(2𝑡𝑝+5)
𝑔
𝑝=1
18
                          (4.2) 
 
where, g is the number of tied groups (a tied group is defined as a group of data with 
the same values) and tp is the number of data points in the p
th tied group. The Z statistic is then 
computed using the following Equation (4.3): 
 
𝑍 =  
{
 
 
 
 
𝑆−1
√(𝑉𝑎𝑟(𝑆)
     𝑖𝑓 𝑆 > 0
          0            𝑖𝑓 𝑆 = 0
𝑆+1
√𝑉𝑎𝑟(𝑆)
     𝑖𝑓 𝑆 < 0
}
 
 
 
 
                                           (4.3)
         
A positive Z indicates an upward trend whereas a negative Z indicates a downward 
trend. The Z statistic follows the standard normal distribution. The presence of a statistically 
significant trend is evaluated using the Z value. In a two-sided test the null hypothesis of no 
trend, Ho, is rejected at a certain significance level if |Z|>Zcrit, where Zcrit is the point on the 
normal distribution which has a probability of exceedance at a certain significance level. For 
example, at the 5% significance level the null hypothesis is rejected if |Z|>1.96. A higher 
magnitude of the Z value indicates that the trend is more statistically significant. 
 
 According to Stahl et al. (2008), the data used in the Mann-Kendall (MK) test are 
generally assumed to be randomly distributed. However, the presence of statistically-
significant serial correlation in hydrologic data series may cause errors in the results of the 
trend tests (Serrano et al., 1999, Yue et al., 2003, Novotny and Stefan, 2007). For example, in 
trend analysis with data with a positive serial correlation, the possibility exists that the test 
accepts the hypothesis of the trend even if it is not present. Therefore, the serial correlation 
should be removed from the original data series, either by the pre-whitening method or by 
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adjusting the test statistics using the Modified Mann–Kendall test proposed by Hamed and Rao 
(1998). This second method is widely used by many researchers (Yue and Wang, 2004, 
Shadmani et al., 2012, Mondal et al., 2012, Li et al., 2014, Tosunoglu and Kisi, 2017). The 
variance (S) of the Modified Mann–Kendall test is calculated using Equation 4.4: 
 
𝑉𝑎𝑟(𝑆) =  
𝑛(𝑛−1)(2𝑛+5)
18
  [1 +
2
𝑛(𝑛−1)(𝑛−2)
  ∑ (𝑛 − 𝑝)(𝑛 − 𝑝 − 2)𝑟𝑘
𝑛−1
𝑝=1 ]                                   (4.4) 
 where, 𝑟𝑘 is the autocorrelation coefficient at lag p. 
 
4.3.2 Spearman’s Rho test 
 
Spearman’s Rho is another statistical non-parametric tool developed to detect 
monotonic trends in a time series ( Yue et al., 2002, Yenigün et al., 2008). The test can 
determine the correlation between the same series of observations. The Spearman’s rho test 
statistic, rs, and the standardized test statistic, ZSR, are calculated by Equations 4.5 and 4.6 
(Sneyers, 1991): 
 
𝑟𝑠 = 1 − 
6 [∑ (𝑅(𝑥𝑖)−𝑖)
2𝑛
𝑖=1 ]
(𝑛3−𝑛)
                  (4.5) 
𝑍𝑆𝑅 = 𝑟𝑠 √
𝑛−2
1−𝑟𝑠
2                   (4.6) 
where, R(xi) is the rank of the i
th observation xi in the time series and n is the length of 
the time series. Positive values of ZSR indicate upward trends while negative ZSR indicate 
downward trends in the time series. For example, at the 5% significance level the null 
hypothesis is rejected if |Z|>1.96. A greater magnitude of the Z value indicates that the trend is 
more statistically significant. Yue et al. (2002), Yenigün et al. (2008), Rahmat et al. (2012) and 
Tabari et al. (2012) found that Spearman’s Rho exhibits almost similar results to the Mann-
Kendall test and recommended the use one of these non-parametric tests for trend analysis. 
Therefore, this study has employed only the Mann-Kendall test to determine the trends in 
drought severity series. 
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4.3.3 Sen’s Slope estimator 
 
Sen’s slope estimator is used to quantify the value of changes in an AMS time series at 
a 6-month scale for both rainfall and streamflow stations. This method assumes that the slope 
is linear (Sen, 1968). Equation 4.7 is used for calculating the slope of two AMS records: 
 
𝑄𝑖 = 
𝑥𝑘− 𝑥𝑗 
𝑘−𝑗
   𝑓𝑜𝑟 𝑎𝑙𝑙 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑘 > 𝑗               (4.7)  
where, xk and xj are the drought severity values at times k and j, respectively, and Qi is 
the slope between data points xk and xj. For a timeseries with the length of n years of data, there 
will be a total of N = n(n-1)/2 estimates of slopes. With N numbers of calculated Qi values, 
they are arranged in ascending order. The median slope estimated by Sen’s Slope Estimator is 
then taken as the slope value for a particular time series values using Equation 4.8: 
 
𝑄 =  {
𝑄𝑁+1
2
                  𝑖𝑓 𝑁 𝑖𝑠 𝑜𝑑𝑑
1
2
(𝑄𝑁
2
+ 𝑄𝑁+2
2
) 𝑖𝑓 𝑁 𝑖𝑠 𝑒𝑣𝑒𝑛
}                           (4.8) 
 
4.3.4 Şen’s Innovative Trend Analysis (ITA) method 
  
 Innovative Trend Analysis was first proposed by Şen in 2011. In this method, a time 
series of data is first divided into two equal parts. Each of the sub-series is then sorted in 
ascending order. The first subseries made from the first half of the data series is plotted on the 
x-axis and the second sub-series (made from the second half of the data series) is located on 
the y-axis. Figure 4.1 shows a sample result of the ITA method where the 450 line indicates no 
trend line. This means that, if data are assembled on the 1:1 (450) ideal line, it can be said that 
there is no trend in the time series. On the other hand, when data are collected in the upper 
triangular area of the 450 line, it can be said that there is an increasing trend in the time series. 
Data accumulating in the lower triangular area of the ideal line results in a decreasing trend in 
the time series. This method has some merits, as it does not take into account whether the 
sample size is small or not, the presence of serial correlations or whether the time series are 
non-normally distributed. Therefore, it is recommended as a suitable method for determining 
the trend of long as well as small length data series (as recommended by Şen, 2011). 
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Figure 4.1 Sen’s Innovative Trend Analysis (ITA) Method 
 
 
4.4 Change point analysis 
  
The recognition of abrupt changes in any hydro-meteorological data series is important 
for effective water resources management (Şen, 2011). Identification of abrupt change point 
reveals the crucial basis for the sudden change (Yang and Tian, 2009). Like gradual trends, the 
detection of abrupt changes in the data series under consideration is important for the 
development of hydrologic modelling studies, the validation of the data sets used for frequency 
analysis, the development of drought mitigation measures and infrastructure design, and so on 
(Kundzewicz and Robson, 2004). In general, an abrupt change identifies the specific point 
where one value suddenly jumps either to a much lower or higher value, thus, inferring the 
beginning of the trend (Kampata et al., 2008, Chowdhury and Beecham, 2010, Rahmat et al., 
2015b, Ahmadi et al., 2018).   
 
 Several methods are available to detect an abrupt change in a hydro-meteorological data 
series. They are the Cumulative Summation (CUSUM) test (Chowdhury and Beecham, 2010), 
the Mann-Whitney-Pettitt (MWP) method developed by Pettitt (1979), and the Sequential 
Mann-Kendall test (Partal and Kahya, 2006). The Mann-Whitney-Pettitt (MWP) method can 
detect only one single change point, which limits its capability of sequential step-change 
analysis. In this respect, the CUSUM test and the Sequential Mann-Kendall test are suitable for 
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detecting sudden changes in data series (Chowdhury and Beecham 2010, Barua et al., 2013, 
Sonali and Kumar, 2013, Guerreiro et al., 2014). 
 
In the present study, change points, occurring in the temporal behaviour of a series, are 
identified by the Sequential Mann-Kendall (SMK) method. This method has been used by 
many researchers to detect the specific point in a data series where the trend takes a different 
direction (e.g. downward to upward or vice versa) (Yang and Tian, 2009, Karpouzos et al., 
2010, Ye et al., 2013, Zang and Liu, 2013, Zhao et al., 2015, Rahman et al., 2017, Banan 
Ferdosi and Dinpashoh, 2018, Nourani et al., 2018). The Sequential Mann-Kendall (SMK) is 
performed considering u(t) (forward) and uʹ(t) (backward) trend curves in the same graph. The 
intersection points of the u(t) and u΄(t) curves indicates the starting point of abrupt change in a 
data series. Abrupt change involves a sudden jump from one value to a much greater or lower 
value. It highlights a significant deviation from the normal historical level. Therefore, change 
point analysis is important in order to understand the changes for an area from previous history 
before undertaking any further studies.  
 
 The following steps are followed to perform the Sequential Mann-Kendall (SMK) test. 
The annual maximum severity (AMS) series xi is ranked from i=1, 2, . . ., n and compared with 
another time series xj from j = 2, 3, . . ., i-1, where n is the number of data points. For each 
comparison, when xi > xj is counted and denoted as ni. The test statistic ti is computed by the 
following Equation 4.9: 
𝑡𝑖 = ∑ 𝑛𝑖
𝑛
1                                              (4.9)                
 
The distribution of ti has a mean and variance as follows 
𝐸(𝑡) =  
𝑛(𝑛−1)
4
                             (4.10) 
 
𝑣𝑎𝑟 (𝑡𝑖) =  
[𝑖(𝑖−1)(2𝑖+5)]
72
                                                                                                      (4.11)           
 
In order to detect the change point in a series, the forward trend statistic u(t) is 
calculated using Equation 4.12: 
𝑢 (𝑡) =  
𝑡𝑖−𝐸(𝑡)
√𝑣𝑎𝑟(𝑡𝑖)
                                                                                                             (4.12) 
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The trend statistic u(t) is a standardized variable with zero mean and unit standard 
deviation. Therefore, the fluctuations of u(t) occur close to the zero level. The uʹ(t) (backward) 
is calculated using Equation 4.13 in which the series begins from the end.  
 
𝑢′ =
𝑡𝑖
′ (
(𝑛−1)(𝑛−𝑖−1)
4
)
√
(𝑛−𝑖)(𝑛−𝑖−1)[2(𝑛−𝑖1)+5]
72
                                                                                        (4.13) 
 
 Figure 4.2 shows a typical diagram of the results of the Sequential Mann-Kendall test. 
The starting point of the abrupt change within the data series is indicated by the crossing point 
of the statistics u(t) and u′(t). If the statistic u(t) intersects the ±5% confidence limit after 
crossing the u′(t) statistic, it is considered to be a significant change.  
 
 
Figure 4.2 Sequential Mann-Kendall (SMK) test 
 
4.5 Identification of trends in drought severity 
 
The Mann-Kendall (MK) test was used to detect the monotonic trends in the AMS 
(annual maximum severity) series for the selected rainfall and streamflow stations. As stated 
previously, the AMS series is generated based on the lowest rainfall/streamflow value 
(corresponding to the highest negative SPI/SHDI value) for each year. The time series plots of 
the computed AMS for each of the rainfall and streamflow stations are depicted in Figures 4.3 
and 4.4, respectively.   
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Figure 4.3 Time series plots of computed AMS for each rainfall station (a) Reefton, 
(b) Warburton, (c) Black Spur, (d) Coranderrk, (e) Marysville, (f) Powelltown 
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Figure 4.4 Time series plots of computed AMS for each streamflow station (c) Millgrove, (d) 
Little Yarra, (e) McMahons Creek, (f) O’Shannassy 
 
Before performing the Mann-Kendall (MK) test, the autocorrelation structure of the 
AMS series was analysed and lag-1 serial correlation coefficients (r1) were calculated for each 
station. Moreover, the statistical significance of the r1 was checked by the following Equation 
(4.14): 
 
(−1−1.96√(𝑛−2))
(𝑛−1)
≤ 𝑟1 ≤ 
(−1+1.96√(𝑛−2))
(𝑛−1)
                  (4.14) 
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where, n is the number of observations. The data series are assumed to be independent 
if the autocorrelation value (𝑟1) remains within the above confidence interval. Otherwise, it is 
expected that serial autocorrelation is present in the data series. Equation 4.14 is used to 
calculate the 95% confidence limit of the autocorrelation coefficients for all the stations. 
Figures 4.5 and 4.6 present the lag-1 serial correlation coefficients (r1) for all the rainfall and 
streamflow stations respectively, along with the upper level values of the 95% confidence limit 
for each (𝑟1). It is clear from the figures that the AMS for all the stations exhibits a positive 
correlation. Furthermore, the results suggest that significant lag-1 serial correlation is present 
in the AMS series of all the streamflow stations. The p values for all of the streamflow stations 
show a value less than 5% significance level.  However, the AMS series from rainfall stations 
is independent as the coefficient (r1) values of all stations fall within the 95% confidence 
interval (with the exception of Warburton station). Noted that since the lower level value of the 
95% confidence limit for each (𝑟1) is negative, they are not expressed in Figures 4.5 and 4.6. 
 
Figure 4.5 Lag-1 autocorrelationn coefficients of AMS series for rainfall stations 
 
Figure 4.6 Lag-1 autocorrelationn coefficients of AMS series for streamflow stations 
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Owing to the presence of serial correlation in the drought severity series (for all 
streamflow stations and one rainfall station), the Modified Mann-Kendall test proposed by 
Hamed and Rao (1998) was applied to remove the autocorrelation. The results of both tests 
(basic Mann-Kendall and Modified Mann-Kendall) are presented in Tables 4.1 and 4.2, 
respectively. The results are generally interpreted with a 5% level of significance. A positive 
value indicates an increasing trend, whereas a negative value specifies a decreasing trend.   
 
Table 4.1 indicates that the AMS series of two rainfall stations (Black Spur, Z= -2.64 
and Powelltown, Z= -2.01) (out of six stations) show statistically-significant decreasing trends 
according to the basic Mann-Kendall test. However, other rainfall stations demonstrate no 
significant trends. For the case of the streamflow stations, the basic Mann-Kendall test exhibits 
a statistically-significant decreasing trend in the AMS series of Alderman Creek (Z= -2.16) and 
Little Yarra (Z= -2.19) stations. No significant trend is identified in the other four streamflow 
stations (Walsh Creek, Millgrove, McMahons Creek, O’Shannassy). However, Millgrove and 
O’Shannassy indicate an insignificant positive trend while Walsh Creek and McMahons Creek 
show insignificant negative trend.  
 
Table 4.1 Z values from basic Mann-Kendall and Q tests for all rainfall and 
streamflow stations 
Stations 
Observation 
period 
Calculated Z 
values 
Trend Slope (Q) 
Rainfall stations     
Reefton 1970-2016 -1.88 - -1.87 
Warburton 1917-2016 -1.91 - -1.03 
Black spur 1917-2016 -2.64 ↓ -1.13 
Coranderrk 1957-2016 -0.74 - -0.16 
Marysville 1905-2016 -1.51 - -0.42 
Powelltown 1943-2016 -2.01 ↓ -1.02 
Streamflow stations     
Alderman Creek 1979-2016 -2.16 ↓ -1.34 
Walsh Creek 1979-2016 -0.53 - -0.27 
Millgrove 1964-2016 0.77 - 0.36 
Little Yarra 1964-2016 -2.19 ↓ -1.29 
McMahons Creek 1973-2016 -1.89 - -0.81 
O’Shannassy 1979-2016 0.18 - 0.05 
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The slopes of the trends were identified using Sen’s slope technique. Table 4.1 
illustrates the Sen’s slope values for meteorological and hydrological drought severity time 
series (AMS series) of the rainfall and streamflow stations, respectively. The slope values of 
all the rainfall stations show decreasing trends. The signs of the slopes are consistent with the 
results of the basic Mann-Kendall test. The decreasing slope values range from -0.42 to -1.87 
for different rainfall stations. The slope values of the streamflow stations also display 
decreasing trends (with the exception of Millgrove and O’Shannassy stations, which exhibit 
positive slopes). The slope values range from 0.05 to -1.34 for different streamflow stations. 
 
As stated previously, a significant lag-1 autocorrelation coefficient exists in the AMS 
series for Warburton station and all streamflow stations.  Therefore, the Modified Mann-
Kendall test was performed in order to clear away the serial correlation impact from the drought 
severity series for these stations. The Z values of the Modified Mann-Kendall test are tabulated 
in Table 4.2. After removing the serial correlation by the Modified Mann-Kendall test, 
Warburton station displays a significant decreasing trend in the AMS series, which is missing 
from the basic Mann-Kendall test results. For the streamflow stations, the trend directions 
identified by both the basic and the Modified Mann-Kendall test are the same. The only 
difference is in their Z values as the Modified Mann-Kendall computes slightly higher Z values 
than the basic Mann-Kendall test. However, one exception is apparent for the Modified Mann-
Kendall test, which demonstrates a statistically-significant decreasing trend for McMahons 
Creek station while the basic Mann-Kendall test does not identify any trend for this station.  
 
Table 4.2 Z values from Modified Mann-Kendall test for all rainfall and streamflow 
stations 
Rainfall 
stations 
Z values of 
Modified MK 
test 
Trend 
Streamflow 
stations 
Z values of 
Modified MK 
test 
Trend 
Reefton -1.88 - Alderman Creek -2.18 ↓ 
Warburton -1.99 ↓ Walsh Creek -0.59 - 
Black Spur -2.64 ↓ Millgrove  0.81 - 
Coranderrk -0.74 - Little Yarra -2.16 ↓ 
Marysville -1.51 - McMahons Creek -1.98 ↓ 
Powelltown -2.01 ↓ O’Shannassy 0.27 - 
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4.6 Identification of trends by Şen’s ITA method 
   
 In this section the results of the Innovative Trend Analysis (ITA) are reported for the 
AMS series of the meteorological and hydrological drought events. Şen (2012) developed this 
method in order to evaluate the trends in low, medium and high hydro-meteorological 
variables. Therefore, this method enables more specific trend detection in hydrological data 
series. As mentioned earlier, the AMS series for each rainfall station was developed based on 
the lowest rainfall value (corresponding to the highest negative SPI value on the 6-month scale) 
obtained each year. Similarly, the lowest streamflow value (corresponding to the highest 
negative SHDI value) was used for establishing AMS series for streamflow stations. The AMS 
series was then divided into three levels (low, medium and high). A low level of AMS value 
corresponds to a precipitation (streamflow) value below a given threshold equivalent to SPI 
(SHDI)= -2 (which is denoted as extreme drought according to Table 3.3). In contrast, a high 
level of AMS value coincides with a precipitation (streamflow) value below a threshold 
corresponding to SPI (SHDI) = 0 (which is specified as mild drought in Table 3.3). Values 
between the low and high levels are termed as medium and denote as moderate drought (refer 
to Section 3.4). For each station, low and high levels within the AMS series are kept different, 
based on the precipitation (streamflow) values equivalent to values below SPI (SHDI)= -2 and 
0 respectively. For example, the ranges of values associated with low and high levels of the 
AMS series for Reefton (rainfall) station are, <290 mm and > 395 mm, respectively. Values 
between 290 mm and 395 mm are denoted as medium (for Reefton). These values of AMS 
series are specified from the corresponding SPI values on the 6-month scale. The levels (low, 
medium, and high) in AMS series of other rainfall and streamflow stations are presented in 
Table 4.3. 
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Table 4.3 Different levels (low, medium, and high) identified within AMS series of all 
rainfall and streamflow stations 
Rainfall 
stations 
Different levels in AMS 
series (mm)/year 
Streamflow 
stations 
Different levels in AMS 
series (ML)/year 
Low Medium High Low Medium High 
Reefton < 290 
> 290 to 
< 395 
> 395 
Alderman 
Creek 
< 574 
>574 to 
<1581 
> 1581 
Warburton < 327 
> 327 to 
< 686 
> 686 Walsh Creek < 723 
> 723 to 
< 2504 
> 2504 
Black Spur < 410 
> 410 to 
< 580 
> 580 Millgrove 
< 
12148 
>12148 
to<29201 
>29201 
Coranderrk < 337 
> 337 to 
< 454 
> 454 Little Yarra < 6685 
> 6685 to 
< 11757 
>11757 
Marysville < 307 
> 307 to 
< 455 
> 455 
McMahons 
Creek 
< 1450 
> 1450 to 
< 2760 
> 2760 
Powelltown < 391 
> 391 to 
< 532 
> 532 O’Shannassy < 9277 
> 9277 to 
< 18247 
>18247 
 
The ITA results for the AMS series of Reefton are depicted in Figure 4.7. In the figure, 
the 5% confidence limit is calculated using Equation 4.15 (Tosunoglu and Kisi, 2017): 
 
±5% 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑙𝑖𝑚𝑖𝑡 = 𝑥 ± 0.05 ∗  ?̅?                 (4.15) 
  
where, 𝑥 and ?̅? denote the AMS and the mean of AMS, respectively. Using the ITA 
method, trends in the values of the low and high levels of AMS series are determined. 
According to the concept of the ITA method, values located in the upper triangular area of the 
450 line indicate an increasing trend and values situated in the lower triangular area reveal a 
decreasing trend. In the case of Reefton station, both low (<290 mm) and high (> 395 mm) 
AMS values fall in the lower triangular area of the 450 line demonstrating the presence of a 
significant decreasing trend at the 5% confidence limit. However, insignificant increasing 
trends are observed for some of the medium values (> 290 mm and < 395 mm) for Reefton 
station. For Warburton station, low AMS value (<327 mm) and high AMS values (>686 mm) 
indicate a significant decreasing trend at the 5% confidence limit (Figure 4.8). Some medium 
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values (> 327 mm and < 686 mm) show an insignificant decreasing trend with respect to the 
5% relative band for this station.  
 
 
Figure 4.7 ITA of AMS values for Reefton station 
 
Figure 4.8 ITA of AMS values for Warburton station 
 
The ITA results of AMS series are provided in Figures 4.9 and 4.10 for Black Spur and 
Coranderrk (rainfall) stations respectively. The low (< 410 mm) AMS values of Black Spur do 
not have a significant trend with respect to the 5% relative band while the medium (> 410 mm 
and < 580 mm) and high (> 580 mm) values exhibit a decreasing trend at then 5% confidence 
limit. According to the 5% relative band, the low (< 337 mm) and high (> 454 mm) AMS 
values of Coranderrk station do not show significant trends. Most of the medium (> 337 mm 
and < 454 mm) AMS values for the same station do not show any significant trend at the 5 % 
relative band. 
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Figure 4.9 ITA of AMS values for Black Spur station 
 
Figure 4.10 ITA of AMS values for Coranderrk station 
 
 Figures 4.11 and 4.12 illustrate the ITA analysis for AMS series of Marysville and 
Powelltown stations, respectively. At the 5% confidence limit, the low (<307 mm) AMS values 
of Marysville do not indicate any significant trend. However, the high (>455 mm) and medium 
(>307 mm and < 455 mm) AMS values show a significant decreasing trend. In the case of 
Powelltown station, the low (< 391 mm) AMS values show an increasing trend. In contrast, the 
high (>532 mm) and medium (>391 mm and <532 mm) values indicate a significant decreasing 
trend with respect to the 5% confidence limit.  
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Figure 4.11 ITA of AMS values for Marysville station 
 
Figure 4.12 ITA of AMS values for Powelltown station 
  
The ITA results for all the streamflow stations are presented in Figures 4.13 to 4.18. 
The low (574 ML) and high (1581 ML) AMS values of Alderman Creek station (Figure 4.13) 
show a significant decreasing trend.  Figure 4.14 shows trends in the low and high AMS values 
of Walsh Creek station. The low (<723 ML) values indicate an increasing trend while the high 
(> 2504 ML) and medium (>723 ML and < 2504 ML) values indicate a significant decreasing 
trend. Figure 4.15 presents the results of the ITA method for Millgrove station. The low 
(<12148 ML) and medium AMS values do not show any trend. In contrast, the high (> 29201 
ML) values have a significantly increasing trend. For Little Yarra station, the low (<6685 ML) 
and high AMS (>11757 ML) values signify significant decreasing trend with respect to the 5% 
confidence limit (Figure 4.16). However, some peak values higher than 20894 ML represent a 
monotonic increasing trend.  
107 
 
 
Figure 4.13 ITA of AMS values for Alderman Creek station 
 
Figure 4.14 ITA of AMS values for Walsh Creek station 
 
Figure 4.15 ITA of AMS values for Millgrove station 
108 
 
 
Figure 4.16 ITA of AMS values for Little Yarra station 
 
Figure 4.17 illustrates the trend analysis results of the ITA method for McMahons 
Creek station. According to the 5% relative band, the low (< 1,450 ML) and high (<2,760 ML) 
values have a decreasing trend while the two values above 2,760 ML do not show any trend. 
The ITA results for O’Shannassy are presented in Figure 4.18. This station does not exhibit a 
trend in the low (<9,277 ML) and medium (>9,277 and <18,247 ML) AMS values, but some 
high AMS values of this station show a significant increasing trend.  
 
 
Figure 4.17 ITA of AMS values for McMahons Creek station 
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Figure 4.18 ITA of AMS values for O’Shannassy station 
 
The ITA results and the Modified Mann-Kendall test results are summarised in Table 
4.4. It is clear from the table that the ITA method identifies either positive or negative trends 
for Reefton, Marysville, Walsh Creek and O’Shannassy stations at different levels. However, 
the Modified Mann-Kendall test results exhibit no trends for these same stations. The ITA and 
Modified Mann-Kendall test show the same trend results for Warburton, Black Spur, 
Powelltown, Alderman Creek, Little Yarra and McMahons Creek. Coranderrk and Millgrove 
stations do not display any significant trend by the Modified MK and ITA methods. According 
to the Modified MK test, Reefton does not have any trend while the ITA method finds a 
significant decreasing trend at low levels of AMS. Similarly, the Modified MK test locates no 
trend for Marysville whereas ITA identifies a decreasing trend for medium and high levels of 
AMS. Walsh Creek also does not show any trend by the Modified MK, but it has an increasing 
trend for low and a decreasing trend for high AMS values by the ITA method. O’Shannassy 
presents an increasing trend in high values. Although the Modified Mann-Kendall test is able 
to identify trends in drought severity, the ITA method provides more specific information about 
the trends of drought conditions based on their low and high severity values. The ITA method 
is also capable of showing trends with small data periods. 
 
It is worth mentioning that low values of AMS series mainly refer to extreme drought 
conditions. The decreasing pattern of low AMS values gives a warning that extreme drought 
conditions are bound to increase in the future. In the same way, a decreasing trend of high AMS 
values reveals that the location will experience mild drought conditions in future. 
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Table 4.4 Results of Modified Mann-Kendall test and ITA method for all rainfall and 
streamflow stations 
 
Modified Mann-
Kendall test 
ITA Method 
  Low  Medium High 
Reefton - ↓ - - 
Warburton ↓ ↓ ↓ ↓ 
Black Spur ↓ - ↓ ↓ 
Coranderrk - - - - 
Marysville - - ↓ ↓ 
Powelltown ↓ ↑ ↓ ↓ 
     
Alderman Creek ↓ ↓ ↓ ↓ 
Walsh Creek - ↑ ↓ ↓ 
Millgrove - - - ↑ 
Little Yarra ↓ ↓ ↓ ↓ 
McMahons Creek ↓ ↓ ↓ ↓ 
O’Shannassy - - - ↑ 
 
 
4.7 Results from change point analysis  
 
  The Sequential Mann–Kendall (SMK) test is used hereafter to graphically illustrate the 
forward and backward trends of AMS series for the selected rainfall and streamflow stations. 
Figure 4.19 represents the results of the SMK test for the rainfall stations. The sequential values 
of the u(t) and u΄(t) statistics are depicted by solid and dashed lines, respectively, and the 
horizontal dashed lines correspond to confidence limits at the 5% significance level. The 
intersection points of u(t) and u΄(t) curves indicates the starting point of abrupt change in 
drought severity. Abrupt changes in AMS series are significant (p < 0.05) at the point where 
the curves fall outside the dotted lines. The starting time of abrupt change and significant trend 
(if any) determined by the SMK test results are tabulated in Table 4.5.   
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There are abrupt and significant declines in the AMS series of the rainfall stations. It 
can be seen from Figure 4.19 (a) that the upward and forward curves intersect in 1998 
indicating the starting point of abrupt change in the AMS series at Reefton station. As the 
progressing line [u(t)] exceeds the 5% confidence limit in 2008, it can be said that a significant 
trend occurs at this point. Warburton station shows two significant abrupt changes (Figure 
4.19(b)). The first abrupt change point occurs in 1957 and the second is evident in 2002 with a 
statistically significant decreasing trend initiating in 2008. Similar to Warburton station, Black 
Spur station also detects two abrupt change points, the first being visible in 1958 (Figure 
4.19(c)). The second is identified in 1998, followed by a significant decreasing trend 
commencing in 2007. Figure 4.19 (d) shows two insignificant abrupt changes in the AMS series 
of Coranderrk station, one in 1979 and the other in 2006. As shown in Figure 4.19 (e), 
Marysville has two abrupt change points in 1979 and 2006. As the forward curve [u(t)] stays 
within the  ±5% significant threshold level, the abrupt changes for this station are not 
statistically significant. The starting points of abrupt changes at the Powelltown rainfall station 
are found in 1957 and 1997. The second abrupt change point is followed by a significant 
decreasing trend in 2008 (Figure 4.19(f). 
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Figure 4.19 Change point detection of AMS series using Sequential Mann-Kendall test for 
(a) Reefton, (b) Warburton, (c) Black Spur, (d) Coranderrk, (e) Marysville, (f) Powelltown 
 
The abrupt changes identified by all the selected streamflow stations are depicted in 
Figure 4.20. As the figure ((4.20 (a) shows, Alderman Creek station detects a change point in 
2006 that becomes significant in 2009. Walsh Creek station shows an abrupt change starting in 
2007 and no significant diminishing trend is observed for this station (Figure 4.20(b)). These 
two streamflow stations (Alderman Creek and Walsh Creek) reveal a falling trend over the 
period of 2006-2007. These periods are considered as noteworthy drought eras in South-
Eastern Australia (Gergis et al., 2012, Brown et al., 2015). In Figure 4.20 (c), it can be seen 
that an abrupt change occurs in 1981 for Millgrove station. However, no significant trend is 
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observed for this station, as the progressive line [u(t)] does not exceed the 5% significance 
level. For the Little Yarra station, there is an abrupt change in 2007 which is illustrated in 
Figure 4.20 (d). This station shows a significant decreasing trend in 2009. McMahons Creek 
station detects an abrupt change in 2007 with a significant decreasing trend in 2008 (refer to 
Figure 4.20 (e)). According to Figure 4.20 (f), O’Shannassy station exhibits an abrupt change 
starting in 1981 and as the forward curve [u(t)] does not exceed the  ±5% significant threshold 
level, the abrupt change for this station is not statistically significant. 
 
 
 
 
Figure 4.20 Change point detection of AMS series using Sequential Mann-Kendall test for 
(a) Alderman Creek, (b) Walsh Creek, (c) Millgrove, (d) Little Yarra, (e) McMahons Creek, 
(f) O’Shannassy 
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Table 4.5 presents the results of the SMK test. The table shows that of the six rainfall 
stations, four show significant decreasing trends (Reefton, Warburton, Black Spur, 
Powelltown) and of the six streamflow stations, three exhibit significant decreasing trends 
(Alderman Creek, little Yarra, McMahons Creek). Two rainfall stations (Coranderrk and 
Marysville) and three streamflow stations (Walsh Creek, Millgrove and O’Shannassy) do not 
show any trend at the 5% confidence limit. Furthermore, all of the rainfall stations identify two 
abrupt change points in the AMS series (excluding Reefton station) while all of the streamflow 
stations detect one change point. 
 
Table 4.5 Change point detection of AMS series using Sequential Mann-Kendall test 
Rainfall 
stations 
Change point 
Streamflow 
stations 
Change point 
Abrupt 
change 
Significant 
trend 
Abrupt 
change 
Significant 
trend 
Reefton 1998 2008 (↓) Alderman Creek 2006 2009 (↓) 
Warburton 1957, 2002 2008 (↓) Walsh Creek 2007 No 
Black Spur 1958, 1998 2007 (↓) Millgrove 1981 No 
Coranderrk 1979, 2006 No, No Little Yarra 2007 2009 (↓) 
Marysville 1979, 2006 No, No McMahons Creek 2007 2008 (↓) 
Powelltown 1957, 1997 2008 (↓) O’Shannassy 1981 No 
 
 
4.8 Discussion of trend analysis of drought severity 
  
Generally, the trends of both meteorological and hydrological drought severity in the 
study area have increased over the last few decades. These trends are consistent with the 
precipitation trends investigated by Barua et.al. (2013) and Rahmat et al. (2015c), who 
concluded that there has been a constant reduction in rainfall over the Yarra catchment, both 
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spatially and temporally, over the last few decades. They also deduced that if the condition 
prevails in future, droughts are expected to become more common. The trends in drought 
frequency are presented in detail in this section.  
 
Rahmat (2015c) identifies that trends are very sensitive to the length of the data 
considered and suggests the application of long data period for the assessment of climatic 
variability. However, hydro-climatic data over long periods for many of the locations are not 
always available. For this reason, the present study suggests the employment of the Innovative 
Trend Analysis (ITA) method. This method was proposed by Şen (2011) and he advised that 
this method is suitable for small sample length data. The results obtained from the ITA method 
were compared with the results achieved by the Modified Mann-Kendall test. More specific 
trends results are reported by the ITA method. For example, Modified Man-Kendall test 
identified no trend for Reefton station, whereas the ITA method detected a decreasing trend in 
low values of AMS for this station. As low AMS values correspond to extreme drought 
conditions, decreasing trends in low AMS values reveal the increase of extreme drought 
conditions. Based on the results of the ITA method for other stations, it can be observed that 
extreme drought situations are more likely to appear in the Reefton, Warburton, Alderman 
Creek, Little Yarra, McMahons Creek stations. In contrast, the extreme drought conditions are 
expected to decrease (as the low AMS values have increasing trend) for Powelltown and Walsh 
Creek stations. However, these two stations are expected to encounter moderate to mild drought 
conditions, according to the results of the ITA method. 
 
For efficient water management systems, knowledge of abrupt changes in the hydro-
climatic data series is as important as that of gradual trends because of its meaningful 
information. The results of the SMK test are consistent with the results of the Modified MK 
and the ITA tests. The SMK test identifies various starting times of abrupt change for different 
stations. Of the six rainfall stations, three stations (Reefton, Black Spur, Powelltown) showed 
the start of abrupt change in the same time period (1997-1998). Coranderrk and Marysville 
detected the beginning of abrupt change in 2006 and in 2002 an abrupt change occurred in 
Warburton. For all of the streamflow stations (except Millgrove and O’Shannassy), abrupt 
changes occurred during 2006-2007. Overall, it can be observed that the start of abrupt change 
points for most of the stations are found during the Millennium Drought, which continued for 
13 years from 1996 to 2009 in many parts of Victoria, Australia. However, traces of significant 
trends are found in different years for different stations. 
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It is worth mentioning that the abrupt change points in the AMS series of 
meteorological droughts in rainfall stations are followed by the AMS series of the hydrological 
drought of the nearby streamflow stations. For example, an abrupt change in Reefton station 
occurred in 1998 with a significant decreasing trend in 2008. Alderman Creek (streamflow) 
station is located close to Reefton station and this station exhibited an abrupt change in 2006 
with a significant trend in 2009 (refer to Figure 4.19 (a) and 4.20 (a)). Similarly, O’Shannassy 
(streamflow) station experienced an abrupt change in 1981 which followed the abrupt change 
of the nearby Marysville (rainfall) station in 1979 (refer to Figures 4.19 (e) and 4.20 (f)). The 
other stations show results consistent with this finding. Therefore, the results of the SMK test 
are consistent with the drought assessment results identified by the SPI and the SHDI (refer to 
Chapter 3). The SMK test provides valuable insights into sudden changes in hydro-climate data 
series and focuses on significant trends. It should be noted that the possible reasons for the 
observed increasing and decreasing trend in drought severity are beyond the scope of the 
present study. However, the outcomes of trend analysis in the study area will have implications 
for the future management of water resources.  
  
4.9 Trends in frequency of drought events 
 
The changing characteristics of discrete events have profound impacts on human lives 
and the natural environment. The Intergovernmental Panel on Climate Change (IPCC, 2015) 
identified variability and trends in climatic extremes as crucial aspects of the improved 
understanding of past and potential future global change. Changes in hydro-climatic data series 
are usually detected by parametric and non-parametric tests (Rahmat et al., 2012, Rahmat et 
al., 2015b). However, conventional statistical non-parametric techniques like the Mann-
Kendall (MK), the Sequential Mann-Kendall (SMK), the Spearman’s Rho (SR) are often 
inappropriate for testing trends in rare weather events as the time series data are non-stationary 
(Frei and Schär, 2001, Rahmat et al., 2016). The population and sampling distribution generally 
govern non-parametric methods. Nevertheless, limited information about both distributions 
make non-parametric tests less powerful than parametric tests. Based on order statistics (e.g. 
an ordering of the data from smallest to largest or vice versa), non-parametric techniques use 
empirical plotting formulas to assign exceedance probabilities where the rejection probabilities 
are highly uncertain. Hence, non-parametric techniques are unable to deal with the occurrence 
of rare climatic events. Many researchers have proposed several parametric tests to 
accommodate the specific nature of discrete events in trend tests (Katz, 2002, Katz, 2010). 
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However, analyses of time series of rare events often address problems with parametric 
techniques. When common statistical techniques are applied for trend detection in randomly 
occurring events, the basic hypotheses of the techniques are compromised because of the 
application of enumerated data, the presence of zero values, and the non-normality of data 
where little is known about the distribution of the underlying dataset (Ross, 2014). Due to such 
limitations in the traditional approaches, an alternative method was selected for analysing trend 
variability in the rate of occurrence of discrete events (such as droughts). The Standard Linear 
Regression method, which is very common in hydrology, is used for assessing the changing 
patterns of hydro-climatic data series.  
 
 When a truncation level is applied to the time series of rare climatological occurrences 
the series transforms into a stochastic counting process (Keim and Cruise, 1998). In this 
process, a running enumeration of the number of events occurring in a preselected time period 
is observed (Ross, 1993). In the counting process, the rate of occurrence of events usually 
follows a Poisson distribution (Keim and Cruise, 1998, Deng et al., 2016). Eventually 
parametric methods can be applied to Poisson-distributed data series, which are initially 
produced from the counting process. Keim and Cruise (1998) tested precipitation time series 
data using the Poisson process and detected the trend of the arrival rate of heavy rainfall using 
linear regression techniques. They also suggested that the methods used for trend detection in 
extreme rainfall events could be adopted for the analysis of temporal and spatial frequencies of 
any random discrete event. Many researchers have used the statistical technique of Poisson 
regression to identify trends in the frequency of occurrence of extreme events (Katz, 2010, 
Deng et al., 2016, Rahmat et al., 2016).  
 
Australia is one of the driest continents in the world, and the occurrence of extreme 
weather events in Australia is very common due to its variable spatial and temporal 
hydroclimatic characteristics. To better understand the recent climatic fluctuations in Australia, 
it is worthwhile to investigate the temporal variability of extreme events. This section aims to 
identify trends in the frequency of drought events in the upper part of the Yarra catchment 
using a parametric method. The arrival rate is Poisson distributed and data are tested for trends 
by adopting a linear regression approach. Drought incidents are identified by precipitation 
(streamflow) threshold values based on the SPI (SHDI) formula at 6-months timescales. In this 
section, the data period is between 1979 and 2016 for comparison purposes. The aim of this 
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section of the present study is to determine the inter-arrival times between drought events and 
to determine if they are becoming more frequent.  
 
A number of stations were considered to perform the trend analysis of the frequency of 
drought occurrence. Descriptions of the stations are provided in Tables 3.1 and 3.2. The time 
interval between successive events generally follows a non-homogeneous Poisson process and 
the arrival rate is not always constant. In the Poisson process, the mean and variance of the 
counts, represented by the parameter λ, are equal or nearly equal. The Poisson process depends 
to a large extent on two assumptions: (1) the number of events occurring in time is not 
controlled by previous history and (2) only one event can occur in a short interval of time. 
Another very important property of the Poisson process is that the interarrival times between 
realizations of successive events are known to be exponentially distributed (Ross 1993). In the 
present study the Poisson process represents the discrete drought events below a specified 
threshold value. The Poisson-distributed data are then tested to determine the trends in the 
inter-arrival times of drought events.  
 
4.9.1 Inter-arrival times of drought events  
 
The trends of inter-arrival times of drought events for the six rainfall and six streamflow 
stations selected across the upper part of the Yarra River catchment were analyzed. In this 
study, drought events are identified as soon as the precipitation (streamflow) value drops below 
a given threshold equivalent to SPI (SHDI)= 0 and continue until they attain values greater 
than the given threshold value. In this section, the data period is between 1979 and 2016 for 
comparison purposes. The inter-arrival time is defined as the time period from the end of one 
drought event to the commencement of the next event (Shiau, 2006). According to Cox and 
Lewis (1966), an interarrival time series should start with the commencement of an event rather 
than from the point from which data are first available. This is because, the length of time from 
some arbitrary point to the first event does not belong to the same distribution of intervals 
between events. 
 
The inter-arrival times of drought events of two rainfall and two streamflow stations 
are depicted in Figure 4.21. The inter-arrival times of drought events for rest of the stations are 
presented in Appendix B, Figures B1 to B8. Figure 4.21 shows that the inter-arrival times of 
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drought events for each rainfall and streamflow station have high variability. At Reefton station 
the inter-arrival times of meteorological drought events range from 3 months to 22 months. For 
Warburton station the inter-arrival times vary from 4 months to 30 months, while for Black 
Spur, Coranderrk, Marysville and Powelltown, the inter-arrival times fluctuate between 3 
months to 25 months, 3 months to 35 months, 3 months to 21 months, and 4 months to 19 
months, respectively.  
 
The inter-arrival time of hydrological drought events in the streamflow stations, 
Alderman Creek, Walsh Creek, Millgrove, Little Yarra, McMahons Creek and O’Shannassy 
vary from 4 months to 55 months, 5 months to 55 months, 3 months to 40 months, 2 months to 
44 months, 3 months to 68 months and 4 months to 42 months respectively. Hydrological 
drought events exhibit greater variability in inter-arrival times compared to meteorological 
drought events for the same time period. The trend analysis of these inter-arrival times of 
drought events is discussed in Section 4.9.2. 
 
(a) 
 
(b) 
Figure 4.21 Inter-arrival times of drought events at (a) Reefton, (b) Warburton stations 
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(c) 
 
(d) 
Figure 4.21 Inter-arrival times of drought events at (c) Alderman Creek, (d) Walsh Creek 
stations (continued) 
 
4.9.2 Trend analysis by standard linear regression  
 
In the present study, the trends in frequency of drought events were determined for the 
selected stations. According to Cox and Lewis (1966), a gradual trend in the rate of occurrence 
of discrete events can be identified by the standard linear regression method. The advantages 
of using this method are that it employs Poisson-distributed data in which successive events 
are known to be independently distributed and the probability distribution is moderately non-
normal. Once data are identified as Poisson, the inter-arrival times are known to follow an 
exponential distribution. These data are then converted into natural logarithms (ln) so that they 
follow the normal distribution (Rahmat et al., 2016). This study used the natural log of the 
intervals between consecutive events as the dependent variable (Yi) (in months) and the 
cumulative frequency of months from the occurrence of the first event as the independent 
variable (Xi) to describe trends in drought frequency.  
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The intervals between meteorological drought events at Reefton station are presented 
in Figure 4.22. The events in succession are plotted on the x axis in Figure 4.22 (a) and the 
number of months between the end of one event to the start of another event in sequence is 
designated on the y axis. In Figure 4.22 (b), the time periods in months from the occurrence of 
the first event to the occurrence of another event are displayed on the x axis and the values on 
the y axis are the same as in Figure 4.22 (a). This station exhibits high variability in the time 
period between each drought event, which is highlighted in Figure 4.22 (a) with the shortest 
interval time of 3 months (22nd inter-arrival time in Figure 4.22 (a)) from November 2008 to 
January 2009. However, the longest inter-arrival time of 22 months occurs between 2011 and 
2012 for the same station (25th inter-arrival time in Figure 4.22 (a). Warburton station shows 
the highest inter-arrival times of 30 months between 1992 and 1995 (10th inter-arrival time) 
(Figure 4.21 (b)). In this period, there is no trace of drought occurrences. For the same station, 
the 17th event has the shortest inter-arrival time from October 2005 to January 2006. The 
shortest interval (3 months) between two drought events for the Black Spur station is visible 
from September 1981 to November 1981 (3rd inter-arrival time in Figure B1, Appendix B). 
However, Black Spur shows the longest inter-arrival times of 25 months between September 
2010 and September 2012 (22nd inter-arrival time).  
 
Coranderrk station demonstrates the highest inter-arrival time of 35 months between 
June 1991 to May 1994 (8th inter-arrival time, refer to Figure B2 in Appendix B). No rainfall 
deficiency is visible over this period. However, the shortest interval (3 months) of drought is 
shown for same station from October 1987 to December 1987. For Marysville station, the 
shortest intervals (3-months) are detected three times in the selected time period and illustrated 
in Appendix B, Figure B3 (16th, 22rd and 23rd inter-arrival times). These three intervals last 
from August 1999 to October 1999, July 2007 to September 2007 and October 2008 to 
December 2008, respectively. In contrast, the highest inter-arrival time is 21 months and is 
found from June 1995 to February 1997 (14th inter-arrival time in Figure B3 of Appendix B). 
For Powelltown station, the highest interval times of 19 months is visible from August 2010 to 
February 2012 (24th inter-arrival time in Figure B4 of Appendix B). However, the shortest 
interval (4-months) occurs twice for this station. One is from September 1998 to December 
1998 and the other one is from September 2008 to December 2008. After 14 years (1996-2009) 
of below average rainfall, the drought was broken by back-to-back La Niña events in 2010 and 
2011, giving high inter-arrival times for all rainfall stations between 2010 and 2012. 
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For the Alderman Creek (streamflow) and Walsh Creek stations, the inter-arrival time 
of drought events are the highest between 1992 and 1997, indicating that there is no drought 
event within this period (Figure 4.21 (c) and Figure 4.21 (d)).  After 1997 during the 
Millennium Drought (1996-2009), there were a number of frequent drought events. The 
interval is shortest between 2005 and 2006 for Alderman Creek and 2007 and 2008 for Walsh 
Creek stations. For Millgrove station, the shortest and highest inter-arrival times occur in 1983 
and 1991 to 1994, respectively (Appendix B, Figure B5). The shortest interval (2 months) is 
visible in 2003 and the longest (44 months) from 1991-1995 for Little Yarra station (Appendix 
B, Figure B6). For McMahons Creek station the highest inter-arrival time (68-months) is 
evident from 1991 to 1997 (Appendix B, Figure B7). During this long period, no drought event 
is detected on the 6-months scale. However, the shortest interval (3-months) between two 
drought events is visible in 2008, just after the longest interval of drought. The shortest inter-
arrival time for O’Shannassy station is 3 months in 1998 and the longest (42 months) is from 
2009 to 2013 (Appendix B, Figure B8). Similar to the rainfall stations, all streamflow stations 
(with the exception of McMahons Creek) also exhibit high inter-arrival times between 2010 
and 2012 due to the La Niña effect.   
 
 
(a) Intervals between drought events 
  
(b) Intervals from first drought events 
Figure 4.22 Intervals between drought events for Reefton station (continued) 
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The linear regressions of the log transformed inter-arrival time values for all rainfall 
stations are depicted in Figure 4.23 and for streamflow stations in Figure 4.24. The log normal 
values of the intervals between each drought event are plotted on the y-axis and the times (in 
months) from the start of the first event are displayed on the x axis in Figures 4.23 and 4.24. 
The data are plotted with the linear least square fit (regression line) as shown in Figures 4.23 
and 4.24. Table 4.6 presents the sample size and the significance level of the linear regression 
analysis where r is defined as the Pearson Correlation Coefficient and p stands for the 
significance of the slope of the regression line.  A positive slope indicates the time interval 
between events is increasing and that the events are becoming less frequent. In contrast, a 
negative slope indicates that the inter-arrival times of the events are becoming shorter and that 
the frequency of the events is increasing.  
 
According to Figure 4.23, all the rainfall stations (except Marysville) exhibit 
insignificant negative slopes. However, Marysville station has no precise trend in inter-arrival 
times of drought events at all as it has very small slope values. On the other hand, of the 
streamflow stations, Alderman Creek, Walsh Creek, Little Yarra and McMahons Creek show 
negative sloped (refer to Figure 4.24). Insignificant positive slopes are visible for Millgrove 
and O’Shannassy stations. The slopes are signified by the χ2 test (at the 0.05 level). The 
presence of negative slopes for some of the selected stations indicates that the intervals between 
drought events are decreasing and the drought events are becoming more frequent over time. 
In other words, the positive slopes for Millgrove and O’Shannassy stations demonstrate that 
droughts are becoming less frequent for these two stations.  
 
Due to the high variability in inter-arrival times of drought events for each of the 
stations, the slopes depicted in Figures 4.23 and 4.24 are insignificant. The r sign represents 
the association between λ (variance) and time. For Reefton, Warburton, Black Spur, 
Coranderrk, Marysville and Powelltown stations, the Pearson correlation coefficient (r) values 
are -0.21, -0.15, -0.18, -0.17, -0.10 and -0.21, respectively. In case of the Alderman Creek, 
Walsh Creek, Millgrove, Little Yarra, McMahons Creek and O’Shannassy stations, the r values 
are -0.17, -0.13, 0.21, -0.23, -0.21 and 0.11 respectively. To summarize, although there is no 
relationship between the inter-arrival time and the start of the first event, the negative slopes 
of the regression lines for all the stations (with the exception of Millgrove and O’Shannassy; 
although their slope values are insignificant) indicate that drought events are becoming more 
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frequent in the selected catchment. Hence, appropriate drought management is needed to avoid 
any subsequent devastation associated with drought events.  
 
 
 
 
 
 
 
 
 
Figure 4.23 Standard linear regressions of meteorological drought events at (a) Warburton, 
(b) Black Spur, (d) Coranderrk, (e) Marysville, (e) Powelltown stations 
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Figure 4.24 Standard linear regressions of hydrological drought events at (a) (a) Alderman 
Creek, (b) Walsh Creek, (c) Millgrove, (d) Little Yarra, (e) McMahons Creek, (f) 
O’Shannassy stations 
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Table 4.6 Results of standard linear regression 
No. 
Station 
name 
Events r p 
Rainfall stations 
1 Reefton 28 -0.21 0.32 
2 Warburton 24 -0.15 0.49 
3 Black Spur 24 -0.18 0.41 
4 Coranderrk 22 -0.17 -0.47 
5 Marysville 29 -0.10 0.59 
6 Powelltown 29 -0.21 0.31 
Streamflow Stations 
1 Alderman Creek 20 -0.17 0.48 
2 Walsh Creek 23 -0.13 0.56 
3 Millgrove 20 0.21 0.40 
4 Little Yarra 20 -0.23 0.34 
5 McMahons Creek 20 -0.21 0.40 
6 O’Shannassy 22 0.11 0.64 
*r = Correlation coefficient, *p= significance of the slope 
 
In general, the study of trend analysis in time series data always relates the statistics to 
the underlying physics behind the observed patterns. This is usually the ultimate purpose of the 
statistical analyses of earth science data. One of the major objectives of this chapter is to 
respond to research question number 3: “Is there any trend in the inter-arrival times of 
droughts?”. This aim of this chapter is to determine trends in the inter-arrival times of drought 
events. Droughts are becoming more frequent in the study area. This condition may be 
correlated to climate change in south-eastern Australia. Although variability in inter-arrival 
times between drought events is high in the observed data, inferences made beyond the periods 
of record are limited. Therefore, the slope components of the regression models and their 
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probabilities of significance are considered to be valid only for the period of record under 
examination. This study has considered only twelve stations in the selected catchment. 
However, in future, a large number of stations could be engaged to describe the trends in 
drought frequency in a more granular manner. 
 
4.10 Trend analysis of inflow drought severity and frequency of inflow drought events 
  
  As previously stated, the major objective of this study is to evaluate condition of the 
Upper Yarra reservoir during drought periods.  In order to have a clear concept of reservoir 
water levels during drought periods, it is important to evaluate the comprehensive investigation 
of trends of drought characteristics of the inflow to the reservoir (drought severity and 
frequency). Following the same approach adopted in Section 4.2, AMS series of drought events 
of inflow values were developed.          Furthermore, Modified MK test and the ITA method 
were applied to identify trends in the AMS series. The Z (0.83) value of the Modified MK test 
of AMS series inflow values does not show any trend. Moreover, the ITA result also shows 
that the low and high values of AMS series indicate no significant trend (Figure 4.25). As low 
and high values in the AMS series represent extreme and mild drought conditions, respectively 
(refer to Section 4.8), no significant trend is apparent in drought severity of the inflow to the 
reservoir. However, an abrupt change point in the AMS series detected by the SMK test is 
found in 1997 with no significant trend (Figure 4.26). Trends in the frequency of drought events 
of the inflow values are assessed using standard linear regression (Figure 4.27). Figure 4.27 
indicates that no precise trend is evident in the inter-arrival times of drought events of inflow 
as it has a very small slope value. Similar to the meteorological and hydrological droughts of 
selected rainfall and streamflow stations, high inter-arrival times of low flow events in the 
reservoir inflow are found from 2010 to 2012 because of the La Niña events in 2010 and 2011.  
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Figure 4.25 ITA of inflow drought severity 
 
 
Figure 4.26 Change point detection of inflow drought severity using Sequential 
Mann-Kendall test 
 
 
Figure 4.27 (a) Inter-arrival times of inflow drought events and (b) Standard linear 
regressions of inflow drought events 
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4.11 Summary 
 
This chapter has investigated the temporal trends of drought severity for different 
rainfall and streamflow stations across the upper part of the Yarra catchment. In this study, a 
drought event is considered to begin when the precipitation (streamflow) value drops below a 
given threshold equivalent to SPI (SHDI) = 0. In order to perform the trend identification of 
meteorological drought severity, the lowest rainfall value (corresponding to the highest 
negative SPI value) was selected for each year to develop meteorological drought severity time 
series (denoted as the annual maximum severity (AMS) series). Similarly, the lowest 
streamflow value (corresponding to highest negative SHDI value) was selected to establish 
hydrological drought severity time series.  
 
The non-parametric Mann-Kendall test, the Modified Mann-Kendall test and 
Innovative Trend Analysis (ITA) methods were used to detect the monotonic trends in AMS 
series for all the stations and the results were interpreted with a 5% level of significance. The 
basic Mann-Kendall test identified significant decreasing trends for four stations (Black Spur, 
Powelltown, Alderman Creek and Little Yarra). Because of the presence of serial 
autocorrelation in the AMS series of some of the stations, the Modified Mann-Kendall test was 
employed and two more stations have significant decreasing trends in addition to the number 
of stations found using the basic Mann-Kendall test. These two stations were Warburton and 
McMahons Creek.  
 
Next, the ITA method was applied to the same stations to evaluate the trends of low, 
medium and high levels in the drought severity series. The results indicated that ITA detected 
some positive or negative trends in the AMS series for the other four stations (Reefton, 
Marysville, Walsh Creek and O’Shannassy) in spite of the fact that the basic and Modified 
Mann-Kendall did not provide any trend for these stations. The Modified Mann-Kendall and 
the ITA test detected similar trends (significant decrease) for some of the stations (Warburton, 
Black Spur, Powelltown, Alderman Creek, Little Yarra and McMahons Creek). More specific 
trend results were reported by the ITA method. For example, the Modified MK test identified 
no trend for Reefton station whereas the ITA method detected a decreasing trend in low values 
of AMS for this station. As low AMS values correspond to extreme drought conditions, 
decreasing trends in low AMS values reveal the increase of extreme drought conditions. Based 
on the results of the ITA method for other stations, it is observed that extreme drought situations 
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are more likely to appear in Reefton, Warburton, Alderman Creek, Little Yarra, McMahons 
Creek stations. In contrast, extreme drought conditions are expected to decrease as the low 
AMS values show increasing trends for Powelltown and Walsh Creek stations. However, these 
two stations are expected to encounter moderate to mild drought conditions in future according 
to the results of the ITA method. The Sequential Mann-Kendall test was used to identify the 
change points of the AMS series for all the stations, and the start of the abrupt change points 
for most of the stations were found during the Millennium Drought period (1996 to 2009) in 
Victoria, Australia. However, traces of significant trends were evident in different years for 
different stations. 
 
Finally, a statistical framework and methodology have been proposed for the analysis 
of the changing patterns of drought frequency across the Yarra River catchment. In this part, 
6-month cumulative values of rainfall and streamflow were used to identify drought events. 
The limitation of parametric approaches has been overcome by the use of counted inter-arrival 
data series which follow a Poisson distribution. The trends in the arrival rate of drought events 
were then tested using linear regression methods. The inter-arrival times of drought events 
shows high variability. For the rainfall stations, the intervals between discrete drought events 
vary between 3 months and 35 months. In contrast, the inter-arrival times of such extreme 
events fluctuate between 3 months and 68 months at streamflow stations. However, 
hydrological drought events reveal higher variability on inter-arrival times compared to 
meteorological drought events. Due to La Niña events in 2010 and 2011, there are high inter-
arrival times for both rainfall and streamflow stations between 2010 and 2012. The results of 
meteorological and hydrological drought events are consistent with the SPI and SHDI 6-month 
series, respectively. All stations exhibit insignificant decrease in intervals between successive 
drought events. This means that droughts are becoming more frequent within this catchment. 
This knowledge of the changing patterns of drought in this catchment will provide vital insights 
to water authorities for the planning of drought mitigation strategies.  
 
As discussed in Chapter 1, the main objective of this study is to examine reservoir 
storage conditions during drought periods. First, the aim of this chapter was to determine the 
trends in drought characteristics of the area surrounding the study reservoir (Upper Yarra). 
Following that, the chapter has identified the changing patterns of drought characteristics of 
the inflow to the study reservoir (Upper Yarra). 
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The study area is a remarkable resource for the supply of water to the Greater 
Melbourne region. Therefore, the occurrence of more frequent and severe droughts would be a 
real threat for water resource harvesting and storage, which would affect the supply system 
severely. Generally, careful management of water resource systems during droughts is 
controlled by placing restrictions on water use. Hence, the water authority should have 
knowledge of historical drought trends and the level of drought at which precise bans on water 
use in particular areas should be imposed.  
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Chapter 5 
Overview of Modelling Software Source and Preliminary Analysis of 
Storage Data 
 
5.1 Introduction 
 
Drought is a multi-dimensional natural phenomenon that persists sufficiently long to 
adversely affect different aspects of human life such as the environment, industry and the 
economy. Appropriate drought monitoring tools and early warning systems will assist with the 
development of drought management plans. Over the last few decades, many parts of Australia 
have suffered drought events following rainfall shortages which have induced burdens on rural 
and urban water resources (Rahmat et al., 2015a). The 13 years of the Millennium drought 
(1996-2009) affected most of the southern and eastern parts of Australia. During this drought 
period, inflows into Melbourne Water’s four main reservoirs (i.e. Thomson, Upper Yarra, 
O’Shannassy and Maroondah) declined to below the long-term average (Tan and Rhodes, 
2013). The recorded low inflows resulting from precipitation deficits created long-term water 
shortages, which posed severe challenges to the management of the water resources system. 
Therefore, analysis of water supply systems under drought conditions has received increasing 
attention in recent years (Trinh et al., 2017). Severe droughts deplete reservoir storages to 
critical levels, leading to future water supply shortages. Therefore, the water authorities need 
to forecast the characteristics of a developing drought before planning any drought response 
strategy (Karamouz and Araghinejad, 2008). Many studies have found that drought severity 
and frequency are becoming more intense due to climate change and global warming, causing 
serious problems in the management of water resources systems (Orlowsky and Seneviratne, 
2013, Trenberth et al., 2014, Shiau and Lin, 2016). Historical records show that severe and 
extreme droughts are becoming more frequent in the study catchment (the Yarra River).  
 
The occurrence of frequent droughts in the study catchment as well as increasing 
demand with population growth have created severe challenges to the management of the water 
supply system to the Greater Melbourne area for many years. Therefore, comprehensive 
monitoring of drought events is essential in this catchment to enable the development of 
detailed drought management plans. Reservoirs are the key element in the water supply and 
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distribution system. Their functionalities are severely impacted during and after drought 
periods. Therefore, it is important to perform drought risk assessment in reservoir systems. 
Many researchers have evaluated reservoir conditions due to the effects of drought (Hirsch, 
1981, Shih and ReVelle,1994, Haro et al., 2014, Demertzi et al., 2014, Udall and Overpeck, 
2017). Although some studies have identified the effects of long-term droughts on the 
performance of reservoir systems, there is still room for the improvement of drought risk 
assessment in reservoir systems considering the initial storage volumes at the commencement 
of a drought event with a certain severity and duration and its impact on ultimate water storage 
level at a given time, especially in Australia. The present research employs a probabilistic 
approach to identify the occurrence of a reduction in reservoir storage level below a 
predetermined stage with respect to initial storage levels at the commencement of a drought 
event along with the likelihood of various drought circumstances. 
 
In this study, knowledge of drought characteristics affecting the storage level is used in 
the integrated modelling software Source to measure reservoir storage levels for different 
drought scenarios. The software can quantify and predict water level and its related constituents 
in a river system (Dutta et al., 2013). This software has an inbuilt system for rainfall runoff 
modelling and estimating environmental and urban demand. It can also optimize the calibration 
of catchment rainfall-runoff and river routing parameters (Welsh et al., 2013). Here, the 
evaluation of reservoir storage levels due to different drought circumstances is conducted by 
developing a reservoir system in Source. For this purpose, this study has constructed a reservoir 
system model using Source software. The development of a demand model for urban water 
requirements is a prerequisite to the production of a robust reservoir system in Source. In the 
next chapter an equation for urban water demand is developed, which is needed for the 
successful execution of the developed model in Source. The modelling procedure of the 
demand function is described in detail in Chapter 6. 
 
 The impact of drought events on reservoir storage condition is commonly assessed 
based on the characteristics of inflow entering the reservoir. Therefore, this study attempts to 
measure the properties of drought events (severity, duration and frequency) of the inflow to the 
reservoir. The information is then triggered into the reservoir model prepared using Source. 
Details of the drought characteristics of inflow to the reservoir are presented in Chapter 3 (refer 
to Section 3.10). Different drought scenarios are contemplated in Chapter 7 (refer to Section 
7.4), based on different drought characteristics (severity, duration and annual exceedance 
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probability of drought events) of inflow to the reservoir. The generated drought scenarios are 
applied with different initial storage volumes to the reservoir model constructed by Source to 
identify the final status of the reservoir in a probabilistic way. Moreover, probabilistic design 
methods are conceivable than deterministic approaches when applied to the assessment of 
reservoir conditions (Erdik et al., 2013). In probabilistic approaches, both load and resistance 
parameters are regarded as random variables which can produce more plausible results more 
often than any deterministic way which is conservative in nature by taking a single design 
value. However, compliance with an over-conservative single value may not provide 
appropriate results. Therefore, this study trials probabilistic approaches with two random 
variables to evaluate reservoir storage conditions under different combinations of drought 
severity and initial storage volume. A detailed arrangement of scenarios developed from 
several combinations of selected random variables for use in the constructed reservoir model 
are described in Chapter 7 (see Section 7.4).  
 
5.2 Development of reservoir system model in Source  
  
The eWater Source software is an integrated modelling tool in the TIME framework 
(Rahman et al. 2003), based on the E2 catchment modelling approach (Argent et al. 2009), 
which can be used to specify almost all sectors of water resources systems. It was developed 
by the eWater CRC in collaboration with several of its research and industry partners. The 
software is an extended version of the E2 modelling framework (Argent et al., 2009). This E2 
framework was initially utilized for modelling catchment hydrology and evaluating the water 
quality of unregulated systems in the upland. Terrestrial and aquatic environmental systems 
were then integrated in the E2 approach in order to apply it in regulated river systems. This E2 
approach is itself included in the TIME framework (Welsh and Black, 2010). TIME is an 
environmental software library which provides adaptable environmental modelling by the use 
of metadata and the implementation of software reflection (introspection) mechanisms.  
 
Originating from the concept of TIME and E2, Source can assist in the planning and 
management of integrated catchment and river systems as well as operations with various 
model circumstances. Simulation in Source is performed by adopting seven major components. 
These are i) catchment runoff; ii) river system network; iii) interactions between river and 
groundwater systems; iv) water quality; v) river regulation and storages; vi) demands (urban, 
irrigation and environmental) and vii) complex river management rules. Each component 
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consists of several sub-components which signify the methods, guidelines and strategies 
required for simulation purposes (Welsh et al. 2013). In Source, a node-link structure is 
manoeuvred to simplify a complex river network (Dutta et al., 2014). The beginning and end 
of a river system are initiated with the application of nodes which are connected with each 
other by links. Flows from the surrounding tributaries of any node within a network are allowed 
to enter that node as inflow. Moreover, a river network is also fed by the inflows from the 
neighbouring regions at suitable points in the network. Flows and constituents can be routed as 
well as transferred between nodes with the support of links. The length of a stream is commonly 
signified by a link. In a river network, a node serves as a physical entity along the river, which 
either collects or releases flows. It is also responsible for storage, extraction or any loss of flow. 
Nodes help in the effective implementation of management rules, since these rules are 
important for regulating the river in an efficient way. Nodes also keep track of the amount of 
water ordered and extracted by the users. Welsh et al. (2013) provide detailed information 
about the node-link structure. This chapter describes the components of the river operation 
mode for the development of a model of the reservoir system by a node-link structure.  
 
5.2.1 Details of the study reservoir and the water supply system in Melbourne 
 
The aim of this study is to develop a methodology for the investigation of reservoir 
storage conditions during drought periods in a probabilistic way. A case study was performed 
with the Upper Yarra reservoir located in the upper part of the Yarra catchment. This catchment 
plays a significant role in Melbourne’s water supply and distribution system. Each year about 
70% of the drinking water for the Greater Melbourne region is supplied by this catchment 
(Melbourne Water, 2016c). Ten major reservoirs are supplied by this catchment, of which 
seven (Upper Yarra, Sugarloaf, Silvan, Yan Yean, Greenvale, Maroondah and O’Shannassy) 
are located within the catchment and Thomson, Tarago and Cardinia are situated outside the 
catchment. A schematic view of the water supply system for Melbourne is presented in Figure 
5.1, which includes harvesting reservoirs as well as seasonal storage reservoirs, major inflows 
and transfers between the reservoirs. Of these ten major reservoirs, four are involved in 
collecting maximum amounts of water (Thomson, Upper Yarra, Maroondah and O’Shannassy) 
and are therefore termed water-harvesting reservoirs. They have been responsible for supplying 
major portion of the drinking water for Melbourne for more than 100 years (Barua et al., 2012). 
However, this study used the Upper Yarra reservoir as a case study to conduct drought 
assessment.  
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Figure 5.1 Melbourne’s water supply system (Kodikara et al., 2010) 
 
The Upper Yarra reservoir is the third largest water reservoir in Melbourne. It was 
constructed in 1957 and has a capacity of 200,579 ML at full supply level. The total catchment 
area surrounding the reservoir is about 33,670 hectares with a total surface area of 75 hectares.  
At full supply level, the top water elevation is about 366.6 mAHD. For flood mitigation 
purposes, the storage is kept at a level below 185,000 ML (BoM, 2018b). In the Upper Yarra, 
most of the water has been collected from the surrounding uninhabited and restricted forested 
areas of the upper reaches of the Yarra catchment. As the water collected from these catchments 
is quite pure, minimal treatments (disinfection and fluoridation) are needed before being 
distributed to the customers. This reservoir also accepts water from the Thomson reservoir 
under gravity via the underground Thomson–Yarra Tunnel from about November to April each 
year (Figure 5.1). The Thomson–Yarra Tunnel is approximately 35 kilometres long with a 
diameter of 3 metres (BoM, 2018a). The Thomson is the largest reservoir in Melbourne with a 
capacity of 1,068,000 ML and is situated approximately 200 kilometres from Melbourne 
(Melbourne Water, 2016a). Because of its large storage capacity, this reservoir contributes to 
long-term drought security. From the Upper Yarra, the collected water is transferred further to 
the Silvan Reservoir daily, via the Yarra–Silvan and Yarra Valley conduits, mostly by gravity 
flow. During the flow journey to Silvan, further water is added from the tributaries of the Upper 
Yarra reach and the areas surrounding O’Shannassy reservoir, thereby modifying the natural 
flow regime of the Yarra River and its tributaries (EPA Victoria, 1999).  Regular assessment 
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of catchment conditions is required during the peak inflow months in order to ensure that the 
Upper Yarra harvests sufficient volume of water before further transfer to the Silvan reservoir. 
The storage of Upper Yarra is expected to be filled to its interim 90% of target level during wet 
periods. However, it is anticipated to have full capacity earlier than the inception of the dry 
period when water demand is high.  
 
Water from Silvan is delivered to the south-eastern part of Melbourne. However, a 
portion of the water is piped to Cardinia reservoir which supplies water to the southern part of 
Melbourne (Polychronopolous et al., 2003). The total water requirements of the Greater 
Melbourne region are mainly controlled by Melbourne Water with the assistance of three water 
retailers: City West Water (CWW), South East Water (SEW) and Yarra Valley Water (YVW) 
(Roozbahani et al., 2012, Melbourne Water, 2017a). These three water retailers purchase bulk 
water from Melbourne Water and distribute it within their designated licensing regions. 
However, a limited amount of water is pumped from the Yarra River and treated before 
supplying the Sugarloaf reservoir. High operational cost is involved in producing this high-
quality water. The Melbourne Water (MW) authority has the obligation that minimum flow 
requirements should be ensured in all the stream locations along the Yarra River downstream 
of the Upper Yarra reservoir. Therefore, the authority needs to estimate the releases from the 
Upper Yarra to meet river losses, downstream demand and minimum flow requirements. When 
water is released or transferred from the Thomson reservoir to meet urban and ecological flow 
demands, a small amount of hydropower is also generated as a by-product. However, in 
Australia, especially in Melbourne, the urban water authority has been experiencing great 
challenges in meeting future demands owing to the rapid growth of population which has been 
exacerbated by recurrent droughts over recent years. 
 
The aim of this study is to develop a methodology to investigate the risk of the Upper 
Yarra reservoir emptying during drought periods. Therefore, it involves the evaluation of the 
efficiency and suitability of Source software to develop a complex and structured reservoir 
system model and assess the applicability of the established system under different drought 
circumstances. The traditional approach to reservoir modelling using spreadsheets requires 
significant manual input. However, the operational model developed in Source for the Upper 
Yarra includes flow routing techniques with appropriate lag and attenuation, recognising the 
demands of water users, river losses, alteration of unregulated flows and losses due to 
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evaporation. The model developed in Source can also anticipate river flows and releases from 
the reservoir considering demand volume, minimum flow entitlements and the reduction of 
tributary flows. As a whole, the software is very flexible, readily customisable under different 
conditions and easily available for updates when required.  
 
Over the last few decades, the Yarra River catchment area has been significantly 
affected by several drought events, which generated acute water shortages in rural and urban 
environments. In Melbourne, the four most important harvesting reservoirs (Thomson, Upper 
Yarra, Maroondah and O’Shannassy) yield the dominant portion of potable water required by 
consumers. However, reduced rainfall for lengthy periods over the surrounding catchments 
tends to drive lower volumes of water into the reservoir. Figure 5.2 shows the historical flow 
volumes entering these major reservoirs according to records starting from 1913. The long-
term average inflow is 615 GL/year for the period 1913-1996 (Tan and Rhodes, 2013). From 
1996-2009, Victoria experienced a severe drought which critically affected the storage. This 
particular drought event is termed the Millennium Drought. During these 13 years (1997-2009), 
the surrounding catchments produced consistently below-average water due to less rainfall. 
Thomson has reached the lowest point of only 16% of its capacity, which is alarming. The 
other reservoirs also harvested low inflows, resulting in a sharp reduction of storage volumes. 
As a result, average inflow dropped to 376 GL/year over the period 1997 to 2006 (Tan and 
Rhodes, 2013). After this period, there was a sign of improvement in the collection of receiving 
water into the reservoirs due to higher rainfall. However, it takes several years of above-
average rainfall to recover the storages. Consequently, the long-term average for the period 
1913-2016 became 573 GL/year (Melbourne Water, 2018a). In addition, low storage levels 
lead to extinction of habitats for various animals resulting from ecosystem variations. Figure 
5.3 depicts the historical inflow values into the Upper Yarra reservoir. The long average inflow 
values critically reduced to 91GL/year from 1997-2009, whereas before that the long-term 
average inflow was 139GL/year from 1958 to 1996.  
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Figure 5.2 Historical annual inflow into Melbourne’s four major reservoirs (Tan and Rhodes, 
2013) 
 
Figure 5.3   Historical inflow into Upper Yarra Reservoir (Melbourne Water, 2018a) 
 
Table 5.1 indicates the inflow conditions for each reservoir where the period is divided 
into two periods. One is 1975 to 2017 and the other is 1997 to 2017.  All the reservoirs collected 
less water in the second period. It is noticeable that after the start of the Millennium Drought, 
average annual inflows reduced greatly, as a result of reduced average annual rainfall (Table 
5.1). The ratio of storage capacity and mean yearly inflow is high for the Thomson and Upper 
Yarra reservoirs, whereas the ratio is low for Maroondah and O’Shannassy reservoirs for both 
periods. Each year Maroondah and O’Shannassy reservoirs stereotypically spill in the wet 
months. Releases from these two reservoirs are controlled in such a way that high spillways 
can be avoided, while Thomson transfers out to the Upper Yarra reservoir to maximise drought 
reserves.  
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Table 5.1 Inflow and rainfall of Melbourne’s four major reservoirs (Melbourne 
Water, 2017a) 
Time 
period 
Reservoir 
Storage 
(GL) 
Catchment 
area (ha) 
Avg. 
annual 
inflow 
(GL) 
Avg. 
annual 
rainfall 
(mm) 
Ratio of 
reservoir 
capacity to 
avg. annual 
inflows 
July 1975-
June 2017 
Thomson 1,068 48,700 206 1,017 5.20 
Upper Yarra 201 33,170 129 1,050 1.60 
Maroondah 22 12,904 82 1,058 0.27 
O'Shannassy 3 11,880 91 1,287 0.03 
July 1997-
June 2017 
Thomson 1,068 48,700 173 978 6.20 
Upper Yarra 201 33,170 96 993 2.10 
Maroondah 22 12,904 74 983 0.30 
O'Shannassy 3 11,880 78 1,236 0.04 
 
5.2.2 Data collection and Source set-up for model development 
In order to develop the Upper Yarra reservoir model in Source, the hydrometeorological 
data (daily inflow data for Upper Yarra, rainfall data over the surface of the reservoir, 
evaporation data from the reservoir) and storage data were collected from various sources. The 
inflow, rainfall and evaporation data were collected from Melbourne Water (Melbourne Water, 
2018a, Melbourne Water, 2018b). Reservoir storage data with time were extracted from the 
Bureau of Meteorology (BoM, 2017c), and level-volume-discharge relationships were 
collected from Melbourne Water (Melbourne Water, 2017). Figure 5.4 illustrates the schematic 
diagram of the Upper Yarra reservoir system operational model developed by the node-link 
set-up in Source. In general, river reaches and canals are represented by links. However, 
physical processes in river systems (i.e. inflow, storage, gauging) along with regulatory and 
management activities (demands and minimum flow requirements) are signified by nodes.  
 
Inflows to the Upper Yarra reservoir are represented by a single inflow node. The 
inflows are measured by the daily mass balance method, which includes the consideration of 
the role of ungauged tributaries in flow measurement (Dutta et al., 2013), therefore, providing 
a reasonable measurement of inflow ahead of the forecast period. The large networks of 
tributaries in the forested areas, upstream of the Upper Yarra reservoir, harvest water and drain 
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to the reservoir. The Upper Yarra reservoir is also fed by water transported from the Thomson 
reservoir. In order to keep the model simple, the total flow is represented by the inflow node in 
the Upper Yarra model. This inflow node accounts for flows from both gauged and ungauged 
tributaries, as well as the flow from the Thomson. Total inflow data from July 1983 to 
December 2017 are inserted under the inflow node.  
 
Figure 5.4 Schematic diagram of Upper Yarra reservoir system 
 
The storage node designates the storage of the Upper Yarra. Under the storage node, 
the dimensions of the reservoir are configured with detailed information (including full supply 
level, surface area at full supply level and dead storage capacity.) (Table 5.2). The level-
discharge relationship is also introduced in the storage node for the purpose of analysis. Total 
outlet capacities are arranged based on maximum and minimum operating targets. Outlet paths 
consist of a single valve with a supply link for releasing water and a single gated spillway with 
a link providing provisions for spillways. The capacity of the release valve should be arranged 
in such a way that the downstream demand should be executed fully. Moreover, the storage 
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should be kept within acceptable limits for future functions. Two release methods are used for 
storage options in Source: The Backward Euler method and the piecewise-linear integral 
method. Storage is configured with a monthly pattern of operating targets which is the 
minimum water requirement in each month in case of the piecewise-linear integral method, 
while the Backward Euler method is used for storage evaluation. However, this study 
acknowledges the application of the piecewise-linear integral method in Source, in which 
operating level functionality is not considered.  
 
There is one minimum flow node downstream of Upper Yarra, representing the 
minimum flow requirements. This node enables the water authority to introduce either a 
monthly pattern, reflecting the least possible entitlements of flow at any time throughout the 
year, or any fixed value. In order to avoid complexity, and as recommended by Melbourne 
Water, a constant value is assigned as the minimum flow requirement downstream of the Upper 
Yarra reservoir. One flow gauge node is allocated within the Upper Yarra operation model. 
This characterizes all flows along the Yarra River. The gauge node can be used to make 
comparisons between the historical observed flows and the model outputs. The supply node 
indicates the physical constraints of supplying water from a given location. All the orders 
should be placed at this point, which is subsequently connected to the water demand node. In 
order to keep the existing model simple, total urban water demands are represented as a single 
demand point mainly delivered from the Upper Yarra reservoir. In Source, demand is defined 
by a water user node. The Upper Yarra reservoir is responsible for supplying all the demands 
from the Greater Melbourne region. It supplies water to the Silvan reservoir, which permits the 
extraction of the volume of water demanded by the end users. Cardinia reservoir receives water 
from the Silvan reservoir and serves some parts of Greater Melbourne (suburban areas south-
east of Melbourne) (Melbourne Water, 2017a). However, Melbourne Water manages the entire 
demand and supply procedures in the Greater Melbourne area.  In this study, a water demand 
function is developed for the Greater Melbourne region as demand is mainly served by the 
Upper Yarra reservoir for this area. In Source, the forecast demand is used as a manual input 
under the water user node.  
 
The inclusion of water demand in reservoir system modelling depends on several 
factors including types of use, climatic conditions, characteristics of individual users, 
availability of sources of water, and water trading considerations. The efficiency of water 
resources management is critically affected by stable water demand models. Accuracy in water 
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demand modelling assists policy makers by providing information about the potential 
consequences of system changes (Zaman et al., 2007). In Source, water demand is represented 
in three forms (Welsh et al., 2013): urban water demand, irrigation demand and environmental 
demand. Releases from the Upper Yarra reservoir mostly serve the urban water requirement. 
Therefore, only urban demand is considered and modelled here. Source supports the use of 
regression relationships based on historical data. The development of urban water demand for 
the Greater Melbourne area for initiating the constructed reservoir system model is reported in 
Chapter 6.   
Table 5.2 Documented information for Upper Yarra reservoir 
Storage 
Name 
Capacity 
(ML) 
Operator 
Catchment 
Area (Ha) 
Full supply 
level 
(mAHD) 
Surface 
Area 
(Ha) 
Dead 
storage 
Capacity 
(ML) 
Upper 
Yarra 
200,579 
Melbourne 
Water 
33,670 366.6 75 4,406 
(Source: BoM, 2018b) 
 
5.2.3 Model calibration 
 
The calibration of any developed model involves a systematic run of the simulated 
model in which model outputs are compared with the observed data for a certain period of time. 
In hydrological studies, calibration techniques produce models which can replicate the nature 
of the study catchment with sufficient precision according to specified performance criteria. 
Two different approaches are available for assessing the accuracy of the established model: (1) 
trial and error manual parameter adjustment and (2) automatic, numerical parameter 
optimization. However, the trial and error method is the most widely used and recommended 
method for calibration (Refsgaard and Abbott, 1996). The trial and error method is generally 
carried out by the manual assessment of parameters based on the consideration of several 
simulation runs. The efficiency of the trial and error method can be obtained by the use of a 
good graphical illustration. The calibrated model should undergo adequate validation which 
substantiates a satisfactory range of accuracy consistent with the intended model. In model 
validation, the parameter values are kept consistent with the values set during the calibration 
period to simulate the responses of the developed model. When the accuracy and predictive 
capability during the validation period are found to be within acceptable limits or provide 
acceptable errors which are specified in the performance criteria, the model is regarded as 
validated. In addition, during the calibration process, different accuracy criteria can be utilized 
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to compare the simulated and observed data. Accuracy criteria investigate the goodness of fit 
of each of the model parameters to evaluate the complete understanding of the model output 
and the observed data.  The selection of appropriate criteria depends on the type of information 
available, such as flow discharge, flow level, and soil moisture content, as well as the objective 
of the model. In the present study, the capability of Source for modelling the Upper Yarra 
reservoir system was assessed by the trial and error method for 30 years and was then validated 
for the period of 4 years. The performance of the model was also examined by two goodness 
of fit tests, namely percent bias (PBIAS), and Nash-Sutcliffe efficiency (NSE). The details of 
the procedures and the related results are described in Section 5.3.  
 
5.3 Storage calibration and preliminary analysis of storage   
 
The calibration of the storage of the Upper Yarra reservoir was performed to determine 
whether the results produced by model developed by Source would be identical to the observed 
storage. In the calibration process, the behaviour of the simulated storages is expected to lie 
within the satisfactory limit of that which is observed when running the model using historical 
data. The calibration was carried out using a 30-year period. The observed storage volume was 
then compared with the modelled storage volume over this 30-year period. The method of 
calibrating storages using the Source software is very simple and effective in detecting which 
node configurations are responsible for causing erroneous model results as well as changing 
the storage levels from the expected conditions.  
 
In this study, the Upper Yarra reservoir was modelled in Source after collecting the 
data. Most of the data were obtained from Melbourne Water (full supply level, surface area at 
full supply level, dead storage capacity, node elevation, rainfall over the surface of the 
reservoir, evaporation from the surface of the reservoir etc.). However, Melbourne Water was 
hesitant to provide the capacity of the water release valve for reasons of confidentiality and 
requested the author to assume any random value and check the results during the calibration 
process. In addition, the intention of this study was to develop a methodology for investigating 
drought impacts on reservoir storage conditions. Therefore, assuming a value for valve capacity 
would not impact the main purpose of this research. Valve capacity was adjusted in such a way 
to make a set value in terms of the level of storage and the maximum discharge capacity at that 
level.  First, random sets of data were applied as valve capacity and the model was run for each 
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case during the period from July 1983 to December 2013 to inspect the conditions of the 
storages.  
 
Figure 5.5 illustrates the results of storage conditions for one set of valve capacity data 
applied in the reservoir model. As the figure indicates for some periods, the storage volume 
deviates markedly from the original value. This implies the necessity of sensitivity analysis, 
since a hydrological model may be very sensitive to changes in parameter values. As the valve 
capacity of the reservoir was the only unknown input to be configured, it was assumed to be 
the most sensitive parameter.  A number of sensitivity tests were carried out with different sets 
of valve capacity. Figure 5.5 illustrates an example of the variation of storage volumes with 
time. The percentage changes of the simulated storage volumes are high in many cases (varying 
from 10%~40%). Finally, one set of appropriate valve capacity data (based on the level-
discharge relationship) was selected by the trial and error method which exhibits a low 
percentage of deviation of the modelled values from the observed values (Figure 5.6). Next, 
the model was validated with four years of data (January 2014 to December 2017). The 
performance of the results with the selected valve capacity was evaluated by two performance 
indicators (PBIAS and NSE) for modelling and validation periods (Table 5.3). The results 
indicate that the simulated model exhibits a good fit compared to other sets of valve capacity 
(reasonable values of NSE and PBIAS). Therefore, this same model was utilized for further 
analysis, as described in Chapter 7. 
 
 
Figure 5.5 Time series of storage volumes with one random valve capacity value 
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Figure 5.6 Time series of storage volumes with selected valve capacity value 
 
Table 5.3 Performance evaluation of developed reservoir system model 
Performance 
indicators 
Modelling period 
(July 1983-Dec 2013) 
Validation period 
(Jan 2014-Dec 2017) 
NSE 0.81 0.61 
PBIAS 0.46 0.94 
 
5.4 Correlation analysis between reservoir inflow and storage volume 
  
Reservoirs are the most fundamental infrastructure which play a vital role in flood 
prevention and drought management. Reservoirs have the function of storing water and 
supplying it in dry seasons. Fluctuations in water levels in reservoirs are observed by filling 
and emptying techniques as a consequence of irregularities of inflow to the reservoir. 
Inconsistent precipitation and variability of the hydrological regime mainly account for inflow 
irregularities (López-Moreno et al, 2004). Reservoirs retain large volumes of storm runoff in 
wet seasons and the storage level therefore becomes high. In dry seasons, the collection and 
release of reservoir water evolves with incoming flow discrepancies over a large time-scale of 
several months. For reservoirs with large storage capacity, the variations of storages depend on 
several main factors, such as variability of inflow to the reservoir, flood protection measures 
in the reservoir, irrigation demand, environmental flows, and others. Reservoirs have the 
responsibility of regulating surface water flows to accomplish desired specifications. Long-
term climate change can disrupt reservoir systems as a consequence of the dramatic decline of 
incoming flows. While prolonged drought may cause the reservoir feeding area to be more 
susceptible to changes in precipitation and temperature, inflow reductions make the storage 
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increasingly sensitive to changes in adequate water supply to fulfil downstream requirements. 
Reservoirs may lose their efficiency and functionality due to inadequate inflow. Persistent 
drought can exacerbate this tendency, as reservoir operation and management are controlled 
by the storage and the volume of incoming flow to the reservoir. Therefore, it is crucial to 
determine the relationship between storage and inflow before planning any drought mitigation 
scheme.  
 
The supply of water from the reservoirs is completely controlled by the relationship 
between the inflow and the storage volume. Because of the existence of close and complex 
connections between these two hydrological variables, it is important to describe their 
relationship in order to achieve appropriate reservoir management and drought mitigation. 
Generally, storage response to climate is seasonally susceptible all through the year (García-
Ruiz et al., 2008). The downstream release of water from reservoirs largely depends on both 
storage and inflow volume at various times of the year. For instance, the execution of 
downstream high-water demand from December to March depends on the amount of storage 
at the end of spring (late November), while in turn the desired storage is achieved by inflow 
accumulated in the wet season. The storage volume shows a much more marked response to 
inflow volume over a long scale (García-Ruiz et al., 2008). The spatial and periodic fluctuations 
in the sequence of reservoir inflow make it hard to develop scale-invariant control on the 
storage volume.  
 
As the aim of this study is to evaluate the impacts of drought events on storage 
conditions, it is important to detect the correlation between inflow and storage volume to 
evaluate how storages change with changing inflow over time. A number of correlation 
methodologies are available for the development of the statistical dependence between random 
variables, such as Pearson’s correlation coefficient r (Gayen 1951; Adler and Parmryd 2010), 
Spearman’s rank coefficient ρ (Yenigün et al., 2008; Yue et al., 2002; Kendall and Gibbons 
1990; Borroni 2013), and Kendall’s τ (Kendall 1948; Genest and Favre 2007). Correlation 
analyses measure the stability of dependency between two random variables. When the 
variables are normally distributed, the parametric Pearson test is suitable for correlation 
analysis. However, non-parametric Spearman’s ρ and Kendall’s τ test are suitable for data with 
non-normal distributions. Both correlation analyses are flexible and are able to describe the 
relationship between two variables using monotonic functions. The correlation coefficient 
varies between plus one to minus one. However, a common rule of thumb is that values between 
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-0.7 to 0.7 are considered to be good association between variables (Babel et al., 2007). This 
study employed the non-parametric Spearman’s ρ correlation coefficient to measure the degree 
of relationships between two random variables based on rank observations. The test can 
determine the correlation between the same series of observations. The Spearman’s rho test 
statistic, rs and the standardized test statistic, ZSR , are calculated using Equations 5.1 and 5.2 
(Sneyers, 1991): 
 
𝑟𝑠 = 1 − 
6 [∑ (𝑅(𝑥𝑖)−𝑖)
2𝑛
𝑖=1 ]
(𝑛3−𝑛)
                  (5.1) 
𝑍𝑆𝑅 = 𝑟𝑠 √
𝑛−2
1−𝑟𝑠
2                   (5.2) 
where, R(xi) is the rank of the i
th observation xi in the time series and n is the length of 
the time series. Positive values of ZSR indicate a positive correlation, while negative ZSR indicate 
a negative relationship between two variables. At the 5% significance level, the null hypothesis 
is rejected if |Z|>1.96. A greater magnitude of the Z value indicates that the correlation is more 
statistically significant. To evaluate reservoir conditions during extreme events, it is necessary 
to discover the storage relationships in any specific calendar month with inflow over the past 
several months. Therefore, Spearman’s ρ is used in various time scales (1-12 months) to check 
how the storages respond to the monthly inflows. 
     
Figure 5.7 shows the monthly patterns of the inflow-storage relationships from January 
to December at different time scales. This figure indicates that inflow exhibits a small 
correlation with storage over a short time scale, while it increases progressively up to the 6-
month scale with the maximum r-value occurring on the 6-month scale. After that, a gradual 
decrease in r-values is observed with further increase in time scale. The relationship is 
noticeably moderate to high during spring (September to November) considering time scales 
varying from 4 to 6 months. The highest correlation coefficient (0.783) occurs in November on 
the 6-month scale. This high correlation exists due to high rainfall during the winter season 
(June to August).  
 
149 
 
 
Figure 5.7 Inflow-storage relationships from January to December at different timescales 
 
In contrast, weak correlation coefficients are obtained for the months of April to June 
considering longer time scales of 7 months and more (Figure 5.7). The relationships become 
slightly better during those months when short to moderate scales (1 to 6 months) are used. 
During these periods, low rainfall produces low inflow to the reservoir. In order to summarize 
the correlations for each month, a contour plot was developed which enables easy visual 
evaluation of monthly changes with respect to different time scales. 
 
 Figure 5.8 identifies that inflow volume is weakly correlated with storage volume for 
1- to 3-month and 7- to 12-month timescales in various months of a year which are apparent 
from April to June. Conversely, effective correlations are detected for 4- to 6- month timescales 
for the period September to November. The highest relationship exists during the three months 
September, October and November (0.611, 0.67, 0.74, respectively) on the 6-month scale. 
During autumn and early winter (April to June), storages are less sensitive to inflow than during 
spring (September to November). To summarize, inflow affects storage greatly during spring 
(September to November) on the 6-month scale. These results are consistent with general 
theories on the response of storages to rainfall deficits (López-Moreno et al., 2013). 
Nonetheless, this study has the limitation of utilizing time scales between 4 to 6 months (as 
correlation coefficients did not appear to be useful for assessing drought conditions).  
Therefore, this study adopted the 6-month scale as the best time scale for the evaluation of 
inflow drought characteristics of the Upper Yarra reservoir. In this chapter, drought events of 
inflow to the reservoir are already identified using the SHDI on a 6-month scale. Therefore, 
the selection of the 6-month scale is also supported by the correlation between inflow and 
storage volume. 
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Figure 5.8 Contour plot of correlation coefficients between inflow and storage volmue for 
time scales of 1–12 months 
 
5.5 Summary  
The main purpose of this study was to develop a methodology to examine the reservoir 
storage conditions due to drought impacts in a probabilistic way. The Upper Yarra reservoir 
was selected as the study reservoir to perform drought risk assessment of a reservoir system. 
The integrated modelling software Source was used to construct the reservoir system model. 
This chapter also provided a concise outline of different aspects of Source software before 
developing the reservoir system model. Details of the study reservoir and the water supply 
system in Melbourne were also described in this chapter. Historical data show that inflow to 
the reservoir is critically reduced during drought periods (especially during the 1996-2009 
drought). Therefore, the necessity of performing drought analysis in reservoir system is clear. 
 
Model development was carried out by Source software using the required inputs. 
Model calibration was also performed to evaluate the model’s efficiency. In the developed 
reservoir system model, knowledge of drought characteristics affecting the storage volume is 
activated to measure the reservoir storage levels for different drought scenarios and various 
initial storage volumes. Drought scenarios are prepared by considering different drought 
severities and durations (refer to Section 7.4). When the final storage drops below any 
predetermined level, the probability of storage falling below this level is measured by 
combining the probability of drought severity with a certain duration and the probability of the 
initial storage volume. The results are presented in Chapter 7.  
151 
 
Chapter 6 
Development of Water Demand Function  
 
 
6.1 Introduction 
 
This chapter describes the development of the water demand function used in the 
proposed reservoir system model. The projection of future water demand is a crucial aspect of 
the operation of the water supply system in an urban area. Accuracy in water demand prediction 
facilitates the assessment of the present supply scheme, the development of future financial 
preparations, prompt maintenance plans, modification of water tariffs, and optimization of the 
operations of the supply system (Choudhary et al. 2012). Furthermore, future capacity 
development, the expansion of existing resources and the formation of future demand 
management possibilities are also critically influenced by the appropriate forecast of demand. 
As a consequence, the projection of future water demand can circumvent stresses on the water 
supply system and ensure that consumers have reliable access to sufficient water. 
 
For the last few decades, accessibility to adequate water has been at risk due to many 
climatic and socio-economic issues (Gain and Wada 2014). Water paucity problems are high 
in areas where the effects of anthropogenic global warming are apparent due to reduced rainfall 
and increased temperature (Haque et al. 2017). Maintaining a suitable balance between water 
demand and supply is a challenging key to the management of available water resources in an 
optimal way. Dealing with limited water resources can be successfully achieved in urban areas 
by careful demand management policies (Price et al. 2014). Such policies encourage the use of 
water-saving appliances, the adoption of efficient water-pricing strategies, the assignment of 
water restrictions if necessary, the promotion of awareness programs among consumers, and 
the development of sustainable water supply schemes. It also reduces the high cost of water 
usage due to overuse and leakage (Adamowski and Karapataki, 2010). However, the efficacy 
of these policies crucially depends on the accurate estimation of future water demand. 
 
Precise prediction of water demand is vital in devising appropriate management 
alternatives to create a balance between supply and demand. For a long time, many researchers 
have applied different statistical approaches for the prediction of water demand over short-, 
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medium- and long-term horizons, including, time series, regression analysis, autoregressive 
integrated moving average (ARIMA), the end-user method, artificial neural networks (ANNs), 
and fuzzy logic (Singh et al. 2017, Rinaudo 2015). In general, short-term prediction is adopted 
mainly for planning and management of water distribution systems which can be carried out 
by time series and ANN models (Singh et al. 2017). Medium/long-term forecasting is 
associated with matters such as reservoir operations, upgrading of supply systems, policy 
design, and inter-basin transfer (if needed). Econometric regression and end-use methods are 
suitable for medium/long term prediction. Gato et al. (2005) developed a time series model 
considering base use and seasonal use of water to forecast residential water demand in 
Australia. Altunkaynak et al. (2005) estimated future water use in Istanbul using fuzzy logic. 
Musolesi and Nosvelli (2011) stated that water consumption is affected by climatic 
modifications. Billings and Jones (2011) and Odan and Reis (2012) adopted multilinear 
regression for the estimation of urban water demand. Domestic water demand was forecast for 
a long-term period with ANN by Behboudian et al. (2014). Yang et al. (2017) forecast industrial 
water demand using case-based reasoning (CBR) in China. Singh et al. (2017) predicted urban 
water supply using stepwise multiple linear regression in India. During the last few decades, 
multiple regression analysis (MRA) has become popular for forecasting water demand in urban 
areas (Babel and Shinde 2011, Haque et al. 2013). However, it may produce incorrect results 
in prediction models due to high correlations between independent variables 
(multicollinearity). The presence of correlation between two variables can not only affect the 
estimation of variance of the coefficient but also makes it very sensitive to minor changes in 
the model. Therefore, multi-collinearity makes coefficient estimation ambiguous and difficult 
to interpret. As a result, identification of the statistically significant variables in the modelling 
framework becomes quite challenging. In order to overcome this complication, principal 
component regression (PCR) may be a good choice, formulated by combining MRA and 
principal component analysis (PCA) to eliminate correlation problems.    
 
In PCR, principal components are considered as independent variables rather than using 
the original variables (Pires et al., 2008). The correlations between the multiple variables are 
analysed to reveal the common platform across all these variables. In PCR, the observed set of 
inter-connected independent variables is modified to develop new sets of variables ensuring 
inter-independence, which are termed principal components (PCs) (Azid et al., 2014). As PCs 
optimize spatial patterns, they eliminate the correlation complexities among the variables. 
Moreover, PCR assists in detecting the most noteworthy factors to achieve accurate prediction 
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(Singh et al., 2013). Researchers have used the PCA technique for various purposes for a long 
time. For example, Koo et al. (2005) applied the PCR technique to the estimation of future 
water demand in two districts in Korea and resolved the problems associated with negative 
regression coefficient incurred by population by the newly- developed equation. Choi et al. 
(2010) used a comprehensive statistical approach applying principal component and cluster 
analysis to forecast water consumption for a large area covering a number of cities in Korea. 
They included principal components in the multiple regression method (MRA) and identified 
that the accuracy of prediction of water demand was better than the traditional multiple 
regression approach. Moradkhani and Meier (2010) adopted PCR for forecasting long-lead 
water supply. Kumar and Goyal (2011) estimated the air quality index (AQI) in Delhi, India 
using the PCR technique. Liping and Binghui, (2013) used principal components in multiple 
linear regression to predict chlorophyll-a in the Daning River of the Three Gorges reservoir. 
Haque et al. (2013) used the PCR model to estimate future water demand in the Blue Mountains 
region of New South Wales, Australia. Platon et al. (2017) used PCA to predict hourly 
consumption of electricity in an institutional building. Dede et al. (2017) assessed water quality 
for 10 different stations in the Kirmir Basin, Turkey using PCA.  
 
Based on the above brief literature review, it is clear that water demand prediction can 
be achieved by applying different mathematical models. However, there is scope for 
understanding future water scenarios in any water-scarce area. Different researchers have used 
different methods to calculate impending water demand. This chapter attempts to forecast 
urban water demand in the Greater Melbourne area in Australia by employing principal 
component regression (PCR) as well as multiple regression analysis (MRA). In addition, the 
study advances the patterns of water consumption across the study area by recommending 
significant predictor variables. Different goodness of fit statistics is also applied to measure the 
efficiency of both MRA and PCR models.  
 
6.2 Materials and methods  
6.2.1 Investigation area and data collection 
 
The Greater Melbourne region of Victoria, Australia was selected as the study area for 
the development of the demand function which is integrated in the reservoir system model. The 
total geographical area is about 9990 km2 (Figure 6.1). Melbourne Water is normally 
responsible for supplying water within the study region. The region experiences an average 
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maximum temperature of 22 to 24°C in summer, while in winter the temperature drops to 12 
to 14°C. On average, rainfall across the region is approximately 860 mm, but is less than 600 
mm to the west of Melbourne and more than 1400 mm in the Dandenong Ranges.  
 
 
Figure 6.1 Location map of study area for development of water demand function 
(Australian Bureau of Statistics, 2017) 
 
In order to establish a predictive equation for the estimation of future water use, information 
was collected on climatic (rainfall, temperature, evaporation, solar exposure) and socio-
economic factors (water price, population, GDP) affecting water usage in the Greater 
Melbourne area. All the data were collected from different government departments for the 
period 1984 to 2016. The study employed eleven potential independent variables for long- term 
water prediction: rainfall [X1], temperature [X2], evaporation [X3], solar exposure [X4], water 
price [X5], population number [X6], GDP [X7], and water restriction stage 1, 2, 3 and 4 [X8, 
X9, X10 and X11, respectively]. These are the most common variables used for developing water 
demand function by researchers (Babel et el., 2007, Babel and Shinde 2011, Haque et al. 2013). 
The dependent variable (Y) is the monthly residential and commercial water demand. 
Historical data on monthly water demand were collected from Melbourne Water (2018c). 
Meteorological data, such as rainfall, temperature, evaporation, and solar exposure were 
collected during 1984 to 2016 from the Bureau of Meteorology website (BoM, 2017b). Data 
on water usage prices were collected from Melbourne Water for the same period. Population 
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and GDP data were obtained from the Australian Bureau of Statistics website (ABS, 2017). 
The Victorian government imposed three different stages of water restrictions based on severity 
levels during and after the Millennium Drought (1996-2009) to manage the shortage of water 
supply. Stage 1 water restrictions were announced twice during the selected period, the first 
from September 2006 to November 2006, and the second from December 2011 to November 
2012. Similar to Restriction Stage 1, Restriction Stage 2 was applied twice during the analysis 
period (November 2006 to December 2006 and September 2010 to November 2011). Stage 3 
was also applied twice from 2006 to 2016 (January 2007 to March 2007 and April 2010 to 
August 2010). In December 2012, the Victorian Government lifted the restrictions and 
introduced permanent water use rules as the reservoir storage levels improved to satisfactory 
stages. This study considered this permanent water use rule as Restriction Stage 4 and used it 
as an independent dummy variable for water prediction practice. As these restriction stages are 
not commonly used as independent variables and are not always valid, they were randomly 
assigned a value of 1. Consequently, when no restriction was available, it incurred a zero value. 
 
6.2.2 Methods of analysis 
 
Modelling of urban water demand is a complex process which includes climatic, socio-
economic, demographic and public policy-related factors. Hence, this study applied only 
climactic and socio-economic parameters to forecast future water demand. A correlation 
analysis was carried out to examine the connection between the independent and dependent 
variables. The results were prepared in the form of a matrix in which the pair-wise connections 
among the variables are displayed. In the study region, water demand is high during October 
to March. Low rainfall and high temperature over these periods are mainly responsible for 
increased water requirements. Therefore, precise forecasting of water consumption will support 
the management of the existing system and indicate the need for forthcoming provisions. 
 
This study applied two multivariate statistical approaches to estimate future water 
consumption by employing independent and dependent variables. They are multiple regression 
analysis (MRA) and principal component regression (PCR). PCR is a form of MRA in which 
principal components are regarded as independent variables. Each of the methods had two 
different phases. In the first phase, models were developed with all variables (including the 
correlated variables) and in the second phase models were developed without correlated 
variables. For example, multiple regression was carried out in two phases, one with all variables 
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and the other with only uncorrelated variables. In a similar way, PCA was also performed with 
and without correlated variables. Finally, from these models, the best suited MRA and PCA 
were selected for comparison purposes based on the interpretation of the results. 
 
6.2.2.1 Multiple Regression Analysis (MRA) 
 
MRA is one of the most commonly-employed methods for revealing the reliance of a 
response variable on several independent variables by fitting equations either in linear or in 
logarithmic format.  
The general expression of MRA is given in Equation 6.1: 
𝑌 = 𝑓 (𝑋1, 𝑋2, 𝑋3………𝑋𝑛)                             (6.1) 
where, Y is considered as the dependent variable and X1 to Xn are the independent 
variables. MRA is usually expressed in three popular functional forms (linear, semi-log, log-
log). Finally, the most appropriate form is selected based on different evaluation criteria. The 
models are given in Equations 6.2, 6.3 and 6.4: 
 
Linear model: 
𝑌 =  𝑏0 + 𝑏1 (𝑋1) + 𝑏2 (𝑋2) + 𝑏3 (𝑋3)+. . ………+ 𝑏𝑛 (𝑋𝑛)             (6.2)       
Semi-log model: 
log (𝑌) =  𝑏0 + 𝑏1 (𝑋1) + 𝑏2 (𝑋2) + 𝑏3 (𝑋3)+. . ………+ 𝑏𝑛 (𝑋𝑛)                                   (6.3) 
Log model: 
log (𝑌) =  𝑏0 + 𝑏1 𝑙𝑛(𝑋1) + 𝑏2 𝑙𝑛(𝑋2) + 𝑏3 𝑙𝑛(𝑋3)+. . ………+ 𝑏𝑛 𝑙𝑛(𝑋𝑛)           (6.4) 
 
where, b0 is the model intercept and b1, b2, b3, . . . , bn are the coefficients of 
corresponding independent variables. The values of these coefficients can be estimated by the 
least square method (Babel and Shinde, 2011). X1, X2, X3, …..Xn are the independent 
parameters. In the linear model, both dependent (water consumption) and independent 
variables (i.e. rainfall, temperature, evaporation etc.) are assumed to be linearly correlated with 
each other. In the semi-log model, only the dependent variable is in logarithmic form, whereas 
all other independent variables are in linear mode. In the log-log regression model, all the 
dependent and independent variables are in the logarithmic form. This study initially adopted 
these three forms of MRA and identified the best practical posture of MRA.  The suitability of 
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the functional relationship between the dependent and independent variables was determined 
by the F-test. Furthermore, the t-test was also performed to address the impression of the 
explanatory variables in the regression model. However, the presence of multicollinearity 
among the regressor variables can make the results of MRA sceptical, thus necessitating the 
application of PCA. In addition, PCA is proficient in determining the most relevant explanatory 
factors in the prediction model.   
 
6.2.2.2 Examination of adequacy and sphericity of sampling data 
 
The competency and sphericity of the collected data are measured by the Kaiser-Meyer-
Olkin (KMO) test and Bartlett’s test of sphericity, respectively, at the beginning of the PCA 
method. The KMO measure is an index to estimate the appropriateness of each sampling 
variable across the diagonal of the matrix. The adequacy of pairs of sampling factors is 
confirmed by a KMO value greater than 0.5. Any pair of variables with a value below 0.5 
should be disregarded. Bartlett’s test of sphericity approximates the probable presence of 
correlations in the developed matrix. The null hypothesis, H0, reveals that no correlation 
between the variables exists, which is significantly different from zero. In contrast, another 
hypothesis, H1, confirms the presence of at least one correlation which is significantly different 
from 0. If the p value is less than 0.05, the null hypothesis, H0, should be dismissed and the 
alternative hypothesis H1 accepted, which proves that the sampling variables are 
interconnected. Both tests assist in measuring the strength of the relationships among the 
variables as well as implying the factorability of the variables.  
 
6.2.2.3 Principal Component Analysis (PCA) 
 
Fundamentally, PCA enhances the interaction between the original factors to develop 
new data sets which are mutually unconnected (Haque et al., 2013). However, it is defined as 
a type of factor analysis which converts a larger set of original interrelated factors into a small 
set of uncorrelated independent factors, namely principal components (PCs) (Azid et al., 2014).  
PCs, formed by the linear accumulation of the original variables, are orthogonally unconnected 
with each other. Each PC tries to describe the maximum contribution of all the independent 
variables through their percentage variances. The calculation of PCs can be executed by the 
computation of the correlation matrix of the input data set. The eigenvalues of the correlation 
matrix are estimated using Equation 6.5:  
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|𝐶 − 𝜆𝐼| = 0                               (6.5) 
 
where, λ is the eigenvalue and I is the identity matrix. Each eigenvalue is associated 
with an eigenvector which is successively extracted from the correlation matrix. Unrotated 
factor loadings for each PC are calculated from the obtained eigenvectors. The generation of 
unrotated PCs may cause some complications in the interpretation of results. Therefore, they 
need to be rotated by an appropriate technique such as varimax rotation. This technique can 
ease the component intricacy by controlling loadings within each component according to their 
requirements. As a result, the interpretation of the factor structure becomes simplified and 
reliable. Using the varimax method it is found that PCs with eigenvalues greater than 1 are 
considered as significant for the acquisition of new variables. Principal components with 
eigenvalues far less than 1 explain less discrepancy than the original variables, which is 
unexpected in the PCA method and should not be interpreted. The number of principal 
components is equivalent to the number of independent initial variables employed for analysis. 
Note that the sum of the variances of the original and new variables are similar. The factor 
loadings specify the contribution of corresponding variables in each PC. These factor loadings 
are defined by the coefficients associated with the PCs. Factor loadings greater than 0.75 are 
considered strong correlations between the components and variables (Azid et al., 2014). 
However, according to these authors, values ranging from 0.05 to 0.75 and 0.30 to 0.49 are 
considered moderate and weak correlations, respectively.  
 
In PCA, the first PC has the highest eigenvalue measured by the linear combination of 
the variables responsible for the maximum amount of variability in the data set. Each 
subsequent PC explains a higher percentage of variance that has not been described by its 
precursors. After selecting all the significant components, original variables are multiplied to 
the subsequent eigenvectors and then linearly combined to form a particular PC (PC1, PC2 and 
so on). The newly-developed PCs are employed as the input data set for the multiple linear 
regression method.  
 
𝑌 = 𝑏0 + 𝑏1 (𝑃𝐶1) + 𝑏2 (𝑃𝐶2) + 𝑏3 (𝑃𝐶3)+. . ………+ 𝑏𝑛 (𝑃𝐶𝑛)                                            (6.6) 
 
where, b0, b1, b2, b3….bn are the coefficients in the developed model which are 
calculated by the least square method. Similar to MRA, the F-test is performed to check the 
existence of connections between dependent and explanatory variables. A schematic diagram 
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of the principal component regression analysis model is presented in Figure 6.2. 
 
 
 
 
Figure 6.2 Formation of Principal Component Regression (PCR) model 
 
6.2.3 Statistics of goodness of fit 
 
The efficiency of the two developed models (MRA and PCR) was assessed by different 
statistical performance indices. Two popular indices are available to estimate model accuracy: 
predictive capability and precision. The predictive capability is expressed by the coefficient of 
determination (R2), and the linear correlations between the observed and predicted values are 
evaluated by (R2). A larger R2 value indicates better model performance in predictive 
capability. In contrast, the predictive precision can be assessed by different performance 
factors, such as root mean square error (RMSE), percent bias (PBIAS), and Nash-Sutcliffe 
efficiency (NSE). RMSE highlights the actual size of the square root of the mean of the squared 
deviations in the modelled values compared to the original values. The lower the RMSE value, 
the better the model performance (Tan et al., 2016). In addition, PBIAS was used to investigate 
the performance of the developed model (the new model can either over-estimate or under-
estimate the observed values). A perfect model should have zero PBIAS value. However, in a 
practical case, it is not possible to obtain a PBIAS value equal to 0. Hence, a PBIAS value 
close to zero implies a satisfactory prediction (Kaini et al., 2012). NSE estimates the relevant 
degree of the residual variance with respect to the observed data variance (Nash and Sutcliffe 
1970). It is dimensionless in nature and can evaluate model performance. The value of NSE 
varies from 0 (theoretical value) to 1 (excellent model prediction). However, any value between 
0 and 1 generally reveals an acceptable simulation result (Ritter and Muñoz-Carpena, 2013). 
In the present study, observational data from 1984 to 2012 were employed to advance the MRA 
and PCR models and the proficiencies of the structured models were verified using data from 
2013 to 2016.    
 
 
Independent 
variables e.g. RF, 
Temp., Evap., SE 
etc. 
Principal 
Component 
Analysis 
(PCA) 
Multiple 
Regression 
Analysis 
Water 
demand 
PC2 
PCn 
PC1 
160 
 
6.3 Correlation matrix 
 
Initially, modelling of water demand by MRA method was performed considering all 
the selected variables. As stated earlier, MRA may produce erroneous estimations of future 
water use due to multicollinearity problems. Before performing MRA, the relationship between 
the variables with each other was measured using Pearson’s correlation method. Next, a 
correlation matrix was developed to check the existence of multicollinearity among the 
variables with ease. Table 6.1 tabulates the relationships among the selected variables. Some 
of the variables are highly correlated with other variables (e.g. temperature and evaporation are 
correlated with each other with a coefficient value of 0.93). These highly correlated variables 
may undermine the regression results. Here, urban water use (ML per day) (dependable 
variable) is represented by Y in Table 6.1 while X1 is total monthly rainfall in mm; X2 is 
monthly mean maximum temperature in 0C; X3 is monthly total evaporation in mm; X4 is 
monthly solar exposure in MJ/m2; X5 is water price in AUD/kL; X6 is population number; X7 
is GDP per capita in AUD, and X8, X9, X10, X11 are dummy variables for restriction stages 1, 
2, 3 and 4, respectively. 
 
Table 6.1 Pearson correlation matrix for different variables 
  Y X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 
Y 1.00            
X1 -0.16 1.00           
X2 0.71 -0.11 1.00          
X3 0.73 -0.10 0.93 1.00         
X4 0.79 -0.03 0.88 0.96 1.00        
X5 -0.39 -0.05 0.09 0.02 0.00 1.00       
X6 -0.40 -0.04 0.09 0.02 0.01 0.98 1.00      
X7 -0.40 -0.12 0.10 0.06 0.04 0.79 0.87 1.00     
X8 -0.12 -0.03 -0.02 -0.01 -0.01 0.18 0.18 0.23 1.00    
X9 -0.22 0.15 0.01 -0.04 0.03 0.18 0.21 0.22 -0.07 1.00   
X10 -0.33 -0.14 0.05 0.04 0.01 0.22 0.21 0.38 -0.11 -0.10 1.00  
X11 -0.10 -0.04 0.08 0.03 0.00 0.77 0.73 0.41 -0.12 -0.10 -0.17 1.00 
 
Water consumption is positively correlated with temperature, evaporation and solar 
exposure. In addition, temperature is also remarkably interrelated with evaporation (0.93) and 
solar exposure (0.88), whereas evaporation and solar exposure are also interconnected with 
each other by a high coefficient of 0.96. However, it is obvious that, with the enhancement of 
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temperature, water usage increases. Since evaporation and solar exposure are greatly 
influenced by temperature, an increase in temperature contributes to the augmentation of water 
consumption.  In contrast, although it is not highly correlated, a negative relationship is 
observed between water use and rainfall, water price, population, GDP, RS1, RS2, RS3 and RS4, 
respectively. Again, water price is positively correlated with population (0.98) and GDP (0.79). 
In addition, population and GDP also exhibit a high correlation coefficient (0.87) with each 
other. The negative correlation between water demand and rainfall is easily understandable. 
When the rainfall increases, less water is required for gardening and other household 
requirements, thus keeping the demand for water in a low range. Although water demand is 
poorly correlated with rainfall, the correlation is significant at the 95% confidence limit. 
Therefore, it should be considered in the regression analysis rather circumventing from the 
analysis. Furthermore, reduction in water consumption is usually anticipated if the water tariff 
rises. When the population becomes larger, people are generally use less water. The GDP also 
plays a vital role in boosting water usage. It is also apparent that the water restriction stages 
control the rate of water use. People generally follow the restriction rules and eventually total 
water demand is reduced. Although the eight variables (rainfall, water price, population, GDP, 
RS1 to RS4) have low correlation coefficients with water demand, any changes to them modify 
the volume of water used. Therefore, in the preliminary investigation, all of these variables 
(climatic and socio-economic) were analysed to reveal how they affect demand.    
 
6.4 Water demand modelling by MRA 
 
This study employed MRA to predict water demand. Six models were developed in 
MRA in two phases. In the first phase, water demand was evaluated by the standard MRA 
considering all the independent variables, regardless of their inter-connections with each other. 
In the second phase, MRA with the uncorrelated independent variables was applied to develop 
the demand function. In each phase, models were developed for three functional forms of 
multiple regression analysis (linear, semi-log and log-log).  In both phases of MRA (with or 
without correlated variables), the level of water consumption was expressed as regressands 
(dependent variables) while all other preferred factors were taken to be regressors (independent 
variables). Data from 1984 to 2012 were used to assess the performance of the developed 
models. The appropriateness of the functional relationship and the use of the explanatory 
variables were also investigated using the F-test and t-test. The results of the first phase of the 
MRA model in linear form are represented in Table 6.2. In this case, all the variables are 
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considered, ignoring the presence of multicollinearity among the variables. This linear 
regression method produced a coefficient of determination (R2) value of 0.73 with a high level 
of standard error. Table 6.2 shows that evaporation, solar exposure, population, GDP, RS1 and 
RS4, with small absolute t-values, can be removed, as they support the null hypothesis of the 
regression test (high p-value). This statement was verified by the results obtained from the 
second phase of MRA (linear form) where the regression analysis was carried out with only 
the uncorrelated variables. The standardized coefficient values (β) for the factors in Table 6.2 
identify the powerful independent variables that impact the resultant dependent variables. In 
Table 6.2, temperature and price have high standardized coefficients (0.64 and 0.46 
respectively) compared with the other variables. These two variables are therefore considered 
as influential variables in estimating water use. The signs of the coefficients are analogous to 
the nature of the influence of the factors in water demand. A positive value implies water 
demand increases with the increase of that parameter and vice versa. 
 
Table 6.2 Results of multiple regression analysis in linear format with all correlated variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F  
264 0.73 35.71 96.67 0.00   
Coefficients Standard 
error 
Standardized 
coefficient (β) 
t 
Stat 
P-
value 
Intercept 1235.24 35.11  5.49 0.00 
RF -0.67 0.14 -0.14 -4.70 0.00 
Temp 15.02 2.32 0.64 6.49 0.00 
Evap 1.14 0.36 0.31 1.17 0.19 
Solar Exposure 4.55 2.28 0.21 0.85 0.31 
Price -52.15 4.41 -0.46 -2.66 0.01 
Population -0.00028 0.00 -0.24 -0.81 0.11 
GDP -0.04 0.030 -0.17 -1.59 0.11 
RS1 -30.84 29.79 -0.06 -1.04 0.30 
RS2 -57.98 10.50 -0.10 -2.90 0.00 
RS3 -125.26 12.74 -0.32 -4.52 0.00 
RS4 -87.74 14.77 -0.04 -1.17 0.24 
 
Table 6.3 illustrates the results of semi-log MRA with all the variables despite their 
interconnections. The semi-log form of MRA reveals a higher coefficient of determination 
(0.78) than the linear form of MRA. The standard error is low compared to that of the linear 
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MRA method.    However, similar to linear MRA, some of the explanatory variables 
(evaporation, solar exposure, population, GDP, RS1 and RS4) are insignificant at a significance 
level of 0.05 in the semi-log model. According to the standardized coefficient values (β), 
temperature and water price are the two most noteworthy variables with adequate standardized 
coefficients and RS1 and RS4 are the two least remarkable variables in the established 
regression equation. The results obtained from the MRA model in log-log format are displayed 
in Table 6.4. In the log-log MRA model, the R2 value is lower than those of both the linear and 
semi-log models. Moreover, the standard error value is higher than that of the semi-log model 
but lower than that of the linear model. Similar to the above two forms, the log-log form also 
requires the removal of some variables from the model, since they have low t-statistic values 
and high p-values. Similar to the linear and semi-log models, temperature and water tariff are 
two most effective variables contributing to the water demand calculation in the log-log model, 
as their standardized coefficients are higher than other variables. Three other models were 
developed in MRA after removing these insignificant variables and finally the most suitable 
form of MRA was selected, based on the results obtained from the performance indices. The 
detailed procedure is explained later in this section.  
 
Table 6.3 Results of multiple regression analysis in semi-log format with all correlated 
variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F  
264 0.78 12.43 117.26 0.00   
Coefficients Standard 
error 
Standardized 
coefficient (β) 
t Stat P-
value 
Intercept 3.168 0.104  30.43 0.000 
RF -0.00032388 0.000 -0.13 -4.95 0.000 
Temp 0.00827627 0.001 0.71 7.73 0.000 
Evap 0.00050077 0.000 0.34 2.02 0.103 
Solar Exposure 0.00171303 0.001 0.15 1.63 0.105 
Price -0.03019197 0.030 -0.48 -3.01 0.000 
Population -0.00000018 0.000 -0.25 -1.62 0.124 
GDP -0.00031580 0.000 -0.24 -2.66 0.208 
RS1 -0.01430803 0.014 -0.050 -1.04 0.300 
RS2 -0.03577228 0.014 -0.112 -3.54 0.012 
RS3 -0.06983409 0.013 -0.331 -5.44 0.000 
RS4 -0.03108226 0.035 -0.024 -0.89 0.370 
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Table 6.4 Results of multiple regression analysis in log-log format with all correlated 
variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F  
264 0.70 13.13 91.94 0.00   
Coefficients Standard 
error 
Standardized 
coefficient (β) 
t Stat P-
value 
Intercept 11.01 1.936 0.00 5.69 0.00 
RF -0.036 0.006 -0.13 -5.70 0.00 
Temp 0.441 0.052 0.70 8.43 0.00 
Evap 0.049 0.037 0.16 1.33 0.18 
Solar Exposure 0.037 0.036 0.10 1.03 0.31 
Price -0.052 0.075 -0.42 -5.69 0.00 
Population -1.566 0.331 -0.29 -1.74 0.11 
GDP -0.426 0.102 -0.32 -4.16 0.00 
RS1 -0.0053 0.015 -0.02 -1.37 0.72 
RS2 -0.033 0.015 -0.10 -2.15 0.03 
RS3 -0.0604 0.013 -0.29 -0.50 0.10 
RS4 -0.0097 0.036 -0.008 -0.27 0.79 
 
Hence, the urban water demand model equations are as follows (considering all the variables) 
Linear Model:  
𝑊𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑 = 1235.25 − 0.67 ∗ 𝑅𝐹 + 15.02 ∗ 𝑇𝑒𝑚𝑝 + 1.14 ∗ 𝐸𝑣𝑎𝑝 + 4.55 ∗ 𝑆𝐸 −
52.15 ∗ 𝑃𝑟𝑖𝑐𝑒 − 0.00028 ∗ 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 − 0.04085 ∗ 𝐺𝐷𝑃 − 30.84 ∗ 𝑅𝑆1 − 57.98 ∗ 𝑅𝑆2  −
125.26 ∗ 𝑅𝑆3  − 87.73 ∗ 𝑅𝑆4                                                                                                                               (6.7) 
Semi-log Model:  
𝐿𝑜𝑔 (𝑊𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑)  = 3.168 − 0.00032 ∗ 𝑅𝐹 + 0.0083 ∗ 𝑇𝑒𝑚𝑝 + 0.0005 ∗ 𝐸𝑣𝑎𝑝 +
0.0017 ∗ 𝑆𝐸 − 0.03 ∗ 𝑃𝑟𝑖𝑐𝑒 − 0.00000018 ∗ 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 − 0.00032 ∗ 𝐺𝐷𝑃 − 0.014 ∗
𝑅𝑆1 − 0.036 ∗ 𝑅𝑆2  − 0.07 ∗ 𝑅𝑆3  − 0.031 ∗ 𝑅𝑆4                                                                                   (6.8) 
Log-log Model:  
𝐿𝑜𝑔 (𝑊𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑) = 11.01 − 0.0356 ∗ 𝐿𝑜𝑔(𝑅𝐹) + 0.441 ∗ 𝐿𝑜𝑔(𝑇𝑒𝑚𝑝) + 0.049 ∗
𝐿𝑜𝑔(𝐸𝑣𝑎𝑝) + 0.037 ∗ 𝐿𝑜𝑔(𝑆𝐸) − 0.052 ∗ 𝐿𝑜𝑔 (𝑃𝑟𝑖𝑐𝑒) − 1.57 ∗ 𝐿𝑜𝑔(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛) −
0.43 ∗ 𝐿𝑜𝑔(𝐺𝐷𝑃) − 0.005 ∗ 𝑅𝑆1 − 0.033 ∗ 𝑅𝑆2  − 0.06 ∗ 𝑅𝑆3  − 0.0097 ∗ 𝑅𝑆4                 (6.9) 
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The above equations are based on the period 1984 to 2012, and the water demand can 
be calculated using these three equations. For the semi-log model, R2 is higher than the other 
two models. Therefore, it is considered that the semi-log model can predict water use far better 
than the other two models. However, the next stage of the research on water demand focussed 
on the determination of a more robust MRA method where only uncorrelated variables are used 
instead of all the variables. As stated earlier, in the second phase of MRA (step-wise MRA), 
three more models were developed in three functional forms (linear, semi-log and log-log) 
considering only the uncorrelated variables. First, the correlation coefficients between the 
dependent and predictor variables were assessed and highly connected variables were excluded 
from the analysis. Here, temperature is highly correlated with evaporation (0.93) and solar 
exposure (0.88). Therefore, only temperature was taken as an explanatory variable for 
regression purposes, as it is more easily collectable than evaporation and solar radiation data.  
 
Furthermore, the price of water is also closely connected with population (0.98), GDP 
(0.79) and RS4 (0.77). In a similar way, only the water price was considered instead of using 
four factors (price, population, GDP and RS4). Note that in the present study, a correlation 
coefficient value greater than 0.75 (> 0.75) was set as the threshold value, as this range indicates 
a strong relationship between two variables (Taylor, 1990, Azid et al., 2014). Finally, stepwise 
MRA was carried out with the rest of the variables in order to determine the efficiency of the 
prediction model as well as to check the effect of their existence on the results. While 
performing stepwise linear MRA (the second phase of MRA), all the independent variables 
were found to be significant at a significance level of 0.05, with the exception of RS4 which 
was significant only at 0.34. Therefore, it was discarded from the model development. The 
significant variables are rainfall, temperature, water price, and restrictions stage 2 and 3. The 
regression analysis was repeated with these five uncorrelated variables and the results are 
presented in Table 6.5. This linear model with these five variables explains the 72% variation 
in water use. In addition., the standard error is also lower than the case with linear MRA 
considering all the variables.  
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Table 6.5 Results of multiple regression analysis in linear format with uncorrelated variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F  
264 0.72 3.42 62.25 0.000  
 
Coefficients Standard 
error 
Standardized 
coefficient (β)  
t Stat P-
value 
Intercept 527.008 2.71  23.203 0.00 
RF -0.72 0.14 -0.16 -5.155 0.00 
Temp 21.10 0.87 0.74 14.348 0.00 
Price -129.98 12.87 -0.63 -10.101 0.00 
RS2 -51.58 10.89 -0.08 -2.469 0.01 
RS3 -82.399 12.13 -0.21 -5.445 0.00 
 
Next, multiple regression analysis was performed with the uncorrelated variables 
(rainfall, temperature, price, restriction stages 2, 3, and 4) in semi-log form. Similar to the linear 
model, RS4 was removed from the semi-log model as it had a high p value (0.66). About 78% 
of the variation of water demand is described by the semi-log model with five uncorrelated 
variables (Table 6.6). Standardized coefficient values (β) for the factors signify the 
identification of the powerful independent variables that affect the resultant dependent 
variables. In Table 6.6, temperature is the most significant variable with a high standardized 
coefficient (0.74). The second noteworthy variable of Table 6.6 is the water price, with a 
coefficient of -0.66. The signs of the coefficients are analogous to the nature of the influence 
of the factors on water demand. A positive value implies water demand increases with the 
increase of that parameter, and vice versa.   
 
Finally, the MRA was performed in log-log format with only uncorrelated variables 
(i.e. rainfall, temperature, water price, restriction stages 2, 3 and 4 (see Table 6.7)). The 
coefficient of determination (R2) is lower than that of the linear and semi-log model. However, 
the standard error is higher than that for the semi-log model but lower than that for the linear 
model. High standardized coefficients of water price and temperature indicate their high 
contributions to regression analysis. 
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Table 6.6 Results of multiple regression analysis in semi-log format with uncorrelated 
variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F   
264 0.78 0.031 98.35 0.000   
  
Coefficients 
Standard 
error 
Standardized 
coefficient (β)  
t Stat 
P-
value 
Intercept 2.751 0.011   29.46 0.00 
RF 0.00036 0.000 -0.14 -5.49 0.00 
Temp 0.0113 0.000 0.74 28.08 0.00 
Price -0.0734 0.006 -0.66 -12.22 0.00 
RS2 -0.0343 0.010 -0.10 -3.52 0.001 
RS3 -0.0474 0.007 -0.22 -6.71 0.00 
 
Table 6.7 Results of multiple regression analysis in log-log format with uncorrelated 
variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F   
264 0.69 1.350 77.02 0.000   
  
Coefficients 
Standard 
error 
Standardized 
coefficient (β)  
t Stat 
P-
value 
Intercept 1.721 0.267  -  6.434 0.000 
RF -0.037 0.007 -0.16 -5.550 0.000 
Temp 0.489 0.021 0.66 23.528 0.000 
Price -0.311 0.024 -0.70 -13.07 0.000 
 
Note that the R2 values for these six models in two phases (with or without correlated 
variables) are almost identical (Table 6.8). Moreover, the presence of multicollinearity in the 
regression model undermines the statistical significance of the predictor variables and may 
compel them to change their signs. In addition, multicollinearity can supply redundant 
information, making the process more difficult to enumerate an accurate model (Graham, 
2003). Again, stepwise regression does not work well with multicollinearity complications 
(Chong and Jun, 2005). Therefore, it is recommended that the elimination of highly correlated 
variables from the regression model avoids multicollinearity problems and assists in the 
detection of the most influential explanatory variables. Another choice for the circumvention 
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of multicollinearity problem is the application of PCA in the regression model. This method is 
applied in the next section (5.3.5). As stated above, in stepwise MRA (without considering 
correlated variables), temperature is adopted as a regressor since it is easier to collect 
temperature data than evaporation and solar radiation data. This is another advantage of using 
the second phase of MRA without interrelated factors (stepwise MRA) over the first phase of 
MRA with all variables. As a consequence, this study engaged stepwise MRA (considering 
uncorrelated variables) for further analysis and later contrasted the results with those for PCA. 
 
The following equations were developed without considering the corrleated variables to 
calculate water demand.  
Linear Model:  
𝑊𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑 = 527.008 − 0.72 ∗ 𝑅𝐹 + 21.102 ∗ 𝑇𝑒𝑚𝑝 − 129.984 ∗ 𝑃𝑟𝑖𝑐𝑒 −
0.00028 ∗ −51.581 ∗ 𝑅𝑆2  − 82.4 ∗ 𝑅𝑆3                                                                                                 (6.10) 
Semi-log Model:  
𝐿𝑜𝑔 (𝑊𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑)  = 2.75 − 0.00036 ∗ 𝑅𝐹 + 0.0113 ∗ 𝑇𝑒𝑚𝑝 + 0.0734 ∗ 𝑃𝑟𝑖𝑐𝑒 −
0.034 ∗ 𝑅𝑆2  − 0.048 ∗ 𝑅𝑆3                                                                                                                          (6.11) 
Log-log Model:  
𝐿𝑜𝑔 (𝑊𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑) = 1.721 − 0.037 ∗ 𝐿𝑜𝑔(𝑅𝐹) + 0.489 ∗ 𝐿𝑜𝑔(𝑇𝑒𝑚𝑝) − 0.311 ∗
𝐿𝑜𝑔 (𝑃𝑟𝑖𝑐𝑒)                                                                                                                                                  (6.12) 
 
Next, the developed models were verified by the data from 2013 to 2016. Pair-wise 
comparisons were performed for the MRA model with and without correlated variables for the 
verification period to evaluate the model’s capability to predict demand. For instance, the linear 
MRA model with all correlated variables was compared with the linear MRA model without 
correlated variables. The comparison was made by plotting the modelled values on the y-axis 
(abscissa) versus the observed values on the x-axis (ordinate). The same procedure was used 
for the semi-log and log-log models. Figure 6.3 shows a comparison of two linear MRA models 
(with and without correlated variables) during two separate periods i.e. the modelling (1984-
2012) and verification periods (2013-2016). The coefficient of determination values with and 
without correlated variables are presented in Figure 6.3. The same procedure was followed for 
the semi-log and log-log models. Figure 6.4 presents the semi-log models for the modelling 
and verification periods. A comparison of log-log models with and without correlated variables 
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is depicted in Figure 6.5. The comparison of the R2 values of these models is given in Table 
6.8, where the results are distinguished in the modelling and verification periods.  
 
 
(a) Linear model during modelling period (1984-2012) 
 
(b) Linear model during verification period (2013-2016) 
Figure 6.3 Linear model (MRA) with and without correlated variables during (a) modelling 
period (1984-2012) (b) verification period (2013-2016) 
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(a) Semi-log model during modelling period (1984-2012) 
 
(b) Semi-log model during verification period (2013-2016) 
Figure 6.4 Semi-log model (MRA) with and without correlated variables during (a) 
modelling period (1984-2012) (b) verification period (2013-2016) 
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(a) Log-log model during modelling period (1984-2012) 
 
(a) Log-log model during verification period (2013-2016) 
Figure 6.5 Log-log model (MRA) with and without correlated variables during (a) modelling 
period (1984-2012) (b) verification period (2013-2016) 
 
Models developed in MRA with only uncorrelated factors are more suitable for 
predicting water demand than MRA with all variables as there is no major deviation in R2 
(Table 6.8). Therefore, this study suggests the use of MRA with uncorrelated variables, since 
these models require small numbers of variables which are easily available. Moreover, the 
results of the performance indicators (NSE, PBIAS and RMSE) also reveal that MRA models 
with unconnected variables are better suited to explain water forecasting than MRA with all 
variables (Table 6.9). Therefore, consideration was then directed to comparisons of the linear, 
semi-log and log-log MRA models with unconnected variables, respectively.   
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Table 6.8 Comparison of coefficient of determination (R2) values for linear, semi-log and 
log-log models with and without correlated variables 
 Modelling period (1984-
2012) 
Verification period (2013-
2016) 
Linear Semi-log Log-
log 
Linear Semi-log Log-
log 
With all correlated 
variables 
0.73 0.78 0.7 0.67 0.69 0.67 
Without correlated 
variables 
0.72 0.78 0.69 0.68 0.66 0.66 
 
Table 6.9 Performance of models with and without correlated variables 
  
Std. 
Error 
P-
Value 
F-
Value 
NSE PBIAS RMSE 
With all correlated 
variables 
 
Linear 35.71 0.00 96.67 0.58 16.45 115.25 
Semi-Log 12.43 0.00 117.260 0.71 6.15 93.17 
Log-Log 13.13 0.00 91.94 0.64 5.22 108.45 
Without correlated 
variables 
Linear 3.42 0.00 62.25 0.67 2.38 80.25 
Semi-Log 0.31 0.00 98.35 0.75 2.29 70.44 
Log-Log 1.35 0.00 77.02 0.64 3.10 83.13 
 
Of the last three models established from stepwise MRA (with uncorrelated variables), 
it is observed that the R2 value is higher for the semi-log model than the linear and log-log 
models. Furthermore, the standard error (0.31) for the semi-log model is also low compared to 
the other two models (Table 6.9). Detailed information on the semi-log model is given in Table 
6.6. The statistical tests (F-test, p-value) also confirm the preference for the semi-log model 
over the linear and log-log models (Table 6.9). Moreover, the goodness of fit statistics (high 
NSE and low PBIAS and RMSE values for the semi-log model (Table 6.10) reveal that the 
semi-log MRA performs better than the other two models. Hence, the semi-log model with the 
highest coefficients (R2= 0.78) was selected as the final model to calculate monthly urban water 
demand (Equation 6.11).  
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Table 6.10 Results of performance indices for three models with uncorrelated variables for 
modelling and verification periods 
 R2 NSE PBIAS RMS
E 
Modelling period (1984-2012) 
Linear 0.72 0.67 2.38 80.25 
Semi-Log 0.78 0.75 2.29 70.44 
Log-Log 0.68 0.64 3.10 83.13 
Verification period (2013-2016) 
Linear 0.71 0.61 2.51 86.21 
Semi-Log 0.66 0.62 2.33 72.58 
Log-Log 0.69 0.65 3.89 88.26 
 
6.5 Water demand modelling by PCA 
 
The water consumption rate in the Greater Melbourne region is robustly explained by 
the use of PCA. Using stepwise MRA, it was found that five uncorrelated variables can produce 
satisfactory results instead of using all variables. A similar concept is involved in this section 
where PCA analysis is carried out considering two types of case studies. In the first case study, 
all the independent variables are consulted in PCA (similar to the first phase of MRA analysis). 
Only uncorrelated variables (which are consistent with the variables applied in the second 
phase of the MRA model) are accessed in the second case study of PCA. However, the Kaiser-
Meyer-Olkin (KMO) test and Bartlett’s test were carried out before performing PCA in order 
to ensure sampling appropriateness and to investigate the correlation of the selected variables 
(Table 6.11). As in both cases the results of KMO test were greater than 0.5 (0.61, 0.65), the 
sample variables are adequate for application in the PCA analysis. Bartlett’s test of sphericity 
(0.000, p<0.05) also confirmed that the variables are correlated and applicable for further PCA 
analysis.   
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Table 6.11 Results of KMO and Bartlett’s test 
KMO and Bartlett's 
Test 
 
PCA with all 
correlated 
variables 
PCA with 
significant 
uncorrelated 
variables 
Kaiser-Meyer-Olkin 
Measure of Sampling 
Adequacy. 
 0.61 0.65 
Bartlett's Test of 
Sphericity 
Approx. Chi-
square 
4131.85 219.03 
 df 55 10 
 Sig. 0.00 0.00 
 
Principal components were estimated for the period between 1984 to 2012 for both 
cases (with and without correlated variables) and applied as input in the regression analysis. 
The results of the PCA for both cases are summarised in Tables 6.12 and 6.13. The proportions 
of variances of the selected factors are explained by each principal component (PC). In the first 
case study, five PCs of the eleven were extracted after performing varimax rotation, as they 
had eigenvalues greater than one (>1). PCs with eigenvalue less than 1 described less variance 
than any of original variables and were ignored in the regression analysis. About 89.11% of 
the variance is explained by these five PCs.  In contrast, only three PCs were extracted for 
second case which described 79% of the variance. The cut-off point of the variables is 
substantiated by the scree plot graphs (Figures 6.6 and 6.7). The five PCs in case study one was 
applied as regressor variables in the MRA method instead of the eleven original variables. For 
case study 2, three PCs with eigenvalues greater than 0.95 were employed and PCs with 
eigenvalues lower than 0.95 were ignored in the regression analysis because of their 
redundancy. This means that the consideration of the PCs with low eigenvalues confirms the 
presence of multicollinearity among the variables, which was not expected. They were, 
disregarded in further analysis.  
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Table 6.12 Eigenvalues and variance explained by PCs with all variables 
Component 
Initial 
eigenvalues   
Extraction 
sums of 
squared 
loadings   
 Total 
% of 
Variance 
Cumulative 
% Total 
% of 
Variance 
Cumulative 
% 
1 3.46 31.42 31.42 3.46 31.42 31.42 
2 2.82 25.62 57.04 2.82 25.62 57.04 
3 1.29 11.68 68.72 1.29 11.68 68.72 
4 1.16 10.52 79.24 1.16 10.52 79.24 
5 1.09 9.87 89.11 1.09 9.87 89.11 
6 0.82 7.49 96.60    
7 0.20 1.82 98.42    
8 0.11 1.03 99.45    
9 0.03 0.27 99.72    
10 0.02 0.22 99.94    
11 0.01 0.06 100.00    
 
Table 6.13 Eigenvalues and variance explained by PCs with uncorrelated variables 
Component 
Initial 
eigenvalues   
Extraction 
sums of 
squared 
loadings   
 Total 
% of 
Variance 
Cumulative 
% Total 
% of 
Variance 
Cumulative 
% 
1 1.66 33.27 33.27 1.66 33.27 33.27 
2 1.29 25.72 58.99 1.29 25.72 58.99 
3 0.98 19.67 78.66 0.98 19.67 78.66 
4 0.82 16.31 94.97    
5 0.25 5.03 100.00    
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Figure 6.6 Scree plot in Principal Component Analysis (PCA) with all variables 
 
 
Figure 6.7 Scree plot in Principal Component Analysis (PCA) with five uncorrelated variables 
 
The component loadings of each independent variable corresponding to the first five 
PCs are described in Table 6.14 for the first case study. In this regression analysis, the variances 
of the variables are accurately represented by the high values of communalities (0.77-0.99). 
This study set loading values greater than 0.75 as the threshold value for selection. All the 
factors in one principal component exhibiting component loading values greater than 0.75 are 
expected to have a moderate to strong influence on that particular component. The maximum 
prevailing relationships between variables and corresponding principal components are 
highlighted in bold (where the component loadings > 0.75). As stated earlier, all the eleven 
variables are included in the first five PCs. Hence, some variables show high loadings for a 
particular PC. For example, the first PC contributes 31.32% of the variation in the model and 
is strongly loaded with population (0.98), price (0.98), RS4 (0.85) and GDP (0.81). The second 
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PC is loaded by evaporation, solar exposure and temperature (0.99, 0.97 and 0.96, 
respectively). Similarly, the third PC is weighted with restriction Stage 3 (0.92). rainfall (0.72) 
and the fourth PC is encumbered by restriction Stage 2 (0.86). Lastly RS1 (0.98) is included in 
PC5.   
 
 Table 6.15 depicts the factor loadings of each PC for the second case study in which 
five variables (rainfall, temperature, price, RS2 and RS3) are defined by the first three PCs. 
Here, the first PC is heavily loaded with water price (0.89) and RS3 (0.85) and shows 33.27 % 
of variability. RS2 (0.85) and rainfall (0.63) are characterized by PC2 and the third PC is highly 
absorbed by temperature (0.98). The score values of the components are achieved from the 
PCA and adopted as independent variables in the MRA method. The model developed by this 
method is termed principal component regression (PCR). The PCR model was developed and 
analysed statistically using data from January 1984 to December 2012. Table 6.16 depicts the 
results of the PCR model for both case studies with regression coefficient, standard error, R2 
and significance. As the p-value of PC5 (in the first case study) is high (0.91), indicating an 
insignificant relationship with water use, it was eliminated from the prediction model. 
 
Table 6.14 Rotated principal component loadings with all correlated variables 
 
Principal Components 
 
Factors 1 2 3 4 5 
Communalities 
(%) 
Population 0.98 0.02 0.11 0.09 0.10 0.75 
Price 0.98 0.02 0.09 0.05 0.07 0.93 
RS4 0.85 0.02 -0.39 -0.20 -0.27 0.98 
GDP 0.81 0.05 0.41 0.11 0.23 0.95 
Evap. 0.01 0.99 0.02 -0.06 0.00 0.97 
SE -0.02 0.97 -0.01 0.04 0.00 0.99 
Temp. 0.08 0.96 0.03 -0.04 -0.02 0.88 
RS3 0.13 0.01 0.92 -0.12 -0.11 0.98 
RS2 0.13 0.03 0.12 0.86 0.02 0.77 
RF -0.07 -0.08 -0.30 0.72 -0.08 0.88 
RS1 0.10 -0.02 -0.08 -0.06 0.98 0.98 
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Table 6.15 Rotated principal component loadings with uncorrelated variables 
 
Principal Components 
 
Factors 1 2 3 
Communalities 
(%) 
Rainfall -0.24 0.63 -0.20 0.495 
RS2 0.23 0.85 0.13 0.784 
Temperature 0.02 -0.04 0.98 0.958 
Price 0.89 0.31 0.07 0.884 
RS3 0.85 0.29 0.02 0.784 
 
About 90% of the variation in urban water consumption is described by PC1, 2, 3 and 
4 for the first case study (Table 6.16). In this case, PC2 is considered as the most influential 
component, in which temperature, evaporation and solar exposure are heavily loaded. 
However, the second case study with uncorrelated variables exhibits almost the same R2 value 
as the first case study (Table 6.17). In addition, the second case study not only employs five 
easily available uncorrelated variables but also explains the high percentage (91%) of 
variability in water use. Standard error values are also tolerable in PCR with uncorrelated 
factors compared to PCR with all variables. Furthermore, the F-test value of PCA with 
uncorrelated variables gives a more satisfactory result than PCR with all variables. The 
equations developed in PCR with and without correlated variables are listed below. 
 
With all variables (despite correlations among some of the variables): 
𝑊𝑎𝑡𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 1282.19 − 0.00019 ∗ (𝑃𝐶1) + 1.569 ∗ (𝑃𝐶2) − 89.48 ∗ (𝑃𝐶3) −
1.35 ∗ (𝑃𝐶4) + 2.19 ∗ (𝑃𝐶5)                                                                                                                         (6.13) 
With all uncorrelated variables only: 
𝑊𝑎𝑡𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 520.69 − 130.49 × (𝑃𝐶1) − 1.32 × (𝑃𝐶2) + 21.53 × (𝑃𝐶3)         (6.14) 
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Table 6.16 Results of PCR analysis with all variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F  
264 0.89 32.63 169.81 0.00  
 
Coefficients Standard 
error 
Standardized 
coefficient (β) 
t Stat P-
value 
Intercept 1282.18 3.08 - 10.33 0.00 
PC1 -0.0002 0.00 -0.072 -10.41 0.00 
PC2 1.5689 0.07 0.710 12.29 0.00 
PC3 -89.4832 6.64 -0.398 -5.38 0.00 
PC4 -1.3488 0.23 -0.160 -5.74 0.00 
PC5 2.1864 19.57 -0.154 0.11 0.91 
 
Table 6.17 Results of PCR analysis with uncorrelated variables 
No. of 
observations 
Coefficient of 
determination 
(R2) 
Standard 
error 
F-value Sig.F  
264 0.91 19.53 204.93 0.00  
 
Coefficients Standard 
error 
Standardized 
coefficient (β) 
t Stat P-
value 
Intercept 520.69 1.45  14.27 0.00 
PC1 -130.49 3.60 -0.58 -4.76 0.00 
PC2 -1.32 0.22 -0.17 -5.94 0.00 
PC3 21.53 0.91 0.69 3.56 0.00 
 
 
Figure 6.8 shows a comparison of two PCR models (with and without correlated 
variables) during two separate periods i.e. modelling (1984-2012) and verification (2013-
2016). The coefficients of determination values with and without correlated variables are 
presented in this figure for comparison. As the R2 values of the PCR model with correlated 
variables are nearly equivalent to the R2 values of the PCR model without correlated factors, it 
is necessary to verify their results by performance statistics before selecting the most suitable 
method. The two models were verified for the period 2013 to 2016 and the results are presented 
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in Table 6.18. In this case, similar performance indices were considered for model validation 
(R2, NSE, PBIAS, RMSE). The overall performance of PCR without correlated variables is to 
some extent better than PCR with all variables. PCR with unconnected variables exhibits higher 
NSE values (0.87 (modelling period), 0.88 (verification period)) than PCR with all variables. 
PBIAS and RMSE also perform better for PCR with unconnected variables than PCR with all 
variables. Therefore, this study suggests the utilization of PCR with uncorrelated variables to 
predict water demand and compares the result with the second MRA (semi-log) model of the 
same variables. Many researchers have suggested that PCR constructed from all variables 
performs better than the MRA method (Koo et al., 2005, Choi et al., 2010, Moradkhani and 
Meier, 2010, Haque et al. 2013) and this study has also detected similar outcomes. However, 
this study performed PCR analysis with and without all interconnected variables, and both 
cases produced almost the same results. Therefore, this study selected PCR with uncorrelated 
variables for the prediction of urban water demand in the study area. The reason for using PCR 
with uncorrelated variables for further analysis is that it requires smaller amounts of data which 
are easily obtainable from any appropriate sources.  Therefore, the final PCR equation for water 
demand calculation is Equation 6.14.  
 
 
Modelling period (1984-2012) 
Figure 6.8 PCR model with and without correlated variables  
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 Verification period (2013-2016) 
Figure 6.8 PCR model with and without correlated variables (continued) 
 
Table 6.18 Results of performance indices for three models with uncorrelated variables for 
modelling and verification periods 
 Modelling period (1984-
2012) 
Verification period (2013-
2016) 
 R2 NSE PBIAS RMSE R2 NSE PBIAS RMSE 
PCR with correlated 
variables 
0.89 0.83 1.16 60.17 0.91 0.69 1.47 29.77 
PCR without correlated 
variables 
0.91 0.87 0.45 21.42 0.96 0.88 0.95 29.18 
 
In case of PCR with only uncorrelated variables (Equation 6.14), price and RS3 are 
closely correlated with PC1. PC2 has high loadings of RS2 and moderate loading of rainfall. 
Finally, temperature is significantly explained by PC3 (Table 6.15). Of these three factors, PC3 
has the highest standardized coefficient (0.69) at the 95% confidence level. The standardized 
coefficient is a measure of the strength of the impact of each predictor factor on the dependent 
factors. A higher value has stronger effects on the results. Therefore, the variables in PC3 are 
considered to be the most significant independent variables in the regression analysis. Water 
consumption is positively impacted by changes of PC3 as the sign of the regression coefficient 
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of PC3 is positive. This implies that the water consumption rate is expected to rise with the 
increase in the variable of PC2, namely temperature.  During summer, when temperatures are 
high, people tend to consume more water. In contrast, water demand drops during winter.   
 
The second most influential variable is PC1, which exhibits the next highest 
standardized coefficient. PC1 consists of water price and restriction stage 3. As expected, the 
implementation of any type of water restriction reduces water consumption. In addition, water 
demand drops with price increases. Of the three components, PC2 has the lowest standardized 
coefficient, signifying that rainfall and RS2 have less impact on water prediction than the other 
variables (Figure 6.9). Both PC1 and PC2 have adverse impacts on urban water demand, since 
the signs of the PCs are negative. As expected, the level of urban water use declines with 
increases in these variables. When the rainfall is high, people tend to use less water. Similarly, 
when water prices and restriction stages rise, water consumption drops accordingly. There are 
several mitigation measures of climate change which may have positive impacts on reducing 
water demand, including green buildings, the use of recycled water for outdoor purposes, green 
cover in urban areas for heat absorption and passive solar architecture. The introduction of any 
of these measures will tend to maintain stability between water supply and demand.   
 
 
Figure 6.9 Standardized coefficient of principal components at 95% confidence level 
 
6.6 Verification of developed models 
 
Finally, the statistical evaluation of prediction of water use, modelled by multiple MRA 
PCR techniques, is summarized in Table 6.19. For both MRA and PCR, the five most 
significant uncorrelated explanatory variables (rainfall, temperature, water price, RS2 and RS3) 
were employed. The results were assessed based on modelling period (1984-2012) and 
-0.58
-0.17
0.69
PC1
PC2
PC3
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verification period (2012-2016). For both the modelling and verification periods, the PCR 
model produces high R2 values (0.91 and 0.96, respectively), as presented in Figure 6.10 (a, b), 
thereby signifying that the simulated water demand equation exhibits a very good fit. About 
91% and 96% of the variations are explained by the principal components in the modelling and 
verification period, respectively. In contrast, MRA explains 78% of the variations in the 
modelling period and only 66% in the verification period. However, PCR produces better 
results than MRA with respect to other performance statistics (RMSE, PBIAS, NSE) for both 
the modelling and verification periods. In summary, PCR is a more efficient method for water 
prediction than MRA with the same uncorrelated variables. 
 
 
 
Figure 6.10 Modelled and observed demand comparison for (a) modelling period, (b) 
verification period using PCR technique 
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Table 6.19 Comparison of performance of MRA and PCR results for modelling and 
verification periods 
 
MRA with 
uncorrelated 
variables 
PCR with 
uncorrelated 
variables 
MRA with 
uncorrelated 
variables 
PCR with 
uncorrelated 
variables 
Modelling period (1984-2012) Verification period (2012-2016) 
R2 0.78 0.91 0.66 0.96 
RMSE 70.44 21.42 72.58 29.18 
NSE 0.75 0.87 0.62 0.88 
PBIAS 2.29 0.45 3.89 0.95 
 
6.7 Effect of length of data series 
 
The length of the data series can affect the accuracy of the developed model. Therefore, 
an investigation was conducted considering different lengths of data series and their effects on 
final models were observed. In the previous section, PCR performed better than the MRA 
method. Therefore, further analysis was carried out on the PCR model. In order to do so, four 
datasets were prepared with different periods of time:1984-1995, 1984-2005, 1984-2010, and 
1984-2016. The PCR models developed for different datasets are given by Equations 6.15, 
6.16, 6.17 and 6.18 respectively. In each of the cases, PCs are estimated using the uncorrelated 
variables (e.g. PC1 comprises water price and RS3, PC2 is calculated from rainfall and RS2 and 
finally PC3 consists of temperature only; refer to Table 6.15). The R2 values for the four data 
periods were 0.35, 0.61, 0.73, 0.91 respectively. The PCR models (Equations 6.15, 6.16, 6.17) 
were then applied separately to forecast the water demand for the period 1996-2016, 2006-
2016, 2011-2016, respectively. Comparisons were made between the original water demand 
(1984-2016) and the calculated and forecast demand by estimating error percentages for each 
of the datasets. For example, the error percentages of the 1984-1995 dataset were calculated 
between the observed water use (1984-2016) and the calculated (1984-1995) and the forecast 
water use (1996-2016). This calculation was also carried out for the other datasets (1984-2005, 
1984-2010), in order to obtain the error percentages each time. The error percentages of the 
models with different length periods are depicted in Figure 6.11. The figure shows that the 
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precision of the model improves as the data period increases. When the data sets for 1984-1995 
and 1984-2005 are used to forecast water demand, high error percentages occur after 2006. The 
Victorian government has been implementing different types of restrictions on water use from 
2006 and onwards, due to the lowering of the reservoir storage level below the long-term 
average. Hence, people are starting to consume less water than before 2006. Therefore, if the 
forecast is carried out based on previous (1984-1995, 1984-2005) water requirements, it would 
produce high proportions of errors in prediction. However, as expected, the inclusion of recent 
data in the experiments produced better results (the dataset from 1984-2016).  Therefore, it can 
be inferred that the regression model needs to be updated regularly by including recent data in 
order to obtain acceptable predictions of water demand.  
 
PCR model with dataset of 1984-1995: 
𝑊𝑎𝑡𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 157.39 − 713.17 × (𝑃𝐶1) − 0.93 × (𝑃𝐶2) + 29.21 × (𝑃𝐶3)          (6.15) 
 
PCR model with dataset of 1984-2005: 
𝑊𝑎𝑡𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 279.52 − 9.22 × (𝑃𝐶1) − 1.02 × (𝑃𝐶2) + 28.33 × (𝑃𝐶3)                (6.16) 
 
PCR model with dataset of 1984-2010: 
𝑊𝑎𝑡𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 417.36 − 105.34 × (𝑃𝐶1) − 1.14 × (𝑃𝐶2) + 24.5 × (𝑃𝐶3)             (6.17) 
 
PCR model with dataset of 1984-2005: 
𝑊𝑎𝑡𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 520.69 − 130.49 × (𝑃𝐶1) − 1.32 × (𝑃𝐶2) + 21.53 × (𝑃𝐶3)         (6.18) 
 
Figure 6.11 Percentage errors in predicted model for different length of data series 
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6.8 Summary  
 
This chapter has described the development of the water demand function used in the 
proposed reservoir system model which was itself prepared using Source software. Water is 
one of the most essential substances for the environment. Careful implementation of water 
demand management strategies will ensure sufficient supply to accommodate current and 
future water requirements. Forecasting future demand is a vital component in demand 
management. This study considered climatic and socio-economic variables for prediction 
purposes. Due to the presence of inter-connections among the selected variables, a total of six 
models were developed in MRA in two phases. In the first phase, water demand was evaluated 
by standard MRA considering all the independent variables, regardless of their inter-
connections with each other. For the second phase, MRA with the uncorrelated independent 
variables was applied to develop the demand function. In each phase, models were developed 
for three functional forms of multiple regression analysis (linear, semi-log and log-log).  The 
R2 values for these six models in two phases (with or without correlated variables) were quite 
close. However, this study suggests the use of MRA models with uncorrelated variables, since 
these models require a small number of variables which are easily available. The results of the 
performance indicators (NSE and PBIAS and RMSE) reveal that semi-log MRA models with 
unconnected variables are better suited to explain water forecasting than other models 
developed using the MRA method. 
  
The presence of multicollinearity in the regression model undermines the statistical 
significance of the predictor variables and may require them to change their signs. In addition, 
multicollinearity can supply redundant information, making the process more difficult to 
produce an accurate model. Again, stepwise regression does not work well with 
multicollinearity complications. Therefore, it is recommended that the elimination of highly 
correlated variables from the regression model avoids multicollinearity problems and assists in 
the detection of the most influential explanatory variables. Another choice for avoiding 
multicollinearity is the application of PCA in the regression model.  
 
Here, PCA analysis was carried out considering two types of case studies. In the first 
case study, all the independent variables were consulted in PCA (as in the first phase of MRA 
analysis). Only uncorrelated variables (which are consistent with the variables in the second 
phase of the MRA model) were accessed in the second case study. The overall performance of 
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PCR without correlated variables is to some extent better than PCR with all variables. 
Therefore, this study suggests the utilization of PCR with uncorrelated variables to predict 
water demand and the results were compared with those of the second MRA (semi-log) model 
of the same variables. Finally, the PCR model with uncorrelated variables was selected to 
predict the water demand for the study area based on the results of the goodness of fit tests. 
The water demand function developed in this chapter is integrated in the reservoir system 
model produced by Source software to calculate the storage volumes for different drought 
scenarios and initial storage volumes (Chapter 7).  
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   Chapter 7 
 
Assessment of Effects of Drought events on Reservoir Storage Conditions 
 
 
 
7.1 Introduction  
 
One of the major objectives of this chapter is to answer research questions number 4 
and 5 in Chapter 1, Section 1.2. The questions are “How is the probability of reservoir level 
depletion resulting from a combination of various initial water storage levels and different 
drought scenarios assessed?” and “What are the variables of uncertainty analysis affecting 
reservoir storage depletion and how are these variables estimated?”. The aim of this chapter is 
to answer these questions by conducting the analyses presented in Sections 7.6 to 7.8. 
 
In recent decades, many countries have experienced severe drought events which have 
had substantial impacts on peoples’ livelihoods and socio-economic development (Mishra and 
Singh, 2010). Drought is often termed as a recurrent natural hazard which may adversely affect 
all climate and hydrological regimes with its variable characteristics (Rossi et al., 2012). The 
complex features of this extreme climatic event make it the least understood of all-natural 
disasters, such as floods, tornadoes and hurricanes (Kim and Valdés, 2003).  The consequences 
of drought events generally take a considerable amount of time to be apparent in socioeconomic 
systems due to their slow development over time. This creeping movement of drought assists 
in the establishment of a vibrant monitoring system which can advise of the onset of a drought 
promptly and update its progress in space and time (Rossi et al. 2007). In areas where droughts 
are very frequent, water managers encounter intense uncertainties in the decision-making 
process in any water resources system. In recent years, drought planning has approached a 
more risk-preventive way in which strategies of management of any advancing drought should 
be considered within climate change dynamics (Haro et al, 2014). This risk-based drought 
management strategy specifies a dynamic framework for the selection of action plans to 
respond to drought episodes and for the mitigation of drought impacts by adequate policy-
making mechanisms (Rossi et al. 2007, Pedro-Monzonís et al., 2015).  
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Risk-based drought planning provides a robust platform to water managers by enabling 
them to analyse drought characteristics and the associated hazards which help them to select 
the most cost-effective mitigation approach (Brekke et al., 2009, Demertzi et al., 2014). In 
order to perform these tasks, software tools are efficiently integrated in the planning phase. 
These systems evaluate drought hazards and the efficiency of frequently-applied strategies 
using real time management models. Drought risk scenarios are described by the assessment 
of drought characteristics with appropriate indices and by the use of suitable monitoring 
systems. The established scenarios are then activated in the water resources system which is 
developed by the selected software. This chapter highlights the overall condition of the 
reservoir system developed by Source software according to the established drought scenarios. 
The next few paragraphs describe the reservoir system and how it is affected by drought events. 
Finally, the status of the reservoir system after applying the established drought scenarios 
within the system is presented. 
 
Reservoirs are a type of water conservancy infrastructure which are generally 
constructed at the watershed scale in order to manage the unbalanced distribution of water 
sources to fulfil the extensive end-users demands due to rapid urbanization and industrial 
development (Zhang and Tan, 2014, Goodarzi et al., 2014). They also have roles in flood 
control, hydroelectric power, and irrigation schemes (Liu et al., 2018). During their service life, 
dams are usually subjected to failure while performing their functions. Statistical evaluations 
have identified that the main modes of failure of earth dams are flood overtopping, seepage of 
piping, slope failure, foundation collapse and so on (Zhang and Tan, 2014). These dam failures 
may lead to possible disastrous consequences including loss of life and property damage. 
(Kwon and Moon, 2006, Kuo et al., 2007). Therefore, dam safety is a major concern in 
hydrology. Historical records reveal that overtopping of the dam crest is one of the most 
common causes of structural failure (Kuo et al., 2007, Erdik et al. 2013, Zhang and Tan 2014). 
Therefore, most hydrological risk analyses are directed to the estimation of crest elevation and 
spillway dimensions which are essential for efficient reservoir operation and dam safety 
management (Goodarzi et al., 2013, Callau Poduje et al., 2014). Many flood risk management 
studies deal with the probabilistic assessment of dam overtopping. Probabilistic design is more 
appropriate than the deterministic technique as it estimates dam safety under different 
combinations of random variables. Moreover, the deterministic technique under-estimates the 
risks in design compared with the probabilistic technique (Yanmaz and Gunindi, 2006). Cheng 
et al. (1982) first applied First Order Second Moment (FOSM) to calculate the risk of dam 
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overtopping. Kuo et al. (2007) employed two uncertainty analysis methods (Monte Carlo 
simulation (MCS) and Latin hypercube sampling (LHS)), to calculate the dam overtopping risk 
model for the Feitsui Reservoir in China. Goodarzi et al. (2013) also applied MCS and LHS to 
evaluate the Meijaran Dam overtop risk with peak discharge, initial water level and spillway 
discharge coefficient as random variables.  
 
Although extensive research has been conducted on dam failure analysis of reservoirs, 
very few investigations have addressed the short- and long-term impacts of drought events on 
reservoir storage (Cancelliere et al., 1998, Zhang et al., 2016). As it is obvious that reservoirs 
are an important source of water supply in any critical period, the reduction of storage owing 
to severe drought may obstruct the overall water supply and distribution system. The 
susceptibility of reservoir storages to droughts seriously affects human life, agricultural 
production and industrial development. The impact of drought on storages continues long after 
the termination of drought episodes, as after a drought period, although precipitation as well as 
runoff may reach their mean annual levels, the reservoir and the surrounding area cannot 
always recover to satisfactory levels. Drought is considered as a cumulative precipitation 
deficit which increases during drought periods. However, some of this deficit still remains after 
the drought, even when there is near-normal precipitation. The deficit is expected to be 
eliminated if a normal amount of precipitation continues for several consecutive years.  The 
same applies to reservoir storage. The storage may remain below the average functional level, 
even when the runoff becomes more than the mean annual value. In this situation, the 
occurrence of any further drought makes the condition more vulnerable than the first 
appearance of drought, as this time the reservoir starts its functionality with less storage. In 
some cases, reservoirs have taken over 10 years to refill (Johnson and Kohne, 1993).  
 
The present study evaluates the drought risk in the Upper Yarra reservoir which is 
situated in the eastern part of Victoria, Australia (refer to Figure 3.1). The risk of reduction of 
available storage due to drought is explained in a probabilistic way. Three pre-specified storage 
conditions are studied here with each specific drought scenario (each scenario has a particular 
drought severity and duration) and initial storage level. The pre-specified storage conditions 
can also be considered as critical storage conditions, as water volumes below these levels pose 
severe challenges for the management of supply from the reservoir. In this study, the idea of 
critical storage conditions is taken from the concept of Melbourne Water’s restriction policy 
which was applied during the Millennium Drought (1996-2009) (Melbourne Water, 2016b). 
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These conditions are (1) when storage drops below 50% of its full supply volume (FSV) 
(denoted as critical condition 1 (CC1)); (2) when storage drops below 40% of the full supply 
volume (FSV) (represented as critical condition 2 (CC2)); and finally (3) when it drops below 
30% of the full supply volume (FSV) (denoted as critical condition 3 (CC3)). 
 
Based on the preselected conditions, the final storage volume is estimated under 
different drought scenarios. The probability of final storage falling below any predetermined 
threshold level is then estimated. The results will assist water managers to propose several 
action plans to mitigate drought risk. These plans may range from the implementation of water 
restrictions to the provision of economic incentives for water savings, from the restriction of 
agricultural demand to offering additional sources of low-quality supply to minimize crop 
water consumption (Rossi et al., 2012). Information on the status of the storage could be 
regarded as a preventive measure as it may help in alleviating drought risk by allocating 
sufficient time to control the hazardous consequences of drought events (Rossi et al, 2012).  
  
A number of mathematical models are available in order to conduct risk analysis of 
reservoir conditions, including MODSIM (Labadie, 1995), ABSTRACT-CORMAS (Bousquet 
et al., 1998), MIKE BASIN (Basin, 2003), WEAP (Sieber and Purkey, 2007) and Source 
(Welsh et al., 2013). These models are capable of performing hydrologic analysis to estimate 
storage conditions using reservoir characteristics, inflows, evaporation etc. They can provide 
the most appropriate water management decisions by optimization techniques and distribution 
using priority rules for various types of water demand (Carr et al., 2012, Dutta et al., 2013) 
 
 Source has been designed to simulate all aspects of water resource systems to support 
integrated planning and operations (Dutta et al., 2013). It provides a consistent hydrological 
modelling tool which supplies a framework to support transparent urban catchment and river 
management decisions. The software is flexible, readily customisable to meet different 
planning and management settings, and easy to update according to requirements. Moreover, 
many water industry professionals use this software to evaluate complex water supply and 
distribution systems under different hydro-climatic conditions, such as flow requirements, 
water level changes, rainfall prediction and the water-carrying capacity of the river at various 
locations (Dutta et al., 2013). Therefore, this study uses this software for the modelling of 
Melbourne Water’s Upper Yarra reservoir system as a case study for different extreme drought 
conditions and initial storage volumes. Similar to the risk of dam overtopping, the reduction of 
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storage volume is assessed by a probabilistic approach in which two random variables are taken 
into consideration: drought severity and initial storage volume. These uncertain variables are 
generated by two efficient sampling schemes (Monte Carlo simulation (MCS) and Latin 
hypercube sampling (LHS)). Finally, all the collected inputs are activated in Source to estimate 
the final storage condition. Source employs the traditional behaviour analysis method to 
evaluate the system’s performance (Dutta et al., 2013). The following sections explain the 
procedure in detail.  
 
7.2 Evaluation of risk of reduction of reservoir storage below predetermined storage 
volume 
 
 Droughts can endanger water supply from reservoirs by lowering the storage below the 
vulnerable level if it continues for a long time. Some drought events with a small duration may 
have an intense impact on reservoir storage if the severity is high, placing the reservoir at risk 
of restricting releases. Extreme drought may have an impact on reservoir storage for long time 
even after the rainfall becomes higher than mean annual values. Any further shortage of rainfall 
or runoff will exacerbate the critical status of the reservoir storage. The study reservoir, 
constructed using a conventional design approach, may not account for the possible variations 
of random governing parameters in its operation. Hence, the presence of a certain amount of 
uncertainty and ambiguity in hydrological variables (e.g. inflow, initial storage of reservoir, 
outflow) and in climatic variables (rainfall, wind) is very common. Therefore, a comprehensive 
risk assessment of reservoir conditions should be combined with uncertain parameters. 
 
 While conducting the assessment of the risk of reservoir storage reduction by drought, 
it is important to combine the probability of the initial condition of the reservoir before a 
drought event commences and the associated probability of drought severity of a certain 
duration. From the viewpoint of probability theories, risk analysis incorporates stochastic 
hydrology, stochastic hydraulics, engineering economics and social statistics. The process of 
estimating the risk of reservoir storage declining below any preselected stage considering 
drought impact is shown in Figure 7.1. The process of estimating the probability of storage 
reduction involves a number of steps which are given below: 
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• Detection and assessment of important variables: This study introduces initial storage 
volume (Sini) and drought severity (Q[s, d]) as uncertain parameters. The statistical 
properties of each uncertain variables are presented in Sections 7.2.2 and 7.2.3. It 
should be noted that inflow drought severity is termed drought severity here and the 
details are given in Section 3.10.1. 
•  Data collection and analysis: Inflow data of the reservoir were collected from 
Melbourne Water (Melbourne Water, 2018a) for the frequency analysis of drought 
(refer to Section 3.10). Storage data of the Upper Yarra reservoir were obtained from 
the Bureau of Meteorology (BoM, 2017c) to calculate the probability of initial storage 
volume at a particular level.  
• Uncertainty analysis: This study involves two proposed sampling schemes (MCS and 
LHS) to generate the probabilistically plausible comprehension of each of the uncertain 
variable. The individual distributional features are also preserved by the selected 
schemes. 
• Source model set-up with uncertain variables: The random variables generated in the 
above steps are used in the developed reservoir model (refer to Section 5.2.3). The 
model is run for various combinations of drought events with particular initial storage 
volumes. Finally, the model responses are interpreted to assess the probability of 
reservoir storage reduction below the preselected conditions. 
 
The present research follows the concept of estimating dam overtopping probability 
proposed by Cheng et al. (1982) and Pohl (1999). These authors considered the initial 
storage levels for a particular rain event when determining the probability of dam 
overtopping. In contrast to dam overtopping analysis, storage volumes which drop 
below the predetermined conditions are taken into account to calculate the probability 
of storage reduction. A conceptual diagram of storage reduction probability under the 
joint probability consideration of initial storage volume and drought severity subjected 
to uncertainties is shown in Figure 7.2. One example is illustrated in Figure 7.2, where 
initial storage is assumed to be 80% of full supply volume and a drought severity with 
certain duration, where the storage dropped below 50% of full supply volume. In this 
case, the probability of storage reduction is calculated using the appropriate equation 
(Equation 7.17).  
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Figure 7.1 Probabilistic assessment of Upper Yarra reservoir under drought conditions  
 
 
 
Figure 7.2 Schematic diagram of reservoir storage  
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7.2.1 Determination of performance function 
  
  The behaviour of any engineering system in any critical situation is usually outlined by 
the condition when the loading on the system (L) surpasses the resistance of the system (R). At 
this stage, system failure occurs. In general, the performance of any engineering system can be 
presented in three major forms (Goodarzi et al., 2013): (1) safety margin, Z = R-L; (2) safety 
factor, Z = R/L; or (3) safety factor in log space, Z = ln(R/L). Safety margin is the most 
commonly-used form of performance function applied in dam overtopping analysis because of 
its simple and easy format (Hsu et al., 2011, Erdik et al., 2013). This study follows the basic 
idea of dam overtopping risk. Following this conceptual arrangement, the present study 
considers safety margin as the most effective way of presenting the system’s performance. For 
this particular study, failure is defined as the condition when the final storage (after considering 
certain initial storage volume and drought severity) drops below any of the following three 
preselected conditions (CC1: 50% of full supply volume; CC2: 40% of full supply volume; CC3: 
30% of full supply volume). In this study, final storage of reservoir is regarded as load (L) and 
any of these three preselected conditions is regarded as resistance (R). Therefore, the 
performance function (Z) and the reliability of the system can be expressed by Equations 7.1 
and 7.2, respectively. 
 
𝑍 = L − R                       (7.1) 
𝛼 = Pr[𝐿 > 𝑅] = Pr[𝑍 > 0]                     (7.2) 
 where, Pr [ ] indicates the probability. The failure probability ά is given below 
(Equation 7.3). 
ά = Pr[𝑅 > 𝐿] = Pr[𝑍 < 0] = 1 − 𝛼                    (7.3) 
 Here, the reduction of reservoir storage induced by drought events is evaluated in 
Source. The software calculates the final storage volume using the mass storage equation in 
daily steps (Equation 7.4) (McMahon and Mein, 1986). Various combinations of initial storage 
volume and drought severity with definite durations are assigned in Source to assess the 
probabilistic analysis for the reduction of storage of the Upper Yarra Reservoir. 
𝑆𝑡+1 = 𝑆𝑡  + 𝑄𝑡 − 𝐷𝑡 − ∆𝐸𝑡                                    (7.4) 
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where, St+1 = storage at the end of the t
th time period (=storage at the beginning of the 
t+1th  period), St = storage at the beginning of the t
th period, Qt = drought severity during the t
th 
time period, Dt = water demand during the t
th time period (the demand function has already 
been developed in Chapter 6), ∆Et = net evaporation loss from the reservoir during the tth time 
period. In this study, Equation 7.4 is used by Source software to calculate the final storage 
volume during any particular drought episode with any specific initial storage volume. 
 
As stated earlier, the initial storage volume and inflow drought severity are the two 
random variables selected for this study.  In the case when the final storage drops below any 
of the three predefined critical conditions (CC1 to CC3), the probability of the final storage is 
calculated by the joint probability of the initial storage volume and the drought severity. For 
example, the final storage is investigated (Source uses Equation 7.4) with 2% annual 
exceedance probability of a drought of 12-month duration and 80% initial storage volume. A 
description of the developed demand function has been presented in Chapter 6. If the final 
storage drops below any specified conditions (e.g. 50% of full supply volume), the probability 
of failure is estimated from the probability of initial storage and the probability of drought 
severity with certain duration. To do this, the probability of initial storage volume and the 
frequency analysis of drought severity need to be computed first using the appropriate 
distribution functions. Section 7.2.2. and Section 7.2.3 outline the detailed procedure and the 
results of probability of initial storage and inflow drought severity, respectively. The 
performance function of the system is calculated using Equation 7.5.  
 
𝑍 = 𝑓(𝑆𝑖𝑛𝑖, 𝑄[𝑠,𝑑], 𝐶𝐶𝑟) =  (𝑆𝑖𝑛𝑖 + 𝑄[𝑠,𝑑] − 𝐷𝑡 − ∆𝐸𝑡) − 𝐶𝐶𝑟                                                          (7.5) 
 
where, Sini= initial reservoir storage volume, Q[s, d]= inflow drought severity during any 
particular drought period of certain duration, Dt = water demand, and CCr = preselected 
reservoir conditions (CC1, CC2, CC3).  
 
7.2.2 Probability of initial storage volume 
  
In hydrologic risk analysis, reservoir water volume is normally taken as the most 
sensitive uncertain variable (Gabriel-Martin et al., 2017; Huang and Yuan, 2004; Goodarzi et 
al., 2013). Regular fluctuations of water volume in reservoir make it an indispensable feature 
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for evaluating the probability of storage reduction during a drought episode. The cyclic nature 
of reservoir water may be apparent within the same year. For instance, reservoir storage may 
drop below critical levels during the dry months of a year and flooding may occur in the wet 
season of the same year (Jahanpour et al., 2013). Moreover, reservoir operation, management 
and outlet valve facilities also modify reservoir storage levels, even on monthly or daily bases 
(Sun et al., 2012). On some occasions, error in data recording and lack of data increase the 
uncertainty of initial water level in the reservoir and enable researchers to treat it as an uncertain 
random variable (Goodarzi et al., 2013). A number of researchers calculate dam overtopping 
probability considering initial reservoir storage as a random variable (Kuo et al., 2007, Sun et 
al., 2012).  Kwon and Moon (2006) employed nonparametric probability density estimation 
methods to evaluate initial storage level, which was then considered for estimating the 
probability of dam overtop along with the application of Latin hypercube sampling (LHS). 
However, some research examines dam overtopping risk with either constant initial water level 
or varies them within a certain range.  For example, Yanmaz and Gunindi (2006) and Hsu et 
al. (2011) applied fixed values of initial storage levels to evaluate dam risk. Goodarzi et al. 
(2013) assumed four depths of water (43.16 m, 47 m, 50 m, 52 m) to evaluate the overtopping 
probability of Meijaran Dam in Iran. They selected the water levels based on recorded water 
elevations over a 6-year period (2003–2009) during the wet season. Since the present study 
follows the elementary approach of dam overtop risk to evaluate reservoir conditions due to 
drought events, initial storage volume is interpreted as an uncertain random variable.  
 
Storage volume in the study reservoir (Upper Yarra) is generally high at the end of 
November and the beginning of December due to high rainfall (see Figure 7.3). The level 
eventually drops because of low rainfall as well as meeting the high demand for water during 
the summer. The mean monthly rainfall values in the area surrounding the Upper Yarra 
reservoir are presented in Figure 7.4. The risk analysis associated with any extreme events 
usually incorporates the probabilistic analysis of multiple independent and random variables to 
obtain a more realistic view of the system. In the present research, the uncertainty related to 
initial storage volume is modelled by the Gaussian probability distribution function. This 
function is adopted by many researchers for the analysis of the initial water level of the 
reservoir in the hydrological dam risk method because of its ease of application (Lombardi, 
2002, Erdik et al., 2013, Goodarzi et al., 2013, Zhang and Tan, 2014). The present study 
attempts to determine the probability of reservoir storage reduction by considering the 
probability of the initial storage volume as well as the probability of drought events. The 
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reservoir model developed in Source (the model is developed in Chapter 5) was run for two 
selected periods in a year.   
 
 
Figure 7.3 Mean monthly storage volume of Upper Yarra reservoir 
 
Figure 7.4 Mean monthly rainfall values in the surrounding area of Upper Yarra 
reservoir 
 
In the present study, the whole year is divided into four different periods which are 
analogous to the seasons in Australia (BoM, 2015). They are Period 1 - December to February; 
Period 2 - March to May; Period 3 - June to August and Period 4 - September to November. 
Rainfall deficiency in Periods 1 and 2 as well as high demand for water in these periods mean 
that the volume of the storage drops substantially. The condition is quite apparent at the 
beginning of Period 3 as the historical average storage volume in Period 3 is found to be 
moderately lower than other times of the year. On the other hand, due to adequate rainfall in 
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Period 3 (the winter season), the storage of the Upper Yarra reservoir is documented as being 
in good condition at the start of Period 1 each year (Tan, et al. 2015). Therefore, this study 
considers Period 3 as the most critical time and Period 1 as the least crucial time for reservoir 
operation. Moreover, in Period 1 the relationship between storage and inflow volume is fairly 
high and it is low for Period 3. Considering all the above factors, this study reports the impact 
of drought events on the storage for these two periods only (Period 3 and Period 1). Therefore, 
the probability of initial storage volume is calculated for these two periods. In that case, the 
variation of the storage volume will be conspicuous at Period 3 and Period 1 and any fluctuation 
of the storage volume under extreme conditions (drought events are considered in this 
circumstance) are easily detectable.    
 
In order to assess the risk analysis of the reservoir during drought episodes, the storage 
volume is divided into 20 different layers based on full supply volume (FSV), as presented in 
Figure 7.5 and Table 7.1.  Storages are divided into small parts in order to conduct a precise 
evaluation of drought impact on reservoir conditions. Full supply volume (FSV) indicates the 
condition when the reservoir is assumed to be 100% full. However, in reality, no reservoir is 
expected to be 100 % full. Therefore, here, Layer 1 is designated when the reservoir storage 
remains between 95% to 100 % of its capacity. In a similar way, Layer 2 is identified by storage 
volumes ranging from 90% to 94.99% of FSV, Layer 3 is indicated by storage volumes between 
85% to 89.99% of FSV and so on, up to layer 20 when the storage volume is expected to be 
very low (0-4.99% of FSV). However, analyses have been performed from 80% FSV (layer 4) 
to 51% FSV (layer 10) to avoid the complexity of further calculations. 
 
 
Figure 7.5 Divisions of storage capacity 
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Table 7.1 Storage volumes divided into different layers for probability calculation 
Layers Percentages of 
storages (%) 
Layers Percentages of 
storages (%) 
Layer 1 95-100 Layer 11 45-49.99 
Layer 2 90-94.99 Layer 12 40-44.99 
Layer 3 85-89.99 Layer 13 35-39.99 
Layer 4 80-84.99 Layer 14 30-34.99 
Layer 5 75-79.99 Layer 15 25-29.99 
Layer 6 70-74.99 Layer 16 20-24.99 
Layer 7 65-69.99 Layer 17 15-19.99 
Layer 8 60-64.99 Layer 18 10-14.99 
Layer 9 55-59.99 Layer 19 5-9.99 
Layer 10 50-54.99 Layer 20 0-4.99 
 
As this study attempts to determine whether the final storage volume reaches the three 
previously-selected critical conditions (50%, 40% and 30% of FSV) in different circumstances, 
it is necessary to calculate the probability of the storage volume, which is acknowledged as the 
probability of the initial storage volume. This probability is combined later with drought 
probability to measure the probability of storage reduction.   
 
The probability of storage volume within different layers are assessed for the selected 
two periods (Period 1 and Period 3). To compute the probability of storage, Gaussian 
probability distribution is applied to the collected storage data.  Gaussian distribution is the 
most widely-used distribution method in many areas of scientific analysis (Kavetski et al., 
2006, Song and Singh, 2010a). It can be described by two parameters, the mean of the 
distribution (μ) and the standard deviation of the distribution (σ). The positions and the shape 
of the distribution depend on the mean and standard deviation and can be changed with the 
alteration of these parameters. The probability density function and the cumulative distribution 
function of Gaussian distribution are calculated using Equation 7.8 and Equation 7.9:  
𝑓(𝑥) =  
1
𝜎√2𝜋
 𝑒
−(𝑥−𝜇)2
2𝜎2                                                (7.8) 
𝐹(𝑥) =  ∫
𝑒
−(𝑥−𝜇)2
2𝜎2
√2𝜋
𝑥
−∞
                                                                                                        (7.9) 
 where, μ denotes the mean value and σ is the standard deviation of the collected data. 
Historical monthly storage data were collected for the period 1957 to 2017 (BoM, 2017c) to 
calculate the probability of the storage volume of the Upper Yarra reservoir within different 
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layers for the selected period. The initial storage volume for each selected period was evaluated 
together with their specifications, e.g. mean μ, standard deviation σ and the probability 
distribution functions (PDFs) to which storage volume is fitted are listed in Table 7.2.  
 
Table 7.2 Parameters of Gaussian distribution of historical data on initial storage volume 
Initial storage volume Type PDF μ (ML) σ (ML) 
Period 1 Random Gaussian 150907.49 35504.87 
Period 3 Random Gaussian 136425.78 34228.81 
 
Table 7.3 presents the results of the probability of storages for Upper Yarra reservoir 
within layers. The cumulative density function of storages for Period 1 and Period 3 are 
depicted in Figure 7.6 and Figure 7.7, respectively. Table 7.3 shows that the probability of 
storage in upper layers (layer 3 to 6) is high in Period 1 (December to February), whereas the 
probability of storage in medium to low layers (layer 9 to 12) is high for Period 3 (June to 
August). 
 
Table 7.3 Probability of storages in Upper Yarra Reservoir within layers (%) 
Period 
Layer 
1 
Layer 
2 
Layer 
3 
Layer 
4 
Layer 
5 
Layer 
6 
Layer 
7 
Layer 
8 
Layer 
9 
Layer 
10 
Period 1 7 9 11 11 11 11 9 7 5 3 
Period 3 0 1 2 3 4 6 8 9 11 11 
 
Layer 
11 
Layer 
12 
Layer 
13 
Layer 
14 
Layer 
15 
Layer 
16 
Layer 
17 
Layer 
18 
Layer 
19 
Layer 
20 
Period 1 2 1 1 0 0 0 0 0 0 0 
Period 3 11 9 8 6 4 3 2 1 0 0 
 
During Period 1, the highest probability of initial storage volume is found to be within 
layers 3 to 6 (storage between 85%-74.99 % of FSV). The second highest initial storage 
probability is found to be in layer 2 (storage between 90 to 94.99% of FSV) and layer 7 (65 to 
69.99% of FSV). During Period 3, the probability of initial storage remaining within lower 
layers is found to be small (in this case, storage fluctuates between 35 and 54.99 % of FSV). 
Based on historical data, storage has never fallen below 39.99% of FSV for Period 1.  
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During Period 1, the storage of the Upper Yarra Reservoir remains high due to high 
inflow into the reservoir. The total rainfall is high in the surrounding catchments during the 
months of May to September (refer to Figure 7.4). There is a time lag between the occurrence 
of rainfall and the water flowing into the reservoir, which is controlled by the catchment 
characteristics and the initial climate conditions. Therefore, heavy to moderate rainfall during 
May to September contributes to the increase of storage volume for Period 1 (December to 
February). Moreover, during the high rainfall period (May to September), the downstream 
water requirement becomes low, which means that the reservoir does not release substantial 
amounts of water and the storage remains at high levels. 
 
 
Figure 7.6 Distribution of historical storage and Gaussian distribution for Period 1 
(December to February) 
 
The probabilities of storages are within the layers 9 to 12 (40%-59.99% of FSV) for 
Period 3 (June to August) (Figure 7.3 and Table 7.1). Historical data show that storage 
occasionally goes over 80% of FSV during this period. The probability is moderately low for 
this period because during the dry season (December to February) there is low rainfall and high 
demand for water (potable, irrigation, industrial, recreational etc.) As a result, the reservoir 
receives less inflow and the storage drops. Furthermore, during or after a drought, any reservoir 
takes time to refill its storage. When the storage is low and the shortage of rainfall continues 
for a long time, it becomes difficult for the storage to reach its FSV. Due to the lack of rainfall 
from December to February (refer to Figure 7.4), low storage is most evident in Period 3 (Table 
7.3).  
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Figure 7.7 Distribution of historical storage and Gaussian distribution for Period 3 
(June to August) 
 
The performance of the proposed distribution was checked using two goodness of 
fitness statistics, the Anderson-Darling (AD) test and the Kolmogorov-Smirnov (K-S) test 
(Chakravarty et al., 1967, Stephens, 1974). These tests are used to investigate that a sample of 
data belongs to the population of a specific distribution. The AD and K-S can be estimated 
using Equations 7.10 and 7.11, respectively.  
 
𝐴𝐷 =  (∑
(2𝑖−1)
𝑁
𝑁
𝑖=1  [ln 𝐹(𝑋𝑖) + ln (1 − 𝐹(𝑋𝑁+1−𝑖)]) − 𝑁                                               (7.10) 
𝐾 − 𝑆 = 𝑚𝑎𝑥 (𝐹(𝑋𝑖) − 
𝑖−1
𝑁
,   
𝑖
𝑁
− 𝐹(𝑋𝑖)) , 1 ≤ 𝑖 ≤ 𝑁                                                    (7.11) 
where, F is the cumulative distribution function of the specified distibtion, i is the 
position in ascending order of magnitude, and N is the number of data points 
 
These values from AD and K-S test can be compared with the critical values of ADcv, 
and K-Scv at 95% confidence level, respectively. The critical value of the AD test can be 
calculated using Equation 7.12. The critical values of the K-S test are found from the standard 
table of the Kolmogorov-Smirnov (K-S) test used by Massey (1951). When the AD and K-S 
test results are smaller than the critical value of (ADcv) and (K-Scv), then the distribution is 
significant at 95% confidence level. 
 
𝐴𝐷𝐶𝑉 = 
0.752
1+
0.75
𝑁
+
2.25
𝑁2
                                        (7.12)
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Table 7.4 tabulates the results of the AD and K-S tests with their critical values for the 
two selected periods. The Gaussian distribution fits the data well for the two selected periods 
(Period 1 and Period 3) and both the AD and K-S values are well below the ADCV and K-SCV 
values, respectively. It is observed that the AD value is greater than the ADCV value by a very 
small amount in Period 1, whereas the AD value is smaller than ADCV for Period 3. The K-S 
values for both periods are well below the K-SCV value. However, it can be concluded that 
Gaussian distribution is a suitable distribution for estimating the probability of the initial 
storage volume of the Upper Yarra reservoir. 
 
Table 7.4 Performance of the proposed distribution for storage volume 
 ADCV AD K-SCV K-S 
Period 1 
0.74 
0.80 
0.18 
0.10 
Period 3 0.65 0.06 
 
7.2.3 Probabilistic characterization of drought 
  
This study attempts to determine the reservoir storage condition during drought periods. 
Due to lack of adequate rainfall during droughts, reservoirs usually fail to receive the required 
inflow. At the same time, water demand approaches its high point and compels the reservoir to 
supply more water than usual. As a consequence, reservoir storage drops severely below the 
critical levels to satisfy the increasing water requirements. Therefore, the assessment of 
probability of droughts of certain durations is important to evaluate the probability of reservoir 
storage reduction during drought episodes. This study considers initial storage volume and 
drought severity as two random variables to estimate the storage reduction probability. The 
above section has discussed and determined the probability of initial storage volume being at 
a certain level in the Upper Yarra reservoir. The following section focuses on the probabilistic 
assessment of drought considering its severity and duration.  This study applies a bivariate 
copula distribution to evaluate drought severity and duration (refer to Chapter 3). The Gumbel-
Hougaard copula is adopted to drought frequency analysis, as suggested by many researchers 
(Shiau and Modarres, 2009, Mirabbasi et al., 2012, Iliopoulos et al., 2017). The detailed 
procedure is described in Chapter 3. The univariate marginal distributions are performed first. 
Drought severity and duration are fitted with gamma and exponential distributions, as 
suggested by Shiau (2006). Later, the joint probability of drought severity and duration is 
combined with the probability of storage to obtain the storage reduction probability.  
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7.3 Risk and uncertainty analysis 
  
Making a decision about the operation and capacity of any engineering system is 
generally controlled by its response in some probable circumstances. The presence of various 
types of uncertainty associated with different system components limits the possibility of the 
system’s response with specific certainty. Uncertainty can be referred to as a condition or 
variable possessing several random characteristics. Exact quantification of uncertainty is 
always challenging. In general, a reservoir model is a complex and non-linear system which 
encounters difficulty arising from different uncertain variables. One of the major difficulties in 
reservoir systems is the derivation of the probability density function of uncertain variables. 
Problems with the determination of statistical moments and the probability distribution of 
model outputs originate from the uncertainty of the system (Hsu et al., 2011, Goodarzi et al., 
2013).  
 
Acceptable results of any analysis in the real world generally depend on historical data. 
However, it is not always possible to obtain hydrological and climatic time series data for long 
periods where the data are free of errors. Uncertainty analysis is performed to estimate the 
system’s reactions or outputs when it is influenced by the basic stochastic parameters of the 
system. Certain guidelines need to be considered for the selection of the most appropriate 
method for uncertainty analysis: the nature of the problem, the availability of information, the 
model’s complexity and finally the type and precision of the desired outputs (Tung and Yen, 
2005). Uncertainty analysis involves a sampling technique to quantify the various random input 
values. An appropriate sampling method produces results with satisfactory accuracy. This 
study adopts two sampling techniques, Monte Carlo simulation (MCS) and Latin hypercube 
sampling (LHS), to compute the uncertainty in present reservoir storage analysis.   
 
7.3.1 Monte Carlo Simulation (MCS) 
  
In water resources engineering, real condition of a system can be recreated by the 
simulation process in which a set of hypotheses and mathematical formula is employed. 
Simulation can not only evaluate the existing system performance but can also investigate the 
suitability of new theories in the form of a computer program. Monte Carlo is the most 
frequently-used numerical simulation model (Van Griensven et al., 2006, Wagener and Kollat, 
2007). In MCS, stochastic variables are reproduced following a specific distribution function. 
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In other words, MCS uses continuous random numbers to simulate a model. If x is a random 
variable and Fx(x) is its cumulative distribution function (CDF), the inverse function for any 
value of u ~ u(0,1) can be presented by Equation 7.13: 
 
𝑥 =  𝐹𝑥
−1 (𝑢)                                       (7.13) 
 where,  𝐹𝑥
−1 is the inverse function and u has a uniform distribution (0, 1). To generate 
m random variables using the CDF-inverse method, the following steps are repeated m times: 
 
1. Draw a uniform random variate such as u ~ u (0, 1), (random number generator). 
2. Find x using Equation 7.14 
 
𝑥 =  𝐹𝑥
−1 (𝑢)                                          (7.14) 
 
MCS requires a large number of computations to produce random numbers. The 
accuracy of the results relies on the number of iterations and simulations. Two major concerns 
need to be considered before using MCS for any hydro-engineering system. A large sample 
size is imperative in order to achieve reasonable accuracy in the results. Nonetheless, the results 
will lead to sampling errors related to the number of selected random variates with an inverse 
relation to the sample size number. In addition, a large sample size necessitates a long time for 
the completion of the simulation (Xu et al 2005).  
 
 
7.3.2 Latin Hypercube Sampling (LHS) 
 
The accuracy of MCS outcomes can be increased without the consideration of large 
sample size by the application of several reduction variance techniques. They include the 
antithetic variates technique, control variates, importance sampling, Latin hypercube sampling 
(LHS), correlated sampling and stratified sampling (Xu et al. 2005). Of these, LHS is 
recognised to produce higher efficiency of the output statistics parameters (Sun et al., 2012, 
Goodarzi et al., 2013). In this technique, the cumulative distribution function of each random 
variable is divided by n-number of non-overlapping intervals or stratifications. Each interval 
has equal probability 1/n (see Figure 7.8). One random variate is then selected from each 
interval. Next, random uniform variates uk ~ u (0,1) are generated, from which a new variate is 
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calculated using Equation 7.15. The final variate xk is then determined using Equation 7.16, 
based on the inverse-CDF method.  
 
𝑃𝑘 = 
1
𝑛
𝑢𝑘 + (
𝑘−1
𝑛
)                    (7.15) 
  where, k = 1, 2, 3,………., n 
𝑋𝑘 = 𝐹
−1 (𝑃𝑘)                                                                                                         (7.16) 
 
 
Figure 7.8 Latin hypercube sampling 
 
The main purpose of uncertainty analysis is to find the distributional features of the 
system outputs. In this study, it is conducted to evaluate the performance function of the 
reservoir system which is affected by the presence of uncertain variables. Sample sizes of 500 
for both MCS and LHS were employed to carry out the uncertainty analysis.  
 
 Assume, Pr (CCn І Sini, Q[s, d]) is the probability of storage reduction below CCn with 
one particular initial storage volume Sini and drought severity of a certain duration Q(s, d). 
Equation 7.17 is used to calculate the probability of storage volume reduction below three 
predefined conditions for various drought scenarios and initial storage volumes. This equation 
is established by following the joint probability equation developed by Hsu et al. (2011) to 
evaluate the overtopping risk for the Shihmen Dam in Taiwan. It should be noted that the 
probability of drought has already been calculated from the joint consideration of drought 
severity and duration (refer to Chapter 3).  
 
𝑃𝑟 =  
𝑛
𝑁
 × 𝑃𝑟 (𝑆𝑖𝑛𝑖 ) × Pr (𝑄[𝑠,𝑑])                                     (7.17) 
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 where, n = number of incidents of storage drops below CCr, N = total number of 
generated data (500), Pr (Sini) is the probability of initial storage volume, and Pr (Q[s, d] ) is the 
joint probability of drought severity and duration. 
   
7.4 Arrangement of scenarios for application in Source 
 
This study intends to evaluate reservoir storage levels during drought periods in a 
probabilistic way. In order to achieve this, a joint probability approach is developed which 
includes the probability of a certain drought event occurring and the probability of the initial 
storage level of the reservoir at the commencement of a drought event. Therefore, inflow 
drought events with specific severity and durations are initiated under reservoir conditions to 
evaluate the final storage levels. As stated earlier, the integrated modelling software Source is 
used in this study to measure reservoir storage levels for different drought scenarios.  
 
The developing drought scenarios involve drought events of different durations (1, 3, 6 
and 12 months) and various annual exceedance probabilities (AEPs) of drought. For example, 
the occurrence of a 1-month drought with 2% AEP is considered as one drought scenario. In a 
similar way, various scenarios are established to trigger Source to identify storage conditions. 
These scenarios may be a 3-month drought with 1% AEP, a 6-month drought with 5% AEP 
and so on. For this study, nine different AEPs of drought events (1%, 2%, 5%, 10%, 20%, 50%, 
90%, 95%, 99% of AEP) are analysed with drought durations of 1, 3, 6 and 12 months. Each 
of the drought scenarios is coupled with one initial storage volume before applying them in 
Source. Several initial storage volumes are employed with various drought scenarios to 
evaluate the final storage condition: 80%, 75%, 70%, 65%, 60%, 55%, 51%. Initial storage 
volumes are documented as the percentage of FSV e.g. 80% of initial storage specifies that 
initially the reservoir is filled to 80 % of FSV. After implementing different drought scenarios 
and initial storage levels in Source, the final status of the storage is identified in order to 
investigate whether it goes down any predetermined conditions of storage or not 50%, 40% 
and 30% FSV). 
 
Several combinations of occasions, consisting of drought scenarios (droughts with 
different durations and AEPs) and initial storage volumes are established in Source to evaluate 
the final reservoir storage. Table 7.5 illustrates the parameters needed for establishing these 
occasions. In Source, each of the developed occasions is applied to two different periods of a 
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hydrological year (refer to Section 7.2.2). For instance, a 1-month drought with 2% AEP and 
80% initial storage volume is activated in Period 3 in Source and the condition of the ultimate 
storage is estimated. If the final storage remains above 50% of FSV (CC1), it is not considered 
for additional examination. Alternatively, if the FSV goes below any of the three prespecified 
storage conditions (CC1 to CC3), it is consulted for estimating probability of final storage. At 
this point, the probability of the storage falling below any specified level due to the specific 
drought condition is measured by the theory of joint probability of drought and the initial 
storage volume (Equation 7.17). 
 
Table 7.5 Parameters considered in reservoir system model developed in Source 
Initial storage (%) AEP (%) of drought events 
Drought durations 
considered (months) 
80 
2, 5, 10, 20, 50, 90, 95, 99 1, 3, 6, 12 
75 
70 
65 
60 
55 
51 
 
 
7.5 Computation of probability of storage reduction below predetermined storage volume 
 
This section evaluates the risk of reservoir storage depletion during drought episodes 
in a probabilistic way. The developed sets of scenarios comprising initial storage volume and 
drought severity with certain durations were activated in Source to determine the final 
condition of the reservoir storage. Analysis was conducted for Period 3 (the most critical period 
in a year according to historical data on the Upper Yarra reservoir) and Period 1 (the least 
critical period in a year). When the reservoir storage goes below any of the three previously 
mentioned critical conditions (CC1:50% of FSV, CC2: 40% of FSV, CC3: 30% of FSV) for a 
selected drought event, it counted for probability calculation. Several drought zones are then 
successfully constructed for each condition on a plot of initial storage vs. drought severity. The 
constructed zone gives a clear indication to water authorities about the reduction of storage due 
to short and long-term drought events.  
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7.6 Probability of storage reduction for Period 3  
  
 In this section, different initial storage volumes ranging from 80% to 51% with different 
drought severities are applied in Source for Period 3. As stated earlier, four different drought 
durations are considered here and the results for different drought durations are described in 
the following sections.  
 
7.6.1 Determination of probability of storage reduction with 12-month duration drought 
event 
  
 Here, uncertainties arising from initial storage volume and drought severity are 
evaluated by MCS and LHS sampling techniques (a sample size of 500 was considered for both 
techniques). The scenarios when the final storage volume dropped below the previously 
specified conditions (CC1 to CC3) are identified. The probability of storage reduction is 
calculated by the probability of initial storage volume at a certain level and the probability of 
a drought event occurring using Equation 7.17. Results of the probability of storage decline 
below three of the selected conditions (CC1-CC3) for different initial storage volumes and 
drought severities of various AEPs (1, 2, 5, 10, 20, 50, 90, 95 and 99%) are presented in Tables 
7.6, 7.7 and 7.8, respectively. Here, drought severity is expressed by the AEP. A low AEP (e.g. 
1%) indicates a high severity drought, and a high AEP (e.g. 99%) denotes a low severity 
drought. In other words, a drought with a 1% AEP is an extreme type of drought (high severity) 
and a drought with 90% to 99% AEP is a mild type of drought (low severity).  
 
 Table 7.6 represents the probability of final storages of the Upper Yarra reservoir for 
80% and 75% initial storage volumes and a 12-month drought with AEPs varying from 1% to 
99%.  Table 7.6 indicates that, with a high initial storage volume (80%), the storage has fallen 
below the critical condition CC1 (50% FSV) very few times. However, with the same initial 
volume and drought severities of different AEPs of 12-months duration, the final storage 
volume does not go below the CC2 and CC3 levels (CC2 = 40% of FSV, CC3 = 30% of FSV). 
This indicates that, even for an extreme drought with 1% AEP and 12-months duration, the 
final storage never drops below CC2 or CC3 due to the high initial storage volume. With 80% 
initial storage volume, the probability of storage dropping below CC1 varies from 7.32% to 
0.032% using the MCS technique and 8.31% to 0.16% using the LHS technique for 1% AEP 
and 95% AEP, respectively. This signifies that even when the initial storage volume is high 
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(e.g. 80% of FSV), extreme drought conditions (with high severity) can cause the storage fall 
below the CC1 level (50% of FSV). Therefore, the initial storage volume before drought 
commencement plays a significant role in maintaining the FSV in a satisfactory condition.   
Table 7.6 Probability of storage reduction below CC1, CC2 and CC3, respectively for 12- 
month duration of drought events for initial storage volume of 80% and 75% of FSV in 
Period 3 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
80% 
1 7.37 0 0 8.31 0 0 
2 4.13 0 0 5.15 0 0 
5 2.76 0 0 3.41 0 0 
10 2.14 0 0 2.78 0 0 
20 1.34 0 0 1.87 0 0 
50 0.89 0 0 1.35 0 0 
90 0.4 0 0 0.61 0 0 
95 0.03 0 0 0.29 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
75% 
1 13.5 0 0 14.21 0 0 
2 9.63 0 0 9.95 0 0 
5 7.54 0 0 7.77 0 0 
10 5.53 0 0 6.25 0 0 
20 3.46 0 0 3.95 0 0 
50 2.36 0 0 3.31 0 0 
90 0.83 0 0 0.96 0 0 
95 0.4 0 0 0.92 0 0 
99 0 0 0 0 0 0 
 
 When the initial storage volume is changed to 75% of FSV, similar to the previous 
section, no cases are found where the final storage goes below the CC2 and CC3 for various 
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drought AEPs. With 75% initial storage volume, the probability of storage reduction below 
CC1 varies between 13.5% to 0.04% for the MCS technique and 14.21% to 0.52% for the LHS 
technique for 1% AEP (high severity) and 95% AEP (low severity), respectively. The risks of 
reduction of storage (below CC1) due to a 12-month drought with initial water volume of 80% 
to 75% for both MCS and LHS are graphically presented in Figure 7.9. It is clear from this 
figure that the probability of final storage at a certain level decrease with the increase of drought 
AEPs. This indicates that the probability of reservoir levels going down to the CC1 level is 
higher (up to 15%) for rarely-occurring droughts (high severity) than droughts with very low 
severity over a 12-month duration.  
 
 
Figure 7.9 Probability of storage reduction below CC1 for 12-month duration of drought 
events for initial storage volumes of 80% and 75% of FSV (Period 3) 
  
 The results of the probability of storages for 70% and 65% initial volume with the same 
drought severity and duration as before (12 months) are shown in Table 7.7. For 70% initial 
storage condition, the probability varies between 18.25% to 0.38% with different AEPs for 
MCS and 19.64% to 0.78% for LHS. In the case of 70% initial volume, the probability of 
storage dropping below CC2 is very low for droughts of different severities (4.22% to 0.66% 
for MCS and 7.95% to 0.71% for LHS). However, no case is found when the storage goes 
below CC3 with 70% of FSV. When the analysis starts with initial status of 65% of FSV and 
different drought severities for 12-months duration, the final storage declines below all the 
three conditions (CC1, CC2, CC3). In this case, the risk of storage reduction below CC1 is high 
with 1% AEP (33.67% for MCS and 37.02% for LHS) and very low with 99% AEP (0.90% 
for MCS and 1.16% for LHS). For the same initial water levels and drought scenarios, the 
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probability of storage reduction below CC2 varies from 18.54% in MCS (22.04% in LHS) to 
1.49 % in MCS (1.71% for LHS) and below CC3 fluctuates from 8.59% in MCS (10.98% in 
LHS) to 0.68 % in MCS (1.28% for LHS), depending on drought severity.  Figure 7.10 
illustrates the comparison of probabilities obtained from MCS and LHS for 70% and 65% of 
FSV.  
Table 7.7 Probability of storage reduction below CC1, CC2 and CC3, respectively for 12-
month duration of drought events for initial storage volume of 70% and 65% of FSV in 
Period 3 
  MCS LHS 
Initial storage 
volume (%) 
AEP 
(%) 
(CC1)  (CC2)  (CC3)  CC1) (CC2) (CC3) 
70% 
1 18.25 4.22 0 15.64 7.25 0 
2 16.89 3.81 0 12.31 5.33 0 
5 12.68 2.63 0 11.91 3.56 0 
10 7.94 1.81 0 8.95 1.33 0 
20 5.35 0.66 0 5.74 0.71 0 
50 3.61 0 0 3.75 0 0 
90 1.57 0 0 2.02 0 0 
95 0.94 0 0 1.36 0 0 
99 0.38 0 0 0.78 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2) (CC3) 
65% 
1 33.67 18.54 8.59 37.02 22.04 10.98 
2 29.3 15.41 3.78 30.68 17.31 5.29 
5 20.41 9.78 1.53 21.64 10.76 2.62 
10 11.84 3.83 0.68 13.21 4.19 1.28 
20 7.99 1.49 0 9.12 1.71 0 
50 5.31 0 0 5.67 0 0 
90 2.05 0 0 2.89 0 0 
95 1.61 0 0 2.33 0 0 
99 0.90 0 0 1.16 0 0 
 
 
 
 
214 
 
 
       
Figure 7.10 Probability of storage reduction below (a) CC1 (b) CC2 (c) CC3 for 12-monts 
duration of drought events for initial storage volumes of 70% and 65% of FSV (Period 3) 
 
 Table 7.8 presents the probability of storage with a 12-month drought with variation of 
initial water volume from 60% to 51%. In the case of 60% of FSV, for all the selected drought 
scenarios, storage drops below CC1, CC2 and CC3. However, the probabilities are different for 
different conditions. The probability of storage dropping below CC1 with 60% of FSV varies 
between 49.21% and 1.25% using MCS (57.69% and 1.72% using LHS) for AEPs of 1% to 
99% (for high to low severity drought). The probabilities are relatively lower for CC2 than CC1. 
In the case of CC3, the probabilities are the lowest compared to CC1 and CC2 levels. For CC2, 
the probabilities for a 12-month drought vary from 27.19% to 0.93% using MCS (28.96% to 
1.69% using LHS) for different AEPs. The probability of storage dropping below CC3 for the 
same duration is 24.95% using MCS (26.92% using LHS) for 1% AEP and 1.35% using MCS 
for 20% AEP (2.51% using LHS).   
  
 Similar to 60% of initial FSV, the probabilities are high in the case of 55% and 51% of 
FSV for extreme types of drought events where the events last for 12 months. For very mild 
droughts (99% AEP, low severity), the probabilities are low for 55% and 51% of initial 
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volumes. The probabilities also vary for CC1, CC2 and CC3 conditions. The highest probability 
(78.15% using MCS and 75.69% using LHS) is found with 1% AEP drought and the lowest 
probability (8.24% using MCS and 10.49% using LHS) is found with 99% AEP drought of 12 
months duration at 51% of initial volume. In the case of CC1, the probability is very high with 
an initial volume for 51% of FSV for an extreme drought. This is because the starting level of 
storage is already low and any further occurrence of drought makes the storage drop further 
below the initial levels. Overall, the risk of storage reduction decreases with the decrease of 
drought severity of 12 months duration for both MCS and LHS. Figure 7.11 shows the storage 
conditions with starting levels of 60%, 55% and 51% of FSV for MCS and LHS. For all cases 
the LHS values are slightly higher than the MCS values.  
  
Table 7.8 Probability of storage reduction below CC1, CC2 and CC3, respectively for 12-
month duration of drought events for initial storage volumes from 60% to 51% of FSV in 
Period 3  
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  CC3) 
60% 
1 49.21 27.19 24.95 57.69 28.96 26.92 
2 41.3 21.83 20.11 45.94 22.96 21.57 
5 28.97 12.43 13.61 32.36 15.27 11.94 
10 17.78 6.84 6.05 18.64 8.11 5.95 
20 11.45 3.74 1.35 13.81 3.96 2.51 
50 8.23 0.93 0 10.57 1.69 0 
90 3.21 0 0 4.36 0 0 
95 1.64 0 0 2.96 0 0 
99 1.25 0 0 1.72 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
55% 
1 68.68 32.73 32.73 67.32 35.22 30.83 
2 62.75 23.5 23.5 61.25 28.91 24.62 
5 35.61 15.34 16.58 41.83 20.07 15.02 
10 21.53 11.2 8.96 25.39 12.64 9.21 
20 14.06 7.29 3.48 18.21 7.26 2.95 
50 10.31 4.42 0.57 15.1 5.22 0.33 
90 5.61 1.32 0 8.78 1.71 0 
95 5.15 0 0 7.63 0 0 
99 4.18 0 0 5.22 0 0 
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Table 7.8 Probability of storage reduction below CC1, CC2 and CC3, respectively for 12-
month duration of drought events for initial storage volumes from 60% to 51% of FSV in 
Period 3 (continued) 
  MCS LHS 
Initial storage 
volume (%) 
AEP 
(%) 
(CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
51% 
1 78.15 43.67 36.76 75.69 44.52 38.39 
2 68.31 29.11 29.42 67.89 39.58 31.49 
5 45.57 19.3 19.56 49.69 25.19 17.95 
10 32.23 11.37 9.234 37.71 15.48 12.55 
20 21.46 8.42 5.436 25.36 9.32 6.76 
50 15.11 5.132 2.015 21.36 8.63 3.61 
90 9.21 0.58 1.01 17.69 8.12 1.39 
95 8.62 0 0 12.34 0 0 
99 8.24 0 0 10.49 0 0 
 
 
   
 
Figure 7.11 Probability of storage reduction below (a) CC1 (2) CC2 (c) CC3 for 12-month 
duration drought events for initial storage volumes from 60% to 51% of FSV (Period 3) 
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 It is clear in Figures 7.9, 7.10 and 7.11 that both techniques (MCS and LHS) show 
almost the same results for all of the cases. As the LHS values are slightly higher than the MCS 
values, they are reported for further analysis. Figure 7.12 shows the variations of probability 
of storage reduction below CC1 for various initial storage volumes and 12- month droughts of 
different severities. If the storage volume is high at the commencement of the drought event, 
there is a low possibility that the final storage goes below CC1, even for high severity drought 
events. However, the probability of storage going below CC1 increases with the reduction of 
initial storage volume for the same category of drought. Alternatively, for the same initial water 
volume, the risk of storage reduction increases with the increase of drought severity.  
 
Figure 7.12 Probability of storage reduction below CC1 for various initial water 
volumes and different AEPs for 12-month duration of drought events (Period 3) 
 
Figures 7.13 and 7.14 illustrate the probability of storage reduction below CC2 and CC3, 
respectively. Similar to CC1, the probability of storage reductions below CC2 and CC3 also 
vary with changes of storage volumes at the beginning of the drought event. The final storage 
drops below CC2 for different drought scenarios only when the initial storage volume is kept 
at 70% of FSV or below. If the initial storage is above 70% of FSV, even a high severity 
drought (1% AEP) of 12-months duration fails to lower the storage below CC2. In this case, 
70% is the critical condition and any storage below this percentage enables the reservoir storage 
to go below the CC2 level for moderate to high severity drought events (1% to 20% AEP) of 
12 months duration. In the case of CC3, 65% is the critical condition (Figure 7.14) and any 
drought event of moderate to high severity (1% to 10% AEP) can reduce the storage level 
below 30% of FSV, although the probability is very low for 10% AEP.      
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Figure 7.13 Probability of storage reduction below CC2 for various initial water 
volumes and different AEPs for 12-month duration of drought events (Period 3) 
 
Figure 7.14 Probability of storage reduction below CC3 for various initial water 
volumes and different AEPs for 12-month duration of drought events (Period 3) 
 
7.6.2 Identification of dominant uncertain parameter in probability calculation with 12-
month duration drought event  
 
In this research, initial storage volume and drought severity are considered as the two 
uncertain variables and the risk of storage reduction below the specified conditions is evaluated 
based on these two parameters. In order to detect the most powerful uncertain parameter in 
assessing the changes of probability calculation, a ratio function is used (Equation 7.18). This 
ratio function was first introduced by Goodarzi et al. (2013) in order to identify the dominant 
parameters influencing overtopping risk. They considered initial water level and return periods 
as two uncertain parameters and found that initial water level had a greater impact on the 
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probability of overtopping than the return period. Considering a similar concept, this section 
identifies the most powerful uncertain parameters in the calculation of probability of storage 
reduction and the results are compared using this ratio function.  
 
𝜉𝐴𝐸𝑃,𝑆 = 
𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝐴𝐸𝑃,𝑆
𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝐴𝐸𝑃′,   𝑆′
                                                    (7.18)  
 
where, 𝜉𝐴𝐸𝑃,𝑆 is the ratio of probability (AEP, S) and the probability (AEPʹ, Sʹ). The 
probability (AEP, S) is the probability of storage dropping below the prespecified condition (CC1-
CC3) for a particular initial storage volume and drought AEP. The probability (AEPʹ, Sʹ) is the 
minimum probability of storage dropping below particular levels (CC1-CC3) for specific 
drought scenarios and initial volumes. Here, probability (AEPʹ, Sʹ) is the reference probability for 
𝜉𝐴𝐸𝑃,𝑆  calculation and is kept fixed for one particular initial volume and drought severity. 
However, probability (AEP, S) is changed each time with the changing initial condition and 
drought severity. The settings for probability (AEPʹ, Sʹ) differ for different critical conditions 
(CC1-CC3) (refer to Table 7.9). The probability (AEPʹ, Sʹ) values are selected from Tables 7.6, 7.7 
and 7.8 for particular combinations of drought AEP and initial storage volume.  
 
Table 7.9 Settings for 𝜉𝐴𝐸𝑃,𝑆  calculation for different critical conditions (CC1 to CC3) for 12-
month duration drought events 
Three selected specified conditions (AEP, Storage) Probability (AEPʹ, Sʹ) (%) 
CC1 (50% of FSV) (95%, 80%) 0.29 
CC2 (40% of FSV) (20%,70%) 0.71 
CC3 (30% of FSV) (10%,65%) 1.28 
 
In the case of CC1, 95% AEP and 80% volume yields the minimum probability of 
storage reduction (0.29%). Keeping this minimum probability [probability (AEPʹ, Sʹ)] fixed in 
Equation 7.18, the ratio function is calculated each time by changing the initial storage volume 
and the drought AEP, respectively. By changing the initial storage volume from 80% to 75% 
at 95% AEP, the probability (AEP, S) becomes 0.92% (refer to Table 7.6). In this case, the 𝜉𝐴𝐸𝑃,𝑆  
is estimated as 3.17 using Equation 7.18. (see Table 7.10). When the AEP is changed from 
95% to 90% at 80% initial storage volume, the probability (AEP, S) is found to be 0.61 (refer to 
Table 7.6) and the 𝜉𝐴𝐸𝑃,𝑆 becomes 2.10 using Equation 7.18 (Table 7.10). Following this 
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procedure, the 𝜉𝐴𝐸𝑃,𝑆  is estimated each time while changing the initial storage volume and 
drought severity separately.  
 
Table 7.10 tabulates the values of ξAEP,S for CC1. The table shows that the ξAEP,S values 
are higher for cases with changing initial storage volumes and a fixed drought AEPs than cases 
with changing drought AEPs and a fixed initial storage volume. These results imply that 
changes of initial storage volume have a greater impact on the probability of storage reduction 
than changes of AEP. Therefore, the initial storage volume is a more dominant uncertain 
parameter in probability calculation than drought severity. The results are documented in 
Figure 7.15, where it is evident that the initial storage volume has more importance in 
estimating the probability of storage reduction than the AEPs of drought events. 
 
Table 7.10 Ratio of probability of storage reduction below CC1 for different storage volumes 
(S) and AEPs to probability of storage reduction below CC1 for S=80% of FSV and 
AEP=95% (12-month duration, Period 3)  
                  ξAEP,S 
Initial 
storage 
volume (%) 
AEP (%) 
95     95 95    90 95    50  95       20 95     10 95       5 95      2  
(80       80) 
1 2.10 4.66 6.45 9.59 11.76 17.76 
(80       75) 
3.17 3.31 6.49 11.62 14.55 26.79 34.31 
(80       70) 
4.69 8.97 12.93 19.79 30.86 47.97 63.14 
(80       65) 
8.03 12.97 19.55 31.45 45.55 74.62 105.79 
(80       60) 
10.21 15.03 36.45 47.62 64.28 111.59 158.41 
(80       55) 
26.31 30.28 52.07 62.79 87.55 144.24 211.21 
(80       51) 
42.55 50.66 73.66 87.45 130.03 171.34 234.10 
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Figure 7.15 Variation of probability of storage reduction below CC1 by decreasing AEP and 
initial storage volume for 12-month duration drought events (Period 3) 
 
The same procedure was applied for the estimation of ξAEP,S for CC2 and CC3 
conditions. The denominators of ξAEP,S measurement for CC2 and CC3 were kept as fixed values 
(0.71%, 1.28%, respectively, see Table 7.9) and the numerators were varied with different 
AEPs and storage (S). For CC2, probability (AEPʹ, Sʹ) was taken with 20% AEP and S= 70% of 
FSV and in case with CC3, probability (AEPʹ, Sʹ) was selected for 10% AEP and S= 65% of FSV 
(Table 7.9). The results for CC2 are presented in Table 7.11 and Figure 7.16. The figures 
indicate that the ξAEP,S values are higher for the cases with changing initial storage volumes and 
a fixed drought AEP than those with changing drought AEPs and a fixed initial storage volume. 
The changes of initial storage volume have a greater impact on the risk of storage reduction 
below CC3 than the changes of drought AEPs. Table 7.12 and Figure 7.17 exhibit the results of 
ξAEP,S for CC3. Overall, for all three conditions (CC1, CC2, CC3), initial storage volume is 
shown to be a more important variable than the AEPs of drought events of 12-months duration. 
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 Table 7.11 Ratio of probability of storage reduction below CC2 for different storage 
volumes (S) and AEPs to probability of storage reduction below CC2 for S=70% of FSV and 
AEP=20% (12-month duration, Period 3)   
                                             ξAEP,S 
Initial storage volume (%) 
AEP (%) 
20     20 20    10 20    5  20      2 20     1 
             (70        70) 1 1.87 5.01 7.51 10.21 
(70        65) 2.41 5.90 10.15 15.38 31.04 
(70        60) 5.58 11.42 21.51 32.34 40.79 
(70        55) 10.23 18.80 28.27 40.72 49.61 
(70        51) 13.13 21.80 35.48 55.75 62.70 
 
 
Figure 7.16 Variation of probability of storage reduction below CC2 by decreasing AEP and 
initial storage volume with 12-month duration drought events (Period 3) 
 
Table 7.12 Ratio of probability of storage reduction below CC3 for different storage volumes 
S and AEPs to probability of storage reduction below CC3 for S=65% of FSV and AEP=10% 
(12-month duration, Period 3)   
                                           ξAEP,S 
Initial storage volume (%) 
AEP (%) 
10      10 10       5 10      2 10       1 
(65        65) 1 2.05 4.13 8.58 
(65        60) 4.65 9.33 16.85 21.03 
(65        55) 7.20 11.73 19.23 24.09 
(65        51) 9.80 14.02 24.60 29.99 
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Figure 7.17 Variation of probability of storage reduction below CC3 by decreasing AEP and 
initial storage volume for 12-month duration drought (Period 3) 
 
7.6.3 Construction of drought zone with 12-month duration drought event 
  
By identifying the specific drought scenario and the initial storage volume at the 
commencement of a drought event which combine to cause the final storage to fall below the 
preselected conditions (e.g. CC1, CC2, CC3), one drought zone is constructed for each condition 
(CC1, CC2, CC3). Each drought zone is prepared on a plot of initial storage vs. drought AEP. 
Moreover, the probability of storage reduction is demonstrated by three-dimensional surface 
plots for each condition. The constructed zone will give a clear idea to water authorities about 
the reduction of storage levels due to long-term drought events. 
 
Figure 7.18 shows that the zone of the storage drops below CC1 (50% of capacity) for 
a drought event of 12-months duration during Period 3 (June-August). The horizontal axis is 
the AEP of drought ranging from 1% to 99%. The vertical axis shows the percentage of initial 
storage volume at the commencement of a drought event. Figure 7.20 and Figure 7.22 are the 
two regions constructed for probability of storage reductions below CC2 (40% of capacity) and 
CC3 (30% of capacity), respectively.  
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Figure 7.18 Drought zone developed for reservoir storage drops below CC1 for 12-
month duration of drought events (Period 3) 
 
According to Figure 7.18, with 80% of initial storage volume at the start of a drought 
event and with 50% AEP of a 12-month drought, the final storage falls below 50% of FSV 
(CC1). However, the probability is very low for 50% AEP (1.35%) and increases with the 
decreasing drought AEP. The probability becomes 8.31% with 1% AEP. Each of the values in 
parentheses in Figure (7.18) shows the corresponding probability of storage reduction for a 
particular initial storage volume. If the initial volume is lowered, the probability of storage 
reduction increases for the same drought severity. For example, if the drought severity is kept 
at 1% AEP and the initial storage volume is fixed at 70% of FSV, the reduction probability 
becomes 15.64%, which is more than the 8.31% obtained from 80% initial storage volume and 
1% AEP (refer to Tables 7.6 and 7.7). Alternatively, when the initial storage is fixed at any 
point, the probability of storage reduction risk reduces with decreasing drought severity. Any 
combination of drought AEP and initial storage volume (S) selected within the developed zone 
will cause the storage to fall below 50% of FSV. For example, if AEP=10% and S= 70% of 
FSV at the start of any drought event and the event continues for 12 months, the final storage 
will fall below 50% of FSV with a probability of 8.95% (see Table 7.7).  
 
A three-dimensional diagram of the drought zone constructed for CC1 is depicted in 
Figure 7.19. The established drought zone provides water managers important information. For 
instance, if any drought starts in Period 3 (June-August) and continues for 12 months and when 
the initial storage volume at the beginning of the drought is quite high, there is a chance that 
the storage will drop below 50% of FSV, although the possibilities are low. Alternatively, at 
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the commencement of the same drought event, if the initial storage volume of a reservoir is 
moderate to low (e.g. 50% to 60% of FSV), there are greater chances that the storage will drop 
below 50% of its capacity. Information of this kind will help the respective authorities to make 
adequate action plans to minimize the risks associated with drought episodes.  
 
 
Figure 7.19 Three-dimensional diagram of probability of storage reduction below 
CC1 for 12-month duration of drought events (Period 3) 
  
Similar to 50% of full capacity, another drought region is created when the final storage 
drops below 40% of FSV (Figure 7.20). It can be inferred from Figure 7.20 that at the beginning 
of Period 3 when the initial storage volume is 60% of FSV, if any drought with AEP of 50% 
occurs and continues for 12 months, the final storage drops below 40% of FSV. However, in 
this case the probability is very low (1.69%) as the drought severity is low. Similar to the zone 
of CC1, any value within this zone (Figure 7.20) indicates the occurrence of the final storage 
dropping beneath 40% of FSV. The values in the brackets express the reduction probability 
below CC2 for any specific initial condition and drought severity. This can be made clear by 
another example. Suppose that when the initial storage is 60% of FSV and at that time a 10% 
AEP drought occurs and endures for 12 months, then there is a possibility that the final storage 
will drop below 40% of FSV with a probability of 8.11% (see Table 7.7). In Figure 7.20, it is 
clear that the probability of storage reduction below CC2 decreases with declining severity but 
increases with the reduction of initial storage volume. 
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Figure 7.20 Drought zone developed for reservoir storage reduction below CC2 for 
12-month duration of drought events (Period 3) 
 
In Figure 7.20, Pr (2.71) means that with 70% initial storage volume and drought AEP 
of 10%, the storage drops below 40% of FSV with a probability of 2.71%. Similarly, with 60% 
initial level and 10% AEP drought, the storage drops below 40% of FSV and the probability is 
8.11%, which is higher than 2.71% with 70% storage and 10% AEP. This indicates that the 
probability of storage reduction increases with the decrease of initial storage volume. The 3-D 
plot also clearly shows important information about the influence of drought on reservoir 
storage below CC2 (Figure 7.21).   
 
Figure 7.21 Three-dimensional diagram of probability of storage reduction below 
CC2 for 12-month duration of drought events (Period 3) 
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Bases on the same concept, another drought zone was created for CC3 (see Figure 7.22), 
and the reduction of risk for any pair of AEP and initial storage within the boundary area 
signifies the occurrence of final storage reductions below CC3. The 3-D graph for CC3 is 
depicted in Figure 7.23. It should be noted that these zones were developed only for a 12-month 
drought in Period 3 (June-August). For different durations of drought and other times of the 
year, new drought zones need to be developed. However, this study constructed drought zones 
for 1 and 12-month droughts for Periods 3 and 1 (December-February). The results for the 
other two durations (6 and 3 months) of Period 3 are presented in Appendix C and D, 
respectively. 
 
Figure 7.22 Drought zone developed for reservoir storage reduction below CC3 for 
12-month duration of drought events (Period 3) 
 
Figure 7.23 Three-dimensional diagram of probability of storage reduction below 
CC3 for 12-month duration of drought events (Period 3) 
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7.6.4 Determination of probability of storage reduction with 1-month duration drought 
event 
 
This section reports the reservoir storage conditions due to a drought event of 1-month 
duration. It is expected that the storage reaches its critical conditions very few times for a 1-
month drought event compared with a 12-month drought. The duration of drought is an 
important factor in the analysis of water resources systems, especially reservoir storage (de CD 
Melo et al., 2016). Similar to 12-month drought episodes, several combinations of occasions, 
consisting of AEPs of drought and initial storage volumes were activated in Source for Period 
3 with 1-month duration of drought events. The probability of final storage drops below the 
preselected conditions (CC1, CC2, CC3) were then evaluated using the MCS and LHS methods. 
Equation 7.17 is used to calculate the final probability of the storage level.  
 
Table 7.13 exhibits the probability of final storage of the Upper Yarra reservoir for 70% 
and 65% initial water volumes with various annual exceedance probabilities of drought (1% to 
99%) of 1-month duration. As stated in an earlier section, in this research, drought severity is 
expressed by AEP. A low AEP (e.g. 1%) indicates a high severity drought and a high AEP (e.g. 
99%) denotes a low severity drought. In Table 7.13, it is notable that, when the storage volume 
is high (80% or 75%), a drought of 1% AEP and 1-month duration does not cause the storage 
to drop below the selected critical levels (CC1, CC2, CC3). For 70% and 65% initial volumes, 
a 1-month duration drought causes the storage to drop below CC1 very few times only. For 
these two initial conditions (70% and 65%), water levels never fall below 40% and 30% of 
capacity. Similar to the 12-month drought episode, the MCS and LHS values are very close 
(Figure 7.24).   
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Table 7.13 Probability of storage reduction below CC1, CC2 and CC3 respectively for 1-
month duration of drought events with initial storage volume of 70% and 65% of FSV in 
Period 3 
  MCS LHS 
Initial storage 
volume (%) 
AEP 
(%) 
(CC1) (CC2) (CC3) (CC1) (CC2) (CC3) 
70% 
1 2.53 0 0 1.89 0 0 
2 1.82 0 0 1.12 0 0 
5 1.03 0 0 0.72 0 0 
10 0.49 0 0 0 0 0 
20 0 0 0 0 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP 
(%) 
(CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
65% 
1 4.16 0 0 3.79 0 0 
2 3.57 0 0 2.66 0 0 
5 2.22 0 0 1.81 0 0 
10 1.68 0 0 1.26 0 0 
20 0.52 0 0 0.38 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 
 
Figure 7.24 Probability of storage reduction below CC1 for 1-month drought duration with 
initial storage volume of 70% and 65% of FSV (Period 3) 
 
Table 7.14 tabulates the probability of storage reduction below CC1, CC2 and CC3 with 
initial volumes ranging from 60% to 51% and various drought severities (AEPs from 1% to 
99%). For 60% initial water volume, the probability of storage reductions below CC1 ranges 
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from 9% to 0.43% using MCS (10.63% to 0.73% using LHS) for 1% AEP (high severity 
drought) to 99% AEP (low severity drought). For the same initial condition, the probability of 
storage reduction below CC2 is very low using both MCS and LHS. However, storage does not 
go below CC3 for any of the drought events. The probability of storage dropping below CC1 
varies between 13.49% to 0.49% using MCS (14.34% to 0.26% using LHS) for 55% initial 
condition and various AEPs. The probability below CC2 is 4.61% using MCS (4.9% using 
LHS) for a are high severity drought event and very low (1.2% using MCS and 0.63% using 
LHS) for a mild drought event. When the starting volume is kept at 51% of FSV, a high severity 
drought event (1% AEP) of only 1-month duration can cause the storage to drop further below 
50% of capacity. This is because at the start the storage is already at 51% of FSV condition and 
a rarely-occurring drought will cause it to drop further below critical levels.  
 
With 51% initial volume, the storage also drops below CC2 (40% of FSV) for the 
occurrence of a drought episode of 1% AEP. In this case, the probability varies from 8.27% to 
1.05% using MCS (7.29% to 0.77% using LHS) for different AEPs (1% to 99%). When the 
starting storage level is kept at 51% of FSV, a 1-month drought can lower the storage below 
CC3 only when the severity is very high (1% and 2% AEP), although the reduction risk is very 
low for these cases. For all other cases, this drought scenario has no noticeable impact on final 
storage volume. Overall, the probability of the storage going below any of the selected 
conditions (CC1, CC2 and CC3) increases with the decrease of initial storage volume, which 
again confirms that the initial condition of the reservoir is an important parameter in the 
evaluation of the impact of drought events on the final storage condition. Figure 7.25 (a), (b), 
and (c) illustrates the percentage of storage dropping below CC1, CC2 and CC3, respectively 
calculated by both MCS and LHS. As stated earlier, LHS values are reported for further 
analysis. 
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Table 7.14 Probability of storage reduction below CC1, CC2 and CC3 respectively for 1-
month duration of drought events for initial storage volume from 60% to 51% of FSV in 
Period 3 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1) (CC2) (CC3) (CC1) (CC2) (CC3) 
60% 
1 9.0 2.41 0 10.63 3.12 0 
2 6.15 1.58 0 7.26 1.75 0 
5 3.79 0.93 0 4.94 1.17 0 
10 3.07 0.61 0 2.21 0.66 0 
20 1.51 0.15 0 1.17 0 0 
50 0.43 0 0 0.73 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1) (CC2) (CC3) (CC1) (CC2) (CC3) 
 1 13.49 4.61 0 14.34 4.9 0 
 2 10.68 3.86 0 11.32 3.52 0 
 5 7.33 2.26 0 6.75 2.16 0 
55% 10 5.12 1.89 0 5.16 1.25 0 
 20 3.16 1.2 0 2.95 0.63 0 
 50 2.17 0 0 1.29 0 0 
 90 1.63 0 0 0.26 0 0 
 95 0.49 0 0 0 0 0 
 99 0 0 0 0 0 0 
 AEP (%) (CC1) (CC2) (CC3) (CC1) (CC2) (CC3) 
51% 
1 18.43 8.27 1.29 16.96 7.29 1.05 
2 15.57 5.44 0.56 14.21 4.83 0.26 
5 9.12 3.76 0 8.85 3.55 0 
10 7.39 2.39 0 6.73 2.05 0 
20 4.31 1.84 0 3.71 1.38 0 
50 2.84 1.05 0 2.23 0.77 0 
90 1.12 0 0 1.96 0.21 0 
95 0.23 0 0 0.53 0 0 
99 0.00 0 0 0 0 0 
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Figure 7.25 Probability of storage reduction below (a) CC1 (2) CC2 (c) CC3 for 1-month 
duration of drought events with initial storage volume of 60%, 55% and 51% of FSV  
(Period 3) 
 
Figure 7.26 (a) and (b) shows the probability of storage reduction below CC1 and CC2 
respectively for a 1-month drought duration and various AEPs. The reduction risk below CC3 
is not considered here, as most of the time the storage does not fall below CC3 for a 1-month 
drought event. The figure shows that, when the initial condition is high (80% or 75% of FSV), 
even a 1% AEP drought (high severity) cannot cause the storage to fall below CC1 or CC2. 
Furthermore, with moderate initial conditions (70% or 65%), the probability of storage falling 
below CC1 is quite low for the selected AEPs. However, the reduction probability becomes 
notable, only if the starting levels are kept low (55% or 51%). The same result is shown for the 
CC2 condition where the reduction risk is low (<8%) for a high severity drought (1% AEP) of 
1-month duration and low initial storage volume. However, storage does not drop below CC2 
when the initial storage volume is at more than 60% of FSV at the commencement of any 
drought event.  
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Figure 7.26 Probability of storage reduction below (a) CC1, (b) CC2 for various initial water 
volumes and different AEPs of 1-month duration drought (Period 3) 
 
7.6.5 Identification of dominant uncertain parameter in probability calculation for 1-
month duration drought event 
 
 In Section 7.6.2, the initial storage volume is identified as an important parameter in 
drought severity in probability calculation. That statement referred to a long duration drought 
event (12 months). In this section Equation 7.18 is used to estimate the ratio function 𝜉𝐴𝐸𝑃,𝑆 to 
detect the most powerful variable for a short-duration drought event. For a 1-month drought, 
the settings for 𝜉𝐴𝐸𝑃,𝑆  calculation for different critical conditions (CC1 to CC2) are given in 
Table 7.15 where probability (AEPʹ, Sʹ) is denoted as the reference probability. Using this, 𝜉𝐴𝐸𝑃,𝑆 is 
computed to find which uncertain variable (initial storage volume or drought severity) has more 
impact on the probability of storage reduction.  As the storage drops below CC3 for only two 
times, it is not considered here. 
 
Table 7.15 Settings for 𝜉𝐴𝐸𝑃,𝑆  calculation for different critical conditions (CC1 and CC2) for 
1-month duration drought events 
Two selected specified condition (AEP, S) Probability (AEPʹ, Sʹ) (%) 
CC1 (50% of FSV) (20%, 65%) 0.38 
CC2 (40% of FSV) (10%, 60%) 0.66 
 
The ratio of the probability of storage reduction below CC1 for different storage 
volumes S and AEPs to the probability of storage reduction below CC1 in S=65% of FSV and 
AEP= 20% is given in Table 7.16. This time the calculation is done for a short-term drought 
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event (1 month). The impact of changes of storage and drought severity on the probability of 
storage reduction is illustrated in Figure 7.27. Following the procedure described in Section 
7.6.2, the 𝜉𝐴𝐸𝑃,𝑆  is estimated each time while changing the initial storage volume and drought 
severity, separately. According to Table 7.16 the ξAEP,S values are higher for the cases with 
changing initial storage volume and a fixed drought AEP than the cases with changing drought 
AEP and a fixed initial storage volume. Similar to the longer duration drought period, initial 
storage has more influence on the probability of storage reduction than drought severity.  
 
Table 7.16 Ratio of probability of storage reduction below CC1 for different storage volumes 
S and AEPs to probability of storage reduction below CC1 in S=65% of FSV and AEP=20% 
(1-month duration, Period 3) 
                                               ξAEP,S 
Initial storage volume (%) 
AEP (%) 
20       20 20       10 20       5 20       2 
(65         65) 1 3.32 5.29 8.37 
(65         60) 3.97 8.08 9.97 16.18 
(65         55) 7.76 13.58 17.76 29.79 
(65         51) 9.76 17.71 23.29 37.39 
 
 
Figure 7.27 Variation of probability of storage reduction below CC1 by decreasing AEP and 
initial storage volume for 1-month duration drought event (Period 3) 
 
The same procedure was applied to the CC2 condition in which probability (AEPʹ, Sʹ) was 
taken as 10% AEP and S= 60% of FSV (Table 7.17 and Figure 7.28). The results imply that 
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changes of initial storage volume have a greater impact on the probability of storage reduction 
than changes of AEP. Therefore, initial storage volume is proved to be the dominant uncertain 
parameter in probability calculation of drought events of long as well as short durations. 
 
Table 7.17 Ratio of probability of storage reduction below CC2 for different storage volumes 
S and AEPs to probability of storage reduction below CC2 in S=60% of FSV and AEP=10% 
(1-month duration Period 3) 
                                               ξAEP,S 
Initial storage volume (%) 
AEP (%) 
10       10 10       5 10       2 
(60         60) 1.00 1.77 2.65 
(60         55) 1.89 3.27 5.33 
(60         51) 3.11 5.38 7.32 
 
 
Figure 7.28 Variation of probability of storage reduction below CC2 by decreasing AEP and 
initial storage volume for 1-month duration drought (Period 3) 
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7.6.6 Construction of drought zone with 1-month duration drought event 
 
Similar to the 12-month drought, three zones were constructed for each condition (CC1 
and CC2).  As the probability of storage reduction is very low for CC3, it is not considered here. 
To do this, the specific occasions need to be identified which cause the final storage to fall 
below any of these two conditions (CC1, CC2). Each occasion combines one particular initial 
storage volume and drought scenario. Along with the drought zone, surface plots are also 
developed for each condition (CC1 and CC2).   
 
One drought zone is constructed to evaluate reservoir storage condition below CC1 due 
to a drought event of 1-month duration during Period 3 (June-August) (Figure 7.29). Any 
combination of drought AEP and storage value (S) in this region is responsible for lowering 
the final storage under 50% of FSV (CC1). For example, with S= 60% of FSV, a 2% AEP (high 
severity) drought endures for 1-month duration, they can jointly lower the final storage below 
CC1 (6.15% probability). If the storage changes to 55% of FSV, the probability of the same 
drought severity (2% AEP) becomes 11.32%, which is obviously higher than 6.15% (S=60% 
of FSV and 2% AEP). In this case, for the same event, the probability of storage reduction is 
high, since the initial storage is low. Therefore, the probability of storage reduction for a 1-
month drought event increases with decreasing initial condition. The 3-D plot of this zone also 
documents the same results (Figure 7.30).  
 
 
Figure 7.29 Drought zone developed for reservoir storage reduction below CC1 for 1-
month duration drought event (Period 3) 
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Figure 7.30 Three-dimensional diagram of probability of storage reduction below 
CC1 for 1-month duration drought event (Period 3) 
 
A similar type of region was also created for a 1-month drought in Period 3 when the 
final storage falls under CC2 (40% of FSV) (Figure 7.31). This zone indicates that any 
combination of storage and drought AEP outside this area will not contribute to reducing the 
final storage below CC2. Otherwise, any value within the developed area will indicate that the 
storage decreases to 40% of its capacity. Figure 7.32 is the 3-D plot of this developed zone.  
 
Figure 7.31 Drought zone developed for reservoir storage drop below CC2 for 1-
month duration drought event (Period 3) 
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Figure 7.32 Three-dimensional diagram of probability of storage reduction below 
CC2 for 1-month duration drought event (Period 3) 
 
 The results and the drought zones developed for the probability of storage reduction for 
droughts of 6- and 3-month durations for the same Period 3 are given in Appendix C and D, 
respectively. The probability of storage reduction below the predefined conditions (CC1, CC2, 
CC3) for different initial storage volumes and drought severities are tabulated in Table C1 and 
Table D1 for drought events of 6- and 3-month duration, respectively.  Figure C1 and D1 depict 
the changes of the probability of storage reduction for these two durations, separately.  Drought 
zones are created when the reservoir storage drops below (a) CC1 (b) CC2 (c) CC3 with 6- and 
3-month duration of drought events in Figure C2 and Figure D2, respectively. Similar to the, 
12- and 1-month durations drought events, the final storage conditions of the Upper Yarra 
reservoir for various initial storage conditions and 6- and 3-month duration drought events of 
various severities are represented by three-dimensional figures (Figure C3 and Figure D3). 
 
7.6.7 Effects of drought durations on probability of storage reduction (Period 3) 
 
This study has evaluated reservoir storage conditions considering different initial 
storage volumes and drought scenarios. Here, drought scenarios are established based on 
different drought AEPs (which in turn, specify drought severity) and various drought durations 
(e.g. 1, 3, 6 and 12 months). After analysing various drought durations, it was found that the 
probability of final storage reduction below the predefined conditions changes with changes of 
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drought durations. Cancelliere et al. (1998) identified that many reservoirs in different parts of 
the world which are affected by drought events, are usually susceptible to both drought severity 
and duration. Therefore, research on reservoir performance during extreme hydrological 
conditions should consider the durations of extreme events along with their severity. 
 
In order to assess the effects of drought duration on the probability of storage reduction, 
four cases were prepared: (1) high initial storage (e.g. 70% of FSV) and high severity drought 
(e.g. 1% AEP), (2) low initial storage (e.g. 51% of FSV) and high severity drought (e.g. 1% 
AEP), (3) high initial storage (e.g. 70% of FSV) and low severity drought (e.g. 90% AEP), (4) 
low initial storage (e.g. 55% -51% of FSV) and low severity drought (e.g. 90% AEP). The 
results of the probability of storage reduction below CC1 for Period 3 are presented in Figure 
7.33. It should be noted that the effects of duration on the probability of storage reduction may 
change for different periods of a year. Here the results are presented for Period 3 only. As 
expected, the probability of storage reduction below CC1 is high for Case 2 (low initial storage 
and high severity drought) for all of the selected durations. The 12-month duration exhibits the 
highest probability of storage reduction (75.69%) with Case 2. The second highest probability 
is found with Case 4 (low initial storage and low severity drought). For these two cases, initial 
storage is low. Hence, it is clear that low to very low initial storage volumes can instigate 
storage drops further even in low severity droughts of long duration.   
 
 
Figure 7.33 Probability of storage reduction below CC1 for four selected cases of 
different durations (Period 3) 
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The effects of drought duration on the probability of storage reduction below CC2 are 
shown in Figure 7.34 (a), which also confirms that the probability of storage reduction is high 
for long-duration droughts with Case 2. The probability of storage reduction below CC3 is 
visible only in Case 2 and for all other cases the probability is either zero or negligible (Figure 
7.34(b)).  
 
 
Figure 7.34 Probability of storage reduction below (a) CC2 (b) CC3 for four selected 
cases of different durations (Period 3) 
 
7.7 Probability of storage reduction for Period 1 
  
 In this section, the probability of storage below different conditions (CC1, CC2, CC3) 
for 12 months and various initial storage volumes ranging from 80% to 51% of FSV in Period 
1 is presented. 
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7.7.1 Determination of probability of storage reduction for 12-month duration drought 
event  
  The probability of storage reduction using Equation 7.17 was calculated for different 
drought durations and the results are tabulated in Appendix E in Table E1. The results show 
that the probability of storage reduction under the selected conditions declines with decreasing 
drought severity for a fixed initial storage volume. Consecutively, reduction probability 
increases with the decrease of initial storage volume. The variations of probability below CC1 
for different drought severities are shown in Figure 7.35(a). Similar to Period 3, when the 
storage volume is high (for example, 75% of FSV) at the beginning of the drought event, the 
probability of storage going below CC1 is very low (varying between 0.68% to 4.22% for 
different drought severities) during Period 1. However, this probability increases when the 
initial condition is low. Furthermore, for the same initial storage volume, the probability 
increases with drought severity (low for low severity and high for high severity).  Figure 
7.35(b) and (c) depicts the probability below CC2 and CC3 due to various initial conditions and 
drought severity. The final storage of the reservoir drops below CC2 for various drought 
severity only when the initial condition is kept at 65% of FSV, although the probabilities are 
very low (varying between 0.93% to 2.53% with various drought AEPs) for the 65% initial 
condition. Figure 7.35(c) indicates that 55% is considered to be the critical initial condition 
which instigates final storage drops below CC3 for the selected drought severity and 12-month 
duration.  
 
 
Figure 7.35 Probability of storage reduction below (a) CC1 for various initial water 
volumes and different AEPs of 12-month duration of drought events (Period 1) 
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Figure 7.35 Probability of storage reduction below (b) CC2 (c) CC3 for various initial 
water volumes and different AEPs of 12-month duration drought (Period 1) (continued) 
 
7.7.2 Construction of drought zone with 12-month duration drought event 
 
Similar to Period 3, three different drought regions were constructed for three 
preselected conditions (CC1, CC2, CC3) (refer to Figure 7.36, 7.38 and 7.40, respectively). Any 
point within each region indicates the specific drought scenario and initial condition that cause 
the final storage to drop below any particular level.  Figure 7.36 shows that with 75% initial 
storage volume and high drought severity (1% AEP), the probability of storage reduction below 
CC1 is 4.22% (refer to Appendix E, Table E1). However, when the drought severity changes 
with the same initial condition (75%), and severity is 10% AEP, the probability of storage 
reduction becomes 0.68%.  Each of the values in parentheses shows the corresponding 
probability of storage reduction for a particular initial storage volume. If the initial volume is 
lowered, the probability of storage reduction increases for the same drought severity. For 
example, if the drought severity is kept at 1% AEP and the initial storage volume is fixed at 
65% of FSV, then the reduction probability becomes 14.02%, which is more than 4.22% (75% 
storage and 1% AEP). The three-dimensional diagram of this region also depicts the same 
results (Figure 7.37).  
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Figure 7.36 Drought zone developed for reservoir storage drops below CC1 for 12-
month durations of drought events (Period 1) 
 
Figure 7.37 Three-dimensional diagram of probability of storage reduction below 
CC1 for 12-month duration of drought events (Period 1) 
 
The drought zone developed for CC2 (40% of full capacity) is shown in Figure 7.38. 
Any combination of drought severity and initial water volume within this drought zone will 
cause the final storage to fall below 40% of its full capacity. If a drought event occurs with 
high severity (1% AEP) when the reservoir is 55% of FSV and the event continues for 12 
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months, then the final storage drops below CC2 with a probability of 11.43% (refer to Figure 
7.38). The 3-D plot of the zone for CC2 is shown in Figure 7.39.  The zone and 3-D plots for 
the probability of storage reduction below CC3 for a 12-month drought in Period 1 are portrayed 
in Figure 7.40 and Figure 7.41, respectively. Similar to other conditions, the risk of probability 
of storage falling below CC3 intensifies with increasing drought severity and decreasing initial 
storage volume. 
 
Figure 7.38 Drought zone developed for reservoir storage drops below CC2 for 12-
month duration of drought events (Period 1) 
 
Figure 7.39 Three-dimensional diagram of probability of storage reduction below 
CC2 for 12-month duration of drought events (Period 1) 
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Figure 7.40 Drought zone developed for reservoir storage drops below CC3 for 12-   
month duration of drought events (Period 1) 
 
Figure 7.41 Three-dimensional diagram of probability of storage reduction below 
CC3 for 12-month duration of drought events (Period 1) 
 
 The results and the drought zones developed for the probability of storage reduction 
with 6-, 3- and 1-month droughts for the Period 1 are given in Appendix F, G and H, 
respectively. The probability of storage reduction below the predefined conditions (CC1 to 
CC3) for different initial storage volumes and drought severities are tabulated in Table F1, 
Table G1 and Table H1 for drought events of 6-, 3- and 1-month duration, respectively. Figures 
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F1, G1 and H1 depict the changes of reduction risk for these three durations for Period 1, 
separately. The values for CC3 conditions are not tabulated in Appendix G and H as their values 
are very low for 3- and 1-month duration. Similarly, drought zones are created for reservoir 
storage drops below (a) CC1 and (b) CC2 conditions for 6-, 3- and 1-month droughts in Figures 
F2, G2, H2, respectively. In the developed zones shown in Figures G2, H2 and I2, some sample 
cases considering specific initial storage volumes and particular drought scenarios are 
displayed with their probabilities. Like drought event of 12-month duration, the final storage 
condition of the Upper Yarra reservoir considering various initial storage conditions and 
drought scenarios are represented by three-dimensional figures for 6-, 3- and 1-month durations 
(Figure F3 to Figure H3). 
 
7.7.3 Effects of drought durations on probability of storage reduction (Period 1) 
 As for Period 3, the impacts of drought durations on changes in reservoir storages were 
evaluated by the previously-mentioned 4 cases (refer to Section 7.6.7). As in most cases storage 
never drops below CC3 for any drought scenario and initial volume the results are not revealed 
here.  According to Figure 7.42, the probability of storage reduction below CC1 and CC2 is high, 
ranging from 9.11% to 30.26% below CC1 and 2.47% to 13.85% below CC2 for different 
durations for Case 2 (low initial storage and high severity drought) for all of the selected 
durations. For the other cases, reduction probability is very low, ranging from 0 to 6.96% for 
CC1 and zero for CC2.  
 
Figure 7.42 Probability of storage reduction below (a) CC1 and (b) CC2 for four 
selected cases of different durations (Period 1) 
 
 Based on the overall results for Period 1 and Period 3, the probability of storage drops 
below any particular level (CC1, CC2, CC3) for the same combination of drought scenario and 
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initial storage volume, Period 3 exhibits higher results than Period 1. It has already been shown 
that the initial storage condition plays a more important role during drought periods than 
drought severity. Hence, according to historical records, the initial storage volume is lower in 
Period 3 than Period 1, resulting in higher probability of storage reduction. Figure 7.43 
compares the probability of storage reduction (%) between Period 1 and Period 3 for different 
durations. Only Case 2 is considered here as this case shows a high probability of storage 
reduction for both CC1 and CC2. According to the figure, the probability of storage reduction 
is high for all of the durations for Period 3, which is consistent with the above statement and 
again indicates the importance of initial storage volume.    
 
 
Figure 7.43 Probability of storage reduction in Periods 1 and 3 below CC1 and CC2 
for Case 2 with different durations  
 
7.8 Development of consolidated curves for all drought durations and selected drought 
AEPs in Period 3 
 
This section attempts to develop the relationship between initial storage volume and 
probability of storage reduction below CC1 (50% of FSV) for all drought durations in Period 
3. The other two critical conditions (CC2 and CC3) are not considered here, because the storage 
often does not drop below CC2 and CC3. Therefore, it is hard to find a sufficient number of 
incidents when the storage drops below critical conditions (CC2 and CC3) to develop 
consolidated curves for CC2 and CC3. 
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The drought severities of various AEPs (1, 2, 10, 50, 90) were considered to develop 
the relationship. Here, 1% AEP indicates a rarely-occurring drought event (worst case) with a 
100-year return period, whereas 90% AEP refers to a drought event that occurs every 1.11 
years. Figure 7.44 presents the relationship of initial storage volume and the probability of 
storage reduction with four different durations (1, 3, 6 and 12 months) for a drought event with 
a 100-year return period (1% AEP). The equations developed for the evaluation of this 
relationship considering drought severity of 1% AEP and different drought durations are also 
presented in Figure 7.44. If the drought durations and initial water volume (S) are known, these 
equations will help to estimate the probability of storage reduction (PSR) below CC1. Equation 
7.18 presents the general form of the relationship between initial storage volume and the 
probability of storage reduction below any particular level for any known durations and rarely-
occurring severe drought events. 
 
 
Figure 7.44 Relationship between initial storage volume and probability of storage reduction 
below CC1 for all durations and 1% AEP in Period 3 
 
𝑆 = 𝑎 ∗ 𝑙𝑛(𝑃𝑆𝑅) + 𝑏                                            (7.18) 
 where, S is initial storage volume (%), PSR is the probability of storage reduction (%) 
and a and b are coefficients. 
 
 For the 12-month duration and 1% AEP, 7 points are available to develop the 
relationship between initial water volume and storage reduction probability. For, 6-, 3- and 1-
month durations, the points available to develop the relationships are 6, 5 and 5 respectively. 
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Each time, 2 points are kept for verification purposes and the rest are used to develop the 
relationship. The error percentages of each case are determined using Equation 7.19, where 
values calculated from the probability equation of storage reduction (refer to Section 7.3, 
Equation 7.17) are compared with the values obtained from the regression analysis mentioned 
above. Table 7.18 tabulates the variations of probability of storage reduction below CC1 for 
different durations (1% AEP). According to the table, the error percentage values of the 
simulated probability of storage reduction values (from the developed regression equation) for 
different durations are less than 20%. Therefore, if the initial storage volume is known, the 
probability of storage reduction below 50% of FSV (CC1) for a drought event of 1% AEP and 
different durations can be calculated using Equation 7.18: 
% 𝐸𝑟𝑟𝑜𝑟 =  
(𝑉𝑎𝑙𝑢𝑒 𝑢𝑠𝑖𝑛𝑔 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛−𝑣𝑎𝑙𝑢𝑒 𝑢𝑠𝑖𝑛𝑔 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 )
𝑉𝑎𝑙𝑢𝑒 𝑢𝑠𝑖𝑛𝑔 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛
 × 100              (7.19) 
 
Table 7.18 Variations of probability of storage reduction below CC1 for different 
durations (1% AEP) 
Initial storage 
volume (% of FSV) 
Error % 
Drought durations 
12-months 6-months 3-months 1-month 
80 -2.13    
75 -4.12 -9.99   
70 -18.59 -12.73 -0.69 -1.19 
65 6.57 13.99 13.51 13.98 
60 -15.36 -14.40 -8.13 1.54 
55 6.91 4.19 6.59 8.51 
51 -4.41 -3.83 -6.42 -13.18 
 
Following the identical concept, the relationship between initial storage volume and 
probability of storage reduction below CC1 for all durations and 2%, 10% 50% 90% AEPs in 
Period 3 were developed and the results are presented in Table 7.19 and Figures 7.45, 7.46, 
7.47, 7.48, respectively. Different equations were developed for different drought severities 
(different AEPs). For each drought AEP, four different equations were constructed to relate the 
probability of storage reduction below 50% of FSV (CC1) with the initial storage volume for 
four drought durations. The developed equations are tabulated in Table 7.19 with the 
corresponding R2 values and the general form of these developed equations is given in Equation 
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7.18. As Table 7.19 shows, the R2 values for each of the cases are quite satisfactory (ranging 
from 0.821 to 0.996 for different drought AEPs and durations). The error percentages for each 
of the developed equations were also calculated by Equation 7.19. Tables I1 to I4 in Appendix 
I present the error percentages of the probability of storage reduction values obtained from the 
corresponding developed equations below CC1 for different durations. With 90% AEP, since 
storage dropped below CC1 only twice for 3- and 1-month durations, no error percentages are 
listed for them. As in the other cases, the error % was found to be within the 20% level and the 
probability of storage reduction below 50% of FSV (CC1) for drought events of different AEPs 
(for instance, droughts with a 50-year return period to a 1-year return period) can be calculated 
using the corresponding developed equations, provided that the initial storage volume and the 
drought durations are known. In this section, no equations are developed for Period 1. As stated 
earlier, the storage volumes of the Upper Yarra reservoir are high during Period 1 and rarely 
drop below CC1. Therefore, equations are developed for the critical time of the year (Period 3).   
 
Table 7.19 Relationship between initial storage volume (S) and probability of storage 
reduction (PSR) below CC1 at any particular level for different drought severities (e.g.1%, 
2%, 10%, 50% and 90% AEP) and durations (12, 6, 3 and 1-month) 
Drought 
AEP 
(%) 
Drought 
durations 
(months) 
Developed equations 
R2 
values 
1 
12 𝑆 = −12.98 ln(𝑃𝑆𝑅) + 108.71 0.988 
6 𝑆 = −15.4 ln(𝑃𝑆𝑅) + 105.55 0.963 
3 𝑆 = −17.19 ln(𝑃𝑆𝑅) + 105.96 0.987 
1 𝑆 = −9.36 ln(𝑃𝑆𝑅) + 78.65 0.985 
2 
12 𝑆 = −10.79 ln(𝑃𝑆𝑅) + 98.83 0.990 
6 𝑆 = −14.25 ln(𝑃𝑆𝑅) + 99.785 0.983 
3 𝑆 = −12.87 ln(𝑃𝑆𝑅) + 90.644 0.991 
1 𝑆 = −8.37 ln(𝑃𝑆𝑅) + 74.206 0.988 
10 
12 𝑆 = −12.11 ln(𝑃𝑆𝑅) + 95.207 0.983 
6 𝑆 = −10.06 ln(𝑃𝑆𝑅) + 80.891 0.996 
3 𝑆 = −11.65 ln(𝑃𝑆𝑅) + 79.967 0.964 
1 𝑆 = −8.33 ln(𝑃𝑆𝑅) + 67.719 0.992 
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Table 7.19 Relationship between initial storage volume (S) and probability of storage 
reduction (PSR) below CC1 at any particular level for different drought severities (e.g.1%, 
2%, 10%, 50% and 90% AEP) and durations (12, 6, 3 and 1-month) (continued) 
Drought 
AEP 
(%) 
Drought 
durations 
(months) 
Developed equations 
R2 
values 
50 
12 𝑆 = −10.93 ln(𝑃𝑆𝑅) + 84.988 0.974 
6 𝑆 = −5.889 ln(𝑃𝑆𝑅) + 65.359 0.821 
3 𝑆 = −4.726 ln(𝑃𝑆𝑅) + 60.67 0.982 
1 𝑆 = −5.114 ln(𝑃𝑆𝑅) + 55.101 0.991 
90 
12 𝑆 = −8.759 ln(𝑃𝑆𝑅) + 75.33 0.994 
6 𝑆 = −3.247 ln(𝑃𝑆𝑅) + 59.688 0.911 
3 𝑆 = −3.128 ln(𝑃𝑆𝑅) + 57.438 0.990 
1 𝑆 = −3.193 ln(𝑃𝑆𝑅) + 53.149 0.990 
 
 
 
 
Figure 7.45 Relationship between initial storage volume and probability of storage reduction 
below CC1 for all durations and 2% AEP in Period 3 
 
 
252 
 
 
 
Figure 7.46 Relationship between initial storage volume and probability of storage reduction 
below CC1 for all durations and 10% AEP in Period 3 
 
 
 
 
Figure 7.47 Relationship between initial storage volume and probability of storage reduction 
below CC1 for all durations and 50% AEP in Period 3 
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Figure 7.48 Relationship between initial storage volume and probability of storage reduction 
below CC1 for all durations and 90% AEP in Period 3 
 
7.9 Brief description of methodology to develop drought zones applicable to any reservoir 
system 
  
 In this section, a brief description is given of the methodology for the development of 
drought zones for reservoir systems in other regions. The key points in developing drought 
zones are listed as follows: 
 
▪ This study has identified the occurrence of reduction in reservoir storage levels below 
the preselected critical levels due to droughts using a joint probabilistic approach in 
which a combination of probability of drought events of certain severities and durations 
and probability of initial water storage levels at the commencement of a drought event 
are incorporated.  
▪ Drought severity and initial storage volumes are considered as two uncertain parameters 
for the assessment of reservoir conditions.  
▪ Inflow volume and storage volume data can be collected from the relevant authorities. 
Inflow drought events should then be identified and inflow drought severity should be 
measured. Then frequency analysis of drought severity and initial storage volume 
should be performed.  
▪ Uncertainty analysis can be done using appropriate methods (here, Monte Carlo 
simulation and Latin hypercube sampling are used).  
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▪ The reservoir system can be modelled with any appropriate software tool (e.g. Source). 
The developed model can be run for different drought scenarios, which can be 
developed earlier from different drought severities and durations and particular initial 
storage volumes.  
▪ The cases when the reservoir storage drops below any prespecified critical level are 
detected.  
▪ The probability of storage reduction can be calculated by the probability of initial 
storage volume at a certain level and the probability of a drought event occurring using 
an equation proposed by Hsu et al. (2011).  
▪ The software can be run for different initial storage volumes and drought scenarios and 
the probability of storage reduction below any critical level can be calculated each time.  
▪ With this information, drought zones can be developed for any reservoir system to 
evaluate reservoir performance during any drought event. The methodology is outlined 
in Figure 7.1.  
 
7.10 Summary  
  
 Reservoirs are one of the most important elements of a water resource system and 
contribute to flood prevention and drought management. The successful functioning of a 
reservoir depends on its input flow, output and storage. During drought periods, reservoir 
storage may drop to a critical level and fail to meet demand. This study has determined a risk 
assessment of the storage condition of the Upper Yarra reservoir due to the impact of drought 
events. A probabilistic approach is proposed, taking into account the variability of storage 
volume of a reservoir prior to a drought event and different drought scenarios.  Both drought 
severity and duration are included in the development of drought scenarios to evaluate reservoir 
conditions. All the above variables are used as input in Source software to determine the 
reservoir storage volume at the end of a drought event, depending on the initial storage volume 
at the commencement of the drought. Three prespecified storage conditions are studied here in 
order to demonstrate the risk of the reduction of available storage below these conditions. They 
are (1) when storage drops below 50% of its full supply volume (FSV) (denoted as critical 
condition 1, CC1); (2) when storage drops below 40% of its FSV (represented as critical 
condition 2, CC2); and finally (3) when it drops below 30% of its FSV (denoted as critical 
condition 3, CC3). 
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The probability of storage reduction below these selected conditions (CC1, CC2, and 
CC3) is estimated by combining the probability of initial storage volume at the beginning of a 
drought event and the probability of drought severity of certain durations. An analysis has been 
performed for Period 3 (June to August) and Period 1 (December to February). Historical 
storage volume data of Upper Yarra reservoir identify that Period 3 is the most critical time 
and Period 1 is the least crucial time for reservoir operation. The probability of the initial 
storage volume has been measured by the Gaussian probability distribution function and the 
performance of the proposed distribution has been checked by two goodness of fitness statistics 
(the Anderson-Darling test and the Kolmogorov-Smirnov test). The probabilistic assessment 
of drought considering its severity and duration has been conducted by bivariate copula 
distribution (refer to Chapter 3). Here, the Gumbel- Hougaard copula has been adopted for 
drought frequency analysis, as suggested by many researchers.  
 
In this study, drought severity and initial storage volumes are considered as two 
uncertain parameters for the assessment of reservoir condition. The performance function of 
the reservoir system is evaluated by applying Monte Carlo simulation and the Latin hypercube 
sampling technique. A sample size of 500 for both sampling techniques is employed to carry 
out the uncertainty analysis. Different drought scenarios are activated in Source software with 
different initial storage volumes. The drought scenarios involve drought events of different 
durations (1, 3, 6 and 12 months) and various annual exceedance probabilities (AEPs) of 
drought.  
 
By identifying the specific drought scenario and the initial storage volume at the 
commencement of a drought event which combine to cause the final storage drop below the 
preselected conditions (e.g. CC1, CC2, CC3), a joint probability of the storage reduction is 
calculated for two periods (Periods 1 and 3) from the probability of initial storage volume and 
the probability of drought severity with certain durations. Next, several drought zones are 
successfully constructed for each condition on a plot of initial storage vs. drought severity. It 
should be noted that each zone is constructed for a specific drought duration and period. If 
needed, other zones can be developed for Periods 2 and 4 and other drought durations following 
the same approach. Moreover, the constructed zone will give a clear idea to water authorities 
about the reduction of storage due to long- as well as short-duration drought events. This study 
also develops the general form of the relationship between initial storage volume and 
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probability of storage reduction below any particular level for any known duration and rarely-
occurring severe drought events. Using those equations, the probability of storage reduction 
below any critical level can be calculated, provided that the initial storage volume and the 
drought duration are known. This information will help the relevant authorities to develop 
appropriate action plans to minimize the risks associated with drought episodes. 
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CHAPTER 8 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
8.1 Summary 
  
 The recurrence of droughts in many parts of Australia demonstrates the diverse nature 
of the Australian climate. As one of the most drought-prone continents in the world, Australia 
has suffered from many drought events caused by rainfall shortages inducing burdens on rural 
and urban water sectors. Several droughts have occurred, including the Federation Drought 
(1895 - 1903), the World War II Drought (1937 - 1945), and the 1967–1968, 1972– 1973, 
1982–1983, 1997-2009 droughts. Enormous socio-economic and environmental impacts result 
from frequent droughts. Droughts impose severe risks on water supply systems, affect water 
quality, reduce crop yields and affect communities which depend on them. Many studies have 
found that drought severity and frequency are becoming more intense due to climate change 
and global warming, emphasizing the need for the development of well-organized drought 
preparedness strategies for the mitigation of the impacts of drought events 
 
 The main aim of this research was to develop a methodology to evaluate reservoir 
storage levels during drought periods in a probabilistic way. In doing so, a case study was 
conducted with the Upper Yarra reservoir, which is located in the upper part of the Yarra River 
catchment. In analysing the impact of drought events on the selected reservoir, this study also 
investigated the general drought situation surrounding the study reservoir. The main aim of the 
study has been achieved by undertaking the following tasks: 
 
1. A review of existing drought indices and the selection of the most appropriate drought 
index for the evaluation of drought characteristics in the study area. 
2. An assessment of past drought events in the study area and their characteristics. 
3. An analysis of trends in drought features (severity and frequency) in the study area. 
4. The use of the integrated modelling software Source to evaluate reservoir storage 
volumes due to drought events 
5. The development of the water demand function for application in the reservoir system 
model 
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6. The quantification of the probability of reservoir storage reduction below the pre-
selected conditions for different drought scenarios and initial storage volumes. 
 
The review of existing drought indices for the selection of the most appropriate drought 
index for the evaluation of drought characteristics in the study area was the initial task of this 
study. Numerous types of drought indices are available for the assessment of various types of 
drought in different parts of the world. All have advantages and disadvantages and suitabilities 
for application. The Standardized Precipitation Index (SPI) is the most widely-used drought 
assessment tool for the evaluation of meteorological drought characteristics because of its 
simple format. Only precipitation data are required to calculate this drought index. Moreover, 
SPI can detect the onset and end of drought events and therefore, offers early warnings of 
drought incidents. Flexibility in the calculation of SPI has made it a popular drought assessment 
tool all over the world. In Australia, several researchers have found this index to be suitable for 
the evaluation of drought characteristics. Therefore, this study adopted SPI to monitor 
meteorological drought properties in the study area. Another index was used to evaluate 
hydrological drought features, the Standardized Hydrological Drought Index (SHDI). This 
index is derived from the concept of SPI, but streamflow replaces precipitation value. Similar 
to SPI, it can also detect the start and end of hydrological drought events. With this background, 
this study used both SPI and SHDI to assess meteorological and hydrological drought 
characteristics respectively, in the study area. 
 
As the aim of this study was to identify the impacts of drought events on the Upper Yarra 
reservoir, it was important to have sufficient knowledge of the general drought conditions 
surrounding this reservoir, as major portions of its inflow are harvested from neighbouring 
areas. Drought monitoring of the areas adjacent to the Upper Yarra reservoir provided insights 
into the amount of inflow entering the reservoir during and after drought events. Six rainfall 
and six streamflow stations were selected for drought evaluation purposes. All these stations 
are located near the Upper Yarra reservoir. The SPI and the SHDI were used for the 
investigation of different properties of meteorological and hydrological drought events, 
respectively. The frequency of drought events in the study area was estimated based on 
univariate and bivariate analysis. Bivariate frequency analysis of droughts can examine 
simultaneously relationships among correlated variables (e.g. severity, duration). To perform 
bivariate analysis, interconnected variables should be fitted with the same type of distributions. 
However, drought severity and duration do not follow the same distribution in most cases. In 
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order to overcome this problem, copula functions are generally used in bivariate frequency 
analysis of drought events. As a result, this study employed copula functions to perform 
bivariate frequency analysis of drought events. Marginal distributions of two correlated 
variables (drought duration and severity), were carried out by exponential and gamma 
distribution, respectively and were employed in the Gumbel-Hougaard copula to evaluate the 
bivariate distribution of drought. The main objective of this study was to examine reservoir 
storage conditions during drought periods in a probabilistic way. This was achieved by the joint 
consideration of the probability of initial storage volume and the probability of drought events 
of inflow to the reservoir. Therefore, frequency analysis of drought events of inflow to the 
reservoir with particular severity and duration was conducted before applying them to the 
reservoir system model with specific initial water levels. 
 
Trend detection analysis of extreme hydrological events has attained significant importance 
for many years due to potential climatic variability. In this study, non-parametric trend 
detection tests (Mann–Kendall, Sen’s T) were used to evaluate drought trends. However, in 
order to manage water resources effectively, knowledge of monotonic trends over a period is 
not sufficient. Identification of trends in mild and extreme drought events of the considered 
data is needed and it can be carried out by using the innovative trend analysis (ITA) method. 
This method gives more specific trend results for the considered data series. This study 
therefore employed the ITA method in addition to the Mann-Kendall test for the detection of 
trends in drought severity. Later, change-point detection was used to determine the most 
statistically significant change point using the sequential Mann-Kendall test. Finally, Poisson 
regression was used to identify trends in the frequency of occurrence of drought events.  
 
The integrated modelling software, Source, was used to construct the reservoir system 
model. A concise outline of different aspects of Source software was presented in Chapter 5 
before the reservoir system model was developed. Adequate knowledge of the study reservoir 
as well as the water supply system in Melbourne was needed in order to construct the reservoir 
system model by Source software using the required inputs. Model calibration was also 
performed to evaluate the model’s efficiency. In the developed reservoir system model, 
knowledge of the drought characteristics affecting the storage volume was activated to measure 
the reservoir storage levels under different drought scenarios and for various initial storage 
volumes. 
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The development of the water demand function is a prime consideration for the building 
of a reservoir system model using Source software. Precise estimation of water consumption 
is vital for the planning of future water supply systems. Effective utilization of existing systems 
is also influenced by demand forecasts. Achieving the necessary accuracy in prediction is very 
challenging as modelling of water demand is a complex process. This study considered climatic 
and socio-economic variables for prediction purposes. Multiple regression analysis (MRA) has 
been employed as a tool to sucessfully predict demand for a long time by researchers. In this 
study, total of six models were developed using MRA in two phases. In the first phase, water 
demand was evaluated considering all the independent variables regardless of their inter-
connections with each other. For the second phase, MRA with the uncorrelated independent 
variables was applied to develop the demand function. In each phase, models were developed 
for three functional forms (linear, semi-log, log-log). The results were evaluated by three 
performance indicators (NSE, PBIAS and RMSE). However, the presence of intercorrelations 
among the independent variables (multicollinearity) in the MRA method may produce incorrect 
estimation of demand. Therefore, this study also applied principal component analysis (PCA) 
for the prediction of water demand considering two types of case study (with all variables and 
with only uncorrelated variables). The performance of PCA was also investigated using several 
performance indicators. 
 
 This study determined a risk assessment of the storage condition of Upper Yarra 
reservoir due to drought impact. A probabilistic approach was proposed, taking into account 
the variability of storage volume of a reservoir prior to a drought event and different drought 
scenarios.  Both drought severity and duration were included in the development of drought 
scenarios. All the required inputs were used in Source software to determine the reservoir 
storage volume at the end of a drought event, depending on the initial storage volume. The 
analysis was performed for Period 3 (June to August, the most critical time of the year in terms 
of availability of water in the reservoir) and Period 1 (December to February, the least critical 
time). Three prespecified storage conditions were studied here in order to demonstrate the risk 
of the reduction of available storage below these conditions: (1) when storage drops < 50% of 
its full supply volume (FSV) (CC1); (2) when storage drops < 40% of FSV (CC2); and (3) when 
it drops < 30% of FSV (CC3). 
 
The conclusions drawn from each of the tasks above are presented in the following 
section. 
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8.2 Conclusions of the study  
 
8.2.1 Review of existing drought indices and selection of the most appropriate drought 
index to evaluate drought characteristics in the study area 
 
▪ After a detailed literature review of the available drought indices and consideration of 
the advantages, disadvantages and suitability of application, this study selected the 
Standardized Precipitation Index (SPI) and the Standardized Hydrological Drought 
Index (SHDI) to assess and monitor meteorological and hydrological drought 
characteristics respectively, in the Yarra River catchment. 
 
8.2.2 Assessment of past drought events and their characteristics in the study area 
 
▪ The SPI and SHDI were used to investigate different properties of meteorological and 
hydrological drought events respectively, for selected stations in the Upper Yarra 
catchment. Both of the indices evaluated the drought events successfully when applied 
to the data. Furthermore, the SPI and SHDI also identified the start and termination of 
drought events successfully. The results showed that the start of a meteorological 
drought event at any rainfall station is earlier than the start of hydrological drought 
event of the nearby streamflow station. This is to be expected, as because of the delay 
in time between the occurrence of rainfall and water flowing into a stream, hydrological 
drought begins after the start of meteorological drought.  
▪ The frequencies of drought events of the selected stations were determined by applying 
copula-based bivariate analysis. The results showed that the probability of occurrence 
of drought with a combination of short duration and low severity is higher than that of 
drought event with long duration and high severity. A similar tendency was observed 
for all the stations.   
▪ As mentioned earlier, the aim of this study was to calculate the joint probability of 
storage reduction below any prespecified condition by considering the probability of 
initial storage volume and the probability of drought events of inflow to the reservoir. 
Frequency analysis of drought events of inflow to the reservoir was also conducted 
using the copula method. Although, the application of copula function to derive 
frequency analysis of drought events is employed by many researchers in different parts 
of the world, since now it has not been used in determining frequency of drought events 
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in Victoria, Australia. Because of its popular acceptance in hydrology, this study 
adopted Gumbel-Hougaard copula to evaluate the bivariate distribution of drought 
events. The probability was high for short duration and low severity inflow drought 
events. The probability of particular duration and severity was calculated each time and 
the information was applied to the reservoir system model with various initial storage 
volumes to evaluate the final storage condition. The detailed procedures and the results 
are described in Chapter 7. 
 
8.2.3 Analysis of trends in drought features (severity and frequency) in the study area 
 
▪ The non-parametric Mann-Kendall test, the modified Mann-Kendall test and innovative 
trend analysis (ITA) were used to detect monotonic trends. The basic Mann-Kendall 
test identified significant decreasing trends for four stations and the modified Mann-
Kendall test found two more stations showing significant decreasing trends in addition 
to the number of stations found using the basic Mann-Kendall test.  
▪ The ITA method was also applied to the same stations to evaluate the trends of low, 
medium and high levels in drought severity series. More specific trends results were 
reported by the ITA method. This method has some merits, as it does not take into 
account whether the sample size is small or not, the presence of serial correlations or 
whether the time series are non-normally distributed. The analysis done by the ITA 
method indicated that extreme drought situations are more likely to appear in the 
Reefton, Warburton, Aldermans Creek, Little Yarra, and McMahons Creek stations. In 
contrast, moderate to mild drought conditions were expected to increase for the 
Powelltown and Walshes Creek stations.   
▪ Using the Sequential Mann-Kendall test, it was observed that the starts of the abrupt 
change points for most of the stations were found during the Millennium Drought (1996 
to 2009) in Victoria, Australia. However, traces of significant trends were evident in 
different years for different stations. 
▪ The changing patterns of drought frequencies across the Yarra River catchment were 
also examined. All stations exhibited decreasing trends in intervals between successive 
drought events. This means that droughts are becoming more frequent in this 
catchment. 
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8.2.4 Use of the integrated modelling software Source to evaluate reservoir storage 
volume due to drought events 
 
Using Source software, a reservoir system model was developed with detailed 
information (e.g. daily inflow to Upper Yarra, full supply level, surface area at full supply level, 
dead storage capacity, rainfall data over the surface of the reservoir, evaporation data from the 
reservoir, water demand function etc.). Model calibration results indicated that the performance 
of the simulated model is satisfactory and it could be utilized to evaluate drought impacts on 
reservoir conditions. Based on the availability of the required data, this software is capable of 
developing reservoir system model for other regions. 
 
8.2.5 Development of the water demand function for application in the reservoir system 
model  
  
 Multiple regression analysis (MRA) and principal component analysis (PCA) were 
used to develop the water demand function. Both methods were applied in two phases 
(considering all variables and considering only uncorrelated variables). Finally, the PCR model 
with uncorrelated variables was selected to predict water demand for the study area, based on 
the results of goodness of fit tests. 
 
8.2.6 Quantification of the probability of reduction in reservoir storage volume below the 
pre-selected conditions under different drought scenarios and initial storage volumes  
 
▪ In order to calculate the impacts of drought events on the Upper Yarra reservoir, 
different drought scenarios were initiated in the simulated reservoir system model with 
various initial storage volumes. When the final storage dropped below the preselected 
conditions (e.g. CC1, CC2, CC3), a joint probability of the storage reduction was 
calculated for two periods (Period 3 (June to August) and Period 1 (December to 
February)) from the probability of initial storage volume at a certain water level and the 
probability of a drought event occurring with a certain severity and duration. 
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▪ The probability of storage reduction below any of the prespecified conditions is higher 
in Period 3 than in Period 1. 
▪ The risk of storage reduction was successfully evaluated based on two uncertain 
parameters (initial storage volume and drought severity) and the results show that initial 
storage volume is the more dominant uncertain parameter in probability calculation 
than drought severity for long and short drought episodes 
▪ Several drought zones were successfully constructed for each condition on a plot of 
initial storage vs. drought severity. It should be noted that each zone was constructed 
for a specific drought duration and Period. If needed, other zones could be developed 
for other periods and drought durations following the same approach. 
▪ The constructed zone will give a clear indication to water authorities of the reduction 
of storage due to long- and short-duration drought events. This information will help 
the relevant authorities to develop adequate action plans to minimize the risks 
associated with drought episodes. 
 
 
8.3 Recommendations 
 
In this study, new approaches are proposed to the understanding of drought risk 
assessment of reservoir conditions. The following future studies may improve the existing 
understanding of reservoir performance during drought events: 
 
1) The aim of this study was to develop a methodology to evaluate drought risk for 
reservoir storage and the Upper Yarra reservoir was selected as a case study. The 
proposed methodology should be checked with other water storage reservoirs where the 
hydro-meteorological variables differ from those of the study area. 
2) This study considered only two uncertain parameters (initial storage volume and 
drought severity), whereas other parameters, such as reservoir geometry and dam height 
can be examined as uncertain variables and their influence on storage reduction risk can 
be assessed.  
3) To estimate the probability of drought severity, this study considered the Gumbel- 
Hougaard copula based on the literature review. However, other types of copula can be 
considered to obtain more accurate results. 
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4) In simulating the reservoir system model in Source software, this study assumed a 
random value for the water release capacity. Melbourne Water was hesitant to provide 
the capacity of the water release valve for confidentiality reasons.  
5) A comprehensive drought management plan for reservoir operation can be developed 
by probabilistic forecasting of inflows to the reservoir based on different climatic 
information, such as the El Nino-Southern Oscillation (ENSO), Sea Surface 
Temperature (SST), the Southern Oscillation Index (SOI) and Pacific Decadal 
Oscillation (PDO). 
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Appendix A 
 
Figure A1 Time series of SPI at 3- and 12-months scale for Black Spur station 
 
 
Figure A2 Time series of SPI at 3- and 12-months scale for Coranderrk station  
 
 
Figure A3 Time series of SPI at 3- and 12-months scale for Marysville station  
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Figure A4 Time series of SPI at 3- and 12-months scale for Powelltown station  
 
 
Figure A5 Time series of SPI at 3- and 12-months scale for Millgrove station 
 
 
Figure A6 Time series of SPI at 3- and 12-months scale for Little Yarra station 
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Figure A7 Time series of SPI at 3- and 12-months scale for McMahons Creek station 
 
 
Figure A8 Time series of SPI at 3- and 12-months scale for O’Shannassy station 
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Figure A9 Onset and termination of the 1982-1983 drought event for different rainfall 
stations at (a) 3-month scale, (b) 12-month scale 
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Figure A9 Onset and termination of the 1982-1983 drought event for different rainfall 
stations at (a) 3-month scale, (b) 12-month scale (continued) 
 
 
 
 
Figure A10 Onset and termination of the 1982-1983 drought event for different streamflow 
stations at (a) 3-month scale, (b) 12-month scale 
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O’Shannassy station 
Figure A10 Onset and termination of the 1982-1983 drought event for different streamflow 
stations at (a) 3-month scale, (b) 12-month scale (continued) 
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(a) Warburton station 
 
(b) Black Spur station 
    
(c) Coranderrk station 
Figure A11 Contour plot of joint probability of drought severity and duration for (a) 
Warburton, (b) Black Spur, (c) Coranderrk stations 
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(d) Marysville stations 
 
 
(e) Powelltown   station 
Figure A11 Contour plot of joint probability of drought severity and duration for (d) 
Marysville (e) Powelltown stations (continued) 
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(a) Walsh Creek 
   
(b) Millgrove station  
 
(c) Little Yarra 
Figure A12 Contour plot of joint probability of drought severity and duration for (a) 
Walsh Creek, (b) Millgrove, (c) Little Yarra stations  
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(d) McMahons Creek 
 
(e) O’Shannassy station 
Figure A12 Contour plot of joint probability of drought severity and duration for  
(d) McMahons Creek (e) O’Shannassy stations (continued) 
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Appendix B 
 
Figure B1 Inter-arrival times of drought events at Black Spur station 
 
Figure B2 Inter-arrival times of drought events at Coranderrk station 
 
Figure B3 Inter-arrival times of drought events at Marysville station 
 
Figure B4 Inter-arrival times of drought events at Powelltown station 
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Figure B5 Inter-arrival times of drought events at Millgrove station 
 
Figure B6 Inter-arrival times of drought events at Little Yarra station 
 
Figure B7 Inter-arrival times of drought events at McMahons Creek station 
 
Figure B8 Inter-arrival times of drought events at O’Shannassy station 
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Appendix C 
Table C1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 6-month 
duration of drought events for initial storage volume from 75% to 51% of FSV 
 Period 3 
  MCS LHS 
Initial storage 
volume (%) 
AEP 
(%) 
(CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
75% 
1 5.57  0 0  6.61 0 0 
2 4.11 0 0 5.28 0 0 
5 3.63 0 0 4.32 0 0 
10 2.29 0 0 1.76 0 0 
20 1.37 0 0 0.81 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
 1 11.35 1.67 0 12.27 2.83 0 
 2 7.91 0.95 0 9.25 1.48 0 
 5 5.47 0.64 0 6.31 0.85 0 
 10 2.89 0 0 3.11 0 0 
70% 20 1.643 0 0 1.83 0 0 
 50 0.62 0 0 0.75 0 0 
 90 0 0 0 0 0 0 
 95 0 0 0 0 0 0 
 99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
 1 18.37 9.41 3.98 16.18 7.76 2.51 
 2 13.48 6.94 1.63 12.79 5.88 1.83 
 5 7.94 2.048 0 7.55 2.18 0 
 10 3.19 0.81 0 4.69 1.37 0 
65% 20 1.67 0 0 2.12 0 0 
 50 0.83 0 0 1.13 0 0 
 90 0 0 0 0.48 0 0 
 95 0 0 0 0 0 0 
 99 0 0 0 0 0 0 
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Table C1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 6-month 
duration of drought events for initial storage volume from 75% to 51% of FSV 
 Period 3 (continued) 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
60% 
1 20.67 13.69 11.36 19.45 11.65 10.37 
2 17.34 11.63 6.48 16.79 9.48 4.86 
5 9.95 6.27 1.85 8.85 6.27 2.53 
10 4.83 3.29 0.49 5.16 4.32 1.19 
20 2.15 1.05 0 0.91 2.25 0.52 
50 0.967 0.594 0 1.69 1.49 0 
90 0 0 0 0 0.71 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
55%  
1 26.13 19.73 19.76 23.63 18.11 17.49 
2 22.34 17.91 13.51 21.35 14.46 12.12 
5 12.59 11.15 7.73 13.35 9.29 6.93 
10 7.42 8.47 4.795 8.02 6.87 3.51 
20 3.89 5.13 2.15 3.79 3.28 1.95 
50 2.24 2.49 0 2.53 1.93 1.18 
90 1.98 0.38 0 0.93 1.01 0 
95 1.13 0 0 0.57 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
 1 31.79 25.65 22.611 35.24 23.93 21.48 
 2 28.41 22.16 19.73 31.37 20.06 17.46 
 5 17.35 15.23 11.25 25.13 14.25 10.33 
 10 14.95 12.19 6.891 20.67 11.5 6.45 
51% 20 9.61 7.31 3.432 17.55 5.25 4.14 
 50 4.29 3.17 1.49 15.94 3.55 1.23 
 90 1.15 0.43 0.79 13.18 3.12 0.24 
 95 0.35 0.896 0.68 1.05 0.78 0 
 99 0 0 0 0 23.93 0 
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Figure C1 Probability of storage reduction below (a) CC1 (2) CC2 (c) CC3 for various initial water 
volumes and different AEPs for 6-month duration of drought events (Period 3) 
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Figure C2 Drought zones developed for reservoir storage drops below (a) CC1 (b) CC2 
(c) CC3 for 6-month duration of drought events (Period 3) (continued) 
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Figure C3 Three-dimensional diagram of probability of storage reduction below (a) CC1 (b) 
CC2 (c) CC3 for 6-month duration of drought events (Period 3) (continued) 
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Appendix D 
Table D1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 3-month 
duration of drought events for initial storage volume from 75% to 51% of FSV in Period 3 
  MCS LHS 
Initial 
storage 
volume (%) 
AEP 
(%) 
(CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
75% 
1 2.12 0 0 2.59 0 0 
2 0.25 0 0 1.12 0 0 
5 0 0 0 0 0 0 
10 0 0 0 0 0 0 
20 0 0 0 0 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
70% 1 6.37 0 0 7.59 0 0 
 2 3.59 0 0 4.23 0 0 
 5 2.83 0 0 3.44 0 0 
 10 1.91 0 0 2.71 0 0 
 20 1.16 0 0 1.37 0 0 
 50 0 0 0 0 0 0 
 90 0 0 0 0 0 0 
 95 0 0 0 0 0 0 
 99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
65% 
1 10.93 0 0 11.82 0 0 
2 7.28 0 0 8.68 0 0 
5 4.45 0 0 5.33 0 0 
10 2.34 0 0 3.39 0 0 
20 0.97 0 0 1.31 0 0 
50 0 0 0 0.85 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0.00 0 0 0 0 0 
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Table D1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 3-month 
duration of drought events for initial storage volume from 75% to 51% of FSV in Period 3 
(continued) 
  MCS LHS 
Initial 
storage 
volume (%) 
AEP 
(%) 
(CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
60% 
1 13.32 6.83 5.35 14.51 8.09 7.61 
2 11.87 3.47 3.11 12.13 5.31 4.55 
5 6.72 2.18 1.74 7.77 2.18 2.64 
10 3.76 1.29 0.61 5.23 1.1 1.73 
20 1.89 0.88 0 2.15 0.71 0 
50 0.91 0.26 0 1.25 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
55% 1 18.19 12.46 9.67 19.58 13.41 10.94 
 2 15.63 9.75 6.86 17.27 11.52 8.31 
 5 10.16 5.66 4.19 10.82 6.98 5.58 
 10 5.97 3.62 2.36 7.41 4.98 3.78 
 20 3.33 2.23 0.68 4.26 2.93 1.67 
 50 2.12 0.83 0 2.87 1.24 0.59 
 90 1.69 0 0 1.48 0.69 0 
 95 0.88 0 0 0.91 0 0 
 99 0 0 0 0.81 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
51% 
1 20.79 16.22 12.38 21.69 18.75 11.16 
2 18.65 10.38 9.21 20.31 16.75 8.32 
5 12.48 6.98 5.93 16.43 10.24 4.53 
10 10.77 4.15 3.27 13.54 7.57 3.11 
20 6.39 2.79 1.42 10.79 3.63 2.23 
50 3.11 1.41 0.71 9.75 2.1 1.18 
90 0.83 0.42 0 7.83 1.21 0 
95 0 0 0 1.14 0.55 0 
99 0 0 0 0 0 0 
 
312 
 
 
              
                  
Figure D1 Probability of storage reduction below (a) CC1 (2) CC2 (c) CC3 for various initial water 
volumes and different AEPs for 3-month duration of drought events (Period 3) 
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Figure D2 Drought zones developed for reservoir storage drops below (a) CC1 (b) CC2 (c) 
CC3 for 3-months durations of drought events (Period 3) 
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Figure D3 Three-dimensional diagram of probability of storage reduction below (a) CC1 (b) CC2 (c) 
CC3 for 3-month duration of drought events (Period 3) 
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Appendix E 
Table E1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 12-
month duration of drought events for initial storage volume from 75% to 51% of FSV in 
Period 1 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
75% 
1 3.91 0 0 4.22 0 0 
2 2.54 0 0 3.11 0 0 
5 1.09 0 0 1.18 0 0 
10 0.25 0 0 0.68 0 0 
20 0 0 0 0 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
70% 
1 6.73 0 0 6.96 0 0 
2 4.63 0 0 5.03 0 0 
5 2.49 0 0 2.59 0 0 
10 1.15 0 0 1.45 0 0 
20 0.73 0 0 1.18 0 0 
50 0.54 0 0 0.85 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
65% 
1 13.42 2.18 0 14.02 2.53 0 
2 8.63 1.23 0 9.56 1.76 0 
5 4.56 0.77 0 5.35 0.93 0 
10 2.11 0 0 2.18 0 0 
20 0.84 0 0 1.47 0 0 
50 0.23 0 0 0.39 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
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Table E1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 12-
month duration of drought events for initial storage volume from 75% to 51% of FSV in 
Period 1 (continued)  
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1) (CC2) (CC3)  (CC1) (CC2)  (CC3) 
60% 
1 20.28 6.61 0 20.55 6.98 0 
2 12.81 5.14 0 13.97 5.83 0 
5 7.94 3.16 0 8.66 3.57 0 
10 4.55 2.44 0 4.86 1.59 0 
20 1.88 1.66 0 2.09 1.02 0 
50 0.83 0.35 0 1.11 0 0 
90 0.69 0 0 0.73 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1) (CC2) (CC3)  (CC1) (CC2)  (CC3) 
55% 
1 24.65 11.06 3.26 25.32 11.43 3.53 
2 18.77 7.27 1.57 20.08 7.16 2.01 
5 11.48 4.24 1.06 12.33 5.08 1.35 
10 6.37 3.06 0.53 7.16 3.79 0.87 
20 3.14 2.38 0 3.43 1.93 0 
50 1.24 1.16 0 1.61 1.14 0 
90 0 0 0 0.46 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  CC2)  CC3)  (CC1) (CC2)  (CC3) 
51% 
1 29.76 12.34 4.87 30.26 13.85 5.22 
2 24.71 9.69 2.85 26.16 10.64 3.68 
5 17.18 6.17 1.62 18.56 7.19 1.95 
10 11.94 3.53 0.93 12.59 5.16 1.13 
20 7.43 2.64 0 8.55 3.89 0.48 
50 3.76 1.31 0 4.02 1.88 0 
90 1.27 0 0 1.63 0.51 0 
95 0.49 0 0 0.95 0 0 
99 0 0 0 0 0 0 
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Appendix F 
Table F1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 6-month 
duration of drought events for initial storage volume from 70% to 51% of FSV in Period 1 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  CC2)  (CC3)  (CC1) (CC2)  (CC3) 
70% 
1 4.86 0 0 5.17 0 0 
2 2.12 0 0 2.53 0 0 
5 1.08 0 0 1.24 0 0 
10 0.59 0 0 0.88 0 0 
20 0 0 0 0 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
65% 1 9.11 0 0 10.35 0 0 
 2 6.34 0 0 7.29 0 0 
 5 3.27 0 0 3.85 0 0 
 10 1.53 0 0 2.12 0 0 
 20 0.89 0 0 1.48 0 0 
 50 0.35 0 0 0.78 0 0 
 90 0 0 0 0 0 0 
 95 0 0 0 0 0 0 
 99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
60% 
1 12.88 4.71 0 14.32 4.35 0 
2 9.63 3.89 0 9.75 3.58 0 
5 5.14 2.13 0 6.81 2.52 0 
10 2.27 1.37 0 3.56 1.44 0 
20 1.32 1.09 0 2.11 0.74 0 
50 0.43 0 0 1.45 0 0 
90 0 0 0 0.38 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
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Table F1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 6-month 
duration of drought events for initial storage volume from 70% to 51% of FSV in Period 1 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
55% 
1 19.21 8.46 2.94 20.86 8.83 2.43 
2 14.87 6.34 1.28 15.53 6.75 0.86 
5 9.56 3.75 0.47 10.18 4.19 0 
10 4.65 2.31 0 7.02 3.17 0 
20 2.82 1.11 0 3.35 1.52 0 
50 0.58 0.96 0 2.49 0.96 0 
90 0 0 0 1.42 0 0 
95 0 0 0 0.84 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
51% 
1 23.15 11.19 4.15 26.39 11.86 3.59 
2 17.87 8.83 2.03 21.08 9.75 1.36 
5 12.12 5.79 0.96 14.15 6.83 0.48 
10 8.56 3.11 0.38 10.62 4.96 0 
20 3.71 1.84 0 4.85 2.73 0 
50 2.02 1.23 0 2.61 1.88 0 
90 0.81 0 0 1.29 0 0 
95 0 0 0 0.56 0 0 
99 0 0 0 0 0 0 
 
    
Figure F1 Probability of storage reduction below (a) CC1 (2) CC2 for various initial water volumes 
and different AEPs for 6-month duration of drought events (Period 1) 
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Figure F2 Drought zones developed for reservoir storage drops below (a) CC1 (b) CC2 (c) 
CC3 for 6-month duration of drought events (Period 1) 
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Figure F3 Three-dimensional diagram of probability of storage reduction below (a) CC1 (b) CC2 (c) 
CC3 for 6-month duration of drought events (Period 1) 
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Appendix G 
Table G1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 3-month 
duration of drought events for initial storage volume from 70% to 51% of FSV in Period 1 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2) (CC3) 
70% 
1 1.77 0 0 2.15 0 0 
2 0.86 0 0 1.27 0 0 
5 0 0 0 0.34 0 0 
10 0 0 0 0 0 0 
20 0 0 0 0 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2) (CC3) 
 1 7.52 0 0 8.36 0 0 
 2 5.13 0 0 5.31 0 0 
 5 2.95 0 0 3.11 0 0 
 10 1.39 0 0 1.35 0 0 
65% 20 0 0 0 0.48 0 0 
 50 0 0 0 0 0 0 
 90 0 0 0 0 0 0 
 95 0 0 0 0 0 0 
 99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2) (CC3) 
60% 
1 10.17 2.46 0 10.95 2.91 0 
2 6.34 1.83 0 7.27 2.26 0 
5 3.22 1.27 0 4.15 1.73 0 
10 1.73 0.53 0 1.86 0.87 0 
20 0.63 0 0 0.74 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
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Table G1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 3-month 
duration of drought events for initial storage volume from 70% to 51% of FSV in Period 1 
(continued) 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
55% 
1 13.85 6.94 0 14.22 7.49 0 
2 9.83 4.03 0 10.59 4.53 0 
5 7.12 2.11 0 7.16 2.75 0 
10 3.69 1.15 0 4.19 1.76 0 
20 1.45 0.48 0 1.88 0.76 0 
50 0 0 0 0.34 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
51% 
1 17.77 9.54 2.57 18.48 9.86 2.86 
2 15.56 5.89 0.85 15.83 6.72 1.13 
5 9.38 3.63 0 10.17 4.29 0.21 
10 6.43 2.15 0 7.12 2.79 0 
20 3.29 0.86 0 3.34 1.12 0 
50 1.81 0.27 0 1.53 0.43 0 
90 0.24 0.00 0 0.52 0 0 
95 0 0.00 0 0 0 0 
99 0 0.00 0 0 0 0 
 
     
Figure G1 Probability of storage reduction below (a) CC1 (2) CC2 for various initial water volumes 
and different AEPs for 3-month duration of drought events (Period 1) 
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Figure G2 Drought zones developed for reservoir storage drops below (a) CC1 (b) CC2 for 3-
month duration of drought events (Period 1) 
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Figure G3 Three-dimensional diagram of probability of storage reduction below (a) CC1 (b) CC2 for 
3-month duration of drought events (Period 1) 
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Appendix H 
Table H1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 1-month 
duration of drought events for initial storage volume from 65% to 51% of FSV in Period 1 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
65% 
1 1.93 0 0 2.38 0 0 
2 1.05 0 0 1.5 0 0 
5 0 0 0 0.41 0 0 
10 0 0 0 0 0 0 
20 0 0 0 0 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
60% 1 3.19 0 0 3.48 0 0 
 2 2.52 0 0 2.63 0 0 
 5 1.47 0 0 1.77 0 0 
 10 0.66 0 0 0.84 0 0 
 20 0 0 0 0 0 0 
 50 0 0 0 0 0 0 
 90 0 0 0 0 0 0 
 95 0 0 0 0 0 0 
 99 0 0 0 0 0 0 
 AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
55% 
1 5.29 1.58 0 5.75 1.81 0 
2 3.75 0.71 0 4.19 0.76 0 
5 1.96 0 0 2.67 0 0 
10 1.53 0 0 1.86 0 0 
20 0.87 0 0 1.03 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
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Table H1 Probability of storage reduction below CC1, CC2 and CC3, respectively for 1-month 
duration of drought events for initial storage volume from 65% to 51% of FSV in Period 1 
(continued) 
  MCS LHS 
Initial storage 
volume (%) 
AEP (%) (CC1)  (CC2)  (CC3)  (CC1) (CC2)  (CC3) 
51% 
1 5.29 1.58 0 5.75 1.81 0 
2 3.75 0.71 0 4.19 0.76 0 
5 1.96 0 0 2.67 0 0 
10 1.53 0 0 1.86 0 0 
20 0.87 0 0 1.03 0 0 
50 0 0 0 0 0 0 
90 0 0 0 0 0 0 
95 0 0 0 0 0 0 
99 0 0 0 0 0 0 
 
   
Figure H1 Probability of storage reduction below (a) CC1 (2) CC2 for various initial water volumes 
and different AEPs for 1-month duration of drought events (Period 1) 
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Figure H2 Drought zones developed for reservoir storage drops below (a) CC1 (b) CC2 for 1-
month duration of drought events (Period 1) 
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Figure H3 Three-dimensional diagram of probability of storage reduction below (a) CC1 (b) CC2 for 
1-month duration of drought events (Period 1) 
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Appendix I 
Table I1 Variations of probability of storage reduction below CC1 for different 
durations (2% AEP) 
Initial storage 
volume (% of FSV) 
Error % 
Drought Durations 
12-months 6-months 3-months 1-month 
80 -13.11    
75 8.51 5.49   
70 -17.52 -8.62 -0.87 -1.40 
65 -9.42 -5.63 -1.72 1.89 
60 -5.68 -2.5 -5.61 11.23 
55 -10.51 -3.84 -9.73 -8.83 
51 -8.05 -4.41 -7.16 -12.58 
 
Table I2 Variations of probability of storage reduction below CC1 for different 
durations (10% AEP) 
Initial storage 
volume (% of FSV) 
Error % 
Drought Durations 
12-months 6-months 3-months 1-month 
80 -17.80    
75 4.80 -2.05   
70 -4.58 -10.93 -14.76 -1.39 
65 8.29 5.11 4.42 8.73 
60 1.79 -15.69 -6.13 -11.04 
55 -8.96 -9.10 -15.06 -8.53 
51 -2.07 -13.26 -3.47 -10.57 
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Table I3 Variations of probability of storage reduction below CC1 for different 
durations (50 % AEP) 
Initial storage 
volume (% of FSV) 
Error % 
Drought Durations 
12-months 6-months 3-months 
80 -8.89   
75 -12.08   
70 -5.08 -13.33  
65 -9.81 -15.93 -14.11 
60 6.93 6.51 7.82 
55 -2.94 -14.62 -15.65 
51 -4.93 -5.71 -12.12 
 
Table I4 Variations of probability of storage reduction below CC1 for different  
durations (90 % AEP) 
Initial storage 
volume (% of FSV) 
Error % 
Drought Durations 
12-months 6-months 
80 -11.48  
75 -8.20  
70 8.973 -13.33 
65 -12.62 -18.75 
60 9.45 -5.62 
55 -16.15 -18.26 
51 -2.32 -10.18 
 
 
 
 
 
 
