In recent years, there is a shift from modeling the tracking problem based on Bayesian formulation towards using deep neural networks. Towards this end, in this paper the effectiveness of various deep neural networks for predicting future pedestrian paths are evaluated. The analyzed deep networks solely rely, like in the traditional approaches, on observed tracklets without human-human interaction information. The evaluation is done on the publicly available TrajNet benchmark dataset, 1 which builds up a repository of considerable and popular datasets for trajectory-based activity forecasting. We show that a Recurrent-Encoder with a Dense layer stacked on top, referred to as RED-predictor, is able to achieve sophisticated results compared to elaborated models in such scenarios. Further, we investigate failure cases and give explanations for observed phenomena and give some recommendations for overcoming demonstrated shortcomings.
INTRODUCTION
The prediction of possible future paths is a central building block for an automated risk assessment. The applications cover a wide range from mobile robot navigation, including autonomous driving, smart video surveillance to object tracking. Dividing the many variants of forecasting approaches can be roughly done by asking how the problem is addressed or what kind of information is provided. Firstly, addressing this problem reaches from traditional approaches like the Kalman filter, 2 linear 3 or Gaussian regression models, 4 auto-regressive models, 5 time-series analysis 6 to optimal control theory, 7 deep learning combined with game theory, 8 or the application of deep convolutional networks 9 and recurrent neural networks (RNNs) as a sequence generation problem.
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Secondly, the grouping can be done by using the provided information. On the one hand, the approaches can solely rely on observations of consecutive positions extracted by visual tracking or on the other hand, by using richer context information. This can be for example human-human interactions or human-space interactions or general additional visual extracted information like pedestrian head orientation 13 or head poses. 14 For some representative approaches which model human-human interactions, one should mention the works of Helbing and Molnár 15 and Coscia et al. 16 or approaches in combination with RNNs like. 10, 11 The spatial context of motion can in principle be learned by training a model on observed positions of a particular scene, but it is not guaranteed that the model successfully captures spatial points of interest and does not only implicitly keep spatial information by performing path integration in order to predict new positions. Nevertheless, here we distinguish such approaches from approaches where scene context is provided as further cue for example by semantic labeling 17 or scene encoding. 18 The challenges of Trajectory Forecasting Benchmarking (TrajNet 2018) 1 are designed to cover some inherent properties of human motion in crowded scenes. The World H-H TrajNet challenge in particular looks at predicting motions in world plane coordinates of human-human interactions. The aim of this paper is to find an effective baseline predictor only based on the partial history and find the maximum potential achievable prediction accuracy for this challenge. Achieving this objective involves an evaluation of different deep neural networks for trajectory prediction and analysis of the datasets properties. Further, we propose small changes and pre-processing steps to modify a standard RNN prediction model to result in a simple but effective RNN architecture that obtains comparable performance to more elaborated models, which additionally captures the interpersonal aspect of human-human interaction. The paper is structured as follows. Firstly, the properties of the TrajNet benchmark dataset are analyzed in section 2. Then, some basic deep neural networks are shortly described and evaluated. Further, the modifications in order to increase the prediction performance are presented (section 3). The achieved results and an additional failure analysis are presented in section 4. Finally, a conclusion is given in section 5.
TRAJNET BENCHMARK DATASET ANALYSIS
The trajectory forecasting challenges TrajNet 1 provide the community with a defined and repeatable way of comparing path prediction approaches as well as a common platform for discussions in the field. In this section some properties of the current repository for the World H-H TRAJ challenge of popular datasets for trajectorybased activity forecasting are analyzed and thereby design choices for the proposed predictor are deduced. Stanford Drone Dataset (SDD) 595 × 326 * 3297 2.5 Robicquet et al.
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In most datasets, the scene is observed from a bird's eye view, but there are also scenarios where the scene is observed under a higher depression angle. The selected surveillance datasets cover real world scenarios with a varying crowd densities and varying complexity of trajectory patterns. Details of the datasets are summarized in table 1 (adapted from TrajNet website). The selection includes the following datasets. The BIWI Walking Pedestrians Dataset 19 also sometimes referenced as ETH Walking Pedestrians (EWAP), which is split into two sets (ETH and Hotel ). The Crowds dataset also called UCY "Crowds-by-Example" dataset 20 contains three scenes from an oblique view, where the first (Zara) shows a part of a shopping street, the second (Students/Uni Examples) captures a part of the uni campus and the third scene (Arxiepiskopi ) captures a different part of the campus. Then, the Stanford Drone Dataset (SDD) 22 consists of multiple aerial images capturing different locations around the Stanford campus. And finally the PETS 2009 dataset, 21 where different outdoor crowds activities are observed by multiple static cameras. Sample images with full trajectories and tracklets are shown in figure 1.
It is common and good practice to apply cross-validation. For the TajNet challenge, it is done by omitting complete datasets for testing. Because the behavior of humans in crowds is scene-independent and for measuring the generalization capabilities of various approaches across datasets this is very reasonable, in particular for providing a benchmark for human-human interactions. Nevertheless, by combining all training sets the spatial context of scene specific motion and the reference systems are lost. When only relying on observed motion trajectories positional information is crucial in order to learn spatio-temporal variation. For example, the sidewalks in the Hyang sequences (see figure 1 ) lead to a spatially depending change in the curvature of a trajectory. Since our focus is on deep neural networks including RNNs, the shift from position information to higher order motion helps to overcome some drawbacks. Before RNNs were successfully applied for tracking pedestrians in a surveillance scenario, they gained attention due to their success in tasks like speech recognition 23, 24 and caption generation. 25, 26 Since these domain are particularly different to trajectory prediction in certain aspects, their position-dependent movement is not important. Accordingly, RNNs can benefit from conditioning on previous offsets for scene independent motion prediction. This insight is not new, yet utilizing offsets really helps not only stabilizing the learning process but also improves the prediction performance for the evaluated networks. This shift to offsets or rather velocities has been also successfully applied for example for the prediction of human poses based on RNNs. 27 In the context of deep networks the same effect can also be achieved by adding residual connections, which have been shown to improve performance on deep convolutional networks. 28 Presumably due to the limitation of the input and output spaces, for applying on the TrajNet challenge instead of prediction of the next position (where will the person be next) predicting the following offsets (where will the person go next)
12, 29 also contributed to increased prediction accuracy. This becomes immediately apparent by looking at the complete tracklets of the training and test set (see figure 2) . Firstly, it takes a considerably higher modeling effort to represent all possible positions instead of modeling particular velocities. Further, input data outside the training range can lead to undefined states in the deep network, which result in an unreasonably random output. Some of the initialization tracklets clearly lie outside the training input space. Also, approaches with profit from human-human interaction like 10, 11, 14, 30 in combination with deep networks lack here information about surrounding persons to interact, so that the decoding of relative distances is not possible because of a reduced person density.
Another factor for improving the prediction performance is becoming apparent when contemplating the offset distribution of the data. Figure 3 shows the offsets histograms for x and y separately. Due to the loss of the reference system, it is impossible to assume a reasonable location distribution a-priori. In contrast, the offset and magnitude distribution clearly reflects the preferred walking speeds in the data. The histograms also show that a large amount of persons is standing. In the recent work of Hasan et al., 14 it was emphasized that forecasting errors are in general higher when the speed of persons is lower and argued that when persons are walking slowly their behavior becomes less predictable, due to physical reasons (less inertia). During our testing we discovered the same phenomenon. In particular RNN based networks tend to overestimate slow velocities and do sometimes not accurately identify the standing behavior. Despite this problem, the range of offsets is very limited compared to the location distribution and shows a clear tendency towards expected a-priori values. Common techniques for sequence prediction problems are normalization and standardization of the input data. Whereby normalization has a similar role on the position data, applying standardization on position input data shows no benefit. In our experiments, standardization worked slightly better than normalization or an embedding layer for input encoding. Although the effect on the performance is quite low for the TrajNet challenge, our best result is achieved using standardized offsets as input. It is rarely strictly necessary to standardize the inputs, but there are practical reasons like accelerating the training or reducing the chances of getting stuck in local optima.
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Predicting offsets also guarantees that the output directly conforms better with the range of common activation functions. Without discretization artifacts, the dynamic of humans is smooth and persistent. The trajectory data from the TrajNet dataset includes varying discretization artifacts or noise levels resulting from different methods with which ground truth data was generated. Part of the ground truth trajectories are generated by a visual tracker or manually annotated. For approximating the amount of noise in the datasets, the distance between a smoothed spline fit through the complete tracklets is compared to the provided ground truth tracklet points. The spline fitting is done with a polynom of degree k = 4 independent for the x and y values. If the smoothing is too strong, it can drift too far away from the actual data. Nevertheless, the achieved fitted trajectories form a smooth and natural path and are used as rough assessment for the noise levels in the ground truth trajectory data. The results for the training set are summarized in table 2.
The approximated noise levels clearly show the variation in the ground truth data. In order to outperform a linear baseline predictor the learned model must be able to successfully model different velocity profiles and capture curved paths out of input data with different noise levels. Due to the varying noise levels, initial experiments to solely train on smoothed fitted trajectories with synthetic noise performed worse. Nevertheless, for the prediction of the future steps the best performing predictor is trained to forecast smoothed paths. Before the different evaluated models are introduced, the last data analysis of the training set is intended to assess the complexity in terms of the non-linearity of the trajectories. Therefore, the coefficient of determination R 2 for a linear interpolation is calculated separately for the x and y values. This linear interpolation serves as baseline predictor for the TrajNet challenge. The histograms of R 2 for the training set are shown in figure 4 . R 2 is the percentage of the variation that is explained by the model and is used to determine the suitability of the regression fit as a linearity measure. 32 The average R 2 values are summarized in table 2. It can be seen that for most tracklets a linear interpolation works very well. In order to outperform the linear interpolation baseline, it is crucial to not only cover a variety of complex observed motions, but to also produce robust results in simpler situations. As mentioned above, the person velocity has to be effectively captured by the model.
MODELS AND EVALUATION
The goal of this work is by using a sort of coarse to fine searching strategy to reach the maximum achievable prediction accuracy without further cues like human-human interaction or human-space interaction based on basic networks. Towards this end, we started with a set of networks with a limited set of hyper-parameters to narrow it down to one network, in order to then extend the hyper-parameter set for a more exhaustive tuning. The multi-modal aspect of trajectory prediction is hardly considerable when there is no fixed reference system. Thus, the performance is compared in accordance to the community with the two error metrics of the average displacement error (ADE) and the final displacement error (FDE) (see for example 10, 14, 18, 19, 30, 33 ). The average of both combined values are then used as overall average to rank the approaches. The ADE is defined as the average L2 distance between ground truth and the prediction over all predicted time steps and the FDE is defined as the L2 distance between the predicted final position and the true final position. For the World H-H TrajNet challenge the unit of the error metrics is meter. For all experiments, 8 (3.2 seconds) consecutive positions are observed, before predicting the next 12 (4.8 seconds) positions.
Besides the provided approaches of the World H-H TrajNet challenge, the following basic neural networks for a coarse evaluation are selected:
Multi-Layer-Perceptron (MLP): The MLP is tested with different linear and non-linear activation functions. One variation concatenates all inputs and predicts 24 outputs directly. Further, cascaded architectures with a step-wise prediction are examined. We vary between different coordinate system of Euclidean and polar coordinates. As mentioned in section 2, positions and offsets (also orientation normalized) are considered as inputs and outputs.
RNN-MLP:
RNNs extend feed-forward networks or rather the MLP model due to their recurrent connections between hidden units. Vanilla RNNs produce an output at each time step. For the evaluation of the RNN-MLP, we vary only the MLP layer which is used for the decoding of the positions and offsets.
RNN-Encoder-MLP:
In contrast to the RNN-MLP network, the complete initialization tracklet is used to generate the internal representation before a prediction is done. The RNN-Encoder-MLP is varied by alternating activation functions for the MLP and by alternatively predicting the complete future path/offsets instead of only next steps. As a further alternative, the full path is predicted as offsets to one reference point instead of applying path integration in order to predict the final position.
RNN-Encoder-Decoder-Model (Seq2Seq):
In addition to RNN-Encoder-MLPs, Seq2Seqs include a second network. This second decoder network takes the internal representation of the encoder and then starts predicting the next steps. The different settings for the evaluation of this model where due to alternating activation functions for the MLP on top of the decoder RNN.
Temporal Convolutional Networks (TCN): As an alternative to RNNs and based on WaveNets, 34 Bai et al. 35 introduced a general convolution architecture for sequence prediction. We tested their standard and extended architecture with a gating mechanism (GTCN). For a more detailed description, we refer to the original papers.
All networks were trained with varying number of layers (1 to 5) and hidden units (4 to 64) using stochastic gradient descent with a fixed learning rate of 0.005. The models are trained for 100 epochs using ADAM optimizer 36 and have been implemented in Tensorflow . 37 Firstly, only standard RNN cells are used for the experiments. Later, we also tested with RNNs variants Long Short-Term Memory 38 (LSTM) and Gated Recurrent Unit 39 (GRU). As loss the mean squared error between the predicted and the ground truth position or offsets over all time steps is used. In order to emphasize trends a part from the result of the first experiments are summarized in table 3 (highlighted in gray). The best results were achieved with the RNN-Encoder-MLP. However, in most cases the different architectures perform very similar. These initial result also show that the best performing networks lie close to the result achieved with linear interpolation. Outlier weak performances are due some strong overestimation of slow person velocities and some undefined random predictions when using positions. Hasan et al. reduced this effect by integrating head pose information. We can only remark for the tested networks that this effect can also differ for different runs. Naturally it is important that during training the networks see enough samples from standing of slow moving situations. Excluding such samples through heuristic or probabilistic filtering only helps during application.
There is no network that is clearly performing best, thus the gap between a MLP predictor and a Seq2Seq model is very narrow in the test scenarios. However, besides the factors derived from the data analysis, a prediction of the full path instead of step-wise prediction helps to overcome an accumulation of errors that are fed back into the networks. For the TrajNet challenge with a fixed prediction horizon, we thus prefer the RNNEncoder-MLP over a Seq2Seq model. In the domain of human pose prediction based on RNNs, Li et al 41 reduced this problem with an Auto-Conditioned RNN Network and Martinez et al. 27 propose using a Seq2Seq model along with a sampling-based loss. The TCNs perform here similar to RNNs. Since RNNs are more common, also as part of architectures which model interactions (see 10, 11, 14, 18 ) to represent single motion, we keep the RNN-Encoder-MLP as our favored model. RNN-Encoder-MLP → RED-predictor: According to the training set analysis and the comparison of architectures the selected model for the TrajNet challenge modeling only single human motion is a RNN-Encoder-MLP. The RNN-Encoder can generalize to deal with varying noisy inputs and thus is able to better capture the person motion compared to the linear interpolation baseline. The main insight is that motion continuity is easier to express in offsets or velocities, because it takes considerably more modeling effort to represent all possible conditioning positions. Especially for the World H-H TRAJ challenge, with the different range for positions in the training and test set, this has significant influence on whether a good performance can be obtained. In combination with easier, but helpful, data-prepossessing, the transfer to directly using smoothed trajectories as desired output, and a full path prediction to prevent error accumulation during a step-wise prediction, our simple but effective baseline predictor for the TrajNet challenge is ready. Recurrent-Encoder with a dense MLP layer stacked on top the predictor is referred to as RED-predictor. As reference point for all predicted offsets of the full smooth path the last input position is used. Full path integration worked similar well, but here offsets to the reference positions are predicted The best achieved result is highlighted in red in table 3. After a fine search for this network, the shown result is produced with a LSTM cell (state size of 32) and one recurrent layer. The proposed predictor was able to produce sophisticated results compared to elaborated models which additionally rely on interaction information like the 10 The Social-LSTM is one of the first proposed RNNbased architectures which includes human-human interaction and laid the basis for architectures like presented in the work of Hasan et al.
14 or Xue et al. 18 Single motion is modeled with an LSTM network. By applying some of the proposed factors to the model, it is expected that the model and equity accordingly model extensions are able to outperform the proposed single motion predictor.
DISCUSSION AND FAILURE CASES
After emphasizing the factors needed in order to achieve sophisticated results based on standard neural networks in the above sections, in this section we discuss some failure cases. Without exploiting scene-specific knowledge for trajectory prediction, some particular changing behavior in the human motion is not predictable. For example, in the shown tracklet from SSD Hyang (see figure 5) , there is no cue for a turning maneuver in the initialization tracklet. In order to correct the prediction, new observations are required. All methods tend to predict in such a situation a relatively straight line, resulting in a high prediction error. A scene-independent motion representation is pursuant to better generalize, but for overcoming some limitation in the achievable prediction accuracy, the spatial context is required. The sample tracklet also illustrates the multi-modal nature of the prediction problem. While the person is making a left turn, it is also possible to make a right turn. By using a single maximum-likelihood path the multi-modality of a motion and the uncertainty in the prediction is not covered. The prediction uncertainty can be considered by using the normalized estimation error square (nees), 42 also known as Mahalanobis distance, which corresponds to a weighted Euclidean distance of the errors. But most methods are designed as a regression model, thus for a unified evaluation system the Mahalanobis distance is not applicable. As mentioned, there are a few approaches which include the multi-modal aspect of the problem. 7, 29, 43 Without additional cues of the current scene, these approaches are limited to a fixed scene.
Independent of the question how to include all aspects of a problem in a unified benchmarking, they strongly influence the possible achievable results. The results presented in section 3 show that independent from the model complexity approaches restricted to observing only information from one trajectory are in range to their reachable performance limit on the current dataset repository. Of course due to the fast development in the field of deep neural networks there is still space for improvement, but the current benchmark cannot be completely solved. However, the TrajNet challenges also provides human-human and human-space information and recent work like the approaches of Gupta et al. 30 (human-human) or Xua et al. 18 and Sadeghian et al. 44 (human-human, human-space) show possibilities of how to further improve the performance accuracy.
CONCLUSION
In this paper, we presented an evaluation of deep learning approaches for trajectory prediction on TrajNet benchmark dataset. The initial results showed that without further cues like human-human interaction or humanspace interaction most basic networks achieve similar results in small range close to a maximum achievable prediction accuracy. By modifying a standard RNN prediction model, we were able to provide a simple but effective RNN architecture that achieves a performance comparable to more elaborated models.
