This is the third in a series of papers in which we consider a one-dimensional model of Random Walk in Cooling Random Environment (RWCRE), obtained by starting from Random Walk in Random Environment (RWRE) and resampling the environment along a sequence of deterministic times, called refreshing times. In two earlier papers, in the regime where the increments of the refreshing times diverge, we derived a strong law of large numbers and a large deviation principle under the quenched measure. Both the speed and the rate function turned out to be the same as for RWRE. We also derived a centered central limit theorem under the annealed measure for the case where RWRE is recurrent and the refreshing times have either polynomial or exponential growth. Both the scale and the limit law turned out to be different from those of RWRE. In the present paper we address the question of recurrence versus transience. In addition, we explore fluctuations for general refreshing times when RWRE is either recurrent or satisfies a classical central limit theorem. We show that the answer depends in a delicate way on the choice of the refreshing times. In particular, sub-diffusive behaviour and convergence to mixtures of different limit laws can occur. We conclude by briefly commenting on possible extensions and open problems.
1 Introduction, main results and discussion
Background and outline
Random Walk in Random Environment (RWRE) is a classical model for a particle moving in a non-homogeneous medium, consisting of a random walk with random transition probabilities, sampled at time zero from a given law. Random Walk in Cooling Random Environment (RWCRE) is a dynamic version of RWRE in which the environment is fully resampled along a sequence of deterministic times, called refreshing times. If the increments between consecutive refreshing times stay bounded, then correlations over time are weak and we expect to see a behaviour that is close to that of homogeneous random walk. Conversely, if these increments are diverging, then we expect to see a behaviour that is close to that of RWRE. In particular, the faster the divergence, the more the behaviour is RWRE-like. Thus, RWCRE allows for different scenarios depending on the incremental structure of the refreshing times. Since RWRE may exhibit anomalous behaviour due to the occurrence of trapping (i.e., the random walk spends large times in a small regions of the environment), the same is true for RWCRE. We will refer to the resampling as cooling and we will see that it gives rise to interesting new phenomena.
In order to understand RWCRE, we need certain concentration properties of RWRE. Some of these are available from the literature, but others are not and need to be developed along the way. A few preliminary results were obtained in Avena and den Hollander [1] under the annealed law and certain regularity conditions on the cooling scheme. In particular, a weak law of large numbers was derived, as well as a centered central limit theorem when the corresponding RWRE is recurrent. Interestingly, in the regime where the increments of the refreshing times diverge, while the limiting speed turned out to be the same as for RWRE, the fluctuations turned out to be different from those of recurrent RWRE, both in scale and in law. These results were further developed in Avena, Chino, da Costa and den Hollander [2] under the quenched law when the increments of the refreshing times diverge. Namely, a strong law of large numbers and a large deviation principle were derived. The rate function turned out to be the same as for RWRE, and it was argued that this is not in contradiction with the fact that the fluctuations may be different, because the rate function is non-analytic in a neighbourhood of the speed.
In the present paper we find conditions for recurrence and investigate fluctuations for general cooling schemes. In Section 1.2 we define one-dimensional RWRE and recall some basic facts that are needed throughout the paper. In Section 1.3 we define RWCRE. Both these sections are largely copied from [2] , but are needed to set the stage and fix the notation. In Section 1.4 we state our main theorems concerning recurrence versus transience and cooling schemes giving rise to non-standard fluctuations. In Section 1.6 we place these theorems in their proper context and state a number of open problems. Proofs are provided in Sections 2-4. Along the way we need a few refined properties of RWRE that are of independent interest. These properties are state in Section 1.5 and are proved in Appendices A-C.
RWRE: Basic facts
Throughout the paper we use the notation N 0 = N ∪ {0} with N = {1, 2, . . . }. The classical one-dimensional static model is defined as follows. Let ω = {ω(x) : x ∈ Z} be an i.i.d. sequence with probability distribution µ = α Z (1.1)
for some probability distribution α on (0, 1). We write · to denote the expectation w.r.t. α, and assume that α is non-degenerate (i.e., has a strictly positive variance).
Definition 1.1 (RWRE).
Let ω be an environment sampled from µ. We call Random Walk in Random Environment the Markov chain Z = (Z n ) n∈N 0 with state space Z and transition probabilities P ω (Z n+1 = x + e | Z n = x) = ω(x), if e = 1, 1 − ω(x), if e = −1,
x ∈ Z, n ∈ N 0 . (1.2)
We denote by P ω x (·) the quenched law of the Markov chain identified by the transitions in (1.2) starting from x ∈ Z, and by
the corresponding annealed law.
The understanding of one-dimensional RWRE is well developed, both under the quenched and the annealed law. For a general overview, we refer the reader to the lecture notes by Zeitouni [11] . Here we collect some basic facts and definitions that will be needed throughout the paper.
The asymptotic properties of RWRE are controlled by the distribution of the ratio of the transition probabilities to the left and to the right at the origin, i.e., The following proposition due to Solomon [9] characterises recurrence versus transience and asymptotic speed. To state the result in a simple form we may assume without loss of generality that log ρ ≤ 0.
(1.5)
The case where log ρ > 0 follows by a reflection argument. Indeed, define ω by ω(x) = 1 − ω(−x), x ∈ Z. From (1.2) we see that P ω 0 (−Z n ∈ ·) = P ω 0 (Z n ∈ ·). Therefore statements for the left of the origin can be obtained from statements for the right of the origin in the reflected environment, and so (1.5) is assumed for convenience. Proposition 1.2 (Recurrence, transience and speed of RWRE [9] ). Suppose that (1.5) holds. Then:
• Z is recurrent when log ρ = 0.
• Z is transient to the right when log ρ < 0.
• For µ-a.e. ω, P ω 0 -a.s.,
(1.6)
The above proposition shows that the speed of RWRE is a deterministic function of µ (or of α; recall (1.1)). Note that for α such that log ρ < 0 and ρ ≥ 1, the random walk is transient to the right with zero speed. In this regime Z diverges, but only sublinearly due to the presence of traps, i.e., local regions of the environment pushing the random walk against its global drift.
In the recurrent case the scaling was identified by Sinai [8] and the limit law by Kesten [5] . The next proposition summarises their results. Proposition 1.3 (Scaling limit recurrent RWRE [8] , [5] ). Let α be any probability distribution on (0, 1) satisfying log ρ = 0 and σ 2 0 = log 2 ρ ∈ (0, ∞).
Then, under the annealed law P µ 0 , the sequence of random variables
converges in distribution to a random variable V on R that is independent of α. The law of V has a density v(x), x ∈ R, with respect to the Lebesgue measure that is given by
It was shown in [1] that, under the annealed measure P µ 0 ,
Note that the law of V is symmetric with variance
In the transient case the scaling and the limit law were identified by Kesten, Kozlov and Spitzer [6] . The next proposition recalls their result only for the case where the scaling and the limit law are classical. We say that α is s-transient when log ρ < 0, ρ s = 1 and ρ(log ρ) + < ∞. Proposition 1.4 (Scaling limits: transient RWRE [6] ). Let α be s-transient with s ∈ (2, ∞). Then there exists a σ s ∈ (0, ∞) such that, under the annealed law P µ 0 , the sequence of random variables 11) converges in distribution to a standard normal random variable.
The scaling and the limit laws were identified also for the cases s ∈ (0, 1), s = 1, s ∈ (1, 2) and s = 2. For the first three cases the scales are n s , n/ log 2 n and n 1/s , respectively, and the limit laws are functions of stable laws. For the fourth case the scale is √ n log n and the limit law is Gaussian. In the present paper we will only consider the case s ∈ (2, ∞).
RWCRE: Cooling
The cooling random environment is the space-time random environment built by partitioning N 0 , and assigning independently to each piece an environment sampled from µ in (1.1) (see Fig. 1 ). Formally, let τ : N 0 → N 0 be a strictly increasing function with τ (0) = 0, referred to as the cooling map. The cooling map determines a sequence of refreshing times (τ (k)) k∈N 0 that we use to construct the dynamic random environment. Definition 1.5 (Cooling Random Environment). Given a cooling map τ , let Ω = (ω k ) k∈N be an i.i.d. sequence of random variables with law µ in (1.1). The cooling random environment is built from the pair (Ω, τ ) by assigning, for each k ∈ N, the environment ω k to the k-th interval I k defined by
(1.13) Definition 1.6 (RWCRE). Let τ be a cooling map and Ω an environment sequence sampled from µ N . We call Random Walk in Cooling Random Environment (RWCRE) the Markov chain X = (X n ) n∈N 0 with state space Z and transition probabilities
where
is the index of the interval n belongs to. Similarly to Definition 1.1, we denote by
the corresponding quenched and annealed laws, respectively.
In words, RWCRE moves according to a given environment sampled from µ until the next refreshing time τ (k), when a new environment is sampled from µ. The increments of the random walk trajectories are independent across the intervals. During the interval I k , RWCRE behaves like RWRE in the environment ω k . Our goal is to understand in what way this makes RWCRE behave similarly as RWRE. Figure 1 : Structure of the cooling random environment (Ω, τ ).
The position X n of RWCRE admits the following key decomposition into pieces of RWRE. Define the refreshed increments and the boundary increment as
and the running time at the boundary as
Note that, by (1.13),
By construction, we can write X n as the sum
This decomposition shows that, in order to analyse X, we must analyse the vector
consisting of independent components, each distributed as an increment of Z (defined in Section 1.2) over a given time length determined by τ and n. Fig. 2 illustrates the decomposition of X n . More precisely, for any measurable function f : Z → R, any Ω sampled from µ N and any τ , To ease the notation, we will sometimes write
In this way, the right-hand side of (1.20) can be written as
Y k .
Main results for RWCRE
In what follows, we write P for the annealed law in (1.16) when the random walk starts at the origin, suppressing µ, τ, 0 from the notation. We will denote by E and Var the corresponding expectation and variance. To state our results we need the quantity
and consider the scaled displacement
(1.25)
Recurrence versus transience
We start by exploring how the cooling map affects the recurrence criterion that is known for RWRE, see Proposition 1.2. A few remarks are in place. Since for any event A,
we do not distinguish between quenched and annealed statements when it comes to zero-one laws. Also note that, due to the resampling, RWCRE is tail-trivial, i.e., all events in the tail sigma-algebra have probability zero or one. We know from Proposition 1.2 that RWRE is recurrent if and only if log ρ = 0. We simply say that α is recurrent (transient) when α satisfies log ρ = 0 (< 0). For RWCRE the classification is more delicate because it depends on the cooling map τ . We say that (α, τ ) is recurrent (transient) when
By tail triviality, {0, 1} are the only possible values for the probability of the event {X n = 0 i.o.}. Our first theorem gives two sufficient regularity conditions on the cooling map guarantying that the recurrence criterion known for RWRE remains in force for RWCRE. We notice that (1.29) can be interpreted as a "sufficiently fast diverging" assumption on the increments and that for the stability of the transience the condition (i.e. lim k→∞ T k = ∞) is less stringent. Yet, it is unclear a recurrence criterion for arbitrary cooling maps as captured by the counterexample in the following statement.
Proposition 1.8 (Counterexample to RWRE recurrence criterion).
There exist a recurrent (non-symmetric) α and a cooling map τ = τ (α) with lim k→∞ T k = ∞ such that (α, τ ) is transient.
In the above statement non-symmetric α refers to the case when the laws of ω and ω are different. The proofs of Theorem 1.7 and Proposition 1.8 are given in Section 2.
Mixed fluctuations
The following statements identify the scaling limits of RWCRE for recurrent α. They show that the scaling depends in a delicate way on the cooling map. In particular, Theorem 1.10 below gives a characterisation of the possible limit points as mixtures of Sinai-Kesten and Gaussian random variables, while Corollary 1.11 below further characterises the possible regimes. These regimes are illustrated by explicit examples.
To state our results we need the following definitions. Set 30) and note that it gives a vector of real numbers with unitary 2 (N 0 ) norm, i.e.,
With this notation, we can write
Let (V i ) i∈N 0 be a family of i.i.d. Sinai-Kesten random variables, i.e., with the same law as V given by
and v as in (1.8) . For λ = (λ(i)) i∈N 0 , define the λ-mixture of normalized Sinai-Kesten random variables
The following lemma, proven in Section3.2 guarantees that, up to reordering, V ⊗λ corresponds to a unique vector λ.
Lemma 1.9 (Characterization of Sinai-Kesten mixtures).
Consider the following equivalence relation in 2 (N 0 ):
Define further by
the vector obtained from λ by reordering in decreasing order the entries of λ with a positive label. Finally, denote by N (0, 1) a standard normal random variable.
Theorem 1.10 (Mixed fluctuations in Sinai regime).
Consider α recurrent with σ 0 ∈ (0, ∞) and a cooling map τ. The sequence of centered random variables (x n,τ − E[x n,τ ]) n∈N is tight and its limit points are characterized as follows. If (n i ) i∈N 0 is a subsequence such that, for every k
Since the sequence of time increments (T k ) k∈N 0 determines the vector λ n,τ = (λ n,τ (k)) k∈N 0 (see (1.30)), it is possible to distinguish between the different scaling limits by examining the behaviour of the sequence (λ τ (k),τ (k)) k∈N 0 that captures the weight of the last refreshing increment. This is the content of the following corollary.
In case of convergence, the limit law is the standard normal distribution N (0, 1).
,τ converges in distribution to V ⊗λq , the λ q -mixture of normalised Sinai-Kesten random variables, where
Moreover, for a given subsequence (n k ) k∈N 0 , if
The proofs of Theorem 1.10 and Corollary 1.11 are given in Section 3. Part (a) above characterises convergence of the full sequence. In particular, this convergence leads to a limiting standard Gaussian and depends on whether the presence of the boundary increment in (1.23) can be neglected,i.e., lim k→∞ λ τ (k),τ (k) = 0. When the latter fails, Part (b) says that subsequential limits can still be characterised. A special role is played by the subsequence running along the refreshing times (τ (k)) k∈N , for which there is no boundary term in (1.23 
converges in distribution to the standard normal random variable as n → ∞.
(Ex. 2) Double exponential cooling:
converges in distribution to q −1 c V ⊗λq c as k → ∞, where q c is given by 
converges in distribution to q −1 c V ⊗λq c as k → ∞ with q c = 1. In other words,
converges in distribution to the Sinai-Kesten random variable.
In examples 2 and 3 there are subsequences {n k } k∈N along which different limits are observed. Suppose that
Gaussian fluctuations
We next examine the scaling limit when α is s-transient with s ∈ (2, ∞), i.e., when RWRE satisfies a classical CLT (recall Proposition 1.4).
Theorem 1.12 (Scaling limits in Gaussian regime).
Let α be s-transient with s ∈ (2, ∞), and let τ be any cooling map. Then there exists σ n (τ ) of order 1 such that
converges in L 2 to a standard normal random variable as n → ∞. In particular, if T k → ∞, then σ n (τ ) = σ s with σ s from Proposition 1.4.
Interestingly, the centering term E [X n ] cannot be replaced by the usual v(α, τ ) n with v(α, τ ) the asymptotic speed of X. In fact, as shown in the next proposition, (E [
√ n does not necessarily converge to zero as n → ∞ for an arbitrary τ . It is worth noting that the existence of v(α, τ ) depends on whether a law of large numbers is in force. The latter was proven in [1] for the case of bounded regular (T k ) k∈N , and in [2] for lim k→∞ T k = ∞. Yet, such a law of large numbers can be established for more general cooling maps under certain mild regularity assumptions. Here we only mention that if the Cesaro average of the (T k ) k∈N diverges, then v(α, τ ) exists and is equal to the RWRE speed v µ in (1.6).
Proposition 1.13 (Centering in Gaussian regime).
Let s ∈ (2, ∞). Then there exists an s-transient α and a cooling map τ with lim k→∞ T k = ∞ such that X n /n admits an almost sure deterministic limit v(α, τ ) as n → ∞, and
However, if
then the limit in (1.46) is equal to zero.
The proofs of Theorem 1.12 and Proposition 1.13 are given in Section 4.
Auxiliary properties of RWRE
In our analysis of RWCRE we need a few properties of RWRE that have not been derived before, yet are interesting in their own right.
Theorem 1.14 (Oscillations and convergence bounds for RWRE).
(a) There is a recurrent α such that
The proof of Theorem 1.14 is given in Appendices A-C.
Discussion and open problems
Stability of recurrence and transience. While RWRE behaviour is highly non-local due to the presence of strong space-time-correlations, in RWCRE the presence of the cooling adds extra noise and as a result weakens space-time dependencies. From this perspective, we can view RWCRE as a perturbation of RWRE. Theorem 1.7 describes how this perturbation affects the non-trivial recurrence criterion known for RWRE. Theorem 1.7(a) shows that transience is preserved under such a perturbation provided the divergence of the refreshing increments, while Theorem 1.7(b) says that the situation is more delicate for recurrence unless α is symmetric. In fact, as shown in Proposition 1.7 for non-symmetric α cooling is capable of destroying recurrence. We will see in Section 2 that this is so because we can choose a cooling map in which the increments of the refreshing times are such that the average displacement of RWRE during these increments is strictly positive. By repeating such increments often enough, we are able to pull the random walk away from the origin. The refreshing increments is this cooling map are diverging, but slowly enough so that RWCRE is qualitatively different from RWRE.
Mixed fluctuations in Sinai regime. When RWRE is recurrent (see Proposition 1.3), it is well-known that trapping phenomena are predominant. The underlying highly non-trivial correlation structure gives rise to so-called aging, resulting in a sub-diffusive scaling with a non-Gaussian limit law for the position of the walk. Theorem 1.10 and Corollary 1.11 show that this scenario is affected by the extra noise introduced by the cooling, in a sensitive way depending on how frequent the refreshing times occur. Indeed, for all cooling maps the fluctuations live on a scale larger than those of RWRE (i.e., RWCRE is less localized), although convergence in distribution of the full sequence is not guaranteed in general. Theorem 1.10 shows that regular subsequential limits are characterised by mixtures of Gaussian and properly weighted Sinai-Kesten laws. Corollary 1.11(a) provides a necessary and sufficient condition (in terms of the regularity of the cooling map and the role of the boundary termȲ n ) under which all subsequential limits coincide, in which case a limiting standard Gaussian emerges after a sub-diffusive scaling that is gauged by the cooling rate. Corollary 1.11(b) instead says that when the boundary term is not negligible in the sum in (1.20), then the full sequence oscillates, and properly chosen subsequences lead to different mixed limit laws. The latter can be further characterised depending on whether the boundary term dominates or competes with the other summands in (1.20), as illustred in (1.44). Such results yield the answer to a conjecture put forward in [1] , where the analysis of the fluctuations in this regime was carried out for cooling maps for which Lindeberg-Feller type conditions are satisfied, essentially corresponding to the condition lim sup k→∞ λ τ (k),τ (k) = 0.
CLT in Gaussian regime and centering issues. RWCRE can be seen as a model interpolating between RWRE and homoegeneous RW. Thus, not surprisingly, Theorem 1.12 shows that if RWRE satisfies a CLT (i.e., when s ∈ [2, ∞)), then the same is true for RWCRE. Yet, the presence of the cooling makes the centering of the displacement more delicate. In fact, as shown in Proposition 1.12, unless the cooling map has "sufficient concentration of mass" (as capture in condition (1.47)), it must be centered with the average displacement rather than with the asymptotic speed.
Refined properties of RWRE. Theorem 1.14 collects a few refined properties of RWRE that are not available in the literature but are needed in our proofs. In particular, Parts (a) and (c) are similar in spirit, and are roughly saying that in the recurrent and transient regimes, respectively, the limiting deterministic speeds are not achieved after a finite time horizon. As such, these statements may sound obvious, but the underlying disordered structure does not allow for an immediate proof, as can be appreciated in Appendix A. We use the two statements to construct the counterexamples in Theorem 1.7(c) and Proposition 1.12, respectively. Theorem 1.14(b) gives control (possibly not optimal) on the rate of convergence in Proposition 1.3, which we use in the proof of (1.28). Theorem 1.14(d) extends the convergence in distribution in Proposition 1.4 to L 2 -convergence. We use the latter in the proof of Theorem 1.12.
Extensions and open problems:
• (Regime with limiting stable laws) The only regime in which we have not analysed RWCRE fluctuations is for laws α that are s-transient with s ∈ (0, 2]. In this regime, the RWRE behaviour is in fact quite delicate and has not been fully understood. Under the annealed measure, it is known that after a proper s-dependent scaling, RWRE converges to certain stable (or inverse-stable) laws. Under the quenched measure, these fluctuation results are drastically different and actually have only been partially characterised. In particular, different subsequential limits are possible under the quenched measure. We refer the reader to [11] , and references therein, for precise statements.
The analysis of RWCRE with s ∈ (0, 2] should lead to interesting cooling dependent crossover phenomena, and deserves a more careful analysis.
• (Higher dimensions). The focus in this paper and in [1, 2] is on one-dimensional RWCRE, although RWCRE is interesting also in higher dimensions. However, much less is known for RWRE in higher dimensions, and most of the relevant results require additional and often technical assumptions (see [11] ). Nonetheless, we expect that some of our arguments and results may be adapted to higher dimensions. This remains a challenge.
• (Recurrence criterion for arbitrary cooling). We partially solved the problem of recurrence versus transience in Theorem 1.7. The following problem is left open: If α is recurrent and non-symmetric, then what is a necessary and sufficient condition on τ such that RWCRE is recurrent?
• (RWRE oscillations). It is worth noting that some of the statements in Theorem 1.14 are non-optimal and can in principle be improved. For example, in Part (c) we should be able to show that E µ 0 [Z n ] = v µ n for infinitely many n ∈ N for every s-transient α with s ∈ (2, ∞). Such an improvement would allow us to strengthen the conclusion of Proposition 1.3 by saying that for every s-transient α there exists a τ such that (1.46) is satisfied.
2 Proofs: Recurrence versus transience
Transience is preserved under cooling with diverging increments
We prove Theorem 1.7(a).
Proof. Without loss of generality we assume that RWRE is right-transient, i.e., log ρ < 0. Let us consider an abstract probability space (S, S, P) on which are defined random variables
Next, set W = inf{Z n : n ∈ N 0 }, and
and W (k) ≤ 0 . With this coupling, by (1.20), for any a > 0 and ∈ N, we have that
The following lemma tells us that the expectation of W is finite when RWRE is right-transient.
Proof. First write the quenched expectation of −W as
For m ∈ N, let τ −m denote the first hitting time of −m. For j ∈ Z, let ρ j :=
and (ρ j ) j∈Z are i.i.d., the strong law of large numbers tells us that µ-almost surely
Therefore, there is a c > 0, such that for all m ∈ N 8) where the third equality follows from a standard computation for RWRE (see [9] ), and for the inequality we use (2.7).
To obtain the annealed estimate, we rely on the exponential decay (in m ∈ N) of the probability of Ω C (m, ε), the complement of the set Ω(m, ε), i.e., there is a constant c > 0 such that, for all m ∈ N,
where the second inequality follows from the union bound in combination with the large deviation principle for the i.i.d. random variables (log ρ i ) i∈Z . From (2.8) and (2.9), there is a constant c > 0 such that, for all m ∈ N, On the one hand, by stochastic domination together with the independence of Z
on the other hand, the law of large numbers implies that
Thus plugging (2.12) and (2.13) into (2.2) yields to
14)
Therefore, there exists an L ∈ N such that for > L,
which implies that
Hence, by the Borel-Cantelli lemma, P inf n∈[τ ( ),τ ( +1)) X n ≤ 0 i.o. = 0, from which the claim.
Recurrence is preserved for "fast enough" cooling
We next prove Theorem 1.7(d).
Proof. First note that the sequence (λ n,τ ) n∈N 0 of 2 (N 0 )-unitary vectors in (1.28) admits a subsequence (n j ) j∈N for which there is a infinite vector λ * such that for every
Hence we can use Theorem 1.10, which together with condition (1.28) implies that
Since χ(n, τ ) → ∞ as n → ∞, (n j ) j∈N can be chosen so that
With this choice,
Thus, as V ⊗λ * + a N (0, 1) has full support on R and (2.20) holds true, by (2.22) there is ε > 0 for which:
and analogously:
Finally, from the independence of (X n j − X n j−1 ) j∈N and the second Borel-Cantelli lemma, we obtain that
which, by (2.21), implies that
which proves the first claim. It remains to show that (1.29) implies (1.28). In the remainder of the proof, c, C denote constants that may change from line to line but that do not depend on n. First note that (1.
For fixed ε > 0, the decomposition (1.20) together with Theorem 1.14 (b), (2.27) and (2.28) imply that
Also, by Hölder's inquality it follows that
.
(2.32) Therefore, by plugging (2.32) and (2.30) into (2.29), one obtains that
(2.33) Therefore, for sufficiently small ε > 0, if γ > 1 2 , the right-hand side of (2.33) converges to 0 as k → ∞, which concludes the proof.
Recurrence may not be preserved under "slow" cooling
We prove Proposition 1.8.
Proof. We show that there exists a recurrent α (non-symmetric) and a cooling rule for which RWCRE is transient. This construction is possible since by Theorem 1.14(a) there is one recurrent α for which the expected displacement after n steps is different from zero infinitely often, i.e., at least one of the following sets
is infinite. Assume without loss of generality that |N + | = ∞. Let n 1 < n 2 < . . . denote the elements of N + .
For such an α we define a cooling rule by placing N consecutive increments of size n , followed by N +1 increments of size n +1 for every ∈ N, where the sequence (N ) ∈N will be determined below. Let (Z (k) n ) k,n∈N be the random variables defined in (2.1). By the strong law of large numbers for bounded i.i.d. random variables, for all ∈ N,
from which there is an M satisfying
At this point, we pick N such that
Next, by abbreviating
from the decomposition of X n in (1.20) and (1.22), it follows that
Since the right hand side of (2.40) is summable, we conclude that for sufficiently large
Using (2.41), we can now conclude the proof by estimating P (X n = 0 for infinitely many n)
≤ 0 for infinitely many = 0, (2.42) where the second inequality follows from (2.38), the third inequality uses that X is a nearestneibhour walk, and the equality in the last line follows from (2.36).
3 Proofs: Mixed fluctuations
Mixed fluctuations in Sinai-regime
We start by proving in this section Theorem 1.10.
We note that the tightness follows by the constant variance scaling in (1.25), indeed for any K > 0:
We can then move to the identification of the limit points, for which, we first notice that given any sequence (λ n ) n∈N of unitary vectores in 2 (N 0 ) there is a subsequence (n i ) i∈N and a vector λ * ∈ 2 (N 0 ), with λ * 2 (N 0 ) ≤ 1 such that for every k ∈ N 0 , lim
We will proceed by comparing x n,τ − E[x n,τ ] with V ⊗λn,τ . By (1.9),
Let us next consider a probability space (S, S, P) rich enough to include the sequence (V k ) k∈N 0 defined in Section 1.4.2 and a collection of random variables (R (k) n ) k,n∈N 0 satisfying:
• for any n ∈ N 0 and x ∈ R:
n ] = 0, where E stand for expectation w.r.t. P.
•
n ) n∈N are independent under P.
• R
n vanishes in L 2 , i.e., lim
Because of (3.4) we see R (k) n as an error term. By (1.32) and (3.3) x n,τ − E[x nτ ] has, up to an error term, the same distribution, under P as the λ n,τ -mixture of Sinai-Kesten random variables in (1.34), i.e., for any bounded continuous function f :
The proof proceeds in two steps: we first get rid of the error term and then examine the convergence of the main part.
Removing the error term On the one hand, as a consequence of the independence of these mean-zero random variables, we obtain
where the last equality follows by (3.4) and
On the other hand, for
k∈N is a collection of bounded independent random variables. Thus by the CLT for i.i.d. sequences, as n → ∞, we get
In view of (3.5)-(3.6) and (3.7), to prove Theorem 1.10, it suffices to show that if a sequence of normalized ordered vectors λ n converges point-wise to a vector λ * , i.e., if
where a := (1 − k∈N 0 λ 2 * (k)) 1/2 . Let us explain why. For ease of notation define
With this notation, for any bounded function f : R → R with bounded first derivatives lim sup
where the first equality follows from (3.9), the second equality from (3.7), the last equatlity follows from (3.6) and the inequality follows from
where C f is a constant that depends only on the uniform bounds on f, f .
Therefore it remains to show that (3.8) implies (3.9)
Limit of Sinai-Kesten mixtures Notice first that (3.8) ensures that
where (3.16) follows from 1 ≥ i j=0 λ 2 n (j) ≥ Kλ 2 n (i) since λ n is a normalised and ordered vector. Now let (N i ) i∈N 0 be a family of independent standard normal random variables defined on the same space (S, S, P), set N ⊗λ := i∈N 0 λ(i)N i , for a given vector λ ∈ 2 (N 0 ), and note that the following isometry is in force:
To prove (3.9), we will show through a truncation argument an equivalent statement, namely that for any bounded smooth function f with bounded derivatives,
To deal with it, for a given vector λ ∈ 2 (N 0 ) and k, K ∈ N, set
and λ K,∞ (i) := λ(i) − λ 0,K (i), and note that if k > K, λ k,K (i) = 0.
By the triangle inequality, for K ∈ N, we can estimate
To conclude the proof, we will show that the four terms in the right hand side of (3.20) can be made arbitrarily small by taking K > 0 large enough and then letting n → ∞.
The last three terms we can be estimated using (3.12), (3.17) together with (3.13)-(3.16). Indeed, the fourth term in the right-hand side of (3.20) tends to zero as K → ∞ due to (3.14). The third term, for fixed K, tends to zero as n → ∞ due to (3.15) . For the second term we first note that by (3.13), (3.15) and i∈N 0 λ 2 n (i) = 1, it follows that
It remains to show that the first term in the right hand side of (3.20) vanishes as K → ∞ and then n → ∞. To do so we will prove a bound independent of n using a classical argument in the spirit of Lindeberg-Feller theorem, see [12, pg 129] .
Consider the interpolating random variable
Note that by (3.19), W K,n (M ) = V ⊗λn for M ≤ K, and also that, for fixed K, n ∈ N 0 , W K,n (M ) tends to W K,n (∞) := V ⊗λ
With these auxiliary random variable, we see that to show that the first term in the right hand side of (3.20) vanishes as K → ∞ and then n → ∞ is equivalent to prove that lim sup
We will actually show that lim sup
which in particular implies (3.24).
For the proof of (3.25) we argue as follows. Define, for M ≥ K,
Note that W * K,n (M ) is independent of N M and V M , and that
Consider next the Taylor expansion of f up to second order with uniform bound on the error term depending on the minimum of the second and third powers of the increment h, i.e.
Note that h 2 ∧ |h| 3 ≤ |h| 3 + |h| 2 1 |h|>ε and that for any > 0, i ∈ N 0 ,
We can use (3.26) and (3.27), respectively, to expand both f (W K,n (M )) and f (W K,n (M + 1)) by means of(3.28), which together with the triangle inequality yield
First note that Hölder inequality and Chebyshev inequality imply that
with similar arguments for the terms involving N M , one can deduce (3.25) from (3.30) as for some c > 0 independent of K and n,
where the last inequality follows from (3.16) and M >K λ 2 n (M ) ≤ 1.
Characterisation of Sinai-Kesten mixtures
We next prove Lemma 1.9.
Proof. We start arguing that V ⊗λ (d) = V ⊗λ if λ ∼ λ . First note that if λ ∈ 2 (N ) has finitely many non zero entries, the result follows from the i.i.d. nature of the random variables (V i ) i∈N 0 . As a result
To prove that V ⊗λ (d) = V ⊗λ for arbitrary λ ∈ 2 (N ), note first that
Now, since λ 0,K has only finitely many non-zero entries, and λ ∼ λ there is an M for which λ 0,M contains all the entries of λ 0,K . Let σ : N 0 → N 0 be a permutation satisfying λ(i) = λ (σ(i)) for i ≤ K and let
By (3.12) and (3.17) we see that
(3.35)
We conclude noting that for any bounded continuous function f : R → R,
where the final equality in (3.36) is a consequence of (3.34) and (3.35) (3.12) and (3.17).
Thus, to show the claim we can assume without loss of generality that for i ∈ N 0
and that there is an i 0 ∈ N 0 for which
For a random variable X, denote its Laplace transform by L X (t) := E[e tX ]. To prove that the distributions of V ⊗λ and V ⊗λ are different, it is equivalent to showing that
The proof proceeds in three steps, first we analyse the Laplace transform of V λ for general λ ∈ 2 (N 0 ); second we prove (3.39) when i 0 = 0 in (3.37); third we prove prove (3.39) when i 0 > 0 in (3.37) by reducing it to the case i 0 = 0.
Step 1, Laplace Transform: In this paragraph we examine the Laplace transform of V ⊗λ . For notational ease, let f (t) :
Now note that by (1.8),
Furthermore, by Morera's theorem [13, p. 53 
Therefore, by the Taylor expansion of f around 0,
with g uniformly bounded and continuous on compact subsets of B. By Proposition 3.2 in [13, p. 141], the finite 2 -norm of λ and (3.43) we deduce that t → L V ⊗λ (t) is holomorphic on B.
Step 2, case i 0 = 0: By (3.41) and (3.43)
Therefore there is a t < π 2 8λ(0) such that |L V ⊗λ (t)| = L V ⊗λ (t) from which (3.39) follows.
Step 3, i 0 ∈ N : For i 0 ∈ N, we proceed by contradiction, since
Taking the Laplace transform of both variables and using the independence it would follow that for all t with |t| <
a contradiction.
Identification of limit points
In this section we prove Corollary 1.11.
(a) To prove item (a) of Corollary 1.11, it suffices to show that lim k→∞ λ τ (k),τ (k) = 0 implies that λ n (i) converges to 0 for every i ∈ N 0 . This follows from
To see (3.48), note that for fixed i ∈ N,
Therefore, by (3.49), (3.50), it follows that
As for i = 0, since the function x → x x+y is increasing and for n ∈ [τ (k), τ (k + 1)) using (1.23)
the result follows.
(b) Similarly to the proof of item (a), we examine the sequence λ τ (k),τ and prove that it converges to λ q where q = lim k λ τ (k),τ (k). Write
Then we have
This yields the relation
Applying this relation inductively, we obtain
Var(Y i ), (3.56) which implies that
To prove the second part of item (b), it suffices to note that if (1.38) holds, then
and therefore, by (1.15), n k ∈ [τ ( (n k ) − 1), τ ( (n k )) and
By (3.61), (3.60) and (3.58),
Using the notation in (3.19) one sees that lim k→∞ V ⊗λ 1 n k ,τ = (1 − w 2 ) 1/2 V ⊗λq and by (3.59)
this concludes the proof of Corollary 1.11 (b)
Three examples
(1) Single exponential cooling. Consider the regime where
for some B = B(α, A). We will show that
which will settle the claim.
Proof. By (1.29) we now that lim n E[x n,τ ] = 0. The convergence in(1.9) together with (1.24) implies that χ(n, τ )
and therefore by (1.25)
and, by Corollary 1.11 (b),
we conclude that Subsequences. In examples (2) and (3), we also need to examine the effect of the boundary. Let { n k } be a subsequence for which (1.43) holds. The analysis is dived in two cases depending on the value of b defined in (1.43).
Therefore, since
and (1.44) follows.
4 Proofs: Gaussian fluctuations
Convergence
We prove here Theorem 1.12.
By proposition 1.49, (σ s
We consider a probability space (S, S, P) rich enough to include {N k } k∈N 0 , a sequence of independent standard normal random variables and {R (k) n } k,n∈N 0 , a collection of random variables satisfying
n under P, i.e. for any a ∈ R:
Note that by the defnition λ n,τ in (1.30) and the indepedence of N k
Because of (4.3) we see R (k) n as an error term. By (1.32) and (3.3) x n,τ − E[x nτ ] has, up to an error term the same, distribution, under P, as a standard normal distribution, i.e. for any a ∈ R:
As a consequence of the independence of the random variables, we obtain
Since Y k 1 { T k ≤J } under P is a collection of bounded independent random variables, by the Lindberg-Feller condition
Theorem 1.12 follows from (4.4), (4.7) and (4.8).
Centering issues
We prove here Proposition 1.13.
Example: no CLT. Fix s > 2. Since x n − E[x n ] converges to a normal distribution, to show that
does not converges to a normal distribution, it suffices to exhibit a cooling rule and a subsequence { n(i) } i∈N for which
To do so, consider the sets
From Theorem (1.14) (c), we can take s-transient α for which at least one of these sets is infinite. Assume that |N + | = ∞. Let n 1 < n 2 < . . . denote the elements of N + .
We pick a cooling rule consisting of N 1 , N 2 , . . . successive increments of size n 1 , n 2 , . . .
condition (4.10) follows.
λ n,τ and C = sup C n . Condition (1.47) implies that C < ∞. By the Markov inequality, Theorem 1.14(d) and the Toeplitz lemma 
Appendix

A Role of asymmetry
In this appendix we prove Theorems 1.14(a) and (c). We will show that there exists α such that
Let A 1 = {α : log ρ = 0} and B k = {α : E[Z n ] = 0, ∀n > k}. The condition for the recurrence log ρ = 0 implies that E[Z n ] is an analytic function of ω and is not constant because E[Z n ] tends to n as ω is close to 1 for every x ∈ Z. This implies that B k is a countable set. Indeed, if B k is uncountable, then since E[Z n ] is bounded in ω ∈ [0, 1] for each n ∈ N, by Liouville's theorem, E[Z n ] is constant. However, this is a contradiction to that
is also countable. Due to the uncountability of set A, we conclude that
is not empty, which shows the statement (a). We will give the proof for the statement (c) by similar way to the argument above. Consider the case s ∈ (2, ∞). Let A 2 = {α : ρ s = 1, s ∈ (2, ∞)} and C k = {α : E[Z n ] = v µ , ∀n > k}. The condition for the transience with positive speed ρ s = 1 implies that E[Z n ] is an analytic function of ω and is not constant. Therefore,
is countable. Hence
is not empty, which shows the statement (c).
B Bound on recurrent fluctuations
In this appendix we prove Theorem 1.14(b), which states that
To make our argument light, we will refer and use the notation in Zeitouni [11] . First we define the scaled potential process for the environment
with assumption ( 1 σµ √ |k| V kt ) t∈R converges weakly to a Brownian motion. Let b n be the position of the bottom of the smallest valley (a n , b n , c n ) of the process {V n (t)}, which contains the origin and has depth larger than 1. Similarly, for any δ > 0, (a n δ , b n δ , c n δ ) is the smallest valley straddling the origin with depth larger than 1 + δ. We start with the decomposition
Both E(|∆ n |) and E(b n ) converge to 0. We need to study their decay rates.
B.1 The decay of E[b n ]
B.2 The decay of E[|∆ n |]
It remains to study E(|∆ n |). Before the proof we recall the elementary formula (see [11] ): for a < x < b,
where, for any y ∈ Z,
Let us follow the approach described in [11, pp. 59-61] , with appropriate modifications. We define the set of "good environments", denoted by A J,δ n , with δ and J now both depending on n:
with the choice of δ and J as follows (where r ∈ (0, 1) is a fixed parameter):
The value of J is of little importance: it can be (log n) a with a > 0, or (log log n) a with a > 1 2 , or even c(log log n) 1/2 with a sufficiently large constant c > 0.
We divide E[|∆ n |] by some indicator functions.
where E n = {ω : (X i ), 0 ≤ i ≤ n hits the boundary of [a The estimate of IV n follows directly from the definition of A J,δ n . By Hölder's inequality, for p, q > 1 with
, it suffices to estimate P((A J,δ n ) c ) for the estimate of IV n .
for some constants c 1 , c 2 > 0. For the estimate of III n we can use the reflection argument and it is essentially the same as the estimate of I n + II n . For the estimate of II n we refer to Zeitouni [11] . For the estimate I n , by Hölder's inequality, for p, q > 1 with
Since sup n E [|∆ n | p ] < ∞, it suffices to estimate P(E n ) for the estimate of I n .
B.2.1 The estimate of I n
We consider ω ∈ A J,δ n and the situation b n > 0. We define
(B.14)
Then, by (B.5), we have 2
Let ( X i ) denote a random walk in random environment with a reflecting barrier at a n δ and let T b,n be the analogue of T b,n for ( X i ). Then by the uniform ellipticity assumption,
[This is the last display on page 59 of [11] .] Consequently, for ω ∈ A J,δ n satisfying b n > 0, we
[This is the analogue of (2.5.5) in [11] ], and says that with overwhelming probability, the walk hits b n before time n. Let us now argue that with overwhelming probability, after hitting b n , the walk will come back to b n before hitting either a n δ or c n δ : by (B.5), for all sufficiently large n (say n ≥ n 0 ) and all ω ∈ A J,δ n satisfying b n > 0,
[This is the analogue of (2.5.6) in [11] .] As such, for n ≥ n 0 , ω ∈ A J,δ n satisfying b n > 0, the where ω z := ω z for z > a n δ , ω + a n δ = 1 and ω + a n δ −1 = 0. We have Af = f . Since f ≥ 1 b n for all z, and Ag ≥ 0 for all g ≥ 0, we obtain
(B.24) the last inequality being a consequence of the uniform ellipticity assumption (ω
[Beware that ε > 0 is a given constant that does not go to 0.] Hence, uniformly in all t ≥ Z + ,
which yields a bound for II n .
On the right-hand side of (B.16) and (B.25), the potential V −V (b n ) is a (kind of) random walk conditioned to stay positive (or stay non-negative), so the expectation term E( z∈··· · · · ) is bounded in n. Consequently, for some constant c > 0, any q > 1, and n → ∞, we obtain
With the choice of δ := 1 log r n for some 0 < r < 1 and J := log n, we see that for any θ < 1, we have
which proves the desired estimate in (B.1).
C Bound on transient fluctuations
In this appendix we prove Theorem 1.14(d). Following Zeitouni [11, pp. 210 -212], we decompose
If µ is α-basic and s > 2, then the assumptions of Theorem 2.2.1 in [11] are satisfied, and
To prove L 2 -convergence we need to show that each convergence in (C.5) is in L 2 . To prove this, it suffices to show that lim
and, for some p > 2, sup
These conditions ensure uniform integrability in L 2 and, combined with convergence in distribution, yield the desired result.
C.1 Remainder term
Start by writing
Following equation (2.2.9) in [11] , we arrive at 
C.2 L 2 -Convergence to the normal
We consider the martingale part and the stationary part. We know that
where N is a standard normal random variable. To improve this convergence to L 2 , it suffices to show that for p > 2,
We split (C.25) into the following two conditions.
We will rewrite the expectations in (C.26) and (C.27) as the difference of the distribution functions of two rescaled random variables and the normal random variable.
Let W n be a random variable that converges in distribution to the standard normal. To lift up to the L 2 -convergence, we need to show that ,for p > 2, where a n and f (x) satisfy sup n∈N a n < ∞, 
C.2.1 Martingale part
We will use a result by Haeusler and Joos [3] . Define a square -integrable martingale difference sequence {D n } n∈N by Since, by Jensen's inequality,
we can bound A n,δ as in L 1+δ . This implies that B n,δ → 0 as n → ∞. By Theorem 1 in [3] , if a n,δ := A n,δ +B n,δ < 1, then for any δ > 0 there exists a finite constant C δ such that
for all x ∈ R. Since a n,δ → 0 as n → ∞, (C.41) satisfies (C.33). If we regard W n as M n /(σ µ,1 √ n), then we obtain (C.26).
C.2.2 Stationary part
We show (C.27) with the help of Theorem 2.4 in [4] . Indeed, if {∆(j, ω)} j∈N satisfies Assumption 2.1 in [4] , then We compute
Since p < s, ρ p < 1, we obtain We obtain (C.27) by substituting (C.42) into the right-hand side of (C.29). Combining (C.26) and (C.27), we complete the proof of (C.25). From (C.6) and (C.25), we conclude Theorem 1.14(d).
