In order to investigate the rate of transferring information from the sensory organ to the brain hemisphere through the averaged magnetoencephalogram (MEG) data, we propose an estimator of the time point at which cerebral evoked potential (CEP) occurs. We regard the averaged MEG as a stationary process before the occurrence of the CEP and as a nonstationary process with a mean function, whose functional form is unknown, after the occurrence of the CEP. We approximate the mean function in a neighborhood of the time point of the occurrence by a linear function. We propose an estimator of the time point of the occurrence, that is, the first time point at which the slope of a linear function becomes nonzero. We compare, by simulation studies, the proposed estimator with some other estimators. We find that our estimator is reasonable when the mean value gradually changes. Finally, we show an example of application of the proposed method to real MEG data.
Introduction
In neuroscience, especially neurophysiology, cognitive science and clinical neurology, it is interesting to study cerebral evoked potential (CEP), which is the response of the brain to stimuli as electromagnetic potential. In particular, for investigating the rate of transferring information from the sensory organ to the brain hemisphere, we would examine a time lag between the stimulation and appearance of the CEP. In order to observe the brain activity, magnetoencephalogram (MEG) is a useful noninvasive method and we record the brain activity as time series of MEG. Since the CEP is much lower in amplitude than the potential of ongoing background activity, physiologists usually estimate the CEP by repeating stimulation and averaging the potential records that are time-locked to the stimuli (Glaser and Ruchkin,1976) . Then, from a plot of the averaged MEG they detect, by eye, the time point at which the CEP appears. Thus, a statistical method is necessary to estimate the time point at which the CEP occurs from the averaged MEG. From now on, the time point of the occurrence of the CEP will be described as the change-point.
For analysis we treat the averaged MEG as a time series. From the physiological findings that the electromagnetic potential of background activity can be regarded as a stationary process and the CEP as a deterministic function (Glaser and Ruchkin, 1976) , we regard the averaged MEG as a stationary process before the change-point and as a mean-varying nonstationary process after the change-point. This nonstationary process is supposed to be the sum of a deterministic mean value function, which represents the CEP, and the same stationary process as the process before the change-point. If the functional form of the mean value function is known, the change-point could be estimated in the framework of two-phase regression (Quandt,1958; Hinkley, 1969; Kim and Siegmund, 1989; Lee, 1993) . However, the functional form is not known. Hence, in this paper we take a nonparametric approach in the sense that the functional form of the mean value function is not assumed.
Concerning nonparametric estimation of a change-point, the following papers have been published. Muller (1992) proposed an estimator of the change-point at which a function or its derivatives are discontinuous by using a one-sided kernel when the error term is a sequence of independent and identically distributed (i. i. d.) random variables. Chu (1994) considered the case when the mean value function or its derivative is discontinuous at two time points and is constant before the first change-point and after the second change-point. The error term is assumed to be a sequence of i. i. d. random variables. He presented a nonparametric estimator of these two change-points. Muller's estimator is superior to Chu's in the sense of order of convergence as sample size increases, if the orders of derivatives that are discontinuous at the change-points are known (Chu, 1994) . Besides, Scariano and Watkins (1988) showed nonparametric estimators of the change-point at which the slope of linear trend varies. Carlstein (1988) proposed a class of nonparametric estimators of the change-point at which distribution functions change. Consistency of his estimators was proved under very weak conditions by Carlstein and Lele (1994) when a random sequence is stationary and ergodic. However, it is not clear whether or not the above estimators are applicable to the averaged MEG, mainly because statistical properties of Muller's estimator and Scariano and Watkins's estimator have not been examined when the error term is stochastic, and because Carlstein's estimator does not take into account a situation where the distribution function continues varying after the change-point. Hence, an appropriate estimator of the change-point for the averaged MEG is required.
In this paper, we propose an estimator of the change-point by locally fitting a linear function of time to the averaged,MEG in the right side of the change-point. We describe, in section 2, the proposed method. In section 3, we investigate the critical point for detecting the change-point. For examining goodness of the proposed method, we compare, in section 4, the proposed method with Muller's, Carlstein's, and Scariano and Watkins's methods by simulation studies for several mean value functions. Finally, to demonstrate an example of application of the proposed method, we analyze real MEG data in the case where the brain of human subject is stimulated by flash light.
2. An estimator of the change-point by locally fitting a linear function Let us consider the following situation.
We have samples of the averaged MEG, Y1, ... , YT. The CEP occurs at an unknown time point m such that TQ > S, where 'TO is the change-point to be estimated and S is the time point at which the stimulus is presented to the sensory organ. Thus, by the physiological finding as stated in the previous section, Yt is written as 
where 'at is a weakly stationary process with mean 0 and variance a2, tto is an unknown represents the CEP at a time point t. We now describe our proposed method for estimating the change-point m from Y1,..., YT. We consider the case when the functional form of g (t) is not known. Here we assume that g(t) is analytic. Then we can expand g(t) in a Taylor series where g'(t) and g"(t,) are the first and second derivatives with respect to t, respectively. Hence, g(t) can be approximated by
in a neighborhood of m. Because TO is unknown, we search for m successively from si to s2, where si and 82 are given integers such that S < sl < s2 < T.
First, for an integer T E [si, s2], we suppose that g(t) = 0 for t < T and g(t) can be approximated by a linear function of t in [T, T + L], and we fit
, where L is a small positive integer to be appropriately chosen. We obtain, by the least squares method, an estimator of 3- (2) where Second, since QT corresponds to an estimator of g'(T), we determine, by observing the closeness of ,QT to 0, whether or not g'(T) = 0 holds. Hence, if T is the first time point such that I/3-is greater than a certain critical point Z, we take this T as our estimator. T, of m, that is,
If there does not exist any T such that I"T) > Z in [s1, s2], then we define T as T.
Next, we will demonstrate a method to determine whether or not 1 T is equal to 0. By (2) we have and where (4) and /h is Eutut+h. Let us introduce a statistic (5) Instead of observing whether or not J/3Tf is greater than Z, we will see whether or not UT is greater than a certain critical point z. Because {7h} in (4) are not known, we replace these by their estimators {'5h}. Here, as {'5h} we employ an estimator which is obtained by fitting the first-order autoregressive (AR (1)) model to the residuals et=Yt-Lls, 1<t<S, even though {ut } is not necessarily an AR(1) process.
Determination of the critical point
In the previous section, we have introduced a statistic UT for testing the hypothesis ~T = 0. Here, we will determine a critical point z appropriate for estimating the changepoint for practical use. At first, by simulations we study the distribution of UT under the hypothesis ;QT = 0 in order to obtain quartiles of the distribution of UT corresponding to some significance levels for the two-sided test. Next, considering various functional forms of mean value function, we carry out simulation studies to examine which significance level gives a good estimate of the change-point in terms of mean square error. Now, let us study the distribution of UT. The distribution of UT may depend on S and L, because 1"T is obtained from an interval of length L, {'yh} in (4) is estimated from S residuals, and Var (NT) is a function of {'y,}. Nonetheless, from a practical point of view, we will choose a single value of z regardless of {7h/Q2}, S and L. For this purpose we investigate the relationships between {'yh/a2}, S, L and the distribution of UT.
Taking AR(1) processes as {Vj}, we study the relationship between {h/a2} and the distribution of UT. 'yh's for h > 2 are determined from ~Y1 because {Ut} is regarded as an AR(1) process in the proposed method. Then, instead of taking into account all {7h/Q2}, we consider only 'y /o2, which is denoted by R. Afterward we will examine whether the proposed method works, in cases of stationary processes other than AR(1) processes, for estimating the change-point by the critical point which is determined on the basis of AR (1) processes. In this simulation study we generated 1000 replicates of AR(1) process with mean 0 and variance 1 ut = alut-i + ~t, t =1, ... , 550
for each of the regression coefficients al, where St is an independent and identically distributed normal random variable with mean 0 and the variance to be appropriately chosen. Since the time series of MEG is positively autocorrelated, we focus on processes with positive autocorrelation coefficients to examine effects of R on the distribution of UT. Note that R is equal to al. Thus, we took al to be 0.0, 0.1, .. , 0.9. For seeing the relationship between S and the distribution of UT, we used S = 20, 50,100 and 200 to estimate {7h}. We employed three lengths of interval L = 5,10 and 20 for approximating the mean value function by a linear function. For each combination of (R, S, L) we obtained the distribution of UT.
Here, we illustrate the results of the simulations about the (1 -p/2)-quantiles, Qp'2, of the distribution of UT corresponding to significance levels p = 0.05, 0.01, 0.005 and 0.001, which are widely used. Figure 1 shows plots of Qo.o25, Qo.oo5, Qo.oo25 and Qo.0o05 against R. The Qp/2's increase with R. On the other hand, as S increases, the Qp/2's decrease and seem to approach to the corresponding quantiles of the normal distribution with mean 0 and variance 1. In addition, the Qp12's for L < 20 are not greater than those for L = 20. Therefore, from Figure 1 , it seems reasonable to take the critical point z to be 2, 3, 3.5 and 4 in order to test the hypothesis 13T = 0 roughly at significance levels 0.05, 0.01, 0.005 and 0.001, respectively, for any L < 20, any S > 20 and any R > 0. These critical points are based on the assumption that the stationary process {u} tis an AR(1) process. Thus, taking into account cases when {ut } is not an AR(1) process, we will discuss which significance level to choose below.
Next, considering various cases of mean value function, we will examine which critical point is appropriate for estimating the change-point in the sense that mean square error (MSE) is small. We take the mean value before the change-point m to be 0. As mean value functions after m, we consider the following seven cases: Case 1. g(t) = a (t -T0) /10, a = 0,1, 2, 3.
Case 2. g(t) = 4 sin {2~r (t -T0) /90}. Case 7. g(t) = wt. Here nit denotes a sample path of random walk described as where EZ is an independent and normally distributed random variable with mean 0 and variance 0.64. g(t) is shown in Figure 2 . For examining cases of stationary processes other than AR(1) processes; we consider the first-order moving average (MA(1)) process and AR processes of higher orders. Since our concern is to analyze the MEG data, we took autoregressive coefficients of the AR processes to be the estimates obtained from the averaged MEG for T = 229 when no stimulus was presented to the subject. We set the highest order to be 9, which was selected by the minimum AIC method. In addition, we investigated cases of AR processes of orders 2 to 8. Thus, for generating simulation data we used the following AR processes: Here ~t is an independent and identically distributed normal random variable with mean 0 and the variance which is chosen so that a2 = 1. We generated 1000 replicates for T = 250 and 'r6 =100 in each of Cases 1 to 7. Note that 'ro = 250 when a = 0 in Case 1. Figure  2 shows the mean value functions in Cases 1 to 7.
We took L to be 5 in Case 3 and to be 10 in the other cases. We set S = s1 = 50 and s2 = 250 -L. We used z to be 2, 3, 3.5 and 4. We repeated estimation of the change-point 1000 times. Tables 1 to 5 show means and MSEs of estimates of the change-point for the white noise, AR(1), AR(5), AR(9) and MA(1) processes. The results for the other AR processes are omitted because their relationships between MSE and z are similar to those of the above Table 2 . Means and MSEs of the proposed estimator for AR(1) process Table 3 . Means and MSEs of the proposed estimator for AR(5) process Table 4 . Means and MSEs of the proposed estimator for AR(9) process and Numerical Evaluation of Time Point five processes. We found the following tendencies. When the mean value function is linear or can be approximated by a linear function around the change-point (Cases 1, 2, 3 and 7), z = 3.5 and z = 4 give smaller MSEs. On the other hand, in the cases where the first derivative of the mean value function at the change-point is 0 or does not exist (Cases 4, 5 and 6), the critical point z = 3.5 is better than z = 4. Therefore, in order to cope with various functional forms of the mean value function it is reasonable to take the critical point z to be 3.5, as far as our simulations cover.
Comparisons between the proposed method and other methods by simulation
In this section, we compare the proposed method with other nonparametric methods including Muller's method, Scariano and Watkins's method and Carlstein's method by simulation studies in various cases of mean valuee function. We evaluate the performance of the methods in terms of mean square error.
We took the white noise, AR(1), AR(9) and MA(1) processes as {t}. uData sets for simulations are the same as those used in the previous section. For the proposed method we used z to be 3.5. Muller's nonparametric method here estimates the change-point as the discontinuous point of the first derivative of the mean value function. As one-sided kernel functions we employed K (x) = 36x + 96x2 + 60x3
We took bandwidths to be 5, 10, 15, 20 and 25. Table 5 . Means and MSEs of the proposed estimator for MA(1) process order to see more easily which estimator is better, we calculate an MSE ratio defined as a ratio of the 1*1SE for the alternative estimator to that for the proposed estimator. The MSE ratio in Tables 6 to 8 implies that when it is greater than one, the proposed estimator is better.
In the proposed method the MSEs for white noise and MA(1) process are smaller than those for AR(1) and AR(9) processes except in Case 6. As far as our simulation studies cover, the proposed method is better than Muller's and Carlstein's methods in the cases where the mean value function gradually varies from the change-point so that it is well approximated by a linear function (Cases 1, 2 and 7). Scariano and Watkins's method, which is proposed for detecting the change of linear trend, works better than the proposed method when the mean value function is linear after the change-point (Case 1), but their method does not work in the other cases. On the other hand, in the cases where the mean value varies so fast (Cases 3, 5 and 6) or so slowly (Case 4) around the change-point that the mean value function cannot be approximated by a linear function very well, Carlstein's method is better than the proposed method. Muller's method is inferior to the proposed method in most of the cases examined here. Yoneda et al. (1995) . A flash light was presented to the right hemiretina of the right eye of the subject using a light-proof stimulating goggle. The MEG was measured with a sensor above the right side of the occipital lobe. The period of recording consisted of a 20-ms pre-stimulus period and a 200-ms post-stimulus period. Sampling rate was 1041.7 Hz. In other words, the number of observed time points was 229 and the stimulus was presented to the subject at time point 22.. The averaged MEG to be analyzed was obtained from 500 repetitions of stimulation ( Table 9 and Figure 3 ). It is difficult to see the change-point, in the plot precisely.
For applying the proposed method, we estimated {7h} from {Y}, t =1, ... , 22. To fit a linear function we chose L = 10 from the sample path in Figure 3 . The critical point z was 3.5. We searched for the change-point from sl = 22 to s2 = 219. The estimate of the change-point by the proposed method is 50, that is, 48 ms. This implies that the CEP appears 28 ms after the stimulation. Yoneda et al. found that the early component of the visual evoked potential in the MEG, which was obtained from 4000 repetitions, has a peak between 41 and 44 ms. Our estimate does not contradict their result. Therefore, the ,proposed method seems to be applicable to estimating the time point of the occurrence of the CEP from fewer repetitions.
In addition, we tried the smaller values of the critical point, z = 2 and z = 3. They gave us the estimates 22 (20 ms) and 23 (22 ms) for z = 2 and 3, respectively. Both estimates' are not convincing from the physiological point of view because they imply that the information of light stimulus is transferred too fast.
Conclusion
When the functional form of mean value function that gradually varies is not known, the proposed method is suitable for estimating the change-point at which a stationary process changes to a mean-varying nonstationary process. Consequently, the proposed method is useful for estimating the time point at which the CEP occurs from MEG data.
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