As an emerging approach to explore the dynamics of voter preference, agent-based modeling (ABM) highlights new opportunities for intellectual exchange across disciplines, such as mathematics, political science, communication studies, and computer science. By aiming to contribute to cross-disciplinary communication for a better application of this approach, this paper summarizes what scholars have done about internal and external validation and presents a comparison between statistical analysis based on datasets generated in a laboratory and analysis based on corresponding empirical datasets. The results of the comparison suggest that, although there is no perfect matching, the comparison reveals some similarities in terms of increase or decrease in the proportion of di®erent types of agents. This result further implies that an internally valid ABM model may lead to a certain level of external validity.
Introduction
Agent-based modeling (ABM) as a methodology for studying complexity has been applied to ecology, physics, biology, economics, management, anthropology, engineering, sociology, and psychology over the past few decades. It has also attracted attention from political scientists and resulted in creative applications in this discipline in the late 1990s. 1À8 Having originated in the Santa Fe Institute through intelligent debates between economists and physicists in the late 1980s, the basic idea behind ABM is to use an object-oriented computer language, such as Cþþ, Objective-C, or JAVA, to create self-organizing objects (i.e. a set of commands and variables that can take actions, process information, and make decisions based on given rules). The purpose in creating an agent-based model is to observe visual or statistical patterns at the aggregate level emerging from automatically interactive agents.
9À11
Due to its computational and experimental nature, ABM is widely welcomed by the disciplines that emphasize objective analysis of the external physical world, such as ecology and biology. In contrast to¯eld experiments, where researchers use convenient samples to observe the e®ect of certain treatment operations on subjects in naturally-occurring environments, ABM is labeled as a laboratory experiment, and one that is completely based on computing. Despite this di®erence, both lab and¯eld experiments emphasize the randomization of subjects (or other sampling units) and the comparison of outcomes across groups under di®erent circumstances. Therefore, the discussion on¯eld experiments usually sheds light on lab experiments.
A general concern shared by social scientists and humanities scholars is the applicability and predictability of experiments to the empirical world. Empirical validation has been an issue for scholars of psychology, management, and experimental economics, particularly those who attempt to apply lab experiment results to the real world. 12, 13 For political scientists, the discussion on ABM has concerned how it is used to aid intuition or facilitate a \thought experiment". 14 In his The Complexity of Cooperation: Agent-Based Models of Competition, Robert Axelrod suggests that ABM \does not aim to provide an accurate representation of a particular empirical application. Instead, the goal … is to enrich our understanding of fundamental processes that may appear in a variety of applications".
14 ;p:5
Over the past few decades, most social scientists using ABM have been following this logic of thought experiment because of (1) the lack of empirical data for contrasting empirical¯ndings with the¯ndings derived from experiments, and (2) a greater interest in solving theoretical puzzles than empirical puzzles. Applications of ABM in the social sciences, therefore, are commonly centered around issues that do not require a serious empirical validation process, at least compared to empirical data, such as theoretical circumstances where di®usion of identity would occur, 15 where political disagreement would survive, 16 and where regimes would survive, 8 etc.
Even though these pioneering works have generated greater interest in applying ABM to examining existing theories, one needs to notice that there is a group of scholars encompassing di®erent disciplines paying greater attention to a more fundamental question regarding this approach: Can my simulation results be communicable to those who distrust the results of my experiments and laboratory work? Speci¯cally, to what extent can the results of such laboratory experiments be associated with the empirical data, if they are available? 12 ,17À24 As Schram concludes in his observation, \a search for ways to modify laboratory experiments seems a fertile research area now that experiments are starting to be used for much more than just testing theories". 12 ;p:235 ABM researchers have started to look for ways to conduct their research out of laboratories. This paper, as a way of contributing cross-disciplinary communication about methodology, attempts to address this \how to apply ABM correctly if external validation is concerned" question by (1) summarizing works from di®erent disciplines and¯nding a commonly agreeable procedure to conduct validation of an ABM experiment, and (2) providing an example of applying some elements of this procedure to public preference research.
After an overview of the literature regarding validation and the methods used to increase the validity of an ABM project, this paper details how an agent-based model is aligned to John Zaller's Receive-Accept-Sample (RAS) theoretical framework of preference formation. 25 Next, it will show how this model is calibrated with the¯rst wave of survey data collected during an electoral campaign. The aggregate level statistics and patterns derived from the simulation results will then be contrasted with descriptive statistics drawn from the data for the second-wave survey conducted after the election. The¯nal section will discuss the lessons learned from the comparison.
Validation of ABM: Internal and External Validity
In general, the term \validity" means a good correspondence between a real system and an arti¯cial model. Laurent suggests that a clear understanding and description (or \the verbal model") of the real system through qualitative methods (e.g. interviews) is necessary before designing a mathematical, experimental, or computational model like ABM. 20 By a rigid de¯nition, a validated ABM model should be both internally and externally valid. An internally valid model is the one from which researchers can draw con¯dent causal conclusions, and so such a design will yield robust and replicable results. Mckelvey refers to internal validity as \analytical adequacy," meaning that \the model (in an isolated idealized setting, such as a lab or computer) correctly produces e®ects predicted by the theory". 26 ;p:766 A di®erent but more relaxing de¯nition of internal validity is having a consensus about the model design from members of the associated academic community. 27, 28 As long as the behavior rules and environmental settings of a model make sense, this model can be seen as being internally valid.
29À31
An externally valid model allows a researcher to generalize conclusions to situations that prompted the research, including from a sample to a larger populations, generalizing across settings or population, and both. 12, 21 In particular, when an assumption held by a model is supported by robust empirical evidence, this model will have a higher degree of methodological realism. 32 McKelvey refers external validity to \ontological adequacy," meaning that a model passes the process of testing the model against evidence from the real world. 26 In e®ect, however, there exists no model that is constructed on the basis of complete information or the whole picture of a story. Details of a case told by¯eld researchers may still not be complete enough to form an agent-based model; similarly, a model that is designed on the basis of empirical¯ndings may still have many unspeci¯ed assumptions when it comes to realization in ABM. Laurent hence argues that ABM modelers should not be worried about not being able to tell the whole story. 20 Laurent points out that tension exists between internal validity and external validity, which means that a good internally valid model may sacri¯ce its external validity. \Where internal validity often requires abstraction and simpli¯cation to make the research more tractable, these concessions are made at the cost of decreasing external validity".
12 ;p:226 Schram points out that such con°ict and articiality exist in four areas or goals of experimental research. 12 From low to high demand of external validity, these four areas of research are (1) testing theory, (2) theory stress tests, (3) searching for empirical regularities, and (4) advising policy-makers. As mentioned above, the goal of testing theory (area No. 1) requests the least external validity of an ABM model, while the goal of advising policy makers (area No. 4) demands the most external validity. Theory stress tests (area No. 2) are usually used in experimental economics, where experiments are used to test how institutions work and whether the behavioral assumptions underlying a theory hold. An agent-based model is used to test extreme situations (i.e. by using extreme values for chosen parameters) while relaxing some of the assumptions. This type of research allows researchers to explore the domain of applicability of a thought or a theory. Hence, to scholars conducting theory stress tests, a theory that holds in extreme situations will gain external validity. However, the major problem of this type of experiment, as with contests, is increase in arti¯ciality because this approach reduces the need to focus on the external validity.
As regards to searching for empirical regularities (area No. 3), experimental economists use experiments to¯nd empirical regularities in the¯eld where no theory has yet formed or a theory has been rejected, such as observed phenomena (e.g. groups of individuals are better at solving optimization problems than individuals are) or observed causal e®ects (e.g. training in economics leads to more sel¯sh behavior). Apparently, this type of research requires more emphasis on external validity than the previous two types and needs to deal with more critics about external validity. As Schram warns, \If the aim is to make any claims about other regarding preferences in the world at large, the high arti¯ciality appears to render the experimental results useless. If, in contrast, the aim is to document robust, causal laboratory e®ects to confront theories, arti¯ciality is less of a problem". 12 ;p:233 All this implies that a modeler aiming to¯nd empirical regularities with experiments needs guidance from the empirical world that he or she is trying to study. When there is no theory directly addressing empirical or policy concerns, experiments are employed to provide some suggestions (area No. 4). The major problem with o®ering advice based on simulation results is that \it is very di±cult to judge a priori whether or not the external validity is high enough".
;p:234
For Schram and Laurent, theory plays a less important role if the goal of the lab experiment is searching for empirical regularities (area No. 3) or advancing policymakers (area No. 4). However, one often¯nds disagreement about whether a theory should be connected to an experiment in these two types. McQuarrie, for example, emphasizes \theoretical labeling" in the design of an (¯eld) experiment, that is, it is necessary for modelers to link external validity to construct validity (the extent to which measures accurately re°ect the theoretical concepts they are intended to measure). 22 This argument implies that theory should be considered in all of the four areas of the experiment, even though the goals of research may di®er. \A belief in validity trade-o®s allows an investigator to a±rm the importance of any given type of validity while continuing to ignore it in practice". 22 ;p:143 Moreover, he contests that modelers should consider external validation at the outset of designing a model:
\By assuming this separation, theory research is freed from having to worry about concrete particulars, and issues of proximal similarity become pertinent only within the subsequent stages of intervention and e®ects research, where generalizing to a narrow subset of cases is the focus …. How we label our treatment operationsÀthe stu® of construct validityÀdetermines which subsets of other treatment operations we have warrant to generalize to and crossÀthe stu® of external validity. Conversely, our successes and failures with respect to achieving external validity help us decide whether our initial labeling of the treatment operation was correct. Hence, under the assumption that treatment operations re°ect multiple constructs, laboratory tests of theory must concern themselves with external validity and will naturally do so as part of vigorous e®orts to secure construct validity".
;p:148
Looking from a logical positivist perspective, Lucas also argues that the external validity of experiments should be rooted in theory instead of methodological procedures.
\The major drawback to experimental investigations is that, at times, they cannot create or manipulate all theoretically meaningful variables. However, if an experiment does manipulate every theoretically relevant variable and nds an e®ect, then to say that the e®ect will not generalize to naturally occurring situations is not a criticism of the experiment as having low external validity; rather, it is a critique of the theory for not taking every factor in°uencing the phenomenon of interest into account". 21 ;p:238;a Despite the discrepancy, one can see that \alignment with theory" is a shared commonality between the two con°icting perspectives regarding the role of theory in experiments. Laurent, in emphasizing the connection to the empirical world, suggests that a modeler describe (1) the characteristics of the real life system, such as retailing costs in economic analysis, (2) the assumptions, and (3) empirical or factual information that \re-formalize the model in a more realistic manner," such as real merchandising costs in real stores. 20 ;p: 181 Lucas, in emphasizing the role of theory, thinks that well-designed experiments (1) simplify naturally occurring situations and (2) incorporate only theoretically relevant elements. The key to evaluating any research a Although Lucas emphasizes the importance of theory, he holds that there is a trade-o® of external validity -\the more particular information we gather about a speci¯c phenomenon, the less that information will generalize to other phenomena". To sum up, an important step into constructing the validity of the model, which re°ects a newly-formed consensus among scholars using lab experiments, is to evaluate carefully the theoretical elements of a simulation model. In particular, when the goal of research is not making an empirical prediction, or when data for external validation are unavailable, researchers are expected to carefully choose parameters derived from theory (construct validity) and, if the theory does not explicate some assumptions or parameters, then formulate assumptions based on empirical¯ndings (analytical adequacy).
Research Methodology for Conducting External Validation
Beyond the alignment of theory, Methta and Bhattacharyya suggest that researchers need to consider two more stages to ful¯ll the requirements of external validation: the alignment of observable processes and the alignment of outputs. 23 Above how to deal with these two stages correctly, experimental economists have formed three approaches 33 : the indirect calibration approach (IC), the Werker-Brenner approach (WB), and the history-friendly approach (HF). The indirect calibration (IC) approach includes four steps:
.
Step 1. The researcher identi¯es a set of stylized facts that he/she is interested in reproducing and/or explaining with a model. .
Step 2. The researcher builds the AB model in a way that keeps the description about agents and rules as close as possible to empirical and experimental evidence regarding the agents and rules. That is, the design of the model should gain support either indirectly from the literature of the subject of interest, or directly from the empirical data collected. . Step 3. The researcher uses empirical evidence regarding stylized facts to restrict the space of parameters and determine whether the statistical regularities derived from simulation are consistent with the empirically-based stylized facts of interest. Here are more details about the criteria he suggests to access external validity: (1) construct validity: the extent to which measures accurately re°ect the theoretical concepts they are intended to measure; (2) relevance: the degree to which the situation designed to test the theory adheres to the scope of conditions of the theory being tested; (3) reproducibility: whether the study can be repeated in the same conditions and still produce the same¯ndings; (4) consistency: the extent to which the observations in a study are consistent with each other and with the theory being tested. (i.e., whether the¯ndings of the study support the theoretical proposition(s) being tested); and (5) con¯rmatory status: the extent to which the proposition has been supported by numerous tests in diverse settings. c Note that the steps summarized below are not supposed to be¯xed standards or rigid guidance to validate an experiment; instead, they together show how scholars across disciplines think about the procedure of the experiment. d In this step of reducing parameters, \one must generate a distribution for the statistics summarizing the stylized facts of interest … and test the null hypothesis that the empirically observed values can be generated by our model under that particular parameter combination". 33 ;p:23
Step 4. The researcher turns to¯nd statistical regularities or patterns that contradict, or at least features that are di®erent from the stylized facts characterized by the empirical data.
The Werker-Brenner approach (WB) includes three steps:
Step 1. The researcher uses empirical data or empirical knowledge to narrow down conditions, to reduce dimensions, or to calibrate initial conditions and the ranges of the model parameters. In this step, a number of parameters are chosen for the next stage of validation. . Step 2. The researcher uses the model speci¯cation and generates a Monte Carlo set of micro and macro time series data for that particular combination of empirically plausible parameter values. This will result in a set of theoretical realizations for each model speci¯cation. This is the step parallel to the sensitivity test to be described below. . Step 3. The researcher compares between theoretical realizations and empirical realizations (i.e. real-world data). Scholars using this approach advocate the use of Bayesian inference procedures to validate the outcomes. \Empirically observed realizations are used to further restrict the initial set of model speci¯cations (parameter values) that are to be considered. The modeler only retains those parameter values (i.e. model speci¯cations) that are associated with the highest likelihood by the currently known facts (i.e. empirical realizations). Model specications that con°ict with current data are discounted" (p. 24).
The history-friendly approach (HF) includes three steps:
Step 1. The researcher conducts speci¯c historical case studies about the macrolevel subject (e.g. an industry) to model parameters, agent interactions, and agent decision rules. . Step 2. The researcher conducts sensitivity analysis to examine if \history divergent" results are possible. . Step 3. The researcher compares the output (the \simulated trace history") with the actual history of the industry.
Concerning the availability of long-term data with rich information about the parameters of interest, IC is preferable to WB and HF for the social sciences. Both WB and HF emphasize narrowing down the set of parameters with empirical data. As a result, the calibration process of both approaches is restricted by data availability and reliability. Datasets used in political science research, however, are usually limited in scope and duration. The number of parameters required to design an agentbased model usually exceeds what survey research can provide. Particularly in public opinion research, the choice of variables is strictly limited by the questionnaire's length and the questions asked. Even though HF justi¯es the external validity of the simulation results better than the other approaches, it requires an abundant amount of empirical data and only applies to macro-level inquiries.
Moreover, the way in which researchers use WB and HF to¯t parameter values to empirical data (Steps 2 and 3) gives rise to a questionable assumption: data collected for external validation are unbiased or generalizable. Apparently, this is not usually the case in survey datasets. It is di±cult to use survey datasets to determine the right time point to start a simulation and a right time point to stop the process. In addition, even given proper data, a modeler will still not have a clue about the underlying connection between the data set and simulation results. e From the above discussion, one can see that IC is a comparatively proper approach for ABM modelers in political science. First, IC better¯ts the requirement of \theory alignment," a goal emphasized in this discipline. WB and HF require researchers to calibrate parameter values before conducting validation, while IC requires that (internal, theory-oriented) validation precede calibration. 33 Second, IC is more°exible for political scientists to use because it is not a requirement that political scientists use empirical data to calibrate the parameters of a model. Such°exibility is based on two understandings. First, researchers know that, even if we restrict the parameter space, i.e. limit the number of parameters or variables used in the model, the details of the model can hardly be compared with empiricallyobserved ones. Second, even if we obtain a suitable sub-region of parameter values that are able to replicate the set of stylized facts of interest (Step 3), it is still di±cult to interpret \all comparative exercises that aim at understanding what happens when one tunes the parameters within that sub-region". 33 ;p:23 In particular, it has been said that \alternative parameter values in an evolutionary world where history, indeterminacy, and non-linear feedbacks between the micro and macro levels may strongly a®ect the outcomes". 33 ;p:24 Hence, the IC approach may not help an ABM modeler to achieve a level of external validity as high as that with the WB and HF approaches because of its ignorance regarding incorporating empirical cases or history into model design. The above approaches provided by experimental economists correspond to those provided by scholars in marketing science. The four steps provided by Garcia et al. 18 and Methta and Bhattacharyya 23 include:
Step 1. Grounding, including delineating the model's scope based on qualitative and quantitative data (face validity), assigning realistic characteristics and initial conditions to an agent (parameter validity), and making sense of the overall model simulation on a macro-level (process validity). . Step 2. Calibration:¯ne-tuning the simulated model to some particular unrelated features of historical data that are drawn from macro-level data. . To sum up, the key elements drawn from the above approaches include: (1) describing the choice of a limited number of parameters based on a theory, (2) constructing the correspondence between these elements of the model to a targeted theory, (3) employing empirical data to calibrate initial conditions and parameters, (4) evaluating how robust and sensitive the values of key parameters are, and (5) discovering how much the statistical patterns of simulation correspond to those found in empirical data.
Comparison across patterns
The above overview summarizes what scholars from other disciplines have suggested to do with the alignment of theory and the alignment of observable processes. According to the IC approach, after aligning the model with a theory and carefully calibrating parameter values, the last step is \aligning outputs" or contrasting simulation results with empirical¯ndings.
A common way of drawing comparisons in recent ABM studies involves presenting a social phenomenon that corresponds to the patterns found during the simulation. Mpwal et al., for example, in their study on the emergence of opinion clusters, employ a variety of empirical evidence to show the similarities between the founded opinion clusters and social clustering seen in the elections in Germany and the U.S. elections. 34 This helps a reader to quickly makes sense of the lab reports. The shortcoming of such a comparison, however, is that the author(s) will be free from the burden of explaining what went on in the formation of the patterns and corresponding empirical phenomena. As they acknowledge, \although there are clear empirical referents for polarization, it is less clear where to turn for real-world evidence of clustering. Perhaps clustering is so pervasive that we often fail to notice it". 34 ;p:369
As Janssen and Ostrom suggest, there are four ways in which simulation results can be compared with stylized facts. 19 First, if the data are abundant in quantity and good in quality, and if one can draw stylized facts from such empirical data, researchers can derive statistical distributions, such as the power law distribution, and other stylized facts from the empirical data. 2 Second, if the model is relatively uncomplicated, researchers could ask what the simple rules in the model that generate these stylized facts are. After¯nding out these rules, the next step is to investigate the modeled conditions that result in statistics similar to the observed styled facts. Third, researchers can use the empirical¯ndings from role games or¯eld experiments to develop and test assumptions held in ABM. Fourth, the researchers can case studies with rich information and data to parametrize the model (conjoint analysis). 18 Besides comparing stylized facts or patterns, sensitivity analysis or robustness tests (based on the IC approach) is an important step that makes an ABM experiment communicable across disciplines. Robustness tests make the¯ndings more persuasive to readers who are concerned with the in°uence of extreme conditions during simulation. Because parameter values are used to test whether the simulation results are stable in extreme scenarios, they open the modelers \to the propositions that a model should be judged by the criteria that are used in mathematics: i.e. precision, importance, soundness and generality". 33 ;p:22 Note that, as Guala warns, a robustness test is not an external validation for mixing robustness tests with external validation can cause confusion.
\By adding details to the most basic theoretical models, one in a way proceeds toward a level of analysis that is more 'concrete' and closer to application. But such`middle-range' models can rarely be applied directly to the functioning of a speci¯c economic system (i.e., unless they are further modi¯ed to take into account more context-speci¯c factors)…. The main di®erence has to do with the absence/presence of a concrete speci¯c target system: whereas external validity requires the identi¯cation of such a target, robustness arguments do not".
;p:225
Robustness tests provide a range of possible situations for empirical evidence tō t, but whether or not the model is externally valid still depends on how much the selected criteria of patterns, and the mechanisms causing the patterns, match an empirical case, and not on the robustness tests themselves. \External validity inferences do not have much bite unless one systematically investigates the degree of similarity and dissimilarity between laboratory and target systems". 35 ;p:229 Given all the above discussion drawn from the literature, the second half of this paper will present an example of applying the IC approach to a study of preference dynamics. As each approach has its limits and because no agent-based model is perfect at the time created, the example should not be regarded as a perfect one. Instead, through this practice, one will more clearly see the limits of ABM and what needs to be done to advance an agent-based model and to validate the simulation results.
Alignment of Theory
The Swarm-RAS model, or S-RAS, is a \Swarm" version of John Zaller's ReceiveAcceptance-Sample (RAS) theory of voter preference. 25 ,f It has been di±cult to study the dynamics of preference formation with RAS where the axioms of information processing should be considered together. I designed S-RAS with a view to reviving this framework that has been more cited than directly applied. S-RAS allows researchers to operationalize the original RAS theory. Using S-RAS, multiple agents that are able to process information in R-A-S fashion will be put into an arti¯cial society where they will interact with self-selected news media, political experts, and other fellow citizen agents. Moreover, S-RAS considers real-world complexity like individual di®erences by including three types of individuals -the politically aware, the politically unaware but with clear electoral preferences, and the politically unaware with no preferences regarding candidates.
Given these elements, hopefully, a researcher can use S-RAS to study the longterm in°uence of a speci¯c element of the model. The next subsection describes how the model design of S-RAS was associated with the RAS framework, particularly the four basic axioms of information processing.
The rules of information processing
John Zaller's RAS framework provides clear rules regarding how individuals process political information. It provides a solid base for constructing an ABM model of voter preference. RAS is composed of four axioms of information processing: reception, resistance, accessibility, and sampling. The reception axiom (Axiom 1) states that political experts, including political elites, are aware of political issues and are more likely to acquire political information actively. The level of their political awareness determines the probability of obtaining political information.
The resistance axiom (Axiom 2) indicates that this awareness of political information determines the propensity to reject incoming political information. Given an assumption that individuals relate an issue to their political predisposition, this axiom suggests that the more politically aware they are, the more likely they will resist incoming political information. Hence, political experts who are betterinformed tend to resist information they encounter, whereas the majority of voters who are poorly informed tend to accept whatever information they encounter.
The last two axioms account for how individuals access obtained information and form preferences. The accessibility axiom (Axiom 3) attests that individuals recall messages o® the top of their head or base their statement of preference on information recently stored in their memory. The response axiom (Axiom 4) testi¯es that individuals sample the stored messages to form their attitudes by \averaging across the considerations that are immediately salient or accessible to them". 25 ;p:49
The above axioms suggest that individuals follow the Receive (Axiom 1)-Accept (Axiom 3)-Sample (Axiom 4) procedure to form their opinions about a political issue or a candidate. Theoretically, it remains unclear if individuals resist information before or after they receive it. The resistance axiom, hence, is incorporated in the model design in a less explicit fashion than the other two axioms. To validate Axioms 1 and 2, Zaller examines empirical data sets and¯nds that the reception of political information is a function of political awareness and that the resistance of political information is a joint function of political awareness and predispositions. Unfortunately, this still proves that individuals process information in the order of Axioms 1 and 2. While political awareness refers to political knowledge, \predispositions are the critical intervening variable between the communications people encounter in the mass media, on one side, and their statements of political preferences, on the other". 25 ;p:23;g
The operationalization of key variables in RAS
One important task of ABM is transforming theoretical concepts into behavioral rules and features of agents. In S-RAS, seven parameters (or variables
is critical to model design and will be fully discussed in the next subsection.) Partisanship in S-RAS corresponds to the variable \political predisposition" in RAS. An agent's Partisanship, denoted by 0 or 1, refers to his identity with Party 0 or Party 1 in a two-party system. Agents of Partisanship \0" will be initiated with Opinion favoring the candidate of Party 0 (and, of course, will form Voter Preference for \0"). This agent will also like to¯nd discussants with \0" identi¯cation, and when performing selective perception (i.e. resisting incoming information from the media or reinterpreting information from the news media to be consistent with their Partisanship) 37 will (re)interpret and save received messages as \0". All of these rules apply to those with partisanship \1". The parameter Political Expertise refers to an agent's political knowledge, with the concept being positively related to the level of political awareness in Axiom 1.
h In S-RAS, every agent has a randomly assigned value of Political Expertise, ranging from 1 to 10. Political experts, or the politically aware, are higher in terms of this parameter value than the politically unaware. i In S-RAS it is assumed that those with g This last axiom is based on a model in psychology, which emphasizes that the current impression about one thing is an average of stored impressions. The alternative model is online information processing, or the online-based model. In the online-based model, people use a \judgment operator" to continuously update their attitudes as they acquire new information: \They store the updated attitudes in memory and retrieve them in a given situation, including interview situations". 25 ;p:50 Zaller admits that neither the memorybased model nor the online model describes all cases; instead, it depends on the level of the issue and the availability of information in their memory. 25 ;p:279 For more discussion on the di®erence between the memory-based model and the online model, see Ref. 36 . The S-RAS model bridges this caveat by adopting the auto-regressive in°uence model. h Political awareness refers to \the extent to which an individual pays attention to politics and understands what he or she has encountered". It \denotes intellectual or cognitive engagement with public a®airs as against emotional or a®ective engagement or no engagement at all" (p. 21). The measurement of political awareness Zaller chooses is political expertise, or simple neutral or factual knowledge about politics (among other concepts such as cognitive complexity, political involvement, attentiveness, sophistication, and political acuity). i The conventional wisdom in political science holds that the level of an individual's political knowledge is usually stable over time. It is expected that the knowledge gap between information haves and have-nots will not be narrowed in the long run. 38, 39 Hence, although it is arguable whether the number of political experts will increase during a campaign season, an assumption held in S-RAS is that the level of an agent's political expertise remains stable throughout a simulation period.
higher values in Political Expertise have higher values in Propensity to Access the News Media, Propensity to Discuss Politics, and Propensity to Perform Selective Perception. (These propensities are denoted by values between 0 and 1.) In other words, the politically aware are likely to access the news media, discuss politics with others, and are more likely to reinterpret information as being congruent with partisanship. Figure 1 summarizes how agents in S-RAS acquire information and process received messages. In each time step agents complete a loop of action, from whether or not to access a news media object to update its voter preference.
Opinion formation in S-RAS
As Fig. 1 shows, the following features of agents in S-RAS are initiated: a party identi¯cation (1 or 0), an opinion about candidates (0.00 to 1.00), a voter preference (1 or 0), a favorite media object (1 or 0), and eight political discussants with political experts on the top of the agent's contact list. Note that it is assumed that agents habitually check out news media reports before¯nding someone to discuss politics. 40 For every time step or iteration during the simulation, every agent¯nishes its own loop of processing political information, including accessing the news media, discussing politics, or doing nothing if no discussant is available.
It is assumed that in S-RAS, agents are concerned with one issue during an election season, such as a choice between Bush and Kerry in the 2004 American presidential election. Speci¯cally, every agent has an Opinion, a continuous variable with value varying between 0.00 and 1.00, drawn from a normal distribution. The value of Opinion of agents who favor \0" is drawn from a normal distribution between 0 and 0.5; the value of Opinion of agents who favor \1" is drawn from a normal distribution between 0.5 and 1.0; and the value of Opinion of agents who have no preference in the¯rst place is set to 0.5.
An agent's current opinion, as Axioms 3 and 4 in RAS suggest, is a moving average of voter preferences (1 or 0) perceived from other agents, political experts, and the news media. Axiom 4 suggests that an agent's current opinion can be written as a moving average function, calculated by D CþD , where D denotes the number of dominant messages (i.e. messages that are more intense during the period of attitude change) and C denotes the number of countervailing messages (i.e. the less intense messages). The denominator (C þ D) is referred to as the Capacity to Store Messages or memory capacity in S-RAS. If an agent X's capacity to store (or remember) messages is 10 and the impressions it has received from other agents or the news media are (1, 1, 0, 0, 1, 0, 1, 1, 0, 1 ), X's opinion value of the current time step (t1) is 0.6. If agent X¯nds a political expert Y and perceives that Y favors \0," then X's opinion of the next time step (t1) will be 0.5 and its Voter Preference has changed from 1 to 0.5.
In sum, the value of Opinion can be seen as a \true" preference of an agent about a candidate, which other people hardly catch accurately, while Voter Preference is better viewed as a general impression of one's true preference that others can tell from dyadic interaction. If agent X has Opinion value 0.62, for example, other agents who interact with X will obtain an impression that agent X favors \1". Similarly, if it has Opinion value 0.37, its network members who interact with it at a given time will store 0 in their memory. A change in Voter Preference is a consequence of a change in Opinion. Suppose agent X favors 1; if its Opinion falls below 0.5, its Voter Preference will be 0; if X's Opinion goes above 0.5, its Voter Preference will be 1. 
Individual di®erences
S-RAS maximizes individual di®erences among agents by considering a general distinction between political experts and ordinary citizens 38,42À44 and interpersonal di®erences within each type. 37 As Table 1 summarizes, there are three types of agents in S-RAS and researchers can vary the proportion of each type of agent for the calibration and robustness tests: ordinary citizens with clear voter preference (C1 agents), political experts or the politically aware (C2 agents), and ordinary citizens having no preference about candidates or claiming independence (C3 agents). It is assumed that all features of C3 agents are the same of those of C1 agents (in computer language, C3 agents inherit C1 agents), except that the opinions of C3 agents are initiated with 0.5 and their party identi¯cation is assigned randomly.
Individual di®erences are characterized by six dimensions: the level of political expertise, the propensities to access the news media, to discuss politics, to be selective about news messages, and the capacity to store messages, and initial opinions. Compared to its C1 and C3 counterparts, a C2 agent has a higher level of political expertise. It is thus more likely to access the news media, to discuss politics, and to perform selective perception. In addition, a political expert has greater capacity to store messages and it bases its opinion on its most recent 20 impressions (\1"s or \0"s) stored in its memory, while an ordinary citizen's opinion is based upon the most recent 10 impressions it has collected. 16 and conformity to the majority. 16, 41 The concept of autoregressive in°uence refers to the in°uence of perceived external pressure, including peer pressure. Such social in°uence \depends on the distribution of opinion across all other individuals within the network who are also connected to the¯rst individual"; 4 ;p:20 in other words, when individuals perceive that messages from their social context turn to oppose their current preferences, they are likely to conform to the majority. In S-RAS, an agent whose current value in Opinion is higher than 0.5 will be recorded by the super monitor as 1 in Voter Preference, will be regarded by its network members as 1 in Voter Preference, and will also see itself as favoring 1 over 0.
The numbers in the brackets in Table 1 indicate the boundary for a normal distribution from which a random value is drawn. For example, for the propensity to discuss politics to vary from 0.6 to 0.9 means that S-RAS will draw a random number from a normal distribution bounded between 0.6 and 0.9 as an agent's Propensity to Discuss Politics. When simulation starts, every agent will have its unique Propensity to Discuss Politics.
The context of political information
Selective exposure is assumed in S-RAS. The contexts of political information for each agent in S-RAS include self-selected network members and self-selected news media. A communication network is composed of an agent and eight neighbor agents included on a 3*3 grid (a Moore neighborhood). Before simulation starts, each agent will form its own \contact list" based on the network members' Political Expertise and Partisanship. It is assumed that an agent will regard those (1) with greater political knowledge and (2) having congruent partisanship as the most favorable discussants. 45 Agents in S-RAS interact in a dyadic fashion. When an agent¯nds an available discussant, both agents will become unavailable to the other agents. 46 If political experts in the neighborhood are not available, the agent will turn to those with a lower level of political expertise but of the same party identi¯cation. Hence, on an agent's contact list the least favorable discussants are those with the lowest political expertise and those with di®erent political party identi¯cation. Those agents placed at the bottom of the list are least frequently contacted. A news media object in S-RAS refers to any source of information other than dyadic interpersonal discussion. By this de¯nition, the news media objects include political elites who usually appear on TV, in newspapers, on the Internet, and in other kinds of news channels. k A news media object consistently holds a consistent voter preference. Unlike political discussant agents that may be unavailable sometimes, the news media objects can be accessed by any agent at any time. Hence, the two media objects in S-RASÀone favoring \1" and the other favoring \0"Àcan be seen as politically polarized media groups.
l That media objects are assumed to be polarized does not mean that they always broadcast 1 or always broadcast 0. It is further assumed that about two-thirds of chance agents obtain news messages that are consistent with their partisan k Zaller suggests that the news media and political elites are one entity of information source, which means (1) that political elites usually exert their in°uence through TV, newspapers, radio, etc., and (2) that the news media, in e®ect, exert their in°uence by reporting news, talks, and activities of political elites. Following this perspective, S-RAS labels this media-elite entity as \the media" and focuses on the role of political experts. l It is important to note that the news media objects, although I label them as \the news media," are not simply two TV stations or channels. They can be a TV channel, a newspaper, a radio program, a magazine, a news website on the Internet, or even a town hall meeting. Because the attention is put on what an individual agent actually receives, there is no need to create objects representing every speci¯c type of public or private news source. orientation. Therefore, agents, according to their propensity for selective perception, will obtain a variety of messages from the self-selected news source. An agent having voter preference \1" that is selective at a time step will, for example, store 1 in its memory at the time it accesses a news medium. If it is not selective at another time step, it will get whatever the news medium gives, either a 1 with a probability of 0.67 or a 0 with a probability of 0.33.
Alignment of Observable Processes
The above section describes how the RAS framework is operationalized and how S-RAS is created with additional assumptions derived from empirical¯ndings regarding voter behavior. Although it is still early to say that S-RAS meets all requirements of internal validity, it does reveal a promise to align itself with a theory and to get embedded into empirical¯ndings as much as it can.
Next, the attention is shifted to calibration, which is another important step to achieve external validity. \Even though we may be unable to model all the factors that limit the applicability of a theory, such factors must nevertheless be de¯ned in a precise enough way to make them amenable to empirical testing". This election has a number of empirical features that are consistent with the design of S-RAS. First, as the descriptive statistics of the¯rst-wave survey show, voters chose between two political parties -the Democratic Progressive Party (DPP) and the Kuomingtang (KMT). Candidates nominated by other marginalized political parties had almost no impact on the election results (only 1.3% of the total votes). Second, news media are generally polarized; voters can¯nd channels supporting one side while others favor the other side. Third, most voters¯nd likeminded people to discuss politics: 76.7 percent of respondents¯nd that their discussants agree most of the time, while 78.8 percent¯nd their favorite discussant supports the same candidate. Fourth, Kaohsiung voters go to a TV before discussing politics: 91.4 percent of respondents report that they obtain political news from TV and 52.9 percent of respondents will continue go to a TV for further information.
For the calibration of S-RAS, Table 2 lists four criteria to draw information from the¯rst wave of the survey: the proportion of political experts, the proportion of political experts who favored the DPP, the proportion of ordinary voters who favored the DPP, and the proportion of ordinary voters who have no preferences about the political parties, at least said \it depends" or \I don't know" when they were asked about the political party they tend to support. m These four criteria are easy to¯nd in most surveys and can¯nd their corresponding parameters in S-RAS. First, 16.7 percent of respondents who did not think of themselves as politically knowledgeable (probExpertYES) favored the DPP; the proportion of C1 agents favoring \1" (probYES) was set as 0.167. Second, 34.3% of the respondents subjectively thought that they knew more about politics than their political discussants; the proportion of C2 agents in S-RAS (probExperts) is hence set to 0.343. Third, 52.1% of those who thought of themselves as politically knowledgeable favorred the DPP; hence, in S-RAS I set the proportion of C2 agents holding voter preference \1" (probExpertYES) to 0.521. Fourth, 58.8% of respondents who felt less politically knowledgeable had no clear voter preference. Hence, the parameter value for prob-NOIDEA is set to be 0.588. There are three concerns while performing this empirical calibration. Not speci¯c to this project or ABM, they are indeed the major loopholes of empirical validation approach for disciplines that consider matching empirical data with laboratory results. First, there are approximately no assumptions held in the S-RAS model that will be supported by empirical data. For example, in S-RAS it is assumed, for reasons of simplicity, that all agents have eight discussants. Although the¯rst-wave survey shows that most (84.3 percent) of Kaohsiung voter networks are about eight or less in terms of the number of discussants, some (15.7 percent) have more than eight discussants. Second, when constrained by interview time through the telephone, it is di±cult to collect su±cient information for all parameters and to validate the assumptions used in S-RAS. Third and most importantly, it is questionable to believe that the information collected through a telephone survey re°ects the true preferences of respondents. 25 In particular, given the atmosphere where Taiwanese voters mistrust pollsters and are not patient to answer questions regarding party Table 3 on page 21).
orientation, it is questionable to assume that the information plugged into the parameters is correct.
Alignment of Outputs
When we are not sure about whether the models derived from a theory have the internal resources to specify their own domain of application, \models must be put in correspondence with the real world by means of a theoretical hypothesis stating what kind of relation holds between a given model (or set of models) and a given real-world system (or set of systems)" 35 ;p:156 Not every theory or theoretical framework provides clear guidance for creating theoretical hypothese. The RAS framework in this project is an example. RAS gives an explanation instead of ways to make predictions regarding the formation of voter preference. Hence, in this project I try to employ a naive approach to align the outputs: present the results before and after the simulation and compare them with the descriptive statistics of the second-wave survey.
The alignment of outputs is presented in the order of (1) simulation results based on calibrated parameters, (2) robustness test or sensitivity test results derived from a series of simulations on the calibrated model, (3) a comparison across the two surveys and simulation. n If the purpose of the project is prediction, further calibration should be conducted based on the discrepancy found in (2) and (3), and the results of the simulation based on the re-calibrated model should be contrasted with (1) . This process, however, has gone beyond the scope of this paper. the corresponding agent's opinion at the given time step. White denotes favoring the DPP (\1" or \YES" in the original design) and black denotes favoring the KMT (or \0" or \NO" in the original design). The formation of white and black clusters suggests a decrease in the number of independent voters and an increase in the number of opinion clusters. Figure 3 shows the stabilization of voter preferences. The proportion of agents (including ordinary and expert agents) favoring the DPP decreases from 0.37 to 0.30. The level of diversity -measured by the average number of network members holding an opposite voter preference -also decreases, indicating the formation of homogeneous clusters. The proportion of expert agents favoring DPP increases a little bit in the beginning of the simulation but decreases and stabilizes at the level of 0.25. 
The results of robustness tests based on calibrated S-RAS
Before contrasting simulation results with empirical patterns, it is important to explore the extent to which the Kaohsiung model is sensitive to extreme parameter o From a theoretical perspective, it is important to extend this pattern and then explore the conditions under which this pattern would change and remain. To an ABM modeler concerned with empirical validation, a more important question would be: what is the extent to which we take the above information and make inferences from the pattern? values. Table 3 shows the in°uence of manipulated parameter values on¯ve descriptive statistics, given that for each speci¯c parameter value change the Kaohsiung model is run with 100 di®erent random seeds (i.e. with 100 di®erent random distributions in the¯rst place). The¯ve statistics to be observed include the proportion of agents favoring the DPP (probYES), the proportion of expert agents favoring the DPP (probExpertYES), the proportion of independent agents (prob-NOIDEA), the average number of discussants an agent perceives to hold opposite voter preferences (Diversity), and the average number of agents whose opinion is greater than 0.9 or lower than 0.1 (Extreme).
With all other parameter values being consistent with the default setting of the Kaohsiung model, the eight attempts to change parameter values generally do not result in extreme odd values. Plugging a higher value of probYES, 0.5, for example, (see the 2nd column) reasonably increases the consequent value of this parameter (0.51) but plugging an extreme value 0.9 does not signi¯cantly change this pattern. The proportion of agents favoring the DPP goes up mildly to 0.57.
The most important exception is that probNOIDEA is sensitive to the change in the value of probExperts. When probExperts is 0.343 as set in the default Kaohsiung model, probNOIDEA goes down to 0.123 when simulation stops. Lowering down the value of probExperts to 0.1 does not pull down the result value of probNOIDEA, but when probExperts is greater than 0.9, probNOIDEA goes up to 0.935. Among thē ve statistics, Diversity is the least sensitive to extreme parameter values (varying between 0.23 and 0.27). Table 4 presents the comparison based on¯ve parameters that can be found in both the simulation and survey questionnaire: probYES, probExperts, probExpertYES, probNOIDEA, and Diversity. The¯rst four are those used for calibration (recall Table 2 ). As discussed in the¯rst half of the paper, there is not much reason to compare simulation results and empirical¯ndings directly. It is, therefore, not a big surprise to see that the simulation results resemble the second-wave survey results. What we can inspect, however, is whether there is any trend found in the empirical data that is caught in simulation. Both the empirical survey data and simulation results suggest that during the six weeks (150 time steps) (1) the proportion of individuals supporting for the DPP increases, (2) the proportion of the politically aware decreases, and (3) the level of Diversity remains stable.
Comparison between survey results and simulation results
p Two discrepancies require attention. First, the proportion of (self-claimed) political experts decreases during the election, while in S-RAS this proportion is assumed to remain stable over time. This discrepancy can be a result of using the self-evaluation of political knowledge, instead of objective measures of political knowledge, in the surveys. Therefore, it will be important to explore whether the assumption \the level of political expertise remains stable" in S-RAS passes more empirical tests.
Second, the proportion of respondents saying they have no preferences in the second wave of the survey soars from 52 to 92 percent. S-RAS was not able to catch this trend and, instead, suggested that the proportion will decrease dramatically. A similar puzzle is found regarding the level of Diversity. Although parameter values remain stable, S-RAS suggests that the Diversity level will decrease instead of remaining at the 0.5 level. In other words, S-RAS exaggerates the tendency to form homogeneous opinion clusters.
Discussion
The spread of the ABM approach across disciplines is similar to the process of the adoption of statistical methods in both the natural and social sciences. It is therefore important to summarize the status quo for scholars paying attention to this approach. p Note that in the survey questionnaire Diversity means that half or more than half of the discussants disagree when discussing politics, while in S-RAS Diversity refers to the average of the number of network members an agent perceives to hold opposite voter preferences. Although the measurement of Diversity di®ers, both empirical and simulation results agree that this parameter is a stable one. In empirical data, the portion falls between 0.53 and 0.57, suggesting that political disagreement does not diminish before or after the Election Day.
This paper is an initial attempt to narrow the gap between disciplines by summarizing how scholars across disciplines deal with the issue of empirical validation for computational simulations, before giving an example of the application of the principles to a study of the dynamics of voter preference. ABM scholars usually¯nd that, while it is important \to communicate with colleagues who distrust the result of computer simulations,"¯nding and presenting a successful empirically valid model and its results is a di±cult and complex task. Then, a dilemma comes to ABM modelers: on the one hand, it is important to make the design of the model transparent by listing all these assumptions, but this will make a paper more technical and more di±cult to read; on the other hand, without explaining assumptions as much as possible, it will become di±cult to persuade a skeptical academic community.
As Janssen and Ostrom suggest, if the data are substantial and of good quality, and if one can draw stylized facts from such empirical data, researchers can derive statistical distributions and other stylized facts from the empirical data; if the model is relatively uncomplicated, researchers can ask what are the simple rules that generate these stylized facts and then investigate the modeled conditions under which they can derive similar statistics to the observed styled facts. 19 ,q Indeed, comparing statistical relationships based on empirical data and those found in a simulation is a more sophisticated approach than attempting to plug in some empirical values and make predictions. The discrepancy shown in this paper is an example of the latter. What they have not pointed out, however, is when an agent-based model will be sophisticated enough for scholars to draw proper and testable hypotheses. To be speci¯c, it is not clear to ABM modelers (1) which parameters should be used when a theory provides few hypotheses to test, and (2) how sure we are that an agent-based model is loyal to a theory. Without fully understanding a crystal ball or a black box created in the laboratory, it remains a challenging task for ABM scholars to conduct empirical validation.
The lesson I learned from this project is that a project aiming at a theoretical goal can be discouraged when taking into account the consideration of empirical validation, which requires much more detail to justify a model design. A predictionoriented project that emphasizes details can also su®er from criticism for lacking internal validity. Looking to the future, ABM modelers, as well as scholars evaluating this method, need to continue to think about the issues surrounding external validation.
q One original goal of this paper was to conduct a series of comparisons of the following three hypotheses regarding political communication: (1) a voter who frequently discusses politics is likely to perceive less preference heterogeneity in his or her communication network; (2) a voter who frequently accesses news media is likely to perceive preference heterogeneity; (3) a voter who seldom discusses politics is likely to be ambivalent in its voter choice. The problems found during the time of writing this paper are not (1) these hypotheses are derived from the RAS framework, and that (2) the tests will become meaningless if all of the elements for internal validity have been fully examined. This goal, therefore, should be postponed to the next project after all necessary robustness tests are performed.
For scholars who like to make the S-RAS model presented in this paper more applicable for further tests using empirical data, there are two suggestions. First, assumptions held in S-RAS need to be further relaxed and calibrated, if they cannot yet be empirically tested. Calibration by changing parameter values, as demonstrated in this paper, is not enough, because this type of calibration should be based on a solid ground that the assumptions being held in the model are checked. For example, S-RAS assumes that all agents think about checking out news media before discussing politics. One will need to deal with issues like (1) what if this assumption is relaxed, (2) what if all agents reverse this process, or (3) to what extent will this assumption change a®ect the overall result? Second, there is a need for a step beyond a robustness test: to meet \generative standard" or \proximal similarity" -an assumption of generalization from concrete particular treatment operations. 22 As
McQuarrie suggests, one important approach to promise proximal similarity is to use di®erent combinations of parameters/variables chosen from the set of parameter/ variables drawn from the theory. Speci¯cally, the goal of proximal similarity assumes that \if one member of a set of parameters ft 1 . . . t k .g causes a certain outcome, a new sampling from that set will cause a similar outcome". Appendix: Detailed Speci¯cation of the S-RAS Model Table 5 . System parameters. worldXSize, worldYSize dimensions of the grid (the grid is wrapped as a torus); 40 Â 40 radius the \distance," i.e., the number of grid cells, from which an agent can reach other agents in 8 directions. If the radius equals 1, the size of a Moore neighbor will include 9 agents; if the radius equals 2, the size will be 25. c2ExpertiseMin/Max the lower/upper bounds of a random integer drawn from a normal distribution that is to be assigned to C1 and C3 agents as an indicator of expertise levels; 6, 10 c1Conform the threshold point of opinion at which C1 and C3 agents change their voter preferences; 0.5 c2Conform the threshold point of opinion at which C2 agents change their voter preferences; 0.5 c1SPMin/Max the lower/upper bounds of a random decimal number drawn from a normal distribution that is to be assigned to C1 and C3 agents as an indicator of the propensity to perform selective perception of news media messages; 0.1, 0.5 c2SPMin/Max the lower/upper bounds of a random decimal number drawn from a normal distribution that is to be assigned to C2 agents as an indicator of the propensity to perform selective perception of news media messages; 0.6, 0.9 c1MPMin/Max the lower/upper bounds of a random decimal number drawn from a normal distribution that is to be assigned to C1 and C3 agents as an indicator of the propensity to access a news media object; 0.1, 0.5 c2MPMin/Max the lower/upper bounds of a random decimal number drawn from a normal distribution that is to be assigned to C2 agents as an indicator of the propensity to access a news media object; 0.6, 0.9 c1TPMin/Max the lower/upper bounds of a random decimal number drawn from a normal distribution that is to be assigned to C1 and C3 agents as an indicator of the propensity to discuss politics; 0.1, 0.5 c2TPMin/Max the lower/upper bounds of a random decimal number drawn from a normal distribution that is to be assigned to C2 agents as an indicator of the propensity to discuss politics; 0.6, 0.9 MEDIAONLY if agents only access the news media for campaign information; NO GRAY if a gray-scale is used for the color of the opinion grid (if NO, the grid will show a green-black color scheme); YES CHECKTALK if agents follow their propensities to discuss politics; YES c1CHECKMEDIA, c2CHECKMEDIA if C1, C2, and C3 agents follow their propensities to access the news media.
Parameters

YES
Note: All features of C3 agents are the same as C1 agents except that C3 agents' voter preference is initiated as 0 or 1 at random and those of their opinions are initiated to be 0.5 instead of 1 or 0.
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