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In dieser Arbeit wird die allgemeine Theorie kausaler Effekte (Steyer, Partchev, Kröhne,
Nagengast, & Fiege, 2009) auf Mehrebenendesigns zum Vergleich der Wirksamkeit
verschiedener Behandlungen angewendet und die Bedingungen für kausale Schlüsse
in diesen Designs untersucht. In Mehrebenendesigns werden Behandlungseffekte an
Beobachtungseinheiten (z.B. Schülern oder Patienten) untersucht, die selbst wiederum
in höhere Einheiten (den sogenannten Clustern, z.B. Klassen, Schulen oder Kranken-
häusern) geschachtelt sind. Beispiele für solche Designs finden sich in der empirischen
Bildungsforschung, der Evaluation von Gruppeninterventionen, z.B. in der Psycho-
therapieforschung, in der Soziologie, z.B. bei der Untersuchung von Interventionen,
die auf der Ebene von Stadtvierteln ansetzen, und in der medizischen Wirksamkeits-
forschung, wenn die Effekte einer Behandlung in mehr als einem Krankenhaus unter-
sucht werden.
Konzeptuell lassen sich zwei prototypische Klassen von Mehrebenendesigns un-
terscheiden: (1) Designs, in denen die Behandlung auf der Ebene der individuellen
Beobachtungseinheit ansetzt und (2) Designs, in denen die Behandlungszuweisung auf
der Ebene der Cluster stattfindet. Weiterhin und unabhängig von der vorangehenden Di-
mension, lassen sich Designs mit expliziter Zuweisung von Beobachtungseinheiten zu
Clustern und Designs mit bereits existierenden Clustern unterscheiden. Bisherige Ar-
beiten zur statistischen Analyse von Mehrebenendesigns beschränken sich weitgehend
auf experimentelle Designs mit randomisierter Zuweisung von Beobachtungseinheiten
oder Clustern zu den Behandlungsbedingungen und vernachlässigen die Analyse nicht-
randomisierter und quasi-experimenteller Designs. Nur eine kleine Zahl von Studien
befasst sich explizit mit der kausaler Inferenz in Mehrebenendesigns insbesondere auch
in nicht-randomisierten Designs. Die darin vorgestellten theoretischen Ansätze sind je-
doch entweder zu allgemein formuliert, zu wenig formalisiert oder auf die Betrachtung
von Fallstudien beschränkt, und können daher nicht als allgemeine Theorie für kausale
Inferenzen in Mehrebenendesigns dienen. Die vorliegende Arbeit schließt diese Lücke
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und entwickelt aufbauend auf der allgemeinen Theorie kausaler Effekte die Grundlagen
für kausale Inferenz in Mehrebenendesigns.
Im Vergleich zu einfachen Evaluationsdesigns ergeben sich bei der Identifikation und
empirischen Schätzung von Behandlungseffekten in Mehrebenendesigns – neben der
Auswahl der relevanten Kovariaten und der Spezifkation des Adjustierungsmodells –
zusätzliche konzeptuelle wie auch statistische Herausforderungen. Auf der konzep-
tuellen Ebene ist zu berücksichtigen, dass sich Behandlungseffekte für die Beobach-
tungseinheiten unterscheiden können, je nachdem, welchem Cluster diese zugeordnet
werden. Das Cluster selber kann die Beziehung zwischen Behandlung und Behand-
lungsergebnis konfundieren. Weiterhin muss berücksichtigt werden, dass stochastische
und regressive Abhängigkeiten zwischen Variablen auf den verschiedenen Ebenen des
Designs unterschiedlich ausfallen können. Solche sogenannten Kontexteffekte müssen
sowohl bei der Definition kausaler Effekte, als auch bei deren statistischer Analyse
gesondert berücksichtigt werden. Weiterhin können Interaktionen und Interferenzen
zwischen den Beobachtungseinheiten innerhalb eines Clusters oder zwischen den Be-
handlungsgruppen innerhalb eines Clusters die Interpretation von Behandlungseffekten
gefährden. Bei der Formulierung statistischer Modelle ist zu beachten, dass residuale
Effekte der Clustervariablen zu einer Unterschätzung von Standardfehlern und liberalen
Signifikanztests führen können.
Wie sich zeigt, kann die allgemeine Theorie kausaler Effekte leicht auf Mehrebe-
nendesigns angewendet werden und bietet einen formalisierten Rahmen, um die beson-
deren Probleme dieser Designs zu lösen. Durch die Definition von sogenannten wahren
Effektvariablen bedingt auf alle potentiell konfundierenden Variablen können konfun-
dierende Effekte der Clustervariablen direkt in der elementaren Definition kausaler Ef-
fekte berücksichtigt werden. Der durchschnittliche kausale Behandlungseffekt bleibt
dabei als Erwartungswert der wahren Effektvariablen wohldefiniert. Vorläufer der all-
gemeinen Theorie kausaler Effekte und deren Anwendung auf Mehrebenendesigns sind
als Spezialfälle in der allgemeinen Theorie enthalten. Die explizite Grundierung der
Theorie in einem Einzelversuch, der das Zufallsexperiment des empirischen Phänomens
repräsentiert, auf dass sich alle Inferenzen beziehen, erlaubt es zudem die Relevanz
von Interferenzen zwischen Beobachtungseinheiten für die Definition kausaler Effekte
in verschiedenen Designtypen studieren. Für Designs mit Behandlungszuweisung auf
Ebene der Cluster zeigt sich dabei, dass solche Interferenzen nur in Designs mit Zuwei-
sung von Individuen zu Clustern die Validität von Effektdefinitionen gefährden können,
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aber auch nur dann, wenn diese Interferenzeffekte nicht vollständig durch Kovariaten
erfasst werden. In Designs mit bereits existierenden Clustern sind Interferenzeffekte
generell unproblematisch, wenn die Behandlungszuweisung auf der Ebene der Cluster
stattfindet. Auch in Designs mit Behandlungszuweisung auf der Ebene der Beobach-
tungseinheiten sind Interferenzen zwischen behandelten und nicht-behandelten Beo-
bachtungseinheiten innerhalb eines Clusters unproblematisch, solange sie als Funktion
der Clustervariable aufgefasst werden können. Unabhängig von der Art des Designs
sind valide Schlüsse aus Stichproben an die Voraussetzung der Wiederholung kausal-
stabiler Einzelversuche geknüpft und die Generalisierbarkeit von Befunden ohne wei-
tere Annahmen auf das durch den Einzelversuch und die entsprechenden Verteilungen
und Parameter repräsentierte Design beschränkt.
Auf der Grundlage der allgemeinen Theorie kausaler Effekte wurden im folgenden
generalisierte Kovarianzanalysen (ANCOVA) zur Schätzung durchschnittlicher kausa-
ler Effekte für bedingt-randomisierte und quasi-experimentelle Designs mit Behand-
lungszuweisung auf individueller Ebene und auf der Ebene des Clusters dargestellt.
Dabei wurden diese Verfahren zunächst für allgemeine bedingte Effektfunktionen en-
twickelt und dann für lineare Effektfunktionen spezifiziert. Herkömmliche Ansätze der
Kovarianzanalyse für Mehrebenenmodelle werden erweitert, indem einerseits Interak-
tionen zwischen der Behandlungsvariablen und den Kovariaten zugelassen und dabei
auch Kontexteffekte berücksichtigt werden, andererseits der durchschnittlichen kausale
Effekt eindeutig identifiziert wird. Die Implementierung der generalisierten ANCOVA
in verschiedenen statistischen Verfahren wurde in zwei separaten Simulationsstudien
für Designs mit Behandlungszuweisung auf Individuuen- und auf Clusterebene getestet
und die Modelle auf Datenbeispiele angewandt. Dabei zeigte sich, dass sowohl die
Mehrebenenstruktur der Daten als auch die Stochastizität der Prädiktoren bei der Be-
stimmung von Standardfehlern und bei Signifikanztests berücksichtigt werden muss.
In Designs mit Behandlungszuweisung auf der Clusterebene schätzten nur solche Ver-
fahren den durchschnittlichen kausalen Effekt erwartungstreu, die berücksichtigten,
dass die empirischen Mittelwerte der Kovariaten innerhalb der Cluster die bedingten
Erwartungswerte der Kovariaten nur fehlerbehaftet messen. Statistische Verfahren,
die dies nicht berücksichtigten, zeigten unter bestimmten Bedingungen einen Bias in
der Parameterschätzung. Das vielversprechendste Verfahren in beiden Simulationen,
die Implementierung des hierarchichen linearen Regression als Mehrebenenstruktur-
gleichungsmodell in Mplus, wies jedoch unter realistischen Parameterkonstellationen
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teilweise Konvergenzprobleme auf und führte teilweise zu leichten Verschätzungen der
Standardfehler, so dass es nicht vorbehaltlos für den Einsatz in der Praxis empfohlen
werden kann.
In der abschließenden Diskussion wird ausführlich auf den Geltungsbereich der all-
gemeinen Theorie kausaler Effekte eingegangen. Außerdem werden die Vor- und Nach-
teile der generalisierten ANCOVA für Mehrebenendesigns und ihrer Implementierung
in verschiedenen statistischen Modellen diskutiert, kritische Annahmen expliziert und
Alternativverfahren kurz vorgestellt. Abschließend werden die noch offenen Fragen für
kausale Schlüsse in Mehrebenendesigns kurz vorgestellt.
Abstract
The general theory of causal effects (Steyer et al., 2009) is used to develop a theory
of causal inference for multilevel designs - i.e., for designs in which the effects of
treatments are evaluated on units nested within clusters - that extends and consolidates
previous approaches. Two multilevel causality spaces for different classes of multi-
level designs are used to define true-effect variables, average causal effects, conditional
causal effects and prima-facie effects. Unbiasedness, as the weakest condition under
which average and conditional causal effects are identified, and its sufficient conditions
are outlined. Next, stability assumptions for causal inference in multilevel designs are
discussed in relation to the general theory of causal effects and a taxonomy of multi-
level designs is introduced. Building upon this theoretical framework, the generalized
analysis of covariance (ANCOVA), that extends the conventional multilevel ANCOVA
by identifying the average causal effect in the presence of interactions, is developed
for non-randomized multilevel designs with treatment assignment at unit- and at the
cluster-level. Two simulation studies tested several statistical implementations of the
generalized ANCOVAs. The results showed that contextual effects have to be taken
into account in the specification of adjustment models, that predictors have to be mod-
eled as stochastic to obtain correct standard errors of the average causal effects and that
the unreliability of the empirical cluster means has to be accounted for in designs with
treatment assignment at the cluster-level. The statistical methods studied in the simula-
tions were applied to two empirical examples from educational research to demonstrate
the implementations in practice. Finally, the scope of the general theory of causal ef-
fects, the advantages and disadvantages of the generalized ANCOVA and alternative
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1 Introduction
This thesis is concerned with causal inference in multilevel designs — more specifi-
cally with causal inference in multilevel between-group designs. In such designs, the
effects of a treatment — for example a new teaching method, a psychotherapy or a
medical procedure — on an outcome compared to a control condition — for exam-
ple, a conventional teaching method, an established psychotherapy or no treatment at
all — are evaluated on a group of subjects who are nested within higher hierarchical
units — for example on students nested within classrooms, on patients nested within
hospitals or treatment groups or on inhabitants of different neighborhoods. Throughout
this thesis, we will refer to the entities at the lowest level of nesting as units and to the
structures they are nested in as clusters. In contrast, we will use the terms treatment
or control conditions and groups respectively when referring to the intervention that is
being evaluated. We will focus exclusively on designs in which one or more clearly de-
fined treatments are compared to clearly defined control conditions and all of them can
be implemented — at least theoretically — in more than one cluster at the same time.
Studies in which the effect of being in a specific cluster is of interest are not covered in
this thesis. However, the theoretical framework is, in principle, flexible enough to deal
with the peculiarities of such studies.
The “fundamental problem of causal inference” (Holland, 1986, p. 947) is exac-
erbated in multilevel between-group designs: Each unit can only be observed in one
specific cluster and assigned to one treatment condition (Gitelman, 2005). In this the-
sis, we will study if, when and how the nested structure of multilevel designs has to
be taken into account in causal inferences about the treatment effects and the ensuing
statistical analysis. In contrast to singlelevel between-group designs for which several
accounts of causal inference in different research traditions exist (e.g., Shadish, Cook,
& Campbell, 2002; Steyer et al., 2009), the conditions for causal inference in multi-
level designs have not been developed with the same rigor (Schafer & Kang, 2008).
In fact, multilevel designs have received at best marginal mention in current textbooks
1
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on experimental design (e.g., Hinkelmann & Kempthorne, 2005; Maxwell & Delaney,
2004; Montgomery, 2001; Shadish et al., 2002) although they are important in various
areas such as health research (e.g., Donner & Klar, 2000; Murray, 1998; Turpin & Sina-
core, 1991), education (e.g., Raudenbush, 2003) and public policy analysis (e.g., Sobel,
2006). This thesis seeks to fill the gap in the literature and to develop the theoretical pre-
requisites and general statistical models for causal inference in multilevel designs. In
this chapter, we will informally introduce different multilevel between-group designs,
briefly review the literature on the statistical analysis of these designs, which focuses
heavily on randomized designs, and then discuss the merits and shortcomings of ex-
isting accounts of causal inference in multilevel designs. The chapter closes with an
overview and outlook on the structure and contents of this thesis.
1.1 Multilevel Designs
We start with a brief review of different multilevel designs for which we intend to
develop a framework for causal inference. The different designs will only be informally
introduced here. A more thorough discussion and taxonomy of multilevel designs in
light of an explicit theory of causality will be given in Chapter 3.
Conventionally, between-group multilevel designs are characterized by two proper-
ties: (1) The level at which treatment assignment takes place and (2) the treatment
assignment mechanism (Plewis & Hurry, 1998; Seltzer, 2004). In this very coarse
introduction of multilevel designs, we will place our focus on the level of treatment
assignment and restrict our discussion to designs with one level of nesting, i.e., to de-
signs in which units are nested within clusters. We will broadly distinguish between
designs with treatment assignment at the unit-level (e.g., at the level of individual stu-
dents or patients) and designs with treatment assignment at the cluster-level (e.g., at
the level of classrooms, hospitals or neighborhoods, see also, Moerbeek, van Breuke-
len, & Berger, 2000; Plewis & Hurry, 1998, for similar frameworks). Designs with
additional levels of nesting are discussed by Schochet (2008) for educational examples.
Although a generalization to more complex designs would be desirable, the complex-
ities involved are beyond the scope of this thesis. In this introduction, we will only
coarsely differentiate between (1) randomized designs, in which each unit of assign-
ment has the same probability of being assigned to the treatment conditions and (2)
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non-randomized designs, in which treatment assignment probabilities differ between
the units of assignment. A more thorough discussion of the distinction between exper-
imental and quasi-experimental designs and the specific challenges to causal inference
is delayed to Chapter 3.
In multilevel designs with treatment assignment at the unit-level, each unit within a
cluster is assigned individually to either the treatment or the control condition. Within
each cluster (e.g., classrooms, schools, hospitals, neighborhoods) a small experiment
or quasi-experiment is conducted. If the assignment probabilities are the same for all
clusters and units, the design is referred to as a randomized multisite trial (Raudenbush
& Liu, 2000; Turpin & Sinacore, 1991). There are a variety of ways in which treatment
assignment probabilities can systematically differ between units and clusters that will
be discussed in more detail in Chapter 3. One design type worth mentioning here are
blocked randomized designs in which assignment probabilities are equal for all units
within a cluster, but can differ between clusters (Bloom, Bos, & Lee, 1999). Examples
of multilevel designs with treatment assignment at the unit-level in health care and
criminal justice settings are given by Turpin and Sinacore (1991).
In multilevel designs with treatment assignment at the cluster-level, clusters (e.g.,
classrooms, schools, hospitals or neighborhoods) are assigned to treatment conditions
as a whole (Donner & Klar, 2000; Murray, 1998). All units within a cluster receive the
same treatment and usually the treatment is administered to all units within a cluster at
the same time. When clusters are assigned randomly to treatment conditions, the corres-
ponding design is referred to as a cluster randomized trial (Donner & Klar, 2000; Mur-
ray, 1998; Raudenbush, 1997). Like randomized experiments in singlelevel designs,
cluster randomized trials guarantee that treatment and control groups are similar on av-
erage, even if the clusters differ in composition. In non-randomized designs with treat-
ment assignment at the cluster-level, assignment probabilities can differ between the
clusters — reflecting the influence of cluster-level variables such as therapist character-
istics, composition of the cluster or geographic location. The reviews by Ukoumunne,
Gulliford, Chinn, Sterne, and Burney (1999) and Varnell, Murray, Janega, and Blitstein
(2004) include a large number of examples for randomized and non-randomized mul-
tilevel designs with treatment assignment at the cluster-level in public health research.
The review by Baldwin, Murray, and Shadish (2005) lists examples from psychotherapy
research.
A third type of multilevel designs, that will not be covered in detail are studies in
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which the effect of being in a cluster is of interest. Such research questions are relevant
in the context of value-added modeling and accountability systems in education (e.g.,
McCaffrey, Lockwood, Koretz, Louis, & Hamilton, 2004) or hospital profiling (e.g.,
Wegscheider, 2004). Here, the effect of being taught by a specific teacher or in a specific
school or of being treated in a specific hospital, is of interest. The complexities of causal
inference for these purposes are discussed extensively by Fiege (2007), Raudenbush and
Willms (1995) and Rubin, Stuart, and Zanutto (2004) among others. Contrary to the
between-group multilevel designs introduced above, the treatment cannot be thought
of as being implementable in more than one cluster at a time and the elements of the
treatment itself are sometimes hard to define (Raudenbush & Willms, 1995; Rubin et
al., 2004). A detailed discussion of the profiling literature is not within the scope of this
thesis, in which we will focus solely on between-group multilevel designs with clearly
defined treatment and comparison conditions that could be implemented concurrently
at different sites.
1.2 Statistical Inference in Multilevel Designs
There is a large literature dealing with the statistical analysis of between-group mul-
tilevel designs, covering designs with treatment assignment at the unit-level as well
as designs with treatment assignment at the cluster-level. These papers almost com-
pletely fail to base their discussion upon an explicit theory of causality and are mostly
restricted to the analysis of randomized designs. We will briefly review the most impor-
tant findings before we turn to the existing discussions of causal inference in multilevel
designs.
There is a broad literature on the analysis of cluster-randomized studies dating back
to Walsh’s (1947) development of correction formulae for standard errors of mean com-
parisons. The consensus in the literature is that the clustered data structure needs to be
taken into account in statistical analysis (e.g., Donner & Klar, 2000; Feng, Diehr, Pe-
terson, & McLerran, 2001; Murray, 1998, 2001; Murray, Varnell, & Blitstein, 2004;
Hedges, 2007a). Ignoring the clustered data structure leads to spuriously small stan-
dard errors and inflated type-1-error rates even for very small effects of clustering (e.g.,
Baldwin et al., 2005). Multilevel models such as the hierarchical linear model (e.g.,
Goldstein, 1999; Raudenbush & Bryk, 2002; Snijders & Bosker, 1999) offer the largest
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flexibility in accounting for the clustered structure, because they can naturally han-
dle unequal cluster sizes and the inclusion of covariates (Moerbeek, van Breukelen, &
Berger, 2003).
Although there is a strong consensus in the statistical literature about the importance
of accounting for the clustered data-structure with appropriate statistical methods, re-
searchers do not consistently apply these methods in practice: Literature reviews in
public health (Varnell et al., 2004; Ukoumunne et al., 1999) and in psychotherapy re-
search (Baldwin et al., 2005) suggest that a considerable number of studies is still an-
alyzed with non-appropriate techniques – putting the analyses in danger of spuriously
interpreting non-significant treatment effects as statistically significant. Varnell et al.
(2004) reported that just 54.2% of the studies in their sample employed only appropri-
ate methods for the analysis of group randomized trials. Baldwin et al. (2005) demon-
strated that appropriately accounting for clustering significantly decreased the number
of statistically significant results in published evaluations of group psychotherapy.
Power analysis and optimal cost-effective design strategies are well-understood for
randomized multilevel designs with two levels of nesting (Hayes & Bennet, 1999; Mo-
erbeek, 2008; Moerbeek et al., 2000; Raudenbush, 1997; Raudenbush & Liu, 2000;
Schochet, 2008; Spybrook, Raudenbush, Liu, Congdon, & Martı́nez, 2008). Compar-
isons of designs with treatment assignment at the unit-level and treatment assignment
at the cluster-level indicate that the former yield a higher power to detect treatment
effects (Moerbeek, van Breukelen, & Berger, 2001; Schochet, 2008) and are thus to
be preferred if their implementation is feasible. Power calculations for designs with
more than one level of nesting are discussed by Konstantopoulos (2008) and Schochet
(2008). Hedges (2007b) offers a discussion of different methods for computing effect
sizes in multilevel designs. The intraclass correlation coefficient (ICC) and the related
variance inflation factor (VIF, Kish, 1965) reflect the amount to which the clustering
affects statistical inferences and power (see also Section 2.3). Empirical ICC values
needed for a-priori power calculations are available for applications in public health
(Gulliford, Ukoumunne, & Chinn, 1999), in medical research (Turner, Thompson, &
Spiegelhalter, 2005) and in educational studies (Hedges & Hedberg, 2007; Schochet,
2008).
Reviews of analytical strategies for multilevel designs discuss the inclusion of covari-
ates or pretests in analytical methods only with reference to the reduction the residual
error variance and the increased power to detect treatment effects (e.g., Bloom et al.,
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1999; Bloom, Richburg-Hayes, & Black, 2007; Murray, Van Horn, Hawkins, & Arthur,
2006; Plewis & Hurry, 1998). The importance of treatment-covariate interactions is
rarely mentioned (see, Pituch, 2001; Plewis & Hurry, 1998; Seltzer, 2004, for notable
exceptions) and the appropriate analysis of average treatment effects in their presence
has not been thoroughly studied (see also, Gitelman, 2005; VanderWeele, 2008). Op-
timal design strategies for randomized trials with covariates are given by Moerbeek et
al. (2001) who also discuss stratified assignment as a means to reduce dependencies
between treatment assignment and covariates. Raudenbush, Martinez, and Spybrook
(2007) discuss the relative efficiency of true randomization versus stratified allocation
of clusters and the related analytical methods for designs with treatment assignment at
the cluster-level.
Mediation in multilevel designs is discussed in detail by Krull and MacKinnon (2001)
and Raudenbush and Sampson (1999). Pituch, Whittaker, and Stapleton (2005) com-
pare different methods for tests of mediational effects in multisite experiments, Pituch,
Stapleton, and Kang (2006) extend this analysis to tests of mediation in cluster-ran-
domized designs. D. J. Bauer, Preacher, and Gil (2006) cover moderated mediation in
multilevel models. However, this literature is devoid of references to the problem of
interpreting mediational effects as causal effects and the necessary assumptions (Sobel,
2008). Non-compliance in cluster-randomized studies is analyzed by Frangakis, Ru-
bin, and Zhou (2002) and Jo, Asparouhov, Muthén, Ialongo, and Brown (2008) in a
principal stratification framework (Frangakis & Rubin, 2002).
In general, the literature on the statistical analysis of multilevel designs is astonish-
ingly little concerned with the foundation of their inferences in a theoretical account of
causality. Apart from casual discussions (e.g., D. J. Bauer, Sterba, & Hallfors, 2008;
Bingenheimer & Raudenbush, 2004; Seltzer, 2004) causal inference is barely men-
tioned as a goal of statistical analyses. Instead, discussions of the intricacies of statisti-
cal models are given comparatively much room. In the next section, we will review the
exceptions to this rule — the approaches to an explicit account of causality in multilevel
designs.
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1.3 Causal Inference in Multilevel Designs
Theories of causal effects in between-group designs (Neyman, 1923/1990; Rubin, 1974,
1977, 1978; Steyer et al., 2009) address the fundamental problem of causal inference
(Holland, 1986) — the impossibility to expose a unit to more than one treatment condi-
tion at the same time and observe the corresponding outcomes to obtain a direct measure
of the individual treatment effect. To circumvent this problem, these theories define the
average causal treatment effect as the average of the individual treatment effects and
specify the conditions under which this theoretical quantity can be identified with em-
pirically estimable quantities. As a final step, practical estimation in statistical sampling
models is considered (Manski, 1995; Steyer et al., 2009).
The theory of individual and average causal effects (Rubin, 1974, 1977, 1978) and its
generalizations (Neyman, 1923/1990; Steyer et al., 2009) are the most popular frame-
works for discussing causal inference in singlelevel between-group experiments and
quasi-experiments. The core concept in these theoretical accounts is the average causal
treatment effect. In randomized experiments, the average causal effect can be identi-
fied with the difference of the means of the outcome variable in the treatment and the
control group. In quasi-experimental designs, one out of several sufficient conditions
(with strong ignorability as the most popular, Morgan & Winship, 2007; Rubin, 1977)
must be fulfilled in order to identify the average causal effect. Several methods for
the estimation of average causal effects have been developed: analysis of covariance
(ANCOVA) and its generalizations for models with interactions between treatment and
covariates and non-linear effect functions (Steyer et al., 2009), propensity score meth-
ods (e.g., Rosenbaum & Rubin, 1983) such as stratification (e.g., Rosenbaum & Rubin,
1984), matching (e.g., Rosenbaum & Rubin, 1985) and weighting (e.g., Hirano & Im-
bens, 2001) as well as instrumental variable estimators (e.g., Angrist, Imbens, & Rubin,
1996).
The literature on causal inference for multilevel designs is relatively sparse and a
comprehensive and coherent framework is lacking. This is regrettable, because the
nested structure of multilevel designs poses unique challenges to causal inference: The
fundamental problem of causal inference (Holland, 1986) is exacerbated: The outcome
of each unit can not only be observed only in one treatment condition, but also only
within one cluster (Gitelman, 2005). Contextual effects (Greenland, 1992), aggregation
bias (Alker, 1969; Robinson, 1950) and the appropriate representation of the nested
1.3 Causal Inference in Multilevel Designs 8
design structure in statistical analyses further complicate causal inferences. Classi-
cal textbooks on experimental design and causal inference (e.g., Maxwell & Delaney,
2004; Shadish et al., 2002) mention multilevel designs only marginally (but see, Gel-
man & Hill, 2007, for a notable exception), are confined to randomized designs and
do not embed their discussion in an explicit formal theory of causality. As outlined
in the previous section, the literature on statistical analysis of multilevel designs suf-
fers from the same shortcomings: Most authors who discuss the analysis of multilevel
experiments and quasi-experiments confine their discussions to designs with random-
ization either on the level of individuals or on the level of clusters (e.g., Moerbeek et
al., 2000, 2001; Moerbeek, van Breukelen, Berger, & Ausems, 2003; Raudenbush &
Liu, 2000; Schochet, 2008) or — if they consider quasi-experiments or observational
studies explicitly — rely on informal definitions of causality (e.g., Seltzer, 2004). There
are some noteworthy exceptions (Gitelman, 2005; Hong & Raudenbush, 2006, 2008;
Raudenbush, Hong, & Rowan, 2006; Sobel, 2006; VanderWeele, 2008) that apply the
potential-outcome framework (Rubin, 1974, 1977, 1978) to some aspects of multilevel
designs, sometimes additionally invoking the theory of acyclical directed graphs (Pearl,
2000). However, a generalization to the more general theory of causal inference intro-
duced by Steyer et al. (2009), including the concepts of true-outcome variables (Steyer,
Gabler, von Davier, Nachtigall, & Buhl, 2000; Steyer, Nachtigall, Wüthrich-Martone,
& Kraus, 2002; Steyer et al., 2009) and conditions for causal inference other than strong
ignorability (Steyer, Gabler, von Davier, & Nachtigall, 2000) is lacking.
1.3.1 Literature Review
The present approaches to causal inference can be broadly classified into two cat-
egories: Among the authors who tackle the problem of causal inference in multi-
level designs very generally, some try to give broad, rather informal overviews about
its prospects (Draper, 1995; Oakes, 2004), while others directly apply the potential-
outcome framework to some standard designs (Gitelman, 2005; VanderWeele, 2008).
A second group of authors uses the potential-outcome framework (Rubin, 1974, 1977,
1978) to discuss causal inference for specific case studies and narrowly defined prob-
lems, e.g., the effect of instructional sequences (Hong & Raudenbush, 2008; Rauden-
bush et al., 2006), retention policy (Hong & Raudenbush, 2006) or neighborhood in-
terventions (Sobel, 2006). In the following sections, we will briefly introduce these
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papers, outline common themes and discuss inconsistencies and shortcomings. Our
discussion will start with papers that treat the prospects of causal inference generally
(Draper, 1995; Gitelman, 2005; Oakes, 2004; VanderWeele, 2008) and then examine
the merits of some applications of the potential outcome framework to case studies
(Hong & Raudenbush, 2006, 2008; Raudenbush et al., 2006; Sobel, 2006).
General Approaches
The papers by Draper (1995) and Oakes (2004) try to tackle the problem of causal
inference in multilevel designs very generally. Although they suffer from a lack of for-
malization and rely on informal introductions of central concepts, both papers inspired
controversial discussions. Gitelman (2005) and VanderWeele (2008) specifically adapt
the potential-outcome framework of Rubin (1974, 1977, 1978) to deal with some of the
complexities of multilevel designs. Both papers, however, fall short of providing a truly
comprehensive framework of causal inference for multilevel designs.
Draper (1995) was one of the first to discuss causal inference in multilevel models
with an explicit reference to the potential-outcome perspective. His paper dealt with
a variety of other issues in multilevel modeling (e.g., estimation), but also inspired a
lively discussion about the prospects of causal inference in these kinds of models (see,
e.g., the responses by Longford, 1995; Raudenbush, 1995). Drawing upon the Camp-
bellian tradition (Campbell & Stanley, 1966; Shadish et al., 2002) of external validity as
well as on the potential-outcome framework (Rubin, 1974, 1977, 1978), Draper argued
that valid causal inferences in multilevel designs would only be possible in studies with
a representative sample of the target population — more specifically in studies that sam-
pled units randomly from a well-defined population — and with a strongly ignorable
treatment assignment scheme (Rubin, 1977). Draper vehemently argued for controlled
randomized experiments (or at least stratified designs) at different levels of nesting in a
multilevel framework to heighten the inferential strength of evaluation studies in mul-
tilevel contexts.
Among the responses to Draper (1995), the comments of Raudenbush (1995) are
especially noteworthy. Raudenbush criticized Draper’s strict advocacy of randomized
studies, noting that “we cannot wait for the perfect social science study that randomly
selects subjects from a large and well-defined population and then randomly assigns
subjects to treatment [. . . ] to allow unquestionable and generalizable causal inferences”
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(p. 213). Raudenbush noted that representative samples were neither a typical nor a
necessary condition for the advancement of knowledge and theory building in the so-
cial sciences and useful mainly as a “vision [. . . ] to promote better research practice”
(p. 213). Instead, he emphasized the distinction between statistical inference and causal
inference and argued that the question of when and under which assumptions param-
eters of a multilevel model represented causal entities should be carefully studied for
specific designs.
Oakes (2004) discussed the prospects of causal interpretation of neighborhood effects
in social epidemiology and their estimation with linear multilevel models. He identified
four methodological obstacles that, in his view, precluded the interpretation of neigh-
borhood effects as causal effects: (1) He argued that accounting for the mechanism
that produced different neighborhood compositions with a level-1-model would lead
to complete separation of neighborhoods with respect to these covariates, i.e., missing
overlap of the corresponding covariate distributions. (2) He conjectured that context
variables, such as the mean income or health status within a neighborhood, were emer-
gent properties of the neighborhood composition, and as such endogeneous variables
(see, Manski, 1995), and controlling for them would violate model assumptions. (3) He
argued that the problem of extrapolation over the observed range of covariates would be
especially critical for causal inference in multilevel contexts where little overlap in the
covariate distribution between clusters could be expected. (4) He referred to violations
of the Stable Unit Treatment Value Assumption (SUTVA, Rubin, 1977, 1986, 1990),
noting that a causal interpretation of neighborhood effects was endangered by disequi-
libria resulting from relocation of persons to different neighborhoods. As an alternative
to observational studies of neighborhood effects, Oakes argued for controlled commu-
nity trials to investigate the effects of specific interventions at the level of communities.
Oakes (2004) did not clearly distinguish between problems in design and analysis
of studies of neighborhood effects at many points in his discussion (see also, Subra-
manian, 2004). Additionally and even more damaging, he failed to unambiguously
define neighborhood effects in terms of an explicit theory of causality and it remains
unclear whether the effects of a specific neighborhood or of certain neighborhood char-
acteristics are implied by his definition. The four main challenges to causal inference
in neighborhood designs are either empirically testable (separation between neighbor-
hoods, Diez Roux, 2004; Subramanian, 2004), too pessimistic (endogenous effects,
SUTVA violations, Gitelman, 2005; Hong & Raudenbush, 2006; Manski, 1995) or not
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specific to multilevel designs, but generally relevant for the analysis of causal effects
with linear models (extrapolation, Rosenbaum & Rubin, 1983; Rubin, 1973, 1977). In
any case, they do not preclude the causal interpretation of treatment effects in multilevel
designs in general.
Gitelman (2005) provided a theoretical discussion of causal inference for designs
with treatment assignment at the cluster-level. She focused on possible violations of
SUTVA (Rubin, 1977, 1986, 1990) and used the theory of directed acyclical graphs
(Pearl, 2000) to derive the independence assumptions made in causal inference from
group allocation data. Based on these assumptions, she expanded the potential-outcome
framework (Rubin, 1974, 1977, 1978) to allow varying potential-outcomes for ev-
ery treatment-cluster combination. Based on this expansion she defined a ”group-
allocation, multilevel average“ (p. 406) causal effect (GAMA). Extending the concept
of strong ignorability (Rubin, 1977), she identified this effect with a model parameter
in a hierarchical linear model under the assumption of stochastic independence of the
cluster and treatment allocation from the potential-outcome variables conditional on
subject-level covariates.
Though representing one of the most advanced accounts of causal inference in mul-
tilevel designs, Gitelman’s (2005) work has major shortcomings: (1) It only covers
designs with treatment assignment at the cluster-level, leaving out multilevel designs
with treatment assignment at the unit-level. (2) In light of the general theory of causal
effects (Steyer et al., 2009), her assumption about the absence of group-dynamic ef-
fects is unnecessarily rigid, as we will show in Chapter 3 in more detail. (3) Finally, her
identification of the average causal effect with parameters of a hierarchical linear model
is flawed and depends implicitly on the absence of interactions between covariates and
the treatments or on the covariates having an expected value of zero. In Chapters 4 and
5, we will develop generalized ANCOVAs that identify the average causal effect even
in the presence of interactions between treatment and covariates and non-zero expected
values of the covariates.
VanderWeele (2008) discussed the relevance of ignorability and stability assump-
tions in causal inference for neighborhood effects research in social epidemiology. He
focused exclusively on designs in which treatments are applied at the level of neighbor-
hoods. In order to handle causal inference for observational studies in these settings,
he introduced the notion of the Neighborhood-Level Stable Treatment Unit Value As-
sumption (NL-SUTVA) and extended the definition of strong ignorability to include
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covariates at the neighborhood-level. He then showed how the average treatment ef-
fect could be identified with the regression coefficient of the treatment indicator in a
linear multilevel model provided all relevant covariates were included in the model, no
treatment-covariate interactions were present and the functional form of the regression
were correctly specified. He also argued that covariates at the individual-level would
only have to be included in the model, if aspects of the individual-level distribution of
the covariate other than the corresponding neighborhoods means influenced the treat-
ment assignment (see also Chapter 5. Contrary to Gitelman (2005), VanderWeele did
not allow potential-outcomes to vary between neighborhoods. He also did not discuss
how to identify average causal effects in the presence of interactions and how to model
these effects in applications. We will return to VanderWeele’s stability assumption in
Chpater 3 and show how it can be reconciled with Gitelman’s assumption.
Case Studies
The papers by Hong and Raudenbush (2006, 2008), Raudenbush et al. (2006) and
Sobel (2006) are case studies that apply certain aspects of the potential-outcome frame-
work for causal inference (Rubin, 1974, 1977, 1978) to specific research questions and
applications in multilevel contexts. While highly sophisticated in details, they are al-
ways restricted to the specific applications and do not generalize to multilevel designs
in general. We will review these studies in the remainder of this section.
Hong and Raudenbush (2006) discussed causal inference in a case study evaluating
the effects of kindergarten retention and retention policy. They extended the framework
for causal inference (Rubin, 1974, 1977, 1978) by loosening SUTVA (Rubin, 1977,
1986, 1990) for their designs with treatment assignment at the unit-level and allow-
ing potential-outcomes to vary with functions of the treatment assignment vector in a
cluster. In their specific example, individual causal effects were allowed to vary by the
retention policy of the school which was conceived of as a function of the individual
retention probabilities of the students within that school. They explicitly confined their
discussion of causal effects to the current allocation of students to schools (see, Fiege,
2007, for a similar point regarding causal inference in school comparisons) and did
not generalize their framework to include potential-outcomes for every student-school
combination. Based on these restrictions, potential-outcomes were identified for three
subgroups of children that were either always, sometimes — under a high retention po-
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licy — or never at risk of being retained in kindergarten. In a next step, they identified
some of the average causal effects with empirically estimable quantities under the as-
sumption of strong ignorability conditional on student- and school-covariates. Finally,
they empirically estimated these average effects using propensity scores to capture the
effects of multiple covariates.
In two closely related papers, Hong and Raudenbush (2008) and Raudenbush et al.
(2006) applied Rubin’s framework for causal inference (1974, 1977, 1978) to the eval-
uation of effects of instructional sequences over more than one academical year. They
studied the effects of a treatment at the classroom-level – intensive versus standard in-
struction in mathematics. Drawing upon concepts developed in epidemiology (Robins,
1987, 2000; Robins, Hérnan, & Brumback, 2000) for time-constant and time-varying
covariates, they developed the notion of “sequential strong ignorability” (Hong & Rau-
denbush, 2008, p. 341) to describe designs where randomization at each timepoint is
conditional upon all observed covariates (time-variant and time-invariant) and prior
treatments received by a person. They defined four types of average causal effects
of instructional sequences for their case study and showed how they could be identi-
fied as deflections from an individual linear growth trajectory over time. In order to
consistently estimate the effects of intensive instruction over three years of schooling,
they used inverse probability-of-treatment weighting based on an estimated propensity
score and pseudolikelihood estimation. Like Hong and Raudenbush (2006), they con-
fined their inferences to intact schools, defining potential-outcomes for students only
with respect to the actual school and class assignment.
Sobel (2006) developed a framework for causal inference for randomized studies of
neighborhood effects that takes interactions between members of a common neighbor-
hood into account and thus relaxes SUTVA (Rubin, 1977, 1990). He developed his
framework in the context of a complex evaluation study of a neighborhood intervention
program in which inhabitants of disadvantaged city areas were randomly assigned to
receive assistance to relocate to more affluent areas. Sobel placed his derivations within
the framework of causal effects analysis with instrumental variables introduced by An-
grist et al. (1996). By taking all possible allocations of units to treatments explicitly
into account, he defined plausible average causal effects to cover the specificities of the
intervention design. He then demonstrated that the published estimates of the average
causal effect rely on the assumption of no spillover effects between participants who
received the treatment and participants who did not receive the treatment and are biased
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when such effects are present within one neighborhood. He showed, that in order to
estimate a meaningful average causal effect, a comparison with a control neighborhood
would be necessary where no opportunities to move to other neighborhoods existed.
Consequently, he argued for group randomized designs where neighborhoods were ran-
domly assigned to either receive the assignment scheme of the intervention program or
no treatment at all and outlined the necessary stability assumption in these designs.
1.3.2 Common Themes and Challenges
The state of the literature of causal inference in multilevel models can be summarized
as follows: A common well-defined framework for causal inference in these designs is
still lacking. Although there are some encouraging attempts to apply the Rubin causal
model (Rubin, 1974, 1977, 1978) to multilevel designs, they ultimately fall short of
providing an encompassing theory of causal inference for multilevel designs. They are
either confined to a single design type (e.g., Gitelman, 2005; VanderWeele, 2008) or
deal with special problems or applications (Hong & Raudenbush, 2006, 2008; Sobel,
2006). Additionally, no consensus seems to have been reached about the necessary
and sufficient conditions for causal inference in multilevel designs. The prevalence of
ill-defined concepts is apparent in some of the papers that are restricted to informal def-
initions of causal effects (Draper, 1995; Oakes, 2004), or do not specify the interesting
concepts unambiguously (Gitelman, 2005; VanderWeele, 2008). As mentioned above,
accounts of statistical analyses of experimental and quasi-experimental multilevel de-
signs often fail to ground their discussion in an explicit theory of causal effects (e.g.,
Seltzer, 2004).
There are a number of common themes and shortcomings of the present approaches
that should be highlighted and summarized: Possible violations of the Stable Unit Treat-
ment Value Assumption (SUTVA, Rubin, 1977, 1990) are cited as one of the most
dangerous threats for causal inference in multilevel designs by a number of authors
(Gitelman, 2005; Hong & Raudenbush, 2006; Sobel, 2006; VanderWeele, 2008). How-
ever, inconsistencies remain in the assessment of consequences of SUTVA violations
and possible alternative assumptions. No consensus has been reached in the literature
if, when, and how interactions between units within a cluster and within and between
treatment groups within a cluster can be modeled in a way as to still allow for meaning-
ful causal inferences. We will further discuss the different conceptions and show how
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they can be reconciled in Chapter 3.
The second area of disagreement is the status of the cluster variable: Some authors
implicitly consider the cluster variable as a function of the individual unit (Hong &
Raudenbush, 2006; VanderWeele, 2008; Sobel, 2006) and confine all inferences to the
current allocation of units to clusters. Others explicitly acknowledge that units could
potentially be assigned to more than one cluster and that the cluster variable itself might
influence the potential-outcome differentially for each unit (Gitelman, 2005), leading to
the introduction of cluster-specific potential-outcome variables. While these different
conceptions may be partially due to the subject matter the respective authors applied
the potential-outcome framework to, correctly accounting for the status of the cluster
variable remains of critical importance for a general account of causal inference for
multilevel designs. While the actual status of the cluster variable is in fact determined
by the research question and the population under consideration, a more general account
and clarification of the the status of the cluster variable is warranted. We will take up
these questions again in the definition of the single-unit trials in Chapter 2 and discuss
it with respect to different designs and SUTVA violations again in Chapter 3.
Finally, attempts to identify the average causal effect with parameters in multilevel
linear models or with other adjustment methods have been incomplete. They are ei-
ther confined to designs with randomization at the unit- or the cluster-level (Moerbeek
et al., 2000; Schochet, 2008; Raudenbush & Liu, 2000), do not refer to an explicit
theory of causal effects (Seltzer, 2004) or do not explicitly or only insufficiently ac-
count for interactions between covariates and the treatment variable (Gitelman, 2005;
VanderWeele, 2008). Implementations of propensity score modeling (Hong & Rau-
denbush, 2006) or weighting procedures (Hong & Raudenbush, 2008; Raudenbush et
al., 2006) have also not detailed the problem of interactions between treatment and co-
variates and are unspecific on how to account for the clustered structure of the data.
In general, the discussion of statistical implementations of adjustment models has not
received sufficient attention in the literature. This is especially problematic in light of
recent developments in the analysis of causal effects for singlelevel designs that show
that the conventional general linear model might lead to biased standard errors when
used as means to estimate and test average causal effects in the generalized ANCOVA
(Kröhne, 2009; Nagengast, 2006) and the emergence of new statistical methods to es-
timate contextual effects (Croon & van Veldhoven, 2007; Lüdtke et al., 2008). We will
shed further light on these questions in Chapters 4 and 5.
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1.4 Outlook
In the remainder of this thesis, we will try to address the shortcomings of the literature
of causal inference for between-group multilevel designs: In Chapter 2, we will intro-
duce a general theory of causal effects (Steyer et al., 2009). We will show how specifics
of multilevel designs can naturally be represented within this framework and how the
theoretical concepts therein are related to different conceptions of causal effects in the
literature. In Chapter 3 we will clarify which stability assumptions are made in the
general theory of causal effects. We will also show how the different conditions and
definitions in the literature can be reconciled within this framework and how they de-
pend on assumptions about the specific design that is being analyzed. Based on these
discussions, we will introduce a taxonomy of multilevel designs that are covered by the
theory as presented here.
After having introduced a proper theoretical framework, we will use the concepts
developed therein to further study the identification and analysis of causal effects in
conditionally randomized and quasi-experimental multilevel designs in Chapters 4 and
5. In Chapter 4, we will develop the generalized ANCOVA (Steyer et al., 2009) for non-
randomized multilevel designs with treatment assignment at the unit-level and show
how the average causal effect can be identified in the presence of treatment-covariate
interactions. We will then compare different statistical implementations of this model
with regard to their finite sample performance in a simulation study under realistic
conditions and illustrate the model with an empirical example. After that, we will turn
to designs with treatment assignment at the cluster-level in Chapter 5. Once again,
we will develop the generalized ANCOVA based on linear effect functions and show
how the average causal effect can be identified in the presence of treatment-covariate
interactions. A simulation study compares several possible statistical implementations
of this model. Once again, the application of the model implementations is illustrated
with an empirical example. The thesis concludes with the general discussion in Chapter
6 where we critically discuss its merits and shortcomings and outline open research
questions.
2 Causal Effects – A General Theory
In this chapter, we outline the core concepts of the theory of causal effects as introduced
by Steyer et al. (2009) and show how multilevel between-group designs and their intri-
cacies are represented within this theory. The range of multilevel designs to which the
theory can be applied will be further discussed in Chapter 3.
The general theory of causal effects that we are going to present in this chapter is
better suited to formalize a theory of causal inference for multilevel designs than earlier
theories of causal effects (Neyman, 1923/1990; Rubin, 1974, 1977, 1978) that only con-
sidered the unit variable U, the treatment variable X and the outcome variable Y in their
definitions: Rubin (1974, 1977, 1978), for example, defined the potential-outcome of
unit u in treatment condition j deterministically as the value y of the outcome variable
Y that would have been observed, had the unit been assigned to treatment condition j.
Neyman (1923/1990) — and later on Steyer and colleagues (Steyer, Gabler, von Davier,
& Nachtigall, 2000; Steyer, Gabler, von Davier, Nachtigall, & Buhl, 2000; Steyer
et al., 2002) — had already defined true-yields stochastically as the expected value
of the outcome variable Y given unit u and treatment condition j. Both approaches,
however, assume that the outcome variable Y is not influenced systematically by any
other variables besides the unit variable U and the treatment variable X, i.e., that the
potential-outcomes or true-yields are always unbiased. Hence, both theories are im-
plicitly restricted to covariates that are deterministic functions of the unit variable U.
The general theory of causal effects, as presented here, defines its elementary building
blocks — the true-outcome variables and true-effect variables — as expected values of
the outcome variable Y conditional on all confounders, whether they are deterministic
functions of the unit u or not.
As already briefly discussed in Chapter 1, this extension is required to adequately
represent multilevel designs: It is theoretically possible — at least in some specific
multilevel designs — that units can appear in more than one cluster. In this case, the
cluster variable C is not a deterministic function of the unit variable U. If, additionally,
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the cluster variable C systematically influences the outcome variable Y over and above
the unit variable U and the treatment variable X, the cluster variable C can confound
both the true-yields as defined by Neyman (1923/1990) and the potential-outcomes as
defined by Rubin (1974, 1977, 1978). The general theory of causal effects, in which
the true-outcome variables and the true-effect variables are defined conditional upon
all potential confounders, including the cluster variable C and cluster-covariates V , can
deal with these effects naturally: The values of all potential confounders — also referred
to as the atomic strata — represent the most fine-grained reference for definitions of
causal effects that cannot be further confounded by any pre-treatment events. In order to
define these concepts precisely, we will introduce two single-unit trials and a causality
space that includes the confounder σ-algebra CX generated by the set of all potential
confounders. This σ-algebra will be used to define the true-effect variable as the effect
variable that considers all possible causes of Y .
While useful as building blocks of the theory, the values of the true-effect variables
can never be observed in practice, since each unit can only be observed in one treatment
condition at a time. This fundamental problem of causal inference (Holland, 1986) is
partly circumvented by defining average causal effects as the expected values of the
true-effects variables over the unconditional distribution of the confounders. In contrast
to the true-effect variable, the average causal effect can be identified with the empiri-
cally estimable prima-facie effects under some conditions. Conditioning on the atomic
strata in the definition of the true-effect variables and then taking the expected values
over the distribution of the strata is referred to as the principle of atomic stratification by
Steyer et al. (2009). Similarly, conditional causal effects are defined by the correspond-
ing conditional expected values of the true-effect variables. Again, some of these condi-
tional causal effects can be identified in applications and — depending on the research
questions — provide specific information that might be of interest in evaluation studies.
Furthermore, within the general theory of causal effects, special conditional causal ef-
fects similar to Rubin’s (1974, 1977, 1978) potential-outcomes, Neyman’s (1923/1990)
true-yields, Gitelman’s (2005) cluster-specific potential-outcomes can be defined that
are — in contrast to these earlier concepts — unbiased by definition though not directly
identifiable.
The chapter is structured as follows: We start by outlining two single-unit trials —
random experiments that capture the theoretical structure of multilevel between-group
experiments. We then introduce the probability space, the filtration of σ-algebras and
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the random variables that together make up the causality space that we will be consid-
ering in the remainder of the thesis. After a short discussion of some specificities of
multilevel random experiments, the central concepts for causal inference — true-effect
variables, average causal effects and conditional causal effects — will be introduced.
Next, we show how individual causal effects (Neyman, 1923/1990; Rubin, 1974, 1977,
1978) and cluster-specific individual causal effects (Gitelman, 2005) are defined. Then,
we introduce the prima-facie effects, the theoretical concepts that are empirically iden-
tifiable without further assumptions. Finally, we will discuss unbiasedness of prima-
facie effects as a prerequisite for identification of average causal effects in experimental
and quasi-experimental multilevel designs and introduce three sufficient conditions for
unbiasedness — stochastic independence, homogeneity and unconfoundedness. The
chapter closes with some remarks concerning the advantages of the presented frame-
work in comparison to other theories of causal effects.
2.1 Single-Unit Trials
In the subsequent section, we will introduce two generic single-unit trials — random
experiments designed to capture the peculiarities of between-group multilevel designs.
The two single-unit trials are characterized by stochastic dependencies between events
and random variables and are the necessary and sufficient background for introducing
the concepts of causal effects. The single-unit trials should not be confused with the
statistical models used for parameter estimation and hypothesis testing that capture the
laws that govern the repetitions of the single-unit trial that constitute samples. However,
it is sufficient for introducing causal effects and studying conditions for their identifi-
cation with empirically estimable quantities from the pre-facto perspective, i.e., before
the random experiment is conducted (see also, Steyer et al., 2009).
The distinction between the single-unit trial and the sampling model can be exem-
plified with simple random experiment of tossing a fair coin: The probability of heads
is equal to 0.5 in this single-unit trial, if the coin is in fact fair. This probability is
well-defined prior to flipping the coin and even if it is never actually flipped. In or-
der to estimate the probability of tossing head, a sample consisting of independent and
identical repetitions of the single-unit trial must be obtained. The probability for head
can then be estimated by the relative frequency of heads in this sample. We will re-
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turn to this distinction of the single-unit trial and sampling models again in Section 3.1,
and emphasize again that the single-unit trial is sufficient for the definitions of the core
concepts of the theory of general causal effects.
The two single-unit trials for multilevel designs differ in the temporal order by which
units and clusters are drawn. This differentiation is necessary to cover multilevel de-
signs that use pre-existing clusters (such as neighborhoods or schools) as well as mul-
tilevel designs in which units are assigned to clusters based on a non-deterministic
assignment function. We will use the single-unit trials to develop the theory of causal
effects for multilevel designs following the presentation in Steyer et al. (2009). While
the single-unit trials represent the two most common classes of between-group multi-
level designs and capture their specifics in general, each application actually requires
the careful specification of a particular single-unit trial that details and substantiates the
generic classes with respect to the considered variables and the temporal order of events.
Some of the designs captured within this framework will be discussed in Section 3.2.
2.1.1 Pre-Existing Clusters
The single-unit trial for multilevel designs with pre-existing clusters follows the sam-
pling model conventionally assumed for hierarchical linear models (Snijders & Bosker,
1999). It consists of:
(a) Sampling a cluster c (e.g., a classroom) from a population of clusters,
(b) assessing the values v1, . . . , vR of the cluster-covariates V1, . . . ,VR, R ≥ 1,
(c) sampling a unit u (e.g., a student) from the population of units within the cluster,
(d) assessing the values z1, . . . , zQ of the unit-covariate Z1, . . . ,ZQ, Q ≥ 1,
(e) assigning (or observing the assignment) of the unit u or the cluster c to one of
several treatment conditions (represented by the value j of the treatment variable
X),
(f) recording the numerical value y of the outcome variable Y .
No further assumptions about the probabilities of selecting a specific cluster — the
unconditional cluster probabilities P(C=c) — or the probabilities of selecting a unit
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from a specific cluster — the conditional probabilities P(U=u |C=c) — are made. Nev-
ertheless, these probabilities are part of the distribution to which all other inferences
refer. The cluster-covariates V1, . . . ,VR represent quantitative or qualitative attributes
of the cluster and may be uni- or multivariate. In further discussions, we will simply
use the abbreviation V to refer to the vector of cluster-covariates. The unit u actually
represents the unit at the time of sampling units from clusters. By assuming that the
cluster c is sampled first, and that the unit is only sampled at a later timepoint from
the units within the cluster, influences of the cluster on the unit are possible. The unit
sampled in step (c) is not necessarily similar to the unit that could have been sampled
at the time of the selection of a cluster c. The unit variable U, that we will introduce
in Section 2.2.3 has to be interpreted accordingly as representing the unit at the time of
sampling units from clusters in this single-unit trial. Formally, because of the assump-
tion that each unit u can appear only in one specific cluster, the cluster variable C is a
deterministic function of the unit variable U, although the cluster c is sampled before
the unit u. The unit-covariates Z1, . . . ,ZQ include uni- and multivariate, quantitative
and qualitative, manifest and latent covariates. In further discussions, we will use the
abbreviation Z to refer to the vector of unit-covariates. With respect to the treatment
assignment, we will later distinguish between designs with treatment assignment at the
unit-level and designs where the cluster as-a-whole is assigned to a treatment condi-
tion. As we will discuss in more detail in Chapters 3 and 5, the treatment variable X
is a variable at the cluster-level and only cluster-covariates are potential confounders in
the second class of designs.
By explicitly including the assessments of the cluster-covariate V and the unit-co-
variate Z in the single-unit trial, we have introduced it in the most general way and
accounted for the inclusion of fallible covariates that are not functions of the cluster
variable C or the unit variable U. However, the single-unit trial simplifies considerably,
if there are no time-lags between the sampling of a cluster, the sampling of a unit from
the cluster and treatment assignment. In this case, the cluster variable C and the unit
variable U represent units and clusters at the onset of treatment and all covariates are
either functions of the cluster variable C or the unit variable U. Steps (b) and (d) of the
single-unit trial can then be omitted, since the values of the cluster-covariate V and the
unit-covariate Z are determined by the selected cluster c and the selected unit u.
On contrast, the cluster-covariates V are no longer necessarily deterministic func-
tions of the cluster variable C, if there are time-lags between the initial sampling of
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clusters and the assessment of the cluster-covariates. In this case, it is possible that
attributes of the cluster change between the timepoints — e.g., by adding new students
to a classroom or by new inhabitants moving to a neighborhood — and the initially
selected cluster c is different from the cluster at the sampling of a unit or the cluster
at the onset of treatment. Such effects are captured by including cluster-covariates V
that are not functions of the cluster variable C, i.e., not properties of the cluster at the
initial sampling of clusters. Apart from designs with time-lags between the sampling
of a cluster and the assessment of the cluster-covariates, the explicit inclusion of the
cluster-covariate V is also necessary if latent variables are among the covariates at the
cluster-level. Most notably, the cluster-specific treatment probabilities P(X= j |C=c) or
the regression E(Z | C) of the unit-covariates on the cluster variable are latent cluster-
covariates. In applications, their values are usually not directly assessable, but have to
be estimated by their respective fallible indicators, the treatment proportion per cluster
or the empirical cluster means. While the true values of these variables are determined
by the cluster c, their fallible measures are cluster-covariates V that are not functions of
the cluster variable C.
A similar point can be made with respect to the unit-covariates Z: If there are time-
lags between the sampling of a unit from the cluster and the assessment of the unit-
covariate or the onset of the treatment, the unit sampled from the cluster in step (c)
might differ from the unit at the assessment of the unit-covariate Z and from the unit at
the onset of treatment — e.g., by being in a different mood or experiencing a stressful
life-event. Such effects are again captured by introducing unit-covariates Z that are
not functions of the unit variable and vary conditional on U. In contrast to earlier
theories of causality (Neyman, 1923/1990; Rubin, 1974, 1977, 1978), the effects of
these covariates on the outcome and on treatment assignment can be accounted for by
defining causal effects conditional upon all potential confounders within the general
theory of causal effects.
2.1.2 Assignment to Clusters
An alternative single-unit trial for multilevel designs is appropriate for designs in which
units are assigned to clusters based on a non-deterministic assignment function. It
consists of:
(a) Sampling a unit u (e.g., a person) from a population of units,
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(b) assessing the values z1, . . . , zQ of the unit-covariate Z1, . . . ,ZQ, Q ≥ 1,
(c) assigning the unit (or observing its assignment) to one of several clusters (e.g.,
therapy groups, represented by the value c of the cluster variable C),
(d) assessing the values v1, . . . , vR of the cluster-covariates V1, . . . ,VR, R ≥ 1,
(e) assigning (or observing the assignment) of the unit u or the cluster c to one of
several treatment conditions (represented by the value j of the treatment variable
X),
(f) recording the numerical value y of the outcome variable Y .
No further assumption about the sampling probabilities P(U=u) of the units are
made. They are, however, part of the distribution to which all inferences will refer.
In contrast to the single-unit trial for designs with pre-existing clusters introduced in
the previous section, the interpretation of the unit u is now slightly different: The unit
u actually represents the unit at the time of the initial sampling units from the popu-
lation with all its corresponding properties. The covariates Z1, . . . ,ZQ at the unit-level
capture changes and developments of the unit in-between the initial sampling and the
assignment to clusters and may be univariate or multivariate and comprise quantitative
or qualitative attributes of the unit. We will refer to the vector of unit-covariates as Z
in all further discussions. No additional assumptions are made about the assignment
probabilities of units to clusters P(C=c | U=u): Each unit u can theoretically appear
in more than one, but not necessarily in all clusters c. Once again, it is important to
note that the probabilities P(C=c | U=u) are part of the multilevel random experiment
to which all inferences refer. The cluster-covariates V1, . . . ,VR represent attributes of
the cluster and can be univariate, multivariate, quantitative and qualitative. With re-
spect to the treatment assignment in step (e), we will later distinguish between designs
with treatment assignment at the unit-level and designs where the cluster as-a-whole is
assigned to a treatment condition.
By explicitly including the assessments of the unit-covariate Z and the cluster-cova-
riate V in the single-unit trial, we have again described it in the most general way and
accounted for the inclusion of fallible covariates that are not functions of the unit vari-
able U or the cluster variable C. However, also this second single-unit trial will simplify
considerably, if there are no lags between the sampling of a unit, the assignment to a
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cluster and the treatment assignment. In this case, the unit variable U and the cluster
variable C represent units and clusters at the onset of treatment and all covariates are
either deterministic functions of the unit variable U or the cluster variable C and their
values are determined by the selected unit u and the assigned cluster c.
However, if there are time-lags between the initial sampling of a unit and the assess-
ment of the unit-covariate or the assignment of the unit to a cluster, the unit-covariates
Z are no longer necessarily functions of the units at the initial sampling. In this case, it
is possible that attributes of the unit change between the timepoints — e.g., by meeting
a romantic partner, undergoing surgery, etc. — and the initially sampled unit u is differ-
ent from the unit at the assignment to a cluster or the unit at the onset of treatment. Such
effects are captured by the unit-covariates Z that are not functions of the unit variable
U that represents the units and their properties at the initial sampling. A similar point
can be made, once more, with respect to the cluster-covariates V: If there are time-lags
between the assignment of units to clusters, the assessment of the cluster-covariate and
the assignment to a treatment condition, the cluster-covariates V are no longer neces-
sarily functions of the cluster variable C, the cluster at the assignment of the unit in step
(c) might differ from the cluster at the assessment of the unit-covariate V and from the
cluster at the onset of treatment — e.g., by including new members in a psychother-
apy group. Again, when latent variables are considered among the covariates at the
cluster-level, most notably, cluster-specific expected values of other variables (such as
treatment probabilities or unit-covariates), their fallible indicators vary conditional on
C and are thus included among the cluster-covariates V .
In the following section, we will more specifically discuss the formal structure of
the probability space resulting from the single-unit trials, introduce random variables
and discuss their properties in detail. Most of the time, the two single-unit trials will
lead to the same mathematical structures; exceptions to this rule will be explicitly high-
lighted. In Chapter 3, we will discuss the consequences of the temporal sequence of the
assignment process of units to clusters and other assumptions in more detail.
2.2 Causality Space
In the next section, we introduce the mathematical components of the causality space,
that we use as a backdrop for all causal inferences in the remainder of this thesis. An
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outline of the basic concepts of probability theory necessary for understanding the fol-
lowing discussions is given in the appendix of Steyer et al. (2009) and in Steyer (2002).
General accounts of probability and measure theory are given, for example, by H. Bauer
(1981) and Loève (1977, 1978).
A causality space consists of (1) a probability space (Ω,A, P), (2) random variables
X and Y defined upon the probability space, (3) a filtration of sub-σ-algebras of A and
(4) a confounder σ-algebra CX. Furthermore, the putative cause X — whose effects on
the outcome variable Y are to be interpreted causally — is pre-ordered to the outcome
variable Y (Steyer et al., 2009). In addition to the elements of the causality space, we
will also introduce other random variables defined upon the probability space, that we
will use in the remainder of our thesis.
2.2.1 Probability Space
The first element of the causality space is a probability space (H. Bauer, 1981; Steyer
et al., 2009) that captures the structure of the random experiment introduced informally
in the single-unit-trials in the previous section. A probability space is an indispensable
component of every stochastic model — no proposition about random variables, their
distributions, expected values, variances or correlations can be made without explicit or
implicit reference to a probability space.
A probability space consists of three distinct components (H. Bauer, 1981): (1) the
set of possible outcomes Ω, (2) the set of potential events A that is a σ-algebra on
Ω, i.e., a set of subsets of Ω that is closed with respect to unions and complements
and implicitly to intersections, and (3) the probability measure P that assigns a value
in the interval [0, 1] to every event in A. This mapping must follow the axioms of
probability: positivity, σ-additivity and standardization (Kolmogorov, 1933/1956). The
triple (Ω,A, P) is called a probability space.
For the two single-unit trials introduced in the previous section, the set of possible
outcomes, in its most general form, is the Cartesian product
Ω = ΩU ×ΩZ ×ΩC ×ΩV ×ΩX ×ΩY , (2.1)
where ΩU is the set of observational units or the population of units, ΩZ is the set of
covariates at the unit-level that still vary given a unit u, ΩC is the set of clusters or
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the population of clusters, ΩV is the set of covariates at the cluster-level that still vary
given a cluster c, ΩX is the set of treatment conditions and ΩY is the set of outcome
components. For single-unit trials that only include covariates that are functions of
the unit variable U and the cluster variable C, e.g., single-unit trials with no time lags
between the selection of units and clusters and the onset of the treatment, the set of
possible outcomes defined in Equation 2.1 is reduced by omitting ΩZ and ΩV :
Ω = ΩU ×ΩC ×ΩX ×ΩY . (2.2)
Since all unit-covariates are determined by the unit u and all cluster-covariates are de-
termined by the cluster c in such designs, ΩZ and ΩV can be omitted in Equation (2.2).
The definition of the probability space does not imply a temporal order of the events in
A, hence, single-unit trials for designs with pre-existing clusters and for designs with
assignment of units to clusters are captured by similar probability spaces.
2.2.2 Filtration
A probability space, in itself, does not imply a time order of the events. However, the
two single-unit trials introduced in Section 2.1 explicitly assumed temporal sequences
of events. In order to represent this time order, the concept of a filtration (Ct)t∈T , a set
of monotonically increasing sub-σ-algebras contained in the set of potential events A,
is introduced.
Specifically, we assume that the set of potential events A of the probability space
(Ω,A, P) contains a filtration (Ct)t∈T of three σ-algebras (for further discussions, see,
H. Bauer, 1981; Steyer et al., 2009). We will conceive of C1 as the σ-algebra generated
by all pre-treatment events, C2 is the σ-algebra generated by all pre-treatment events
and the treatment events and C3 is the σ-algebra generated by all pre-treatment events,
the treatment and the outcome events. We assume that C1 is pre-ordered to both C2
and C3 and that C2 is pre-ordered to C3 (see, Steyer, 1992; Steyer et al., 2009, for a
formal definition of the pre-orderedness relation). The same pre-orderedness relation
holds for all random variables measurable with respect to the corresponding σ-algebras
that we will introduce in the next section. Throughout this thesis, we will assume that
the confounder σ-algebra CX is equal to C1, the σ-algebra of all pre-treatment events
(Steyer et al., 2009).
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Figure 2.1: Venn-diagram of the filtrations (Ct)t∈T and (Dt)t∈T of the single-unit trial
for designs with pre-existing clusters. The random variables Y , X, Z, U, V and C
are presented within the circles of the σ-algebra with respect to which they are first
measurable.
The two single-unit trials introduced above do not differ in the filtration considered
so far. However, they lead to a different time-order of pre-treatment events in C1. For
the multilevel single-unit trial appropriate for designs with pre-existing cluster (as in-
troduced in Section 2.1.1) that starts with selecting a cluster c, C1 contains a filtra-
tion (Dt)t∈T of four σ-algebras: D1 is the σ-algebra generated by the cluster variable
C : Ω→ ΩC,D2 is the σ-algebra generated by the union ofD1 and the cluster-covariate
V : Ω → ΩV , D3 is the σ-algebra generated by the union of D2 and the unit variable
U : Ω → ΩU and D4 is the σ-algebra generated by the union of D3 and the unit-cova-
riate Z : Ω → ΩZ. D4 is obviously identical to the confounder σ-algebra CX. If only
covariates that are functions of the unit variable U or the cluster variable C are consid-
ered, the filtration (Dt)t∈T simplifies accordingly. The filtration for this single-unit trial
is represented as a Venn-diagram in Figure 2.1.
For the second class of single-unit trials appropriate for designs with assignment of
units to clusters as introduced in Section 2.1.2, C1 contains a different filtration (Ft)t∈T :
In this case, F1 is the σ-algebra generated by the unit variable U : Ω → ΩU , F2 is the
σ-algebra generated by the union of F1 and the unit-covariate Z : Ω → ΩZ, F3 is the
σ-algebra generated by the union of F2 and the cluster variable C : Ω → ΩC and F4
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Figure 2.2: Venn-diagram of the filtrations (Ct)t∈T and (Ft)t∈T for the single-unit trial for
designs with assignment of units to clusters. The random variables Y , X, V , C, Z and
U are presented within the circles of the σ-algebra with respect to which they are first
measurable.
is the σ-algebra generated by the union of F3 and the cluster-covariate V : Ω → ΩV .
Once again, EF is identical to the confounder σ-algebra CX. If only covariates that are
functions of the unit variable U or the cluster variable C are considered, the filtration
(Ft)t∈T simplifies accordingly. The filtration for this single-unit trial is represented as a
Venn-diagram in Figure 2.2. While the two single-unit trials differ in the time order of
pre-treatment events as captured by the two different filtrations (Dt)t∈T and (Ft)t∈T , the
resulting confounder σ-algebras CX are equivalent and all further derivations will apply
to both single-unit trials, if not stated otherwise.
2.2.3 Random Variables
We already used random variables implicitly in the introduction of the filtrations in the
previous section and will now further introduce the properties of the random variables
defined upon the probability space. Most generally, random variables are defined as
mappings W : Ω → Ω′, where Ω is the set of possible outcomes and Ω′ is a set con-
taining as a subset the set W(Ω) of possible values of the random variable. A second
condition for a random variable is the existence of a σ-algebra A′ whose inverse image
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is a subset of A (H. Bauer, 1981). In the present case, random variables will either con-
sist of a mapping of Ω onto a subset of Ω or onto R, the set of real numbers including
positive and negative infinity, to represent numerical random variables. We will start
with considering the random variables that represent pre-treatment events whose gen-
erating σ-algebras are part of C1 and, since C1 = CX, of the confounder σ-algebra CX
and then introduce the treatment variable X and the outcome variable Y . An overview
of the random variables and their properties is given in Table 2.1.
The unit variable U is defined as the mapping U : Ω → ΩU , i.e., the mapping of
the set of possible outcomes on the set of all units, that represents with its values which
unit u is drawn. The unit-covariate Z is the mapping Z : Ω → ΩZ that represents
with its values which events z have been realized. For the present purpose, we will
assume that Z is a numerical random variable, i.e., that ΩZ is equal to R. In some
instances, e.g., when there is no time-lag between the sampling of the unit u and the
assessment of the value of the unit-covariate z, the unit-covariate Z can be assumed
to be a deterministic function of the unit variable U, i.e., Z = f (U). However, in
contrast to previous versions of the theory of causal effects (e.g., Steyer et al., 2002)
this is not a necessary assumption. The cluster variable C is the mapping C : Ω→ ΩC
that represent with its values which cluster c has been sampled. C is assumed to be
a discrete random variable, and can also be represented by M indicator variables IC=c,
where (M + 1) is the total number of clusters in the population. The cluster-covari-
ate V is defined as the mapping V : Ω → ΩV that represents with its values which
events v have been realized. In line with our definition of the unit-covariate Z, we will
assume that V is a numerical random variable, i.e., that ΩV is equal toR. The additional
assumption of V being a function of the cluster variable C, i.e., V= f (C), is realistic in
some applications, e.g., when there is no time-lag between the selection of the cluster
and the assessment of the cluster-covariate, but not necessary in the further discussions.
The definitions of the unit-covariate Z and the cluster-covariate V are not restricted
to univariate variables, but include multivariate covariates (see Steyer et al., 2009). It
should be noted, that the unit variable U, the unit-covariate Z, the cluster variable C and
the cluster-covariate V are all variables measurable with respect to CX. This implies that
they are all potential confounders.
The treatment variable X is defined as the mapping X : Ω→ ΩX that represents with
its values which treatment condition j has been realized. We assume that X is a discrete
numerical random variable, i.e., that ΩX is equal toR and that X can be represented with
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Table 2.1: Properties of the random variables defined upon the multilevel probability
space
Random variable Mapping Measurablea Properties
U: unit variable Ω→ ΩU CX, C2, C3
Z: unit-covariate Ω→ ΩZ CX, C2, C3 numerical
C: cluster variable Ω→ ΩC CX, C2, C3 discrete
V: cluster-covariate Ω→ ΩV CX, C2, C3 numerical
X: treatment variable Ω→ ΩX C2, C3 discrete
Y: outcome variable Ω→ ΩY C3 numerical
a Measurable with respect to which sub-σ-algebras of the filtration
(Ct)t∈T
J indicator variables IX= j, where (J +1) is the total number of treatment groups. Finally,
the outcome variable Y is defined as the mapping Y : Ω → ΩY that represents with its
values which events y have been realized. We further assume that Y is a numerical
random variable, i.e., that ΩY is equal toR with finite first- and second-order moments.
Since Y is by definition measurable with respect to the σ-algebra C3, but not with
respect to C2, the treatment variable X is pre-ordered to the outcome variable Y . The
two variables thus fulfill the requirement of the causality space that the putative cause
is prior to the outcome variable in the filtration. Furthermore, all random variables gen-
erated by events in C1, i.e., the unit variable U, the cluster variable C, the unit-covariate
Z and the cluster-covariate V are pre-ordered to both the treatment variable X and the
outcome variable Y . For an extensive discussion of the concept of pre-orderedness of
random variables and its relevance with respect to causal regression models see Steyer
(1992) and Steyer et al. (2009).
Based upon the probability space and the definition of random variables, a large
number of conditional probability and density functions can be defined that characterize
the joint and conditional distributions of these random variables. We will not introduce
them formally in detail here, but note that all random variables have a joint distribution.
All causal inferences refer to the single-unit trial and the dependencies therein.
2.2.4 Conclusion
In the preceding section, we have introduced the mathematical components of the
causality space (Steyer et al., 2009) that we will be considering in the rest of this thesis
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and to which all causal inferences will refer. The causality space consists of (1) the
probability space (Ω,A, P) for the single-unit trials, (2) the filtration of sub-σ-algebras
C1, C2 and C3, (3) the treatment variable X and the outcome variable Y as defined above
and (4) the confounder σ-algebra CX that is, in this case, equal to C1, the σ-algebra in-
duced by all pre-treatment events. We also already noted that the treatment variable X is
pre-ordered to the outcome variable Y due to the pre-orderedness of the two σ-algebras
C2 and C3 in the filtration. We will refer to the quintuple
〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
with the specifications as described above as multilevel causality space and use it as a
basis for all further definitions and derivations.
2.3 Multilevel Properties of Random Variables
In the subsequent section, we will introduce additional properties of random variables
in multilevel random experiments. We start with introducing the decomposition of vari-
ables in between- and within-cluster components and briefly mention some of the ensu-
ing consequences. In addition, we define the intraclass correlation coefficient (ICC) as
an important descriptive concept for multilevel analyses. Finally, we discuss between-
and within-cluster regressive dependencies.
2.3.1 Decomposition of Variables
The decomposition of unit-level variables into between-cluster and within-cluster com-
ponents is an important property of the probability space for multilevel designs. We will
discuss this property very generally referring to an arbitrary numerical random variable
W, its regression on the cluster variable E(W | C) and the corresponding within-cluster
residual variable Ww. The principle applies similarly to the outcome variable Y , the
unit-covariate Z, the cluster-covariate V and the treatment variable X and is useful for
distinguishing between variables at the unit- and at the cluster-level.
Each numerical random variable W with a finite expected value in the random exper-
iment introduced in Section 2.2.3 can always be decomposed into its regression on the
cluster variable E(W |C) and a within-cluster residual Ww ≡ W − E(W |C):
W = E(W |C) + Ww = Wb + Ww, (2.3)
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where Wb is used as abbreviation for the regression E(W | C). This decomposition is
well known in statistical multilevel modeling and contextual analysis (e.g., Croon &
van Veldhoven, 2007; Lüdtke et al., 2008; B. O. Muthén, 1998-2004; Raudenbush &
Bryk, 2002; Snijders & Bosker, 1999). Using conventional terminology (e.g., Snijders
& Bosker, 1999), we will also refer to E(W |C) as the between-component of W —
using the expression Wb as abbreviation for E(W | C) — and to the residual Ww as the
within-component of W. Like every regression, E(W |C) is a function of its regressor C,
i.e., Wb= f (C). The definition of the regression E(W |C) and its residual Ww in Equation
2.3 implies that the following propositions can be derived from regression theory (cf.,
H. Bauer, 1981; Steyer, 2002) and hold without further assumptions. They are made
explicit here for reference and use in other proofs:
E(Ww) = 0, (2.4)
















Without further assumptions, the expected value of the residual Ww is equal to zero
[Equation (2.4)]. The residual Ww is regressively independent of the cluster variable
C [Equation (2.5)]. This implies without further assumptions, that the covariance of
every numerical function f (C) of the cluster variable C and the within-component Ww
is equal to zero [Equation (2.6)]. Since Wb is a function of the cluster variable C, the
covariance of the between-component Wb and the within-component Ww is also equal
to zero [Equation (2.7)]. Furthermore, the expected value of the between-component
E(Wb) is equal to the expected value E(W) [Equation (2.8)]. The between-component
Wb is a latent variable; the empirical cluster means WC=c are fallible measures for the
values of Wb whose reliabilities depend on the number of units sampled from a cluster
and the intraclass correlation coefficient (Lüdtke et al., 2008). The same holds for the
within-component Ww: It is only approximated in samples by the cluster-mean centered
observed scores of W (Enders & Tofighi, 2007).
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2.3.2 Intraclass Correlation Coefficient
An important descriptive quantity of random variables in multilevel random experi-
ments is the intraclass correlation coefficient (ICC, Raudenbush & Bryk, 2002; Sni-
jders & Bosker, 1999). It can be best understood with regard to Equation 2.3. The
ICC of any numerical random variable W with finite expected value is defined as the
coefficient of determination R2W |C of the regression of W on the cluster variable C:





Var [E(W |C)] + Var(Ww)
. (2.9)
By definition, the ICC of cluster-level variables that are functions of the cluster variable
C is equal to one, since Var(Ww) = 0 for these variables. The ICC(W) can also be
interpreted as the reliability of W as a measure for the between-component Wb (see
e.g., Bliese, 2000). The reliability of the empirical cluster means WC=c as measures for
the between-component Wb can be obtained by applying the Spearman-Brown formula
to the reliabilities of W (Bliese, 2000; Snijders & Bosker, 1999):
Rel(WC=c) ≡
nc · ICC(W)
1 + (nc − 1) · ICC(W)
, (2.10)
where nc is the number of units sampled from cluster C=c.
The residual intraclass correlation coefficient rICC(W1 |W2) for an arbitrary numer-
ical random variable W1 with finite expected value with respect to another arbitrary
variable W2 (Snijders & Bosker, 1999) is another important concept in multilevel anal-








W1 − E(W1 |W2)
] . (2.11)
The rICC(W1 | W2) indicates the proportion of the variance of the residual ε ≡ W1 −
E(W1 |W2) due to differences in the conditional expected values of W1 induced by the
cluster variable C.
The design effect is a concept closely related to the ICC(W) and important for the de-
scription of multilevel data generated by repeating the single-unit trial; it is sometimes
also referred to as variance inflation factor (VIF, Hox, 2002; Kish, 1965). The VIF
captures the amount to which standard errors are underestimated in multilevel samples
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if the multilevel structure is neglected. The design effect is approximately
VIF(W) ≈ 1 + (nc − 1) · ICC(W), (2.12)
where nc is the average cluster size in the sample and ICC(W) is the intraclass correla-
tion coefficient of the variable W as defined in Equation 2.9. A residual VIF(W1 | W2)
can also be obtained using the residual intraclass correlation coefficient rICC(W1 |W2)
in Equation (2.12): It approximates by which amount the standard errors are underesti-
mated in regression models that include the covariate W2, but ignore the cluster variable
C.
2.3.3 Within- and Between-Cluster Dependencies
The decomposition of unit-level variables in between- and within-cluster components
is also relevant when regressive (and stochastic) dependencies of a numerical random
variable W1 with a finite expected value and another arbitrary random variable W2 are
considered. Most basically, three types of regressions can be differentiated in a multi-
level random experiment (Snijders & Bosker, 1999): (1) The total regression E(W1 |W2)
that does not take the multilevel structure of the random experiment into account, (2) the
between-cluster regression E(W1b |W2b), i.e., the regression of the between-component
W1b on the between-component W2b and (3) the within-cluster regression E(W1w |W2w),
i.e., the regression of the within-component W1w on the within-component W2w. The
regressions at the within- and the between-cluster level can differ completely; consid-
ering only the regression at one level of aggregation can lead to erroneous conclusions,
a fallacy referred to as Robinson’s (1950) paradox, aggregation bias (Alker, 1969) or
ecological fallacy (Greenland, 1992).
In case of linear regressive dependencies at each level, the regression coefficient βtotal
of the linear regression E(W1 |W2) is a mixture of the regression coefficients βbetween of
the linear regression E(W1b |W2b) and βwithin of the linear regression E(W1w |W2w) (see,
e.g., Snijders & Bosker, 1999, Chapter 3):
βtotal = ICC(W2) · βbetween + [1 − ICC(W2)] · βwithin. (2.13)
Considering the regression E(W1 |W2) is only appropriate if the regression coefficients
βbetween and βwithin are equal, i.e., if the regressive dependency of W1 on W2 is the same
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within and between clusters. Also, if the ICC(W2) is equal to zero, i.e., if W2 is re-
gressively independent of the cluster variable C, or if the ICC(W2) is equal to one,
i.e., if W2 is constant given the cluster variable C, it is not necessary to model the
between- and within-cluster components separately (Snijders & Bosker, 1999). Other-
wise, the effects of W2b and W2w have to be modeled separately in a multilevel regression
E(W1 |W2b,W2w) to avoid the risk of reaching misleading conclusions based on the re-
gressive dependencies of W1 on W2. A similar decomposition applies to the regression
weights of product variables that represent interaction effects (Enders & Tofighi, 2007).
To further complicate matters, models have to take into account that Wb is a latent
variable whose values are only approximated (measured with error) by the empirical
cluster means [see Equation (2.10)]. If the empirical cluster means are used in regres-
sion models instead of the true values of the latent variable Wb, the estimated regression
weight β̂between is biased (Asparouhov & Muthén, 2006; Croon & van Veldhoven, 2007;
Lüdtke et al., 2008):





ICC(W2) + [1 − ICC(W2)] /nc
, (2.14)
where nc is the average sample size per cluster. The bias depends on the difference
of regression weights βwithin and βbetween and becomes stronger with smaller average
cluster sizes and a smaller ICC(W2)-values of the predictor variable W2. Again, regres-
sion weights of product variables that use the empirical cluster means suffer from the
same bias. We will show the importance of the decomposition of unit-level variables in
between- and within-cluster components and the biased estimation of regressive effects
of between-components for the identification and estimation of the average causal ef-
fect in Chapters 4 and 5, when we develop generalized ANCOVAs for different types
of multilevel designs and and discuss their implementation in statistical models.
2.4 Causal Effects
In this section, we define several causal effects of the treatment following Steyer et al.
(2009) and apply their definitions to the specifics of multilevel designs. Throughout
this section, we will refer to the multilevel causality space
〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
introduced in Section 2.2. We start with defining the true-outcome variable and the
true-effect variable as basic building blocks of the theory of causal effects. We then in-
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troduce average causal effects as the unconditional expected values of true-effect vari-
ables and conditional causal effects given a value of another variable as conditional
expected values of true-effect variables. We will then show how true-yields and in-
dividual causal effects — similar to the definitions of Rubin (1974, 1977, 1978) and
Neyman (1923/1990) — and cluster-specific potential-outcomes and individual causal
effects — similar to the definitions of Gitelman (2005) — are represented within the the-
oretical framework. Finally, we specifically introduce conditional causal effects given
covariates measurable with respect to the confounder σ-algebra CX.
2.4.1 True-Outcome Variables and True-Effect Variables
In the definition of both the true-outcome variable and the true-effect variable, we will
refer to the σ-algebra CX with respect to which all pre-treatment variables, including
the unit variable U and the cluster variable C, are measurable. We use CX to define
unbiased treatment effects on the most fine-grained level — by conditioning on all po-
tential confounders. The true-outcome variable τ j is defined as the P-unique extension
of the CX-conditional expectation of the outcome variable Y given X= j to Ω (Steyer et
al., 2009):
τ j ≡ E ◦X= j(Y | CX). (2.15)
In contrast to the conditional expectation EX= j(Y | CX) that is uniquely defined almost
surely only on the subset of events {X= j} ⊂ Ω and has arbitrary values for all other
events, the extension is defined almost surely for all events in Ω. It is, in fact, a special
version of EX= j(Y | CX). The extension and the conditional expectation EX= j(Y | CX)
share their values within {X= j}. For further details and a discussion of the properties of
the extension see Steyer et al. (2009).
The true-effect variable δ jk of treatment j compared to treatment k is defined in a
similar vein (see Steyer et al., 2009)
δ jk ≡ E ◦X= j(Y | X= j,CX) − E
◦
X=k(Y | X=k,CX) = τ j − τk, (2.16)
as the difference between the true-outcome variables τ j and τk in two treatment con-
ditions. The values of the true-effect variable δ jk are the most fine-grained treatment
effects, because CX is the σ-algebra generated by all pre-treatment variables that could
potentially confound the relation between the treatment X and the outcome variable Y .
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Although, the values of the true-effect variables δ jk, are the basic building blocks of
the general theory of causal effects and contain the information most desired in appli-
cations (e.g., the treatment effect for a specific unit u with a specific unit-covariate z
in a specific cluster c), they cannot — in general — be identified in applications, since
the value y of the outcome variable Y can only be observed in one treatment condition
concurrently. This problem is even exacerbated by the general definition of causal ef-
fects, since it also applies to all random variables and events measurable with respect
to CX. This is why, we are now turning to average causal effects and conditional causal
effects that — under specific conditions — can be identified by empirically estimable
quantities.
2.4.2 Average Causal Effects and Conditional Causal Effects
Using the true-effect variable δ jk, we can now define the average causal effect ACE jk of
treatment j compared to treatment k as follows (Steyer et al., 2009):
ACE jk ≡ E(δ jk). (2.17)
The average causal effect ACE jk of treatment j compared to treatment k is the ex-
pected value of the respective true-effect variable δ jk. The definition of the ACE jk in
Equation (2.17) and the definition of δ jk as the difference between the respective true-
outcome variables τ j and τk in Equation (2.16) imply that
ACE jk = E(τ j) − E(τk), (2.18)
i.e., the average causal effect ACE jk is equal to the difference of the expected values of
the corresponding true-outcome variables τ j and τk (cf. Steyer et al., 2009).
Conditional causal effects given the value w of an arbitrary variable W that is mea-
surable with respect to CX are defined by Steyer et al. (2009)
CCE jk ; W=w ≡ E(δ jk |W=w), (2.19)
as the conditional expected value of the corresponding true-effect variable δ jk with re-
spect to a value w of W.
The conditional causal effects CCE jk ; W=w given a value w of the variable W are the
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values of the conditional causal effect function (Steyer et al., 2009)
CCE jk ; W = E(δ jk |W), (2.20)
the regression of the true-effect variable δ jk on W. We will introduce conditional causal
effects and conditional causal effect functions for specific variables measurable with
respect to CX in the next sections.
The expected value of the conditional causal effect function is equal to the (uncondi-
tional) average causal effect ACE jk, as can be easily derived using standard regression
algebra (Steyer et al., 2009):





= E(δ jk) (2.22)
= ACE jk. (2.23)
We will take advantage of this equality in the development of adjustment models for
non-randomized designs introduced in Chapters 4 and 5.
2.4.3 Individual and Cluster-Specific Causal Effects
Steyer et al. (2009) showed that potential-outcomes, true-yields and individual causal
effects — used as building blocks in the theoretical accounts of Rubin (1974, 1977,
1978) and Neyman (1923/1990) — can be biased if there are covariates that are not
functions of the unit variable. In this case the aforementioned concepts no longer con-
stitute the most fine-grained definitions of treatment effects. Based on the true-effect
variables [see Equation (2.15)], Steyer et al. introduced individual causal effects as
conditional effects that are already corrected for the influence of other events and co-
variates. We will follow their presentation and additionally apply their logic to cluster-
specific potential-outcomes and cluster-specific individual causal effects to accommo-
date Gitelman’s (2005) definitions. At the end of the section, we will briefly discuss
the consequences of the choice of the single-unit trial for the definitions and relations
of these concepts.
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Definitions
Neyman (1923/1990) defined the individual causal effect of treatment j compared to
treatment k on the unit u as difference between the true yields, the conditional expected
values of the outcome variable Y given the unit and the treatment condition (cf. Steyer
et al., 2009)
Neyman’s ICE jk ≡ E(Y | X= j,U=u) − E(Y | X=k,U=u). (2.24)
In contrast to the true-effect variables that are defined conditional upon all potential
confounders measurable with respect to CX, the true yields — and, hence, the individual
causal effect — as defined by Neyman (1923/1990) can be biased if there are covariates
that are not functions of the unit variable (see Steyer et al., 2009, for examples). The
potential-outcome variable introduced by Rubin (1974, 1977, 1978) is a special case
of the true-yield variable EX= j(Y | U) where the conditional variances Var X= j(Y | U)
are equal to zero and the outcome variable Y is deterministically determined by the
unit variable U and the treatment variable X. Hence, Rubin’s definition of an individual
causal effect as a difference between potential outcomes suffers from the same problems
as Neyman’s definition.
Within the general theory of causal-effects, an unbiased individual causal effect
δ jk ; U=u of treatment j compared to treatment k for unit u is defined as the (U=u)-
conditional expected value of the true-effect variable δ jk (Steyer et al., 2009)
δ jk ; U=u ≡ E(δ jk | U=u) = CCE jk ; U=u, (2.25)
which is equivalent to the u-conditional causal effect CCE jk ; U=u. Similarly, the indivi-
dual causal effect variable δ jk ; U whose values are the individual causal effects δ jk ; U=u
is defined as the regression of the true-effect variable δ jk on the unit variable U
δ jk ; U ≡ E(δ jk | U) = CCE jk ; U , (2.26)
and is, conceptually, the U-conditional causal effect function CCE jk ; U .
Gitelman (2005) introduced cluster-specific potential outcomes as expected values
of the outcome variable Y given the unit u, cluster c and treatment condition x. In
line with Rubin’s (1974, 1977, 1978) conception of potential outcome variables, she
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assumed that the conditional variance Var X= j(Y | U,C) of the outcome variable Y is
equal to zero and Y is deterministically determined by the unit variable U, the cluster
variable C and the treatment variable X. Cluster-specific individual causal effects after
Gitelman (2005) are then defined as differences between the cluster-specific potential
outcomes. They capture the interaction between the cluster variable C and the unit
variable U, but — since they again are defined as conditional expected values of Y only
upon a subset of the potential confounders in CX — can be biased.
Again, cluster-specific individual causal effects that capture the interaction between
the cluster variable C and the unit variable U and are always unbiased can be easily
defined as conditional causal effects in the general theory of causality of Steyer et al.
(2009): The cluster-specific individual causal effect δ jk ; U=u,C=c of treatment j compared
to treatment k on unit u in cluster c is defined as the (C=c)- and (U=u)-conditional
expected value of the true-effect variable δ jk
δ jk ; U=u,C=c ≡ E(δ jk | U=u,C=c) = CCE jk ; U=u,C=c. (2.27)
The cluster-specific individual causal effect variable δ jk ; U,C=c is defined as the extension
of the (C=c)-conditional regression of the true-effect variable δ jk on the unit variable
U:
δ jk ; U,C=c ≡ E ◦C=c(δ jk | U) = CCE jk ; U,C=c. (2.28)
Finally, the individual causal effect cluster function δ jk ; U,C is defined as the regression
of the true-effect variable δ jk on the unit variable U and the cluster variable C:
δ jk ; U,C ≡ E(δ jk | U,C) = CCE jk ; U,C. (2.29)
Individual causal effect functions δ jk ; U,C are related to their U-conditional counter-
parts by the following simple equation:
δ jk ; U = E(δ jk ; U,C |U). (2.30)
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The equality postulated in Equation (2.30) can be derived as follows:





E ◦X= j(Y | CX) − E
◦




Eq. (2.16) and (2.29)
= E
[
E ◦X= j(Y | CX) − E
◦
X=k(Y | CX) | U
]
Rule (vi), Steyer (2002)
= δ jk ; U Eq. (2.25).
Relation to Single-Unit Trials
The choice of one of the single-unit trials introduced in Section 2.1 has consequences
for the interpretation of individual causal effects δ jk ; U=u and cluster-specific individual
causal effects δ jk ; U=u,C=c. If the single-unit trial for pre-existing clusters (as introduced
in Section 2.1.1) is considered, in which every unit can only appear within a specific
cluster, the cluster-specific individual causal effects δ jk ; U=u,C=c are equal to the cor-
responding individual causal effects δ jk ; U=u. If there are no other potential confounders
that are not functions of the unit variable U — e.g., in designs with no time-lags between
the sampling of the cluster, the unit and assignment to treatment conditions — the indi-
vidual effect variable δ jk ; U is equal to the true-effect variable δ jk and the unit variable
U is the only potential confounder included in the confounder σ-algebra CX.
If the single-unit trial for designs with assignment of units to clusters (as introduced
in Section 2.1.2) is considered, the cluster-specific individual causal effects δ jk ; U=u,C=c
can assume different values in every cluster c. If units are not assigned to clusters with
equal probabilities, the cluster variable C can confound the individual causal effects
δ jk ; U=u and has to be considered in the atomic stratification among other covariates that
are not functions of the unit variable U. If there are no other potential confounders
that are neither a function of the unit variable U nor of the cluster variable C — e.g.,
in designs in which the sampling of a unit and the assignment to clusters happens im-
mediately before the onset of the treatment — only these two variables are potential
confounders measurable with respect to CX; the cluster-specific individual causal effect
function δ jk ; U,C is equal to the true-effect variable δ jk. We will return to the discussion of
the consequences of the different single-unit trials for the definition of cluster-specific
individual causal effects in Chapter 3.
2.4 Causal Effects 42
2.4.4 Specific Conditional Effects
In this section, we will exemplify some specific conditional causal effects CCE jk ; W=w of
treatment j compared to treatment k given W=w — originally defined in Equation (2.19)
— using the random variables measurable with respect to the confounder σ-algebra CX.
In contrast to the individual causal effects introduced in the previous section, the follow-
ing conditional causal effects are empirically identifiable under some conditions. All
effects will be directly defined as conditional causal effect functions similar to Equa-
tion (2.20) whose values are the corresponding conditional causal effects.
We start by introducing the unit-covariate conditional causal effect function CCE jk ; Z
CCE jk ; Z = E(δ jk | Z), (2.31)
whose values are the average causal effects conditional on values z of the unit-covari-
ate Z. The unit-covariate conditional causal effect function CCE jk ; Z is defined as the
regression of the true-effect variable δ jk on the unit-covariate Z. The expected value of
the Z-conditional causal effect function CCE jk ; Z is equal to the average causal effect
ACE jk:
ACE jk = E(CCE jk ; Z). (2.32)
In the context of multilevel designs, the causal effects conditional on the cluster vari-
able and the resulting cluster conditional causal effect function CCE jk ; C are of special
interest. Since C is conceptually similar to any other variable measurable with respect
to CX, these effects are easily defined as
CCE jk ; C ≡ E(δ jk |C). (2.33)
The cluster conditional causal effect function CCE jk ; C is simply the regression of the
true-effect variable δ jk on the cluster variable C. The values of this function represent
the effects of treatment j compared to treatment k in different clusters. If Var(CCE jk ; C)
> 0, the conditional causal effects differ between clusters; there is an interaction be-
tween the treatment variable X and the cluster variable C.
Closely related to the cluster-conditional causal effect function CCE jk ; C and its vari-
ance is the intraclass correlation coefficient ICC(δ jk) of the true-effect variable δ jk,
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Var(CCE jk ; C)
Var(δ jk)
. (2.34)
The ICC(δ jk) indicates which proportion of the variance of the true-effect variable δ jk
is due to the regression of δ jk on the cluster variable C. The higher ICC(δ jk), the more
variance of δ jk is explained by the cluster variable C, the more similar are the values of
the δ jk within a cluster.
While the cluster conditional causal effects may be of interest on their own in some
applications — e.g., when site-specific treatment effects in multisite trials are the focus
of analyses and inferences (Seltzer, 2004) — they are also important parts of adjust-
ment procedures for multilevel designs with treatment assignment at the unit-level dis-
cussed in Chapter 4. The expected value of the cluster conditional causal effect function
CCE jk ; C is equal to the average causal effect ACE jk:
ACE jk = E(CCE jk ; C). (2.35)
Three additional conditional causal effect functions need to be introduced here, be-
cause of their important role for the development of adjustment models in Chapters 4
and 5: The first is the unit-covariate cluster conditional causal effect function CCE jk ; Z,C:
CCE jk ; Z,C ≡ E(δ jk | Z,C). (2.36)
It is defined as the regression of the true-effect variable δ jk on the unit-covariate Z and
the cluster variable C. The expected value of the cluster-specific conditional causal
effect function CCE jk ; Z,C is equal to the average causal effect ACE jk:
ACE jk = E(CCE jk ; Z,C). (2.37)
Next, the cluster-covariate conditional causal effect function CCE jk ; V is defined as
CCE jk ; V ≡ E(δ jk | V), (2.38)
or as the regression of the true-effect variable δ jk on the cluster-covariate V . The ex-
pected value of the cluster-covariate conditional causal effect function CCE jk ; V is equal
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to the average causal effect ACE jk:
ACE jk = E(CCE jk ; V). (2.39)
Finally, we introduce the unit-covariate cluster-covariate conditional causal effect
function CCE jk ; Z,V , which is crucial for the development of adjustment procedures in
non-randomized multilevel designs, as
CCE jk ; Z,V ≡ E(δ jk | Z,V). (2.40)
The unit-covariate cluster-covariate conditional causal effect function CCE jk ; Z,V is de-
fined as the regression of the true-effect variable on both the unit-covariate Z and the
cluster-covariate V . An important descriptive concept is the residual intraclass correla-
tion coefficient rICC(δ jk | Z, V) of the conditional causal effect function CCE jk ; Z,V . In
line with Equation (2.11), it is defined as
rICC(δ jk | Z,V) =
Var
[




δ jk − E(δ jk | Z,V)
] . (2.41)
The residual intraclass correlation coefficient rICC(δ jk | Z,V) indicates the proportion
of the residual variance of the true-effect variable δ jk that is due to the cluster variable
C after taking the regressive effects of the unit-covariate Z and the cluster-covariate V
into account.
Once more, the expected value of the conditional causal effect function CCE jk ; Z,V
conditional on the unit-covariate Z and the cluster-covariate V is equal to the average
causal effect ACE jk as defined in Equation (2.17):
ACE jk = E(CCE jk ; Z ,V). (2.42)
The equalities introduced in Equations (2.32), (2.35) and (2.42) are central to the de-
velopment of adjustment methods for non-randomized multilevel designs in Chapters 4
and 5. Once it is possible to identify the conditional effect function by empirically
estimable quantities, the expected value of the conditional effect function and thus an
identifier of the average causal effect ACE jk can be obtained. This is why we introduce
the prima-facie effects PFE jk in the next section.
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2.5 Prima-Facie Effects
While true-effect variables, average and conditional causal effects are the building
blocks of the theory of causal effects and the central causal estimanda in evaluation
studies, they are in general not identified by empirically estimable concepts without
further assumptions. In the following section, we introduce the conditional expected
values of the outcome variable Y and their differences — the prima-facie effects (PFE,
Holland, 1986) — that can always be estimated by the corresponding means of the out-
come variable Y in the treatment groups under the usual distributional assumptions. In
Section 2.6, we will further introduce and discuss the conditions under which the PFEs
are equal to average or conditional causal effects. Once more, we are referring to the
multilevel causality space
〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
introduced in Section 2.2.
2.5.1 The Unconditional Prima-Facie Effect
The prima-facie effect PFE jk of treatment j compared to treatment k is defined as the
difference between the conditional expected values of the outcome variable Y in treat-
ment group j and in treatment group k (Holland, 1986; Steyer et al., 2009):
PFE jk ≡ E(Y | X= j) − E(Y | X=k). (2.43)
The prima-facie effect PFE jk can always be estimated by the difference between the
means of the outcome variable Y in the respective treatment groups. Without further
assumptions, the PFE jk does not have a causal interpretation; it is simply the effect of
the treatment variable “at first sight” (Holland, 1986, p. 949). In fact, it can be shown
that the prima-facie effect PFE jk can always be decomposed into the average causal
effect ACE jk and two bias components, the baseline bias jk and the effect bias jk, which
depend on the dependencies of the true-outcome variable τk and the true-effect variable
δ jk with the treatment variable X (Steyer et al., 2009)
PFE jk = ACE jk + baseline bias jk + effect bias jk. (2.44)
The prima-facie effect PFE jk will only be equal to the average causal effect ACE jk, if
the baseline bias jk and the effect bias jk are both equal to zero or cancel each other out.
Otherwise the PFE jk is just what it name implies — an effect at first sight — but not the
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average causal effect of treatment j compared to treatment k. A similar decomposition
is also possible for the various conditional prima-facie effects that we will introduce
next; this time into the conditional causal effects CCE jk ; W=w and the corresponding
conditional baseline bias jk ; W=w and conditional effect bias jk ; W=w.
2.5.2 Conditional Prima-Facie Effects
In this section, we introduce a variety of conditional prima-facie effects that can be used
to identify conditional causal effects under the appropriate assumptions. We start with
the prima-facie effects conditional on a value (Z=z) of the unit-covariate, PFE jk ; Z=z.
They are defined as the difference between the z-conditional expected values of the
outcome variable Y in treatment conditions j and k (Steyer et al., 2009):
PFE jk ; Z=z ≡ E(Y | X= j,Z=z) − E(Y | X=k,Z=z). (2.45)
The unit-covariate conditional prima-facie effects PFE jk ; Z=z are the values of the unit-
covariate conditional prima-facie effect function PFE jk ; Z, that is defined as the differ-
ence between the extensions of the treatment specific regressions of Y on Z toΩ (Steyer
et al., 2009)
PFE jk ; Z ≡ E ◦X= j(Y |Z) − E
◦
X=k(Y |Z). (2.46)
As in the definition of the true-outcome variable in Equation (2.15), the extension
E ◦X= j(Y |Z) of the treatment specific regression EX= j(Y |Z) toΩ is defined almost surely
for all events in Ω and is, in fact, a special version of EX= j(Y |Z) to which all of the
algebraic rules for conditional regressions apply.
While the definitions of unconditional and conditional prima-facie effects in Equa-
tions (2.43) and (2.45) are meaningful in the context of multilevel designs, statistical
inferences about group means have to take the multilevel structure of the random ex-
periment into account, if the intraclass correlation coefficient ICC(Y) or the residual
intraclass correlation coefficient rICC(Y | Z) of the outcome variable Y are not equal to
zero (see, e.g., Hedges, 2007a; Murray, 1998, 2001; Snijders & Bosker, 1999).
In order to further accommodate the clustered structure of multilevel designs, we
introduce cluster conditional prima-facie effects PFE jk ; C=c as the difference between
the cluster specific expected values of the outcome variable Y in the treatment groups j
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and k:
PFE jk ; C=c ≡ E(Y | X= j,C=c) − E(Y | X=k,C=c). (2.47)
The cluster conditional prima-facie effects PFE jk ; C=c can be estimated by the mean
difference between treatment groups in cluster c. Similarly, the cluster conditional
prima-facie effect function PFE jk ; C, whose values are the cluster specific prima-facie
effects PFE jk ; C=c, is defined as the difference between the extensions of the treatment-
group specific regressions of the outcome variable Y on the cluster variable C to Ω:
PFE jk ; C ≡ E ◦X= j(Y |C) − E
◦
X=k(Y |C). (2.48)
In a similar vein, the cluster-covariate conditional prima-facie effects PFE jk ; V=v and
the respective cluster-covariate conditional prima-facie effect function PFE jk ; V are de-
fined:
PFE jk ; V=v ≡ E(Y | X= j,V=v) − E(Y | X=k,V=v) (2.49)
PFE jk ; V ≡ E ◦X= j(Y |V) − E
◦
X=k(Y |V). (2.50)
The unit-covariate cluster conditional prima-facie effect function PFE jk ; Z,C is de-
fined as:
PFE jk ; Z ,C ≡ E ◦X= j(Y |Z,C) − E
◦
X=k(Y |Z,C). (2.51)
Finally, it is straightforward to include the cluster-covariate V in a definition of prima-
facie effects and establish cluster-covariate unit-covariate conditional prima-facie ef-
fect function PFE jk ; Z ,V :
PFE jk ; Z ,V ≡ E ◦X= j(Y |Z,V) − E
◦
X=k(Y |Z,V). (2.52)
2.6 Unbiasedness and its Sufficient Conditions
Unbiasedness of either the treatment regression E(Y | X) or the unit-covariate-treatment
regression E(Y | X,Z) are the weakest causality conditions under which average causal
effects or conditional causal effects can be identified with the respective unconditional
or conditional prima-facie effects (Steyer et al., 2009). If the treatment regression
E(Y | X) is unbiased, the difference between the means of the outcome variable Y in the
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treatment and the control group is an estimator of the average causal effect. Unbiased-
ness of the covariate-treatment regression E(Y | X,Z) is the precondition for applying
adjustment methods such as the generalized ANCOVA and for identifying the uncon-
ditional average causal effects in conditionally randomized and quasi-experimental de-
signs. In this section, we first define unbiasedness of both E(Y | X) and E(Y | X,Z). We
then extend the concept of unbiasedness to the cluster-treatment regression E(Y | X,C),
the cluster-covariate-treatment regression E(Y | X,V), the unit-covariate-cluster-treat-
ment regression E(Y | X,Z,C) and the unit-covariate-cluster-covariate-treatment regres-
sion E(Y | X,Z,V). In the second part of the section, we will introduce and discuss three
sufficient conditions for unbiasedness: (1) stochastic independence, (2) homogeneity
and (3) unconfoundedness. In all definitions, we refer to the multilevel causality space〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
introduced in Section 2.2.
2.6.1 Unbiasedness
Unbiasedness is the weakest of the causality criteria introduced by Steyer et al. (2009):
It has no testable implications and does not generalize to subpopulations. Nevertheless,
unbiasedness — with the additional structural components of a causality space — dis-
tinguishes a causal regression from an ordinary regression, which, in general, has no
causal meaning. Under unbiasedness, the empirically estimable regressions E(Y | X)
or E(Y | X,W) can be used to obtain average causal effects whose defining components
— the true-effect variables — are not directly accessible in applications. Unbiasedness
implies that the two biases introduced in Equation (2.44) cancel each other out or are
both equal to zero.
Steyer et al. (2009) define unbiasedness of the treatment regression E(Y | X) as fol-
lows:
E(Y | X= j) = E(τ j) for all values j of X. (2.53)
The treatment regression E(Y | X) is unbiased, if the (X= j)-conditional expected value
of the outcome variable Y is equal to the expected value of the true-outcome variable
τ j in all treatment groups j. If the treatment regression E(Y | X) is unbiased, the prima-
facie effect PFE jk — defined as the difference between two values of the treatment
regression in Equation (2.43) — is also unbiased and equal to the average causal effect
ACE jk. This also implies that the difference in the means of the outcome variable Y in
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treatment groups j and k is an unbiased estimator of the average causal effect ACE jk
under the usual assumption of independently and identically distributed observations.
A weaker, but important assumption, is unbiasedness of the unit-covariate-treatment
regression E(Y | X,Z) (Steyer et al., 2009):
E ◦X= j(Y |Z) = E(τ j |Z) a.s. for all values j of X. (2.54)
The unit-covariate-treatment regression E(Y | X,Z) is unbiased, if the extension of the
(X= j)-conditional regression of the outcome variable Y on the unit-covariate Z is equal
to the regression of the true-outcome variable τ j on the unit-covariate Z in all treatment
conditions j. If the unit-covariate-treatment regression E(Y | X,Z) is unbiased, the Z-
conditional prima-facie effect function PFE jk ; Z is equal to the Z-conditional causal
effect function CCE jk ; Z and can be used to identify the values of this function.
In order to include the cluster variable C in the definitions of unbiasedness, we define
unbiasedness of the cluster-treatment regression E(Y | X,C) as follows:
E ◦X= j(Y |C) = E(τ j |C) for all values j of X. (2.55)
The cluster-treatment regression E(Y | X,C) is unbiased, if the extension of the (X= j)-
conditional regression of the outcome variable Y on the cluster variable C is equal to
the regression of the true-outcome variable τ j on the cluster variable C for all treatment
conditions j.
Another definition of unbiasedness refers to the cluster-covariate-treatment regres-
sion E(Y | X,V). Unbiasedness of the cluster-covariate-treatment regression E(Y | X,V)
is defined as follows:
E ◦X= j(Y |V) = E(τ j |V) a.s. for all values j of X. (2.56)
The cluster-covariate-treatment regression E(Y | X,V) is unbiased, if the extension of
the (X= j)-conditional regression of the outcome variable Y on the cluster-covariate V is
equal to the regression of the true-outcome variable τ j on the cluster-covariate V in all
treatment conditions j. In this definition, we do not require unbiasedness with respect
to the cluster variable C, but with respect to the cluster-covariate V . It should be noted
that the between-component of the unit-covariate Z is a cluster-covariate V that is a
deterministic function of the cluster variable C (see also Section 2.3).
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In the next step, we introduce a definition of unbiasedness that includes the unit-
covariate Z and the cluster variable C. We define unbiasedness of the unit-covariate-
cluster-treatment regression E(Y | X,Z,C) as:
E ◦X= j(Y |Z,C) = E(τ j |Z,C) a.s. for all values j of X. (2.57)
The unit-covariate-cluster-treatment regression E(Y | X,Z,C) is unbiased if the exten-
sion of the (X= j)-conditional regression of the outcome variable Y on the unit-covariate
Z and the cluster variable C is equal to the regression of the true-outcome variable τ j
on the unit-covariate Z and the cluster variable C.
Finally, we introduce unbiasedness of the unit-covariate-cluster-covariate-treatment
regression E(Y | X,Z,V) as a slightly stronger condition for causal unbiasedness:
E ◦X= j(Y |Z,V) = E(τ j |Z,V) a.s. for all values j of X. (2.58)
Unbiasedness of the unit-covariate-cluster-covariate-treatment regression E(Y | X,Z,V)
holds if the extension of the (X= j)-conditional regression of the outcome variable Y
on the unit-covariate Z and the cluster-covariate V is equal to the regression of the
true-outcome variable τ j on the unit-covariate Z and the cluster-covariate V . In this
final definition of unbiasedness, we do not require unbiasedness with respect to cluster
variable C and the unit-covariate Z, but only with respect to the cluster-covariate V
and the unit-covariate Z. Again, it should be noted that the between-component of the
unit-covariate Z is a cluster-covariate V that is a deterministic function of the cluster
variable C (see also Section 2.3).
We will use the definition of unbiasedness of the unit-covariate-cluster-covariate-
treatment regression E(Y | X,Z,V) extensively in the development of adjustment mo-
dels for non-randomized multilevel designs in Chapters 4 and 5. In these derivations,
we will use the identities of the conditional prima-facie effect functions PFE jk ; Z,V
and PFE jk ; Z,C and the respective conditional causal effect functions CCE jk ; Z,V and
CCE jk ; Z,C that are implied by unbiasedness of E(Y | X,Z,V). Since the expected value
of the conditional causal effect functions CCE jk ; W is equal to the average causal effect
ACE jk [see Equation (2.42)] the average causal effect can be estimated, once the con-
ditional causal effect function CCE jk ; W has been identified with the conditional prima-
facie effect function PFE jk ; W .
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2.6.2 Sufficient Conditions for Unbiasedness
We will now introduce sufficient conditions for unbiasedness and discuss their rele-
vance for causal inference in multilevel between-group designs. We will restrict our
discussion to stochastic independence of the treatment variable X and the confounder
σ-algebra CX, to homogeneity and, finally, to unconfoundedness as the weakest testable
sufficient condition for unbiasedness. The proofs that these conditions are sufficient for
unbiasedness are given in Steyer et al. (2009), as are other and weaker sufficient con-
ditions for unbiasedness and a detailed discussion of the implicative relations between
them.
Stochastic Independence
The first sufficient condition for unbiasedness of the treatment regression E(Y | X) is
stochastic independence of the treatment variable X and the confounder σ-algebra CX,
abbreviated X ⊥ CX (Steyer et al., 2009)
P(X= j | CX) = P(X= j) for all values j of X. (2.59)
The discrete treatment variable X and the confounder σ-algebra CX are independent, if
and only if the conditional probability functions P(X= j | CX) are constant and do not
depend on CX for all treatment groups. Independence of the treatment variable X and
the confounder σ-algebra CX implies unbiasedness of the treatment regression E(Y | X)
(for the proof, see Steyer et al., 2009).
A second, weaker assumption is stochastic independence of X and the confounder
σ-algebra CX conditional upon an arbitrary variable W measurable with respect to CX,
abbreviated X ⊥ CX |W (Steyer et al., 2009)
P(X= j | CX) = P(X= j |W) for all values j of X. (2.60)
The discrete treatment variable X and the confounder σ-algebra CX are W-conditionally
independent, if and only if the conditional probability functions P(X= j | CX) only de-
pend on W and not on other random variables or events measurable with respect to
CX. W-conditional independence of the treatment variable X and the confounder σ-
algebra CX implies unbiasedness of the corresponding covariate-treatment regression
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E(Y | W, X). In applications, any of the variables measurable with respect to CX (or
combinations thereof) can take the place of W to indicate unbiasedness of the corre-
sponding regression. Specifically, conditional independence of the treatment variable
X and the confounder σ-algebra CX with respect to the cluster variable C (abbreviated
X ⊥ CX |C), the unit-covariate Z and the cluster-covariate V (abbreviated X ⊥ CX |Z,V)
and the unit-covariate Z and the cluster variable C (abbreviated X ⊥ CX | Z,C) are im-
portant conditional independence conditions that we will return to when we introduce
a variety of conditionally randomized experimental designs in Chapter 3.
Substantively, both unconditional and conditional independence are important con-
ditions for unbiasedness. Unconditional stochastic independence of X and CX holds,
if units or clusters are assigned randomly and with equal treatment probabilities to
treatment conditions — in this case treatment probabilities do not depend on any of
the potential confounders. Conditionally randomized assignment of units or clusters
to treatment conditions — assigning them to treatment conditions with equal proba-
bilities given the values of corresponding covariates — leads to conditional stochastic
independence of X and CX: Treatment probabilities do not depend on any of the po-
tential confounders conditional on the covariates used for conditional randomization.
The two independence conditions are also important for quasi-experimental designs in
which treatment assignment is not under the control of the experimenter: In these de-
signs, the challenge is to identify all covariates that govern the treatment assignment
process, to ensure that conditional independence holds with respect to other observed
or unobserved confounders. We will discuss different randomized and conditionally
randomized as well as quasi-experimental between-group multilevel designs in more
detail in Chapter 3.
Homogeneity
A second sufficient condition for unbiasedness is homogeneity of the treatment regres-
sion E(Y | X) with respect to the confounder σ-algebra CX, abbreviated Y ` CX | X
(Steyer et al., 2009)
E(Y | X,CX) = E(Y | X). (2.61)
The treatment regression E(Y | X) is homogeneous, if the variables and events repre-
sented by the confounder σ-algebra CX do not influence the conditional expected values
of the outcome variable Y given the values of the treatment variable. Homogeneity of
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E(Y | X) implies unbiasedness of E(Y | X) (for the proof, see, Steyer et al., 2009).
Once again, homogeneity can also be defined with respect to the regression of the
outcome variable Y on the treatment variable X and any other pre-treatment variable W
measurable with respect to CX, abbreviated Y ` CX | X,W, (Steyer et al., 2009)
E(Y | X,CX) = E(Y | X,W). (2.62)
The covariate-treatment regression E(Y |X,W) is W-conditionally homogeneous, if none
of the random variables and events measurable with respect to the confounderσ-algebra
CX influences the conditional expected values of the outcome variable Y over and above
the treatment variable X and the covariate W. Homogeneity of E(Y | X,W) implies
unbiasedness of E(Y |X,W). Again, we are using the random variable W as a placeholder
for any pre-treatment variable measurable with respect to CX and the corresponding pre-
treatment-variable-treatment regressions. Specifically, conditional homogeneity with
respect to the unit-covariate Z, the cluster-covariate V and the cluster variable C and
combinations of them are important concepts in multilevel designs.
Unconfoundedness
In the two previous sections, we introduced stochastic independence and homogeneity
as two sufficient conditions for unbiasedness. These conditions imply that both biases
of the average causal effect — the baseline bias and the effect bias — are zero. Un-
confoudedness, another sufficient condition for unbiasedness, is the weakest falsifiable
condition implying unbiasedness: However, it only implies that baseline and effect bias
cancel each other. In contrast to unbiasedness, unconfoundedness generalizes to sub-
populations. Furthermore, unconfoundedness implies not only that the average causal
effects are equivalent to the prima-facie effects, but that they are also equal to the ex-
pected values of the prima-facie effects in subpopulations — two properties that we
will use in the discussion of adjustment models for designs with treatment assignment
at the cluster-level in Chapter 5. Unconfoundedness and its implications are extensively
discussed by Steyer et al. (2009); we will summarize the relevant parts for multilevel
designs here, but refer the reader to this exhaustive treatment.
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In line with Steyer et al. (2009), the regression E(Y | X) is unconfounded if either
(a) P(X= j | CX) = P(X= j) a.s.
or (2.63)
(b) E ◦X= j(Y | CX) = E(Y | X= j) a.s.
holds for each value j of X. It is immediately obvious from Equation (2.63) that un-
confoundedness is a weaker sufficient condition for unbiasedness than either stochastic
independence of X and CX or homogeneity: Unconfoundedness holds if either one of
these conditions is fulfilled in each treatment group. Consequently, stochastic indepen-
dence and homogeneity imply unconfoudedness. Similarly, the conditional regression
E(Y | X,W) — where W is any arbitrary variable measurable with respect to CX — is
unconfounded, if either
(a) PW=w(X= j | CX) = P(X= j |W=w)
or (2.64)
(b) E ◦X= j,W=w(Y | CX) = E(Y | X= j,W=w)
holds for each value j of X and PW-almost all values w of W.
An important implication of unconfoudedness of E(Y | X) is weak causality (see also
Steyer, 1992):
E(Y | X= j) = E
[
E ◦X= j(Y |W)
]
for all values j of X, (2.65)
where W is any variable measurable with respect to the confounderσ-algebra CX. Equa-
tion (2.65) can be used to falsify unconfoundedness by testing the postulated equality
for observed pre-treatment variables W. A similar proposition — also resulting in a
corresponding test — is implied by unconfoudedness of E(Y | X,W).
Average stability of the expected values E(Y | X= j) and their differences, the prima-
facie effects is a second important implication of unconfoudedness of the treatment
regression: The expected values E(Y |X= j) of the outcome variable Y in treatment con-
dition j are always the averages of the corresponding expected values E(Y |X= j,W=w).
Therefore, the prima-facie effects PFE jk are always the averages of the corresponding
w-conditional prima-facie effects PFE jk ; W=w if unconfoundedness of E(Y | X) holds.
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Analogously, unconfoundedness of the regression E(Y | X,W1) implies that the exten-
sion of each (X= j)-conditional regression EX= j(Y | W1) of the outcome variable Y on
the unit-covariate Z is always the regression of the corresponding extension on W1
E
[
E ◦X= j(Y | W1,W2) | W1
]
and that the prima-facie effect function PFE jk ; W1 is always
the regression of the prima-facie effect function PFE jk ; W1,W2 on W1. For our purposes,
W1 and W2 can be any random variables measurable with respect to the confounder
σ-algebra CX.
Finally, unconfoundedness generalizes to subpopulations: If E(Y | X) is unconfoun-
ded, the regression E(Y |X,W) will be also unconfounded for every potential confounder
W. Similarly, if the regression E(Y | X,W1) is unconfounded, then, for each potential
confounder W2, the regression E(Y | X,W1,W2) will be unconfounded as well. This
implication can be used for testing the hypothesis of unconfoundedness. Again, for
our purposes W1 and W2 can be any random variables measurable with respect to the
confounder σ-algebra CX.
Other Sufficient Conditions for Unbiasedness
Further weaker conditions that imply unbiasedness of the treatment regression E(Y | X)
or unbiasedness of covariate-treatment regression E(Y |X,W) include unconditional and
conditional stochastic independence of the treatment variable X and the true-outcome
variables τ j — Rubin’s (1974, 1977, 1978) strong ignorability condition — and uncon-
ditional and conditional regressive independence of the treatment variable X and the
true-outcome variables τ j. Both imply unbiasedness of the corresponding regressions.
A detailed discussion of all sufficient conditions for unbiasedness and their interrela-
tions is given by Steyer et al. (2009).
2.7 Conclusion
In this chapter, we have introduced the general theory for causal inferences in multilevel
designs. We introduced two multilevel single-unit trials and the causality space in line
with Steyer et al. (2009), discussed further properties of the distributions of random
variables and events in the multilevel random experiment and adapted the definitions
of average, conditional and individual causal effects to the multilevel random experi-
ment. We then introduced unbiasedness as the weakest causality criterion under which
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average and conditional effects can be identified with the empirically estimable prima-
facie effects. Finally, we introduced three sufficient conditions for this identification:
stochastic independence, homogeneity and unconfoundedness.
As discussed at various points throughout the chapter, the general theory of causal ef-
fects (Steyer et al., 2009) is considerably more general than the approaches by Neyman
(1923/1990) and Rubin (1974, 1977, 1978) and their applications to multilevel designs
(Gitelman, 2005; VanderWeele, 2008). It extends these earlier theories of causal effects
in between-group designs by defining the true-effect variables δ jk conditional on all po-
tential confounders — no matter if they are functions of the unit-variable U or not —
and does not presuppose a deterministic outcome assumption like Rubin (1974, 1977,
1978). We showed that the general theory of causality is uniquely suited to represent
the peculiarities of multilevel between-group designs by the principle of atomic stratifi-
cation. The earlier theories of causal effects are, in fact, special instances of the general
theory (for a detailed discussion, see Steyer et al., 2009). Additionally, we showed that
concepts relevant in conventional multilevel analysis (such as the intraclass correlation
coefficient ICC) are well-defined within this theoretical framework.
The single-unit trial and the causality space do not describe a statistical framework
for the analysis of causal effects nor do they imply a statistical sampling model for these
endeavors. All theoretical entities in the previous chapter were defined from a pre-facto
perspective and characterize the dependencies between the events and variables within
the probability space, even if they are unknown and never observed in practice. At-
tempts to estimate them from a sample require repetitions of identical and independent
single-unit trials that are stable with respect to the core parameters. Sampling models
become relevant and will be considered in connection with the statistical models for the
analysis of causal effects in the simulation studies in Chapters 4 and 5.
In the next chapter, we will discuss violations of the so-called stable unit treatment
value assumption (Rubin, 1977, 1986, 1990) that are discussed as threat to causal in-
ference especially relevant for multilevel designs and show how they are represented
and dealt with by the general theory of causal effects. We will return to the two single-
unit trials for multilevel designs and discuss their properties and consequences in more
detail. We will conclude that chapter by introducing the designs which can be repre-
sented by the causality space introduced here. In Chapters 4 and 5, we will develop
generalized ANCOVAs for non-randomized multilevel designs and compare different
implementations of these adjustment models in statistical frameworks.
3 Causal Effects – Specifics in
Multilevel Designs
In the previous chapter, we introduced the general theory of causal effects (Steyer et
al., 2009) and showed how two multilevel single-unit trials that capture very generic
between-group multilevel designs can be represented within this framework. In this
chapter, we expand and concretize our treatment of multilevel designs. In the first part
of the chapter, we discuss violations of the Stable Unit Treatment Value Assumption
(SUTVA, Gitelman, 2005; Oakes, 2004; Rubin, 1986, 1990; Rubin et al., 2004; Sobel,
2006; VanderWeele, 2008) — as a threat to causal inference especially relevant in these
designs — in relation to assumptions about the assignment process of units to clusters
(Gitelman, 2005; Hong & Raudenbush, 2006, 2008). In the second part of the chapter,
we introduce a taxonomy of multilevel designs and discuss the prospects of causal
inference in these designs.
3.1 Stability Assumptions in Multilevel Designs
In this section, we discuss one of the key challenges to causal inference in multilevel
designs: Violations of the Stable Unit Treatment Value Assumption (SUTVA). (Other
challenges include the choice of the correct covariates in quasi-experimental designs,
see Section 3.2, and the correct specification of adjustment models, see Chapters 4
and 5.) We show how the general theory of causal effects deals with the assumptions
in SUTVA that are controversially discussed for multilevel designs, and how they are
related to assumptions about the assignment of units to clusters made in the multilevel
single-unit trials. We begin with a discussion of potential violations of SUTVA in multi-
level designs (Oakes, 2004; Rubin, 1986, 1990; Rubin et al., 2004) and of the suggested
alternative stability assumptions (Gitelman, 2005; Hong & Raudenbush, 2006; Sobel,
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2006; VanderWeele, 2008). We then review how the general theory of causal effects
introduced in the previous chapter deals with the assumptions in SUTVA. In the second
part of the section, we return to the discussion of the temporal order of the unit variable
U and the cluster variable C and the assignment of units to clusters (Gitelman, 2005;
Hong & Raudenbush, 2006, 2008) and show how the different multilevel single-unit
trials affect the stability assumptions necessary for meaningful causal inferences.
3.1.1 SUTVA Violations
The Stable Unit Treatment Value Assumption (SUTVA) is routinely made in accounts of
causal inference though seldom explicitly discussed (see, Halloran & Struchiner, 1995;
Morgan & Winship, 2007; Rosenbaum, 2007; Shadish, 2002, for notable exceptions).
Rubin (1986) — referring to his potential-outcome framework — gives the most con-
cise definition of SUTVA as “the . . . assumption that the value of Y for unit u when
exposed to treatment t will be the same no matter what mechanism is used to assign
treatment t to unit u and no matter what treatments the other units receive . . . ” (p. 961).
According to Rubin (1990), SUTVA is violated most commonly if “(a) there are ver-
sions of each treatment varying in effectiveness or (b) there exists interference between
units.” (p. 282, see also, Halloran & Struchiner, 1995, for a discussion of interference
effects in evaluations of vaccination against infectious diseases). In short, SUTVA as-
sumes, in Rubin’s terminology, that the potential-outcomes are only influenced by the
treatment and the unit and do not change when the treatment assignment probabilities
or actual treatment assignments of the focal unit or other units are changed. However,
it remains unclear to which theoretical level Rubin’s (1977, 1986, 1990) SUTVA defi-
nition refers: (1) The probability space of the single-unit trial and the distributions of
events and random variables or (2) the sampling model, consisting of replications of the
single-unit trial used in applications.
Within the theory of causal effects (Steyer et al., 2009), this distinction can be clearly
made: The single-unit trial and the causality space are sufficient for defining the theo-
retical concepts for causal inference. In order to have a clearly defined reference for the
estimation of causal effects from samples, it is necessary to assume that the parameters
and distributions with a causal interpretation such as the average causal effect ACE jk
and the conditional causal effect functions CCE jk ; W that characterize the single-unit
trial do not change between repetitions of it, i.e., that the repeated single-unit trials are
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equivalent at least with respect to the causal parameters. Most generally, this will be
the case if independent repetitions of identical single-unit trials are considered.
In between-group multilevel designs both potential violations of Rubin’s (1990) orig-
inal SUTVA are likely: The first violation can be brought about by interactions between
units, clusters and treatments (Gitelman, 2005), the second violation by interferences
between units within a cluster (Gitelman, 2005; Hong & Raudenbush, 2006; Sobel,
2006; VanderWeele, 2008). We will now review the two challenges to Rubin’s (1977,
1986, 1990) SUTVA definition with respect to the theory of causal effects introduced
in the previous chapter.
The Cluster Variable as Potential Confounder
The presence of the cluster variable C as a potential confounder in multilevel designs
can violate SUTVA in line with Rubin’s (1990) first class of potential SUTVA viola-
tions: In multilevel designs, individual causal effects can vary — at least potentially
and in designs in which the cluster variable C is not a function of the unit variable U
— depending on which cluster a unit is assigned to. Potential-outcomes as defined by
Rubin (1974, 1977, 1978) do no longer only depend on the treatment condition and the
unit that receives the treatment, but also on the context — the cluster — in which the
treatment is administered.
There are two ways to deal with this SUTVA violation: (1) One could either con-
sider all treatment-cluster combinations as separate treatment conditions (X= j) or (2)
explicitly include the cluster variable C in the definition of cluster-specific potential-
outcomes and individual effects (Gitelman, 2005). Obviously, it is the second approach
that is being followed in the theory of causal effects: The cluster variable C is treated
as a potential confounder measurable with respect to the σ-algebra CX and, hence, is
included among the variables conditional upon which the true-outcome variables τ j are
defined.
There are two major disadvantages to the first approach of considering each cluster-
treatment combination as a separate treatment condition: (1) The definition of an aver-
age treatment effect for the whole population is not straightforward anymore; in fact,
the number of treatment conditions would be the product of the number of actual treat-
ment conditions and the number of clusters in the population. (2) The assumption of
non-zero treatment probabilities for all units and all treatment conditions, that is neces-
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sary in order for potential-outcomes to be defined, is harder to justify (see also Fiege,
2007), especially when designs with pre-existing cluster are considered. Thus, con-
sidering cluster-treatment combinations as factual treatments does not appear to be a
suitable solution for the first class of SUTVA violations in multilevel designs.
Gitelman (2005) was the first to explicitly discuss the second approach to dealing
with the effect of the cluster variable C as a potential confounder of individual treat-
ment effects: She introduced cluster-specific potential-outcomes and individual effects
as a means to relax SUTVA in multilevel designs. The general theory of causal effects
as introduced in Chapter 2 includes extensions of Gitelman’s concepts as special cases
of conditional causal effects that are guaranteed to be unbiased [see Equations (2.27) to
(2.29)] and additionally handles other confounders of treatment effects by atomic strat-
ification on CX: By introducing the true-outcome variable τ j and the true-effect variable
δ jk, treatment effects can vary with all events and variables that are measurable with
respect to the confounder σ-algebra CX including the unit variable U and the cluster
variable C. A meaningful definition of the average causal effect ACE jk is retained as
the expected value of the true-effect variable δ jk. Confounding of the individual causal
effects in the sense of Rubin (1974, 1977, 1978) by the cluster variable C (or other pre-
treatment variables that are not functions of the unit variable U) can be handled directly
within this framework (see Chapter 2 and Steyer et al., 2009, for an extended discus-
sion) and the average causal effect is identified when (conditional) unbiasedness holds.
Effects of the cluster variable C on the true-outcome variables τ j are represented either
by an intraclass correlation coefficient ICC(τ j) or by a residual intraclass correlation
coefficient rICC(τ j |W) greater than zero.
Interferences Between Units
While the first class of SUTVA violations and its consequences have not been dis-
cussed widely for multilevel designs (except for Gitelman, 2005) and are taken care of
elegantly within the general theory of causal effects, the second class of SUTVA vio-
lations — interferences between units — and possible remedies have been discussed
by different authors (Gitelman, 2005; Hong & Raudenbush, 2006; Oakes, 2004; Sobel,
2006; VanderWeele, 2008). This class of potential SUTVA violations poses a special
threat for multilevel designs in which interactions between units within a cluster are
likely: In educational research, for example, the effects of a teaching program for a stu-
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dent might depend on interactions with the other students in the classroom in which the
treatment is administered (Rubin et al., 2004). The effectiveness of a psychotherapeu-
tic group intervention that requires extensive discussions among group members can
vary depending on the specific patients in the treatment group (e.g., Helgeson, Cohen,
Schulz, & Yasko, 1999). Also, spill-over effects between treated and untreated units are
likely in educational settings (e.g., Hong & Raudenbush, 2006, 2008; Seltzer, 2004) and
neighborhood interventions (Sobel, 2006) when designs with treatment assignment at
the unit-level are considered, and may threaten the interpretation of treatment effects.
It is thus necessary, to clearly define which interactions between units within a cluster
and within and between treatment groups within a cluster are admissible in multilevel
designs and which are not.
Three distinct positions with respect to alternative stability assumptions in multilevel
designs have been suggested, all using the potential-outcome framework (Rubin, 1974,
1977, 1978): (1) Gitelman (2005) advocated a strong multilevel SUTVA, requiring no
interferences between units within a cluster over and above static group-level variables.
(2) Independently, Sobel (2006) and VanderWeele (2008) proposed a weak multilevel
SUTVA that allows interferences between units within the same cluster, but not be-
tween units in different clusters. (3) Hong and Raudenbush (2006, 2008) introduced
a weak multilevel SUTVA with contextual effects, that allows potential-outcomes to be
influenced by the treatment assignment probabilities of other units within a cluster as
long as these influences are represented by a contextual variable, i.e., a function of the
treatment assignment (probabilities) of other units within the cluster. We will briefly
summarize the different positions and show how they fit in the general theory of causal
effects introduced in Chapter 2.
Strong Multilevel SUTVA. Gitelman (2005) introduced the strong multilevel SUTVA
for designs with treatment assignment at the cluster-level as “group membership invari-
ance assumption . . . [that] encodes the invariance of subject-level potential outcomes
to the effects of other subjects” (Gitelman, 2005, p. 404, emphasis original), implying
that “a subject’s potential outcome may vary with different static group-level charac-
teristics . . . but not with different compositions of the group” (p. 405). Interferences
between units within a cluster are assumed to be absent. Gitelman referred to such in-
terference effects as “group-dynamic effects” (p. 401) — effects of interactions between
subjects within a cluster over and above the influence of “static group-level informa-
3.1 Stability Assumptions in Multilevel Designs 62
tion . . . and individual covariate information” (p. 401). According to Gitelman, the
presence of group-dynamic effects threatens causal inference in designs with treatment
assignment at the cluster-level and these effects are implicitly assumed to be absent
when hierarchical linear models are used to estimate average causal effects.
Weak Multilevel SUTVA. Sobel (2006) and VanderWeele (2008) independently in-
troduced a weak multilevel SUTVA for designs with treatment assignment at the cluster-
level. VanderWeele introduced the Neighborhood-Level Stable Unit Treatment Value
Assumption (NL-SUTVA) in his discussion of stability assumptions in neighborhood
level research. NL-SUTVA “requires that an individual’s outcome does not depend on
the treatment assigned to other neighborhoods other than the individual’s own neigh-
borhood” (p. 1937). He specified this assumption further by noting that it does not
require that “there be no treatment interaction between two individuals in the same
neighborhood . . . [but] rather . . . that there be no treatment interaction between indi-
viduals in different neighborhoods” (p. 1938). In a similar way, the partial interference
assumption introduced by Sobel (2006, p. 1405) assumes that there are no interferences
between units in different clusters, but allows interferences between units within the
same cluster.
Weak Multilevel SUTVA with Contextual Effects. Finally, Hong and Raudenbush
(2006) discussed SUTVA violations in their case study on the causal effects of Kinder-
garten retention and introduced a variant of the weak multilevel SUTVA that explicitly
included contextual effects for designs with treatment assignment at the unit-level. Sim-
ilar to Sobel (2006) and VanderWeele (2008), Hong and Raudenbush assumed no in-
terferences between units in different schools, but allowed interferences between units
within schools. More importantly, they further relaxed the second component of Ru-
bin’s (1986, 1990) original SUTVA formulation for multilevel designs with treatment
assignment at the unit-level: Hong and Raudenbush (2006) explicitly modeled the in-
fluence of the average treatment assignment probability in a cluster — a function of the
unit-specific treatment assignment probabilities — for all units within a cluster on the
potential-outcome of the focal subject (see also, Sobel, 2006, for a discussion of viola-
tions of the stronger assumption of no spill-over effects between treated and untreated
units and a discussion of instrumental variable techniques to quantify this bias). Specif-
ically, they classified each school in their sample as either a high- or a low-retention
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school depending on the retention (i.e., treatment) probabilities of the students within
these schools. In terms of the random experiment introduced in Chapter 2, they treated
retention rate in a school as a (fallible) measure of the cluster-conditional treatment
probabilities P(X= j |C) and thus implicitly as a cluster-covariate V .
Summarizing the alternative stability assumptions in multilevel designs, different
conceptions of admissible interactions between units within a cluster are apparent:
While Gitelman (2005) conjectures that residual interferences between units within a
cluster render causal inferences meaningless, such interactions are specifically allowed
in the assumptions made by Hong and Raudenbush (2006), Sobel (2006) and Van-
derWeele (2008). These authors only exclude interferences between units in different
clusters. Hong and Raudenbush go one step further and explicitly model the potential
effects of such interferences and spill-over effects of units within a cluster as operating
through a function of the treatment assignments at the unit-level. We will now review
how these stability assumptions fare in light of the general theory of causal effects intro-
duced in Chapter 2 with respect to the causality space
〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
and
with respect to repetitions of the single-unit trial to estimate causal effects in samples.
In the previous chapter, we defined the true-outcome variable τ j [Equation (2.15)]
and the true-effect variable δ jk [Equation (2.16)] by stratifying on the confounder σ-
algebra CX that includes all pre-treatment events and all random variables that represent
these events. Among these random variables, we explicitly considered the unit-variable
U, the cluster variable C, the unit-covariate Z and the cluster-covariate V . By defini-
tion, the set of random variables that is measurable with respect to CX also includes
all random variables that are functions of the aforementioned random variables. Most
importantly for the present discussion, functions of the cluster variable C, such as the
regression E(Z | C) of the unit-covariate Z on the cluster-variable C or cluster-specific
treatment propensity functions P(X= j | C) are measurable with respect to CX. Hence,
they are included in the atomic strata upon which the true-outcome variables τ j and
the true-effect variables δ jk are defined. This implies that the true-effect variables δ jk
already take different compositions of the cluster into account, as long as these compo-
sitional or contextual effects with respect to the unit-covariate Z strictly operate through
functions of the cluster-variable C (or other variables measurable with respect to CX),
e.g., if the average intelligence level in a classroom affects the educational outcomes
of students over and above the individual intelligence levels by providing an enriched
learning environment. It also implies that different treatment regimes in different clus-
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ters — in designs with treatment assignment at the unit-level — can influence the true-
effect variables δ jk without invalidating the definition of causal effects, as long as these
treatment regimes can be summarized as a function of the cluster variable C, e.g., when
they are represented by cluster-specific treatment propensity functions. The average
causal effect is always defined as the expected value of the true-effect variable δ jk [see
Equation (2.17)] and thus averages over potentially confounding contextual effects mea-
surable with respect to CX.
While the preceding discussions referred to the definition of causal effects in the
multilevel single-unit trial, estimating the average causal effect from samples requires
that the causally relevant distributions and regressions of the single-unit trial do not
change if it is repeated (see also, Rosenbaum, 2007). The resulting sequential random
experiment for the sampling model must consist of independent repetitions of single-
unit trials that are equivalent in their causal parameters. The statistical model used to
estimate causal effects has to adequately represent the structure of the repeated single-
unit trials to obtain unbiased and efficient estimates of the average causal effect and
their standard errors. In its strongest version, the sequence of causally stable single-unit
trials consists of independent repetitions of identical single-unit trials. However, several
weaker assumptions are possible and plausible with respect to the independence and
stability of the single-unit trial: Dependencies and instabilities of the repeated single-
unit trials are admissible, if the causal parameters of interest — average and conditional
causal effects, depending on the goal of the analysis — are not affected.
Again, dependencies and instabilities with respect to focal parameters in repetitions
of the single-unit trial can be illustrated with the simple random experiment of a coin
toss. The focal parameter is the probability of tossing head for a specific (and fair) coin.
This probability is to be estimated by repeating the coin toss. If the coin is replaced by
an unfair coin in between repetitions of the coin toss and unbeknownst to the experi-
menter, the identity assumption is violated and the relative frequency of head will not
reflect the probability of tossing head for the original coin. If this change is undertaken
depending on the outcome of specific trials, the assumption of independence is violated.
In both cases, no inferences about the original single-unit trial of tossing a fair coin are
possible. However, if the original fair coin is replaced with a different fair coin, the fo-
cal parameter, the probability of tossing head, is not changed and is estimated without
bias by the corresponding relative frequency. Returning to the discussion of multilevel
designs, an example of inadmissible dependencies and changes between repetitions of
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the single-unit trial are systematic changes of the conditional causal effect CCE jk ; C=c in
cluster c by the presence or absence of a specific individual within the cluster c (Gitel-
man, 2005) or by the actual assignment of a specific unit to either the treatment or the
control condition (Sobel, 2006). Such effects are not measurable with respect to the
original confounder σ-algebra CX and cannot be adequately represented by a covariate
in an adjustment model.
Re-evaluating the alternative stability assumptions in light of the theory of causal
effects, Gitelman’s (2005) strong multilevel SUTVA is unnecessarily rigid. It is not nec-
essary that potential-outcomes of different units within a cluster are independent given
all unit-covariates and static properties of the cluster. As long as such interferences be-
tween units can be modeled as contextual effects, i.e., as functions of the cluster-specific
distribution of unit-covariates Z, they do not invalidate the definition of causal effects
in multilevel designs. This is in line with Hong and Raudenbush’s (2006) approach of
modeling treatment proportions in clusters as a contextual variable. Differences in treat-
ment proportions between clusters are a random variable measurable with respect to CX.
The present analysis adds to Hong and Raudenbush’s analysis by explicitly including
elements of cluster-specific distributions of the unit-covariate Z — e.g., the expected
values of Z in each cluster, the values of the between-component Zb — and by showing
that these variables are conceptually similar to cluster-covariates V . Including them in
a statistical model, however, and obtaining an unbiased estimator of the average causal
effect might pose special challenges (Lüdtke et al., 2008, see also Chapter 5).
While modeling cluster-conditional functions of the distribution of unit-covariates Z
and the treatment variable X as contextual effects is justified by the theory of causal
effects (Steyer et al., 2009), additional interferences between units in the same cluster,
that are allowed by the weak multilevel SUTVA (Hong & Raudenbush, 2006, 2008; So-
bel, 2006; VanderWeele, 2008) seem to threaten the validity of causal inferences, if they
do not operate through a function of the cluster-specific distribution of unit-covariates
or treatment propensities. To answer the question if and when such interactions may be
allowed, we return to the assignment process of units to clusters and the consequences
of the temporal order of the unit-variable U and the cluster variable C in the single-unit
trials introduced in Section 2.1.
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3.1.2 Assignment of Units to Clusters
In this section, we further study the consequences of assumptions about the assignment
process of units to clusters and the choice of the multilevel single-unit trial with respect
to SUTVA violations and necessary stability assumptions in multilevel designs. In Sec-
tion 2.1, we introduced two single-unit trials for multilevel designs that imply different
temporal orders of the unit-variable U and the cluster-variable C. Since all inferences
about causal effects refer to the underlying causality space, a further discussion of these
two single-unit trials and their implications is warranted.
The single-unit trial for multilevel designs with pre-existing clusters started with se-
lecting a cluster c from the set of all clusters, followed by the selection of a unit u
from this cluster. We explicitly assumed that each unit u could only be present in one
cluster c. The single-unit trial for multilevel designs with assignment of units to clus-
ters started with selecting a unit u from the set of all units, followed by assigning (or
observing the assignment) of the unit to a cluster c. This distinction sets the stage
for our discussion of different assignment processes of units to clusters. Specifically,
we will consider three idealized assignment mechanisms: (1) Pre-existing clusters, in
which the cluster variable C is a function of the unit variable U and no assignment in
the actual sense of the word takes place, (2) random assignment of units to clusters,
and (3) non-random assignment of units to clusters (potentially conditionally indepen-
dent on values of the unit-covariate Z, see also, Roberts & Roberts, 2005, for a similar
distinction). Conceptually, the assignment mechanism for the two latter cases is cap-
tured in the unit-specific cluster probabilities P(C=c | U=u) . As such, it is part of the
probability measure that characterizes the underlying single-unit trial. We will discuss
the implications of each assumption about the assignment process with regard to (1)
the consequences for the definition of true-effect variables δ jk and (2) the relevance of
contextual effects and SUTVA violations. In doing so, we will discuss only the ide-
alized versions of the different assignment mechanisms, but note in advance that our
comments are also relevant for more realistic cases in applications.
Pre-Existing Clusters
Multilevel designs that use pre-existing clusters such as neighborhoods, hospitals, prac-
tices or pre-existing therapy groups, are represented by the single-unit trial that assumes
that the cluster variable C is temporally pre-ordered to the unit-variable U (as intro-
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duced in Section 2.1.1). The notion of no actual assignment process of units to clusters
— all units u appear with a probability of one in a cluster c — is formally equivalent to
conceiving of the cluster variable C as a deterministic function of the unit variable U
C = f (U). (3.1)
In this case, there is no self- or other-selection of units to clusters to be represented
in the underlying multilevel random experiment and clusters can be thought of as pre-
existing, intact entities. This has direct consequences for the interpretation of the unit
variable U: Since every unit can only appear in one cluster, the units under consid-
eration are more precisely referred to as the units-within-a-cluster. For this single-unit
trial, the individual causal effect cluster functions δ jk ; U,C [as defined in Equation (2.29)]
are uniquely defined only for the actual unit-cluster combinations and thus equal to the
individual causal effect variable δ jk ; U [as defined in Equation (2.26)]. Causal infer-
ences are automatically restricted to the current allocation of units to clusters (Hong &
Raudenbush, 2006; VanderWeele, 2008).
However, since there is only one possible allocation of units to clusters, all inter-
ference effects between units within a cluster are functions of the cluster variable C
and thus measurable with respect to the confounder σ-algebra CX. For the estima-
tion of average causal effects from samples, this has the fortunate consequence that
all interactions and interferences among units within a cluster and their effects on the
outcome variable are taken care of by modeling the cluster variable C or the appropri-
ate cluster-covariate V . This echoes the assumptions made by Hong and Raudenbush
(2006, 2008), Sobel (2006) and VanderWeele (2008) who allowed interference effects
between units within a cluster, as long as there were no interferences between units in
different clusters. The weak multilevel SUTVA for designs with treatment assignment at
the cluster-level is appropriate for designs in which the cluster variable C is pre-ordered
to the unit variable U and can be considered a function of the unit variable U, i.e., for
designs that use pre-existing clusters, such as schools, classrooms, neighborhoods or
hospitals and assign whole clusters to treatment conditions. If designs with treatment
assignment at the unit-level are considered and the weak multievel SUTVA with contex-
tual effects (Hong & Raudenbush, 2006) applies, i.e., treatment assignments influence
the true-outcome variables τ j through a variable measurable with respect to CX (e.g.,
the treatment proportion in a cluster), the definition of causal effects is not invalidated.
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However, additional interference and spill-over effects between treated and untreated
units are not admissible (Halloran & Struchiner, 1995; Sobel, 2006) and different ap-
proaches to quantify them may have to be considered in their presence (Manski, 1995;
Rosenbaum, 2007; Sobel, 2006). In applications, when the average causal effect is
inferred from repetitions of the single-unit trial, we have to assume, in any case, that
the repeated single-unit trials are equivalent with respect to their causal parameters and
that the statistical model correctly reflects the structure of the repeated single-unit trials.
Otherwise, causal inferences lack a clearly defined basis and become meaningless.
Random Assignment
We are now turning to the second single-unit trial introduced in Section 2.1.2 and con-
sider designs with random assignment of units to clusters. When units are assigned
randomly to clusters, the probability of being assigned to a specific cluster c is equal
for all units u. This implies that the probability of being assigned to a cluster c is
constant and equal to the unconditional probability of this cluster:
P(C=c |U=u) = P(C=c) for all values u of U and c of C. (3.2)
Random assignment of units to clusters has a number of desirable consequences: As is
evident from Equation (3.2), it implies stochastic independence of the unit variable U
and the cluster variable C. It also implies that the values of the individual causal effect
cluster function δ jk ; U,C are defined for all unit, cluster and treatment combinations, if
the additional assumptions of non-zero treatment probabilities for every unit-cluster
combination
0 < P(X= j | U=u,C=c) < 1 for all values u of U, c of C and j of X, (3.3)
is fulfilled. Random assignment of units to clusters further implies that the cluster vari-
able C is stochastically independent of all unit-covariates Z that are functions of the
units at the time of assignment to clusters, which in turn directly implies regressive
independence of these unit-covariates Z from the cluster variable C. Consequently,
clusters are — on average — equally composed of units with different characteristics,
rendering contextual effects based on the composition of clusters irrelevant. In designs
with treatment assignment at the unit-level, however, treatment proportions per clus-
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ter may still influence the true-outcome variables τ j and may have to be modeled as a
cluster-covariate V . Further spill-over effects between treated and untreated units are
not permissible (Sobel, 2006). Also, time-lags between the assignment of units to clus-
ters and the onset of treatment, as reflected by the presence of unit-covariates Z that
are not functions of the unit variable U at the assignment to clusters, can change the
composition of the cluster with respect to these covariates.
Random assignment of units to clusters does not preclude the emergence of inter-
ference effects between units within a cluster in repeated single-unit trials: If, in such
repetitions, the true-outcome variables τ j vary in a systematic way depending on the
presence or absence of specific individual units within a cluster and these variations
are not captured by a random variable measurable with respect to CX in the original
single-unit trial (e.g., if the assumption of independence of the causal parameters in the
repeated single-unit trials is violated) such interference effects remain unmodeled and
can bias the estimation of the average causal effect. As discussed in the previous sec-
tion, in estimating the average causal effect from samples, we are always making the
implicit assumption that the observations are obtained by repeating single-unit trials
that are equivalent with respect to the causally relevant distributions and parameters.
If interference effects on the true-outcomes τ j are completely captured by the cluster
variable C, e.g., by making them more alike in each cluster, and this effect remains con-
stant over replications of the single-unit trial, the validity of the effect definition is not
threatened. However, such an effect would have to be included in the statistical model
used to estimate the average causal effect or other causal parameters from a sample in
order to obtain unbiased and efficient estimates and standard errors. If the causally-
relevant parameters of the single-unit trial change between repetitions and this change
cannot be modeled as an event or random variable measurable with respect to the CX —
e.g., because the cluster-specific conditional effects are changed in a systematic way by
the presence or absence of a specific individual within a cluster — there is no uniquely
defined basis for causal inferences. Average causal effects estimated from an actual
study with random assignment of units to clusters generalize to other assignments of
units to clusters obtained from the same randomization scheme — provided there are no
unmeasured interferences between specific units assigned to a cluster and between and
within the actual treatment and control groups in designs with treatment assignment at
the unit-level.
Unfortunately, random assignment of units to clusters is unlikely to ever hold in
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practical applications. One can only hope to achieve this condition in studies where the
assignment is completely under the control of the experimenter. Even then, random as-
signment might not be feasible due to practical constraints. Evaluation studies of group
psychotherapy (e.g., Baldwin et al., 2005) are one example, where it seems feasible to
first randomize patients to groups and then assign these groups to treatment conditions.
Another example are studies, in which units are first assigned randomly to treatment
conditions, but the treatment itself is administered in groups (D. J. Bauer et al., 2008).
In most real world contexts however, the allocation of units to clusters is not random
and we cannot assume many of the advantageous properties implied by independence
of U and C to hold by fiat.
Non-Random Assignment
We are now turning to designs with non-random assignment of units to clusters. In
this case, the unit variable U is still temporally pre-ordered to the cluster variable C.
However, in the most general definition of non-random assignment of units to clusters,
we are only assuming that the probability of being assigned to each cluster is between
zero and one for every unit, but can take on any value in this interval to represent self-
or other-selection of units into clusters
0 < P(C=c |U=u) < 1 for all values u of U and c of C. (3.4)
This is of course an idealized conception of the assignment process: Designs in which
the probabilities of being assigned to some clusters are equal to zero, but there is still a
non-deterministic assignment of units to the remaining clusters with assignment prob-
abilities smaller than one, are probably the norm rather than the exception. Think, for
example, of multisite evaluation studies in which a specific treatment regime is to be
evaluated in a number of hospitals: If some of these hospitals cater to overlapping pa-
tient populations, these patients have a non-zero probability of turning to one of these
hospitals, while at the same time having zero probability of receiving treatment in hos-
pitals farer away from their neighborhood (VanderWeele, 2008). However, for the sake
of clarity, we are confining our discussion to the idealized cases and note that the fol-
lowing discussions similarly apply to more realistic designs in applications.
The identification of average causal effects becomes more difficult with non-random
assignment of units to clusters: In comparison to designs with random assignment of
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units to clusters, the cluster variable C becomes a potential confounder, e.g., because
units may self-select to clusters according to the expected effects of the treatment in
different contexts. The identification of average causal effects thus requires conditional
unbiasedness assumptions that include the cluster variable C or at least the cluster-
covariate V as introduced in Section 2.6 (see also, Gitelman, 2005). If one of these
conditional unbiasedness conditions holds, the average causal effect can be identified as
long as all contextual effects resulting from the different compositions of clusters or dif-
ferent treatment assignment schemes are captured by cluster-covariates V . Interference
effects between units within a cluster that are not captured in variables measurable with
respect to CX are excluded, as are spill-over and interference effects between treated and
untreated units in designs with treatment assignment at the unit-level. Again, one has to
additionally assume that the probability space is not changed with respect to its causally
relevant parameters, when the single-unit trial is repeated to obtain a sample. If there
are changes to the distributions and regressions of the relevant variables, causal (and
all other) inferences do no longer have a meaningful basis. Inferences about average
causal effects from multilevel designs with non-random assignment of units to clusters
generalize over the current allocation of units to clusters to other allocations that fol-
low from the distributions of the same multilevel random experiment as captured in the
single-unit trial.
In comparison to random assignment, non-random assignment of units to clusters is
more likely to hold in practical applications. It holds in all designs that do not rely
on pre-existing clusters, but in which subjects can self-select into different clusters and
then receive a treatment that is either assigned to individual units or to the complete
cluster.
3.1.3 Conclusion
In the preceding section, we outlined alternative conceptions of SUTVA in multilevel
designs and discussed three idealized assignment mechanisms of units to clusters with
regard to the consequences for causal inference. We clarified that all contextual ef-
fects that are captured by random variables measurable with respect to the confounder
σ-algebra CX do not invalidate the definition of causal effects in multilevel designs.
The identification of the average causal effect is possible as long as conditional unbi-
asedness holds with respect to these contextual variables (and, of course, other relevant
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covariates) and the causally relevant parameters of the single-unit trial are constant
over repetitions. Additional interference effects between units within a cluster that are
not captured by cluster-covariates V , are only permissible in designs using pre-existing
clusters. In this case, only one allocation of units to clusters is considered and interfer-
ence effects are always captured by the cluster variable C. However, if more than one
treatment condition is implemented in a cluster, it is still necessary to assume that there
are no further spill-over effects between treated and untreated units that are not cap-
tured by cluster-covariates measurable with respect to CX. Again, inferences about the
average causal effect are restricted to the random experiment under consideration and
therefore to the specific allocation of units to clusters. When a subset of units has non-
zero probabilities of being assigned to more than one cluster, the presence of unmodeled
interference effects between the units actually assigned to a cluster threatens the valid-
ity of causal inferences from repeated single-unit trials. As long as such interference
effects operate through aspects of the cluster-specific distribution of unit-covariates or
treatment propensities, e.g., their cluster-specific expected values, variances or propor-
tions, they can be treated as covariates on the cluster level. Again, residual inferences
between treated and untreated units are not permissible. If conditional unbiasedness
holds with regard to these covariates, the conditional causal effect functions can be
identified with the corresponding conditional prima-facie effect functions and the aver-
age causal effect can be identified as the expected value of the conditional PFE-function
(see also Chapters 4 and 5). In the next section, we will develop a taxonomy of multi-
level designs and discuss the prospects for causal inference for each of the design types
in more detail.
3.2 Taxonomy of Multilevel Designs
Building upon the introduction of multilevel designs in Chapter 1, the theory of causal
effects in Chapter 2 and the stability assumptions for causal inference in multilevel
designs discussed in the previous section, we will now systematically introduce and
discuss a variety of multilevel between-group designs. We will extend existing tax-
onomies of multilevel designs (e.g., Plewis & Hurry, 1998; Ukoumunne et al., 1999)
by differentiating three dimensions: (1) The assignment of units to clusters, (2) the
level of treatment assignment and (3) the treatment assignment process. More fine-
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Table 3.1: Taxonomy of multilevel designs: Dimensions and levels
(1) Level of treatment assignment
(a) Assignment at the unit-level
(b) Assignment at the cluster-level




(3) Treatment assignment mechanism
(a) Experimental designs
(aa) Unconditional randomized assignment
(ab) Randomized assignment conditional on covariates
Conditional on unit-covariates Z
Conditional on the cluster variable C
Conditional on cluster-covariates V
Conditional on unit-covariates Z and the cluster variable C




grained differentiations with respect to the nature of the covariates (e.g., pre-tests, see
Murray, 1998) are foregone. The dimensions and levels of the taxonomy are displayed
in Table 3.1. Contrary to more comprehensive taxonomies of experimental and quasi-
experimental singlelevel designs (e.g., Shadish et al., 2002), we will restrict our discus-
sion to between-group designs, i.e., to designs that compare a treatment condition to a
control condition with different units in each condition. Thereby, we will explicitly ex-
clude within-units designs such as interrupted time-series or other longitudinal designs
without an external control group.
We will now introduce and discuss each dimension of the taxonomy separately. We
will focus especially on the treatment assignment mechanism, as this dimension has
received the least attention so far. The chapter concludes with a brief evaluation of the
prospects and limitations of causal inference for multilevel designs.
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3.2.1 Level of Treatment Assignment
In keeping with the traditional distinction for multilevel designs (Moerbeek et al., 2000;
Plewis & Hurry, 1998; Seltzer, 2004) and our discussion in Chapter 1, we will distin-
guish between designs with (1) treatment assignment at the unit-level and (2) designs
with treatment assignment at the cluster-level.
In designs with treatment assignment at the unit-level, individual units are assigned
to treatment conditions and units receive an individualized treatment (e.g., surgical pro-
cedure, individual tutoring, see also Raudenbush & Liu, 2000; Pituch et al., 2005).
Hence, the treatment variable X is conceptually a variable at the unit-level. Within each
cluster, more than one treatment condition can be realized at the same time. Treatment
assignment probabilities for individual units can depend on properties of the unit and
the cluster, i.e., on the unit variable U, the unit-covariate Z, the cluster variable C and
the cluster-covariate V . This includes aspects of the within-cluster distribution of the
unit-covariate Z, such as the between-component Zb or conditional variances Var(Z |C)
and also the cluster-specific treatment propensities P(X= j | C). Conceptually, this im-
plies that all of these variables have to be considered as potential confounders.
In designs with treatment assignment at the cluster-level, clusters are assigned to
treatment conditions as-a-whole (Donner & Klar, 2000; Murray, 1998). The treatment
itself is administered to the complete cluster and, hence, the treatment variable is con-
ceptually a variable at the cluster-level. Examples include job training programs, neigh-
borhood interventions and different teaching techniques applied to classrooms. All
units within a cluster receive the same treatment and only one treatment condition can
be realized in a cluster at the same time. Treatment assignment probabilities can only
depend on the cluster variable C and the cluster-covariate V and only these variables
are potential confounders (see also Chapter 5). Again, elements of the within-cluster
distributions of the unit-covariate Z such as the between-component Zb or conditional
variances Var(Z |C) are among the confounders. However, the unit variable U, the unit-
covariate Z or the within-cluster residual Zw cannot influence the treatment assignment
over and above the cluster-covariate V and, hence, cannot confound the effects of the
treatment on the outcome variable Y .
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3.2.2 Assignment of Units to Clusters
In line with the discussion of different assumptions about the assignment mechanism
of units to clusters in the previous section, we distinguish three idealized assignment
types: (1) Pre-existing clusters implying that the cluster variable C is a function of the
unit variable U and no actual assignment of units to clusters takes place, (2) randomized
assignment of units to clusters that implies stochastic independence of the unit variable
U and the cluster variable C and (3) non-randomized assignment or self-selection of
units to clusters with differing non-zero probabilities, including the case of stochastic
independence of the unit variable U and the cluster variable C conditional on the unit-
covariate Z (see also Roberts & Roberts, 2005, and the extensive discussion in the
previous section).
3.2.3 Treatment Assignment Mechanism
The third dimension on which multilevel designs can be categorized has two levels:
(1) Experimental designs and (2) quasi-experimental designs are distinguished by the
knowledge and control of the treatment assignment mechanism (Shadish et al., 2002;
Steyer et al., 2009). We will discuss further differentiations and the range of application
of different design types in combination with the other dimensions of the taxonomy
separately for both types of designs.
Experimental Designs
Experimental designs are designs in which the treatment assignment probabilities are
known and under the control of the experimenter (Shadish et al., 2002). The classical
example are randomized experiments in which units or clusters are assigned to treatment
conditions with equal probabilities. Conditionally randomized designs are designs in
which treatment assignment of units or clusters is randomized conditional on covariates.
Randomized Experiments. The classical case for experimental designs are ran-
domized experiments, designs in which the individual treatment probabilities are equal
for all units
P(X= j | U=u) = P(X= j) for all values u of U and j of X. (3.5)
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Randomization can be implemented for designs with treatment assignment at the unit-
level as well as for designs with treatment assignment at the cluster-level. It can easily
be implemented for designs with pre-existing clusters and designs with assignment of
units to clusters. If units are randomly assigned to treatment conditions, all units have
the same probability of being assigned to the treatment or control conditions, no matter
which cluster the units belong to or have been assigned to. Randomization of units to
treatment conditions also implies stochastic independence of the treatment variable X
and the confounder σ-algebra CX as defined in Equation (2.59) (see Steyer et al., 2009,
for the proof), that is a sufficient condition for unbiasedness of the treatment regression
E(Y | X).
For designs with treatment assignment at the cluster-level, each cluster c has the same
probability of being assigned to the treatment condition
P(X= j |C=c) = P(X= j) for all values c of C and j of X. (3.6)
Like randomized assignment of units to treatment conditions, randomized assignment
of clusters to treatment conditions implies stochastic independence of the treatment
variable X and the confounder σ-algebra CX. Since the unit variable U is measur-
able with respect to CX, randomized assignment of clusters to treatment conditions
implies stochastic independence of the unit variable U and the treatment variable X:
The u-conditional treatment assignment probabilities P(X= j |U=u) are equal to the un-
conditional treatment probability P(X= j) — every unit u has the same probability of
being assigned to each treatment condition. However, in samples, randomization at the
cluster-level is likely to lead to less balance with respect to covariates between the treat-
ment groups (see also Moerbeek et al., 2000; Raudenbush, 1997). Blocked or stratified
randomization techniques are recommended alternatives to circumvent this problems
and create equivalent treatment and control groups. (Donner & Klar, 2000; Murray,
1998; Raudenbush, 1997; Raudenbush et al., 2007).
Conditionally Randomized Experiments. The second class of experimental de-
signs are conditionally randomized experiments, also known as blocked or stratified
randomized designs (Maxwell & Delaney, 2004; Raudenbush et al., 2007; Shadish et
al., 2002): In these designs, treatment assignment is randomized given one or more
covariates. In multilevel designs, different subtypes of conditionally randomized expe-
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riments can be implemented depending on the covariates that are considered for ran-
domization and the level of treatment assignment. Most of the designs — or more
specifically all designs that include the unit-covariate Z among the variables conditional
upon which randomization takes place — can only be meaningfully implemented for
treatment assignment at the unit-level. We will now briefly review conditionally ran-
domized between-group multilevel designs.
We begin with designs that use random assignment conditional on the unit-covariate
Z. In this case, the treatment assignment probabilities are constant given a value of
the unit-covariate Z, which directly means conditional independence of the treatment
variable X and the confounder σ-algebra CX given the unit-covariate Z [as defined in
Equation (2.60)]:
P(X= j | CX) = P(X= j | Z) for all values j of X. (3.7)
Since conditional independence of X and CX implies unbiasedness of the unit-covariate-
treatment regression E(Y | X,Z), experimental multilevel designs with random assign-
ment conditional on the unit-covariate Z also imply this condition. Obviously, random
assignment to treatment conditions conditional on the values of the unit-covariate Z is
only possible for designs with treatment assignment at the unit-level and not for designs
with treatment assignment at the cluster-level. The same holds for randomized assign-
ment conditional on values of the cluster variable C. In this case, all units within a
cluster have the same probability of being assigned to either treatment condition, but the
treatment assignment probabilities can differ between clusters. This implies conditional
stochastic independence of the treatment variable X and the confounder σ-algebra CX
given the cluster variable C [as defined in Equation (2.60)]:
P(X= j | CX) = P(X= j |C) for all values j of X. (3.8)
Randomized assignment of whole clusters to treatment conditions with cluster-specific,
but constant, treatment probabilities P(X= j | C=c) would be possible, but would still
mean that the primary units of assignment — the clusters — could differ with respect to
their treatment assignment probabilities and would not remove the possible confound-
ing due to cluster-covariates V .
Designs with randomized treatment assignment conditional on the cluster-covariate
3.2 Taxonomy of Multilevel Designs 78
V are the only class of conditionally randomized experiments that can be implemented
for designs with treatment assignment the unit-level and as well as for designs with
treatment assignment at the cluster-level. In these designs, the assignment probabil-
ities are constant given values of the cluster-covariate V: In designs with treatment
assignment at the unit-level, all units have the same probabilities of being assigned
to either treatment or control conditions given the cluster-covariate V (including the
between-component Zb); in designs with treatment assignment at the cluster-level, all
clusters have the same probabilities of being assigned to either treatment or control
conditions given the cluster-covariate V . No matter the level of treatment assignment,
conditional randomization on the cluster-covariate V guarantees conditional stochastic
independence of the treatment variable X and the confounder σ-algebra CX given the
cluster-covariate V
P(X= j | CX) = P(X= j | V) for all values j of X. (3.9)
Again, this implies unbiasedness of E(Y |X,V). We are implicitly including the between-
component Zb among the cluster-covariates V , since it is a function of the cluster vari-
able C. However, in applications, conditional randomization given Zb is hard to im-
plement: The values of this variable are in general unobserved and only approximated
by the empirical cluster means that are fallible measures of Zb. Randomization condi-
tional upon Zb can only be implemented in designs with pre-existing clusters in which
the unit-covariate can be assessed for all members of a cluster and would additionally
require that the unit-covariate Z is measured without error. We will return to designs
with randomization conditional on cluster-covariates V in Chapter 5.
Two additional classes of randomized designs are important with respect to the spec-
ification of adjustment models for designs with treatment assignment at the unit-level:
These are designs in which assignment to treatment and control condition is condition-
ally random on combinations of values of the cluster variable C and of the unit-covariate
Z, or less generally where assignment is conditionally random on combinations of va-
lues of the cluster-covariate V and the unit-covariate Z. In designs in which assignment
to treatment conditions is randomized conditional upon the cluster variable C and the
unit-covariate Z, each unit with a specific value of the unit-covariate z in cluster c has
the same probabilities of being assigned to treatment or control conditions. This assign-
ment scheme guarantees conditional stochastic independence of the treatment variable
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X and the confounder σ-algebra CX given the unit-covariate Z and the cluster variable
C:
P(X= j | CX) = P(X= j | Z,C) for all values j of X. (3.10)
Similarly, in designs in which treatment assignment is conditionally randomized given
the unit-covariate Z and the cluster-covariate V , i.e., in designs in which units with a
value z of the unit-covariate and in a cluster with a value v of the cluster-covariate have
equal probabilities of being assigned to treatment groups, the treatment variable X is
conditionally independent of the confounder σ-algebra CX given the unit-covariate Z
and the cluster-covariate V:
P(X= j | CX) = P(X= j | Z,V) for all values j of X. (3.11)
This independence includes stochastic independence of the cluster variable C and the
treatment variable X. We will return to these two designs when we discuss adjustment
models for designs with treatment assignment at the unit-level in Chapter 4.
By guaranteeing stochastic independence of the treatment variable X and the con-
founder σ-algebra CX unconditionally or conditionally, all experimental designs imply
unbiasedness and unconfoundedness — once again either unconditionally in the case
of randomized experiments and conditionally on the covariates which were used as
stratification variables in conditionally randomized designs. Consequently, the mean
differences between the treatment and control groups are unbiased estimators of the
corresponding average causal effects in unconditionally randomized experiments under
the usual distributional assumptions. In conditionally randomized experiments, the con-
ditional mean differences are unbiased estimators of the conditional causal effects and
can be used to obtain an unbiased estimators of the (unconditional) average causal ef-
fect as we will further discuss in Chapter 4 for designs with treatment assignment at the
unit-level and in Chapter 5 for designs with treatment assignment at the cluster-level.
Quasi-Experimental Designs
In contrast to experimental designs in which treatment assignment is under the con-
trol of the experimenter and treatment probabilities are known and can be chosen in
advance, quasi-experimental designs are designs in which treatment assignment proba-
bilities are unknown and not under the control of the experimenter. Quasi-experimental
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designs can be further distinguished in designs with other-selection of experimental
units to treatment conditions and designs with self-selection of experimental units to
treatment conditions (Heinsman & Shadish, 1996; Shadish & Heinsman, 1997; Shadish
& Luellen, 2005).
Other-Selection. In quasi-experimental designs with other-selection, the assignment
to treatment conditions is under the control of forces that are external to the entities
that are assigned to treatment conditions (Heinsman & Shadish, 1996; Shadish et al.,
2002). In quasi-experimental designs with treatment assignment at the unit-level, spe-
cific examples for other-selection include decisions about special education needs for
individual students by teachers, decisions about the retention of individual students at a
grade-level by teacher boards or decisions about therapeutic needs made by physicians
for their patients. In designs with treatment assignment at the cluster-level, examples
for other-selection include decisions of principals about the teaching methods to be
implemented in different classes or decisions of school boards about which aspects of
school reforms are to be implemented for different schools.
Self-Selection. In quasi-experimental designs with self-selection, the assignment to
treatment conditions is based on decisions internal to the units of assignment (students,
students’ parents, teachers selecting a teaching method based on their knowledge of
the class, Heinsman & Shadish, 1996; Shadish et al., 2002). In quasi-experimental de-
signs with treatment assignment at the unit-level, examples for self-selection include
the choice whether or not to actually follow a treatment regime by individual patients
or the decision to attend voluntary afternoon classes or science clubs by students. In
quasi-experimental designs with treatment assignment at the cluster-level, examples for
self-selection include the selection of teaching methods for a class made jointly by stu-
dents and teacher or the decisions to get external supervision made by working groups.
In practice, the distinction between self- and other-selection in multilevel designs is
not always as clear cut as it is for singlelevel designs (Shadish, 2000), especially when
designs with treatment assignment at the cluster-level are considered. In these designs,
decisions about treatment assignment will be almost always influenced by considera-
tions of units within the clusters and external entities such as administrators or funding
agencies.
Both types of quasi-experimental designs, no matter whether they rely on other- or
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self-selection of experimental entities to treatment conditions, require assumptions of
conditional unbiasedness and the careful selection of covariates at the unit- as well
as at the cluster-level that influence both the treatment assignment and the outcome
variable Y . In contrast to randomized designs, it is plausible to include the between-
component Zb among the cluster-covariates in quasi-experimental designs. It is more
likely that self- or other-selection to treatment conditions depends on the true values of
Zb (e.g., the average socio-economic status in a school, or the average intelligence in
a class) and not on the fallible observed cluster-means of Z assessed in an application.
In contrast to conditionally randomized experimental designs, conditional unbiased-
ness is not guaranteed to hold in quasi-experimental designs. The correct analysis of
quasi-experimental designs requires that all covariates on the unit- and cluster-level that
guide the selection process to treatment conditions and influence the outcome variable
Y are considered in order to estimate the average causal effect and approximate the re-
sults of experimental designs with quasi-experiments. The appropriate models for the
estimation of average causal effects from multilevel quasi-experiments include the gen-
eralized ANCOVA introduced in Chapter 4 for designs with treatment assignment at the
unit-level and in Chapter 5 for designs with treatment assignment at the cluster-level.
Methods based on the estimated treatment propensities (e.g., Rosenbaum & Rubin,
1983, 1984, 1985) are an alternative, but have not been formally developed for mul-
tilevel designs. Meta-analytical studies of singlelevel designs (Heinsman & Shadish,
1996; Shadish, 2000) indicate that mechanisms governing the assignment process and
the relevant covariates are more easily identified for designs with other-selection: Re-
sults from well-planned and analyzed quasi-experimental studies with other-selection
closely mirror results from randomized experiments in the same subject domain.
3.3 Conclusion
In Chapter 2, we introduced the general theory of average causal effects, two multilevel
single-unit trials to capture the structure of between-group multilevel designs and de-
fined various causal effects, prima-facie effects, unbiasedness and some of its sufficient
conditions on the causality space that formalizes the multilevel random experiment. In
this chapter, we first discussed one big challenge to causal inference in multilevel de-
signs — violations of SUTVA — and its relation to the assignment of units to clusters,
3.3 Conclusion 82
before presenting a taxonomy of multilevel designs in light of the preceding discus-
sions. In this section that wraps up the chapter, we will summarize and discuss the
prospects of causal inference for between-group multilevel designs.
The main insight from the general theory of causal effects (Steyer et al., 2009) is that
causal inference can meaningfully refer only to the underlying probability and causal-
ity space, the distributions defined therein and the concepts defined thereupon. All
changes in the underlying probability space, e.g., with respect to the population of units
or clusters, to the probability of events or the distributions of random variables may also
result in changes in the values of the derived quantities such as average causal effects.
The scope of causal inferences is thus inseparably tied to the correct representation
of the empirical phenomenon in the underlying multilevel random experiment: With-
out further assumptions, causal inferences can logically apply only to the population
of clusters, the population of units and the assignment process of units to clusters the
characterizes the random experiment. Inferences and generalizations above and beyond
the random experiment, e.g., to other populations, time points or changes in underly-
ing distributions, will always have to rely on additional assumptions. Changes in the
causally relevant distributions and parameters in-between repetitions of the single-unit
trial are especially critical: Estimation of average causal effects from finite samples re-
quires a uniquely defined probability space as reference. If this probability space along
with its distributions and regressions changes in the causal parameters, all inferences
with respect to these parameters become meaningless.
As we have discussed, violations of SUTVA are widely discussed as challenges to
valid causal inferences in multilevel designs. In contrast to previous accounts of causal-
ity in multilevel designs, the general theory of causal effects (Steyer et al., 2009) — by
stratifying in its effect definition on the confounder σ-algebra CX — is well equipped
to handle the complexities of multilevel designs. Thereby, true-effect variables τ j al-
ways take all random variables that are measurable with respect to this σ-algebra into
account. Additional interference effects between units within the same cluster or within
and between treatment conditions can violate the stability and independence assump-
tions made in repeated single-unit trials and can challenge the validity of causal infer-
ences in some designs. In designs with assignment of units to clusters, causal inference
requires that the effects of interferences between units within the same cluster on the
outcome variable Y are captured fully by contextual variables measurable with respect
to CX. Interference effects are unproblematic in multilevel designs with pre-existing
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clusters and assignment at the cluster-level, since they are captured by the cluster vari-
able C. However, average causal effects estimated from these designs can never be
generalized to other allocations of units to clusters without the additional assumption
that similar mechanisms will be present in the changed population as well. In all designs
with treatment assignment at the unit-level, the additional and standard assumption of
no interference or spill-over effects between the treated and the untreated units over
and above the cluster-specific treatment propensities must hold. The development of
analytical methods that can deal with additional SUTVA violations, e.g., by develop-
ing non-parametric bounds for treatment effects (Manski, 1995; Rosenbaum, 2007) or
by using instrumental variable approaches (Sobel, 2006), is a fruitful area of further
research for multilevel designs.
In the following two chapters, we will turn to the identification of the average causal
effect in conditionally randomized and quasi-experimental multilevel designs with treat-
ment assignment at the unit-level (Chapter 4) and at the cluster-level (Chapter 5). In
these two chapters, we will discuss another big challenge to causal inference: The cor-
rect specification of the regressions underlying the adjustment model. Additionally, we
will further deliberate the choice of the correct statistical model to estimate the average
causal effects and test various statistical implementations of the generalized ANCOVA
for multilevel designs in two simulation studies. The third big challenge to causal in-
ference in general and in multilevel designs — the choice of the appropriate covariates
— will receive less attention in the course of this thesis. Basically, we will rely on
conditional unbiasedness as the weakest causality criterion without further discussing
indirect tests for unbiasedness. Although first approaches to implement tests of condi-
tional unconfoundedness exist for singlelevel designs, they are not well understood yet
and their application to multilevel designs is beyond the scope of this thesis.
4 Average Causal Effects for
Treatment Assignment at the
Unit-Level
This chapter discusses the analysis of causal effects in multilevel designs with treat-
ment assignment at the unit-level. Since the analysis of randomized designs is well-
understood (e.g., Moerbeek et al., 2000; Raudenbush & Liu, 2000) and average causal
effects are identified with prima-facie effects in multisite randomized trials, we will
focus on designs in which unbiasedness of the treatment regression E(Y | X) does not
hold. Specifically, we will develop an adjustment procedure that extends the general-
ized analysis of covariance (ANCOVA) introduced by Steyer et al. (2009) to condition-
ally randomized and quasi-experimental multilevel designs with treatment assignment
at the unit-level. The identification of average causal effects in these designs is not as
well understood as causal inference for unconditionally randomized multisite designs.
Conventional accounts of the multilevel ANCOVA for designs with treatment assign-
ment at the unit-level (Moerbeek et al., 2001; Raudenbush & Liu, 2000; Seltzer, 2004;
Pituch, 2001; Plewis & Hurry, 1998) do not identify the average causal effect in the
presence of interactions between the treatment variable and the covariates.
The chapter is structured as follows: We first identify average causal effects for gen-
eral conditional effect functions. Next, we turn to linear effect functions and develop the
generalized ANCOVA for non-randomized multisite designs. We show how the average
causal effect can be identified as a non-linear function of the parameters of a multiple
linear regression. Then, we report the results of a simulation study that compared the
finite sample performance of several statistical implementations under the null hypothe-
sis of no average causal effect in a design with a unit-covariate Z and the corresponding
between-component Zb. Finally, we illustrate these implementations with an empiri-
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cal example from the National Educational Longitudinal Study of 1988 (NELS:1988,
Curtin, Ingels, Wu, Heuer, & Owings, 2002). Throughout this chapter, we will refer
to the multilevel causality space
〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
introduced in Chapter 2.
Our discussion pertains to designs with assignment of units to clusters as well as to de-
signs that use pre-existing clusters. In line with the discussions in Chapter 3, we assume
that there are no additional spill-over effects between treated and untreated units within
a cluster.
4.1 Adjustment Models
In the following section, we will develop the generalized ANCOVA (Steyer et al., 2009)
for multilevel designs in which units are assigned to treatment conditions with differing
probabilities, more specifically for conditionally randomized or quasi-experimental de-
signs. In these designs, the mean differences of the outcome variable between treatment
conditions, in general, do no longer identify the average causal effects.
In the remainder of the section, we consider two classes of conditionally randomized
and quasi-experimental multilevel designs with treatment assignment at the unit-level:
First, we discuss designs, in which unbiasedness of the unit-covariate-cluster-treatment
regression E(Y | X,Z,C) holds [for the definition see Equation (2.57)]: In experimental
designs, unbiasedness of E(Y | X,Z,C) is implied, if all units with a value z of the unit-
covariate Z within a cluster c have the same probabilities of being assigned to treatment
and control conditions. In quasi-experimental designs, unbiasedness of E(Y | X,Z,C)
does not hold automatically, but requires the inclusion of all unit-covariates Z that in-
fluence the treatment probabilities and the outcome variable Y in addition to the cluster
variable C. Next, we discuss designs in which the stronger condition of unbiasedness
of the unit-covariate-cluster-covariate-treatment regression E(Y | X,Z,V,Zb) holds [for
the definition see Equation (2.58)]. Again, in experimental designs, unbiasedness of
E(Y | X,Z,V,Zb) is implied by assigning all units with a value z of the unit-covariate Z
in clusters characterized by cluster-covariates V=v and Zb=zb with the same probabili-
ties to treatment and control conditions. In quasi-experimental designs, unbiasedness of
E(Y | X,Z,V,Zb) does not hold automatically, but requires the inclusion of all covariates
Z, V and Zb that influence both the treatment assignment probabilities and the outcome
variable Y .
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In the next section, we will show how the two unbiasedness assumptions allow the
identification of average causal effects ACE jk with empirically estimable quantities.
We will first develop the adjustment models for general effect functions and then turn
to effect functions that are linear in the covariates and their product variables.
4.1.1 General Effect Functions
In the following section, we will develop the adjustment model for general effect func-
tions. We will start with designs in which unbiasedness of E(Y |X,Z,C) holds and cover
designs with unbiasedness of E(Y | X,Z,V,Zb) thereafter.
Unbiasedness of E(Y | X,Z,C)
We start our discussion of the identification of the average causal effect ACE jk in non-
randomized multilevel designs with treatment assignment at the unit-level with designs
in which the unit-covariate-cluster regression E(Y | X,Z,C) is unbiased. Unbiasedness
of E(Y | X,Z,C) has been defined in Equation (2.57) — for convenience, this definition
is repeated here:
E ◦X= j(Y | Z,C) = E(τ j | Z,C) a.s. for all values j of X.
If the (J + 1)-valued treatment variable X is represented with J dummy variables IX= j
with values 0 and 1, one for each treatment condition using the control condition as
reference, E(Y | X,Z,C) can always be written as
E(Y | X,Z,C) = g0(Z,C) + g1(Z,C) · IX=1 + . . . + gJ(Z,C) · IX=J. (4.1)
Without further assumptions, the function g0(Z,C) is the regression EX=0(Y | Z,C) of
the outcome variable Y on the unit-covariate Z and the cluster variable C in the control
group. The functions g j(Z,C) are the conditional prima-facie effect functions PFE j0 ; Z,C
whose values are the conditional prima-facie effects of treatment condition j compared
to the control condition for all combinations of the unit-covariate Z and the cluster
variable C as defined in Equation (2.51):
g j(Z,C) = E ◦X= j(Y |Z,C) − E
◦
X=0(Y |Z,C) = PFE j0 ; Z,C. (4.2)
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If the unit-covariate-cluster-treatment regression E(Y | X,Z,C) is unbiased, the values
of the g j(Z,C)-functions are not only prima-facie effects, but also conditional causal
effects. Hence, the g j(Z,C)-functions are equal to the conditional causal effect functions
CCE j0 ; Z,C as defined in Equation (2.36):
g j(Z,C) = E(τ j | Z,C) − E(τ0 | Z,C) = CCE j0 ; Z,C. (4.3)
As shown in Equation (2.37), the expected value of the conditional causal effect
function E(CCE jk ; Z,C) is equal to the average causal effect ACE jk. Since the conditional
causal effect function CCE j0 ; Z,C is — under unbiasedness of E(Y | X,Z,C) — equal to




is equal to the average causal effect ACE j0:





This equality can be used to identify average causal effects in non-randomized mul-
tilevel designs with treatment assignment at the level of the individual unit. In order
to do this, the functional forms of g0(Z,C) and g j(Z,C) have to be specified and their
parameters estimated or alternatively modeled non-parametrically (Steyer et al., 2009).
Unbiasedness of E(Y | X,Z,V,Zb)
We are now turning to the identification of the average causal effect ACE jk in designs
with an unbiased unit-covariate-cluster-covariate-treatment regression E(Y |X,Z,V,Zb).
Unbiasedness of E(Y | X,Z,V,Zb) had been defined in Equation (2.58) — this defini-
tion is repeated here explicitly including the between-component Zb among the random
variables:
E ◦X= j(Y | Z,V,Zb) = E(τ j | Z,V,Zb) a.s. for all values of X.
If J dummy variables IX= j with values 0 and 1 are used to represent the (J + 1)-
valued treatment variable X, using the control condition as reference, the regression
E(Y | X,Z,V,Zb) can always be written as
E(Y | X,Z,V,Zb) = g0(Z,V,Zb) + g1(Z,V,Zb) · IX=1 + . . . + gJ(Z,V,Zb) · IX=J. (4.5)
Again, without further assumptions, the function g0(Z,V,Zb) is always the regression
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EX=0(Y |Z,V,Zb) of the outcome variable Y on the unit-covariate Z, the cluster-covariate
V and the between-component Zb in the control group. The functions g j(Z,V,Zb) are the
conditional prima-facie effect functions PFE j0 ; Z,V,Zb whose values are the conditional
prima-facie effects of treatment condition j compared to the control condition for all
combinations of the covariates Z, V and Zb as defined in Equation (2.52):
g j(Z,V,Zb) = E ◦X= j(Y |Z,V,Zb) − E
◦
X=0(Y |Z,V,Zb) = PFE j0 ; Z,V,Zb . (4.6)
Under unbiasedness of E(Y | X,Z,V,Zb), the values of the g j(Z,V,Zb)-functions are not
only prima-facie effects, but also conditional causal effects and the g j(Z,V,Zb)-functions
are equal to the conditional causal effect functions CCE j0 ; Z,V,Zb as defined in Equa-
tion (2.40):
g j(Z,V,Zb) = E(τ j | Z,V,Zb) − E(τ0 | Z,V,Zb) = CCE j0 ; Z,V,Zb . (4.7)
As shown in Equation (2.42), the expected value of the conditional causal effect
function E(CCE jk ; Z,V,Zb) is equal to the average causal effect ACE jk. Since, under unbi-
asedness of E(Y |X,Z,V,Zb), the conditional causal effect function CCE j0 ; Z,V,Zb is equal




is equal to the average causal effect
ACE j0:





This equality can be used to identify average causal effects in non-randomized mul-
tilevel designs with treatment assignment at the level of the individual unit. Again, in
applications, the functional forms of g0(Z,V,Zb) and g j(Z,V,Zb) have to be parametrized
and estimated or modeled non-parametrically.
4.1.2 Linear Effect Functions
The unit-covariate-cluster-treatment regression E(Y | X,Z,C) and the unit-covariate-
cluster-covariate-treatment regression E(Y | X,Z,V,Zb) were introduced in Equations
(4.1) and (4.5) without further assumptions about the form of the respective intercept
functions g0 and effect functions g j. If the adjustment methods are used in applications,
the functional forms of g0 and g j must be explicitly chosen or estimated with other, e.g.,
non-parametric statistical methods. If an explicit specification of the g0 and g j is chosen,
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the validity of causal inferences depends on the correct specification of the regression
of the outcome variable Y on the set of considered covariates in each treatment group.
Any misspecification of these regressions can result in a severe bias of the estimated
average causal effect (see also, D. J. Bauer & Cai, 2008; Kang & Schafer, 2006).
In the remainder of this section, we will develop the generalized ANCOVA (Kröhne,
2009; Steyer et al., 2009) for conditionally randomized and quasi-experimental mul-
tilevel designs with treatment assignment at the unit-level using linear intercept and
effect functions (see also, Kröhne, 2009, for a similar formulation with regard to the
parametrization of the regressions of the outcome variable Y on the covariate Z for each
treatment group for the generalized ANCOVA in singlelevel designs). We will start with
designs that lead to an unbiased unit-covariate-cluster-treatment regression E(Y |X,Z,C)
and discuss designs with an unbiased unit-covariate-cluster-covariate-treatment regres-
sion E(Y | X,Z,V,Zb) thereafter. If a linear parametrization for the intercept and effect
functions is chosen, the validity of causal inferences is contingent not only on the as-
sumption of unbiasedness of the respective regressions, but also on the tenability of the
linearity assumptions for the functions g0 and g j.
The generalized ANCOVA, introduced in the next section, extends and consolidates
the different versions of multilevel ANCOVA models that have been proposed for non-
randomized multilevel designs with treatment assignment at the unit-level (Moerbeek
et al., 2001; Raudenbush & Liu, 2000; Seltzer, 2004; Pituch, 2001; Plewis & Hurry,
1998) in the following ways:
1. In line with Moerbeek et al. (2001), it explicitly acknowledges the decomposition
of the unit-covariate Z into the within-component Zw and the between-component
Zb.
2. Similar to Pituch (2001), Plewis and Hurry (1998), Raudenbush and Liu (2000)
and Seltzer (2004), it includes interactions between the covariates Z, V , Zb and
the treatment variable X, but extends the aforementioned approaches by explic-
itly identifying the average treatment effect in the presence of interactions and
not only conditional treatment effects (see also Flory, 2008; Kröhne, 2009; Na-
gengast, 2006; Rogosa, 1980).
3. Finally, it is embedded in an explicit theory of causality and uses covariates to
identify the average causal effect ACE jk in conditionally-randomized and quasi-
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experimental designs — in contrast to Moerbeek et al. (2001) and Raudenbush
and Liu (2000) who discussed covariates only as a means to improve precision in
randomized designs.
Unbiasedness of E(Y | X,Z,C)
Our discussion of the adjustment model for conditionally randomized and quasi-experi-
mental multilevel designs with treatment assignment at the unit-level that lead to unbi-
asedness of E(Y |X,Z,C) will be confined to a binary treatment variable X, representing
a treatment and a control condition. To further simplify the derivations, we will only
consider one unit-covariate Z and the cluster variable C as covariates. Generalizations
to more than two treatment conditions and more unit-covariates are straightforward, but
require further assumptions about the interactions between the covariates.
If the regression E(Y | X,Z,C) is conditionally linear in the treatment variable X, the
unit-covariate Z and their product variable given the cluster variable C, it can be written
as:
E(Y | X,Z,C) = f0(C) + f1(C) · Z +
[
f2(C) + f3(C) · Z
]
· X. (4.9)
Equation (4.9) shows that the (C=c)-conditional regressions EC=c(Y | X,Z) are lin-
ear in the treatment variable X, the unit-covariate Z and their product variable with
cluster-specific regression parameters f0(C=c) to f3(C=c). The (C=c)-conditional re-
gressions are also referred to as within-cluster regressions or level-1-equations in con-
ventional multilevel modeling terminology (Raudenbush & Bryk, 2002; Snijders &
Bosker, 1999). Equation (4.9) is not restrictive, if the unit-covariate Z is a dichotomous
variable. In this case the functions fi(C) can be modeled using indicator variables IC=c
for the clusters C=c, the unit-covariate Z and their products. If Z is a discrete ran-
dom variable with a small number of possible values, indicator variables IZ=z can be
used to obtain a saturated parametrization of Equation (4.9). If Z is a continuous vari-
able (or a many-valued discrete random variable, that cannot be reasonably represented
with indicator variables), however, the linearity of the (C=c)-conditional regressions
EC=c(Y | X,Z) postulated in Equation (4.9) can be wrong.
The outcome variable Y can be decomposed into the regression E(Y | X,Z,C) and its
residual ε ≡ Y − E(Y | X,Z,C):
Y = f0(C) + f1(C) · Z +
[
f2(C) + f3(C) · Z
]
· X + ε. (4.10)
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The residual ε has all properties of a residual of a multiple linear regression, most
notably its expected value and its regression on the regressors is zero. The last property
only holds, if the actual regression of the outcome variable Y on X, Z and C is c-
conditionally linear in X, Z and their product. Otherwise, only the properties of the
residual of a linear ordinary least-squares regression Q(Y | X,Z,C) hold (e.g., Kutner,
Nachtsheim, Neter, & Li, 2005; Rechner & Schaalje, 2007, Chapter 8). No further
assumptions about the distribution of the residual ε are made at this point.
Next, we derive the conditional effect function g1(Z,C) from E(Y | X,Z,C) in Equa-
tion (4.9). In Equation (4.2), we noted that g1(Z,C) is equal to the difference between
the extensions of the conditional regressions EX=1(Y |Z,C) and EX=0(Y |Z,C). Rewrit-
ing Equation (4.9), these two regressions have the following form:
EX=0(Y | Z,C) = f0(C) + f1(C) · Z, (4.11)









Equation (4.11) describes the regression EX=0(Y |Z,C) of the outcome variable Y on the
unit-covariate Z and the cluster variable C in the control condition and is thus equal to
the intercept function g0(Z,C). The conditional effect function g1(Z,C) is obtained by
subtracting the extension of Equation (4.11) from the extension of Equation (4.12):
g1(Z,C) = E ◦X=1(Y |Z,C) − E
◦
X=0(Y |Z,C) (4.13)
= f2(C) + f3(C) · Z. (4.14)
To obtain the average causal effect ACE10, the expected value of the conditional effect



















At this point, further assumptions about the functions f2(C) and f3(C) are necessary to





easily identified and estimated, e.g., with a hierarchical linear model (Raudenbush &




is harder to obtain,
since it depends both on the covariance and the expected values of f3(C) and the unit-




























and E(Z). This will be the
case in designs in which units are randomly assigned to clusters. In this case E(Z |C) =




= 0. In designs with pre-existing clusters and




will usually not be equal to zero and the cluster-specific effects of the product of the
treatment variable X and the unit-covariate Z can covary with the unit-covariate Z. In
these designs, the average causal effect ACE10 is identified, but practical estimation
can be difficult, since statistical multilevel models require no correlation between error
terms and predictor variables within and between levels (see also, Kim & Frees, 2006,
2007). We will not consider designs with unbiasedness of E(Y |X,Z,C) further. Instead,
we will focus on designs with unbiasedness of E(Y | X,Z,V,Zb) and develop and study
the generalized ANCOVA for these designs in more detail.
Unbiasedness of E(Y | X,Z,V,Zb)
As in the previous section, our discussion of the adjustment model for conditionally
randomized and quasi-experimental multilevel designs with treatment assignment at
the unit-level and unbiasedness of E(Y | X,Z,V,Zb) will be confined to a binary treat-
ment variable X, representing a treatment and a control condition. Again, we will only
consider one unit-covariate Z, one cluster-covariate V , the between-component Zb and
their products. Generalizations to more than two treatment conditions and more covari-
ates are straightforward, but require further assumptions about the interactions between
the covariates to be considered.
There are two equivalent ways to parametrize the regression E(Y | X,Z,V,Zb): (1) Ei-
ther with the raw scores of the unit-covariate Z or (2) with the within-component Zw [as
defined in Equation (2.3)]. Both parametrizations include identical information about
the regression of the outcome variable on the treatment variable and the covariates since
the within-component Zw is defined as the difference between the raw scores of the unit-
covariate Z and the between-component Zb (see also, Enders & Tofighi, 2007; Kreft, de
Leeuw, & Aiken, 1995), but the interpretation of regression parameters differ. For the
following derivations, the parametrization using the within-component Zw is used, as it
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results in an easier identifier of the average causal effect. At the end of the section, we
will briefly discuss the alternative parametrization of E(Y | X,Z,V,Zb) that uses the raw
scores of the unit-covariate Z.
If the regression E(Y | X,Z,V,Zb) is linear in the treatment variable X, the within-
component Zw, the between-component Zb, the cluster-covariate V and their products,
it can be written as:
E(Y | X,Z,V,Zb) = γ00 + γ01Zb + γ02V + γ03Zb · V (4.18)
+
[





γ10 + γ11Zb + γ12V + γ13Zb · V
+
[





The outcome variable Y can be decomposed into the regression E(Y | X,Z,V,Zb) and its
residual ε ≡ Y − E(Y | X,Z,V,Zb):
Y = E(Y | X,Z,V,Zb) + ε. (4.19)
Again, all properties of a residual of a multiple regression apply to the residual ε, most
notably its expected value and its regression on the regressors is zero. The last property
only holds, if the actual regression of the outcome variable Y on the regressors X, Zw,
Zb, V and their products is linear. Otherwise, only the properties of the residual of a
linear ordinary least-squares regression Q(Y | X,Z,V,Zb) hold (e.g., Kutner et al., 2005;
Rechner & Schaalje, 2007, Chapter 8). No further assumptions about the distribution
of ε are made at this point. However, assumptions about the distribution of the residual
and its multilevel structure distinguish the statistical models used to implement the
generalized ANCOVA in the simulation study in Section 4.2.
Next, we derive the parameters of the conditional effect function g1(Z,V,Zb) from the
parameters of Equations (4.18). In Equation (4.6), we noted that g1(Z,V,Zb) is equal
to the difference between the extensions of the conditional regressions EX=1(Y |Z,V,Zb)
and EX=0(Y |Z,V,Zb). Taking the parameters of the regression in Equation (4.18), these
4.1 Adjustment Models 94
two regressions have the following form:
EX=0(Y |Z,V,Zb) = γ00 + γ01Zb + γ02V + γ03Zb · V (4.20)
+
[
γ04 + γ05Zb + γ06V + γ07Zb · V
]
· Zw,
EX=1(Y |Z,V,Zb) = γ00 + γ10 + (γ01 + γ11)Zb (4.21)
+ (γ02 + γ12)V + (γ03 + γ13)Zb · V
+ [γ04 + γ14 + (γ05 + γ15)Zb
+ (γ06 + γ16)V + (γ07 + γ17)Zb · V] · Zw.
Equation (4.20) describes the regression EX=0(Y | Z,V,Zb) of the outcome variable Y
on the covariates in the control condition and is thus equal to the intercept function
g0(Z,V,Zb). The conditional effect function g1(Z,V,Zb) is obtained by subtracting the
extension of Equation (4.20) from the extension of Equation (4.21):
g1(Z,V,Zb) = E ◦X=1(Y |Z,V,Zb) − E
◦
X=0(Y |Z,V,Zb) (4.22)
= γ10 + γ11Zb + γ12V + γ13Zb · V
+ [γ14 + γ15Zb + γ16V + γ17Zb · V] · Zw.
To identify the average causal effect ACE10, the expected value of Equation (4.22)
has to be taken [see Equation (4.8)] and the algebraic rules for expected values (cf. H.














+ γ16E(V · Zw) + γ17E
(
Zb · V · Zw
)
= γ10 + γ11E(Z) + γ12E(V) + γ13E(Zb · V). (4.24)
Equation (4.23) simplifies considerably to Equation (4.24). These simplifications are
possible by taking into account that Zw is the residual of the regression E(Z | C) (see
Section 2.3 for the discussion of this regression and its residual). By virtue of this rela-
tion, its expected value is equal to zero [E(Zw) = 0] and it is regressively independent
from all functions of its regressor C, making the expected values of its products with
Zb, V and Zb ·V also equal to zero [E(Zb ·Zw) = 0, E(V ·Zw) = 0 and E(Zb ·V ·Zw) = 0],
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at least if the cluster-covariate V is a function of the cluster variable C. In case of a
cluster-covariate V that is not a function of C, the corresponding parameter γ16 of the
interaction between Zw and V remains in Equation (4.24).
Thus, the average causal effect ACE10 in experimental multilevel designs with con-
ditional randomization or quasi-experimental multilevel designs with treatment assign-
ment at the unit-level assuming linear intercept- and effect-functions, taking separate
within- and between-effects of the unit-covariate Z into account and assuming unbi-
asedness of the unit-covariate-cluster-covariate-treatment regression E(Y | X,Z,V,Zb) is
given by the following non-linear function of model parameters and expected values of
the covariates and the corresponding product
ACE10 = γ10 + γ11E(Z) + γ12E(V) + γ13E(Zb · V). (4.25)
As in the singlelevel generalized ANCOVA (Kröhne, 2009; Steyer et al., 2009), the
ACE10 is identified as a non-linear function of regression parameters and expected val-
ues of the covariates and their products. If there are no interactions between the treat-
ment variable X and the covariates, i.e., if the corresponding regression weights γ11, γ12
and γ13 of the product terms of the treatment variable and the corresponding covariates
are all equal to zero and, hence, the conditional effect function g1(Z,V,Zb) is a con-
stant, the average causal effect ACE10 is identified by the regression parameter γ10 of
the treatment indicator variable. This is in line with presentations of the conventional
multilevel ANCOVA in general (Raudenbush & Bryk, 2002; Snijders & Bosker, 1999)
and for designs with treatment assignment at the unit-level in particular (Moerbeek et
al., 2000) where no interactions between the treatment variable and the covariates are
included. It is well-known from singlelevel ANCOVA that — in the presence of non-
zero interactions between the treatment and the covariates — the estimate from a model
without interactions does not identify the average causal effect ACE10 in the presence
of non-zero interaction effects, but only the conditional treatment effect at the point of
highest precision [see Rogosa, 1980, Equations (18) and (19)]. Hence, in contrast to
the generalized ANCOVA, the conventional multilevel ANCOVA does not identify the
average causal effect ACE10 generally.
If the expected values of the covariates and their product — E(Z), E(V) and E(Zb ·V)
— are equal to zero, the average causal effect ACE10 is also simply identified by the
regression parameter γ10 of the treatment indicator variable. Centering covariates by
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subtracting their empirical means from the observed values in applications before cal-
culating the products with the treatment variable, makes their empirical mean equal
to zero (Aiken & West, 1996; Kreft et al., 1995) — but not necessarily the observed
mean of the product variable that also depends on the covariance Cov (Zb,V) that is not
influenced by centering. While centering covariates around the empirical means iden-
tifies the average causal effect with a single regression weight — provided there are
no three-way or higher-order interactions of the covariates and the treatment variable
— analytical derivations (Chen, 2006) and simulation studies (Kröhne, 2009; Nagen-
gast, 2006) for statistical implementations of singlelevel adjustment models show that
standard errors of the ACE are underestimated, if covariates are stochastic predictors
and not fixed by design. Centering can therefore not be recommended without qual-
ifications for obtaining standard errors of the average causal effect for designs with
stochastic covariates and observational studies.
In Equation (4.22), the conditional effect function g1(Z,V,Zb) specifically provided
for separate effects of both the between-component Zb, the within-component Zw and
of product variables including these two variables. If the effects of Zb and Zw and their
product variables with the cluster-covariate V do not differ, i.e., if γ11=γ14 and γ13=γ16,
and there are no cross-level interactions, i.e., γ15=γ17=0, it is sufficient to model the raw
scores of the unit-covariate Z directly. In this case, the corresponding regression weight
of Z and of possible product variables of Z and the cluster-covariate V remain in the
non-linear constraint. If either of these conditions is not met, the regression using that
includes only the raw scores of the unit-covariate Z is misspecified and the resulting
identifier of the ACE01 can be biased.
As mentioned above, the regression E(Y | X,Z,V,Zb) was parametrized using the
within-component Zw to derive and identify the ACE10 in the generalized ANCOVA
while an alternative parametrization uses the raw scores of the unit-covariate Z. The
two parametrizations of E(Y |X,Z,V,Zb) convey identical information with respect to the
conditional expected values of the outcome variable Y (Enders & Tofighi, 2007; Kreft
et al., 1995). However, the interpretation of model parameters and the resulting non-
linear constraint differ. The specification using the within-cluster residual Zw is to be
preferred for models with interactions because the coefficients are easier interpretable
as effects on different hierarchical levels and model estimation is more stable because
the within-component Zw is regressively independent of the between-component Zb and,
hence, their covariance is zero (Enders & Tofighi, 2007).
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4.2 Simulation Study
In this section, we describe a large simulation study that compared the finite sample per-
formance of several statistical implementations of the generalized ANCOVA with linear
effect and intercept functions for non-randomized multilevel designs with treatment as-
signment at the unit-level. In the simulation, we compared several statistical models
under an average causal effect of zero in the population to establish and test their ade-
quacy under the null hypothesis. In order to simplify the simulation, we only considered
a design with a unit-covariate Z and did not include a cluster-covariate V . However, the
unit-covariate Z influenced both the treatment assignment and the outcome variable Y
independently through its between-component Zb and its within-component Zw.
The section is structured as follows: We first introduce the data generation and as-
sumptions made in repeating the single-unit trial. Next, we introduce the statistical
models and research questions to be addressed in the simulation study. We then de-
scribe the design of the simulation study and report the results: The ACE-estimators
were studied with respect to their bias and their relative efficiency, the standard errors
of the ACE-estimators were studied with respect to their bias and the empirical type-1-
error rate in tests of the null hypothesis.
4.2.1 Data Generation
The generalized ANCOVA was developed in the previous section with reference to the
single-unit trial and the causality space introduced in Chapter 2 (see also, Steyer et al.,
2009). Inferences from finite samples that are the focus of the simulation study re-
quire independent repetitions of a single-unit trial that are stable with respect to causal
parameters and distributions and a statistical model to estimate the average causal ef-
fect and its standard error (see also the discussions in Chapter 3). In this section, we
describe the central components of the repeated single-unit trial that was considered
in the simulation study and discuss the resulting properties of the sampling model. A
detailed description of the implementation of the data generation in R (R Development
Core Team, 2008) is given in Appendix C.1.
In line with the theoretical concepts and data generation procedures in other simula-
tion studies of the analysis of average causal effects with the generalized ANCOVA for
singlelevel models (Kröhne, 2009), data was generated by considering the regressions
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of the true-outcome variable τ0 and the true-effect variable δ10 on the covariates Z and
Zb. Hence, τ0 and δ10 were decomposed in the regressions E(τ0 |Z,Zb) and E(δ10 |Z,Zb)
and their respective residuals ε0 and ε10:
τ0 = E(τ0 | Z,Zb) + ε0, (4.26)
δ10 = E(δ10 | Z,Zb) + ε10, (4.27)
where E(δ10 | Z,Zb) is the conditional effect function CCE10 ; Z,Zb . The presence of the
residuals ε0 and ε1 violated conditional homogeneity as introduced in Section 2.6.2:
The true-outcome variable τ0 in the control condition and the true-effect variable δ10
were not constant given the covariates Z and Zb. The residuals ε0 and ε1 were assumed
to be further decomposable into cluster-specific components r j ; C and unit-specific com-
ponents υ j ; U to represent the effects of the cluster variable C and the unit variable U
ε0 = r0 ; C + υ0 ; U (4.28)
ε10 = r10 ; C + υ10 ; U . (4.29)
The unit-specific components υ0 ; U and υ10 ; U are defined as the residuals of the re-
gressions E(τ0 | Z,Zb,C) and E(δ10 | Z,Zb,C) respectively. As residuals, their expected
value is equal to zero and they are regressively independent of the regressors Z, Zb and
C. Furthermore, in the repeated single-unit trials of the simulation, their covariance
Cov (υ0 ; U , υ10 ; U) was fixed to zero. The cluster-specific components r0 ; C and r10 ; C ac-
count for the multilevel structure of the repeated single-unit trials: They capture the
residual influence of the cluster variable C on the true-outcome variable τ0 in the con-
trol condition and the true-effect variable δ10 and are defined as residuals of the regres-
sions E [E(τ0 | Z,Zb,C) | Z,Zb] or E [E(δ10 | Z,Zb,C) | Z,Zb] respectively. Hence, their
expected value is equal to zero and their regression on the regressors Z and Zb is zero.
Also, their covariance with the unit-specific residuals υ0 ; U and υ10 ; U is zero by defi-
nition. Additionally, their covariance Cov (r0 ; C, r10 ; C) was zero in the data generation
procedure. If the variance of the residual ε10 is larger than zero, there will be residual
variance heterogeneity between the treatment groups. Depending on whether this het-
erogeneity is due to Var(r10 ; C) > 0 or Var(υ10 ; U) > 0, the heterogeneity is located at
the unit- or at the cluster-level or due to both.
The decomposition of the residuals ε0 and ε10 yielded the following residual intra-
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class correlation coefficients rICCs in line with the general definition in Equation (2.11):
rICC(τ0 | Z,Zb) =
Var [E(τ0 | Z,Zb,C) − E(τ0 | Z,Zb)]
Var [τ0 − E(τ0 | Z,Zb)]
=
Var(r0 ; C)
Var(r0 ; C) + Var(υ0 ; U)
,
(4.30)
rICC(δ10 | Z,Zb) =
Var [E(δ10 | Z,Zb,C) − E(δ10 | Z,Zb)]
Var [δ10 − E(δ10 | Z,Zb)]
=
Var(r10 ; C)
Var(r10 ; C) + Var(υ10 ; U)
.
(4.31)
If Equations (4.30) and (4.31) are both equal to zero, i.e., if the variances of the cluster-
specific components r0 ; C and r10 ; C are both equal to zero, the estimated distribution
of the parameter estimates from a conventional singlelevel regression model will be
correct. If these variances are different from zero, the standard errors and covariance of
parameter estimates will be underestimated, if the corresponding variance components
of the outcome variable Y are not included in the statistical model (Moerbeek et al.,
2000, 2001; Raudenbush & Liu, 2000; Snijders & Bosker, 1999).
The regressions E(τ0 | Z,Zb) and E(δ10 | Z,Zb) were parameterized as linear functions
of the within-component Zw, the between-component Zb and their product using the
same labels for the regression coefficients as in Equation (4.18):
E(τ0 | Z,Zb) = γ00 + γ01 · Zb + γ04 · Zw + γ05 · Zb · Zw, (4.32)
E(δ10 | Z,Zb) = γ10 + γ11 · Zb + γ14 · Zw + γ15 · Zb · Zw. (4.33)
Both, Equations (4.32) and (4.33), used the true values zb of the between-component




, and the residual of this re-
gression, the within-component Zw. However, the true values of Zb were not available
in the sample and had to be approximated by the cluster-means of Z and the empiri-
cal deviations from the cluster-means. If the regression weights of the between- and
the within-component in Equations (4.32) and (4.33) are equal, i.e., if γ01 = γ04 and
γ11 = γ14, and if there are no interactions between Zb and Zw, i.e., γ05 = γ15 = 0, or if
the ICC(Z)=0, the multilevel decomposition of the unit-covariate does not have to be
taken into account explicitly [see Equation (2.13)]. If at least one of these conditions is
not fulfilled, a statistical model that only includes the unit-covariate Z as predictor will
be misspecified and lead to a biased estimator of the ACE. The cluster variable C did
not modify the effects of the within-component Zw or the product variable Zb · Zw, i.e.,
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the parameters γ04, γ05, γ14 and γ15 were constant across clusters. The average causal
effect is the expected value of the true-effect variable δ10 given in Equation (4.27) us-
ing the decomposition of the residual ε10 in Equation (4.29) and the parametrization in
Equation (4.33):
ACE10 = E(γ10 + γ11 · Zb + γ14 · Zw + γ15 · Zb · Zw + r10 ; C + υ10 ; U), (4.34)
= γ10 + γ11 · E(Z). (4.35)
Treatment assignment probabilities were determined by a logistic function that de-
scribed the probability of units being assigned to each treatment condition as a function
of the unit-covariate Z and the between-component Zb:
P(X=1 |Z,Zb) =
exp (g0 + g1 · Zw + g2 · [Zb − E(Z)])
1 + exp (g0 + g1 · Zw + g2 · [Zb − E(Z)])
. (4.36)
Again the true values of the within-component Zw and the between-component Zb were
used to parametrize Equation (4.36). This function guaranteed independence of the
treatment variable X and the confounder σ-algebra CX given the unit-covariate Z and
the cluster-component Zb (i.e., X ⊥ CX |Z,Zb) as a sufficient condition for unbiasedness
and unconfoundedness of E(Y | X,Z,Zb). If both parameters, g1 and g2, were equal to
zero, treatment assignment probabilities would not depend on the between-component
Zb and the within-component Zw and the data generation would represent a multisite
randomized experiment with equal treatment probabilities in each cluster.
Each data set for the simulation study was generated by repeating a single-unit trial
as described above with further assumptions about the distributions and parameters in-
volved. In line with other simulation studies of the analysis of average causal effects
and in order to represent quasi-experimental designs (Flory, 2008; Kröhne, 2009; Na-
gengast, 2006), the realized values of the unit-covariate Z in each sample were not fixed,
but obtained by sampling from the unconditional distribution of the unit-covariate Z in
each repetition of the single-unit trial. Hence, the realized values of Z varied from sam-
ple to sample and the unit-covariate and by implication the between-component Zb and
the within-component Zw were stochastic predictors (Chen, 2006; Gatsonis & Samp-
son, 1989; Nagengast, 2006; Sampson, 1974; Shieh, 2006). In a similar vein, the use
of the probabilistic assignment function, given in Equation (4.36), yielded samples that
varied in the treatment group sizes depending on the realized values of the covariate and
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the actual assignment of units to treatment conditions in the repeated single-unit trials.
Hence, the treatment variable X also was a stochastic predictor (Nagengast, 2006). A
detailed description of the parameters that were varied or kept constant within the sim-
ulation design is given in Section 4.2.3. The implementation of the data generation in R
is explained and the corresponding parameter values of the data generation procedure
are given in Appendix C.1.
Summarizing, the data generation routine resulted in four special properties of the
sampling model that were represented to a different degree by the statistical models in
the simulation study:
1. Due to repeated sampling from the unconditional distribution of the unit-covariate
Z, its realized values varied from sample to sample. Thus, the unit-covariate Z
and by implication the between-component Zb and the within-component Zw were
stochastic predictors (Chen, 2006; Sampson, 1974; Shieh, 2006). The same logic
applied to the realizations of the treatment variable X.
2. The conditional effect function CCE10 ; Z,Zb varied independently with both the
between-component Zb and the within-component Zw, as did the treatment as-
signment function. Thus, Zb and Zw are both relevant covariates to be considered
separately in adjustment models, if ICC(Z) > 0 [see Equation (2.13)].
3. The regressions E(τ0 | Z,Zb) and E(δ10 | Z,Zb) were specified using the actual
values of the between-component Zb. These values are only approximated by the
empirical cluster means of Z that are fallible measures of E(Z | C=c) in samples
(Asparouhov & Muthén, 2006; Lüdtke et al., 2008). The average reliability of the
cluster means is a function of the average cluster sizes and determines whether
the estimated regression coefficients associated with the empirical cluster-means
of Z will be biased [see Equation (2.14)].
4. Both E(τ0 | Z,Zb) and E(δ10 | Z,Zb) were allowed to have residual intraclass cor-
relation coefficients rICC larger than zero, reflecting systematic influences of the
cluster variable C on τ0 and δ10 after taking the effects of the unit-covariate Z and
the between-component Zb into account. In addition, the variances of all residu-
als were not restricted to be equal, potentially resulting in variance heterogeneity
of the outcome variable Y between treatment groups.
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In the following section, we will discuss several statistical models and their abilities to
deal with the properties of the data generation procedure.
4.2.2 Research Questions and Statistical Methods
The simulation study investigated the finite-sample performance of several statistical
implementations of the generalized ANCOVA under the null hypothesis of no average
causal effect (H0 : ACE10 = 0). In line with the properties of the data generation
procedure, we tested the robustness of various statistical methods against violations of
their assumptions and addressed the following research questions and hypotheses:
1. The decomposition of the unit-covariate Z into the between-component Zb and
the within-component Zw has to be accounted for in the statistical analysis of
conditionally randomized and quasi-experimental multilevel designs with treat-
ment assignment at the unit-level, if Zb and Zw independently influence the con-
ditional effect function CCE jk ; Z,Zb . Neglecting the decomposition and specifying
a naive adjustment model that uses only the covariate Z as predictor leads to a
considerable bias in the ACE-estimator (Snijders & Bosker, 1999).
2. Even if the model is correctly specified in its fixed part and takes the decom-
position of Z into the between-component Zb and the within-component Zw into
account, residual effects of the cluster variable C need to be modeled by estimat-
ing additional variance components for Var(r0 ; C) and Var(r10 ; C) in the random
part of the model. Statistical models that do not include these additional variance
components will lead to standard errors that underestimate the variability of the
ACE-estimates (Raudenbush & Bryk, 2002; Snijders & Bosker, 1999).
3. Statistical models that include the appropriate variance components for Var(r0 ; C)
and Var(r10 ; C), but do not treat the unit-covariate Z as a stochastic predictor and
assume that the empirical mean of Z is equal to the expected value E(Z) and con-
stant over replications, will underestimate the variability of the corresponding
ACE-estimates, especially when there are strong interactions between the treat-
ment variable X and the covariates (Kröhne, 2009; Nagengast, 2006). Methods
that take the stochasticity of the observed scores of Z explicitly into account by
estimating E(Z) as a model parameter will yield accurate standard errors of the
ACE-estimator in all conditions.
4.2 Simulation Study 103
Table 4.1: Properties of the statistical models to implement the generalized ANCOVA
for designs with treatment assignment at the unit-level
Decomposition Stochastic Variance Latent
Method of Z predictors components variable Zb
lace: Naive model - x - -
lace: Full model x x - -
nlme: Full model x - x -
Mplus: Full model x x x -
Statistical details of the models and the implementation of the generalized ANCOVA
for designs with treatment assignment at the unit-level are given in Appendix B. An
overview of the properties of the statistical models with respect to the properties of
the repeated single-unit trial and the resulting research questions is given in Table 4.1.
Specifically, the following implementations of the generalized ANCOVA were studied:
• The naive singlelevel model implementation of the generalized ANCOVA in lace
(Partchev, 2007), using only the unit-covariate Z as a predictor in separate group-
specific structural equation models and neglecting the multilevel structure of the
unit-covariate Z by not further decomposing Z into the between-component Zb
and the within-component Zw [see Equation (B.5) in Appendix B.1 for the model
specification];
• the full singlelevel adjustment model in lace, separately modeling the between-
component Zb and the within-component of Zw, using the cluster-means of the
unit-covariate Z, the cluster-mean centered values of Z and their product as pre-
dictors in group-specific structural equation models, but not including variance
components for the residuals r0 ; C and r10 ; C [see Equation (B.6) in Appendix B.1
for the model speification];
• the full multilevel adjustment model in nlme (Pinheiro, Bates, DebRoy, Sarkar,
& the R Core team, 2008) separately modeling the between-component Zb and
the within-component of Zw, using the cluster-means of the unit-covariate Z, the
cluster-mean centered values of Z, the treatment indicator and their products as
predictors, and modeling the variance components for the residuals r0 ; C and r10 ; C
by including a random intercept and a random effect of the treatment indicator,
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but obtaining standard errors and significance tests of the ACE with the general
linear hypothesis, thereby treating Z as a fixed predictor [see Equation (B.11) in
Appendix B.2 for the model specification];
• the full multilevel adjustment model in Mplus 5.0 (L. K. Muthén & Muthén, 1998-
2007) specified as a singlegroup multilevel model, separately modeling the be-
tween-component Zb and the within-component Zw, using the cluster-means of
the unit-covariate Z, the cluster-mean centered values of Z, the treatment indica-
tor and their products as predictors, modeling the variance components for the
residuals r0 ; C and r10 ; C by including a random intercept and a random effect for
the treatment indicator, and modeling the expected value of the unit-covariate
Z as a model parameter, thereby taking the stochasticity of the unit-covariate Z
explicitly into account in the estimation of the ACE and its standard error [see
Equation (B.24) in Appendix B.3 for the model specification].
Unfortunately, it is not yet possible to specify the generalized ANCOVA for designs
with treatment assignment at the unit-level as a multilevel latent variable model in
Mplus 5.0 (L. K. Muthén & Muthén, 1998-2007) that includes the interaction of the
dichotomous treatment indicator and the latent covariates Zb and Zw. The specification
of a multigroup multilevel latent variable model in Mplus that could be naturally used
to estimate these interactions requires that each cluster c only appears in one treatment
group. For multilevel designs with treatment assignment at the unit-level, this require-
ment is violated: Each cluster can contain treated and untreated units and thus appear
in both treatment group-specific models. Until now, this prohibits the application of the
multigroup multilevel latent variable model to designs with treatment assignment at the
unit-level (see also Appendix B.3) and had the unfortunate consequence that correc-
tions for the unreliability of the empirical cluster means as measures for the between-
component Zb could not be tested in the simulation study.
There were several reasons, why the research questions with respect to the statistical
methods required a simulation study and could not be addressed by analytical deriva-
tions only:
1. The distributional theory for all statistical methods considered holds only asymp-
totically (see Appendix B for further details) and the performance of these meth-
ods in finite samples under realistic circumstances determines their usefulness for
applications.
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2. The standard errors of the ACE-estimator in lace and Mplus obtained with the
multivariate delta-method are — even asymptotically — first-order Taylor-series
approximations (Rao, 1973; Raykov & Marcoulides, 2004). Thus, simulation
studies are called for to analyze their properties and appropriateness in finite sam-
ples (see also MacKinnon, 2008).
3. Finally, none of the statistical methods correctly incorporated all peculiarities of
the data generation (e.g., no method modeled Zb and Zw as latent variables or
otherwise corrected for the unreliability of the cluster means of Z) — robustness
against such violations determines the applicability of the statistical methods.
4.2.3 Design
The simulation was implemented in R 2.6.1 (R Development Core Team, 2008) us-
ing SimRobot (Kröhne, 2007) to manage and distribute the simulation conditions on
a cluster of 40 workstations. All simulated data sets were generated with the data
generation routine for designs with treatment assignment at the unit-level described in
Appendix C.1. In the following section, the parameters that were varied — the indepen-
dent variables of the simulation design — and the parameters that were held constant
over simulation conditions are described in detail.
Independent Variables
The following parameters of the data generation were varied in a six-factorial fully-
crossed simulation design with 1000 replications per cell: (1) the number of clusters, (2)
the average number of units within each cluster, (3) the intraclass correlation coefficient
of the unit-covariate Z, the partial regression coefficients of the logistic assignment
function varied independently for (4) the within-component Zw and (5) the between-
component Zb and (6) the effect size of the interaction between the treatment variable
X and the between-component Zb. We will describe the values of the design factors and
outline the motivation behind these choices. An overview of the design factors is given
in Table 4.2. The corresponding parameters of the data generation routine are given in
Table C.1 in Appendix C.1.
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Table 4.2: Factors of the simulation design for designs with treatment assignment at the
unit-level
Factor Measure Values
Number of clusters 20, 50, 200
Average cluster sizes nc 50, 100, 250
Intraclass correlation of Z ICC(Z) 0.05, 0.1, 0.2, 0.3
Dependency of X and Zw
√
R2inc 0, 0.15, 0.3, 0.5
Dependency of X and Zb
√
R2inc 0, 0.15, 0.3, 0.5
Effect size of cluster-level interaction d(γ11) 0, 0.1, 0.2, 0.3
Number of Clusters. The total number of clusters was either 20, 50 or 200. 20 clus-
ters were chosen as a reasonable lower bound for the total number of clusters, since
cost-effective designs for multisite randomized trials involve a relatively small num-
ber of clusters with a medium or large number of units per cluster (Moerbeek, van
Breukelen, Berger, & Ausems, 2003; Raudenbush & Liu, 2000). The complexity of the
adjustment model made it unlikely that the statistical models would perform well with a
smaller number of clusters given the results of previous simulation studies: Acceptable
performance of complex hierarchical linear models with random slopes has only been
reported for samples as small as 50 clusters (Browne & Draper, 2000; Maas & Hox,
2005). 200 clusters were chosen as an upper bound for the number of clusters; larger
samples are unlikely to be obtained in between-group multilevel designs with treat-
ment assignment at the unit-level due to the high marginal costs involved in sampling
additional clusters (Moerbeek, van Breukelen, Berger, & Ausems, 2003; Raudenbush
& Liu, 2000). Unsatisfactory performance of adjustment methods at this number of
clusters would render them unsuitable for applications.
Average Cluster Sizes. The average number of units per cluster nc was chosen to
be either 50, 100 or 250. The actual cluster sizes varied by 10% around the average size
to represent naturally occurring variations in cluster sizes in designs with pre-existing
clusters. However, the total sample size for each replication was fixed to the product
of the number of clusters and the average cluster size. The average cluster sizes were
chosen to represent a wide range of realistic values in applications. Since cost-effective
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multisite designs usually use medium to large clusters and the marginal costs of adding
another participant in a cluster is considerably smaller than adding another cluster (Mo-
erbeek, van Breukelen, Berger, & Ausems, 2003; Raudenbush & Liu, 2000), an average
cluster size of 50 was chosen as a reasonable lower bound and secured that both treat-
ment groups would be adequately represented within each cluster, even under extreme
treatment probabilities. Average cluster sizes of 100 were chosen to represent large,
but still reasonable samples for applications and an average of 250 units per cluster was
chosen as extreme and almost asymptotic value.
Intraclass Correlation of the Unit-Covariate. The following values of the intra-
class correlations of the unit-covariate Z [ICC(Z)] were considered: 0.05, 0.1, 0.2, 0.3.
They were chosen to cover the range of typical intraclass correlation coefficients found
in medical and educational research in accordance with the reviews by Gulliford et al.
(1999), Hedges and Hedberg (2007) and Schochet (2008). An ICC(Z) of 0.3 is higher
than most of the empirical ICC-values reported in these studies. In educational studies,
values between 0.1 and 0.2 are fairly common (Hedges & Hedberg, 2007; Schochet,
2008). In medical research, values of around 0.05 are normal, when reasonable cluster
sizes are considered (Gulliford et al., 1999). An ICC(Z) of zero, as expected in de-
signs with random assignment of units to clusters, was excluded, since such designs
are seldom implemented (Murray, 1998). The ICC(Z) was manipulated by varying the
variance of Zb accordingly, while holding the variance of Zw constant at a value of 1.
The exact values of the corresponding variance parameters can be found in Table C.1
in Appendix C.1.
Dependency of Zw / Zb and X. The dependencies between the treatment variable X
and the within-component Zw [represented by the parameter g1 in Equation (4.36)] and
the treatment variable X and the between-component Zb [represented by the parame-
ter g2 in Equation (4.36)] were varied independently to represent different degrees of
confounding. For this purpose, the partial regression coefficients of the logistic assign-
ment function given in Equation (4.36) — representing the independent influences of
the between-component Zb and the within-component Zw on the treatment assignment
probabilities — were chosen to the hold the square-root of the increment of the coef-
ficient of determination of the logistic assignment function
√
R2inc (Nagelkerke, 1991)
constant at values of 0, 0.15, 0.3, 0.5. When both parameters were set to zero, the treat-
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ment assignment probabilities did not depend on the covariates and the design was
actually a multisite randomized experiment with equal treatment probabilities in each
cluster. The parameters of the logistic assignment function held the unconditional prob-
abilities for treatment and control group equal in all conditions of the simulation design
[P(X=0)=P(X=1)=0.5], no matter how strong the dependencies between the treatment
variable X and the within-component Zw and the between-component Zb were. Since
the variance of the between-component Zb varied with different ICC(Z)-values, differ-
ent values of g2 had to be chosen to obtain constant values of
√
R2inc. The exact values
of g1 and g2 were obtained in an exploratory simulation study and are exact up to the
third decimal. The parameter values are given in Table C.1 in Appendix C.1.
Effect Size of Cluster-Level Interaction. Finally, the effect size of the interaction
between X and Zb was varied as a factor in the simulation design. In order to define an
effect size measure for the interaction that was independent of the strength of associa-
tion between X, Zb and Zw, the effect size was measured by the proportion of the sum of
the variance of the true-outcome variable τ1 in the treatment condition and the residual






Var(τ0 + δ10) + σ2Y
. (4.37)
The regression weight γ11 is the regression weight of the product variable of X and Zb
in Equation (4.18). The effect size d(γ11) was set to values of 0, 0.1, 0.2, 0.3 to represent
realistic to extreme effect sizes of interactions in applications. Since the variance of the
between-component Zb varied with different values of ICC(Z), the corresponding pa-
rameter values for γ11 had to be varied accordingly to keep d(γ11) constant for different
conditions of ICC(Z). These values were obtained analytically using YACAS (Goedman,
Grothendieck, Højsgaard, & Pinkus, 2007). The corresponding parameters of the data
generation function are documented in Table C.1. In all cases, the regression weight γ11
of the product of X and Zb was positive or equal to zero, while the regression weight
γ14 of the product of X and Zw, that was not varied in the simulation, was negative.
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Constant Parameters
Average Causal Effect. The goal of the simulation was to study the performance
of the different implementations of the adjustment model under the null hypothesis
of no average causal effect (H0 : ACE10 = 0). The model parameters were chosen
to guarantee that the average causal effect ACE10 was fixed at a value of zero in all
experimental conditions. The expected value E(Z) of the unit-covariate Z was set to 1.
Since, the regression weight γ11 of the product of X and Zb varied with the effect size of
the interaction and different values of ICC(Z), the intercept γ10 of the conditional effect
function CCE10 ; Z,Zb was varied accordingly to fix the average causal effect to zero in all
cells of the simulation design. An overview of all fixed parameters is given in Table C.2
in Appendix C.1.
Variance Parameters. The following variance parameters were constant over all
experimental conditions: σ2Y = 2, σ
2
Zw = 1, σ
2
υ0 ; U
= 2.25, σ2υ10 ; U = 1.25, σ
2
r0 ; C =
0.75 and σ2r10 ; C = 0.25. These settings resulted in a moderate heterogeneity of unit-
and cluster-level variances of the outcome variable Y . However, the (X= j)-conditional
residual intraclass correlation coefficients rICCX= j(Y | Z,Zb) of the outcome variable
Y were similar in treatment and control group (0.15 in the control group, 0.153 in
the treatment group). The residual design effect (Kish, 1965) was larger than 2 in all
sample size conditions (all residual VIFs> 2). Analyses that neglected the multilevel
structure of the data would result in significantly underestimated standard errors of
the model parameters (Hox, 2002; Maas & Hox, 2005). The average reliabilities of
the cluster means as measures of the between-component Zb ranged from 0.725 in the
conditions with the smallest average cluster sizes and the smallest ICC(Z) to 0.991
in the conditions with the largest average cluster sizes and the largest ICC(Z). An
overview of all fixed variance parameters of the simulation design is given in Table C.2
in Appendix C.1.
4.2.4 Results
In this section, we present the main results of the simulation study. We begin with
reporting the convergence rates of the different methods, then give the bias of the ACE-
estimators and their standard errors. Finally, we report the empirical type-1-error rates
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of the significance tests and briefly compare the mean squared errors of selected im-
plementations. The dependent measures are introduced in Appendix D together with
the cut-off criteria considered as boundaries for appropriate performance. At the end of
the section, we summarize and review the results with respect to address the research
questions introduced above. We only present selected graphics of the results in this
section. All results for the different methods and dependent measures are provided as
graphics on the accompanying CD, as are the raw results for all simulation conditions
(see Appendix E).
Convergence
There were substantive convergence problems for the implementation of the adjust-
ment model in Mplus. The convergence problems were independent of the ICC(Z) and
the effect size of the between-cluster interaction d(γ11), but depended on the number of
clusters, the amount of between-cluster and within-cluster confounding and the average
cluster sizes. Most strikingly, the Mplusmodel implementation had strong convergence
problems when the between-component Zb did not influence the treatment assignment
probabilities (an average convergence rate of 61.78% in these cells versus an average
convergence rate of 93.64% in all other conditions). If the between-component Zb in-
fluenced treatment assignment, non-convergence was only problematic for the smallest
number of clusters: In the conditions with 20 clusters, an average of 81.30% of the repli-
cations did converge, whereas 99.62% of the models did converge for 50 clusters and all
models converged for 200 clusters. In the conditions in which the between-component
Zb did not influence the treatment assignment probabilities, the convergence rates were
further moderated both by the average cluster size and by the dependency of the within-
component Zw and the treatment variable X. Convergence rates were smaller when the
within-component did not influence the treatment assignment and increased with in-
creasing influence of Zw. The worst convergence rates were obtained in cells, where
neither the between-component Zb nor the within-component Zw influenced the treat-
ment assignment, i.e., in multisite randomized trials with equal treatment probabilities
for all clusters and units. Surprisingly, this effect was further augmented with larger
average cluster sizes. Additional exploratory simulations showed that the convergence
problems were neither alleviated by using the true parameter values as starting values
nor by further increasing the number of iterations or loosening the convergence criteria.
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The convergence pattern for the Mplus model implementation is given in Figure 4.1 on
the following page.
The implementations in nlme and lace did not show any convergence problems. All
replications in all experimental cells converged.
Bias of ACE-Estimator
In this section, we describe the bias in estimation of the average causal effect for the dif-
ferent implementations of the generalized ANCOVA. Our discussion will be organized
as follows: We start with presenting the results for the naive adjustment model in lace,
followed by a discussion of the full adjustment models that used the empirical cluster-
means and cluster-mean centered values of the unit-covariate Z as predictors to take the
multilevel structure of the effects of the unit-covariate Z into account. We use the mean
bias (MB) of the ACE-estimator as defined in Equation (D.1) to evaluate the different
estimators. Following the recommendations by Boomsma and Hoogland (2001), an
over- or underestimation of the ACE by 2.5% (corresponding to a MB between −0.025
and 0.025) was considered as threshold for unbiasedness of an estimator.
Naive Adjustment Model in lace. The naive adjustment model implementation in
lace that only included the unit-covariate Z and did not account for differential influ-
ences of the within-component Zw and the between-component Zb overestimated the
average causal effect (average mean bias over all conditions: MB = 0.074). A closer
inspection of the results revealed that the MBs varied considerably between the condi-
tions of the simulation designs: The absolute value of the MB was over the threshold
of 0.025 in a total of 1882 cells of the simulation design, indicating that 81.68% of all
cells exhibited a significant bias. The ACE was overestimated in 1146 cells (49.74%
of all cells) and underestimated in 736 cells (31.94% of all cells). As these numbers
indicate, the naive model in lace is not a suitable implementation of the generalized
ANCOVA and a detailed discussion of the pattern of the bias patterns is foregone.
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Figure 4.1: Convergence rates: Full adjustment model implemented as singlegroup
multilevel model in Mplus
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Full Adjustment Model in lace. The full adjustment model as implemented in
lace included both the between- and the within-component of the unit-covariate (mod-
eled with the empirical cluster means and the cluster-mean centered raw scores of the
unit-covariate), but was restricted to a singlelevel model and did not include the addi-
tional variance components for the intercept and the random slope of the treatment vari-
able. The average mean bias of the ACE-estimator over all conditions was MB = 0.010.
Although on average, the model performed well, a total of 464 (equal to 20.14%) cells
had an absolute bias above the threshold of 0.025. 91 cells (3.95%) yielded a negatively
biased ACE-estimator, 373 cells (16.19%) yielded a positively biased ACE-estimator.
While the model performed well when no interaction at the between-cluster level was
present, overestimation became more critical with larger effect sizes of the interaction
at the between-level. Overestimation of the ACE was especially prevalent in cells with
small ICC(Z)-values and a strong dependency between the between-component of Zb
and the treatment variable X. This effect was more pronounced with larger interaction
effects on the cluster-level. The full pattern of results is shown in Figure 4.2 on the next
page.
Full Adjustment Model in nlme. The full adjustment model in nlme included the
between-component Zb and the within-component Zw (modeled with the empirical clus-
ter means and cluster-mean centered values of the unit-covariate) as well as the variance
components for the intercept and the random slope. The average mean bias of the ACE-
estimator was very close to zero MB < 0.001, indicating an almost perfect estimation
of the average causal effect on average. Further inspection of the results revealed that
only 37 cells (1.61% of all cells) had an absolute MB above the critical value of 0.025,
also indicating unbiasedness of the ACE-estimator.
Full Adjustment Model in Mplus. The full adjustment model in Mplus also in-
cluded the between-component Zb and the within-component Zw (modeled with the em-
pirical cluster means and cluster-mean centered values of the covariate) as well as the
variance components for intercepts and random slopes. The average mean bias of the
ACE-estimator of this model implementation was also very close to zero MB < 0.001.
Further inspection of the results revealed that only 69 cells (corresponding to 2.91% of
all cells) had an absolute MB above the threshold of 0.025, indicating unbiasedness of
the ACE-estimator for almost all conditions.
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Figure 4.2: Mean bias of ACE-estimator: Full adjustment model in lace
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Bias of Standard Error
In this section, we discuss the bias of the standard error of the ACE-estimator focusing
on the models that yielded an unbiased or relatively little biased ACE-estimator. Since
the naive model implementation in lace resulted in a strongly biased ACE-estimator,
we will not discuss the standard errors of this implementation in more detail. We use
the mean relative bias (MRB) as defined in Equation (D.3) to evaluate the standard
error estimators. Following the recommendations by Boomsma and Hoogland (2001),
the standard error estimator was considered unbiased, if it over- or underestimated the
empirical variability of the ACE-estimator by less than 5% (corresponding to a MRB
between −0.05 and 0.05). We start with presenting the results of the standard error
estimator in lace, followed by the standard error for the ACE-estimator in nlme and in
Mplus.
Full Adjustment Model in lace. The average MRB of the standard error of the
ACE-estimator in the implementation of the full adjustment model in lacewas −0.599,
indicating a strong negative bias of the standard error of the ACE-estimator. The MRB
of the standard error was below the threshold of −0.05 in all cells of the simulation
designs, indicating that the standard error significantly underestimated the empirical
variability of the ACE-estimator in all conditions.
Full Adjustment Model in nlme. The average MRB of the standard error of the
ACE-estimator in the implementation of the full adjustment model in nlme was MRB =
−0.390, indicating a strong negative bias of the standard error of the ACE-estimator.
This bias was due to the conditions in which the effect size of the interaction d(γ11)
was larger than zero: Without an interaction between X and Zb, the average MRB
was close to zero (average MRB=−0.002). In all other conditions with an interac-
tion at the between-level, the MRB indicated a significant underestimation of the em-
pirical variability of the ACE-estimator by the corresponding standard error (average
MRB=−0.519). While all cells had an absolute MRB-value over the cut-off of 0.05
when interactions were present at the cluster-level, only 15 cells (corresponding to
2.60% of all remaining cells) had an absolute MRB over 0.05 when no interaction at
the between-level was present.
4.2 Simulation Study 116
Full Adjustment Model in Mplus. The average MRB of the standard error of the
ACE-estimator in the implementation of the full adjustment model in Mplus was 0.037,
indicating a small positive bias of the standard error estimator over all conditions of
the simulation design. This bias was mostly driven by the conditions with the smallest
number of clusters and no interactions at the between-level: In these cells, the average
MRB of the standard error estimator was MRB = 0.391, indicating that the standard
error overestimated the empirical variability of the ACE-estimator considerably. When
these conditions, that also suffered from severe convergence problems, were excluded
from the analysis, the average MRB dropped to 0.005. Of the remaining simulation
cells 168 (or 7.95%) had a MRB above the upper threshold of (MRB > 0.05) and 54
cells (or 2.56%) had a MRB below the lower threshold (MRB < −0.05). The larger
number of cells with critical overestimation of the standard error was due to a positive
bias in conditions with a small effect size of the interaction, large ICC(Z) values and the
smallest number of clusters considered. No other combination of simulation conditions
influenced the bias of the standard error in a systematic way. An overview of the bias
pattern for the standard error is given in Figure 4.3 on the following page.
Type-1-Error Rates
In this section, we present the results of the empirical type-1-error rates for two-sided
significance tests of the null hypothesis of no average causal effect at an α-level of 0.05.
Tests at different significance levels yielded similar results. In line with the suggestions
by Boomsma and Hoogland (2001), the limits of the 95%-confidence interval for the
rejection frequency of an adequate significance test were calculated (for details see
Appendix D) and used to evaluate the performance of the significance tests. The lower
limit of the confidence interval for 1000 replications was 0.037; the upper limit was
0.064. We will only report the results for the implementations of the full adjustment
model.
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Figure 4.3: Mean relative bias of standard error: Full adjustment model implemented
as singlegroup multilevel model in Mplus
4.2 Simulation Study 118
Full Adjustment Model in lace. The mean type-1-error rate of the full adjustment
model in lace averaged over all conditions of the experimental design was equal to
0.471. Even in the cell with the smallest type-1-error rate (type-1-error rate equal to
0.085), the nominal α-level was clearly exceeded. In line with the results of the standard
error estimator, these findings indicated that significance tests of the null hypothesis of
no average causal effect were clearly too liberal when the multilevel structure of the
residual variances was not modeled properly.
Full Adjustment Model in nlme. The mean type-1-error rate of significance tests of
the average causal effect in the implementation of the full adjustment model in nlme
was 0.285. The significance test performed adequately when no interactions between
Zb and X were present (average empirical type-1-error rate equal to 0.055), but was
clearly too liberal in conditions with interactions on the between-level (average type-
1-error rate equal to 0.362). However, even in the former condition a total of 84 cells
(corresponding to 14.58%) had an empirical type-1-error rate larger than 0.064 and thus
fell outside of the 95%-confidence interval. In the conditions in which interactions on
the between-cluster level were present, all cells had an empirical type-1-error rate larger
than 0.064.
Full Adjustment Model in Mplus. The average type-1-error rate for the adjustment
model implementation in Mplus was 0.059, indicating a slightly elevated empirical
significance level. This result was mainly driven by heightened type-1-error rates in
the condition with the smallest number of clusters (average type-1-error rate equal to
0.068) compared to the conditions with more number of clusters (average type-1-error
rate equal to 0.055). In the latter conditions a total of 193 cells (corresponding to
12.57% of the remaining cells) had an empirical type-1-error rate larger than 0.064 and
thus outside of the 95%-confidence interval, indicating that the significance test was
slightly too progressive. When all cells with significant convergence problems were
dropped from the analysis the average type-1-error rate dropped further to 0.053 and
only 28 cells (or 4.62% of all remaining cells) had an empirical type-1-error rate above
the upper limit of the 95%-confidence interval, indicating a satisfactory performance of
the significance test.
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Efficiency of ACE-Estimator
In order to study the efficiency of the unbiased ACE-estimators, we compared the mean
squared errors (MSE) of the implementation of the adjustment model in nlme to the
MSE of the implementation of the adjustment model in Mplus by computing the ratios
of the MSEs in each cell of the simulation design. Values larger than 1 indicated cells
in which the Mplus implementation was more efficient, values smaller than 1 indicated
cells in which the nlme implementation was more efficient. The mean ratio over all cells
of the simulation design was 0.965, indicating that the nlme implementation was on av-
erage slightly more efficient than the Mplus model. This result was mainly driven by
the conditions with the smallest number of clusters (mean MSE-ratio=0.885) in which
the Mplus model had convergence problems and nlme clearly outperformed Mplus in
efficiency. In the conditions with more than 20 clusters the average MSE ratio was equal
to 1.006 and indicated that both implementations of the adjustment model were equally
efficient on average. In 808 cells (corresponding to 52.60% of the remaining condi-
tions), the Mplus model was more efficient, in the remaining 728 cells (corresponding
to 47.40% of the remaining conditions) the nlme model was more efficient though no
distinctive pattern of differences emerged.
Summary of Results
The results can be summarized with respect to the research questions introduced in
Section 4.2.2 as follows:
1. The simulation study showed that the decomposition of the unit-covariate Z into
the between-component Zb and the within-component Zw and their differential
effects on the outcome variable Y had to be explicitly modeled in the general-
ized ANCOVA for multilevel designs with treatment assignment at the unit-level.
The naive model implementation in lace that only included the unit-covariate
Z yielded a biased ACE-estimator. The direction of the bias depended on the
specific within- and between-cluster effects and interactions, so that no general
correction formula can be given without explicitly accounting for the multilevel
structure of the design.
2. The singelevel implementation of the full adjustment model in lace that correctly
modeled the within- and the between-component of the unit-covariate, but did
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not include the variance components for the residuals Var(r0 ; C) and Var(r10 ; C)
did not yield correct standard error estimators. The empirical variability of the
corresponding ACE-estimator was underestimated in almost all conditions of the
simulation design. Additionally, the ACE-estimator was biased in some condi-
tions.
3. Finally, we showed that the implementation of the adjustment model in nlme
that included a random intercept and a random slope for the treatment indicator
yielded an unbiased ACE-estimator, but underestimated its variance considerably
by not modeling stochastic predictors. On the other hand, the implementation
of the adjustment model in the multilevel structural equation model in Mplus
that included the estimator of the expected value of Z as a model parameter and
calculated the standard error with the multivariate delta method yielded accurate
standard errors.
In the next section, we will apply the different implementations of the generalized
ANCOVA to an illustrative example. We will further discuss the results of the simula-
tion study in Section 4.4.
4.3 Example Analysis
In this section, we illustrate the statistical implementations of the generalized ANCOVA
for designs with treatment assignment at the unit-level with an empirical example from
the National Educational Longitudinal Study of 1988 (NELS:1988, Curtin et al., 2002).
We estimate the average effect of participating in academic clubs (such as biology or
mathematics clubs) on a science test for high school sophomores (corresponding to
grade ten in the German educational system) controlling for the between- and within-
effects of the science pre-test obtained two years earlier during middle school (corre-
sponding to grade eight). The analyses are intended to demonstrate the importance
of adjusting average treatment effects for the influences of covariates in observational
studies and quasi-experiments and the flexibility of the generalized ANCOVA in do-
ing so; they are not aimed at deriving substantive insights into the effects of partici-
pating in academic clubs on high school achievement. Conceptually, the data comes
from a quasi-experiment with treatment allocation at the unit-level, with non-random
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assignment of units to clusters and self-selection to treatment conditions. The causal
interpretation of the obtained average effects rests on the assumption of an unbiased
unit-covariate-cluster-covariate-treatment regression E(Y | X,Z,Zb) — an assumption
that is not tested explicitly in the analyses.
4.3.1 Methods
Design
The National Educational Longitudinal Study of 1988 (NELS:1988) is a longitudinal
study that followed US high school students in the 1990s. The description of the design
and the materials used in NELS:1988 follows the user manual for the public-use data
(Curtin et al., 2002). The initial data collection took place in 1988, when the studied
cohort was still in middle school, and was continued with two follow-ups when the
students were high school sophomores (1990) and shortly after they had finished high
school (1992). A fourth follow-up was conducted in 2000 to assess postsecondary edu-
cational outcomes and the transition to the labor market. Here, we are using data from
the base year assessment and the first follow-up. We study the effects of participating
in academic clubs on a science test controlling for student and school characteristics on
a sample of 9112 students in 1281 schools with complete data for all variables. The av-
erage cluster size was 7.113. The smallest school sample consisted of only one student,
the largest school sample contained 38 students.
NELS:1998 used a complex sample design to obtain a nationally representative sam-
ple of students (see, Curtin et al., 2002). Analyzing the data with the goal of obtaining
nationally representative results would require a complex weighting scheme to account
for design effects, non-response and dropout. Since we only use this data to illustrate
different implementations of the generalized ANCOVA, we ignore this additional com-
plexity and analyze the data as if it was obtained from a simple random sample.
Materials
The science test contained 25 questions from life sciences, earth sciences, physical sci-
ences, chemistry and scientific method that were answered as part of a larger cognitive
assessment battery of 116 questions in a total of four subject areas (reading compre-
hension, mathematics, science and social studies) to be completed in 85 minutes. The
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items of the science test were designed to assess scientific knowledge, scientific under-
standing and problem solving. Individual test scores for the pre-test and post-test on a
common scale were obtained with IRT scaling (details are given in Rock, Pollack, &
Quinn, 1995). The IRT-estimator of the science ability was scaled in the T -metric with
a mean of 50 and a standard deviation of 10. The average reliability of the IRT scores
for the science test — computed as one minus the ratio of the average measurement
error variance to the total variance (Rock et al., 1995) — was 0.73 at the base-year
assessment and 0.81 at the first follow-up.
Information about the treatment variable — participation in academic clubs — was
obtained from a self-administered questionnaire filled out by the students at the first
follow-up. Overall 3124 students indicated that they had participated in an academic
club, 5988 students indicated that they had not participated in an academic club during
the first two high school years. The school identification number at the first follow-up
served as cluster variable. The empirical cluster means of the science pre-test score
were computed by averaging over the pre-test values of the students within a school.
Since not all students within a school were sampled, the empirical cluster means were
fallible measures of the latent cluster-covariate Zb (see also Lüdtke et al., 2008).
Statistical Procedures
We compared the following implementations of the generalized ANCOVA for designs
with treatment assignment at the unit-level. The models are the same that were studied
in the simulation study. Specifically, we estimated the ACE with
(a) the naive model in lace,
(b) the full adjustment model in lace,
(c) the full adjustment model in nlme,
(d) the full adjustment model in Mplus.
The full description of the adjustment models are given in Appendix B. Addition-
ally and for comparison, we also computed the unadjusted treatment effect in nlme.
As suggested by Steyer and Partchev (2008), effect sizes d(ÂCE) for the average ef-
fect estimates were obtained by dividing the ACE-estimate with the standard devia-
tion of the outcome variable in the control group. Estimates of the intraclass correla-
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Table 4.3: Descriptive statistics of the variables in the NELS:1988 data set
Variable Mean SD ICC Min Max
Science Pre-Test 46.256 8.268 0.168 22.51 69.42
Science Post-Test 50.956 10.037 0.206 25.43 74.92
Treatment 0.343 0.475 0.266 0 1
tion coefficients ICC of the pre- and post-test measures were obtained from intercept-
only models specified in nlme. The ICC of the treatment variable was estimated
with an intercept-only model specified as a logistic linear mixed model using the R-
package MASS package (Venables & Ripley, 2002) following Goldstein, Browne, and
Rasbash (2002, Method C). The influence of the between-component Zb and the within-
component Zw on the treatment probabilities at the between- and the within-level were
estimated obtained with a logistic mixed regression model in MASS.
4.3.2 Results
Intercept-Only Models. The intercept-only model for the pre-test of scientific know-
ledge indicated that a significant amount of variance of the pre-test was located be-
tween schools, i.e., that schools differed in their expected values of the pre-test scores
(σ̂2Zb = 11.556; σ̂
2
Zw = 57.213; ÎCC(Z) = 0.168). The estimated intercept parameter was
γ̂00 = 46.124 (SE = 0.134, t = 344.209, p < 0.001). The average reliability of the
cluster-means as indicators for the latent between-component Zb was 0.590 as calcu-
lated according to Equation (2.10).
The intercept-only model for the post-test of scientific knowledge also indicated that
a significant amount of variance was located between schools, i.e., that schools differed
on the average value of the science post-test (σ̂2Zb = 20.927; σ̂
2
Zw = 80.567; ÎCC(Z) =
0.206). The estimated intercept parameter was γ̂00 = 50.840 (SE = 0.172, t = 295.581,
p < 0.001), roughly four-and-a-half points higher than for the pre-test.
The intercept-only model for the treatment variable, participation in academic clubs,
showed that a significant amount variance was located between schools, i.e., that schools
differed in the average treatment probabilities (σ̂2Xb = 0.340; σ̂
2
Xw = 0.937; ÎCC(Z) =
0.266).
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Dependency of Covariates and Treatment. The logistic regression of the treat-
ment variable on the cluster-means of the science pre-test and the cluster-mean centered
individual scores of the science pre-test indicated that they both influenced treatment
assignment probabilities significantly (βw = 0.038, SE = 0.003, t = 12.086, p < 0.001;
βb = 0.035, SE = 0.006,Z = 5.582, p < 0.001). The corresponding values of Nagelk-
erke’s (1991)
√
R2inc were 0.084 for the cluster means of the pre-test and 0.141 for the
cluster-mean centered individual pre-test scores. These results indicated that the prob-
ability of attending an academic club became larger with the average pre-test value in
a school and for students with higher individual pre-test values relative to the average
value in their school.
Unadjusted Treatment Effect. The unadjusted treatment effect obtained with nlme
was γ̂10 = 2.702 (SE = 0.225, t = 11.988, p < 0.001). This result indicated a medium
positive effect of participating in academic clubs on science knowledge [d(ÂCE) =
0.272], if no other covariates were considered. The supposed treatment effect was sta-
tistically significant at a two-tailed significance-level of 0.05. For comparison purposes,
the treatment effects of all implementations are displayed in Table 4.4 on the next page.
Naive Adjustment Model in lace. The naive adjustment model in lace that in-
cluded only the raw scores of the pre-test as predictors and did not take the multilevel
structure of the data into account, estimated the average causal effect as ÂCE = −0.124
(SE = 0.077, t = −1.602, p = 0.110). It suggested a small negative treatment effect
[d(ÂCE) = −0.012] that was not statistically significant at a two-tailed significance-
level of 0.05.
Full Adjustment Model in lace. The full adjustment model in lace that included
the cluster-means of the pre-test, the cluster-mean centered individual scores of the pre-
test and their interactions as predictors in a two-group structural equation model, but
no additional variance components, estimated the average causal effect of the treatment
with a non-linear constraint of the model parameters as ÂCE = 0.737 (SE = 0.151, t =
4.893, p < 0.001). This result indicated a small positive average effect of the treatment
[d(ÂCE) = 0.074] that was statistically significant at a two-tailed significance-level of
0.05.
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Full Adjustment Model in nlme. The implementation of the full adjustment model
in nlme included the cluster-means of the science pre-test, the cluster-mean centered
individual scores of the science pre-test, the treatment variable and their second- and
third-order interactions as predictors. As in the simulation study, a random intercept and
a random slope for the treatment indicator were included. A specification test indicated
that including a random effect of the within-component Zw resulted in a better model
fit (χ2 = 22.908, df = 1, p < 0.001), thus this random effect was additionally included.
The ACE-estimate was not influenced by this inclusion. The average causal effect of the
treatment estimated by this model with the general linear hypothesis was ÂCE = 0.752
(SE = 0.154, z = 4.872, p < 0.001). The full adjustment model with all interactions
between the predictors in nlme thus suggested a small positive average treatment effect
[d(ÂCE) = 0.076] that was statistically significant at a two-tailed significance-level of
0.05. The residual intraclass correlation coefficient rICC of the outcome variable after
accounting for all predictors was 0.087. All model parameters of the full adjustment
model in nlme are given in Table 4.5.
Full Adjustment Model in Mplus. The implementation of the full adjustment model
in Mplus included the cluster-means of the science pre-test, the cluster-mean centered
individual scores on the science pre-test, the treatment variable and their second- and
third-order interactions as predictors. Additionally, a random intercept and a random
slope for the treatment indicator were included. All unit-level predictors were al-
lowed to have random slopes. The average causal effect of the treatment estimated
by this model as a non-linear constraint of the model parameters was ÂCE = 0.738
(SE = 0.160, z = 4.618, p < 0.001). The full adjustment model with all interactions be-
tween the predictors in Mplus thus suggested a small positive average treatment effect
[d(ÂCE) = 0.074] that was statistically significant at a two-tailed significance-level of
0.05. The standard error was slightly larger than the standard error obtained from nlme.
Both implementations, however, would lead to the same conclusions about the average
causal effect of participating in academic clubs on the science test.
4.3.3 Discussion
The results of the illustrative analysis mirrored the findings of the simulation study in
many ways. Although the sample sizes at the cluster- and the unit-level were not ex-
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Table 4.5: Parameters of the full adjustment model in nlme
Parameter Estimate SE t-value 95%-conf.-interval
Fixed Effects
γ00: Intercept 3.531 1.054 3.351 [1.465; 5.597]
γ01: Zb 1.020 0.023 44.741 [0.975; 1.065]
γ04: Zw 0.517 0.153 3.388 [0.217; 0.817]
γ05: Zw · Zb 0.006 0.003 1.835 [0.000; 0.012]
γ10: X −1.991 1.653 −1.205 [−5.230; 1.245]
γ11: X · Zb 0.059 0.035 1.674 [−0.010; 0.128]
γ14: X · Zw −0.064 0.258 −0.247 [−0.570; 0.442]








plicitly included in the simulation — the average cluster size was considerably smaller
than any condition of the simulation study and the cluster sizes varied more strongly; on
the other hand the number of clusters was considerably larger — the other properties of
the data were represented by the factors in the simulation study: The ICC of the science
pre-test was equal to 0.168 and thus between two conditions of the simulation study.
The
√
R2inc of the dependencies between the treatment variable X and the between- and
within-component of the pre-test were at the lower end of the simulated conditions and
the effect size of the cluster-level interaction d(γ11) was close to zero.
In line with the results of the simulations study, the ACE-estimates obtained from
the implementations of the full adjustment model implementations in lace, nlme and
Mplus did not differ considerably. They all indicated a small positive average effect of
participating in voluntary academic clubs on scientific knowledge after accounting for
the within- and between-component of the pre-test. The standard errors also behaved as
expected: Of the three implementations, the estimate in lace had the smallest standard
error, followed by nlme and Mplus. Due to the small effect size of the cluster-level
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interaction and the relatively small residual intraclass correlation coefficient (rICC) of
the outcome variable, the differences between the three standard errors were small and
the confidence intervals around the ACE-estimates were very similar.
Nevertheless, the analyses demonstrated the importance of taking the between- and
the within-component of the pre-test explicitly into account in the specification of gen-
eralized ANCOVA: The implementation of the naive adjustment model in lace that
only included the raw scores of the pre-test as predictors would lead to vastly differ-
ent conclusions about the average effect of participating in voluntary academic clubs
on competence in science: In contrast to the appropriately specified models that ac-
counted for the differential effects of the pre-test on the unit- and the cluster-level, the
resulting ACE-estimate did not differ significantly from zero. The unadjusted treatment
effect would have been similarly misleading: Without adjusting for the between- and
the within-component of the pre-test, the average effect of attending an academic club
would have been estimated to be larger than after controlling for these variables.
4.4 Discussion
In this section, we will discuss the adjustment model for multilevel designs with treat-
ment assignment at the unit-level, its implementation in statistical models and the re-
sults of the simulation study and the example analysis. First, we review the problems
of the promising statistical methods in the simulation study. Next, we discuss the lim-
itations of the simulation study and outline further research needs. Then, we revisit
the empirical example and its relation to the simulation study. Finally, we return to
designs with unbiasedness of E(Y | X,Z,C) that were not considered in a simulation
and discuss several options to implement the generalized ANCOVA for these designs.
We conclude the section with some recommendations for the application of the gener-
alized ANCOVA for multilevel designs with treatment assignment at the unit-level. A
comprehensive discussion of the merits and shortcomings of the generalized ANCOVA
and the distinction between stochastic and fixed covariates will be given in the general
discussion in Chapter 6.
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4.4.1 Problems of the Statistical Models
Overall the results of the simulation study did not clearly favor one implementation of
the full adjustment model for practical purposes. On the contrary, the two methods that
yielded an unbiased ACE-estimator also had significant problems: The implementation
of the adjustment model in a conventional linear mixed model using nlme (Pinheiro et
al., 2008) converged reliably, but heavily underestimated the standard error in the pres-
ence of interactions between the treatment variable X and the between-component Zb.
The implementation in a singlegroup multilevel structural equation model in Mplus 5.0
(L. K. Muthén & Muthén, 1998-2007) yielded correct standard errors, but had severe
convergence problems in many conditions of the simulation design. The implemen-
tation of the full and the naive adjustment model in lace resulted in biased ACE-
estimators and underestimated the variability of the ACE-estimator, as expected.
The convergence problems of the Mplus implementation were caused (1) by an in-
sufficient sample size relative to the number of parameters included in the model (this
accounted for the convergence problems at conditions with 20 clusters) and (2) by
an overparametrization of the generalized ANCOVA model in conditions where the
between-component Zb did not influence the treatment assignment probabilities. Sur-
prisingly, the nlme-implementation, although specifying a similarly complex model
did not show this convergence problems which points to instabilities of the implemen-
tation of the estimation algorithm in Mplus (see also, Pinheiro & Bates, 2000; Bates,
Maechler, & Dai, 2008, for discussions of robust estimation of linear mixed effect mo-
dels). The convergence problems of Mplus were most pronounced for multisite ran-
domized trials, when neither the between-component Zb nor the within-component Zw
influenced the treatment assignment probabilities. In these conditions, a simple mean
comparison of the treatment and control group accounting for the effects of clustering
(Hedges, 2007a; Raudenbush & Liu, 2000) would have been sufficient for obtaining
an unbiased estimate and a correct standard error of the ACE. To simplify the model
and make estimation more stable in applications, it seems advisable to sequentially
test the necessity of including additional interactions and variance components. The
convergence problems of the Mplus in cells in which the between-component Zb did
not influence the treatment probabilities, highlight the importance of selecting only co-
variates that influence both the outcome variable and treatment assignment at the same
time to arrive at a parsimonious and stable adjustment model. Although no method
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could be unequivocally recommended — especially for the smallest number of clus-
ters — the adjustment model implementation in Mplus performed considerably better
for larger number of clusters and larger cluster sizes. While it is rather unlikely that
conditionally randomized designs are implemented in such huge samples, data from
quasi-experimental evaluations might in some cases fulfill these sample requirements
especially for designs with self-selection to conditions, but also with other-selection
(e.g., when archival records are used to evaluate the nationwide effects of a medical
treatment in multiple clusters, see Turpin & Sinacore, 1991). The implementation of
the generalized ANCOVA in nlme, on the other hand, exhibited such a strong bias in
the presence of interactions between X and Zb, that it cannot be recommended at all, if
such interactions are present.
4.4.2 Limitations of the Simulation Study
As in all simulations, the results of the present study cannot be generalized over and
above the conditions realized in the data generation (Skrondal, 2000). The independent
variables of the simulation design covered a wide range of realistic parameter values
that were representative of non-randomized designs with treatment assignment at the
unit-level that usually employ a small number of clusters with moderate to larger num-
ber of units per cluster (Turpin & Sinacore, 1991). Nevertheless, there were some
notable structural limitations to the design of the study. In the following section, we
first discuss the performance of the inappropriate statistical methods and review the
properties of the data generation procedure that put them at a disadvantage. We then
briefly discuss the omission of the conventional multilevel ANCOVA without interac-
tions from the simulation design. Next, we reconsider variance heterogeneity that did
not influence the results of the simulation, although it has been shown to be influen-
tial in previous studies (Kröhne, 2009). Finally, we outline further research needs to
evaluate the performance of the statistical models.
Inappropriate Statistical Models
The data generation procedure was explicitly modeled after the multilevel single-unit
trial introduced in Chapter 2 and consisted of a series of repetitions of independent
and stable single-unit trials. This stacked the deck against the conventional hierarchical
linear model in nlme and the singlelevel implementation of the generalized ANCOVA
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in lace in four ways, that should be taken into account when trying to generalize the
results of the simulation study:
1. The data was explicitly generated with a multilevel structure of the effects of the
unit-covariate Z: The effects of Zb and Zw and their product variable on the true-
outcome variable τ0 and the true-effect variable δ10 differed considerably [see
also Section 2.3 and Equations (4.32) and (4.33)]. This put the naive implemen-
tation of the adjustment model in lace at a disadvantage, since it only included
regression coefficients for the unit-covariate Z. Predictably, the ACE-estimator
showed a strong and perplexing pattern of bias. If the effects and interactions of
the within- and between-cluster components of the unit-covariate Z had been the
same, the naive model implementation in lace would have yielded an unbiased
ACE-estimator, but not necessarily the correct standard errors.
2. The data generation procedure also included residual variance components at the
cluster-level Var(r0 ; C) and Var(r10 ; C) [see Equations (4.28) and (4.29)] that cap-
tured residual effects of the cluster variable C on the true-outcome variable τ0
and the true-effect variable δ10 over and above the influences of the between-
component Zb and the within-component Zw. This put the implementation of the
full adjustment model in lace at a disadvantage, since it did not include param-
eters that would have captured these variance components and was thus likely to
yield negatively biased standard errors (Moerbeek et al., 2000, 2001; Rauden-
bush & Liu, 2000; Snijders & Bosker, 1999). If the two variances Var(r0 ; C) and
Var(r10 ; C) had been zero after controlling for all covariates, i.e., if being in a
cluster c had not made the true-outcomes and true-effects more similar after con-
trolling for unit- and cluster-covariates, the singlelevel implementations of the
adjustment model in lace would have also yielded correct standard errors for the
average causal effect (Snijders & Bosker, 1999).
3. At data generation, the true values of Zb, the expected values E(Z|C=c), were used
as cluster-covariates, while only the fallible cluster means of Z were available as
predictors in the data sets. This should have put all methods at a disadvantage
since none of them explicitly corrected the bias in the estimated regression pa-
rameters due to the unreliability of the cluster means. Surprisingly, the model
implementations in nlme and Mplus and to a lesser extent in lace exhibited only
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a small bias in the ACE-estimators. However, this finding does not necessarily
contradict the theoretical derivations by Lüdtke et al. (2008) and Snijders and
Bosker (1999), who showed that the bias introduced by the unreliability of the
fallible cluster means of the unit-covariate Z as measures of the values of the
regression Zb is stronger with small clusters and small ICC(Z)-values [see also
Equation (2.14)]. In order to represent realistic multilevel designs with treatment
assignment at the unit-level, we only considered relatively large cluster sizes in
the simulation design. This might have been partially responsible for the robust-
ness of the models with fallible measures of the cluster-covariate Zb. Actually,
even in the condition with the smallest cluster sizes and the smallest ICC of the
unit-covariate Z, the reliability of the cluster-means was 0.725 and did not lead
to a considerable bias of the ACE-estimator. While this robustness under realis-
tic conditions is reassuring, it does not preclude that a bias could emerge with
smaller average cluster sizes and further simulations to study this potential bias
are called for.
4. Finally, by repeatedly sampling from the single-unit trial, the realized values of
the unit-covariate Z varied from sample to sample, making Zb and Zw stochas-
tic predictors. This put the conventional linear mixed model implementation in
nlme at a disadvantage, since it explicitly assumes fixed predictors that are con-
stant over replications of the simulation (Pinheiro & Bates, 2000). Consequently,
and in line with the derivations by Chen (2006) and Kröhne (2009), this model
implementation exhibited a negatively biased standard error in conditions with
strong interactions between Zb and the treatment variable X. An extended discus-
sion of modeling covariates as fixed or stochastic predictors in the specification of
the generalized ANCOVA in applications is foregone until the general discussion
in Chapter 6.
Conventional Multilevel ANCOVA
The conventional multilevel ANCOVA (Moerbeek et al., 2001; Raudenbush & Bryk,
2002; Snijders & Bosker, 1999) that does not include interactions between the treat-
ment variable X and the covariates at the unit- and at the cluster-level and is usually
discussed in the context of randomized designs as a means to increase the precision
of estimation was not tested in the simulation study and compared to the generalized
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ANCOVA model. Additionally including this model and its implementation in the dif-
ferent statistical frameworks would have made an already complex simulation design
even more complicated and would likely not have yielded further insights above the
known analytical and simulation results: It is well-known from singlelevel ANCOVA
that a model erroneously specified without interactions does not identify the average
causal effect if interactions are present and the conditional effect function is not a con-
stant (Kröhne, 2009; Flory, 2008; Rogosa, 1980). A conventional ANCOVA would
have given an adequate estimator of the average causal, if no interactions between the
treatment variable X and the covariates had been present. While there were condi-
tions without an interaction of the treatment variable X and the between-component Zb,
the interaction of the treatment variable X and the within-component Zw was constant
across the conditions of the simulation design and always different from zero. Hence,
unbiased performance of the conventional ANCOVA would not have been expected.
Although the robustness of the conventional ANCOVA for non-randomized multilevel
designs with treatment assignment at the unit-level (and its implementations in statisti-
cal models) remains a topic for further research, the use of the generalized ANCOVA,
that always correctly identifies the average causal effect and includes the conventional
ANCOVA without interactions as a special case, is recommended.
Variance Heterogeneity
Although the residuals of the conditional effect function had variances larger than zero
[Var(υ10 ; U) > 0 and Var(r10 ; C) > 0], these slightly heterogeneous variances on the
unit- and the cluster-level did not result in a bias of the ACE-estimators or their stan-
dard errors. The bias in the standard error of the nlme implementation was due to
treating predictors as fixed not to the omission of an additional variance component
— a small exploratory simulation study that allowed for heterogeneous unit-level vari-
ances in nlme yielded almost identically biased standard errors. In a similar vein, the
standard errors of the singlegroup multilevel manifest variable model in Mplus yielded
unbiased standard errors, although the variance heterogeneity was not explicitly mod-
eled. These findings are in line with Korendijk, Maas, Moerbeek, and Van der Heijden
(2008) who also found no effects of misspecified variance heterogeneity at the cluster-
level on the fixed effects in a conventional hierarchical linear model. Unfortunately,
this finding could not be corroborated in the present study due to the fact that no multi-
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group multilevel model could be specified in Mplus. Nevertheless, results from simula-
tion studies of the singlelevel generalized ANCOVA (Kröhne, 2009) indicate that larger
variance heterogeneity between the treatment groups and unequal treatment group sizes
could make parameter estimates and standard errors inconsistent, if they are obtained
from implementations that do not model this heterogeneity explicitly. The amount and
consequences of a larger variance heterogeneity at both the unit- and the cluster-level
remain open questions worthy of further studies.
Further Research Needs
Although the simulation design resulted in a large simulation study with realistic con-
ditions, there were some notable omissions that need to be addressed in further studies:
First, only a single unit-covariate Z decomposable into its between-component Zb and
its within-component Zw was included in the simulation design. Although the simula-
tion study demonstrated the considerable complexities of estimating the ACE with the
generalized ANCOVA even in this relatively simple constellation, it does not speak to
the additional complexities and sample size requirements involved in specifying and
estimating a model with more than one covariate at the unit- or at the cluster-level. In
this case, the correct specification of interactions between the covariates becomes a crit-
ical and complicated issue. This is problematic insofar as it is unlikely that controlling
a univariate covariate at the unit-level and the cluster-level will ever suffice to achieve
unbiasedness of E(Y | Z,V,Zb) in quasi-experimental multilevel designs with treatment
assignment at the unit-level. However, in designs with conditional randomization of
units to treatment conditions, randomized assignment conditional on a single unit- and
cluster-covariate is possible.
A second major shortcoming of the present simulation study is the fact that the imple-
mentations of the adjustment models were only compared under the null hypothesis of
no average causal effect. While the correct estimation of parameters and their standard
errors under the null hypothesis are important for every statistical model to guarantee
appropriate tests of statistical significance, they are not sufficient for final conclusions
about the applicability and usefulness of a statistical procedure. Especially in the plan-
ning of evaluation studies, the power of a design and the statistical analysis for detecting
a treatment effect of a certain magnitude are of major interest (Moerbeek et al., 2000;
Raudenbush & Liu, 2000). The present study speaks to these issues only insofar, as
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those methods that yielded biased ACE-estimators and standard errors even under the
null hypothesis are clearly not recommendable.
4.4.3 Example Analysis
The example analysis of the NELS:1988 (Curtin et al., 2002) data set was intended to il-
lustrate the performance of various implementations of the generalized ANCOVA with
an empirical example that was structurally similar to the simulation study. Although
the results of these analyses — a moderately average effect of participating in academic
afternoon clubs on science competence — cannot be interpreted causally without the
additional assumption of conditional unbiasedness, they were illustrative of the im-
plementations of the adjustment models and the complexities involved in interpreting
effect estimates from different statistical models in practice. To obtain a truly unbiased
estimator of the average causal effect of the treatment, it is likely that more covariates
would have to be considered, e.g., the gender of the students on the unit-level, or the
socio-economic status at the unit- and school-level.
The different statistical implementations behaved more or less as expected from the
simulation: The numerical estimates from the implementations of the full adjustment
model were very close to each other. The standard errors also behaved as expected:
Mplus yielded the largest standard error, followed by nlme and lace. The differences
between the estimated standard errors were small, due to the small effect size of the
interaction between the treatment variable and the between-component of the pre-test
and the small residual intraclass correlation coefficient rICC of the outcome variable.
Consequently, the statistical inferences that could be drawn from the three implementa-
tions of the full adjustment model were similar. The analyses also showed that adjusting
for the pre-test and decomposing the pre-test into its between- and within-component
was called for: The unadjusted average treatment effect and the average effect obtained
from the naive model implementation in lace differed markedly from the average effect
estimates obtained from the full adjustment models.
In judging the adequacy of the average effect estimates from the models against the
background of the simulations study, two caveats need to be taken into account: (1)
The simulation only assessed the appropriateness of the statistical models under the
null hypothesis of no average effect. In the empirical example, however, the average
treatment effect after controlling for the pre-test was significantly positive. There is no
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information to be gained from the simulation study that guarantees that the properties
of the statistical methods also hold under these conditions. (2) The average reliability
of the cluster means was considerably smaller in the empirical example than in any
condition of the simulation study. Clearly, the observed cluster-means of the pre-test
were not equal to the true school means of the pre-test, since only a sample of students
from each school was included in the study. However, it is likely that the true school
means of the pre-test and not the observed school means were the covariate that in fact
influenced the treatment assignment probabilities and the outcome variable. Methods
that correct for the unreliability of the cluster means could potentially lead to different
ACE-estimates. The development of statistical models that correct this unreliability for
designs with treatment assignment at the unit-level is a fruitful area of further research.
4.4.4 Designs with Unbiasedness of E(Y | X,Z,C)
Statistical implementations of the generalized ANCOVA for designs that do not lead to
unbiasedness of E(Y | X,Z,V,Zb) but only fulfill the weaker condition of unbiasedness
of E(Y | X,Z,C) were not considered in detail. As discussed earlier, estimation of the
average causal effect in applications requires the estimation of the expected value of the
product of a function of the cluster variable C and the unit-covariate Z that depends on
the covariance of the cluster variable C and the unit-covariate Z [see Equation (4.17)].
We will briefly outline the options for statistical models to implement such adjustment
models that could be studied in further research.
One obvious option to estimate the ACE in designs in with unbiasedness of the re-
gression E(Y | X,Z,C) is to parametrize the cluster variable C with indicator variables
and model the interaction with the unit-covariate Z with the products of the indicators
and Z. Such an approach is also known as a fixed-effects model in conventional multi-
level terminology (Gelman & Hill, 2007; Snijders & Bosker, 1999). Unfortunately, the
number of regression weights that have to be estimated is considerably large, if many
clusters are considered and the computation and specification of the expected value of
the average effect functions becomes cumbersome.
The second option is to estimate the generalized ANCOVA with a hierarchical linear
regression model decomposing the cluster-specific functions f2(C) and f3(C) into their
expected value and a corresponding residual. This approach will provide estimates of
the expected values of the cluster-specific functions directly, but the statistical model
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implementation rests on the assumption that the cluster-specific deviations of f2(C) and
f3(C) from their respective expected values are uncorrelated with the other predictors
in the model — otherwise the resulting parameter estimates will be inconsistent (Kim





is equal to zero. As discussed earlier, this condition is guaranteed to hold
in designs with randomized assignment of units to clusters, but can be violated if the
ICC of the unit-covariate Z is larger than zero.
One alternative is to further specify the conditional effect function by including pre-
dictors on the cluster-level, especially the between-component Zb and specifying cross-
level interaction between these predictors and the unit-covariate Z. The resulting sta-
tistical models would be close to the models studied in the simulation study, but would
include further random effects and residual components to account for the interaction
of the cluster variable C and other predictors in the models. There are two complica-
tions to this approach: (1) The use of additional predictors requires the specification the
functional form of f3(C) and thus introduces another potential source of bias. (2) Unbi-
asedness of E(Y | X,Z,C) does not imply unbiasedness of E(Y | X,Z,V,Zb). However, it
is exactly this regression that would be modeled implicitly.
Finally, there are emerging methods based on instrumental variables approaches to
model estimation, that give consistent estimates for regression parameters even if there
is a correlation between the predictors and residual terms (Kim & Frees, 2006, 2007).
The options for implementing the generalized ANCOVA with these approaches and
their use to estimate average causal effects deserve further research.
4.4.5 Recommendations and Conclusion
Considering the results of the simulation as a whole, the outlook for implementing the
generalized ANCOVA for designs with treatment assignment at the unit-level in sta-
tistical models and for applications is not too dismal under the conditions considered
in the simulation study: The multilevel model implementation in Mplus that treated
predictors as stochastic yielded unbiased ACE-estimates and (mostly) correct standard
errors, when it converged. It can thus be recommended for applications of the adjust-
ment models in sample sizes similar to the ones realized in the simulation study. The
conventional hierarchical linear regression model in nlme potentially underestimates
the standard error of the ACE-estimator, if predictors are stochastic and there are in-
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teractions of the between-component Zb and the treatment variable X — uncritically
using this model in applications can thus not be recommended. Alternative implemen-
tations of the generalized ANCOVA that take the potential bias due to unreliability of
the cluster means as predictors into account (Croon & van Veldhoven, 2007; Grilli &
Rampichini, 2008; Lüdtke et al., 2008) still need to be developed and may be consid-
ered in further studies.
While we have focused on the statistical implementations and the simulation study
in the preceding section, the general appropriateness of the generalized ANCOVA for
causal inferences and other overarching problems will be given further attention in the
general discussion in Chapter 6.
5 Average Causal Effects for
Treatment Assignment at the
Cluster-Level
This chapter discusses the analysis of causal effects in multilevel designs with treatment
assignment at the cluster-level. The statistical analysis of cluster randomized trials is
well understood (Donner & Klar, 2000; Murray, 1998) and average causal effects are
identified with prima-facie effects in cluster randomized designs. Hence, we will focus
on designs in which unbiasedness of the treatment regression E(Y | X) does not hold.
Specifically, we will develop an adjustment procedure that extends the generalized anal-
ysis of covariance (ANCOVA) introduced by Steyer et al. (2009) to conditionally ran-
domized and quasi-experimental multilevel designs with treatment assignment at the
cluster-level. The identification of average causal effects in these designs is not as well
understood as causal inference for unconditionally cluster randomized designs. Con-
ventional accounts of the multilevel ANCOVA for designs with treatment assignment at
the cluster-level (Bloom et al., 1999, 2007; Donner & Klar, 2000; Gitelman, 2005; Mo-
erbeek et al., 2001; Murray, 1998; Oakes, 2004; Raudenbush, 1997; Raudenbush et al.,
2007; Seltzer, 2004; Pituch, 2001; Plewis & Hurry, 1998; VanderWeele, 2008) do not
identify the average causal effect in the presence of interactions between the treatment
variable and the covariates.
The chapter is structured as follows: We first identify average causal effects for gen-
eral effect functions. Next, we turn to linear effect functions and develop a generalized
ANCOVA for non-randomized designs with treatment assignment at the cluster-level.
More specifically, we develop two adjustment models — one that includes only covari-
ates at the cluster-level, the second one also including covariates at the unit-level —
and show how the average causal effect can be identified as a non-linear function of the
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parameters of a multiple linear regression in both cases. Then, we report the results of a
simulation study that compared the finite sample performance of several statistical im-
plementations of the adjustment models under the null hypothesis of no average causal
effect in a design with a unit-covariate Z and the corresponding between-component Zb.
Finally, we illustrate the statistical models with an empirical example from the Early
Childhood Longitudinal Study - Kindergarten Class of 1998-99 (ECLS-K, National
Center for Education Statistics, 2001). Throughout this chapter, we always refer to the
multilevel causality space
〈
(Ω,A, P), (Ct)t∈T , X, Y, CX
〉
introduced in Chapter 2. Our
discussion pertains to designs with assignment of units to clusters as well as designs
that use pre-existing clusters.
5.1 Adjustment Models
In this section, we develop the generalized ANCOVA (Steyer et al., 2009) for designs in
which whole clusters are assigned to different treatment conditions with differing proba-
bilities, more specifically for conditionally randomized and quasi-experimental designs.
In these designs, the true mean differences of the outcome variable between treatment
conditions, in general, do no longer identify average causal effects. In the remainder
of the section, we will consider designs in which unbiasedness of the cluster-covariate-
treatment regression E(Y | X,V,Zb) holds [for the definition see Equation (2.56)]. In
experimental designs, unbiasedness of E(Y | X,V,Zb) is implied when all clusters with
values v of the cluster-covariate V and zb of the between-component Zb have the same
probabilities of being assigned to treatment and control conditions [see Equation (3.9)].
In quasi-experimental designs, unbiasedness of E(Y | X,V,Zb) does not hold automati-
cally, but requires the inclusion of all cluster-covariates V and between-components Zb
that influence both the outcome variable Y and the treatment assignment probabilities.
In multilevel designs with treatment assignment at the cluster-level, the unit-covariate
Z cannot further confound the regression E(Y | X,V,Zb). Since whole clusters are as-
signed to treatment conditions — the treatment variable X is conceptually a variable
at the cluster-level — treatment assignment probabilities can only depend on cluster-
covariates V and the between-component Zb, but not on the unit-covariate Z. Stated
more formally, this implies:
P(X= j | Z,V,Zb) = P(X= j | V,Zb) a.s. for all values j of X. (5.1)
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In other words, the unit-covariate Z can only influence treatment assignment proba-
bilities by its between-component Zb (or, more generally, by any other function of its
cluster-specific distribution that can be represented as a cluster-covariate). Once the
between-component Zb is taken into account, the treatment assignment probabilities are
independent of the unit-covariate Z and of the within-component Zw. Equation (5.1) is
structurally similar to the first part of the second definition of conditional unconfound-
edness (Steyer et al., 2009) and implies that the unit-covariate Z does not confound
E(Y | X,V,Zb) (for the proof, see, Steyer et al.). More specifically, if the regression
E(Y |X,V,Zb) is unbiased, Equation (5.1) implies that average stability of the regression
E(Y |X,V,Zb) holds with respect to unit-covariate Z (the proof is given in Appendix A.1):
E ◦X= j(Y | V,Zb) = E
[
E ◦X= j(Y | Z,V,Zb) | V,Zb
]
. (5.2)
The values of the extensions of the conditional regressions EX= j(Y |V,Zb) can always be
obtained by averaging over the extensions of the regressions EX= j(Y |Z,V,Zb) conditional
on the cluster-covariate V and the between-component Zb. As we will show in the next
section, this implies that adjustment models, such as the generalized ANCOVA, can be
specified using either the regression E(Y | X,V,Zb) or the regression E(Y | X,Z,V,Zb) —
the resulting ACE jk-identifiers will be identical (see also, VanderWeele, 2008).
However, it might be advantageous or even necessary to include the unit-covariate
Z in statistical implementations of the generalized ANCOVA for two reasons: (1) If
the unit-covariate Z influences the outcome variable Y over and above the between-
component Zb, including Z in a statistical model reduces the residual error variance and
thus increases efficiency of the ACE-estimator and power to detect treatment effects
(Murray, 1998; Raudenbush, 1997; VanderWeele, 2008). (2) The between-component
Zb is, in fact, a latent variable whose values are only approximated by the empirical
cluster means in applications. Using the cluster means of the unit-covariate Z without
further corrections will lead to biased ACE-estimator in applications for small clusters
[see Equation (2.14)]. Some statistical models that correct this unreliability, e.g., the
multigroup multilevel latent variable model in Mplus 5.0 (B. O. Muthén, 1998-2004),
require the explicit inclusion of the unit-covariate Z (or the within-component Zw) as
predictor.
In the next sections, we show how the assumption of unbiasedness of E(Y | X,V,Zb)
allows to identify average causal effects with empirically estimable quantities using ei-
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ther the regression E(Y |X,V,Zb) or the regression E(Y |X,Z,V,Zb). We will first develop
the adjustment model for general effect functions and then turn to effect functions that
are linear in the covariates and their products.
5.1.1 General Effect Functions
In this section, we will develop the adjustment models for general effect functions un-
der the assumption of unbiasedness of E(Y | X,V,Zb). We will first develop the simple
adjustment model, using the regression E(Y |X,V,Zb) and then introduce the full adjust-
ment model that additionally includes the unit-covariate Z and refers to the regression
E(Y | X,Z,V,Zb). We will show that both adjustment models yield equivalent ACE-
identifiers.
Simple Adjustment Model
We begin with discussing identification of the average causal effect ACE jk in non-
randomized multilevel design with treatment assignment at the cluster-level for designs
in which the cluster-covariate-treatment regression E(Y | X,V,Zb) is unbiased. Unbi-
asedness of E(Y | X,V,Zb) has been defined in Equation (2.56) — for convenience this
definition is repeated here, explicitly including the between-component Zb among the
random variables for which unbiasedness is required:
E ◦X= j(Y | V,Zb) = E(τ j | V,Zb) a.s. for all values j of X.
If the (J + 1)-valued treatment variable X is represented with J dummy variables IX= j
with values 0 and 1, one for each treatment condition using the control condition as
reference, E(Y | X,V,Zb) can always be written as:
E(Y | X,V,Zb) = g0(V,Zb) + g1(V,Zb) · IX=1 + . . . + gJ(V,Zb) · IX=J. (5.3)
Without further assumptions, the function g0(V,Zb) is the regression EX=0(Y | V,Zb) of
the outcome variable Y on the cluster-covariate V and the between-component Zb in the
control group. The functions g j(V,Zb) are the conditional prima-facie effect functions
PFE j0 ; V,Zb whose values are the conditional prima-facie effects of treatment condition j
compared to the control condition for all combinations of values of the cluster-covariate
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V and the between-component Zb as defined in Equation (2.49)
g j(V,Zb) = E ◦X= j(Y | V,Zb) − E
◦
X=0(Y | V,Zb) = PFE j0 ; V,Zb . (5.4)
Under unbiasedness of E(Y | X,V,Zb), the values of the g j(V,Zb)-functions are not only
prima-facie effects, but also conditional causal effects; the g j(V,Zb)-functions are equal
to the conditional causal effect functions CCE j0 ; V,Zb as defined in Equation (2.38):
g j(V,Zb) = E(τ j | V,Zb) − E(τ0 | V,Zb) = CCE j0 ; V,Zb . (5.5)
As shown in Equation (2.39), the expected value of the conditional causal effect
function E(CCE jk ; V,Zb) is equal to the average causal effect ACE jk. Since the condi-
tional causal effect function CCE j0 ; V,Zb is equal to g j(V,Zb) under unbiasedness of the





equal to the average causal effect ACE j0.





This equality can be used to identify average causal effects in non-randomized multi-
level designs with treatment assignment at the cluster-level. The practical identification
from samples requires that the functional forms of the intercept function g0(V,Zb) and
the effect functions g j(V,Zb) are estimated (Steyer et al., 2009) — either by specifying
their parametric form or by modeling them non-parametrically.
Full Adjustment Model
We will now develop the full adjustment model that includes the unit-covariate Z and
uses the regression E(Y | X,Z,V,Zb) with general effect functions. Since E(Y | X,V,Zb)
is unconfounded with respect to the unit-covariate Z, the resulting ACE-estimators are
equivalent, but modeling the unit-covariate Z explicitly is useful in some statistical
models. Hence, in order to use the regression E(Y | X,Z,V,Zb) to identify the average
causal effect, we only have to assume that the regression E(Y | X,V,Zb) is unbiased (see
Appendix A.1).
If the (J + 1)-valued treatment variable X is represented with J dummy variables IX= j
with values 0 and 1, one for each treatment condition using the control condition as
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reference, E(Y | X,Z,V,Zb) can always be written as:
E(Y | X,Z,V,Zb) = g0(Z,V,Zb) + g1(Z,V,Zb) · IX=1 + . . . + gJ(Z,V,Zb) · IX=J. (5.7)
The function g0(Z,V,Zb) is the regression EX=0(Y | Z,V,Zb) of the outcome variable Y
on the unit-covariate Z, the cluster-covariate V and the between-component Zb in the
control group without further assumptions. In the same vein, the functions g j(Z,V,Zb)
are the differences between the extensions of the regressions of the outcome variable
Y on the unit-covariate Z, the cluster-covariate V and the between-component Zb in
treatment group j and the control group respectively
g j(Z,V,Zb) = E ◦X= j(Y | Z,V,Zb) − E
◦
X=0(Y | Z,V,Zb) = PFE j0 ; Z,V,Zb . (5.8)
The difference between these two extensions is the conditional prima-facie effect func-
tion PFE j0 ; Z,V,Zb whose values are the conditional prima-facie effects of treatment con-
dition j compared to the control condition for all combinations of values of the unit-
covariate Z, the cluster-covariate V and the between-component Zb as introduced in
Equation (2.52)
Average stability of the regression E(Y | X,V,Zb) with respect to the unit-covariate
Z as introduced in Equation (5.2) — that holds in all multilevel designs with treatment
assignment at the cluster-level since the unit-covariate Z cannot influence the treat-
ment assignment probabilities over and above the cluster-covariate V and the between-
component Zb — implies that
E
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E ◦X= j(Y | Z,V,Zb) − E
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E ◦X=0(Y | Z,V,Zb) | V,Zb
]




Under unbiasedness of E(Y | X,V,Zb), the values of g j(V,Zb) are not only prima-facie
effects, but also conditional causal effects and the g j(V,Zb)-functions are equal to the





then identifies the ACE j0.
In multilevel designs with treatment assignment at the cluster-level, the following
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from the full adjustment model (for the proof see Appendix A.1). This





asedness of E(Y | X,V,Zb). This equality can be used to identify average causal effects
in non-randomized multilevel designs with treatment assignment at the cluster-level.
Again, in order to do this, the functional forms of the intercept function g0(Z,V,Zb) and
the effect functions g j(Z,V,Zb) have to be estimated (Steyer et al., 2009) — either by
specifying their parametric form or by modeling them non-parametrically.
5.1.2 Linear Effect Functions
The cluster-covariate-treatment regression E(Y | X,V,Zb) and the unit-covariate-cluster-
covariate-treatment regression E(Y | X,Z,V,Zb) were introduced in Equations 5.3 and
5.7 without further assumptions about the respective intercept functions g0 and effect
functions g j. If the adjustment methods are used in applications, the functional forms
of g0 and g j must be explicitly specified or alternatively modeled non-parametrically
(Steyer et al., 2009). As a consequence, the validity of causal inferences in applications
depends on the correct specification of the regressions of the outcome variable Y on the
set of considered covariates in each treatment group EX= j(Y | V,Zb) or EX= j(Y | Z,V,Zb)
respectively. Any misspecification of these regressions can result in a severe bias of
the estimated average causal effect (see also D. J. Bauer & Cai, 2008; Kang & Schafer,
2006).
In the remainder of this section, we develop the generalized ANCOVA (Kröhne,
2009; Steyer et al., 2009) for conditionally randomized and quasi-experimental mul-
tilevel designs with treatment assignment at the cluster-level using linear intercept
and effect functions (see also Kröhne, 2009, for a similar formulation with regard to
the parametrization of the regressions of the outcome variable Y on the covariate Z
for each treatment group j). We start with designs that lead to an unbiased cluster-
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covariate-treatment regression E(Y | X,V,Zb) and develop the simple adjustment model
based on this regression. Then, we will develop the full adjustment model based on
E(Y | X,Z,V,Zb). If a linear parametrization for intercept and effect functions is chosen,
the validity of causal inferences is contingent not only on the assumption of unbiased-
ness of the respective regressions, but also on the tenability of the linearity assumptions
for the functions g0 and g j.
The generalized ANCOVA, introduced in the next section, extends and consolidates
the different versions of multilevel ANCOVA models that have been proposed for mul-
tilevel designs with treatment assignment at the cluster-level (Bloom et al., 1999, 2007;
Donner & Klar, 2000; Gitelman, 2005; Moerbeek et al., 2001; Murray, 1998; Oakes,
2004; Raudenbush, 1997; Raudenbush et al., 2007; Seltzer, 2004; Pituch, 2001; Plewis
& Hurry, 1998; VanderWeele, 2008) in the following ways:
1. It explicitly acknowledges the decomposition of the unit-covariate Z into the
within-component Zw and the between-component Zb as did Bloom et al. (1999,
2007), Moerbeek et al. (2001), Oakes (2004) and Raudenbush (1997).
2. It includes interactions between the covariates Z, V , Zb and the treatment variable
X (Pituch, 2001; Plewis & Hurry, 1998; Seltzer, 2004), but yet identifies an
average treatment effect (see also Flory, 2008; Kröhne, 2009; Nagengast, 2006;
Rogosa, 1980) and not only conditional treatment effects and details and corrects
the implicit assumptions made in similar endeavours by Gitelman (2005) and
VanderWeele (2008).
3. It is embedded in an explicit theory of causality and uses covariates explicitly to
identify the average causal effect ACE jk in conditionally-randomized and quasi-
experimental designs (see also Gitelman, 2005; VanderWeele, 2008). Conven-
tionally, covariates have often been discussed only as means to improve precision
in randomized designs (Bloom et al., 2007; Donner & Klar, 2000; Moerbeek et
al., 2001; Murray, 1998; Raudenbush, 1997; Raudenbush et al., 2007).
Simple Adjustment Model
Our discussion of the adjustment model for conditionally randomized and quasi-experi-
mental multilevel designs with treatment assignment at the unit-level that lead to unbi-
asedness of E(Y |X,V,Zb) will be confined to a binary treatment variable X, representing
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a treatment and a control condition. We will only consider one cluster-covariate V and
one cluster-component Zb as covariates. Generalizations to more than two treatment
conditions and more covariates are straightforward, but require further assumptions
about the interactions between the covariates.
If the regression E(Y | X,V,Zb) is linear in the treatment variable X, the cluster-
covariate V , the between-component Zb and their products, it can be written as:
E(Y | X,V,Zb) = γ00 + γ01V + γ02Zb + γ03V · Zb (5.11)
+
[
γ10 + γ11V + γ12Zb + γ13V · Zb
]
· X.
The outcome variable Y can be decomposed into the regression E(Y | X,V,Zb) and its
residual ε ≡ Y − E(Y | X,V,Zb)
Y = E(Y | X,V,Zb) + ε. (5.12)
The residual ε has all properties of a residual of a multiple linear regression, most no-
tably its expected value and its regression on the regressors is zero. The last property
only holds, if the regression of the outcome variable Y on the regressors X, V , Zb and
their products is in fact linear. Otherwise, only the properties of the residual of a linear
ordinary least-squares regression Q(Y | X,V,Zb) hold (e.g., Kutner et al., 2005; Rech-
ner & Schaalje, 2007, Chapter 8). No further assumptions about the distribution of ε
are made at this point. However, these assumptions, e.g., about the homogeneity of
variances between treatment groups or about dependencies within clusters, distinguish
the statistical models used for the implementation of the adjustment model in different
statistical frameworks in the simulation study in Section 5.2.
Next, we derive the parameters of the conditional effect function g1(V,Zb) from the
parameters of Equations (5.11). In Equation (5.4), we noted that g1(V,Zb) is equal
to the difference of the extensions of the conditional regressions EX=1(Y |V,Zb) and
EX=0(Y |V,Zb). Taking the parameters of in Equation (5.11), these two regressions have
the following form:
EX=0(Y | V,Zb) = γ00 + γ01V + γ02Zb + γ03V · Zb (5.13)
EX=1(Y | V,Zb) = γ00 + γ10 + (γ01 + γ11)V + (γ02 + γ12)Zb (5.14)
+ (γ03 + γ13)V · Zb.
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Equation (5.13) describes the extension of the regression EX=0(Y |V,Zb) of the outcome
variable Y on the covariates in the control condition and is thus equal to the intercept
function g0(V,Zb). The conditional effect function g1(V,Zb) is obtained by subtracting
the extension of Equation (5.13) from the extension of Equation (5.14):
g1(V,Zb) = E ◦X=1(Y |V,Zb) − E
◦
X=0(Y |V,Zb) (5.15)
= γ10 + γ11V + γ12Zb + γ13V · Zb.
To obtain the average causal effect ACE10, the expected value of Equation (5.15) has
to be taken [see also Equation (5.6)] and the algebraic rules for expected values and







γ10 + γ11V + γ12Zb + γ13V · Zb
]
(5.16)
= γ10 + γ11E(V) + γ12E(Z) + γ13E(V · Zb).
The average causal effect ACE10 in experimental multilevel designs with conditional
randomization or quasi-experimental designs with treatment assignment at the cluster-
level, assuming linear intercept- and effect-functions and unbiasedness of the cluster-
covariate-treatment regression E(Y |X,V,Zb), is given by the following non-linear func-
tion of model parameters and expected values of the covariates and their product vari-
able
ACE10 = γ10 + γ11E(V) + γ12E(Z) + γ13E(V · Zb). (5.17)
As in singlelevel models (Kröhne, 2009; Steyer et al., 2009), the ACE10 is identified
as a non-linear function of regression parameters and expected values of the covariates
and their product. If there are no interactions between the treatment variable X and
the covariates, i.e., if the corresponding regression weights γ11, γ12 and γ13 of the inter-
actions between the treatment variable and the corresponding covariates are all equal
to zero and, hence, the conditional effect function g1(V,Zb) is a constant, the average
causal effect ACE10 is identified by the regression parameter γ10 of the treatment indica-
tor variable. This is in line with presentations of the conventional multilevel ANCOVA
in general (Raudenbush & Bryk, 2002; Snijders & Bosker, 1999) and for designs with
treatment assignment at the cluster-level specifically (Bloom et al., 1999, 2007; Moer-
beek et al., 2001; Oakes, 2004; Raudenbush, 1997) where no interactions between the
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treatment variable and the covariates are included. It is well-known from singlelevel
ANCOVA that the estimate from a model without interactions does not identify the
average causal effect ACE10 in the presence of non-zero interaction effects, but only
the conditional treatment effect at the point of highest precision [see Rogosa, 1980,
Eqs. (18) and (19)]. Hence, the conventional ANCOVA without interactions cannot be
recommended for identification of the average causal effect without qualifications.
If the expected values of the covariates and their product variable — E(Z), E(V) and
E(Zb·V) — are equal to zero, the average causal effect ACE10 is also simply identified by
the regression parameter γ10 of the treatment indicator variable. Centering covariates
by subtracting their empirical means from the observed values in applications before
calculating the product terms with the treatment variable, makes their empirical mean
equal to zero (Aiken & West, 1996; Kreft et al., 1995) — but not necessarily the ob-
served mean of the product that depends on the covariance Cov (Zb,V). While centering
covariates around the empirical means identifies the average causal effect with a single
parameter — if there are no three-way or higher-order interactions of the covariates and
the treatment variable — analytical derivations (Chen, 2006) and simulation studies
(Kröhne, 2009; Nagengast, 2006) of statistical implementations of singlelevel adjust-
ment models show that standard errors of the ACE are underestimated, if covariates are
stochastic predictors in statistical models and not fixed by design. Centering can there-
fore not be recommended without qualifications for obtaining standard errors of the
average causal effect for designs with stochastic covariates and observational studies.
Full Adjustment Model
As we did in the presentation of the simple adjustment model, we will introduce the
full adjustment model for conditionally randomized and quasi-experimental multilevel
designs with treatment assignment at the cluster-level using only a binary treatment
variable X, representing a treatment and a control condition, and will only consider one
unit-covariate Z, one cluster-covariate V , the between-component Zb and their products.
Generalizations to more than two treatment conditions and more covariates are straight-
forward, but require further assumptions about the interactions to be considered.
There are two equivalent ways to parametrize the regression E(Y | X,Z,V,Zb): (1)
Either with the raw scores of the unit-covariate Z or (2) with the within-component Zw
[as defined in Equation (2.3)]. Both parametrizations give identical information with
5.1 Adjustment Models 150
respect to the conditional expected values of the outcome variable Y given the treatment
variable X and the covariates since the within-component Zw is defined as the difference
between the raw values of the unit-covariate Z and the between-component Zb (see also
Enders & Tofighi, 2007; Kreft et al., 1995), but the meaning of model parameters differ.
For the following derivations, the parametrization using the within-component Zw is
used, as it results in a simpler identifier of the average causal effect. At the end of
the section, we will briefly discuss the alternative parametrization of E(Y | X,Z,V,Zb)
that uses the raw scores of the unit-covariate Z and is relevant for one of the statistical
models in the simulation study.
If the regression E(Y | X,Z,V,Zb) is linear in the treatment variable X, the within-
component of the unit-covariate Zw, the cluster-covariate V , the between-component of
the unit-covariate Zb and their products, it can be written as
E(Y | X,Z,V,Zb) = γ00 + γ01Zb + γ02V + γ03Zb · V (5.18)
+
[





γ10 + γ11Zb + γ12V + γ13Zb · V
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The outcome variable Y can be decomposed into the regression E(Y | X,Z,V,Zb) and its
residual ε ≡ Y − E(Y | X,Z,V,Zb)
Y = E(Y | X,Z,V,Zb) + ε. (5.19)
Again, the residual ε has all properties of a residual of a multiple linear regression, most
notably its expected value and its regression on the regressors is zero. The last property
only holds, if the regression of the outcome variable Y on the regressors X, Zw, Zb, V
and their products is, in fact, linear. Otherwise, only the properties of the residual of a
linear ordinary least-squares regression Q(Y | X,Z,V,Zb) hold (e.g., Kutner et al., 2005;
Rechner & Schaalje, 2007, Chapter 8). As in the simple adjustment model, no further
assumptions about the distribution of ε are made at this point, but will be relevant for
the model implementations compared in the simulation study. The assumptions made
about ε also distinguish the analysis of designs with treatment assignment at the unit-
level — for which a similar regression E(Y |X,Z,V,Zb) was given in Equation (4.18) —
from designs with treatment assignment at the cluster-level discussed in this chapter.
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Next, we derive the parameters of the conditional effect function g1(Z,V,Zb) from the
parameters of Equations (5.18). In Equation (5.8), we noted that g1(Z,V,Zb) is equal
to the difference between the extensions of the conditional regressions EX=1(Y |Z,V,Zb)
and EX=0(Y |Z,V,Zb). Using the parameters of Equation (5.18), these two regressions
have the following form:
EX=0(Y |Z,V,Zb) = γ00 + γ01Zb + γ02V + γ03Zb · V (5.20)
+
[
γ04 + γ05Zb + γ06V + γ07Zb · V
]
· Zw,
EX=1(Y |Z,V,Zb) = γ00 + γ10 + (γ01 + γ11)Zb (5.21)
+ (γ02 + γ12)V + (γ03 + γ13)Zb · V
+ [γ04 + γ14 + (γ05 + γ15)Zb
+ (γ06 + γ16)V + (γ07 + γ17)Zb · V] · Zw.
Equation (5.20) describes the extension of the regression EX=0(Y | Z,V,Zb) of the
outcome variable Y on the covariates in the control condition and is thus equal to the
intercept function g0(Z,V,Zb). The conditional effect function g1(Z,V,Zb) is obtained
by subtracting the extension of Equation (5.20) from the extension of Equation (5.21):
g1(Z,V,Zb) = E ◦X=1(Y |Z,V,Zb) − E
◦
X=0(Y |Z,V,Zb) (5.22)
= γ10 + γ11Zb + γ12V + γ13Zb · V
+ [γ14 + γ15Zb + γ16V + γ17Zb · V] · Zw.
To identify the average causal effect ACE10, the expected value of Equation (5.4)
has to be taken and simplified by applying the algebraic rules for expected values and














+ γ16E(V · Zw) + γ17E
(
Zb · V · Zw
)
= γ10 + γ11E(Z) + γ12E(V) + γ13E(Zb · V). (5.24)
Equation (5.23) simplifies considerably to Equation (5.24). These simplifications are
possible by taking into account that Zw is the residual of the regression E(Z | C) (see
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Section 2.3 for the discussion of this regression and its residual). By virtue of this rela-
tion, its expected value is equal to zero [E(Zw) = 0] and it is regressively independent
from all functions of its regressor C, making the expected values of its products with
Zb, V and Zb ·V also equal to zero [E(Zb ·Zw) = 0, E(V ·Zw) = 0 and E(Zb ·V ·Zw) = 0],
at least if the cluster-covariate V is a function of the cluster variable C. In case of a
cluster-covariate V that is not a function of C, the corresponding parameter γ16 of the
product of Zw and V remains in Equation (5.24).
Thus, the average causal effect ACE10 in experimental multilevel designs with con-
ditional randomization or quasi-experimental multilevel designs with treatment assign-
ment at the cluster-level assuming linear intercept- and effect-functions, taking separate
within- and between-effects of the unit-covariate Z into account and assuming unbi-
asedness of the unit-covariate-cluster-covariate-treatment regression E(Y | X,V,Zb) is
given by the following non-linear function of model parameters and expected values of
the covariates and their product
ACE10 = γ10 + γ11E(Z) + γ12E(V) + γ13E(Zb · V). (5.25)
Equation (5.25) is structurally similar to Equation (5.17) that identified the average
causal effect using the regression E(Y |X,V,Zb). In fact, as discussed in Section 5.1.1, the
simple and the full adjustment model lead to identical identifiers of the average causal
effect ACE j0, since the regression E(Y | X,V,Zb) is always unconfounded with respect
to the unit-covariate Z and the within-component Zw. In multiple linear regressions, the
corresponding partial regression coefficients for the cluster-covariates are identical for
the simple and the full adjustment model (Rao, 1973), since the within-component Zw is
regressively independent of the cluster-covariates V and the between-component Zb, at
least if the cluster-covariate V is a function of the cluster-variable C. Hence, the identi-
fier of the ACE10 obtained from the full adjustment model in Equation (5.25) is equal to
the ACE-identifier from the simple adjustment model given in Equation (5.17). How-
ever, the efficiency of the estimator that explicitly uses both unit- and cluster-covariates
is higher, if Zw is a significant predictor of the outcome variable Y (see also, Rauden-
bush, 1997; VanderWeele, 2008). Additionally, some of the statistical models that take
into account that the empirical cluster means of the unit-covariate are only fallible mea-
sures of the values of the between-component Zb require including the unit-covariate
Z in the model (see, Asparouhov & Muthén, 2006; Lüdtke et al., 2008; B. O. Muthén,
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1998-2004).
Full Adjustment Model: Alternative Parametrization
In the derivation of the full adjustment model for multilevel designs with treatment
assignment at the cluster-level, the regression E(Y | X,Z,V,Zb) was parametrized us-
ing the within-component Zw; an alternative parametrization uses the raw scores of the
unit-covariate Z. The two parametrizations of E(Y | X,Z,V,Zb) give identical informa-
tion about the conditional expectation of the outcome variable Y given the covariates on
the between- and the within-level (Enders & Tofighi, 2007; Kreft et al., 1995) since the
within-component Zw is defined as the difference between the raw scores of the unit-
covariate Z and the between-component Zb. However, the meaning of the regression
parameters and the resulting non-linear constraint differ. Since the implementation of
the full adjustment model as multigroup multilevel latent variable model in Mplus 5.0
(L. K. Muthén & Muthén, 1998-2007), that we will study in the simulation study in Sec-
tion 5.2, requires the inclusion of the raw scores of the unit-covariate Z, we will briefly
study the derivation of the identifier for the ACE10 for the alternative parametrization.
The actual identification of the ACE10 in the multigroup multilevel model in Mplus is
further derived in Appendix A.2.
If the regression E(Y | X,Z,V,Zb) is linear in the treatment variable X, the unit-
covariate Z, the cluster-covariate V , the between-component of the unit-covariate Zb
and their products, it can also be written as:














































The two conditional regressions EX=0(Y |Z,V,Zb) and EX=1(Y |Z,V,Zb) have the fol-
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lowing form















































17)Zb · V] · Z.
The conditional effect function g∗1(Z,V,Zb) is obtained by subtracting the extension of
Equation (5.27) from the extension of Equation (5.28):
g∗1(Z,V,Zb) = E
◦
X=1(Y |Z,V,Zb) − E
◦
X=0(Y |Z,V,Zb) (5.29)
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13E(Zb · V)+ (5.30)
+ γ∗14E(Z) + γ
∗
15E(Z · Zb) + γ
∗
16E(Z · V) + γ
∗
17E(Z · Zb · V).
In contrast to Equation (5.23), Equation (5.30) cannot be further simplified: The iden-
tifier of the ACE jk for the parametrization of E(Y | X,Z,V,Zb) with the raw scores of
the unit-covariate Z includes the expected values of the products of the unit-covariate Z
with the cluster-covariate V and the between-component Zb. This inclusion is necessary
to account for the shift of meaning in the parameters between the two parametrizations:
In conventional multilevel terminology, the regression parameters associated with the
between-component Zb are the between-effects of Z if the within-component Zw is used
to parametrize the regression. If the raw score of the unit-covariate Z are used instead,
these regression parameters represent the contextual influences of Z that are defined
as the difference between the between- and the within-effect of the unit-covariate (see
also Section 2.3 for an introduction of within- and between-effect in multilevel regres-
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sions). The regression parameters associated with Zw retain their meaning in the two
parametrizations (Enders & Tofighi, 2007; Kreft et al., 1995). Even though the two
parametrizations lead to identical ACE-estimators, parametrizing E(Y | X,Z,V,Zb) with
the within-cluster residual Zw is preferred for models with interactions because the co-
efficients are easier interpretable as effects on different hierarchical levels and model
estimation is more stable because the predictor Zw is regressively independent of Zb
(Enders & Tofighi, 2007). The multigroup multilevel latent variable model in Mplus
5.0, however, requires the use of the raw scores of the unit-covariate Z (L. K. Muthén &
Muthén, 1998-2007) and further derivations to obtain the expected values of the product
variables (see Appendix A.2 for further details).
5.2 Simulation Study
In the following section, we describe a large simulation study that compared the per-
formance of several statistical implementations of the adjustment models for non-ran-
domized multilevel designs with treatment assignment at the cluster-level with respect
to their performance in finite samples. In this simulation, we tested various statistical
models with an average causal effect of zero in the population to establish their ade-
quacy under the null hypothesis. In order to simplify the simulation, we only considered
a design with a unit-covariate Z and did not include a cluster-covariate V . However, the
unit-covariate Z influenced the treatment assignment probabilities through its between-
component Zb and the outcome variable Y independently through both its between-
component Zb and its within-component Zw.
The section is structured as follows: We first introduce the data generation proce-
dure and assumptions made in repeating the single-unit trial. Next, we introduce the
statistical models and research questions to be addressed in the simulation study. We
then describe the design of the simulation study and report the results: The ACE-esti-
mators were studied with respect to their bias and their relative efficiency, the standard
errors of the ACE-estimators were studied with respect to their bias and the empirical
type-1-error rate in tests of the null hypothesis.
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5.2.1 Data Generation
The generalized ANCOVA was developed in the previous section with reference to the
single-unit trial and the causality space introduced in Chapter 2 (see also, Steyer et al.,
2009). Inferences from finite samples that are the focus of the simulation study require
independent repetitions of a single-unit trial that are stable with respect to causal para-
meters and distributions and a statistical model to estimate the average causal effect and
its standard error (see also the discussions in Chapter 3). In this section, we describe
the central components of the repeated single-unit trial in the simulation study and
discuss the resulting properties of the sampling model. A detailed description of the
implementation of the data generation in R (R Development Core Team, 2008) is given
in Appendix C.2.
In line with the theoretical concepts and data generation procedures in other simula-
tion studies of the analysis of average causal effects with the generalized ANCOVA for
singlelevel designs (e.g., Kröhne, 2009), data was generated by considering the regres-
sions of the true-outcome variable τ0 and the true-effect variable δ10 on the covariates
Z and Zb and their respective residuals ε0 and ε10:
τ0 = E(τ0 | Z,Zb) + ε0, (5.31)
δ10 = E(δ10 | Z,Zb) + ε10, (5.32)
where E(δ10 | Z,Zb) is the conditional effect function CCE10 ; Z,Zb . The presence of the
residuals ε0 and ε10 violated conditional homogeneity as introduced in Section 2.6.2:
The true-outcome variable τ0 in the control condition and the true-effect variable δ10
were not constant given the covariates Z and Zb. More specifically, the residuals ε0 and
ε10 were assumed to be further decomposable into cluster-specific components r j ; C and
unit-specific components υ j ; U to represent the effects of the cluster variable C and the
unit variable U
ε0 = r0 ; C + υ0 ; U , (5.33)
ε10 = r10 ; C + υ10 ; U . (5.34)
The unit-specific components υ0 ; U and υ10 ; U are defined as the residuals of the regres-
sions E(τ0 |Z,Zb,C) and E(δ10 |Z,Zb,C) respectively. As residuals, their expected value
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is equal to zero and their regression on the regressors Z, Zb and C is zero. Furthermore,
their covariance Cov (υ0 ; U , υ10 ; U) was fixed to zero in the simulation. The residuals r0 ; C
and r10 ; C accounted for the multilevel structure of the repeated single-unit trial: They
captured the residual influence of the cluster variable C on the true-outcome variable τ0
and the true-effect variable δ10. The residuals r0 ; C and r10 ; C are defined as residuals of
E [E(τ0 | Z,Zb,C) | Z,Zb] and E [E(δ10 | Z,Zb,C) | Z,Zb] respectively. Hence, their ex-
pected value is equal to zero and their regression on the regressors Z and Zb is zero.
Also, their covariance with the unit-specific residuals υ0 ; U and υ10 ; U is zero. Addition-
ally, their covariance Cov (r0 ; C, r10 ; C) was equal to zero in the data generation proce-
dure. If the variance of the residual ε10 is larger than zero, there will be residual variance
heterogeneity between the treatment groups. Depending on whether this heterogeneity
is due to Var(r10 ; C) > 0 or Var(υ10 ; U) > 0, the heterogeneity is located at the unit- or
at the cluster-level or at both levels.
The decomposition of the residuals ε0 and ε10 yielded the following residual intra-
class correlation coefficients rICCs in line with the general definition in Equation (2.11):
rICC(τ0 | Z,Zb) =
Var [E(τ0 | Z,Zb,C) − E(τ0 | Z,Zb)]
Var [τ0 − E(τ0 | Z,Zb)]
=
Var(r0 ; C)
Var(r0 ; C) + Var(υ0 ; U)
,
(5.35)
rICC(δ10 | Z,Zb) =
Var [E(δ10 | Z,Zb,C) − E(δ10 | Z,Zb)]
Var [δ10 − E(δ10 | Z,Zb)]
=
Var(r10 ; C)
Var(r10 ; C) + Var(υ10 ; U)
.
(5.36)
If Equations (5.35) and (5.36) are both equal to zero, i.e., if the variances of the cluster-
specific components r0 ; C and r10 ; C are both equal to zero, the estimated distribution
of the parameter estimates from a conventional singlelevel regression model will be
correct. If these variances are different from zero, the standard errors and covariances of
parameter estimates will be underestimated, if the corresponding variance components
of the outcome variable Y are not included in the statistical model (Hedges, 2007a;
Moerbeek et al., 2000, 2001; Raudenbush, 1997; Snijders & Bosker, 1999).
The regressions E(τ0 |Z,Zb) and E(δ10 |Z,Zb) were parametrized as linear functions of
the within-component Zw, the between-component Zb and their product using the same
5.2 Simulation Study 158
labels for the regression coefficients as in Equation (5.18):
E(τ0 | Z,Zb) = γ00 + γ01 · Zb + γ04 · Zw + γ05 · Zb · Zw, (5.37)
E(δ10 | Z,Zb) = γ10 + γ11 · Zb + γ14 · Zw + γ15 · Zb · Zw. (5.38)
Both, Equations (5.37) and (5.38), used the true values zb of the between-component Zb,
the (C=c)-conditional expected values E(Z |C=c), and the residual of this regression, the
within-component Zw. However, the true values of Zb were not available in the sample
and had to be approximated by the cluster-means of Z and the empirical deviations from
the cluster-means. If the regression weights of the between- and the within-component
in Equations (5.37) and (5.38) are equal, i.e., if γ01 = γ04 and γ11 = γ14, and if their
are no interactions between Zb and Zw, i.e., γ05 = γ15 = 0, or if the ICC(Z)=0, the
multilevel decomposition of the unit-covariate does not have to be taken into account
explicitly [see Equation (2.13)]. If at least one of these conditions is not fulfilled, a
statistical model that only includes the unit-covariate Z as predictor will be misspecified
and lead to a biased estimator of the ACE. The cluster variable C did not interact with
the within-component Zw, i.e., the parameters γ04 and γ14 were constant across clusters.
The average causal effect is the expected value of the true-effect variable δ10 given in
Equation (5.32) using the decomposition of the residual ε10 in Equation (5.34) and the
parametrization in Equation (5.38):
ACE10 = E(γ10 + γ11 · Zb + γ14 · Zw + γ15 · Zb · Zw + r10 ; C + υ10 ; U), (5.39)
= γ10 + γ11 · E(Z). (5.40)
Treatment assignment probabilities were determined by a logistic function that de-
scribed the probability of clusters being assigned to each treatment condition as a func-
tion of the between-component Zb:
P(X=1 |Zb) =
exp (g0 + g1 · [Zb − E(Z)])
1 + exp (g0 + g1 · [Zb − E(Z)])
. (5.41)
This function guaranteed independence of the treatment variable X and the confounder
σ-algebra CX given the between-component Zb (i.e., X ⊥ CX |Zb) as a sufficient condition
for unbiasedness and unconfoundedness of E(Y | X,Zb). If the parameter g1 is equal to
zero, the treatment assignment probabilities do not depend on the between-component
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Zb and the data generation would represent a cluster-randomized design with equal
treatment probabilities for each cluster.
Each data set for the simulation study was generated by repeating the single-unit
trial as described above with further assumptions about the distributions and parame-
ters involved. By sampling from the unconditional distribution of the unit-covariate Z
in each repetition of the single-unit trial to represent quasi-experimental designs (see
Kröhne, 2009), the realized values of Z varied from sample to sample. Hence, the unit-
covariate Z and by implication the between-component Zb and the within-component
Zw are stochastic predictors (Chen, 2006; Nagengast, 2006; Sampson, 1974; Shieh,
2006). In a similar vein, the use of the probabilistic assignment function, given in
Equation (5.41), yielded samples that varied in the treatment group sizes depending
on the realized values of the covariate and the actual assignment of units to treatment
conditions in the repeated single-unit trials. Hence, the treatment variable X also was
a stochastic predictor (Nagengast, 2006). A detailed description of the parameters that
were varied or kept constant within the simulation design is given in Section 5.2.3. The
implementation of the data generation in R is explained and corresponding parameter
values of the data generation procedure are given in Appendix C.2.
Summarizing, the data generation routine resulted in four special properties of the
sampling model that were represented to a different degree by the statistical models in
the simulation study:
1. Due to repeated sampling from the unconditional distribution of the unit-covariate
Z, its realized values varied from sample to sample. Thus, the unit-covariate Z
and by implication the between-component Zb and the within-component Zw were
stochastic predictors (Chen, 2006; Sampson, 1974; Shieh, 2006). The same logic
applied to the realizations of the treatment variable X.
2. The conditional causal effect function CCE10 ; Z,Zb varied independently with both
the between-component Zb and with the within-component Zw. The treatment as-
signment probabilities, however, were only influenced by the between-component
Zb. Thus, Zb is a relevant covariate to be considered in adjustment models, if
ICC(Z) > 0 [see Equation (2.13)].
3. The regressions E(τ0 | Z,Zb) and E(δ10 | Z,Zb) were specified using the actual
values of the regression E(Z | C=c). These values are only approximated by the
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empirical cluster means of Z that are fallible measures of E(Z | C) in samples
(Asparouhov & Muthén, 2006; Lüdtke et al., 2008). The average reliability of
the cluster means is a function the average cluster sizes and determines whether
the estimated regression coefficients associated with the between-component Zb
will be biased [see Equation (2.14)].
4. Both E(τ0 | Z,Zb) and E(δ10 | Z,Zb) were allowed to have residual intraclass cor-
relation coefficients (rICC) larger than zero, reflecting systematic influences of
the cluster-variable C on τ0 and δ10 after taking the effects of the unit-covariate
Z and the between-component Zb into account. In addition, the variances of all
residuals were not restricted to be equal, potentially resulting in residual variance
heterogeneity of the outcome variable Y between treatment groups.
In the following section, we will discuss several statistical models and their abilities to
deal with the properties of the data generation procedure.
5.2.2 Research Questions and Statistical Methods
The simulation study investigated the finite-sample performance of several statistical
implementations of the generalized ANCOVA under the null hypothesis of no average
causal effect (H0 : ACE10 = 0). In line with the peculiarities of the data generation
procedure, we tested the robustness of various statistical methods against violations of
their assumptions and addressed the following research questions and hypotheses:
1. The decomposition of the unit-covariate Z into the between-component Zb and
the within-component Zw has to be accounted for in the statistical analysis of
conditionally randomized and quasi-experimental multilevel designs with treat-
ment assignment at the cluster-level, if Zb and Zw independently influence the
conditional causal effect function CCE jk ; Z,Zb . Neglecting the decomposition and
specifying a naive adjustment model that uses only the unit-covariate Z as predic-
tor leads to a considerable bias in the ACE-estimator (Snijders & Bosker, 1999).
2. Even if the model is correctly specified in its fixed part and takes the decom-
position of Z into the between-component Zb and the within-component Zw into
account, residual effects of the cluster variable C need to be modeled by includ-
ing variance components for Var(r0 ; C) and Var(r10 ; C). Statistical models that do
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not include the additional variance components will lead to standard errors that
underestimate the variability of the ACE-estimates.
3. Statistical models of contextual effects have to account for the fact that the em-
pirical cluster-means of the unit-covariate Z are fallible measures of the corres-
ponding values of the regression E(Z | C). The resulting ACE-estimators will be
biased [see Equation (2.14)], if the measurement error is not explicitly accounted
for by using the multilevel latent variable model (Lüdtke et al., 2008) or other ad-
justment procedures correcting for the unreliability of the cluster means (Croon
& van Veldhoven, 2007).
4. The ACE-estimators obtained from the full and the simple adjustment model as
introduced in Section 5.1.2 will be unbiased and identical (Snijders & Bosker,
1999; VanderWeele, 2008), if they are obtained with the same statistical method.
However, the estimator from the full adjustment model will be more efficient.
5. Statistical models that include the appropriate variance components for Var(r0 ; C)
and Var(r10 ; C), but do not treat the unit-covariate Z as a stochastic predictor —
implicitly assuming that the empirical mean of Z is equal to the expected value
E(Z) and constant over replications — will underestimate the variability of the
corresponding ACE-estimates, especially when there are strong interactions be-
tween the treatment variable X and the covariates (Kröhne, 2009; Nagengast,
2006). Methods that take the stochasticity of Z explicitly into account by includ-
ing E(Z) as a model parameter will yield accurate standard errors of the ACE-
estimator in all conditions.
Statistical details of the models and the implementation of the generalized ANCOVA
are given in Appendix B. An overview of the properties of the statistical models is
given in Table 5.1 with respect to the properties of the repeated single-unit trial and
the resulting research questions. Specifically, the following implementations of the
generalized ANCOVA were compared in the simulation study:
• The naive singlelevel model implementation of the generalized ANCOVA model
in lace (Partchev, 2007), using only the unit-covariate Z as a predictor in separate
group-specific structural equation models and neglecting the multilevel structure
of the unit-covariate Z by not further decomposing Z into the between-component
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Table 5.1: Properties of the statistical models to implement the generalized ANCOVA
for designs with treatment assignment at the cluster-level
Multilevel Stochastic Variance Latent
Method effects of Z predictors components variable Zb
lace: Naive model - x - -
lace: Full model x x - -
nlme: Simple model x - x -
nlme: Full model x - x -
Mplus: Full model (singlegroup) x x x -
Mplus: Full model (multigroup) x x x x
Croon: Simple Model (GLH) x - (x) x
Croon: Simple Model (lace) x x (x) x
Zb and the within-component Zw, [see Equation (B.5) in Appendix B.1 for the
model specification];
• the full adjustment model in lace, separately modeling the between-component
Zb and the within-component Zw, using the cluster-means of the unit-covariate Z,
the cluster-mean centered values of Z and their products as predictors in group-
specific structural equation models, but not including variance components for
the residuals r0 ; C and r10 ; C, [see Equation (B.6) in Appendix B.1 for the model
specification];
• the simple adjustment model in nlme (Pinheiro et al., 2008) modeling the be-
tween-component Zb, using the cluster-means of the unit-covariate Z, the treat-
ment indicator and their product as predictor, and modeling the variance compo-
nents for the residuals r0 ; C and r10 ; C by including a random intercept (assuming
homogeneity of its variance in treatment and control group), but obtaining stan-
dard errors and significance tests of the ACE with the general linear hypothesis,
thereby treating Z as a fixed predictor [see Equation (B.12) in Appendix B.2 for
the model specification];
• the full adjustment model in nlme (Pinheiro et al., 2008) separately modeling the
between-component Zb and the within-component Zw, using the cluster-means of
the unit-covariate Z and the cluster-mean centered values of Z as predictors, and
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modeling the variance components for the residuals r0 ; C and r10 ; C by a random
intercept (assuming homogeneity of its variance in treatment and control group),
but obtaining standard errors and significance tests of the ACE with the general
linear hypothesis, thereby treating Z as a fixed predictor [see Equation (B.13) in
Appendix B.2 for the model specification];
• the full adjustment model in Mplus 5.0 (L. K. Muthén & Muthén, 1998-2007) im-
plemented as a singlegroup multilevel model, separately modeling the between-
component Zb and the within-component Zw, using the cluster-means of the unit-
covariate Z, the cluster-mean centered values of Z, the treatment indicator and
their products as predictors, modeling the variance components for the residu-
als r0 ; C and r10 ; C by including a random intercept (assuming homogeneity of its
variance in treatment and control group), and estimating the expected value of
the unit-covariate Z as a model parameter and thereby taking the stochasticity of
the unit-covariate Z explicitly into account in the estimation of the ACE and its
standard error [see Equation (B.30) in Appendix B.3 for the model specification];
• the full adjustment model in Mplus 5.0 implemented as a multigroup multi-
level latent variable model, separately modeling the between-component Zb and
the within-component Zw as latent variables, using them as predictors in treat-
ment group specific regression models, modeling the variance components for the
residuals r0 ; C and r10 ; C by including random intercepts (whose variances varied
between treatment groups) and estimating the expected value of the unit-covariate
Z as a model parameter and thereby taking the stochasticity of the unit-covariate
Z explicitly into account in the estimation of the ACE and its standard error, [see
Appendix A.2 for the derivation of the non-linear constraint to identify the ACE
and Equation (B.36) in Appendix B.3 for the model specification];
• the simple adjustment model specified with the two-step adjustment procedure of
Croon and van Veldhoven (2007) modeling the between-component Zb with the
reliability-corrected cluster means of Z, the treatment indicator and their prod-
uct as predictors in a general linear model with the reliability corrected cluster
means of Y as outcomes (thereby implicitly modeling the variance components
for the residuals r0 ; C and r10 ; C), using either the general linear hypothesis to ob-
tain standard errors and significance tests of the ACE or alternatively using lace
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to estimate the ACE and its standard error [see Equation (B.46) for the model
specification using the GLH and Equation B.47 for the model specification with
lace].
There were several reasons, why the research questions with respect to the statistical
methods required a simulation study and could not be directly addressed by analytical
derivations:
1. The distributional theory for the statistical models only holds asymptotically (see
Appendix B for further details). Their performance and properties in finite sam-
ples under realistic conditions determines their usefulness for applications.
2. The standard errors of the ACE-estimator in lace and Mplus obtained with the
multivariate delta-method are — even asymptotically — first-order Taylor-series
approximations (Rao, 1973; Raykov & Marcoulides, 2004). Thus, simulation
studies are called for to analyze their properties and appropriateness in finite sam-
ples (see also MacKinnon, 2008).
3. Finally, some of the statistical methods do not account for all peculiarities of the
data generation procedure while those methods that do, potentially require larger
sample sizes. The potential trade-off of sample size requirements and robustness
to violations is thus important to be considered.
5.2.3 Design
Again, the simulation was implemented in R (R Development Core Team, 2008) us-
ing SimRobot (Kröhne, 2007) to manage and distribute the simulation conditions on a
cluster of 40 workstations. All simulated data sets were generated with the data gen-
eration routine for designs with treatment assignment at the cluster-level described in
Appendix C.2. In this section, the parameters that were varied — the independent
variables of the simulation design — and the parameters that were held constant over
simulation conditions are described in detail.
Independent Variables
The following parameters of the data generation routine were varied in a five-factorial
fully-crossed simulation design with 1000 replications per cell: (1) the number of clus-
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Table 5.2: Factors of the simulation design for designs with treatment assignment at the
cluster-level
Factor Measure Values
Number of clusters 20, 50, 100, 200
Average cluster sizes nc 5, 10, 25, 50
Intra-class-correlation of Z ICC(Z) 0.05, 0.1, 0.2, 0.3
Dependency of X and Zb
√
R2 0, 0.15, 0.3, 0.5
Effect size of cluster-level interaction d(γ11) 0, 0.025, 0.05, 0.1, 0.2, 0.3
ters, (2) the average number of sampled units within each cluster, (3) the intraclass
correlation coefficient (ICC) of the unit-covariate Z, (4) the dependency between the
treatment variable X and the between-component Zb and (5) the effect size of the in-
teraction between the treatment variable X and the between-component Zb. We will
describe the values of the independent variables in the simulation design and outline
the motivation behind these choices. An overview of the design factors is given in
Table 5.2. The corresponding parameters of the data generation routine are given in
Table C.3 in Appendix C.2.
Number of Clusters. The total number of clusters was either 20, 50, 100 or 200.
20 clusters were chosen as a sensible lower bound for the total number of clusters,
since cost-effective designs for cluster-randomized trials use a relatively small number
of clusters with medium to large number of units per cluster (Feng et al., 2001; Rau-
denbush, 1997). Additionally, it was deemed unlikely that a smaller sample of clusters
would still result in well-behaved statistical models. Previous simulation studies of
the hierarchical linear model (e.g., Browne & Draper, 2000; Maas & Hox, 2005) have
usually considered larger sample sizes at the cluster-level and have reported adequate
performance of asymptotic estimators for models with random slopes in terms of es-
timation bias and coverage for samples starting at 50 clusters. Lüdtke et al. (2008)
reported acceptable behavior of the multilevel latent variable model in Mplus for a ran-
dom intercept model starting at a sample size of 100 clusters. 200 clusters were chosen
as an upper bound for the number of clusters that still might be plausibly obtained
for between-group multilevel designs with treatment allocation at the cluster-level in
empirical applications (Murray, 1998). Unsatisfactory performance of the adjustment
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methods at this number of clusters would render them unsuitable for applications.
Average Cluster Sizes. The following average number of units per cluster nc were
considered: 5, 10, 25, 50. Actual cluster sizes varied by 10% around the average size
to represent naturally occurring variations in cluster sizes in designs with pre-existing
clusters. The total sample size for each replication was fixed to the product of the num-
ber of clusters and the average cluster size. The average cluster sizes were chosen to
represent a wide range of realistic values in applications. Cluster sizes of 5 can be ex-
pected to be encountered in small group research, e.g., working groups in organizational
studies (Kenny, Mannetti, Pierro, Livi, & Kashy, 2002). Average cluster sizes of 10 are
relevant in evaluation studies of group interventions in psychology and medicine (e.g.,
Helgeson et al., 1999). In educational studies, class sizes of about 25 students can be
expected, at least in the context of the German educational system (Lüdtke et al., 2008).
Finally, cluster sizes as large (or even larger) than 50 are the norm in cluster-randomized
trials in medical interventions (Feng et al., 2001) or in neighborhood research (Oakes,
2004; VanderWeele, 2008).
Intraclass Correlation of the Unit-Covariate. The following values of the intra-
class correlations of the unit-covariate Z [ICC(Z)] were considered: 0.05, 0.1, 0.2 and
0.3. They were chosen to cover the range of typical intraclass correlation coefficients
found in medical and educational research in accordance with the reviews by Gulliford
et al. (1999), Hedges and Hedberg (2007) and Schochet (2008). An ICC(Z) of 0.3 is
higher than most of the empirical ICC-values reported in these studies. In educational
studies, values between 0.1 and 0.2 are fairly common (Hedges & Hedberg, 2007; Scho-
chet, 2008). In medical research, values of around 0.05 are normal, when reasonable
cluster sizes are considered (Gulliford et al., 1999). An ICC(Z) of zero, as expected in
designs with random assignment of units to clusters, was excluded, since such designs
are seldom in applications (Murray, 1998). The ICC(Z) was manipulated by varying
the variance of Zb, while holding the variance of Zw constant at a value of 1. The exact
values of the corresponding variance parameters can be found in Appendix C.2.
Dependency of X and Zb. The dependency of the treatment variable X and the
between-component Zb was varied to represent different degrees of confounding. For
this purpose, the parameter g1 of the logistic assignment function [see Equation (5.41)]
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was chosen to keep the square root of the coefficient of determination of the logis-
tic assignment function
√
R2 (Nagelkerke, 1991) constant across different values of
ICC(Z). Specifically, the following values were studied:
√
R2 = 0, 0.15, 0.3, 0.5. When
√
R2 = 0, the treatment assignment probabilities did not depend on the values of the
between-component Zb and the design was actually a cluster-randomized experiment.
The parameters of the logistic assignment function resulted in equal unconditional prob-
abilities for the treatment and the control group in all conditions of the simulation design
[P(X=0)=P(X=1)=0.5], no matter how strong the dependencies between the treatment
variable X and between-component Zb were. The exact values of g1 for different ICC-
values of Z were obtained in an exploratory simulation study and are exact up to the
third decimal. The parameter values are given in Table C.3 in Appendix C.2.
Effect Size of Cluster-Level Interaction. Finally, the effect size of the interaction
between X and Zb was varied as a factor in the simulation design. In order to define an
effect size measure for the interaction that was independent of the strength of associ-
ation between X and Zb, the effect size was measured by the proportion of the sum of
the variance of the true-outcome variable τ1 in the treatment condition and the residual






Var(τ0 + δ10) + σ2Y
. (5.42)
The regression weight γ11 is the regression weight of the product variable of X and Zb in
Equation (5.18). d(γ11) was set to values of 0, 0.025, 0.05, 0.1, 0.2 and 0.3 to represent
realistic to extreme effect sizes of interactions in applications. Since the variance of the
between-component Zb varied with different values of ICC(Z), the corresponding pa-
rameter values for γ11 had to be varied accordingly to keep d(γ11) constant for different
conditions of ICC(Z). These values were obtained analytically using YACAS (Goedman
et al., 2007). The corresponding parameters of the data generation function are docu-
mented in Table C.3. In all cases, the regression weight γ11 of the product of X and Zb
was positive or equal to zero, while the regression weight γ14 of the product of X and
Zw, that was not varied in the simulation, was negative.
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Constant Parameters
Average Causal Effect. The goal of the simulation was to study the performance
of the different implementations of the adjustment model under the null hypothesis
of no average causal effect (H0 : ACE10 = 0). The model parameters were chosen
to guarantee that the average causal effect ACE10 was fixed at a value of zero in all
experimental conditions. The expected value of the unit-covariate E(Z) was set to 1.
Since, the regression weight γ11 of the product of X and Zb varied with the effect size of
the interaction and different values of ICC(Z), the intercept γ10 of the conditional effect
function CCE10 ; Z,Zb was chosen accordingly to fix the average causal effect to zero in
all cells of the simulation design. An overview of all fixed regression weights of the
simulation is given in Table C.4 in Appendix C.2.
Variance Parameters. The following variance parameters were constant over all
experimental conditions: σ2Y = 2, σ
2
Zw = 1, σ
2
υ0 ; U
= 2.25, σ2υ10 ; U = 1.25, σ
2
r0 ; C =
0.75 and σ2r10 ; C = 0.25. These settings resulted in a moderate heterogeneity of unit-
and cluster-level variances of the outcome variable Y . However, the (X= j)-conditional
residual intraclass correlation coefficients rICCX= j(Y | Z,Zb) of the outcome variable
Y were almost equal in treatment and control group (0.15 in the control group; 0.153
in the treatment group). The design effect (Kish, 1965) was larger than two in all
sample size conditions (all residual VIFs> 2). Analyses that neglected the multilevel
structure of the data would result in significantly underestimated standard errors of
the model parameters (Hox, 2002; Maas & Hox, 2005). The average reliabilities of
the cluster means as measures of the between-component Zb ranged from 0.208 in the
conditions with the smallest average cluster sizes and the smallest ICC(Z) to 0.955
in the conditions with the largest average cluster sizes and the largest ICC(Z). An
overview of all fixed variance parameters in the simulation design is given in Table C.4
in Appendix C.2.
5.2.4 Results
In this section, we present the main results of the simulation study. We begin with
reporting the convergence rates of the different methods, then give the bias of the ACE-
estimators and its standard errors. Finally, we report the empirical type-1-error rates
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Table 5.3: Average convergence rates: Full adjustment model implemented as single-
group multilevel model in Mplus
Average Cluster Sizes
Number of Clusters 5 10 25 50
20 60.09% 72.32% 79.11% 81.70%
50 91.09% 96.86% 98.66% 98.99%
100 98.99% 99.89% 99.99% 99.99%
200 99.99% 100% 100% 100%
of the significance tests and briefly compare the mean squared errors of selected im-
plementations. The dependent measures are introduced in Appendix D together with
the cut-off criteria considered as boundaries for appropriate performance. At the end
of the section, we summarize and review the results with respect to the research ques-
tions introduced above. We will only present selected results as tables and figures in
the text. All results for the different methods and dependent measures are provided as
graphics on the accompanying CD, as are the raw results for all simulation conditions
(see Appendix E).
Convergence
Convergence problems hampered the performance of the singlegroup multilevel model
in Mplus. These convergence problems were especially prevalent in conditions with
20 clusters, an effect that was only partially offset by larger average cluster sizes: An
average of 81.70% of the models converged when the average cluster size was 50; only
60.09% of the models converged, when the average cluster size was 5. Some conver-
gence problems were still present with samples of 50 clusters, where convergence rates
ranged from 91.09% to 98.99%. Satisfactory average convergence rates were only ob-
tained starting from samples of 100 clusters upwards, with all rates being close to or
above 99% (see Table 5.3 for details). The other factors of the simulation design did not
influence the convergence patterns. The convergence problems were not alleviated by
including the true parameter values as starting values nor by loosening the convergence
criteria or increasing the number of iterations.
A similar picture emerged for the Mplusmultigroup multilevel latent variable model.









































































































































































































































































































































































R2of logistic assignment function
Mplus − Multigroup multilevel latent variable model − Convergence rates
Figure 5.1: Convergence rates: Full adjustment model implemented as multigroup mul-
tilevel latent variable model in Mplus
At sample sizes of 20 clusters, average convergence rates ranged from 12.09% to
34.06%, again getting better with larger average cluster sizes. Surprisingly, the sim-
ulation conditions with an average cluster size of 50 and the largest effect size of the in-
teraction at the cluster-level also had convergence problems: The average convergence
rate in these cells was 80.14%. In the other cells of the design the average convergence
rates were satisfactory (97.94%) (for details see Figure 5.1), although slightly worse
in cells with large effect sizes of the interaction at the cluster-level and average cluster
sizes of 50 and in cells with the smallest average cluster size (nc = 5), 50 clusters and an
ICC(Z) = 0.05. Again, the convergence problems were not alleviated substantially by
including the true parameter values as starting values nor by loosening the convergence
criteria or increasing the number of iterations. An overview of the convergence rates is
given in Figure 5.1.
All other methods did not exhibit significant convergence problems: Average con-
vergence rates were well above 99% in all conditions, except for the combination of
20 clusters with an average cluster size of 5. Even in these extreme conditions, not a
single average convergence rate was below 98.5%, indicating no serious convergence
problems.
5.2 Simulation Study 171
Bias of ACE-Estimator
In this section, we describe the bias in estimation of the average causal effect for the
different implementations of the adjustment model. Our discussion will be organized
as follows: We start with presenting the results for the naive adjustment model in
lace, followed by a discussion of the models that used the empirical cluster-means and
cluster-mean centered values of the unit-covariate Z as predictors. The ACE-estimators
were biased considerably in both cases. The presentation concludes with the methods
that provided unbiased estimators of the ACE: the multigroup multilevel latent variable
model in Mplus and the adjustment procedure of Croon and van Veldhoven (2007).
We will use the mean bias (MB) of the ACE-estimator as defined in Equation (D.1) to
evaluate the different estimators. Following the recommendations by Boomsma and
Hoogland (2001), an over- or underestimation of the ACE by 2.5% (corresponding to
a MB between −0.025 and 0.025) was considered as threshold for unbiasedness of an
estimator.
Unsuitable Methods. The naive adjustment model in lace, that only included the
unit-covariate Z as predictor without taking the multilevel decomposition of Z into ac-
count, led to a highly biased estimator of the average causal effect. The mean bias
averaged over all conditions of the simulation design was 0.08. A closer look revealed
that the estimator was unbiased, if the between-component Zb did not influence the
treatment assignment, i.e., in cluster-randomized experiments. However, with stronger
dependencies of Zb and the treatment variable X, the ACE-estimator showed an increas-
ingly large positive bias when an interaction on the cluster-level was present and an
increasingly strong negative bias when there were no or only small interactions at the
cluster level. The negative bias was magnified with larger ICC(Z)-values and the pattern
of positive bias was shifted downwards, appearing only with small negative regression
weights of the interaction or no interaction on the cluster-level. Average cluster size and
the number of clusters did not influence the bias pattern considerably. The mean biases
of the ACE-estimator for all conditions of the simulation design are given in Figure 5.2.
Methods that use Empirical Cluster Means as Predictors. The full adjustment
model as implemented in lace, in nlme and as singlegroup multilevel model in Mplus
with cluster means and cluster-mean centered values of the unit-covariate Z as predic-





































































































































































































































































































































































R2of logistic assignment function
lace − naive model with Z as covariate
Figure 5.2: Mean bias of ACE-estimator: Naive adjustment model implemented in
lace
tors and also the simple adjustment model specified in nlme gave identical results up to
the third decimal as far as bias of the ACE-estimator was concerned: The mean biases
were correlated almost perfectly (all rs > 0.997) over the conditions of the simulation
design. Thus, the following presentation of the results will not differentiate any further
between these methods.
In line with the analytical derivations by Lüdtke et al. (2008), the ACE-estimators
obtained from these methods were strongly biased when the ICC(Z) was small and the
average cluster size was small [see Equation (2.14)]. The direction of the bias was
influenced by the magnitude of the interaction effect on the cluster-level. The results
indicated a positive bias with larger effect sizes of the interaction at the cluster-level
d(γ11): In these cases, the effect of the product variable Zw · X, the within-cluster inter-
action, differed most strongly from the effect of the product variable Zb ·X, the between-
cluster interactions, with the regression weight at the cluster-level γ11 being larger than
the regression weight at the unit-level γ14. When no interaction effect was present at
the cluster-level, the ACE-estimator showed a negative bias. In these conditions, the
difference between unit- and cluster-level regression effect was negative (γ11 < γ14) and
the ACE was underestimated. As expected from the analytical derivations by Lüdtke






































































































































































































































































































































































R2of logistic assignment function
nlme − Full adjustment model − Bias of ACE
Figure 5.3: Mean bias of ACE-estimator: Methods that use cluster means and group-
mean centered covariates as predictors
et al., the bias was significantly reduced with higher ICCs of the unit-covariate Z and
with larger average cluster sizes. The pattern of over- and underestimation also shifted
slightly with larger ICC(Z)-values due to the different parameter values for the inter-
action effect on the cluster-level that held the effect size of the cluster-level interaction
effect constant while modifying the variance of Zb. The bias was more pronounced (in
either direction) with smaller cluster sizes. Once again, when the between-component
Zb did not influence the allocation to treatment groups (in randomized designs), all
methods yielded unbiased results. Taking all influential design factors into account,
the methods that used the empirical cluster-means and the cluster-mean centered values
of the unit-covariate Z as predictors only yielded consistently unbiased results when
ICC(Z) = 0.3 and average cluster sizes larger or equal than 25. The average biases of
the estimator of the average causal effect for all cells of the simulation design are given
in Figure 5.3 using the results of the nlme-estimator as example. The other methods
yielded identical patterns.
Methods that Correct for Unreliability of Zb. In this section, we will present the
bias of the ACE-estimator of the two methods that explicitly correct for the unreliability
of the empirical cluster means: the adjustment procedure of Croon and van Veldhoven
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(2007) and the multigroup multilevel latent variable model in Mplus 5.0 (L. K. Muthén
& Muthén, 1998-2007).
We will begin with the results of the adjustment procedure of Croon and van Veld-
hoven (2007). The mean bias of the ACE averaged over all conditions of the simulation
design was 0.015. The average mean bias of the ACE-estimator did not vary between
the different methods of computing the ACE (with the general linear model or via lace).
The average effect estimators of the two methods were highly correlated over the sim-
ulation cells (r = 0.931) and the pattern of results was similar. The following detailed
description of the results applies to both methods. When ICC(Z) = 0.3, the ACE-
estimator obtained with the adjustment method of Croon and van Veldhoven (2007)
was unbiased in all conditions. With smaller ICC(Z)-values, a distinctive bias pattern
emerged: There was an interaction between the effect size of the cluster-level interac-
tion and the dependency between Zb and X: Under large effect sizes of the interaction
in combination with strong dependencies between the covariate and the treatment vari-
able, a positive bias of the ACE-estimator emerged. This bias got more pronounced,
the smaller the ICC(Z) got. It was also magnified with smaller average cluster sizes
and smaller number of clusters. Once again, across all conditions there was no bias in
randomized designs, i.e., if Zb did not influence the treatment assignment. The mean
biases of the ACE-estimators obtained with Croon and van Veldhoven’s procedure are
given in Figure 5.4 using the results obtained with the GLH as example.
In the presentation of the results from the multigroup multilevel latent variable model
in Mplus, all cells with a sample size of 20 clusters are excluded because of the con-
vergence problems in these conditions. However, the overall pattern of results was not
changed when these conditions were included. The average mean bias of the remaining
conditions of the experimental design was MB = 0.001. Of the remaining 1152 cells,
only 124 or 10.76% exhibited a absolute mean bias larger than 0.025. Of these cells,
64 exhibited a positive bias (MB > 0.025); 60 showed a negative bias (MB < −0.025).
The absolute mean bias of the ACE-estimator was below the critical value of 0.025 in
all conditions when the ICC(Z) ≥ 0.2. When ICC(Z) = 0.1, there were 66 cells with
an absolute value of the MB > 0.025, when ICC(Z) = 0.05, there were 58 cells with
an absolute MB > 0.025. Closer inspection of these biased cells revealed that small
average cluster sizes were particularly critical: The mean bias of the ACE estimator
became more pronounced when small cluster sizes coincided with strong dependencies
between Zb and X and large treatment-covariate interactions on the cluster-level. This






































































































































































































































































































































































R2of logistic assignment function
Croon & van Veldhoven (2007) and GLH − Bias of ACE
Figure 5.4: Mean bias of ACE-estimator: Simple adjustment model implemented with
the two-step adjustment procedure of Croon & van Veldhoven (2007)
bias pattern was more pronounced when the ICC(Z) = 0.05 and with smaller total num-
ber of clusters. The mean biases for all conditions of the simulation design are shown
in Figure 5.5 that also includes the conditions where the total number of clusters was
20 that suffered from convergence problems.
Summary. The results of the mean bias of the ACE-estimator can be summarized as
follows: The naive model implementation in lace that modeled only the raw scores of
the unit-covariate Z without taking the multilevel decomposition of Z into account led
to a strongly biased ACE-estimator and is clearly unsuitable in the present context. All
methods that modeled the empirical cluster means and within-cluster-residuals resulted
in over- and underestimation of the ACE consistent with the derivations by Lüdtke et
al. (2008). However, the bias was less pronounced than in the naive implementation in
lace. Since these implementations proved to be relatively robust in terms of conver-
gence — except for the singlegroup model in Mplus— a closer look at their standard
errors is warranted. The methods that corrected for unreliability of the empirical clus-
ter means as measures of Zb — the adjustment procedure of Croon and van Veldhoven
(2007) and the multigroup multilevel latent variable model in Mplus— yielded unbi-
ased ACE-estimators with the exception of some extreme conditions combining small






































































































































































































































































































































































R2of logistic assignment function
Mplus − Multigroup multilevel latent variable model − Bias of ACE
Figure 5.5: Mean bias of ACE-estimator: Full adjustment model implemented as multi-
group multilevel latent variable model in Mplus
clusters, small number of clusters, small ICC(Z)-values, strong dependencies of Zb and
X and large effect sizes of the cluster-level interaction.
Relative Bias of Standard Error
In this section, we present the results of the relative bias of the standard error of the
ACE-estimators of the different implementations of the adjustment model. We start our
discussion with the methods that yielded a biased ACE-estimator, the simple adjustment
model in nlme, the full adjustment model in lace, nlme and as a singlegroup multilevel
model in Mplus. Then, we describe the results for the methods that yielded unbiased
estimators of the average causal effect, the adjustment procedure of Croon and van Veld-
hoven (2007) and the multigroup multilevel latent variable model in Mplus. We will
use the mean relative bias (MRB) as defined in Equation (D.3) to evaluate the standard
error estimators. Following the recommendations by Boomsma and Hoogland (2001),
the standard errors were judged as unbiased, if they did not over- or underestimated the
variability of the ACE-estimates by more than 5% (corresponding to a MRB between
−0.05 and 0.05).








































































































































































































































































































































































R2of logistic assignment function
nlme − Full adjustment model − Relative bias of standard error
Figure 5.6: Mean relative bias of standard error estimator: Full adjustment model im-
plemented in nlme
Methods with Biased ACE-Estimators. We start our presentation with the full ad-
justment model implemented in lace. The average MRB over all cells of the simulation
design was −0.489, indicating that the variability of the ACE estimator was underesti-
mated on average by almost 50%. The bias exceeded that cut-off value of 0.05 in all
cells.
The MRBs for the standard error of the ACE-estimator obtained from the simple and
the full adjustment model nlmewere almost identical (r = 0.996) and are thus presented
concurrently. The average MRB of the standard error of the ACE-estimator for the two
models in nlme was equal to −0.062, indicating, on average, an underestimation of the
variability of the ACE above the absolute cut-off value of 0.05. A total of 657 cells (or
42.77% of all cells) had a MRB below the cut-off value MRB < −0.05. The MRB was
affected by the effect size of the cluster-level interaction, the ICC(Z) and the average
cluster size. Larger effect sizes of the cluster-level interaction led to a stronger negative
bias. This effect was more pronounced, the larger the ICC(Z) and the larger the average
cluster size became. There were only 13 cells with an MRB > 0.05 mostly in extreme
conditions for small total sample sizes. An overview over all cells of the simulation
design is given in Figure 5.6 based on the results of the full adjustment model.








































































































































































































































































































































































R2of logistic assignment function
Mplus − Singlegroup multilevel model − Relative bias of standard error
Figure 5.7: Mean relative bias of standard error estimator: Full adjustment model im-
plemented as singlegroup multilevel model in Mplus
Due to the convergence problems at the smallest sample of clusters, results for the
Mplus singlegroup multilevel model are reported without these conditions. In the re-
maining cells, the average MRB was equal to −0.022, indicating a small underestima-
tion of the variability of the corresponding ACE. 159 cells or 13.8% of all cells had an
MRB below the cut-off of MRB < −0.05. The average MRB was smaller for conditions
with 50 clusters (MRB = −0.038), than for conditions with 100 cluster (MRB = −0.019)
or conditions with 200 clusters (MRB = −0.008), indicating that the bias disappeared
with a larger number of clusters. These results held consistently over all other condi-
tions of the simulation design. Figure 5.7 gives the mean relative biases of the standard
error estimator for all cells of the simulation design, including the conditions where
the number of clusters was equal to 20 that are not trustworthy due to the convergence
problems.
Methods with Unbiased ACE-Estimators. We start our discussion with the ad-
justment method of Croon and van Veldhoven (2007). Standard errors were computed
with means of the general linear hypothesis and alternatively using lace.
The average mean relative bias of the standard errors computed with the general lin-
ear hypothesis was −0.099. The MRB was below the cut-off value of −0.05 in a total








































































































































































































































































































































































R2of logistic assignment function
Croon & van Veldhoven (2007) and GLH − Relative bias of standard error
Figure 5.8: Mean relative bias of standard error estimator: Simple adjustment model
implemented with the two-step adjustment procedure of Croon & van Veldhoven (2007)
using the general linear hypothesis
of 1111 cells of the simulation design, or 72.33% of all conditions, indicating a signif-
icant underestimation of the variability of the ACE-estimator. The bias was especially
pronounced when large interactions of Zb and the treatment variable X were present.
It became also more prevalent under larger values of ICC(Z) and larger cluster sizes.
However, a strong negative bias was present throughout all experimental conditions.
An overview of the mean relative biases for all cells of the simulation design is given
in Figure 5.8.
The average MRB of the standard errors for Croon and van Veldhoven’s (2007)
method obtained with lacewas −0.067. In 766 cells (49.87% of all cells), the MRB was
below the threshold of −0.05. Underestimation of the variability of the ACE-estimates
was especially present for the smallest number of clusters (C=20) and the smallest ave-
rage cluster size (nC = 5). These two effects were further amplified by small values of
ICC(Z). In the conditions with larger ICC(Z) values, the bias was attenuated and van-
ished completely for larger cluster sizes and larger number of clusters. The influence
of the effect size of the cluster-level interaction and the dependency between Zb and X
was only discernible for ICC(Z) = 0.05 and ICC(Z) = 0.1 in connection with small
average cluster sizes (nC = 5 and nC = 10). The mean relative biases for every cell of








































































































































































































































































































































































R2of logistic assignment function
Croon & van Veldhoven (2007) and lace − Relative bias of standard error
Figure 5.9: Mean relative bias of standard error estimator: Simple adjustment model
implemented with the two-step adjustment procedure of Croon & van Veldhoven (2007)
using lace
the simulation are shown in Figure 5.9.
For the multigroup multilevel latent variable model in Mplus, the results for condi-
tions with 20 clusters were discarded from further analysis because of the high-rate of
non-converged solutions in these conditions. In the remaining conditions, the average
MRB of the standard error of the ACE-estimator was 0.042, indicating an overestimation
of the variability of the ACE-estimator. A total of 468 cells (36.63% of the remaining
cells) had an absolute MRB above the cut-off value of 0.05. The standard error overes-
timated the variability of the ACE-estimator in 422 cells, and underestimated it in only
46 cells. Further inspection of the results indicated that the overestimation was espe-
cially pronounced for the smallest average cluster sizes and further elevated under small
ICC(Z)-values. Larger values of the ICC(Z) reduced the bias across all other conditions,
although in conditions that combined small average cluster sizes with a small number
of clusters, overestimation of the variability of the ACE-estimator was still present. All
mean relative biases of the estimator of the standard error of the average causal effect
are shown in Figure 5.10 including the conditions with 20 clusters that were hampered
by convergence problems.








































































































































































































































































































































































R2of logistic assignment function
Mplus − Multigroup multilevel latent variable model − Relative bias of standard error
Figure 5.10: Mean relative bias of standard error estimator: Full adjustment model
implemented as multigroup multilevel latent variable model in Mplus
Summary. Among the methods with biased estimation of the ACE, the lace-imple-
mentation of the full adjustment model clearly performed worst and yielded standard
errors that markedly and expectedly underestimated the variability of the corresponding
ACE-estimator. The multilevel implementation of the adjustment model in nlme also
underestimated the variability of its ACE-estimator when strong interactions between
X and Zb were present. Among these methods the Mplus singlegroup multilevel model
that treats the covariate Z as a stochastic predictor gave the most accurate standard error
estimator – at least after excluding all conditions with 20 clusters, where this model had
convergence problems.
The implementations of the adjustment model that resulted in unbiased ACE-esti-
mators performed differently with respect to the accuracy of the standard error as a
measure for the variability of the ACE-estimator. The results for the adjustment proce-
dure of Croon and van Veldhoven (2007) differed depending on the implementation of
the test: When the general linear hypothesis was used to compute the standard error,
the variability of the ACE was underestimated especially with small number of clus-
ters. When lace was used to obtain the standard errors, the underestimation was less
pronounced and but still present under small ICC(Z), a small number of clusters and
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small average cluster sizes. The standard error estimator of the multigroup multilevel
latent variable model in Mplus overestimated the variability of the corresponding ACE-
estimator in some conditions: This bias was especially pronounced under small ICC(Z)
and for small average cluster sizes.
Type-1-Error Rate
In the following section, we will present the results for the empirical type-1-error rates
for two-sided-significance tests of the H0: ACE10 = 0 at a significance level of 0.05.
Tests at other significance levels yielded similar results. The presentation of the re-
sults will be structured similarly to the presentation of the mean relative biases of the
standard error estimators. We will start with discussing the methods with a biased ACE-
estimator, the adjustment model as implemented in lace, in nlme and as singlegroup
multilevel model with manifest variables in Mplus. We will then present the results of
the methods with an unbiased ACE-estimator, the adjustment procedure of Croon and
van Veldhoven (2007) and the multigroup multilevel latent variable model in Mplus.
In line with the suggestions by Boomsma and Hoogland (2001), the limits of the 95%-
confidence interval for the rejection frequency of an adequate significance test were
calculated (for details see Appendix D) and used to evaluate the performance of the
significance tests. The lower limit of the confidence interval for 1000 replications was
0.037; the upper limit was 0.064.
Methods with Biased ACE-Estimator. We will begin with presenting the results of
the implementation of the full adjustment model in lace. The mean empirical type-1-
error rate over all conditions was 0.410 and thus clearly too liberal. Further inspection
of the results indicated that even the smallest empirical type-1-error rate was equal
to 0.106 and thus exceeded the nominal α-level by far, rendering a detailed analysis
unnecessary.
Once more, the implementations of the simple and the full adjustment model in
nlme gave almost identical results: They yielded an average empirical type-1-error
rate of 0.089 and thus overall a slightly too liberal test of the null hypothesis of no ave-
rage causal effect. Further inspection of the results revealed that a total of 1039 cells
(67.64% of all cells) had type-1-error rates outside of the 95%-confidence interval —
indicating too liberal significance tests. The exceedance was especially pronounced in
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the presence of large interactions on the cluster-level (and for small values of ICC(Z)
also in combination with large
√
R2 of the logistic assignment function) – exactly in the
conditions that had either resulted in biased estimators of the average causal effect or
an underestimation of the variability of the average causal effect by the standard error
estimator.
In the analysis of the results of the Mplus singlegroup multilevel model with cluster
means and group-mean-centered scores of the covariate Z as predictors, the conditions
with 20 clusters that exhibited significant convergence problems were omitted. The
average type-1-error rate in the remaining conditions was 0.074. Closer inspection of
the results revealed that 498 cells (or 43.22%) yielded a type-1-error rate outside of the
95%-confidence interval. The significance test proved to be too liberal in the conditions
that had exhibited a strong bias of the average causal effect: Under large interactions,
small values of ICC(Z) and large
√
R2 of the logistic assignment function, the empirical
type-1-error rates exceeded the nominal significance level most strongly. Independent
of these combined effects, the significance test proved to be too liberal for 50 clusters,
the smallest remaining number of clusters.
Methods with Unbiased ACE-Estimator. The adjustment procedure of Croon and
van Veldhoven (2007) in combination with the general linear model yielded an average
type-1-error rate of 0.075. 775 cells (50.46%) exceeded that upper limit of the 95%-
confidence interval, indicating that this procedure yielded too liberal significance tests
of the null hypothesis of no average causal effect. The significance test was especially
liberal in conditions with large interactions and larger average cluster sizes – the con-
ditions in which the standard error was negatively biased. When the ICC(Z) was equal
to 0.05, the conditions with a large dependency between Zb and the treatment variable
X similarly exhibited heightened type-1-error rates – these conditions had yielded the
strongest positive bias of the average causal effect estimator.
When the adjustment procedure of Croon and van Veldhoven (2007) was used in
combination with lace to test the null hypothesis of no average causal effect, the ave-
rage type-1-error rate was 0.072. 803 cells (52.28%) exceeded the upper limit of the
95%-confidence interval. When only conditions with more than 20 clusters were con-
sidered this number dropped to 420 (36.46%), but still indicated too liberal tests of
the null hypothesis. Heightened type-1-error rates were especially prevalent for small
number of clusters, where standard error estimators underestimated the variability of
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the ACE-estimator, large interactions and strong dependencies between X and Zb. The
latter two effects were due to the bias of the ACE-estimator in these conditions and
vanished with larger values of ICC(Z).
In the analysis of the multigroup multilevel latent variable model in Mplus, all con-
ditions with 20 clusters were dropped from the analysis due the convergence problems
in these cells. The analysis of the remaining conditions yielded an average type-1-error
rate of 0.052 at the nominal significance level of α = 0.05. Further inspection of the
results indicated that only 742 cells (equal to 64.41% of all remaining conditions) were
within the 95%-confidence interval of the type-1-error rate. In 172 cells (corresponding
to 14.93% of all cells) the observed type-1-error rates were below the lower limit of
the confidence interval (α < 0.037) with the minimum observed type-1-error rate at
0.013, indicating a conservative test of the null hypothesis. 229 cells (19.88%) yielded
a type-1-error rate that exceeded that upper limit of the confidence interval (α > 0.064)
with a maximal observed type-1-error rate at 0.105, indicating too liberal significance
tests in these cells. In line with the mean relative bias of the standard errors, conserva-
tive performance of test was prevalent in cells with a small ICC(Z) in combination with
small average cluster sizes. Liberal tests were found for 50 clusters and large values of
ICC(Z).
Summary. Unsurprisingly, the empirical type-1-error rates closely mirrored the bias
of the ACE-estimator and the results of the mean relative bias of the corresponding
standard error estimators: Two-sided significance tests of the null hypothesis of no ave-
rage causal effect (H0 : ACE = 0) at an α-level of 0.05 were too liberal when the
standard error estimator underestimated the empirical variability of the ACE-estimator.
The significance tests proved to be too conservative when the standard error estimator
overestimated the empirical variability of the corresponding ACE-estimator. A biased
ACE-estimator also led to higher rejection rates of the null hypothesis and to signifi-
cance tests that were too liberal.
The most liberal tests were obtained with the implementation of the adjustment
model in lace. This implementation did not account for the multilevel structure of
the data and proved once more to be unsuitable for the analysis of average causal ef-
fects in multilevel designs. The adjustment model in nlme led to liberal tests in the
conditions where the standard errors were underestimated. This effect was magnified in
the conditions, in which the ACE-estimator exhibited a negative bias. The singlegroup
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multilevel implementation in Mplus also led to slightly progressive significance tests,
once again the effect was pronounced in the conditions with a biased ACE-estimator.
The multigroup multilevel mode in Mplus yielded conservative significance tests in
those conditions where the standard error underestimated the variability of the ACE-
estimator, notably for small values of ICC(Z) in combination with small cluster sizes.
At larger ICC(Z)-values, the nominal significance levels were kept or were slightly
too liberal. The adjustment method of Croon and van Veldhoven (2007) in combination
with the general linear model led to liberal significance tests in the conditions where the
standard errors had a negative relative bias. In combination with lace, the adjustment
procedure yielded accurate significance tests except for some combinations of small
ICC(Z), large interactions, strong dependencies between the cluster-component Zb and
the treatment variable X and small average cluster sizes.
Efficiency of ACE-Estimator
Finally, we compared the mean-squared errors (MSE) of the ACE-estimators focusing
on two questions: (1) The comparison of the efficiency of the simple and full adjustment
model in nlme and (2) the comparison of the efficiency of the multigroup multilevel
latent variable model in Mplus, the hierarchical linear model in nlme, the singlegroup
multilevel model in Mplus and the adjustment procedure of Croon and van Veldhoven
(2007).
The efficiencies of the simple and the full adjustment model in nlme were compared
by dividing the MSE of the full model by the MSE of the simple model. The two MSEs
were highly correlated (r = 0.999). The average MSE-ratio was 0.999 — indicating
that the two methods were on average equally efficient in estimating the ACE. In 865
cells (43.68%), the MSE ratio was below one; in the remaining 671 cells (56.32%), the
MSE ratio was above one.
The multigroup multilevel latent variable model in Mplus was used as the reference
method to compare the efficiency of the other statistical models, because it proved to
be the most promising method combining an unbiased ACE-estimator and an unbiased
(or at least not negatively biased) standard error estimator. All comparisons for the
Mplus models omitted conditions with 20 clusters, because of the convergence prob-
lems present in these conditions. The MSE of the Mplus singlegroup multilevel model
and the hierarchical linear model in nlme were highly correlated (r = 0.999) and the
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average ratio was close to 1 (x̄ = 0.999) with very small variation (σ̂ = 0.005). There-
fore, the presentation of the results will be confined to the nlme estimator in the remain-
der, since comparisons with the Mplus singlegroup multilevel estimator yielded almost
identical results.
The comparison of the MSE of the ACE-estimator obtained with the Mplus multi-
group multilevel latent variable model and ACE-estimator obtained with nlmewas done
by dividing the MSE of the nlme model by the MSE of the Mplus model. The mean
MSE ratio was equal to 0.890, indicating that on average the nlme estimator was more
efficient. A closer inspection of the results indicated that this advantage was especially
pronounced for the conditions with small ICC(Z) and in conditions with small average
cluster sizes and small number of clusters. The differences between small and large
average cluster sizes were greatly reduced in conditions with large ICC(Z)-values and
both methods were roughly equivalent in their efficiency. There were some conditions
in which the Mplus estimator was clearly more efficient than the nlme estimator: These
were the cells in which the bias of the nlme estimator was strong, notably in some con-
ditions with strong dependencies and large interactions.
The MSE of the multigroup multilevel model in Mplus and the adjustment procedure
of Croon and van Veldhoven (2007) revealed a large advantage in efficiency for the
latter method: The mean MSE-ratio was 0.486 and all simulation cells resulted in MSE-
ratios smaller than 1. Identical results were obtained no matter which method was used
to obtain the ACE-estimator.
Summary of Results
The results of the simulation can be summarized with respect to the research questions
introduced in Section 5.2.2 as follows:
1. Neglecting the multilevel decomposition of the unit-covariate Z and the differen-
tial effects of the between-component Zb and the within-component Zw on the out-
come variable Y and including only the unit-covariate Z in an adjustment model
was clearly not an appropriate method to obtain an ACE-estimator: The naive
model implementation in lace yielded a biased ACE-estimator in almost all sim-
ulation conditions.
2. Even if the multilevel decomposition of the unit-covariate Z was appropriately
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accounted for in a singlelevel adjustment model in lace that modeled both the
within- and the between-component of the unit-covariate Z with the empirical
cluster-means and cluster-mean centered scores of Z, the resulting standard error
showed a considerable bias. As expected, the omission of the variance compo-
nents Var(r0 ; C) and Var(r10 ; C) for residuals at the cluster-level from the model
led to a severe underestimation of the empirical variability of the ACE-estimator
and to too liberal significance tests.
3. All statistical models that did not account for the fact that cluster means were
fallible measures of the underlying values of the regression Zb yielded biased
ACE-estimators. Both the multigroup multilevel latent variable model in Mplus
(Lüdtke et al., 2008) and the adjustment procedure of Croon and van Veldhoven
(2007) corrected this bias. While the former yielded correct standard errors (al-
beit with an overestimation in for small numbers of clusters and small ICC(Z)-
values), it was hampered by convergence problems for the smallest number of
clusters. The adjustment procedure of Croon and van Veldhoven (2007) did not
have any convergence problems, but yielded standard errors that underestimated
the variability of the estimator even if the ACE-estimator and its standard error
were obtained with lace.
4. The ACE-estimators obtained from the simple and the full adjustment model
within the same statistical framework were almost identical. Both models shared
the problems — biased ACE-estimator and standard errors respectively — of the
corresponding framework. In the context of the simulation study, no clear ef-
ficiency advantage emerged for either model: The implementations of the two
models in nlme yielded almost identical results. However, both the simple ad-
justment model as implemented in the adjustment procedure of Croon and van
Veldhoven (2007) and the full adjustment model as implemented in the multi-
group multilevel latent variable model in Mplus gave unbiased ACE-estimators.
5. In line with previous results for singlelevel models (Kröhne, 2009; Nagengast,
2006), we also found that standard errors were underestimated when the unit-
covariate Z was not treated as a stochastic predictor — even if the other variance
components Var(r0 ; C) and Var(r10 ; C) were modeled appropriately. Only the im-
plementations of the adjustment model in the multilevel structural equation model
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in Mplus yielded unbiased standard errors. The conventional hierarchical linear
model implementation in nlme that treats all predictors as fixed yielded a nega-
tively biased standard error.
In the next section, we will apply the different implementations of the generalized
ANCOVA to an illustrative example. We will further discuss the results of the simula-
tion study in Section 5.4.
5.3 Example Analysis
In this section, we illustrate the statistical implementations of the generalized ANCOVA
for designs with treatment assignment at the cluster-level with an empirical example
from the first-wave of the Early Childhood Longitudinal Study-Kindergarten Class of
1998-99 (ECLS-K, National Center for Education Statistics, 2001). We will estimate
the average effect of the presence of a mud-play area in kindergarten classrooms on
quantitative skills at the end of the kindergarten year controlling for the between- and
within-effect of the pre-test in quantitative skills taken at the beginning of the Kinder-
garten year. Again, the analyses are only intended to demonstrate the importance of
adjusting average treatment effects for the influences of covariates in multilevel ob-
servational studies and quasi-experiments, accounting for the decomposition of unit-
covariates into within- and between-components and the flexibility of the generalized
ANCOVA in doing so; they are not aimed at deriving substantive insights into effects
of an enriched classroom environment on quantitative skills during kindergarten. Con-
ceptually, the data comes from a quasi-experiment with treatment assignment at the
cluster-level, using pre-existing clusters and self-selection to treatment conditions. The
interpretation of the obtained effects as average causal effects rests on the assumption
of an unbiased cluster-covariate-treatment regression E(Y |X,Zb) — an assumption that
is not tested explicitly in the analyses.
5.3.1 Methods
Design
The Early Childhood Longitudinal Study-Kindergarten Class of 1998-99 (ECLS-K)
was a multisource, multimethod study in the US that focused on children’s early school
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experiences beginning with kindergarten. The following description of its design and
the employed methods are taken from the userguide for the base year public use data
files (National Center for Education Statistics, 2001). ECLS-K followed a nationally
representative cohort of 21260 children from kindergarten to fifth grade. Here, we are
using data from the base year, collected in the fall of 1998 and the spring of 1999,
and study the effects of a kindergarten-level treatment on kindergarten outcome. We
are using a sample of 17151 children from 2930 classrooms with complete data for all
considered variables.
ECLS-K used a complex sample design to obtain a nationally representative sample
of children (see National Center for Education Statistics, 2001). Analyzing the data
with the goal of obtaining nationally representative results would require a complex
weighting scheme to account for design effects, non-response and dropout. Since we
only use this data to illustrate different implementations of the adjustment model, we
ignore this additional complexity and analyze the data as if it was obtained from a
simple random sample.
Materials
The assessment of quantitative skills took place at the beginning and near the end of the
kindergarten year using computer-assisted personal interviewing (CAPI) and the same
assessment material at both timepoints. Assessment sessions lasted 50 to 70 minutes
and included a variety of other cognitive and non-cognitive assessments. The items of
the quantitative skills assessment were designed to measure skills in conceptual knowl-
edge, procedural knowledge and problem solving. A two-stage assessment design was
implemented: Children first completed a 12 item routing test that was followed by one
of several alternative second-stage forms that varied in difficulty and were chosen ac-
cording to the performance in the routing test. Individual scores for the pre- and the
posttest on a common scale were obtained using IRT procedures (National Center for
Education Statistics, 2001). The average reliability of the IRT-scores — computed as 1
minus the ratio of the average measurement error variance to the total variance — was
0.92 in the fall assessment and 0.94 in the spring assessment. The descriptive statis-
tics for the pre- and posttest measures of quantitative skills in our sample are given in
Table 5.4.
Kindergarten teachers completed a self-administered questionnaire including ques-
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tions about classroom characteristics, educational activities in their classroom, school
environment and school climate as well as questions about the sampled children in their
classroom. The teacher identification variable at the fall assessment was used as clus-
ter variable in the analysis. There were 2930 classrooms in the analysis. The average
classroom size was 5.854. The smallest classroom contained only 1 student, the largest
classroom contained 27 students. The empirical cluster means of the pre-test score in
mathematics knowledge were computed by averaging over the pre-test values of the stu-
dents associated with a teacher. Since not all students of a classroom were sampled, the
empirical cluster means were fallible measures of the latent classroom variable Zb (cf.,
Lüdtke et al., 2008). Each teacher indicated whether or not his classroom was equipped
with a mud-play area. This variable was used as treatment variable on the cluster-level
whose average causal effect on mathematics knowledge was studied controlling for the
effects of the between-component Zb, the within-component Zw and their product. 1427
classrooms were equipped with a mud-play area (corresponding to 8283 students), the
remaining 1503 classrooms (corresponding to 8868 students) were not equipped with
a mud-play area, resulting in roughly equal sample sizes of both the treatment and the
control group.
Statistical Procedures
We compared the following implementations of the generalized ANCOVA for designs
with treatment assignment at the cluster-level. The models are the same as in the simu-
lation study. Their full description is given in Appendix B. Specifically, we estimated
the ACE with
(a) the naive model in lace,
(b) the full adjustment model in lace,
(c) the simple adjustment model in nlme,
(d) the full adjustment model in nlme,
(e) the full adjustment model using the multigroup multilevel latent variable model
in Mplus,
(f) the simple adjustment model using Croon and van Veldhoven’s (2007) procedure.
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Table 5.4: Descriptive statistics of the variables in the ECLS-K data set
Variable Mean SD ICC Min Max
Math Pre-Test 19.539 7.353 0.242 6.651 59.815
Math Post-Test 27.675 8.864 0.258 7.537 59.339
Treatment 0.483 0.499 1 0 1
Additionally and for comparison, we also computed the unadjusted treatment effect
in nlme. As suggested by Steyer and Partchev (2008), effect sizes d(ÂCE) for the aver-
age effect estimates were obtained by dividing the estimate with the standard deviation
of the outcome variable in the control group. For the simple adjustment model of Croon
and van Veldhoven (2007), the standard deviation of the adjusted cluster means of the
outcome variable were used for this purpose. Estimates of the intraclass correlation
coefficients (ICC) of the pre- and the post-test were obtained from intercept-only mod-
els for the pre- and post-test measures of mathematical achievement specified in nlme.
The estimate of the dependency of the treatment variable X and the cluster-means of
the between-component Zb on the treatment probabilities were obtained with a logistic
mixed regression with the R-package MASS (Venables & Ripley, 2002).
5.3.2 Results
Intercept-Only Models. The intercept-only model for the pre-test measure of quan-
titative skills showed that a significant amount of variance of the pre-test was located
between classrooms (σ̂2Zb = 13.084; σ̂
2
Zw = 41.070; ÎCC(Z) = 0.242). The estimated
intercept parameter was γ̂00 = 19.101 (SE = 0.088, t = 217.057, p < 0.001). The
average reliability of the cluster means as measures for the true values of the between-
component Zb was 0.651.
The intercept-only model for the post-test measure of quantitative skills also showed
that a significant amount of variance of the post-test was located between classrooms
(σ̂2Zb = 20.339; σ̂
2
Zw = 58.579; ÎCC(Z) = 0.258). The estimated intercept parameter was
γ̂00 = 27.2508 (SE = 0.107, t = 254.680, p < 0.001), roughly eight points higher than
the pre-test value.
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Dependency of Covariate and Treatment. The logistic regression of the treatment
variable on the cluster-means of the mathematics pre-test indicated that the between-
component of the pre-test significantly influenced treatment assignment probabilities




Unadjusted Treatment Effect. The unadjusted treatment effect obtained with nlme
was γ̂10 = 0.540 (SE = 0.215, t = 2.509, p = 0.012), indicating a small positive effect
[d(ÂCE) = 0.061] of the presence of a mud-play area in the kindergarten classroom
on quantitative skills, if no other covariates were considered. This supposed effect
was statistically significant at a two-tailed significance-level of 0.05. For comparison
purposes, the treatment effects of all implementations are displayed in Table 5.5 on the
following page.
Naive Adjustment Model in lace. The naive adjustment model in lace that only
controlled for the raw scores of the pre-test and did not take the multilevel structure
of the data into account estimated the average causal effect of the treatment as ÂCE =
−0.124 (SE = 0.077, t = −1.602, p = 0.110). This result indicated a small negative
average effect of the treatment (d(ÂCE) = −0.014) that was not statistically significant
at a two-tailed significance-level of 0.05.
Full Adjustment Model in lace. The full adjustment model in lace that included
the cluster-means of the pre-test, the cluster-mean centered values of the pre-test and
their interactions as predictors, but not the additional variance components for the in-
tercept, estimated the average causal effect of the treatment as ÂCE = −0.156 (SE =
0.077, t = −2.026, p = 0.042). This result indicated a small negative average effect
of the treatment [d(ÂCE) = −0.018] that was statistically significant at a two-tailed
significance-level of 0.05.
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Simple Adjustment Model in nlme. The simple adjustment model in nlme that
included only the cluster-means of the pre-test, the treatment variable and their inter-
action as predictors, estimated the average causal effect of the treatment with the gen-
eral linear hypothesis as ÂCE = −0.156 (SE = 0.114, t = −1.370, p = 0.171). The
simple adjustment model in nlme indicated a small negative average treatment effect
[d(ÂCE) = −0.018] that was not statistically significant at a two-tailed significance-
level of 0.05.
Full Adjustment Model in nlme. The full adjustment model in nlme included the
cluster-means of the pre-test, the cluster-mean centered scores of the pre-test, the treat-
ment variable and their interactions as predictors — as in the simulation study, a random
effect of the intercept was included.
All parameters of the full adjustment model in nlme are given in Table 5.6 for com-
parison purposes and to further characterize the data. The results indicated that the
effects of the within-component Zw, the between-component Zb and their interaction in
the control group were significant at the 5%-two-sided significance level. The effect of
the between-component Zb remained constant in the treatment group, while the effects
of the within-component Zw and of the interaction between Zb and Zw were different in
the treatment group as indicated by the significant two- and three-way interactions. The
residual intraclass correlation coefficient rICC of the outcome variable conditional on
the covariates was equal to 0.133.
The average causal effect of the treatment estimated by this model with the general
linear hypothesis was ÂCE = −0.159 (SE = 0.104, z = −1.531, p = 0.124). Thus,
the full adjustment model in nlme indicated a small negative average treatment effect
[d(ÂCE) = −0.018] that was not statistically significant at a two-tailed significance-
level of 0.05.
Full Adjustment Model in Mplus. The implementation of the full adjustment model
in the multigroup multilevel latent variable model in Mplus that decomposed the pre-
test into its latent between- and within components and modeled the effects of these
covariates and their product separately for each treatment group, estimated the aver-
age causal effect of the treatment as non-linear constraint of the model parameters
and the expected value of the covariate. The estimated ACE was ÂCE = −0.231
(SE = 0.105, z = −2.190, p = 0.048). The full adjustment model in Mplus indicated a
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Table 5.6: Model parameters of the full adjustment model in nlme for the ECLS-K data
set
Parameter Estimate SE t-value 95%-conf.-interval
Fixed Effects
γ00: Intercept 6.742 0.302 22.303 [6.150; 7.334]
γ01: Zb 1.077 0.016 69.487 [1.046; 1.108]
γ04: Zw 1.557 0.045 34.969 [1.469; 1.645]
γ05: Zw · Zb −0.029 0.002 −14.205 [−0.033;−0.025]
γ10: X −0.013 0.440 −0.029 [−0.875; 0.849]
γ11: X · Zb −0.007 0.022 −0.336 [−0.050; 0.036]
γ14: X · Zw −0.201 0.065 3.100 [−0.328;−0.074]






small negative average causal effect estimator [d(ÂCE) = −0.026] that was statistically
significant at a two-tailed significance-level of 0.05.
Simple Adjustment Model using Croon and van Veldhoven’s (2007) proce-
dure. The implementation of the simple adjustment model using the modified version
of Croon and van Veldhoven’s (2007) adjustment procedure that corrected the cluster-
means of the unit-covariate for their unreliability estimated the average causal effect of
the treatment with the general linear hypothesis as ÂCE = −0.055 (SE = 0.028, z =
−1.964, p = 0.049). The small negative average effect [d(ÂCE) = −0.018] was sta-
tistically significant at a two-tailed significance-level of 0.05. Similar results emerged
when lace was used to estimate the ACE with the adjustment procedure of Croon
and van Veldhoven: The estimated average causal effect was equal to ÂCE = 0.054
(SE = 0.028, z = −1.943, p = 0.051). However, the effect estimated with lace was not
statistically significant at a two-tailed significance-level of 0.05.
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5.3.3 Discussion
The data set and the results of the example analysis were similar to the results from the
simulation study in many ways. The actual parametric conditions of the sample data
were not explicitly included in the simulation design, a comparable condition would
have been found with 200 clusters, an average cluster size of 5, ICC of the unit-covariate
between 0.2 and 0.3, the
√
R2 of the logistic assignment function at 0.15 and no interac-
tion effect at the between-cluster level. As in the simulation study, the regression weight
of the within-component Zw was numerically larger than the regression weight of the
between-component Zb in the control group. The interaction of the within-component
Zw and the treatment variable X had a negative regression weight; the regression weight
of the interaction of the between-component Zb and the treatment variable X was zero.
The residual intraclass correlation coefficient rICC of the outcome variable was sub-
stantial and only slightly smaller than in the simulation study. The three-way interac-
tion between the treatment variable Zb and Zw was also a significant predictor of the
outcome variable. As in the simulation study, the empirical cluster means could be
conceived of as fallible measures of the true average values of the pre-test, since they
were not calculated from all students within the respective classroom. However, the
total sample size and the number of clusters in the ECLS-K data set were considerably
larger than in any condition of the simulation design and the cluster sizes had a larger
variance than in the simulation.
Judging from the results of the comparable condition in the simulation study, the
ACE-estimate obtained with the multigroup multilevel model in Mplus would have
been expected to be unbiased, as would the corresponding estimate of the standard
error. The ACE-estimate obtained with the full model in nlme would be expected to
exhibit a small negative bias, its standard error should adequately reflect the variability
of the estimator. Similarly, the ACE-estimate obtained from the adjustment procedure
of Croon and van Veldhoven (2007) would be expected to be unbiased with an unbi-
ased standard error. In addition, it could be expected that this estimate would be more
efficient than the ACE obtained from Mplus, i.e., to show less variability and be on
average closer to the true value of the ACE. Both estimators obtained with lace were
expected to have negatively biased standard errors. The ACE-estimator from the naive
model should show a small positive bias, while the ACE-estimator from the full model
was expected to slightly overestimate the true ACE.
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The empirical results were in line with the predictions from the simulation study:
Overall, the results from the appropriate adjustment models indicated that the ACE was
on the boundary of statistical significance at a significance-level of 0.05. The upper
bound of the 95%-confidence limit was close to zero for all estimates. In line with the
results on the relative efficiency of the estimators, the standard error of the multigroup
multilevel latent variable model in Mplus had the largest standard error — albeit only
slightly larger than the nlmemodel — and yielded the most negative ACE-estimate. The
simple adjustment model in nlme had a larger standard error, indicating that excluding
the within-component Zw from the model decreased the efficiency of the ACE-estimate.
The adjustment procedure of Croon and van Veldhoven (2007) had the smallest standard
error and yielded the ACE-estimate, the closest to zero. If the ACE-estimates were
converted into the proper effect size metric, the results indicated that all average effects
were highly similar — with the only exception of the Mplus estimate that was slightly,
though not substantially smaller. The Mplus estimate should, however, not be carelessly
dismissed: The average cluster sizes were relatively small; consequently the resulting
reliability of the cluster means was relatively low, implying that a substantial bias was
to be expected for the methods that did not correct for this unreliability. Additionally,
there was an interaction between the treatment variable X, the between-component Zb
and the within-component Zw that was not captured by Croon and van Veldhoven’s
(2007) adjustment procedure and was adequately taken into account only by the Mplus
multigroup multilevel latent variable model.
5.4 Discussion
In this section, we will discuss the adjustment models for multilevel designs with treat-
ment assignment at the cluster-level, their implementation in statistical models, the
results of the simulation study and the example analysis. We first focus on the most
promising statistical implementations and link the results of the simulation study to
previous findings (Croon & van Veldhoven, 2007; Lüdtke et al., 2008). Next, we re-
view the limitations of the simulation study and outline further research needs. Then,
we revisit the empirical example and its relation to the simulation study. We will con-
clude the section with some recommendations for the application of the generalized
ANCOVA for multilevel designs with treatment allocation at the cluster-level. A com-
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prehensive discussion of the advantages and the problems of the generalized ANCOVA
and the distinction between stochastic and fixed covariates will be given in the general
discussion in Chapter 6.
5.4.1 Problems of the Appropriate Statistical Models
Overall, the results of the simulation did not clearly favor a single statistical method for
estimation of the average causal effect with the generalized ANCOVA in conditionally
randomized and quasi-experimental designs with treatment assignment at the cluster-
level under the studied conditions. The two most promising methods that yielded unbi-
ased ACE-estimators — the multigroup multilevel latent variable model in Mplus 5.0
(L. K. Muthén & Muthén, 1998-2007) and the adjustment procedure of Croon and van
Veldhoven (2007) — were both plagued by specific shortcomings that do not allow
their unequivocal recommendation for the analysis of average causal effects in non-
randomized multilevel designs with treatment assignment at the cluster-level.
Considering the results of the simulation study in total, the multigroup multilevel la-
tent variable model as implemented in Mplus 5.0 (L. K. Muthén & Muthén, 1998-2007)
was the most promising method: It yielded an unbiased ACE-estimator and mostly un-
biased standard errors. However, under small (and realistic) ICC(Z)-values, the stan-
dard error estimator clearly overestimated the variability of the ACE-estimator leading
to conservative significance tests and — potentially — a loss of power. Additionally,
the model had severe convergence problems in samples with 20 clusters. Furthermore,
the ACE-estimator was less efficient than any other method considered and sometimes
outperformed in terms of the MSE even by methods that had shown a considerable bias
in estimation. Similar results have been obtained by Lüdtke et al. (2008) who reported
good properties of the multilevel latent variable model in Mplus in terms of parameter
bias and coverage starting at samples of 50 clusters, but also found a larger empirical
standard deviation of the parameter estimator and loss of efficiency compared to the
conventional hierarchical linear model.
The adjustment method of Croon and van Veldhoven (2007) also yielded an unbiased
ACE-estimator in almost all conditions, except for low ICCs of the unit-covariate Z and
small sample sizes. These results mirror the findings by Lüdtke et al. (2008) who
also found a stronger bias of Croon and van Veldhoven’s (2007) procedure in these
conditions compared to the full information multilevel latent variable model in Mplus.
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Additionally, the standard error of the ACE was underestimated in some conditions –
either because of the assumption of fixed predictors when the general linear hypothesis
was used or because of the sparse information available for adjusting the empirical
cluster means when the standard error was obtained with lace. This negative bias of the
standard error led to liberal significance tests. In contrast to the multigroup multilevel
latent variable model, the adjustment procedure after Croon and van Veldhoven was
not hampered by convergence problems. Taken together, these findings suggest that
the adjustment method by Croon and van Veldhoven can also not be recommended
unequivocally for practical implementations of the generalized ANCOVA. In contrast
to the multigroup multilevel latent variable model in Mplus, it is not readily available in
an all-purpose software package and has to be specifically tailored to fit the analytical
problem at hand.
The present simulation extended previous research on the multilevel latent variable
model in Mplus (Lüdtke et al., 2008) in two ways: (1) A multigroup multilevel la-
tent variable model was used to allow for interactions between the latent between-
component Zb and within-component Zw and the treatment variable and for different
residual variances at the unit- and at the cluster-level. (2) Cross-level interactions
between the between-component Zb, the within-component Zw were included in the
treatment-group specific multilevel structural equation models. The latter step might be
partly responsible for the convergence problems in conditions with 20 clusters, since
the number of parameters was comparatively large relative to the number of clusters
in each treatment group. However, leaving out the cross-level interaction term in a
small additional exploratory study did not increase convergence significantly. Previous
research on the singlegroup multilevel latent variable model (Lüdtke et al., 2008) has
not reported any convergence problems, but only for samples of at least a total of 50
clusters and in models with no cross-level interactions. Thus, it is possible that even
the simpler singlegroup multilevel latent variable model might experience convergence
problems with smaller samples of clusters. To simplify the model and make estimation
more stable in applications, it seems advisable to sequentially test for the necessity of
including additional interaction effects and for heterogeneity of the residual variances
between treatment groups in the specification of the model.
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5.4.2 Limitations of the Simulation Study
As in all simulation studies, the results previously discussed are restricted to the condi-
tions actually included in the simulation design (Skrondal, 2000). Although the inde-
pendent variables covered a wide range of realistic parameter values, there were nev-
ertheless some notable structural limitations of the design. In the following section,
we first discuss the performance of the inappropriate statistical methods and review the
properties of the data generation procedure that put them at a disadvantage. We then
briefly discuss the omission of the conventional multilevel ANCOVA without interac-
tions from the simulation design. Next, we review stochastic treatment group sizes
and variance heterogeneity that did not influence the results of the simulation although
both have been found to be influential in previous studies (Kröhne, 2009; Nagengast,
2006). Finally, we will outline further research needs to evaluate the performance of
the statistical models.
Inappropriate Statistical Models
The data generation procedure was explicitly modeled after the multilevel single-unit
trial introduced in Chapter 2 and consisted of a series of independent repetitions of a
stable multilevel random experiment. This stacked the deck against the conventional
hierarchical linear model in nlme and the singlelevel implementation of the general-
ized ANCOVA in lace in four ways, that should be taken into account when trying to
generalize the results of the simulation study:
1. The data were explicitly generated with a multilevel structure of the effects of the
unit-covariate Z: The effects of Zb and Zw and their product on the true-outcome
variable τ0 and the true-effect variable δ10 differed considerably [see also Sec-
tion 2.3 and Equations (5.37) and (5.38)]. This put the naive implementation of
the adjustment model in lace at a disadvantage, since it only included regression
coefficients for the unit-covariate Z. Predictably, the ACE-estimator showed a
strong bias. If either the effects and interaction of the within-component Zw and
the between-component Zb had been the same or if the ICC of the unit-covariate
Z had been equal to zero, the naive model implementation in lace would have
yielded an unbiased ACE-estimator, but not necessarily the correct standard er-
rors.
5.4 Discussion 201
2. The data generation procedure also included residual variance components at the
cluster-level Var(r0 ; C) and Var(r10 ; C) [see Equations (5.33) and (5.34)] that cap-
tured residual effects of the cluster variable C on the true-outcome variable τ0
and the true-effect variable δ10 over and above the influences of the between-
component Zb and the within-component Zw. This put the implementation of
the full adjustment model in lace at a disadvantage, since it did not include
parameters that would have captured these variance component and was thus
likely to yield negatively biased standard errors (Hedges, 2007a; Moerbeek et al.,
2000, 2001; Raudenbush, 1997; Snijders & Bosker, 1999). If the two variances
Var(r0 ; C) and Var(r10 ; C) had been zero, i.e., if the residual intraclass correlations
of the true-outcome variable τ0 and δ10 had been zero, after controlling for all co-
variates, the singlelevel implementations of the adjustment model in lace would
have also yielded correct standard errors for the average causal effect (Snijders &
Bosker, 1999). The bias of the ACE-estimator due to the use of the fallible cluster
means of the unit-covariate as predictors would have remained.
3. At data generation, the values of Zb, i.e., the expected values E(Z |C=c), were used
as cluster-covariates, while only the fallible cluster means of Z were available as
manifest predictors in the data sets. This put all methods at disadvantage that
did not explicitly handle the bias in the estimated regression parameters due to
the unreliability of the cluster means. Predictably, the model implementations in
lace, nlme and the singlegroup multilevel model in Mplus yielded biased ACE-
estimators in line with the analytical derivations by Lüdtke et al. (2008) and Sni-
jders and Bosker (1999) [see also Equation (2.14)], even though they separately
modeled the between-component Zb and the within-component Zw by including
the cluster-means and the cluster-mean centered values of the covariate as predic-
tors. If the confounding cluster-covariate had not been the latent variable Zb, but
the empirical cluster means or another cluster-covariate V measured without error
— as, e.g., in conditionally randomized designs with randomization conditional
on the observed values of the between-component or other cluster-covariates —
the performance of these models would have been better (see, Lüdtke et al., 2008,
for a similar distinction between reflective and formative contextual variables).
However, the conventional hierarchical linear model in nlme would have still
suffered from not taking the stochasticity of the unit-covariate Z into account.
5.4 Discussion 202
4. Finally, by repeatedly sampling from the single-unit trial, the realized values of
the unit-covariate Z varied from sample to sample making Zb and Zw stochastic
predictors. This put the conventional linear model implementation in nlme at a
disadvantage, since it explicitly assumes fixed predictors that are constant over
replications of the simulation (Pinheiro & Bates, 2000). Consequently and in
line with the derivations by Chen (2006) and Kröhne (2009), this model imple-
mentation exhibited a negatively biased standard error in conditions with strong
interactions and strong dependencies between Zb and the treatment variable X.
An extended discussion of modeling covariates as fixed or stochastic predictors
in the specification of the generalized ANCOVA in applications is foregone until
the general discussion in Chapter 6.
Conventional Multilevel ANCOVA
Again, the conventional multilevel ANCOVA without interactions between the treat-
ment variable X and the covariates at the unit- and at the cluster-level — usually dis-
cussed as a means to heighten precision in randomized designs — (Bloom et al., 1999,
2007; Donner & Klar, 2000; Gitelman, 2005; Moerbeek et al., 2001; Murray, 1998;
Oakes, 2004; Raudenbush, 1997; Raudenbush et al., 2007; VanderWeele, 2008) was
not tested in the simulation study and compared to the generalized ANCOVA model.
Additionally including this model and its implementation in the different statistical
frameworks would have made an already complex simulation design even more com-
plicated and would likely not have yielded further insights above and beyond the known
analytical and simulation results: An ANCOVA model, erroneously specified without
interactions, does not identify the average causal if interactions are present and the
conditional effect function CCE jk ; V,Zb is not a constant (Kröhne, 2009; Flory, 2008;
Rogosa, 1980). A conventional ANCOVA would have given an adequate estimator of
the average causal effect, if no interactions between the treatment variable X and the
covariates had been present. While there were conditions without an interaction of
the treatment variable X and the between-component Zb, the interaction of the treat-
ment variable X and the within-component Zw was constant across the conditions of
the simulation design and always different from zero. Hence, unbiased performance
of the conventional ANCOVA would not have been expected. Although the robustness
of the conventional ANCOVA for non-randomized multilevel designs with treatment
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assignment at the cluster-level (depending on its implementations in statistical models)
remains a topic for further research, the use of the generalized ANCOVA, that encom-
passes the conventional ANCOVA without interactions as a special case and always
correctly identifies the average causal effect, is recommended.
Stochastic Group Sizes and Variance Heterogeneity
In contrast to previous findings in simulation studies of the singlelevel generalized AN-
COVA implemented in multigroup structural equation models (Kröhne, 2009; Nagen-
gast, 2006), it was not necessary to treat the sizes of treatment and control group as
random variables. Even though the implementation of the adjustment model in the
multigroup multilevel latent variable model in Mplus had to compute not only the esti-
mator of the expected value E(Z), but also of the expected value E(Z · Zb) and various
variance parameters from treatment-group specific parameters (see Appendix A.2) —
using the treatment group sizes to this effect — and the size of the treatment groups
varied between replications, the corresponding standard error did not underestimate the
empirical variability of the ACE-estimator markedly. Most likely, this was due to the
smaller effect sizes of the interaction considered in the present study. A noticeable ad-
vantage for implementations of the multivariate delta method with random group sizes
has been previously shown under comparatively stronger effect sizes of the interaction
(see Kröhne, 2009; Nagengast, 2006). Additionally, only equally-sized treatment and
control groups (in terms of clusters and absolute number of units) were considered.
Nevertheless, the augmented covariance matrix of the model parameters proposed by
Nagengast (2006) could be implemented for the multigroup multilevel latent variable
model in Mplus to calculate standard errors that take stochastic group sizes into ac-
count. An open question for this implementation is the choice of the appropriate treat-
ment group size, since it would be possible to consider either the number of clusters per
treatment condition or the number of units in this regard.
Although the residuals υ10 ; U and r10 ; C of the conditional causal effect function had
variances larger than zero [Var(υ10 ; U) > 0 and Var(r10 ; C) > 0], resulting in slightly
heterogeneous conditional variances of the outcome variable Y in treatment and control
condition on the unit- and the cluster-level, they did not influence the simulation re-
sults markedly. The bias in the standard error of the nlme implementation, that did not
take this heterogeneity into account, was due to treating predictors as fixed not due to
5.4 Discussion 204
omission of an additional variance component — a small exploratory simulation study
that allowed for heterogeneous unit-level variances in nlme yielded almost identically
biased standard errors. In a similar vein, the standard errors of the singlegroup multi-
level manifest variable model in Mplus yielded unbiased standard errors, although they
did not take the variance heterogeneity into account. These findings are in line with
Korendijk et al. (2008) who also found no effects of misspecified variance heterogene-
ity on the cluster-level on the fixed effects in a conventional hierarchical linear model.
Nevertheless, results from simulation studies of the singlelevel generalized ANCOVA
(Kröhne, 2009) indicate that larger variance heterogeneity between the treatment groups
and unequal treatment group sizes could make parameter estimates and standard errors
inconsistent, if they are obtained from implementations that do not take this heterogene-
ity explicitly into account. This would put the statistical models that explicitly model
this heterogeneity, such as the multigroup multilevel latent variable model in Mplus, at
a distinct advantage. The amount and consequences of a larger variance heterogeneity
at both the unit- and the cluster-level remain open questions worthy of further studies.
Further Research Needs
Finally, two especially glaring omissions from the simulation design need to be ad-
dressed in further simulation studies: First, only a single unit-covariate Z decomposable
into its between-component Zb and its within-component Zw was included in the data
generation. Although the simulation study demonstrated the considerable complexities
of estimating the ACE with the generalized ANCOVA even in this simple constellation,
it does not speak to the additional complexities and sample size requirements involved
in specifying and estimating a model with more than one covariate at the unit- or at
the cluster-level. In this case, the correct specification of interactions between the co-
variates becomes a critical and complicated issue. This is problematic insofar as it
is unlikely that controlling a univariate covariate at the unit-level and the cluster-level
will ever suffice to achieve unbiasedness of E(Y | V,Zb) in quasi-experimental multi-
level designs with treatment assignment at the cluster-level. However, in designs with
conditional randomization of clusters to treatment conditions, randomized assignment
conditional on a single cluster-covariate is possible.
A second major shortcoming of the present simulation study is the fact that the im-
plementations of the generalized ANCOVA were only compared under the null hypoth-
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esis of no average causal effect. While the correct estimation of parameters and their
standard errors under the null hypothesis are important for every statistical model to
guarantee appropriate tests of statistical significance, they are not sufficient for final
conclusions about the applicability and usefulness of a statistical procedure. Especially
in the planning of evaluation studies, the power of a design and the statistical analysis
for detecting a treatment effect of a certain magnitude is of major interest (Moerbeek et
al., 2000, 2001; Murray, 1998; Raudenbush, 1997). The present study speaks to these
issues only insofar, as those methods that yield biased ACE-estimators and standard
errors even under the null hypothesis are clearly not recommendable. The modest effi-
ciency of the multigroup multilevel latent variable model compared to other procedures
hints at a likely loss of power when this method is used to estimate and test average
treatment effects in applications. However, the amount of this potential loss and its
tradeoffs with a biased parameter estimator remain to be studied.
5.4.3 Example Analysis
The example analysis of the Early Childhood Longitudinal Study (ECLS-K, National
Center for Education Statistics, 2001) data set was intended to illustrate the perfor-
mance of various implementations of the generalized ANCOVA with an empirical ex-
ample that was structurally similar to the simulation study. Although the results of
these analyses — no average effect of a mud-play area on quantitative competencies
after controlling for the between- and within-components of the pre-test — cannot be
interpreted causally without the additional untested assumption of conditional unbi-
asedness. It is likely that other cluster-covariates V or between-components Zb could
influence both the outcome variable and the assignment of the treatment over and above
the cluster-means of the pre-test. Nevertheless, the analysis was illustrative of the im-
plementations of the adjustment models and the complexities involved in interpreting
effect estimates from different statistical models in practice.
The different statistical models behaved more or less as expected compared to similar
conditions of the simulation design: While the numerical ACE-estimates — except for
the multigroup multilevel latent variable model in Mplus — were roughly equal after
transforming them to a common effect size metric, the standard errors differed consider-
ably, in line with the predictions: The standard errors from lace were smaller than the
comparable estimates from models that included the appropriate variance components.
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Due to the small effect size of the interaction between X and Zb, the standard error
of the Mplus implementation was only slightly larger than the standard error obtained
from nlme. Nevertheless, the statistical inferences from the different implementations
were similar — except for the multigroup multilevel latent variable model in Mplus
and (unsurprisingly) the full adjustment model in lace that were the only models that
indicated a statistically significant average treatment effect, albeit a very small one.
In light of the simulation study and the presumed data constellation in the empirical
example, this was not surprising: Since the empirical cluster means of the pre-test were
not computed from all students within the kindergarten class, but only from those in-
cluded in the ECLS-K sample, they were fallible measures of the corresponding values
of the between-component Zb. Hence, the average effect estimator was likely to be po-
sitively biased under the parameter constellation, if this unreliability was not corrected.
Nevertheless, the different statistical (though not necessarily substantive) conclusions
about the average treatment effect illustrate the problem of generalizing from a simu-
lation study to applied contexts: Although the simulation showed that the multigroup
multilevel model in Mplus was appropriate under the null hypothesis of no average
causal effect, the true average causal effect is not known in applications and the results
of the simulation do not automatically generalize to these conditions.
5.4.4 Recommendations and Conclusion
Considering the results of the simulation as a whole, the outlook for the use of the ad-
justment model in applications is not too bright and no method can be unequivocally
recommend for applications: Available sample sizes which are typically in the range of
20 to 50 clusters may not suffice for stable implementations of the most successful im-
plementation of the full adjustment model. The implementation of the full adjustment
model in the multigroup multilevel latent variable model in Mplus did not converge
reliably in these conditions and showed a significant positive bias of the standard error
under small ICC(Z)-values. The adjustment procedure of Croon and van Veldhoven
(2007) showed better convergence properties, but the standard error underestimated the
empirical variability of the ACE-estimator markedly with small cluster sizes and a small
number of clusters. Conventional implementations of the hierarchical linear model and
the implementation of the singlelevel generalized ANCOVA in lace were appropri-
ate only for a subset of conditions — uncritically using them in applications cannot
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be recommended for multilevel designs with treatment assignment at the cluster-level.
Alternative implementations of the generalized ANCOVA model such as corrections
of the unreliability of the cluster-means developed by Grilli and Rampichini (2008)
and direct corrections of standard errors for clustering (e.g., Hedges, 2007a) may be
alternatives that need to be considered in further studies.
Until then, the multigroup multilevel model implementation of the generalized AN-
COVA model for non-randomized designs with treatment assignment at the cluster-
level can be cautiously recommended as the model of choice, if the latent between-
component Zb influences the outcome variable Y and the treatment assignment prob-
abilities: If the number of clusters is sufficiently large, i.e., not smaller than 50, the
model yielded an unbiased ACE-estimator. It should be taken into account, that the
standard error obtained with this model might be overestimated under small intraclass
correlations of the unit-covariate. Additionally and to enhance the stability of model
estimation, careful specification tests with respect to variance components and interac-
tions are highly recommended.
While we have focused on the statistical implementations and the simulation study
in the preceding section, the general appropriateness of the generalized ANCOVA for
causal inferences and other overarching problems will be given further attention in the
general discussion in Chapter 6.
6 General Discussion
In the general discussion, we review the theoretical derivations, simulation results and
example analyses presented in this thesis and critically discuss limitations and open
questions. The discussion follows the structure of the thesis: We first review the theory
of causal effects and point out some limitations of its scope and breadth. Then, we
review the generalized ANCOVA, discuss critical assumptions and its relation to other
procedures for identifying and estimating average causal effects. We also return to the
properties of the repeated single-unit trials in the simulation studies and will review the
ensuing consequences for the statistical models and their appropriateness. We conclude
with an outlook on further research needs for causal inference in multilevel designs.
6.1 Causal Inference in Multilevel Designs
We started this thesis noting that causal inference in multilevel designs has been rela-
tively little studied, although multilevel designs potentially pose additional challenges
for the definition of causal effects and their proper analysis. While a broad statistical
literature deals with the analysis of randomized designs (e.g., Donner & Klar, 2000;
Moerbeek et al., 2000, 2001; Murray, 1998; Raudenbush, 1997; Raudenbush & Liu,
2000), an explicit foundation of the statistical procedures in a theory of causal effects
is widely lacking — this is especially critical for quasi-experimental designs. Previous
applications of Rubin’s (1974, 1977, 1978) theory of causal effects to multilevel designs
were often restricted to specific problems or case studies, inadequately formalized and
made contradictory claims with regard to the conditions and assumptions that have to
be fulfilled for valid causal inferences. In this thesis, we sought to fill this gap and de-
veloped a theory of causal effects in multilevel designs that captures their peculiarities
in a rigorously formalized framework. We reconciled and clarified inconsistencies be-
tween existing accounts of causality in multilevel designs. Finally we developed, tested
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and applied procedures for the analysis of average causal effects based upon this theory.
In this section, we will first review the main results concerning the general theory of
causal effects and its application to multilevel designs. We will then critically discuss
the interpretation of the treatment variable X, the cluster variable C and the multilevel
single-unit trial as representation of the empirical phenomena studied in multilevel de-
signs.
6.1.1 Review
In Chapter 2, we outlined the general theory of causal effects (Steyer et al., 2009) and
showed how it can be used to represent multilevel designs. Based upon two single-unit
trials for different classes of multilevel designs, we introduced a causality space con-
sisting of a probability space, the putative cause X that is pre-ordered to the outcome
variable Y , a filtration of sub-σ-algebras that represents the time-order of events and a
confounder σ-algebra CX. The causality space and the confounder σ-algebra CX both
explicitly included the cluster variable C and cluster-covariates V . We showed how
core concepts of multilevel analysis (e.g., the intraclass correlation coefficient) are de-
fined with respect to the distributions of events and variables of the multilevel causality
space. We then defined average causal effects as well as conditional causal effects and
showed how individual causal effects (Neyman, 1923/1990; Rubin, 1974, 1977, 1978)
and cluster-specific individual causal effects (Gitelman, 2005) are represented within
the general theory of causal effects. Next, we introduced unbiasedness as the weak-
est causality criterion for the identification of average and conditional causal effects
with the empirically estimable prima-facie effects. Finally, we introduced sufficient
conditions for unbiasedness and discussed their relevance for applications to multilevel
designs in practice.
In Chapter 3, we refined our analysis of causal inference in multilevel designs and
studied violations of the Stable Unit Treatment Value Assumption (SUTVA, Rubin,
1977, 1986, 1990). Such violations are discussed as one threat to the validity of ef-
fect definitions and the meaningful interpretation of average causal effect estimates
from samples in multilevel designs (Gitelman, 2005; Hong & Raudenbush, 2006, 2008;
Oakes, 2004; Sobel, 2006). We compared different alternative stability assumptions and
analyzed how their appropriateness depends on the theoretical status of the cluster vari-
able C and on assumptions about the assignment process of units to clusters. Further-
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more, we showed that, within the general theory of causal effects, the effect definitions
are not invalidated by confounding effects of the cluster variable or interferences be-
tween units that are captured in variables measurable with respect to the confounder
σ-algebra CX. Meaningful estimation of causal effects from samples, however, requires
repetitions of independent single-unit trials that are invariant with respect to the causal
parameters and distributions. In the second part of Chapter 3, we systematically re-
viewed different types of between-group multilevel designs and classified them along
three dimensions — assignment of units to clusters, level of treatment assignment and
treatment assignment mechanism — to establish a taxonomy of multilevel between-
group designs.
6.1.2 Interpretation of Variables
The theory of causal effects offers, first and foremost, a mathematically formalized
representation for the study of causal relations in general and for causal effects in mul-
tilevel designs, as studied in this thesis, in particular. Apart from the temporal structure
and other assumptions made in the definition of the causality space, it does not speak
to the substantive interpretation and meaning of the random variables. The theory does,
however, precisely outline the conditions under which unbiased estimators of the av-
erage causal effect can be obtained. In terms of the Campbellian tradition (Campbell
& Stanley, 1966; Cook & Campbell, 1979; Shadish et al., 2002) of experimental and
quasi-experimental design, it is mostly concerned with the internal validity of a de-
sign. Nevertheless, issues of external validity (Shadish et al., 2002) are also important
if substantial inferences are to be drawn from multilevel designs: Especially the inter-
pretation of the treatment variable X, the cluster variable C and the between-component
Zb deserve special attention, as does the multilevel single-unit trial as a representation
of the empirical phenomenon that is studied.
Treatment Variable
In the introduction of the treatment variable X, we only assumed that different treatment
and control conditions existed and that they could be implemented in all clusters. Dif-
ferences in the treatment group-specific and covariate-conditional expectations of the
outcome variable Y due to the treatment variable X were used to define causal treat-
ment effects, without further assumptions about the processes to bring these differences
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about. In reality, treatment conditions usually differ in more than one respect (e.g., not
only in the actual medical treatment a patient receives, but also in the attention given to
the patient by the medical staff, the frequency of visits to the care provider, etc.). Which
of these differences between treatment conditions are causally relevant for bringing dif-
ferences in the outcome variable about might not be instantiously obvious. In order
to pinpoint such causal mechanisms, careful planning of evaluation studies based on
insights into substantive matters is necessary (e.g., by holding constant some aspects of
treatment implementation across treatment conditions and by implementing a rigorous
treatment protocol, see, Shadish et al., 2002). The theory of causal effects is indifferent
to the substantive interpretation of the treatment variable, it only outlines conditions
under which causal effects can be attributed to the treatment as such; the proper sub-
stantive interpretability has to be guaranteed by carefully choosing the conditions to be
compared.
Another issue that threatens the correct interpretation of treatment effects specifically
in multilevel designs are varying implementations of the treatment in different clusters.
In our formal introduction of causal effects, we defined the effects of treatment variable
X, assuming that the treatment could be implemented similarly in all clusters. How-
ever, in the practice of multisite evaluation, fidelity to the treatment protocol is a strong
concern and variations in treatment implementation between clusters are common (e.g.,
Turpin & Sinacore, 1991). Including factors that influence treatment implementation
as cluster-covariates (Seltzer, 2004) is one possible remedy for differences in treatment
implementation. Doing so guarantees that the average causal effect estimator will at
least be unbiased with regard to these covariates. On the other hand, it still only al-
lows inferences about the treatment as it was implemented in practice; not about the
hypothetical ideal implementation of the treatment in all clusters. If such inferences are
desired, the solution cannot come from theoretical or statistical models, but must rely
on careful design and controlled implementation of the evaluation study.
Cluster Variable and Cluster-Covariates
A similar concern applies to the interpretation of the cluster variable C and covariates
at the cluster-level, especially the between-component Zb. The theory of causal effects
treats the cluster variable C like any other random variable measurable with respect to
the confounder σ-algebra CX. Substantively, it can have many different interpretations:
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The locations of neighborhoods (Sobel, 2006), administrative practices in schools (Rau-
denbush & Willms, 1995), environmental conditions (Oakes, 2004), effects of different
therapists (Gitelman, 2005), interferences between units as well compositional effects
(in designs with pre-exisiting clusters, Hong & Raudenbush, 2006; Sobel, 2006) and
many more are captured by the cluster variable C. The mechanisms by which the clus-
ter variable C can influence the outcome, interact with the treatment and confound the
relation between treatment and outcome are manifold. Similarly, the interpretation of
the between-component Zb and the mechanisms by which it influences the outcome
variable differ from context to context. Such mechanisms may be located within the
individual unit (e.g., may be brought about by comparisons with other students in a
school, Marsh, Hau, & Craven, 2004) or at the level of the cluster (e.g., by providing an
especially motivating working climate, Van Mierlo, Vermunt, & Rutte, 2009). The gen-
eral theory of causal effects subsumes all of these mechanisms under the definition of
the cluster variable C and the between-component Zb. However, it does not — at least
as presented here — claim that such effects can be interpreted causally. The cluster vari-
able C and the between-component Zb are simply considered as variables measurable
with respect to the confounder σ-algebra CX, used in the definition of the true-outcome
variables τ j and as covariates in the identification and estimation of average causal ef-
fects — evaluating their effects substantively has its own merits and research tradition in
the analysis of contextual effects (e.g., Cronbach, 1976; Croon & van Veldhoven, 2007;
Kozlowski & Klein, 2000) and institutional comparisons and value-added models (e.g.,
Fiege, 2007; McCaffrey et al., 2004; Raudenbush & Willms, 1995; Wegscheider, 2004).
Multilevel Random Experiment
The substantive meaning of the treatment variable X, the cluster variable C and the
between-component Zb are also directly relevant for the adequacy of the multilevel ran-
dom experiments and single-unit trials: The two classes of multilevel single-unit trials
are intended to capture the respective structure of the design under consideration; all in-
ferences are restricted to the distributions of events in this random experiment (Steyer et
al., 2009). This restricts the set of meaningful generalizations: A random experiment al-
ways refers to a specific set of units and clusters, specific sampling probabilities of units
and clusters, a specific assignment mechanism and the temporal order of assignment of
units to clusters, time-lags between the selection of units and clusters, registration of
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covariates and the onset of the treatment and so forth. Every evaluation study designed
to estimate causal effects of a treatment has to meticulously specify to which single-
unit trial it refers. The two general classes of single-unit trials for multilevel designs
introduced in Chapter 2 are no more than starting points in this regard. Applications
may require the representation of different temporal sequences of the assignment of
units to clusters and the assessment of of covariates at both the unit- and the cluster-
level to adequately represent all aspects of the considered design. The consequences
for the validity of effect definitions must be carefully scrutinized. Further generaliza-
tions to side conditions, such as historical context or geographic location, that are not
explicitly represented in the single-unit trial, require additional assumptions. Causal
effects are therefore always restricted — in their definition — to the single-unit trial
under consideration; their estimation from a sample always refers to repetitions of the
multilevel single-unit trial that are invariant with respect to the causal parameters and
distributions. Inferences and conclusions about other timepoints, locations or different
boundary conditions are not backed by the random experiment and must rely on sub-
stantive arguments and assumptions about the similarities between the two single-unit
trials considered.
6.2 Generalized ANCOVA
In the following section, we will first review the generalized ANCOVA for multilevel
designs. We will then discuss (1) the problems of its implementation in statistical mod-
els, (2) conceptual problems inherent in linear models of the outcome variable, (3)
alternative adjustment procedures and (4) the critical assumption of conditional unbi-
asedness.
6.2.1 Review
In Chapter 4, we built upon the theory of causal effects to adapt the generalized AN-
COVA (Steyer et al., 2009) to conditionally randomized and quasi-experimental de-
signs with treatment assignment at the unit-level. We derived the generalized ANCOVA
for designs with an unbiased unit-covariate-cluster-treatment regression E(Y | X,Z,C)
and for designs with an unbiased unit-covariate-cluster-covariate-treatment regression
E(Y |X,Z,V,Zb). For each design type, we showed how the average causal effect is iden-
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tified generally and under the assumption of linear effect and intercept functions. We
extended previous accounts of multilevel ANCOVA by identifying the average causal
effect in models with interactions between the treatment and the covariates. We then
studied several implementations of the generalized ANCOVA for designs with unbi-
asedness of E(Y | X,Z,V,Zb) using a data generation procedure consisting of identical
and independent repeated multilevel single-unit trials. In line with results from simula-
tion studies for singlelevel designs, we showed that the stochasticity of the covariates
has to be taken into account in the computation of standard errors for the ACE-estimator
in the presence of interactions, rendering the conventional hierarchical linear model that
assumes fixed predictors inadequate. The singlegroup multilevel structural equation
model in Mplus provided an unbiased standard error, but was hampered by conver-
gence problems and required large samples of clusters. Finally, we illustrated different
implementations of the generalized ANCOVA with an empirical example from the Na-
tional Educational Longitudinal Study - Class of 1988 (NELS:1988, Curtin et al., 2002)
and discussed the specifics of the simulation study in detail.
In Chapter 5, we developed the generalized ANCOVA for conditionally randomized
and quasi-experimental multilevel designs with treatment assignment at the cluster-
level. We showed how the average causal effect could be identified under the assump-
tion of unbiasedness of the cluster-covariate-treatment regression E(Y | X,V,Zb) gener-
ally and under the additional assumption of linear intercept and effect functions. Once
again, we extended previous accounts of multilevel ANCOVA by unambiguously iden-
tifying average causal effects in models with interactions between the treatment and
the covariates. We showed that two versions of the adjustment model — either using
only the between-component Zb or both the between-component Zb and the within-
component Zw — yielded identical ACE-estimators. Once again, we compared dif-
ferent implementations of the adjustment models in a large simulation study using a
data generation procedure consisting of identical and independent repeated multilevel
single-unit trials. The results showed that methods that assume fixed predictors yielded
biased standard errors. A second important finding was the need to model that empir-
ical cluster means as fallible measures of the corresponding regression E(Z | C): Only
methods that accounted for the unreliability of the empirical cluster means, specifically
the adjustment procedure of Croon and van Veldhoven (2007) and the multigroup mul-
tilevel latent variable model in Mplus 5.0 (Lüdtke et al., 2008; L. K. Muthén & Muthén,
1998-2007) yielded an unbiased ACE-estimator. However, a relatively large number of
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clusters was required for adequate convergence of the latter model. We illustrated dif-
ferent implementations of the generalized ANCOVA with an empirical example from
the Early Childhood Longitudinal Study - Kindergarten Class of 1998-99 (ECLS-K,
National Center for Education Statistics, 2001) and discussed the specifics of the simu-
lation study and its limitations in detail.
In both cases, the generalized ANCOVA studied theoretically and in the simulation
studies extended the ANCOVA conventionally discussed for multilevel designs: It pro-
vided for non-constant conditional effect-functions that could vary with the covariates,
i.e., it included interactions between the covariates and the treatment. Previous appli-
cations of the conventional multilevel ANCOVA to multilevel between-group designs
had either not included interactions at all (Bloom et al., 1999, 2007; Moerbeek et al.,
2001; Oakes, 2004; Raudenbush, 1997; Raudenbush & Liu, 2000) or had not provided a
straightforward definition of the average causal effect in presence of interactions (Gitel-
man, 2005; Pituch, 2001; Plewis & Hurry, 1998; Seltzer, 2004; VanderWeele, 2008).
The conventional ANCOVA — usually understood as a model that only includes the
main effects of the predictors (see Kröhne, 2009, for a comprehensive review) — does
not identify the average causal effect in the presence of covariate-treatment interac-
tions, but only the conditional treatment effect at the point of highest precision (Rogosa,
1980). Hence, it is only appropriate, if the conditional effect function is a constant and
there are no treatment covariate interactions. The generalized ANCOVA, on the other
hand, correctly identifies the average causal effect in both the presence and absence of
treatment-covariate interactions, includes the conventional ANCOVA without interac-
tions as a special case and covers all possible eventualities in applications.
6.2.2 Multilevel Models
Both simulations showed that the structure of the multilevel single-unit trial influenced
the specification of the generalized ANCOVA and its estimation in statistical proce-
dures in two ways: (1) Conceptually, the decomposition of the unit-covariate into the
between-component Zb and the within-component Zw had to be modeled to obtain un-
biased ACE-estimators. (2) Statistically, variance components that accounted for the
effects of the cluster variable had to be included in the models to obtain unbiased stan-
dard errors.
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Multilevel Decomposition of the Unit-Covariate
Both simulation studies used a data generation procedure in which the between-com-
ponent Zb and the within-component Zw influenced the true-outcome variables τ j in the
treatment and the control group independently. This accounted for contextual effects of
the unit-covariate brought about by different compositions of the clusters and extended
some of the existing accounts of multilevel ANCOVA that do not include contextual
effects (Donner & Klar, 2000; Gitelman, 2005; Murray, 1998; Pituch, 2001; Plewis &
Hurry, 1998). As expected from theoretical derivations, models that did not take this
decomposition into account, yielded biased ACE-estimators in both simulation studies.
This highlights the conceptual need to take the multilevel structure of the effects of
the unit-covariate into account when analyzing between-group multilevel designs with
the generalized ANCOVA. Nevertheless, there are situations, in which using only the
unit-covariate Z as predictor will lead to an unbiased ACE-estimator: If the ICC of the
unit-covariate Z is equal to zero or if the effects of the between-component Zb and the
within-component Zw on the true-outcome variables τ j are equal in all treatment groups,
the two components do not have to modeled separately. However, these conditions
were not explicitly included in the simulations in Chapter 4 and 5. Therefore, the
simulation studies do not speak to the convergence behavior and appropriateness of
statistical methods in these conditions. In applications, significance tests of the ICC of
the unit-covariate (see Raudenbush & Bryk, 2002; Snijders & Bosker, 1999) and tests
for the difference of the respective regression weights (Enders & Tofighi, 2007; Kreft et
al., 1995) are recommended to obtain a parsimonious statistical models implementation
of the generalized ANCOVA.
Whether or not the between-component Zb and the within-component Zw have to be
modeled as latent variables depends on the actual properties of the sample, such as
the average cluster sizes and the intraclass correlation coefficient of the unit-covariate,
but also on the nature of the contextual covariates considered. If the true values of Zb
and Zw influence the treatment assignment probabilities and the outcome variable (and
they cannot be reliably estimated in practice), it is advisable to explicitly account for
this unreliability. If Zb can be reliably estimated, e.g, if all units within a cluster are
assessed and the unit-covariate Z is measured without error, it is not necessary (and
might be even detrimental) to explicitly model Zb as a latent variables (see, Lüdtke et
al., 2008). The same holds, if the observed cluster means of the unit-covariate Z are
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used to randomize units or clusters to treatment conditions. In this case, the appropriate
covariate with regard to which unbiasedness holds is not the latent between-component
Zb, but the manifest, fallible cluster means. Adjustment models have to be specified
accordingly.
Variance Components
Both simulation studies used a data generation procedure without conditional homo-
geneity of the true-outcome variables τ j with regard to the unit-covariate Z and the
between-component Zb. In fact, both the unit-variable U and — more importantly —
the cluster variable C influenced the true-outcome variables τ j after accounting for the
covariates. As expected, singlelevel adjustment models that did not include the proper
variance components to account for the lack of conditional homogeneity of the true-
outcome variables due to the cluster variable C underestimated the variability of the
ACE-estimator in both simulation studies. This highlights the need to take the multi-
level structure into account when analyzing data from conditionally randomized and
quasi-experimental multilevel designs and not to use singlelevel adjustment procedures
uncritically. Nevertheless, there are situations, in which singlelevel models yield correct
standard errors: This will be the case, if the residual intraclass correlation coefficients
(rICC) of the true-outcome variables τ j will be equal to zero after controlling for all
covariates at the unit- and at the cluster-level (Raudenbush & Bryk, 2002; Snijders &
Bosker, 1999). As already discussed in more detail in Chapters 4 and 5, these condi-
tions were not included in the simulation designs — the rICC and the corresponding
variance components were held constant across conditions. Therefore, the results do
not speak to the convergence behavior and the relative efficiency of multilevel and sin-
glelevel models in these situations. However, multilevel models such as the multilevel
latent variable model (Lüdtke et al., 2008) were the only models to yield unbiased ACE-
estimators if the between-component Zb confounded the average treatment effects and
are naturally suited to statistically test the residual ICC of the outcome variable Y .
6.2.3 Stochastic Predictors
The second consistent finding in both simulations studies referred to the nature of co-
variates in quasi-experimental and other multilevel designs: The data generation pro-
cedures, and the multilevel single-unit trials they reflected, resulted in covariates that
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were random variables whose realized values varied from sample to sample. The results
indicated that the assumption of fixed predictors conventionally made in the general lin-
ear model (Searle, 1971; Kutner et al., 2005; Rechner & Schaalje, 2007; Werner, 1997)
or the hierarchical linear model (Pinheiro & Bates, 2000; Raudenbush & Bryk, 2002)
leads to negatively biased standard errors of the average causal effect estimator if the
predictors are stochastic, i.e., if the realized values of the covariates vary from sample
to sample. While the differentiation in models with fixed and stochastic predictors does
not influence the parameter estimators, omnibus model tests and confidence limits for
regression weights in the general linear model (Sampson, 1974), it becomes relevant
when interactions between predictors are considered among the set of linear predictors
(and also for the construction of confidence limits for the coefficient of determination,
see Algina, 1999; Steiger & Fouladi, 1997). In this case, the assumption of multivariate
normality of the predictors, on which the equivalence proofs of linear regression mod-
els with fixed and stochastic regressors rely, is violated (Fisicaro & Tisak, 1994) and
the computation of standard errors has to take the additional variability induced by the
stochastic nature of the covariates into account. Analytical derivations (Chen, 2006;
Kröhne, 2009) and simulation studies (Flory, 2008; Kröhne, 2009; Nagengast, 2006)
have consistently shown that the distinction between fixed and stochastic predictors is
relevant for the estimation of the standard error of the average causal effect and signif-
icance tests of the ACE-estimator obtained with the generalized ANCOVA. This is not
surprising since the distribution of the regression coefficients differ between the model
with fixed and the model with stochastic predictors (Sampson, 1974) and the mean of
the covariate that is used in the non-linear constraint is only a fallible estimate of the
expected value of the covariate in the population.
Stochastic predictor variables naturally occur, if one assumes that samples are gen-
erated by repeating the single-unit trial introduced in Chapter 2. This is especially
relevant for quasi-experimental designs and observational studies in applications (see
also, Chen, 2006; Gatsonis & Sampson, 1989; Schafer & Kang, 2008): Such designs
will almost always result in different realizations of covariates and other variables in the
sample. Thus, it is not appropriate to consider the sample realizations of the variables
as fixed. Correct inferences about the underlying distributions require that predictors
are modeled as stochastic.
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6.2.4 Challenges to the Generalized ANCOVA
The generalized ANCOVA, although theoretically an adequate procedure and at least
promising in simulation studies, has to confront a number of specific problems and
challenges in applications. Those are (1) the correct specification of intercept and effect
functions, (2) extrapolation beyond the observed scores of the covariates in a sample
and (3) the relevance of average causal effects in the presence of interactions.
Specification of Effect Functions
The generalized ANCOVA — for singlelevel as well as for multilevel designs — re-
lies on correctly specified intercept and effect functions. Specifically, both functions
are assumed to be linear in the covariates and — as far as they are also considered
— their product variables. This assumption makes the ACE-estimator of the general-
ized ANCOVA vulnerable to non-linearities: If the effect functions are misspecified,
their expected values will no longer be equal to the ACE. Thus, specification tests be-
come critical in practical applications: If all covariates are discrete random variables
(and the sample is sufficiently large), it is possible to compare the conditionally lin-
ear regression model to a saturated model obtained by representing each combination
of covariate values with an indicator variable. While such test can be easily imple-
mented for singlelevel designs (Steyer, 2002), they have not yet been developed and
tested for multilevel models. Additionally, formal tests of the linearity assumption are
not possible when continuous covariates are considered. In order to informally check
the appropriateness of the linearity assumption, the different properties of the residual
of the true conditionally linear regression as compared to conditionally linear ordinary
least-squares regression can be used: The residual of a true regression is regressively
independent of its regression; this is not true of the residual of a ordinary least-squares
regression (Kutner et al., 2005; Rechner & Schaalje, 2007). If violations of the re-
gressive independence of the residual from the regressors are detected either by visual
inspection for obvious violations or by statistical tests of association, the regression is
misspecified (see also Raudenbush & Bryk, 2002; Snijders & Bosker, 1999, for similar
tests of the specification of the hierarchical linear model). In order to correctly identify
the ACE with the expected value of the effect function, a different functional form has
to be chosen.
A related problem is the correct specification of the intercept and effect function
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when more than one covariate is considered. In the adjustment models for linear effect
functions developed in Chapters 4 and 5, all interactions between the covariates were
included. While this approach is feasible as long as the number of covariates is small,
it becomes quickly impractical with more than two covariates, because the number of
potential interaction terms grows exponentially with the number of covariates. How-
ever, the need for a parsimonious model specification must be carefully balanced with
the requirement to include all relevant covariates that are required for conditional un-
biasedness and for the correct specification of the effect function in order to obtain an
unbiased ACE-estimator.
Extrapolation
A second problem that applies to the generalized ANCOVA for singlelevel as well as for
multilevel designs is the extrapolation of results over the range of observed data. This
problem of data sparseness or lack of common support (Lechner, 2001; Oakes, 2004)
is especially critical in multilevel designs with their predominantly small samples of
clusters: If the probabilities of observing values of some covariates in some clusters are
small and only a small sample of clusters is available to estimate the relations between
the cluster-covariates and the outcome variable, inferences based on linear models of-
ten have to rely on extrapolations beyond the range of observed data. This problem is
most likely to occur in designs that use pre-existing clusters: For example, if neighbor-
hoods differ markedly with regard to a covariate such as socio-economic status (Oakes,
2004), in case of hospitals that treat patients populations that vary in symptom sever-
ity (Wegscheider, 2004) or in schools that educate widely differing student populations
(Fiege, 2007). Extrapolation above the range of observed data is unproblematic if the li-
nearity assumption with regard to the effect function holds and each unit has a non-zero
probability of being assigned to the treatment and the control group. In this case, ex-
trapolation does not threaten the causal interpretation of the ACE-estimator. If linearity
does not hold outside the range of observed data, however, extrapolation is not justified
and — even more critically — its appropriateness cannot be empirically assessed.
Relevance of Average Effects.
In accounts of moderated multiple regression (e.g., Aiken & West, 1996; Preacher,
Curran, & Bauer, 2006; West, Aiken, & Krull, 1996) it has been argued that the main
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effect of a variable is no longer very informative or useful when interactions between
predictors are present, since it only represents the conditional effect of the treatment
at the point where all other predictors have a value of zero. Similar points have been
with respect to hierarchical linear regression models (D. J. Bauer & Curran, 2005).
Alternatively, a careful analysis of the regressive dependencies between outcome and
predictor variables at different values of the other predictors is suggested (D. J. Bauer
& Curran, 2005; Preacher et al., 2006; Rogosa, 1980). In the context of the analysis of
causal effects from between-group designs, following these suggestions would amount
to the analysis and inspection of conditional causal effects given values of the respec-
tive covariates (Steyer et al., 2009). Although the focus of this thesis has been on the
identification and estimation of the average causal effect and the specification of the
conditional effect function has only been used as a means to obtain this identification,
conditional causal effects are important in their own right: They are, for example, in-
formative about differential indications of a treatment, if they vary with covariates at
the unit-level. In the context of multilevel designs, they can additionally point to the
influence of contextual variables on the treatment effect, if covariates at the cluster-level
moderate the treatment effect. Even more important, conditional causal effects in dif-
ferent clusters (C=c) (e.g., Seltzer, 2004) point to differences in the average treatment
effects in different clusters. Nevertheless the average causal effect remains a useful
concept to be considered for theoretical and practical reasons even in the presence of
interactions between covariates and the treatment variable: It still retains its meaning as
the expected value of the true-effect variable (Steyer et al., 2009) and is the quantity that
is estimated by alternative adjustment procedures (see below). New approaches to the
analysis of moderated multiple regression models (Gelman & Pardoe, 2007) also use
the concept of averaging over the distribution of other covariates to obtain a measure
of the influence of a specific predictor on the outcome. The average causal effects al-
ways captures the net effect of the treatment averaged over site-specific properties and
the distribution of all covariates. As such, it remains a policy-relevant quantity, e.g.,
for decisions about the effectiveness of a treatment when the complete population is
considered.
6.2 Generalized ANCOVA 222
6.2.5 Alternative Adjustment Methods
A whole class of alternatives to the generalized ANCOVA has not been discussed in de-
tail in this thesis. While the generalized ANCOVA relies on the specification of the re-
gression of the outcome variable on the covariates and the treatment variable, methods
that use the estimated propensity scores such as stratification, matching or weighting
(e.g., Rosenbaum & Rubin, 1983, 1984, 1985) model the relation of the treatment as-
signment probabilities and the covariates. Theoretically, modeling the propensity score
has the advantage of combining all information about treatment assignment in the co-
variates into a single index and of allowing the researcher to specify the adjustment
model without knowledge of the outcome variable (e.g., Rubin, 2001).
At first glance, propensity score methods seem to solve the problems of specification
of effect functions and overlap in the covariate distributions in treatment and control
group. However, little is known with regard to the robustness of propensity score meth-
ods to misspecifications (Kang & Schafer, 2006; Schafer & Kang, 2008). Since the
estimation of propensity scores also relies on a regression model, they are at least the-
oretically not immune against misspecifications of this function. The balance criterion
that is often used to test the appropriateness of the propensity score model (Rubin,
2005), does not test a sufficient condition for unbiasedness nor is it a formal specifica-
tion test (Steyer et al., 2009). On the other hand, the problem of missing overlap be-
tween treatment and control group in the covariate distribution is explicitly considered
in methods that use propensity scores: By combining all information of the influence
of the covariates on the treatment assignment probabilities in a single index, propensity
scores enable the researcher to investigate the amount of overlap of the propensity score
distribution between treatment and control group. Inferences about average causal ef-
fects can then be restricted to the areas where overlap between control and treatment
group exists (Morgan & Winship, 2007).
So far, propensity score methods have not been studied in detail with respect to their
applicability to multilevel designs, but have been used rather uncritically for applica-
tions in case studies (Hong & Raudenbush, 2006). In light of the findings of the simula-
tion studies that revealed considerable biases not only in the estimated variability of the
ACE-estimator of the generalized ANCOVA, but also in the estimator itself when con-
ventional models were applied uncritically to quasi-experimental multilevel designs,
adjustment methods based on the propensity score, weighting and matching need to
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be studied with respect to necessary modifications for these designs. This seems espe-
cially critical with respect to the proper modeling of contextual effects of unit-covariates
(Croon & van Veldhoven, 2007; Lüdtke et al., 2008).
6.2.6 Tests of Unbiasedness
Finally, the most important condition for interpreting the average effect estimator ob-
tained from the generalized ANCOVA model (and other adjustment procedures) cau-
sally — conditional unbiasedness — deserves some specific elaboration. As soon as
designs other than randomized experiments are considered, the identification of average
causal effects rests on the assumption of conditional unbiasedness given the considered
covariates. Conditional unbiasedness holds by design in conditionally randomized ex-
periments. However, it is not guaranteed to hold in quasi-experimental designs with
self- or other-selection to treatment conditions. Unfortunately, conditional unbiased-
ness is a very weak causality criterion: In itself, it has no empirically testable impli-
cation. In applications, only indirect tests of conditional unbiasedness are possible by
falsifying conditional unconfoundedness as a sufficient condition for conditional unbi-
asedness. However, tests of conditional unconfoundedness are at best indirect tests of
conditional unbiasedness and have their own problems: (1) Additional distributional
and functional assumptions are necessary, the hypothesized functional form of the in-
fluence of further covariates has to be specified (Steyer et al., 2009). (2) Falsification of
conditional unconfoundedness does not logically imply that conditional unbiasedness
does not hold, a regression can be incidentally unbiased even though it is not uncon-
founded. (3) Tests of conditional unconfoundedness can only falsify conditional un-
confoundedness with respect to observed covariates — unconfoundedness with respect
to unobserved confounders cannot be tested (see, Rosenbaum, 2002, for methods to test
the sensitivity of causal inferences to unobserved potential confounders). Failure to fal-
sify conditional unconfoundedness corroborates the notion of conditional unbiasedness
with respect to the observed covariates, but does not exclude bias due to unobserved po-
tential confounders. Nevertheless, tests for conditional unconfoundedness (and for the
stronger sufficient conditions of independence and homogeneity) are currently the only
available options to, at least indirectly, test the assumption of conditional unbiasedness
in quasi-experimental designs. They are theoretically well understood for singlelevel
models (Steyer et al., 2009); however their implementation in statistical models is still
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in its developmental stage for singlelevel designs — and even more so for multilevel
designs.
6.3 Research Needs
The research needs and open questions with respect to causal inference in multilevel
designs and the analysis of average causal effects can be divided in two parts: (1) Obvi-
ously, further insights into the performance and adequacy of statistical implementations
of the generalized ANCOVA need to be gained, especially with respect to power, the
inclusion of additional covariates and alternative estimation techniques. (2) Alternative
procedures need to be adapted to multilevel designs and tested for their appropriateness
and sample size requirements.
6.3.1 Shortcomings of the Simulations
Both simulation studies share two obvious shortcomings that have to be addressed in
future research: (1) The failure to include conditions in which the average causal effect
differed from zero and (2) the inclusion of more than one covariate at the unit- and the
cluster-level.
The first omission precludes comparisons of the statistical models with respect to
the power of detecting average treatment effects. Power analyses and optimal design
strategies are important for the planning of simulation studies and well-understood for
randomized multilevel designs (e.g., Moerbeek et al., 2000; Raudenbush, 1997; Rau-
denbush & Liu, 2000). The results of the simulation studies, especially the relative
efficiencies of the estimators, the over- and underestimation of the corresponding stan-
dard errors and the empirical type-1-error rates offer only some indications about the
performance of the different implementations for the detection of treatment effects. The
final word on the necessary sample sizes for adequate power requires more extensive
simulation studies.
The second shortcoming is the inclusion of only one covariate at the unit-level —
decomposable into its between-component Zb and its within-component Zw. The sim-
ulation setup was restricted on purpose to demonstrate the complexities of the imple-
mentation of the generalized ANCOVA for the most simple configuration of covariates.
However, sample size requirements for more realistic setups cannot be derived from
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the results of the simulation studies. In applying the generalized ANCOVA, researchers
are likely to adjust for more than one covariate at the same time and have to take more
complex functional forms and specifications into account. Although further research is
needed to obtain additional insights for such realistic conditions, the simulations in this
thesis demonstrated that the proposed methods and implementations worked in princi-
ple and showed their relative merits and deficiencies.
6.3.2 Alternatives and Extensions of the Generalized ANCOVA
Further research on causal inference in multilevel designs can build upon a sound theo-
retical foundation given by the general theory of causal effects. Building upon this the-
ory, extensions of the generalized ANCOVA and the development of other adjustment
procedures based on propensity scores and their adaptation to multilevel designs should
be the focus of further research. Alternative statistical models that are appropriate for
multilevel designs and potentially more stable than the most promising implementa-
tions of the generalized ANCOVA need to be considered: Methods that are robust to
misspecifications (Kim & Frees, 2006, 2007), offer alternative ways to account for the
unreliability of the cluster-means as measures for the between-component Zb (Grilli &
Rampichini, 2008) or that directly correct the standard error of the ACE-estimator for
clustering (Hedges, 2007a) are potentially interesting options in this regard.
A second area of research is the extension of the generalized ANCOVA for multilevel
designs to include latent covariates and outcome variables as well as ordered categori-
cal variables. For singlelevel designs, the differentiation between models for latent and
manifest variables has been proven to be consequential for the choice of the statistical
model (Kröhne, 2009) and the same might be true for multilevel designs. The multilevel
structure poses an additional challenge for latent variable models, since measurement
models must be specified simultaneously for unit- and cluster-level variables increas-
ing the sample size requirements (L. K. Muthén & Muthén, 1998-2007; Skrondal &
Rabe-Hesketh, 2004). The models developed in this thesis always referred to continu-
ous outcome variables with normally — albeit slightly heterogeneously — distributed
residuals. The development of adjustment models and their statistical implementations
for non-continuous outcome variables and non-normal residual distributions remain a
fruitful area for further research. Other distributions of the outcome variable might
not only require the choice of generalized linear models as statistical tools (Pinheiro &
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Bates, 2000; Skrondal & Rabe-Hesketh, 2004), but also considerable modifications to
the core concepts of the theory of causal effect in order not to lose well-defined concepts
such as average and conditional causal effects. Finally, extensions of the generalized
ANCOVA to non-linear intercept and effect functions are a worthwhile, but — due to
the complexities involved — daunting area for further research.
As discussed before, we only focused on the generalized ANCOVA as a method for
estimating the average causal effect in non-randomized multilevel designs. An exten-
sion to propensity-based adjustment methods needs to be developed for these design
types and studied with respect to their efficiency and robustness to violated assump-
tions. While propensity-based approaches directly fit into the theoretical framework
for causal inference introduced in Chapter 2 (see also Steyer et al., 2009) and the same
general restrictions and assumptions are necessary to obtain valid causal inferences,
propensity-based adjustment procedures and – more urgently – their statistical imple-
mentation need to be developed for multilevel designs. In order to compare the perfor-
mance and robustness of propensity-based methods to the generalized ANCOVA, simu-
lation studies and within-study comparisons (Shadish, Luellen, & Clark, 2006; Shadish,
Clark, & Steiner, 2008) can be used. However, the latter approach might be difficult
to implement in multilevel designs due to the comparatively high costs of adding clus-
ters to multilevel designs (Moerbeek et al., 2000; Murray, 1998; Raudenbush, 1997;
Raudenbush & Liu, 2000).
6.4 Conclusion
When will multilevel designs be relevant in applications compared to more common
singlelevel evaluation designs? Compared to singlelevel designs, multilevel designs are
usually associated with higher costs due to the requirement to establish the treatment
regime in more than one cluster (Moerbeek et al., 2000; Raudenbush & Liu, 2000). On
the other hand, they potentially offer a higher external validity by including and averag-
ing over different implementation characteristics at different sites (Shadish et al., 2002)
As such, multilevel designs, especially designs with treatment allocation at the unit-
level are often used when interventions that have been proven effective in controlled
laboratory research are taken to scale and are implemented in clinical or educational
practice (Shadish et al., 2002; Turpin & Sinacore, 1991). When treatments that are
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naturally delivered to whole clusters are evaluated or when treatment fidelity is threat-
ened by potential interactions between treated and untreated subjects in a cluster that
cannot be modeled as cluster-covariates measurable with respect to the confounder σ-
algebra CX (see also Chapter 3), a multilevel design with treatment assignment at the
cluster-level offers an elegant way to evaluate treatment effects (Donner & Klar, 2000;
Murray, 1998). The same is true when naturally occurring quasi-experiments or obser-
vational studies are analyzed: If one is interested in evaluating the effects of a specific
teaching method as it is implemented at a certain time point in the field, the multilevel
structure and the relevant cluster-covariates have to be accounted for, if a causal inter-
pretation of the effects is desired. This was the case in the example analyses presented
in Chapters 4 and 5 where the effects of naturally occurring treatments was of interest.
Although these analyses were by no means complete and crucial assumptions, such as
conditional unbiasedness, were not checked, they illustrated the need to account for
confounding covariates with an appropriate statistical model.
One final remark remains to be made with regard to quasi-experimental designs and
a common misunderstanding of discussions of causal inference for these designs (Mor-
gan & Winship, 2007). Although we showed that causal inference in these designs is
possible if the complete set of unit- and cluster-covariates that influence both treatment
assignment and the outcome variable is identified and assumptions about the functional
form of the treatment-specific regressions of the outcome variable on the covariates
hold, this demonstration should not be misunderstood as a plea for quasi-experimental
designs: Randomized (or at least conditionally randomized) experimental designs are
considered as the “gold standard” (e.g., Rubin, 2008, p. 1350) for singlelevel evaluation
designs and a similar point has been made with regard to multilevel designs (Donner &
Klar, 2000; Murray, 1998). However, quasi-experimental designs may arise naturally
when conclusions and inferences have to be made from naturally occurring treatment
implementations or in situations where randomized assignment of units or clusters to
treatment conditions would be unethically (e.g., randomly holding students back from
advancing to the next grade level, Hong & Raudenbush, 2006). To slightly paraphrase
Raudenbush (1995): Sometimes “the perfect social science study” (p. 213), a random-
ized experiment, is just not possible to implement and researchers have to be satisfied
with quasi-experimental evidence that should not be easily discarded. It is important
to study the conditions under which unbiased average causal effects can be obtained in
quasi-experimental designs and the methods that can be used to do so. The derivations
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and results presented in this thesis are one important step forward on this way.
A Proofs and Derivations
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from the full adjustment model for non-randomized multilevel designs with treatment
assignment at the cluster-level as introduced in Section 5.1.
The conditional effect function g j(V,Zb) of the simple adjustment model that includes
only the cluster-covariate V and the between-component Zb was defined as follows in
Equation (5.4):
g j(V,Zb) = E ◦X= j(Y | V,Zb) − E
◦
X=0(Y | V,Zb). (A.2)
The expected value of the conditional effect function g j(V,Zb) is equal to the difference











E ◦X=0(Y | V,Zb)
]
. (A.3)
The conditional effect function g j(Z,V,Zb) of the full adjustment model that includes
the unit-covariate Z, as well as the cluster-covariate V and the between-component Zb
was defined as follows in Equation (5.8):
g j(Z,V,Zb) = E ◦X=1(Y | Z,V,Zb) − E
◦
X=0(Y | Z,V,Zb). (A.4)
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The expected value of the conditional effect function g j(Z,V,Zb) is given by the differ-











E ◦X=0(Y | Z,V,Zb)
]
. (A.5)
Hence, to prove Equation (A.1), we only have to prove that
E
[




E ◦X= j(Y | Z,V,Zb)
]
, (A.6)
for all values j of the treatment variable X. The equality in Equation (A.6) implies
Equation (A.1) that we want to prove.
In order to prove Equation (A.6), we first show that average stability of E(Y | V,Zb)
with respect to Z (as defined by Steyer et al., 2009) always holds in designs with treat-
ment assignment at the cluster-level, i.e., that
E ◦X= j(Y | V,Zb) = E
[
E ◦X= j(Y | Z,V,Zb) | V,Zb
]
. (A.7)
We will then show that Equation (A.7) implies that Equation (A.1) holds.
Average stability of E(Y | V,Zb) with respect to Z as defined in Equation (A.7) does
not hold generally, as would
EX= j(Y | V,Zb) = EX= j
[
EX= j(Y | Z,V,Zb) | V,Zb
]
. (A.8)
However, it will hold if
P(Z=z | V=v,Zb=zb) = P(Z=z | V=v,Zb=zb, X= j) for all v and zb, (A.9)
for discrete unit-covariates Z and discrete cluster-covariates V for the proof see Steyer
et al. (2009). The generalization to continuous covariates is straightforward by consid-
ering the equality of the conditional distributions of the unit-covariate Z:
PZ |V=v,Zb=zb = PZ |V=v,Zb=zb,X= j (A.10)
for all values v of V , zb of Zb and j of X.
In designs with treatment assignment at the cluster-level, the treatment assignment
probabilities are by design independent of the unit-covariate Z given the cluster-covari-
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ate V and the between-component Zb:
P(X= j | Z,V,Zb) = P(X= j | V,Zb). (A.11)
Equation (A.11) implies that Equation (A.9) holds without further assumptions. This
can be shown as follows for discrete unit-covariates Z and discrete cluster-covariates V
(the between-component Zb is a function of the discrete cluster variable C and hence
discrete by definition):





P(X= j | Z=z,V=v,Zb=zb) · P(Z=z,V=v,Zb=zb)
P(X= j | V=v,Zb=zb) · P(V=v,Zb=zb)
Factorization
=
P(X= j | V=v,Zb=zb) · P(Z=z,V=v,Zb=zb)





= P(Z=z | V=v,Zb=zb). (A.13)
Equation (A.13) proves the equivalence postulated in Equation (A.9) for designs with
treatment assignment at the cluster-level and implies average stability [Equation (A.7)]
for discrete unit-covariates Z and cluster-covariates V . The generalization to continuous
covariates using the conditional distributions of the unit-covariate Z is straightforward.
We will now use average stability to derive the equality of the two expected values of
the conditional effect functions of the full and the simple adjustment model for designs
with treatment assignment at the cluster-level, again assuming a discrete unit-covariate
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Z and a discrete cluster-covariate V .
E
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E ◦X= j(Y | Z=z,V=v,Zb=zb) · P(Z=z,V=v,Zb=zb) (A.17)
= E
[
E ◦X= j(Y | Z,V,Zb)
]
(A.18)
Equation (A.18) proofs the equality postulated in Equation (A.6) and directly implies
the equivalence of the expected values of the conditional effect function postulated in
Equation (A.1) in multilevel design with treatment assignment at the cluster-level for
discrete unit-covariates Z and cluster-covariates V . Again, the generalization of the
proof to continuous covariates is straightforward.
A.2 ACE-Estimator for the Full Adjustment Model
Implemented as Multigroup Multilevel Latent
Variable Model in Mplus
In this section, we derive the ACE-estimator for the implementation of the full ad-
justment model for multilevel designs with treatment assignment at the cluster-level
as multigroup multilevel model in Mplus 5.0 (L. K. Muthén & Muthén, 1998-2007).
The multigroup multilevel model uses two independently estimated multilevel mod-
els for each treatment group. In order to be able to model cross-level interactions,
the TWOLEVEL RANDOM specification in Mplus had to be chosen. With this option,
Mplus models the raw scores of the unit-covariate Z instead of the within-component
Zw (in contrast to the TWOLEVEL specification, see also Appendix B.3). As shown in
Equation (5.30) in Section 5.1.2 this complicates the resulting non-linear constraint
and requires the estimation of the expected value E(Zb · Z) of the product variable of
the unit-covariate Z and the between-component Zb. Due to the multigroup estimation
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technique, this expected value is not directly available as a parameter in Mplus, but has
to be recovered from the group-specific expected values and variances that are available
as model parameters.
The multigroup multilevel model in Mplus estimates treatment group-specific regres-
sion for the control and the treatment group as given in Equations (5.27) and (5.28). We
repeat these equations here, leaving out the cluster-covariate V , since it was not included
in the model studied in the simulation in Section 5.2:






05Zb · Z, (A.19)














= β0 + β1Zb + β4Z + β5Zb · Z, (A.21)
where the parameters βi in Equation (A.21) are the parameters of the regression of the
outcome variable Y on the unit-covariate Z and the between-component Zb in the treat-
ment group (X=1) as estimated in Mplus. The ACE-estimator is given by the expected
value of the difference between Equation (A.20) and (A.19) [see Equation (5.30)] and
can be expressed in terms of the treatment-group specific regression weights estimated
in the multigroup multilevel latent variable model in Mplus and the expected values of
the unit-covariate Z, the between-component Zb and their product as follows:
ACE10 = (β0 − γ∗00) + (β1 − γ
∗
01) · E(Z) (A.22)
+ (β4 − γ∗04) · E(Z) + (β5 − γ
∗
05) · E(Zb · Z).
This constraint has to be implemented in Mplus to obtain the ACE-estimator. Unfortu-
nately, the unconditional expected values E(Z) and E(Zb · Z) are not directly available
as parameters in Mplus and have to calculated from the treatment group-specific pa-
rameters.
The expected value E(Z) of the unit-covariate Z is given by:
E(Z) = E(Z | X=0) · P(X=0) + E(Z | X=1) · P(X=1). (A.23)
The conditional expected values E(Z |X= j) in treatment group j are estimated as model
parameters in Mplus. The treatment probabilities P(X= j) have to be approximated by
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the treatment-group sizes and must be manually included in the non-linear constraint.
The expected value E(Zb · Z) of the product variable of the between-component Zb
and the unit-covariate Z is generally given by:
E(Zb · Z) = Cov (Zb,Z) − E(Zb) · E(Z) (A.24)
= Cov (Zb,Zb + Zw) − E(Z) · E(Z) (A.25)
= Var(Zb) − E(Z)2. (A.26)
The general Equation (A.24) for the expected value of product variables simplifies to
Equation (A.26) by taking into account that E(Zb), the expected value of the between-
component Zb, is equal to the expected value E(Z) of the unit-covariate Z [see Equa-
tion (2.8)]. Furthermore, the unit-covariate Z can be decomposed into its between-
component Zb and its within-component Zw [see Equation (2.3)] and the covariance of
Zb and Zw is equal to zero [see Equation (2.7)]. The squared expected value E(Z)2 of
the unit-covariate Z, necessary to estimate Equation (A.26) in Mplus, can be easily ob-
tained from squaring Equation (A.23). The variance Var(Zb) of the between-component






where ζ ≡ Zb−E(Zb |X) is the residual of the regression E(Zb |X). The two components
of Equation (A.27) can be expressed as model parameters in Mplus as follows: The
variance Var(ζ) of the residual is given by
Var(ζ) = Var(Zb | X=0) · P(X=0) + Var(Zb | X=1) · P(X=1), (A.28)
where the treatment-group specific variances Var(Zb | X= j) are estimated as parameters
in Mplus and the treatment probabilities P(X= j) must be manually included and are
approximated by the treatment-group sizes.
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· P(X=1),
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where the conditional expected values E(Zb | X= j) of the between-component Zb are
estimated as parameters in Mplus, the unconditional expected value E(Z) of the unit-
covariate is given by Equation (A.23) and the treatment probabilities P(X= j) must be
entered once more manually and approximated by the treatment group sizes.
Substituting Equations (A.28) and (A.29) into Equation (A.27) and further into Equa-
tion (A.26) identifies the expected value E(Zb ·Z) of the product variable of the between-
component Zb and the unit-covariate Z. The Mplus-syntax used to implement these
constraints is given in Listing B.8.
B Statistical Models
The generalized ANCOVA for conditionally randomized and quasi-experimental be-
tween-group multilevel designs developed in Chapters 4 and 5 can be implemented in
different statistical models. Some of these implementations were compared with respect
to their performance in finite samples in simulation studies described in Section 4.2 for
designs with treatment assignment at the unit-level and in Section 5.2 for designs with
treatment assignment at the cluster-level. In this appendix, we introduce the underlying
statistical models in more detail and show how the average causal effect is estimated
and tested in each of them. Specifically, the statistical models are (1) the generalized
(singlelevel) ANCOVA as implemented in EffectLite (Steyer & Partchev, 2008) and
the corresponding R-package lace (Partchev, 2007), (2) the linear mixed effect model
(Laird & Ware, 1982) as implemented in the R-package nlme (Pinheiro & Bates, 2000;
Pinheiro et al., 2008), (3) the multilevel structural equation model as implemented in
Mplus 5.0 (Asparouhov & Muthén, 2004; L. K. Muthén & Muthén, 1998-2007), its
generalization to multiple groups (B. O. Muthén, Khoo, & Gustafsson, 1997) and to
latent variables for between- and within-components of manifest variables (Lüdtke et
al., 2008) and (4) the two-step adjustment procedure for unbiased prediction of group-
level outcomes by Croon and van Veldhoven (2007). We will briefly introduce the
statistical models, discuss their merits and shortcomings, describe which adjustment
models can be implemented and how this implementation is undertaken. Along the
way, we will present the actual models compared in the simulation studies in Chapters 4
and 5 and give the syntax that was used to implement them.
B.1 Singlelevel Generalized ANCOVA
The generalized analysis of covariance (ANCOVA) for singlelevel analysis of aver-
age causal effects developed in Steyer et al. (2009) was used as implemented in the
236
B.1 Singlelevel Generalized ANCOVA 237
R-package lace (Partchev, 2007). The package serves as a preprocessor for the multi-
group structural equation model in Mplus (L. K. Muthén & Muthén, 1998-2007) and
provides several tools for causal inference, including standard errors and hypotheses
tests of average effects and conditional causal effects with linear effect functions (for
details see Steyer & Partchev, 2008).
The implementation of the generalized ANCOVA in lace uses the multigroup struc-
tural equation model as implemented in either Mplus (L. K. Muthén & Muthén, 1998-
2007) or Lisrel (Jöreskog & Sörbom, 1996 - 2001) to estimate and test the average
causal effect. The multigroup structural equation model is given by two separate mod-
els for each treatment group j: (1) the measurement model for the vector of observed
variables y( j)i and (2) the structural models for the vector of latent variables η
( j)
i (using
Mplus notation, B. O. Muthén, 1998-2004, 2002):
y( j)i = ν
( j) + Λ( j)η( j)i + ε
( j)
i , (B.1)
η( j)i = α
( j) + B( j)η( j)i + ζ
( j)
i , (B.2)
where y( j)i is the p-dimensional vector of observed variables for observation i in treat-
ment group j, η( j)i is the m-dimensional vector of latent variables for observation i in
treatment group j, η( j)i is the p-dimensional vector of residual errors that is uncorrelated
with the other variables, ν( j) is the p-dimensional vector of measurement intercepts in
treatment group j and Λ( j) is a (p × m)-matrix of factor loadings in treatment group
j. In the measurement model, α( j) is an m-dimensional parameter vector of intercepts
in treatment group j and B( j) is an (m × m)-matrix of slopes for regressions of latent
variables on latent variables in treatment group j with zero diagonal elements.
The following group-specific mean structures µ( j)y and covariance structures Σ
( j)
y of
the manifest variables are implied by Equations (B.1) and (B.2):
µ( j)y = ν








where Ψ( j) is the positive-definite covariance matrix of the independently, identically
and multivariate normally distributed structural model residuals ζ( j)i in treatment group
j, and Θ( j) is the positive-definite covariance matrix of the independently, identically
and multivariate normally distributed measurement model residuals ε( j)i in treatment
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group j.
The estimator of the average causal effect in the generalized ANCOVA is obtained
by combining the relevant parameters of α( j) — including the expected values of the
covariates — and B( j) — including the regression coefficients — in a non-linear con-
straint (for details see, Steyer & Partchev, 2008). Standard errors for the average effect
estimators are obtained with the multivariate delta method (Rao, 1973; Raykov & Mar-
coulides, 2004). Tests of multiple constraints are implemented using the Wald test
(Wald, 1943) by imposing the constraints on the parameters of the unrestricted model.
In order to account for randomly varying group sizes — in estimating the standard
errors of the ACE and the Wald test — the variance-covariance matrix of the model
parameters is augmented with the variances of the group sizes (for details see, Kröhne,
2009; Nagengast, 2006). In the simulation studies, significance tests for the ACE were
obtained by dividing the ACE-estimate by its standard error and using the normal dis-
tribution as reference (see also, Nagengast, 2006). This test is equivalent to a Wald test
for a single non-linear constraint (Rao, 1973).
Compared to the conventional ANCOVA implemented in the general linear model
(Searle, 1971; Werner, 1997), lace has several advantages (see also Kröhne, 2009):
(1) It is not necessary to assume homogeneity of residual variances between treatment
groups by virtue of the group specific variance-covariance matrices Ψ( j) and Θ( j) in
multigroup structural equation models (Steyer & Partchev, 2008). (2) Correct standard
errors and significance tests of the average causal effect are provided even in the pres-
ence of interactions between the treatment variable and the covariates (Kröhne, 2009).
(3) Finally, the predictors are not assumed to be fixed, but are treated as stochastic and
have a joint distribution with the other manifest variables in the model (Kröhne, 2009;
Nagengast, 2006); their expected values are estimated as model parameters and have
a joint distribution with the other model parameters. An added benefit of the use of
structural equation models is the capability of modeling latent outcomes and covari-
ates (Steyer et al., 2009; Steyer & Partchev, 2008). Since lace relies on the conven-
tional structural equation model in Mplus, no variance components on the cluster-level
can be estimated and thus all models only include fixed effects. Since the statistical
background of the generalized ANCOVA in lace is well understood and documented
(Kröhne, 2009; Steyer & Partchev, 2008), implementations of the adjustment models
in lace serve as a standard against which more complex models can be judged, al-
though the models implemented in lace were misspecified with respect to some of the
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model.lace.z = lace(d$x, d$y, d$z,
control.group= "0", engine = "mplus",
program=mplus.executable)
Listing B.1: R-code for the naive adjustment model implemented in lace
model.lace = lace(d$x, d$y,
cbind(d$z.betw, d$z.within, d$z.betw*d$z.within),
control.group= "0", engine = "mplus",
program=mplus.executable)
Listing B.2: R-code for the full adjustment model implemented in lace
properties of the data generation procedure.
The R-package lace was used to implement adjustment models for both types of
non-randomized multilevel designs. In case of non-randomized designs with treatment
assignment at the unit-level, two adjustment models were implemented in lace:
(1) The naive adjustment model, that only included the unit-covariate Z and did not
account for the multilevel structure of the data, was given by the following model equa-
tion
y( j) = α( j) + β( j)z( j) + ε( j), (B.5)
where y( j) is the vector of observed values of the outcome variable in treatment group
j, z( j) is the vector of observed values of the unit-covariates in treatment group j, α( j) is
the intercept in treatment group j, β( j) is the regression weight of the unit-covariate in
treatment group j and ε( j) is the residual vector in treatment group j. The syntax used
to implement the naive adjustment model is given in Listing B.1.
(2) The full adjustment model includes as predictors: the cluster means of the unit-
covariate Z, the individual values of the unit-covariate Z centered around the empirical
cluster means and their product and was given by the following model equation
y( j) = α( j) + β( j)1 (z




(z( j) − zc)zc
]
+ ε( j), (B.6)
where y( j) is the vector of observed values of the outcome variable in treatment group j,
z( j) is the vector of observed unit-covariates in treatment group j, zc is the vector of the
observed cluster-means of the unit-covariate for each observation, α( j) is the intercept
in treatment group j, β( j) is the regression weight of the corresponding predictor in
treatment group j and ε( j) is the residual vector in treatment group j. The syntax used
to implement the full adjustment model is given in Listing B.2.
In case of non-randomized designs with treatment assignment at the cluster-level,
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lace was used to estimate the same two models: (1) The naive adjustment model that
only included the unit-covariate Z and did not take the multilevel structure of the data
into account. The model equation is given in Equation (B.5), the syntax is given in
Listing B.1. (2) The full adjustment model that used the empirical cluster means of Z,
the deviations of the realized values of Z from the empirical cluster means and their
product as predictors. The model equation is given in Equation (B.6), the syntax is
given in Listing B.2.
B.2 Hierarchical Linear Model with Fixed Predictors
The second option for implementing the generalized ANCOVA introduced in Chapters
4 and 5 is the linear mixed effect model (Laird & Ware, 1982) that was used to imple-
ment the generalized ANCOVA as hierarchical linear regression model (Raudenbush &
Bryk, 2002; Snijders & Bosker, 1999). We used the implementation of linear mixed
effect models in the R-package nlme (Pinheiro et al., 2008) in all simulations, since
the underlying statistical framework is well-documented (Pinheiro & Bates, 2000). All
results obtained with nlme also apply in principle to other implementations of the hi-
erarchical linear regression model (e.g., lmer, Bates et al., 2008; MLWin, Rasbash,
Steele, Browne, & Prosser, 2005; HLM, Raudenbush, Bryk, Cheong, Congdon, & du
Toit, 2004).
In the multilevel linear mixed effect model with one-level of nesting, yc, the nc-di-
mensional response vector in the cth cluster is modeled as [Pinheiro & Bates, 2000, Eq.
(2.1), terminology changed]
yc = Wcβ + Rcbc + εc, c = 1, . . . ,M, (B.7)
bc ∼ N(0,ψ), (B.8)
εc ∼ N(0, σ2I). (B.9)
The subscript c indicates that the model is replicated within each cluster c with cluster-
specific vectors and matrices yc, Wc, Rc, bc and εc. Where Wc is the (nc × p)-matrix
of fixed-effects regressors, β is the p-dimensional vector of fixed effects, Rc is the
(nc × q)-matrix of random-effects regressors and is usually a subset of Wc, bc is the
q-dimensional vector of random effects, and εc is the ni-dimensional vector within-
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group errors. Note, that fixed and random intercepts are modeled by including the
nc-dimensional unit-vectors 1 in either Wc or Rc respectively. Furthermore both Wc
and Rc are assumed to be known matrices of fixed regressors (Pinheiro & Bates, 2000).
The random effects bc are assumed to follow a multivariate-normal distribution with
mean zero and a symmetric and positive-definite covariance matrix ψ [Equation (B.8)].
The residuals εc are assumed to follow a normal distribution and to be independent
of one another [Equation (B.9)]. Furthermore, independence of bc and εc is assumed
within and between clusters. Parameter estimates and standard errors are obtained with
restricted maximum likelihood (REML) estimation by the hybrid optimization method
algorithm implemented in nlme (see Pinheiro & Bates, 2000, Section 2.2, for details).
Non-linear constraints of model parameters that identify the average causal effect
can be specified and tested as a general linear hypothesis (GLH) treating the empirical
mean of the unit-covariate as a fixed value. We used the implementation of the GLH in
the R-package multcomp (Hothorn, Bretz, & Westfall, 2008). The null hypothesis of
the GLH is given by (e.g., Rao, 1973; Searle, 1971; Werner, 1997):
H0 : Aβ − δ = 0, (B.10)
where A is a m× p-matrix containing m independent linear combinations of the p model
parameters, δ contains the hypothesized values of these contrasts, and β is the p × 1-
vector of fixed regression parameters from Equation (B.7). The empirical mean z of the
unit-covariate Z was used as an estimator of the expected value E(Z) and treated as a
fixed element of the matrix A in the specification of the hypothesis. The normal distri-
bution was used as reference distribution to obtain p-values for two-sided significance
tests of statistical hypothesis of the average causal effect (see Hothorn et al., 2008, for a
detailed description). Since all elements of the hypothesis matrix A are treated as fixed,
the general linear hypothesis does not really test a non-linear function of the model
parameters: The mean of the covariate is treated as if it were the true expected value
of the covariate — not just an estimate — (Kröhne, 2009; Nagengast, 2006) and the
resulting constraint is linear in the parameters β of the linear mixed effects model. For-
mally, testing the average causal effect with the general linear hypothesis is equivalent
to centering the covariates around their observed mean (Aiken & West, 1996; Kröhne,
2009, for the proof).
We used nlme to implement the generalized ANCOVA for both types of non-ran-
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model.lme = lme(y ˜ x*z.within*z.betw,
random = list(cluster.ID = pdDiag(˜ 1 + x)),
data = d,
control = list(maxIter = 2000))
contrast = c(0,1,0,0,0,mean(d$z.betw),0,0)
model.lme.glh = summary(glht(model.lme,
linfct = as.matrix(t(contrast)), alternative = "t"))
Listing B.3: R-code for the full adjustment model for designs with treatment assignment
at the unit-level implemented in nlme
domized multilevel designs. For designs with treatment assignment at the unit-level,
the full adjustment model as introduced in Section 4.1 was implemented with the em-
pirical cluster means of the unit-covariate Z, the group-mean centered values of Z, the
treatment indicator, all cross-products of these variables and a constant unit-vector as
predictors in the fixed part of the model. The random part entailed the constant unit-
vector and the treatment indicator. The covariance of the random effects was restricted
to zero. The average causal effect was estimated and tested with the general linear hy-
pothesis. Formally, the following model and hypothesis matrix A were implemented:
yc = Wcβ + Rcbc + εc, (B.11)
Wc =
(











0 1 0 0 0 z 0 0
)′
,
where xc is the observed vector of the treatment indicator in cluster c, zc is the vector
of observed values of the unit-covariate in cluster c, zc is the empirical cluster mean of
the unit-covariate in cluster c and z is the observed grand mean of the unit-covariate.
The covariance between the random effects was set to zero by estimating ψ as diagonal
matrix D. The syntax of the model and the specification of the corresponding GLH is
given in Listing B.3.
For designs with treatment assignment at the cluster-level, the simple and the full
adjustment model developed in Section 5.1 were implemented in nlme. For the simple
adjustment model, the fixed part of the model consisted only of the empirical cluster
means of the unit-covariate, the treatment indicator, the product of these two regres-
sors and the constant. The random part consisted only of the constant. Formally, the
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model.lme.simple = lme(y ˜ x*z.betw,
random = ˜1 | cluster.ID,
data = d,
control = list(maxIter = 2000))
contrast = c(0,1,0,mean(d$z.betw))
model.lme.simple.glh = summary(glht(model.lme.simple,
linfct = as.matrix(t(contrast)), alternative = "t"))
Listing B.4: R-code for the simple adjustment model for designs with treatment assign-
ment at the cluster -level in nlme
following model and hypothesis matrix A were implemented:
yc = Wcβ + Rcbc + εc, (B.12)
Wc =
(






0 1 0 z
)′
,
where yc is the observed vector of the outcome variable in cluster c, xc is the observed
vector of the treatment indicator in cluster c, zc is the empirical cluster mean of the
unit-covariate in cluster c and z is the observed grand mean of the unit-covariate. The
syntax of the model and the corresponding GLH is given in Listing B.4.
For the full adjustment model, the empirical cluster means of the unit-covariate Z, the
group-mean centered values of Z, the treatment indicator, all cross-products of these
variables and a constant unit-vector were used as predictors in the fixed part of the
model. The random part of the model consisted of the constant unit-vector. Formally,
the following model was estimated:
yc = Wcβ + Rcbc + εc, (B.13)
Wc =
(






0 1 0 0 0 z 0 0
)′
,
where yc is the observed vector of the outcome variable in cluster c, xc is the observed
vector of the treatment indicator in cluster c, zc is the vector of observed values of the
unit-covariate in cluster c, zc is the empirical cluster mean of the unit-covariate in cluster
c and z is the observed grand mean of the unit-covariate. The syntax of the model and
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model.lme = lme(y ˜ x*z.within*z.betw,
random = ˜ 1 | cluster.ID,
data = d,
control = list(maxIter = 2000))
contrast = c(0,1,0,0,0,mean(d$z.betw),0,0)
model.lme.glh = summary(glht(model.lme,
linfct = as.matrix(t(contrast)), alternative = "t"))
Listing B.5: R-code for the full adjustment model for designs with treatment assignment
at the cluster-level in nlme
the corresponding GLH is given in Listing B.5.
B.3 Multilevel Structural Equation Models
While the implementation of the generalized ANCOVA in a conventional linear mixed
effects model assumes fixed regressors Wc and Rc, multilevel structural equation mod-
els allow the specification of models with stochastic predictors. The implementation
of the hierarchical structural equation model in Mplus 5.0 (L. K. Muthén & Muthén,
1998-2007) allows stochastic predictors and gives estimates for the expected values and
variance-covariance matrix of the predictors. The second advantage of the multilevel
linear structural equation model is its capacity to model between- and within-cluster
components of level-1-variables as latent variables (Lüdtke et al., 2008; L. K. Muthén
& Muthén, 1998-2007).
The general hierarchical structural equation model in Mplus is given by L. K. Muthén
and Muthén (1998-2007), its extension to models with random slopes and the imple-
mentation of the FIML algorithm used to estimate the models by Asparouhov and
Muthén (2004) and B. O. Muthén and Asparouhov (2008). The extension for multi-
group multilevel models follows the presentation in B. O. Muthén et al. (1997).
The hierarchical structural equation model in Mplus separates the vector of observed
variables vci for individual i in cluster c in the cluster-level variables zc and individual-

















where yci is the vector of manifest indicators of latent variables and xci is the vector
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of manifest covariates not included in measurement models for latent variables. The
vector v∗c contains the between-cluster components of the variables and the vector v∗ci
contains the within-cluster components of the corresponding variables on the unit-level.
Both vectors are unobservable, latent variables. Mplus offers two ways of modeling the
elements of these vectors – either using group-mean centering of unit-level variables
and the corresponding group means as additional predictors (Enders & Tofighi, 2007;
Kreft et al., 1995; Raudenbush & Bryk, 2002) or using a full-information latent variable
approach (Lüdtke et al., 2008).
The multilevel structural equation model can be best characterized by considering
the within- and the between-cluster model separately (L. K. Muthén & Muthén, 1998-
2007). The within-cluster measurement model and the within-cluster structural model
are given by B. O. Muthén [1998-2004, Eq. (192) and (193)]. The subscript c on
ΛWc and BWc indicates that the coefficient matrices can vary between clusters to allow
for random coefficients that vary between clusters in both the measurement and the
structural model (see B. O. Muthén & Asparouhov, 2008): v∗yciv∗xci
 = ΛWcηWci + εWci, (B.15)
ηWci = BWcηWci + ζWci. (B.16)
The within-model is completed by the two positive-definite covariance matrices ΨW
and ΘW of the identically, independently and multivariate normally distributed within-
cluster residuals ζWci and εWci that are assumed to be constant across clusters:
Var(ζWci) = ΨW , (B.17)
Var(εWci) = ΘW . (B.18)
The expected value of the within-cluster latent variable vector E(ηWci) is by default
equal to 0 (B. O. Muthén et al., 1997).
The between-cluster measurement model and the between-cluster structural model
are given by B. O. Muthén [1998-2004, Eq. (190) and (191)]:
v∗c = νB + ΛBηBc + εBc, (B.19)
ηBc = αB + BBηBc + ζBc. (B.20)
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When ΛWc or BWc are random coefficients that vary between clusters, they are in-
cluded as elements of the latent variable vector ηBc and modeled as such on the cluster-
level (Asparouhov & Muthén, 2004). Thus, Equation (B.20) can be used to specify
cross-level interactions. The between-model is completed by the expected value vector
α of the latent between-cluster variables ηBc and the positive semi-definite variance-
covariance matrices ΨB and ΘB of the identically, independently and multivariate nor-
mally distributed between-cluster residuals ζBc and εBc:
E(ηBc) = α, (B.21)
Var(ζBc) = ΨB, (B.22)
Var(εBc) = ΘB. (B.23)
The implied variance and covariance structure of the model cannot be expressed
in closed form, if random slopes at the within-level are included in the model (As-
parouhov & Muthén, 2004; B. O. Muthén, 2002). The model is estimated with a full-
information maximum likelihood (FIML) estimator using an accelerated EM-algorithm
(Asparouhov & Muthén, 2004; B. O. Muthén & Asparouhov, 2008). The Mplus im-
plementation of the hierarchical linear structural equation model offers two options for
estimating the variance-covariance matrices of the model parameters (L. K. Muthén
& Muthén, 1998-2007): the standard inverse of the Hessian (see, Eliason, 1993; Rao,
1973) and a sandwich-type estimator (Huber, 1967; White, 1982) that is robust to viola-
tions of the multivariate normal distribution of the residuals. In the simulation, only the
latter (and default) estimator of the variance-covariance matrix of the model parameters
was used. Exploratory simulations indicated that the standard estimator yielded similar
results in terms of convergence and relative bias.
The hierarchical structural equation model in Mplus accounts for cross-level inter-
actions by including random slopes in the latent variable vector ηBc. In order to model
interactions between discrete manifest variables (e.g., the treatment variable X) at the
cluster-level and other continuous (latent) variables, a multigroup multilevel structural
equation model is used. This is done by replicating Equations (B.15) to (B.23) for each
subgroup j of the discrete manifest variable, thereby estimating a separate model for
each treatment group with the appropriate equality constraints in place (B. O. Muthén
et al., 1997). Thus the effect of cluster-covariates as well as residual variances and co-
variances on both the unit- and the cluster-level can vary between the treatment groups
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allowing heteroscedastic error structures. However, this method is restricted to situa-
tions in which each cluster can be clearly assigned to one of the values of the discrete
variable (L. K. Muthén & Muthén, 1998-2007). This restricts the applicability of the
multigroup multilevel model to designs with treatment assignment at the cluster-level.
Mplus offers two options for estimating and testing non-linear constraints of model
parameters: (1) The constrained model can be estimated directly and compared to the
unrestricted model using a likelihood ratio test. (2) Alternatively, the constraint and its
standard error can be computed from the unconstrained model using the multivariate
delta-method (Rao, 1973; Raykov & Marcoulides, 2004). Only the latter method was
used to obtain ACE-estimates and their standard errors for the generalized ANCOVA
introduced in Chapters 4 and 5: Standard errors for the ACE-estimator were obtained
with the multivariate delta-method as implemented in Mplus, p-values and significance
tests were obtained by using the standard normal distribution as reference distribution.
The Mplus-implementation of the hierarchical structural equation model is advan-
tageous for the specification of adjustment models for multilevel designs with non-
randomized treatment allocation in two regards, even for models that do not include
latent variables: (1) The expected values of covariates are estimated as model pa-
rameters in the vector α and have a joint distribution with other model parameters.
They can be used to define non-linear constraints of the parameters of the adjustment
model. Covariates and other predictors are treated as stochastic — in contrast to the
conventional hierarchical linear model, that treats predictors as fixed — appropriate
for quasi-experimental designs with self- or other-selection and other designs in which
the realized values of the predictors vary from sample to sample (Nagengast, 2006;
Sampson, 1974; Gatsonis & Sampson, 1989). (2) The option to model within- and
between-cluster components of manifest variables as latent variables is an additional
advantage of the Mplus model. This implementation leads to unbiased estimators of
the between-effect of a variable, while the commonly used method of group-mean cen-
tering with the observed group-means leads to biased estimates of this effect [Lüdtke et
al., 2008, see also Equation (2.14)]. (3) Finally, by means of the multigroup multilevel
structural equation model, all parameters can vary between treatment groups, thereby
allowing for variance heterogeneity and interactions between the treatment variable
and covariates at the cluster-level — even if within- and between-components of the
manifest variables are modeled as latent variables. As mentioned before, the latter ad-
vantage requires that every cluster is uniquely assigned to one treatment group only: It
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is thus only suitable for designs with treatment allocation at the cluster-level. As evi-
dent from the simulation studies, the Mplus-model implementation was rather instable
in estimating the adjustment models. Exploratory simulations showed that stability and
convergence could be increased by freeing random slopes that were not significantly
different from zero in the simulations, whenever possible in Mplus 5.0 (see also As-
parouhov & Muthén, 2004), the current version at the time of the simulation studies.
The corresponding ACE-estimators were not influenced by this decision and, hence, the
corresponding models were used in the simulation studies. The most recent version of
Mplus 5.2 includes a significantly improved and presumably more stable optimization
routine for the multigroup multilevel latent variable model that should no longer exhibit
these problems (B.O. Muthen, personal communication, November 29, 2008).
The generalized ANCOVAs for non-randomized multilevel designs developed in
Chapters 4 and 5 were implemented in the following ways to take advantage of the
unique capabilities of the Mplus modeling framework. For designs with treatment as-
signment at the unit-level, the full adjustment model could only be specified as a sin-
glegroup model. Thus, it was not possible to take advantage of the multilevel latent
variable framework and model the interaction between the treatment variable X and the
latent between- and within-components. Consequently, the adjustment model had to be
specified using cluster-mean centered values of the unit-covariate Z and the correspond-
ing empirical cluster means as predictors in order to, at least, account for the stochastic-
ity of the unit-covariate. Specifically, the full adjustment model was specified by using
the intercept, the cluster-mean centered values of Z, the treatment indicator and their
product as predictors on the unit-level. The cluster-means of the unit-covariate Z were
used as predictors on the cluster-level. Cross-level interactions were allowed between
all variables and residual random intercepts and slopes were included. The cluster-level
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ANALYSIS: TYPE = TWOLEVEL RANDOM;
ESTIMATOR = MLR;
MODEL: %Within%
beta1 | y on Ix1;
beta2 | y on z_with;






y on z_betw (gamma01);
beta1 on z_betw (gamma11);
beta2 on z_betw (gamma21);





ACE = gamma10 + gamma11*exp_z;
Listing B.6: Mplus-syntax for the full adjustment model for designs with treatment
assignment at the unit-level.
residuals were not allowed to correlate. The following formal model was implemented:
yc − yc = BWcηWc + εWc, (B.24)
ηWc =
(
xc (zc − zc) xc(zc − zc)
)′
, (B.25)








ζyc ζxc ζzc ζxczc 0
)
, (B.28)
ΨB = D, (B.29)
where yc is the observed vector of the outcome variable in cluster c, yc is the empiri-
cal cluster mean of the outcome variable in cluster c, xc is the observed vector of the
treatment indicator in cluster c, zc is the vector of observed values of the unit-covariate
in cluster c and zc is the empirical cluster mean of the unit-covariate in cluster c. The
full model syntax, including the non-linear constraint to estimate the ACE is given in
Listing B.6.
The Mplus-framework offered significantly more options for designs with treatment
assignment at the cluster-level. The following adjustment models were specified: In
order to take advantage of the capability to model stochastic covariates, a singlegroup
multilevel model with the cluster-mean centered unit-covariate Z as predictor at the unit-
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ANALYSIS: TYPE = TWOLEVEL RANDOM;
ESTIMATOR = MLR;
MODEL: %Within%
beta1 | y on z_within;
%Between%
y on z_betw (gamma_02);
y on Ix1 (gamma_01);
y on xz (gamma_04);
beta1 on Ix1 (gamma_11);
beta1 on z_betw (gamma_12);









ACE = gamma_01 + gamma_04 * E_betw_Z;
Listing B.7: Mplus-syntax for the full adjustment model for designs with treatment
assignment at the cluster-level as singlegroup multilevel model
level, the empirical cluster means of the unit-covariate Z as predictor and the treatment
indicator variable and their cross-product at the cluster-level and the cross-level interac-
tions as fixed effects. Residual variance component was estimated for the intercept and
the unit-covariate. The correlation between the cluster-level residuals was restricted to
zero. Formally, the following model was implemented:
yc − yc = BWcηWc + εWc, (B.30)
ηWc = (zc − zc), (B.31)
yc = αB + BBηBc + ζBc, (B.32)
ηBc =
(





ζyc ζzc 0 0 0
)
, (B.34)
ΨB = D, (B.35)
where yc is the observed vector of the outcome variable in cluster c, yc is the empir-
ical cluster mean of the outcome variable in clusterc, xc is the observed vector of the
treatment indicator in cluster c, zc is the vector of observed values of the unit-covariate
in cluster c and zc is the empirical cluster mean of the unit-covariate in cluster c. The
full model syntax, including the non-linear constraint to estimate the ACE is given in
Listing B.7.
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In order to profit from the latent variable modeling capacities for the within- and
between-components of the unit-covariate Z, a second implementation of the full ad-
justment model used the multigroup multilevel latent variable model: For each treat-
ment group, a multilevel model with the within-component of the unit-covariate Z as
predictor at the unit-level and the between-component as predictor at the cluster-level
as fixed effects and uncorrelated variance components for the intercept and the effect
of the within-component were specified. Additionally, this model included estimates of
the group-specific expected values of the between-component of the unit-covariate Z.







η( j)Wc = v
∗( j)
zci , (B.37)





























B = D, (B.41)
where v∗( j)yci is the vector of within-components of the outcome variable in treatment
group j and cluster c, v∗( j)yc is the vector of between-components of the outcome variable
in treatment group j and cluster c, v∗( j)zci is the vector of within-components of the unit-
covariate in treatment group j and cluster c and v∗( j)zc is the vector of between-compo-
nents of the unit-covariate in treatment group j and cluster c. The full model syntax,
including the non-linear constraint to estimate the ACE is given in Listing B.8. The
derivation of the non-linear constraint for the ACE-estimator and the calculation for the
expected value E(Z · Zb) has been given in Appendix A.2.
B.4 Adjustment Procedure of Croon and van
Veldhoven (2007)
Croon and van Veldhoven (2007) developed a two-step adjustment procedure to esti-
mate the linear regression of a cluster-level outcome variable on the cluster-means of a
unit-level predictor without bias. Their method is based on first adjusting the empirical
cluster means of the unit-covariate Z using basic ANOVA formulas. The so-adjusted
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ANALYSIS: TYPE = TWOLEVEL RANDOM;
ESTIMATOR = MLR;
MODEL: %Within%
beta1 | y on z;
%Between%
y on z (gamma01);







y on z (gamma11);











EZ = (SIZE0 * Ez0) + (SIZE1 * Ez1);
Vareps = (SIZE0 * Varz0) + (SIZE1 * Varz1);
VarZbX = (SIZE0 * ((Ez0 - EZ)ˆ2))
+ (SIZE1 * ((Ez1 - EZ)ˆ2));
VarZb = VarZbX + Vareps;
EZbz = VarZb + EZˆ2;
ACE = (gamma10 - gamma00)
+ (gamma11 - gamma01) * EZ
+ (gamma12 - gamma02) * EZ
+ (gamma13 - gamma03) * EZbz;
Listing B.8: Mplus-syntax for the full adjustment model for designs with treatment-
allocation at the cluster-level as multigroup multilevel latent variable model. SIZE0
and SIZE1 are the relative treatment group sizes that were adapted for each data set
cluster means are then used to predict cluster-level outcome variables and to obtain an
unbiased and consistent estimator of the between-cluster effect of a unit-level predictor
with a simple linear model.
Their procedure consists of four steps: (1) Two weight matrices Wg1 and Wg2 are
estimated using unbiased (or at least) consistent estimators of their components, mean
vectors and covariance matrices of the between- and within-components (see Croon &
van Veldhoven, 2007, for details). The cluster-specific weight matrices Wg1 and Wg2
are given by the following equations:
Wg1 = (Σξξ + Σνν/ng − ΣξzΣ−1ξξ Σzξ)
−1(Σξξ − ΣξzΣ−1ξξ Σzξ), (B.42)
Wg2 = Σ−1zz Σzξ(I −Wg1), (B.43)
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where Σξξ is the variance-covariance matrix of the of the between-components of the
unit-level variables, Σνν is the variance-covariance matrix of the of the within-compo-
nents of the unit-level variable, Σzz is the variance-covariance matrix of the cluster-
level variables and Σzξ is the covariance matrix of the between-components of cluster-
level variables and between-components of unit-level variables. If cluster sizes differ,
estimators for Wg1 and Wg2 must be obtained separately for each cluster.
(2) The weight matrices are then used to calculate the adjusted cluster mean of the
unit-level variables x̃g in cluster g for all clusters according to the following formula:
x̃′g = µ
′
ξ(I −Wg1) + x̄
′
gWg1 + (zg − µz)
′Wg2. (B.44)
(3) A linear model for the regression of the cluster-level outcome variable yg on the
adjusted group means of the unit-level variables x̃ and the cluster-level variables zg is
specified and estimated with an OLS regression. The regression is given by:
yg = β0 + x̃′β1 + z
′
gβ2 + εg. (B.45)
(4) The fourth and final step consists of the calculation of heteroscedasticity-consistent
estimators of the standard errors after (White, 1980). Heteroscedasticity of the error
variable εg arises when clusters differ in size.
Croon and van Veldhoven (2007) confined themselves to modeling true cluster-level
variables as dependent variables, whereas the adjustment models introduced in Chap-
ter 5 were developed for the outcome variable Y measured at the unit-level. Therefore
their adjustment procedure had to be slightly modified to implement the adjustment
models. Furthermore, Croon and van Veldhoven did not explicitly include interactions
of the predictors into their derivation; such interactions between the treatment variable
X and the adjusted cluster means of Z, however, had to be included as predictors for
the generalized ANCOVA. Furthermore, the adjustment procedure relies on the general
linear model and thus implicitly assumes fixed predictors. Since it only includes vari-
ables at the cluster-level, it is not a fully efficient procedure (Lüdtke et al., 2008). On
the positive side, it requires only some easy calculations, is considerably fast and has
yielded promising results in simulation studies (Croon & van Veldhoven, 2007; Lüdtke
et al., 2008).
The adjustment procedure by Croon and van Veldhoven (2007) could only be used to
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model.croon = lm(y.tilde ˜ x*z.tilde)
contrast.croon = c(0,1,0,mean(d$z.betw))
glht(model.croon, linfct =
as.matrix(t(contrast.croon)), alternative = "t")
Listing B.9: R-syntax for the adjustment procedure of Croon and van Veldhoven (2007)
using the general linear hypothesis
model.lace.croon = lace(x, y.tilde, z.tilde,
control.group= "0", engine = "mplus",
program=mplus.executable)
Listing B.10: R-syntax for the adjustment procedure of Croon and van Veldhoven
(2007) using lace
implement the simple adjustment model for designs with treatment assignment at the
cluster-level as introduced in Section 5.1. It was used with the following modifications:
In order to not only correct the cluster means of the unit covariate Z, but also of the
outcome variable Y for unreliability, Step 1 and 2 were applied to both the vector of the
outcome variable y and the vector of the unit-covariate z. The vector of adjusted cluster
means of the outcome variable ỹ was then regressed on the vector of the adjusted cluster
means of the unit-covariate z̃, the treatment variable x and the product of z̃ and x using
the general linear model. The ACE-estimator, its standard error and the significance
test of the null hypothesis were then obtained with the general linear hypothesis using
the mean of the adjusted cluster means of the unit-covariate Z in the specification of the
hypothesis matrix A. Step 4, the calculation of a heteroscedasticity-consistent covari-
ance matrix estimator for unequal cluster sizes, was omitted since cluster sizes differed
only moderately in the present simulations and Croon and van Veldhoven (2007) re-
ported that there would be not much efficiency gained by using the heteroscedasticity-
consistent estimator of the standard error. Specifically, the following general linear
model was estimated:




β3 + εg. (B.46)
The model syntax for the general linear model and the GLH as implemented in the
R-package multcomp (Hothorn et al., 2008) with the normal distribution as reference
distribution are given in Listing B.9. The complete R-syntax for the adjustment proce-
dure of Croon and van Veldhoven (2007) is given in Listing B.11.
In order to account for the stochasticity of the unit-covariate, the adjusted cluster
means ỹ and z̃ were also used to obtain estimates, standard errors and significance tests
B.4 Adjustment Procedure of Croon and van Veldhoven (2007) 255
for the average causal effect from lace (Partchev, 2007). Treatment group specific re-
gressions of adjusted cluster-means of the outcome variable ỹ on the adjusted cluster
means of the unit-covariate z̃ were estimated. The ACE-estimator was obtained as a
non-linear constraint of the model parameters; its standard error by means of the multi-
variate delta method. Specifically, the following model was estimated:
ỹ( j)g = α
( j) + β( j)z̃g + ε( j). (B.47)
The model syntax is given in Listing B.10.
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dz <- z - matrix(rep(muz,ng),ncol=mgroup,byrow=T)
xmean <- matrix(0,ng,mind)









d <- x -mm
mse <- t(d) %*% d/(nt-ng)
vu <- mse
d <- mm - matrix(rep(mux,nt),ncol=mind,byrow=T)
msa <- t(d) %*% d /(ng-1)




r1 <- vxi - t(vzxi) %*% r2
id <- diag(mind)
for (i in 1:ng){
p <- solve(r1 +vu/ns[i],r1)
q <- r2 %*% (id-p)
xtilde[i,] <- xmean[i,] %*% p +mux %*% (id-p) +dz[i,] %*% q
}
daf <- data.frame(z,xmean,xtilde,y)
dimnames(daf)[[2]]<- c("ID", "y.mean", "z.mean",
"y.tilde", "z.tilde", "x")
daf$x.z.tilde = daf$x * daf$z.tilde
u <- cbind(rep(1,ng),as.matrix(cbind(daf[,6],daf[,5], daf[,7])))
e <- res$residuals
p <- solve(t(u) %*% u)
h <- diag(u %*% p %*% t(u))
d <- eˆ2/(1-h)
v <- p %*% t(u) %*% diag(d) %*% u %*% p
return(list(




Listing B.11: R-function to obtain the reliability corrected cluster means of the outcome
and the unit-covariate of Croon and van Veldhoven (2007)
C Data Generation Procedures
In this appendix, the implementation of the data generation procedures in R (R De-
velopment Core Team, 2008) and the actual parameters used to generate the data in the
simulation studies in Chapters 4 and 5 are described in more detail. The procedures and
R-functions mirrored the repeated single-unit trials introduced in the respective chapters
closely. However, some small modifications were necessary for practicability reasons.
We first describe the data generation for designs with treatment assignment at the unit-
level and the parameters used in the simulation study in Chapter 4. In the second part
of the chapter, we introduce the data generation procedure for designs with treatment
assignment at the cluster-level and the parameters used in the simulation study in Chap-
ter 5.
C.1 Treatment Assignment at the Unit-Level
In this section, the function for data generation for non-randomized designs with treat-
ment assignment at the unit-level is described. Data generation closely followed the re-
peated single-unit trial introduced generally in Chapter 2 and specifically for the designs
considered in the simulation study in Chapter 4 with small modifications for practica-
bility. The complete R-code used to generate the data in the simulation study is given
in Listing C.1 on page 259, the parameters names are given in the text in typewriter-
style if necessary and are labeled according to their names in the R-function.
Data generation started with the generation of clusters and cluster sizes. In order to
obtain c clusters with a given average cluster size but varying individual sizes, c random
numbers were generated from a uniform distribution with lower bound clusmin and
upper bound clusmax. These numbers were rounded to the nearest integer and used
as cluster sizes nC=c. The generation of the cluster sizes was restricted to ensure that
the total sample size N was equal to the product of the average cluster size nC and the
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number of clusters in the respective condition of the simulation design.
Next, the values of the between-component Zb were generated by drawing c normally
distributed random numbers. The expected value µZb (z.mean) and the variance σ
2
Z
(z.var.betw) could be independently specified. After the generation of the between-
component, the values of Z were obtained by sampling n times from a normal distri-
bution with an expected value of 0 and variance equal to the within-cluster variance of
σ2Zw (z.var.within) and adding the so-generated values of the within-component Zw
to Zb. Hence, the intraclass correlation of the unit-covariate Z was determined by the
two parameters σ2Z and σ
2







Next, the true-outcome variable τ0 in the control condition and the true-effect variable
δ10 were generated by specifying separate linear regressions of the true-outcomes τ0
in the control group and the individual effects δ10 on the between-component Zb, the
within-component Zw and their product:
τ0 = γ00 + γ01 · Zb + γ04 · Zw + γ05 · Zb · Zw + r0 ; C + υ0 ; U , (C.2)
δ10 = γ10 + γ11 · Zb + γ14 · Zw + γ15 · Zb · Zw + r10 ; C + υ10 ; U . (C.3)
The regression weights γ00, γ01, γ04, γ05, γ10, γ11, γ14 and γ15 could be independently
specified. The residuals r0 ; C and r10 ; C represented the residual effects of the clus-
ter variable C on the true-outcome variable in the control group and the true-effect
variable respectively. They were obtained by sampling c times from two independent
normal distributions with mean zero and variances σ2r0 ; C (tau0clus.var) and σ
2
r10 ; C
(delta10clus.var) that could be independently specified. The generated values were
added to the true-outcomes and true-effects within the corresponding cluster. The resid-
uals υ0 ; U and υ10 ; U represented the residual influence of the unit-variable on the true-
outcome variable in the control group and the true-effect variable, respectively. They
were obtained by sampling n times from two independent normal distributions with
mean zero and variances σ2υ0 ; U (tau0.var) and σ
2
υ10 ; U
(delta10.var) that could be
independently specified.
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sim.mrt.data = function(n, y.var, z.mean, z.var.betw, z.var.within,
tau0.var, delta10.var,
tau0clus.var, delta10clus.var,
gamma00, gamma01, gamma04, gamma05,








round(runif(clus-1, min = clus.min - 0.5, max = clus.max + 0.5))
d = (!(sum(clus.sizes) > (n-clus.min))) &
(!(sum(clus.sizes) < (n-clus.max)))
}
clus.sizes = c(clus.sizes, (n-sum(clus.sizes)))
cluster.ID = rep(1:clus, times = clus.sizes)
z.cluster = rnorm(clus, mean = z.mean, sd = sqrt(z.var.betw))
z.betw = rep(z.cluster, times = clus.sizes)
z.with = rnorm(n, mean = 0, sd = sqrt(z.var.within))
z = z.betw + z.with
res.tau0.cluster = rnorm(clus,mean=0, sd=sqrt(tau0clus.var))
res.delta10.cluster = rnorm(clus, mean=0, sd=sqrt(delta10clus.var))
res.tau0.betw = rep(res.tau0.cluster, times = clus.sizes)
res.delta10.betw = rep(res.delta10.cluster, times = clus.sizes)
tau0 = gamma00 + gamma01 * z.betw + gamma04 * z.with +
gamma05 * z.with * z.betw +
res.tau0.betw +
rnorm(n, mean=0, sd = sqrt(tau0.var))
delta10 = gamma10 + gamma11 * z.betw + gamma14 * z.with +
gamma15 * z.with * z.betw +
res.delta10.betw +
rnorm(n, mean=0, sd = sqrt(delta10.var))
x.info = item.logit(g0 + g1* z.with + g2* (z.betw-z.mean),
thr=x.thresholds, slope = x.slope)
x = as.integer(x.info$x)
y = tau0 + delta10*x + rnorm(n, mean=0, sd=sqrt(y.var))
cluster.ID = cluster.ID + 100
d = as.data.frame(cbind(cluster.ID, y, x, z))
return(d)
}
Listing C.1: R-function to generate data according to the repeated single-unit trial for
designs with treatment assignment at the unit-level
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Table C.1: Varied parameters in the simulation study of the generalized ANCOVA with
treatment assignment at the unit-level
Parameter Subcondition Values
clus 20; 50; 200











19 0; 4.992; 7.487; 9.803
σ2Zb =
1
9 0; 3.444; 5.166; 6.764
σ2Zb =
1
4 0; 2.309; 3.464; 4.536
σ2Zb =
3
7 0; 1.777; 2.665; 3.490
gamma10 - gamma11




19 0; 1.174; 2.4; 4.65
σ2Zb =
1
9 0; 0.787; 1.715; 3.21
σ2Zb =
1
4 0; 0.53; 1.1; 2.145
σ2Zb =
3
7 0; 0.409; 0.862; 1.649
Hence, the average causal effect ACE10 was given by the expected value of the true-
effect variable δ10 given in Equation (C.3):
ACE10 = γ10 + γ11 · E(Z). (C.4)
In the next step, the assignment of each unit u to either the treatment or the control
condition was determined. This assignment was based on the values of the within-
component Zw and the between-component Zb. Treatment assignment probabilities
were obtained with a logistic assignment function:
P(X=1 |Z,Zb) =
exp (g0 + g1 · Zw + g2 · [Zb − E(Z)])
1 + exp (g0 + g1 · Zw + g2 · [Zb − E(Z)])
. (C.5)
Parameter g0 determined the average size of treatment and control group, the param-
eter g1 determined the stochastic dependency between the within-component Zw and
parameter g2 determined the dependency of the between-component Zb. The values of
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Zb were centered around their expected value to simplify the interpretation of the equa-
tion and to make the sizes of treatment and control group independent of the choice of
the expected value of the unit-covariate Z. Since Zw and Zb are uncorrelated by defini-
tion, the corresponding partial regression coefficients of the liner logistic regression in
Equation (C.5) are equal to the regression weights of the corresponding simple linear
logistic regressions. The dichotomous treatment variable X — a value of zero indicated
the control group and a value of one indicated the treatment group — was obtained
by sampling n times from a uniform random distribution with lower bound 0 and upper
bound 1 and comparing the resulting values to the unit-specific assignment probabilities
obtained from the assignment function specified in Equation (C.5).
The final step of data generation consisted of generating the values of the outcome
variable Y according to the following equation:
Y = τ0 + δ10 · X + εY . (C.6)
The residual εY was generated by drawing from a normal distribution with an expected
value of 0 and variance σ2Y (y.var).
C.2 Treatment Assignment at the Cluster-Level
In this section, the function for data generation for non-randomized designs with treat-
ment assignment at the cluster-level is described. Data generation closely followed
the repeated single-unit trial introduced generally in Chapter 2 and specifically for the
designs considered in the simulation study in Chapter 5 with small modifications for
practicability. The complete R-code used to generate the data in the simulation is given
in Listing C.2 on page 263. Again, if necessary, the parameter names are presented in
typewriter-style in the text and labeled according to their names in the R-function.
Data generation started with the generation of clusters and cluster sizes. In order to
obtain c clusters with a given average cluster size but varying individual sizes, c random
numbers were generated from a uniform distribution with lower bound clusmin and
upper bound clusmax. These numbers were rounded to the nearest integer and used
as cluster sizes nC=c. The generation of the cluster sizes was restricted to ensure that
the total sample size N was equal to the product of the average cluster size n̄C and the
number of clusters C in the respective condition of the simulation design.
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Table C.2: Constant parameters in the simulation study of the generalized ANCOVA
















Next, the values of the between-component Zb were generated by drawing c normally
distributed random numbers. The expected value µZb (z.mean) and the variance σ
2
Z
(z.var.betw) could be independently specified. After the generation of the between-
component, the values of Z were obtained by sampling n times from a normal distribu-
tion with an expected value of 0 and within-cluster variance σ2Zw (z.var.within) and
adding the so-generated values of the within-component Zw to Zb. Hence, the intraclass
correlation of the unit-covariate Z was determined by the two parameters σ2Z and σ
2
Zw in
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sim.grt.data <- function(n, y.var, z.mean, z.var.betw, z.var.within,
tau0.var, delta10.var,
tau0clus.var, delta10clus.var,
gamma00, gamma01, gamma04, gamma05,








round(runif(clus-1, min = clus.min - 0.5, max = clus.max + 0.5))
d = (!(sum(clus.sizes) > (n-clus.min))) &
(!(sum(clus.sizes) < (n-clus.max)))
}
clus.sizes = c(clus.sizes, (n-sum(clus.sizes)))
cluster.ID = rep(1:clus, times = clus.sizes)
z.cluster = rnorm(clus, mean = z.mean, sd = sqrt(z.var.betw))
z.betw = rep(z.cluster, times = clus.sizes)
z.with = rnorm(n, mean = 0, sd = sqrt(z.var.within))
z = z.betw + z.with
res.tau0.cluster = rnorm(clus,mean=0, sd=sqrt(tau0clus.var))
res.delta10.cluster = rnorm(clus, mean=0, sd=sqrt(delta10clus.var))
res.tau0.betw = rep(res.tau0.cluster, times = clus.sizes)
res.delta10.betw = rep(res.delta10.cluster, times = clus.sizes)
tau0 = gamma00 + gamma01 * z.betw + gamma04 * z.with +
gamma05 * z.with * z.betw +
res.tau0.betw +
rnorm(n, mean=0, sd = sqrt(tau0.var))
delta10 = gamma10 + gamma11 * z.betw + gamma14 * z.with +
gamma15 * z.with * z.betw +
res.delta10.betw +
rnorm(n, mean=0, sd = sqrt(delta10.var))
x.info = item.logit(g0 + g1*(z.cluster-z.mean),
thr=x.thresholds, slope = x.slope)
x = as.integer(x.info$x[cluster.ID])
y = tau0 + delta10*x + rnorm(n, mean=0, sd=sqrt(y.var))
cluster.ID = cluster.ID + 100
d = as.data.frame(cbind(cluster.ID, y, x, z))
return(d)
}
Listing C.2: R-function to generate data according to the repeated single-unit trial for
designs with treatment assignment at the cluster-level
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Table C.3: Varied parameters in the simulation study of the generalized ANCOVA with
treatment assignment at the cluster-level
Parameter Subcondition Values
clus 5; 10; 25; 50











19 0; 2.298; 3.435, 4.992; 7.487; 9.803
σ2Zb =
1
9 0; 1.654; 2.370; 3.444; 5.166; 6.764
σ2Zb =
1
4 0; 1.109; 1.589; 2.309; 3.464; 4.536
σ2Zb =
3





19 0; 1.174; 2.4; 4.65
σ2Zb =
1
9 0; 0.787; 1.715; 3.21
σ2Zb =
1
4 0; 0.53; 1.1; 2.145
σ2Zb =
3
7 0; 0.409; 0.862; 1.649
Next, the true-outcome variable τ0 in the control condition and true-effect variable δ10
were generated by specifying separate linear regressions of the true-outcome variable
in the control group τ0 and the true-effect variable δ10 on the between-component Zb,
the within-component Zw and their product:
τ0 = γ00 + γ01 · Zb + γ04 · Zw + γ05 · Zb · Zw + r0 ; C + υ0 ; U , (C.8)
δ10 = γ10 + γ11 · Zb + γ14 · Zw + γ15 · Zb · Zw + r10 ; C + υ10 ; U . (C.9)
Again, the regression weights γ00, γ01, γ04, γ05, γ10, γ11, γ14 and γ15 could be indepen-
dently specified. The residuals r0 ; C and r10 ; C represented the residual effects of the clus-
ter variable C on the true-outcomes in the control group and the true-effects respectively.
They were obtained by sampling c times from two independent normal distributions
with mean zero and variances σ2r0 ; C (tau0clus.var) and σ
2
r10 ; C (delta10clus.var)
that could be independently specified. The generated values were added to the true-
outcomes and true-effects within the corresponding cluster. The residuals υ0 ; U and
υ10 ; U represented the residual influence of the unit-variable on the true-outcome vari-
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Table C.4: Constant parameters in the simulation study of the generalized ANCOVA
















able in the control group and the true-effect variable, respectively. They were obtained
by sampling n times from two independent normal distributions with mean zero and
variances σ2υ0 ; U (tau0.var) and σ
2
υ10 ; U
(delta10.var) that could be independently
specified.
The average causal effect ACE10 was thus given by the expected value of the true-
effect variable δ10 as given in Equation (C.9):
ACE10 = γ10 + γ11 · E(Z). (C.10)
In the next step, the assignment of each cluster c to either the treatment or the control
condition was determined. The assignment probabilities depended on the values of
the between-component Zb. Treatment assignment probabilities were obtained from a
logistic assignment function:
P(X=1 |V,Zb) =
exp (g0 + g1 · [Zb − E(Z)])
1 + exp (g0 + g1 · [Zb − E(Z)])
(C.11)
The parameter g0 determines the average number of clusters assigned to the treatment
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condition; the parameter g1 determines the stochastic dependence between X and and
the between-component Zb (g1). The values of Zb were centered around their expected
value to simplify the interpretation of the equation and to make the sizes of treatment
and control group independent of the choice of the expected value of the unit-covariate
Z. The dichotomous treatment variable X — a value of zero indicated the control group
and a value of one indicated the treatment group — was obtained by sampling c times
from a uniform random distribution with lower bound 0 and upper bound 1 and com-
paring the resulting values with the unit-specific assignment probabilities obtained from
the assignment function specified in Equation (C.11).
In the final step of the data generation process, the outcome variable Y was generated
according to the following equation:
Y = τ0 + δ10 · X + εY . (C.12)
The residual εY was generated from a normal distribution with expected value of 0 and
variance σ2Y (y.var).
D Dependent Variables in the
Simulations
Convergence. The convergence rate was computed as the number of converged so-
lutions relative to the number of replications per cell of the simulation design. Conver-
gence rates were calculated separately for each method.
Bias of ACE-Estimator. Since the true average causal effect was zero in all con-
ditions of the simulations, the mean bias of the estimator of the average causal effect
was simply defined as the mean of the parameter estimate over the replications in a
simulation condition:
MB(ÂCE10) = ÂCE10. (D.1)
In accordance with the recommendations by Boomsma and Hoogland (2001), an abso-
lute bias of |MB| ≤ 0.025 was deemed acceptable.
Efficiency of ACE-Estimator. The mean squared error (MSE) was used to compare
the relative efficiency of the estimation method. Since the ACE was equal to zero in all
experimental conditions, the MSE of the ACE-estimator in a condition of the simulation







where R is the number of replications per cell.
Relative Bias of Standard Error. The bias of the standard errors were evaluated
using the mean relative bias (MRB, Boomsma & Hoogland, 2001). The MRB of the
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where ŜE(ÂCE10) is the mean of the estimated standard errors and SD(ÂCE10) is the
observed standard deviation of the parameter estimates. Both values were calculated
over NR = 1000 replications per cell in the present simulation. The relative bias mea-
sure can be interpreted as the percentage of bias in a parameter estimator relative to
the true value of the parameter. It is independent of the true parameter value and can
thus be used to compare the biasedness of standard error estimators whose true values
substantially decrease with larger sample sizes.
Type-1-Error Rate. The adherence to the nominal α-level, i.e., the actual type-1-
error rate, when testing the H0: ACE10 = 0 was also analyzed. The rejection frequency
(RF) over NR = 1000 replications, based upon the number of significant results for
two-sided-tests of the H0: ACE10 = 0 using the respective reference distributions for
the test statistics was used to determine the control the nominal significance-level for
every method in each cell of the experimental design. The RFs were calculated for
three commonly used significance levels α1 = 0.1, α2 = 0.05 and α3 = 0.01.
Given NR and α, the rejection frequency follows a binomial distribution, i.e., RF ∼
Bin(NR, α). Hence, confidence intervals can be calculated, that contain the empirical
value of the RF with a certain probability when the nominal α-level is controlled by
the test. These intervals are used as criteria for acceptable behavior of the z-score
(Boomsma & Hoogland, 2001). The 95%-prediction intervals for experimental cells
were constructed for every significance level and resulted in the following intervals:
CI(α=0.1) = [82, 119], CI(α=0.05) = [37, 64] and CI(α=0.01) = [4, 17], i.e., when
testing at the respective significance levels, only 5% of the observed RF should fall
outside the prediction intervals, if the α-level is properly controlled by the test statistic.
E Contents of the Accompanying CD
The accompanying CD contains the raw results of the simulation studies presented in
Chapters 4 and 5 as text files that can be imported into any statistical package. Addi-
tionally, graphics for all statistical methods and dependent measures are given that are
similar to the graphics presented in the aforementioned chapters.
The file system of the CD is structured as follows, file names are self-explanatory:
• Unit: Contains the results of the simulation for treatment assignment at the unit-
level.
– data: Contains separate raw data files for each dependent measure.
– pics: Contains the graphic files for . . .
∗ convergence: . . . average convergence rates,
∗ bias ace: . . . mean bias of the ACE-estimators,
∗ bias se: . . . mean relative bias of the standard error estimators,
∗ alpha: . . . type-1-error rates.
• Cluster: Contains the results of the simulation for treatment assignment at the
cluster-level.
– data: Contains separate raw data files for each dependent measure.
– pics: Contains the graphic files for . . .
∗ convergence: . . . average convergence rates,
∗ bias ace: . . . mean bias of the ACE-estimators,
∗ bias se: . . . mean relative bias of the standard error estimators,
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