A subexponential algorithm for discrete logarithms over hyperelliptic curves of large genus over GF(q)  by Adleman, Leonard M. et al.
Theoretical Computer Science 226 (1999) 7{18
www.elsevier.com/locate/tcs
A subexponential algorithm for discrete logarithms over
hyperelliptic curves of large genus over GF(q)
Leonard M. Adleman, Jonathan DeMarrais, Ming-Deh Huang 
Computer Science Department, University of Southern California, Los Angeles, CA 90089, USA
Abstract
There are well-known subexponential algorithms for nding discrete logarithms over nite
elds. However, the methods which underlie these algorithms do not appear to be easily adapt-
able for nding discrete logarithms in the groups associated with elliptic curves and the Jacobians
of hyperelliptic curves, except for very special cases (Menezes et al., IEEE Trans. Inform.
Theory 39 (1993) 1639{1646, Okamoto and Sakurai, Lecture Notes in Computer Science,
vol. 576, Springer, Berlin, 1991). This has led to the development of cryptographic systems
based on the discrete logarithm problem for such groups (Koblitz, Math. Comput. 48 (1987)
203{209, J. Cryptogr. 1 (1989) 139{150, Menezes, Elliptic Curve Public Key Cryptosystems,
Kluwer, Dordrecht, 1993, Miller, Lecture Notes in Computer Science, Springer, Berlin, 1986,
pp. 417{426). In this paper a subexponential algorithm is presented for nding discrete loga-
rithms in the group of rational points on the Jacobians of large genus hyperelliptic curves over
prime elds. We give a heuristic argument that under certain assumptions, there exists a con-
stant c62:181 such that for g2Z>0 and odd prime powers q with log q6(2g + 1)1− and
0< =o(1), the algorithm computes discrete logarithms in the group of rational points on the
Jacobian of a genus g hyperelliptic curve over GF(q) of the form y2 =f(x) with deg(f)= 2g+1,
within expected time Lq2g+1 [1=2; c], or equivalently, Lqg [1=2; c
0] with c0=
p
2c. c© 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Let K be a eld of characteristic dierent from 2, let f2K[x] be a polynomial of
odd degree n=2g+1 without multiple roots, and let H be the smooth projective curve
associated with y2 − f. Then H is a hyperelliptic curve of genus g. Let K(H) be the
function eld of H over K , let J = JK (H) be the divisors of degree 0 modulo the
 Corresponding author.
E-mail addresses: adleman@pollux.usc.edu (L.M. Adleman), jed@pollux.usc.edu (J. DeMarrais), huang@
pollux.usc.edu (M. Huang)
0304-3975/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(99)00061 -4
8 L.M. Adleman et al. / Theoretical Computer Science 226 (1999) 7{18
principal divisors of K(H), then J is isomorphic as a group to the group of K-rational
points on the Jacobian of H . If g=1 then H is an elliptic curve. In this paper, we
assume that K is a nite eld. In this case, it is known that J = JK (H) is a nite group.
Given two elements ;  in J the discrete logarithm problem is to calculate an
r 2Z>0 (if such exists) such that r= .
There are well-known subexponential algorithms for nding discrete logarithms over
nite elds. However, the methods which underlie these algorithms do not appear to
be easily adaptable for nding discrete logarithms in the groups associated with el-
liptic curves and the Jacobians of hyperelliptic curves, except for very special cases
[14, 17]. This has led to the invention of cryptosystems whose security is based on
the diculty of discrete logarithms over the groups associated with elliptic curves
[9, 13, 15], and more recently the groups associated with the Jacobians of hyperelliptic
curves [10].
Somewhat surprisingly, the high genus hyperelliptic curve case may be easiest to
solve. We present an algorithm that is subexponential for curves of high genus. For
the elliptic curve case our algorithm will be slower than the naive algorithm. We give a
heuristic argument that under certain assumptions, there exists a constant c62:181 such
that for g2Z>0 and odd prime powers q with log q6(2g + 1)1− and 0< =o(1),
the algorithm computes discrete logarithms in the group of rational points on the
Jacobian of a genus g hyperelliptic curve over GF(q) of the form y2 =f(x) with
deg(f)= 2g + 1, within expected time Lq2g+1 [1=2; c], or equivalently, Lqg [1=2; c0] with
c0=
p
2c. Here the L-notation is dened as follows. For N 2Z>0; s; c2R with
06s61,
LN [s; c] = exp((c + o(1))(log N )s(log log N )1−s)
as N!1.
2. Preliminaries
2.1. Solving for the structure of a nite abelian group
A nite abelian group G is isomorphic as a Z-module to
Lt
i=1 Z=diZ for some di
where di>0 and di jdi+1 [7]. We call a set of elements x1; : : : ; xt 2G a set of structural
generators for G if G=
L t
i= 1Zxi with Zxi = Z=diZ for i=1; : : : ; t. The discrete
logarithm problem on G becomes trivial once a set of structural generators x1; : : : ; xt
for G is determined and an algorithm is available for expressing any element of G
in terms of the generators. Indeed, given elements ; 2G where  = Pti=1 ixi, and
 =
Pt
i=1 ixi, to solve the discrete logarithm problem, one needs to nd an r such that
r = . This can be done by simply solving the congruences ri  i mod di, i =
1; 2; : : : ; t.
Suppose G is known to be generated by g1; : : : ; gn, so that every element of G can be
presented additively as
Pn
i= 1 aigi with ai 2Z. Let A be the free Z-module with basis
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e1; : : : ; en;  : A!G be the homomorphism such that  (
Pn
i= 1 aiei)=
Pn
i= 1 aigi, and R
be the kernel of . Then G is isomorphic to A=R, and every =
Pn
j= 1 mjej 2R is called
a relation for G in the sense that it determines a relation
Pn
j= 1 mjgj =0 among the gi.
Suppose a nite set of m relations 1; : : : ; m is found which generates the kernel R as
a Z-module. Let i =
Pn
j= 1 mijej for i=1; : : : ; m, and let M be the matrix (mij). Then
a set of structural generators for G can be determined from M in polynomial time [8].
More specically, a matrix P=(pij)2GL(n;Z) and a matrix Q=(qij)2GL(m;Z) can
be constructed with the following properties. The mn matrix QMP−1 =D is diagonal
(all zero away from the diagonal entries), with the diagonal entries d1; : : : ; dn satisfying
di jdi+1 for i=1; : : : ; n− 1. For i=1; : : : ; n, let xi=
Pn
j= 1 pijgj, then xi has order di,
#G=
Qn
i= 1 di and G=Zx1  Zxn (when di=1, the corresponding summand Zxi
is trivial). Moreover, given an element 2G where = Pni=1 igi, then =
Pn
i= 1 
0
i xi,
where (1; 2; : : : ; n)P−1 = (01; 
0
2; : : : ; 
0
n).
Some remarks on the computational aspects of the preceding methods are in order.
In the case fig does not generate R, there are several cases. If di=0 for some i,
then it can be easily determined that the set fig does not generate R and that more
relations are needed. If all di are positive, then
Qn
i= 1 di is a multiple of #G. We may
express =
Pn
i= 1 ixi, and =
Pn
i= 1 ixi and determine if there exists an r such that
ri  i mod di, i=1; 2; : : : ; n. If such an r exists then r=  as desired (though the
r found may not be the least positive one). However, these congruences may fail to
have a solution despite the fact that there exists an r such that r= . If one knows
a priori that such an r exists then one can collect further relations on G until it is
found. Unfortunately, if no such r exists then no amount of relations will 0reveal this.
For this reason our algorithm will nd discrete logarithms when they exist but will run
forever when they do not. If #G is known or can be eciently approximated to within
a factor of 2, then our algorithm can be modied to recognize when no solution to the
discrete logarithm problem exists.
2.2. Representing and adding elements of the Jacobian
We refer to [4] for basic facts concerning algebraic curves, and to [16] for basic
facts concerning hyperelliptic curves.
Let C be a smooth projective curve dened over a eld K . We denote by K(C)
the function eld of C over K . A prime of K(C) is the maximal ideal of a discrete
valuation ring of K(C)=K . A K-rational divisor (or simply a K-divisor) D of C is
a formal sum D=
P
P mPP where P ranges over all primes of K(C), mP 2Z, and
mP =0 for all but nitely many P. The degree of D, denoted deg(D), is dened
by deg(D)=
P
P mP[k(P) :K] where k(P) denotes the residue class eld of P. The
support of D, denoted supp(D), is the set of primes P in K(C) with mP 6= 0. Let
DivK (C) denote the set of K-divisors of C. Then DivK (C) is a group under the formal-
sum operation with the 0-divisor,
P
P 0P, as the identity. Let Div
0
K (C) denote the
subgroup of DivK (C) of divisors of degree 0. For f2K(C), the divisor of f, denoted
div(f), is dened by div(f)=
P
P ordP(f)P, where P ranges over all primes of K(C)
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and ordP(f) denotes the order of f with respect to the discrete valuation for P. Let
DivlK (C)= fdiv(f): f2K(C)−f0gg. Then DivlK (C) is a subgroup of Div0K (C). Two
divisors D;D0 2DivK (C) are linearly equivalent i D − D0 2DivlK (C). The Jacobian
group of C over K , denoted JK (C), is the quotient group Div
0
K (C)=Div
l
K (C). For all
D2Div0K (C), let [D] denote the class of D in JK (C).
Suppose K is a nite eld. Let K denote the algebraic closure of K . For D=
P
P mPP 2DivK (C), let D^ =
P
P mPP^ where P^ denotes the formal sum of all distinct
primes of K(C) containing P.
Let H be a hyperelliptic curve of genus g with an ane model y2−f over a nite
eld K , where f2K[x] is of degree 2g+1 without multiple roots. Let C = f(x; y) j x; y
2 K , and y2 =f(x)g. Then the set of points on H over K can be identied with C
together with an additional K-rational point which we shall call the point at innity,
denoted by 1. We shall also denote by 1 the prime in K(H) corresponding to the
rational point at innity. The function eld K(H) can be identied with the quadratic
extension K(x; y) over the rational function eld K(x) with y2 =f(x). Let  denote
the automorphism of K(H) over K(x) sending y to −y. For z 2K(H), let N (z) denote
the norm of z relative to K(x).
For all P=(x; y)2C, dene its opposite P0 to be the point (x;−y). Let D2Div0K (H).
Then D=
P
P mPP − (
P
P mP)1 where P ranges over all points in C, mP 2Z, and
mP =0 for all but nitely many P 2C. We call D semi-reduced if and only if for
all P 2C, (i) mP>0, (ii) when P0 6= P, either mP =0 or mP0 =0, and (iii) when
P=P0, mP =0 or mP =1. We call D reduced if and only if D is semi-reduced andP
P 2C mP6g. For all D2Div0K (H), we call D semi-reduced (reduced) if and only if
D^ is semi-reduced (reduced).
All semi-reduced D2Div0K (H) can be uniquely represented by a pair of polynomials
a and b with a; b2K[x] such that if D^= Pmi(xi; yi)−(
P
mi)1, then a=
Q
(x−xi)mi
and b is the unique polynomial of degree less than the degree of a such that b(xi)=yi
for each i, and a j (b2 − f). We will use the notation D=div(a; b).
Given two reduced K-rational divisors of degree 0, D1 = div(a1; b1) and D2 = div(a2;
b2), then we can nd a reduced divisor D3 = div(a3; b3) for [D1 + D2] in polynomial
time using Cantor’s algorithm [3].
The discrete logarithm problem over JK (H) can be formulated as follows: given two
reduced K-rational divisors of degree 0, D1 = div(a1; b1) and D2 = div(a2; b2), to nd
an r 2Z such that r[D1]= [D2] in JK (H); or equivalently, rD1 − D2 2DivlK (H).
3. Technical preparations for the algorithm
3.1. Prime divisors
Let u be an irreducible polynomial in K[x]. We say that y2 − f splits mod u if
y2 − f has two distinct roots in the nite eld K[x]=u, where f is the image of f in
K[x]=u. In other words, let  be a root of u, then y2 − f() has two distinct roots in
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K(). We say that a prime P in K(H) lies over u if u2P. We call u a splitting prime
if u does not divide f and y2 − f splits mod u. In this case, there are two distinct
primes in K(H) lying over u, each with ramication index and residue class degree 1
over u. We call u inert if u does not divide f and y2−f does not split mod u. In this
case, there is one prime P in K(H) lying over u, u is a principal generator for P, and
P is unramied with residue class degree 2 over u. We call u ramied if u divides f.
In this case, there is one prime P in K(H) lying over u, P has ramication index 2
and residue class degree 1 over u and y2P. We shall call a prime in K(H) splitting,
inert, or ramied, respectively, if it lies over a prime u in K(x) that is splitting, inert,
or ramied, respectively.
For all primes P in K(H) other than the prime at innity, let DP =P−[k(P) :K]12
Div0K (H). Suppose P lies over an irreducible polynomial u of K[x]. If P is splitting,
then DP =div(u; v) where v2K[x] is of degree less than u such that y− v2P. In this
case, for every root  of u, (; v()) and (;−v()) are the two points on C lying
over , both being rational over K(). If P is ramied, then DP =div(u; 0). In this
case, for every root  of u, (; 0) is the unique point on C lying over . If P is inert,
then DP =div(u). In this case, for every root  of u, the two points on C lying over 
are conjugate over K(), hence both primes in K(H) corresponding to the two points
are in P^. It follows that P cannot be in the support of any semi-reduced K-rational
divisor.
Let D2Div0K (H). Then D=
P
P mPDP where P ranges over all primes in supp(D)
not equal to 1. We refer to the formal sum as the decomposition of D into prime
divisors. Suppose D is semi-reduced. Then D=D0 + D1 where D0 =
P
P DP with P
ranging over all ramied primes in supp(D), and D1 =
P
P mPDP with P ranging over
all splitting primes in supp(D). We refer to D0 and D1 as the ramied part and the
splitting part of D, respectively.
3.2. Decomposing a linear divisor into prime divisors
Let D=div(Ay + B) where A; B2K[x] and are relatively prime. Let u be an ir-
reducible polynomial in K[x]. Then supp(D) contains a prime over u i u jN (Ay +
B)=B2−A2f. Suppose u jN (Ay+B)=B2−A2f. Then u cannot be inert. Otherwise,
let P be the prime over u in K(H). Since P=P, −Ay + B2P and Ay + B2P, it
follows that B2P, so u jB. Also 2Ay2P and since y =2P, it follows that A2P hence
u jA, contradicting the assumption that A; B are relatively prime.
Suppose u jN (Ay + B) and that u is ramied. Let P be the prime over u in K(H).
Then u jf, so u jB also. Since y2P it follows that ordP(Ay+B)>1, and that ordP(Ay−
B)>1. Since A and B are relatively prime, it follows that u does not divide A, hence
u k (B2−A2f)=N (Ay+B). Since u is ramied, we have ordP(u)= 2, hence ordP(B2−
A2f)= 2, consequently ordP(Ay+B)= ordP(Ay−B)= 1. It follows that the coecient
of DP in D is 1.
Suppose u is splitting. Let P be a prime over u in K(H). Then DP =div(u; v) where
v2K[x] is of degree less than u such that y− v2P. Hence Ay+ B2P i Av+ B2P
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i u jAv + B. Suppose this is the case then Ay + B =2P. Otherwise −Ay + B2P,
hence 2Ay; B2P. Since y =2P, it follows that A; B2P hence u divides both A and B, a
contradiction. Hence the coecient of P in D is ordP(Ay+B)= ordP((Ay+B)(−Ay+
B))= ordP(B2 − A2f). Since P is unramied, ordP(B2 − A2f) is the number m such
that um k B2 − A2f.
From the preceding discussion we see that D is semi-reduced with the ramied
part D0 = div(d; 0) where d=gcd(f; B), and the decomposition of D into prime di-
visors can be done in expected time polynomial in the degree of A; B and
log(#K).
3.3. Decomposing a semi-reduced divisor into prime divisors
Let D=div(a; b) be a semi-reduced divisor. Then as observed before, supp(D) con-
tains no inert prime and D can be written as D=D0 + D1 where D0 and D1 are the
ramied part and the splitting part of D, respectively. The ramied part D0 of D is
easy to obtain. In fact D0 = div(d; 0) where d=gcd(a; f). Let u be a splitting prime in
K(x). Then supp(D) contains a prime lying over u i u j a. For every splitting prime
u of K(x) such that u j a, let v= bmod u. Then the prime in supp(D) lying over u is
the prime P that contains y − v, and the coecient for P in D is m such that umjja.
Hence, a decomposition of D into prime divisors can be obtained in expected time
polynomial in the degree of a and log(#K).
3.4. Removing ramied primes from a semi-reduced divisor
Let D; a; b; d; D1 be as in the preceding subsection. From Section 3.2 we see that
div(y−d) is semi-reduced with ramied part div(d; 0). Let div(y−d)= div(d; 0)+D0
where D0 is the splitting part of div(y − d). Then D− div(y − d)=D1 −D0 has only
splitting primes in the support. From the decomposition of D and div(y − d) into
prime divisors, and using the fact that for splitting primes P, DP+DP 2DivlK (H), we
can easily transform D1 −D0 into a linearly equivalent semi-reduced divisor ~D whose
support contains only splitting primes. Moreover, this can be done in expected time
polynomial in the degree of a and log(#K).
To summarize, we have shown:
1. Given a semi-reduced D=div(a; b), we can nd, in expected time polynomial
in the degree of a and log(#K), a linearly equivalent semi-reduced divisor ~D=
P
P mPDP where P ranges over the splitting primes.
2. Consequently, JK (H) is generated by f[DP] : P is a splitting prime in K(H)g.
Since every divisor class of JK (H) contains a reduced divisor [16], it follows that
JK (H) is generated by the set of [DP] where P is a prime of K(H) lying over a
prime of K(x) of degree no greater than g. In what follows we will assume that
f[DP] :P is a splitting prime in K(H) lying over a prime u2K(x) of degree no
greater than logq Lqn [1=2; 1=2]g generates JK (H). This is stronger than what was ob-
served, but nonetheless seems plausible based on heuristic reasoning (see the analysis of
Section 5, Stage 5).
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3.5. Smoothing a prime divisor
Let G be a set of splitting primes in K(x). A polynomial k2K[x] is G-smooth i
all irreducible factors of k are in G. A divisor D2Div0K (H) is G-smooth i the non-
innity primes in supp(D) all lie over primes in G. Let P be a splitting prime in
K(H). Then DP =div(u; v) where v2K[x] is of degree less than u such that y−v2P.
Suppose DP is not G-smooth. To nd a linearly equivalent divisor of DP which is G-
smooth, it is sucient to nd relatively prime A; B2K[x] such that u j B2 − A2f and
(B2−A2f)=u factors into primes in G. From earlier discussions on the decomposition of
linear divisor, we see that these conditions imply div(Ay+B) and similarly div(−Ay+B)
are semi-reduced, with all primes in their supports except P or P lying over primes
in G.Moreover, either ukAv + B or uk − Av + B, but not both. In the rst case,
PkAy + B and div(Ay + B) − DP is G-smooth. In the second case, P k −Ay + B and
div(−Ay+B)−DP is G-smooth. The decomposition of the resulting divisor into prime
divisors can be computed using the procedure described earlier.
4. Algorithm
Let K be a nite eld of characteristic dierent from 2. Let H be a hyperelliptic
curve over a K with an ane model y2 − f where f2K[x] is irreducible of odd
degree and without multiple roots.
Let D and D be two reduced divisors in Div
0
K (H) such that there exists some
r 2Z>0 with r[D] = [D]. Our goal is to nd such an r.
Let n= degf. We will choose a bound S (to be determined later), and let G be
the set of splitting primes in K(x) of degree bounded by S.
We rst construct for D a linearly equivalent semi-reduced divisor ~D=
P
PmPDP
where P ranges over splitting primes (not necessarily lying over primes in G). This
can be done in random polynomial time as discussed in Section 3.4.
For each P 2 supp( ~D), we construct for DP a linearly equivalent semi-reduced divi-
sor SP such that SP is G-smooth. Let DP =div(u; v). As discussed in Section 3.5, it is
sucient to nd relatively prime A; B2K[x] such that u j B2−A2f and (B2−A2f)=u fac-
tors into primes in G. This is done by randomly choosing A2K[x] of degree bounded
by some S 0 (to be determined later), and setting B= −Av(mod u), until a successful
pair A; B is found.
In this manner we construct for D a linearly equivalent E=
P
i eiDPi where Pi lies
over a prime in G. We construct in like manner for D a linearly equivalent E which
is G-smooth.
We then randomly choose many relatively prime pairs (A; B) with A; B2K[x] of
degree bounded by S 0 and test Ay + B for G-smoothness. Each pair which passes the
test gives a relation on JK (H). As discussed in Section 2.1, when suciently many
such relations have been obtained we can determine the group structure, a basis with
respect to the group decomposition, and express [E] and [E] with respect to the basis.
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We then solve congruence relations to nd r. If no such r is found another pair is
chosen and the step is repeated.
The algorithm is described in some details below.
Algorithm
(1) Input q; f; a; b; a; b, where q is an odd prime power, f2K[x], (where K =
GF(q)), of odd degree n and having no multiple roots, a; b; a; b 2K[x], such
that there exist reduced degree 0 K-rational divisors D; D 2Div0K (H) of the
curve H associated with y2−f, with D=div(a; y−b), and D=div(a; y−b).
(2) Choose the bounds S and S 0 (to be determined later). Find G= fg j g2K[x] monic
irreducible, deg g6S, g 6 jf and f a square mod gg. Let w=#(G). Let g1; : : : ; gw
be an ordering of G.
(3) For i=1; : : : ; w there are two roots of y2 −fmod gi. Select one (choice will not
matter) and denote it yi. Then div(gi; yi)=DPi where Pi is a splitting prime in
K(H) lying over gi.
(4) As described earlier, construct for D a linearly equivalent semi-reduced divisor
~D=
Pm
i=1 qiDQi where the Qi are splitting primes (not necessarily lying over
primes in G). Similarly, construct ~D for D, where ~D=
Pm0
i=1 riDRi .
(5) For i=1; : : : ; m, let DQi =div(ui; vi) and repeat the following.
(a) Choose a random polynomial A2K[x] of degree less than or equal to S 0 and
let B=−Avimod ui. Repeat until A and B are relatively prime.
(b) If (B2 − A2f)=ui is not G-smooth go to Stage 5a. Otherwise (B2 − A2f)=ui
=
Qw
j=1 g
ej
j . For j=1; : : : ; w, if Ayj + B  0mod gj then i; j =−ej, else
i; j = ej. Let i be the vector (i;1; i;2; : : : ; i;w).
(6) For i=1; : : : ; m0, let DRi =div(ui0 ; vi0) and repeat the following.
(a) Choose a random polynomial A2K[x] of degree less than or equal to S 0 and
let B=−Avi0 mod ui0 . Repeat until A and B are relatively prime.
(b) If (B2 − A2f)=ui0 is not G-smooth go to Stage 6a. Otherwise (B2 − A2f)=ui0
=
Qw
j=1 g
fj
j . For j=1; : : : ; w, if Ayj + B  0mod gj then 0i; j =−fj, else
0i; j =fj. Let 
0
i be the vector (
0
i;1; 
0
i;2; : : : ; 
0
i; w).
(7) Let  be the vector
Pm
i=1 qii, and  be the vector
Pm0
i=1 ri
0
i .
(8) Repeat until the discrete logarithm is found.
(a) Repeat until an additional j is produced.
(i) Randomly choose relatively prime monic polynomials A; B2K[x] of de-
gree less than or equal to S 0. Let g=A2f − B2.
(ii) If g=
Qw
i=1 g
ei
i (i.e. if g is G-smooth): for i=1; : : : ; w if Ayi + B 
0mod gi then ei0 = ei, else ei0 =− ei. Let j be the vector (e10 ; e20 ; : : : ; ew0)
(b) Form the matrix M = (mj k) with mj k equal to the kth component of j. If
the rank of M is less than w then go to Stage 8a.
(c) As described in the preliminary section, nd the matrices P;D=(di); Q, and
calculate x1; : : : ; xw such that the structure of the group with the relations
generated so far is Zx1  Zx2      Zxw. If the product of di exceeds
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(q1=2 + 1)2g, then go to Stage 8a. (It is known that #JK (H)6(q1=2 + 1)2g
[10].)
(d) Let (t1; : : : ; tw)= P−1, and (s1; : : : ; sw)= P−1.
(e) If there exists an r 2Z>0 such that rtj = sj moddj for all j=1; 2; : : : ; w, then
output r. Otherwise go to Stage 8a.
5. Analysis of algorithm
Let S = logq Lqn [1=2; a], and S
0= logq Lqn [1=2; b] (where a; b, with a; b2R>0 and
a < b, will be determined later).
Our analysis will make use of results on the number of smooth polynomials of
bounded degree. Let Nq(n; m) denote the number of polynomials over GF(q) of degree
n with no irreducible factors of degree greater than m. Then it follows from Theorem
3.2.48 of
Lovorn [11] and an improvement of the result in [19] (see also [12]) that for any
 > 0, when log q6n1−:
Nq(n+ 2S 0; S) = qn+2S
0
Lqn [1=2;−1=(2a)]:
We will henceforth assume that log q6n1−.
In the algorithm several matrix operations are performed. These include the calcu-
lation of the determinant of M , the calculation of P;Q;D; P−1 and the calculation of
P−1 times a vector. By [8] these can be performed in polynomial time. Let k 2R>1
be the least such that they can be performed within time wk .
Stage 1: Stage 1 will not add signicantly to the running time.
Stage 2: For Stage 2, the number of polynomials of degree less than S, is qS =
Lqn [1=2; a]. We determine whether f is a square modulo each of these polynomials.
This can be done in random polynomial time using Berlekamp’s algorithm [2]. Thus
the expected running time for Stage 2 is at most Lqn [1=2; a].
Stage 3: In Stage 3, a square root modulo gi is calculated. This can also be done
with Berlekamp’s algorithm in random polynomial time. Since w is bounded by qS =
Lqn [1=2; a], the expected running time for Stage 3 is at most Lqn [1=2; a].
Stage 4: It follows from the fact that D and D are reduced that the degree of a
and the degree of a are less than n. Hence as described in Section 3.4, Stage 4 can
be done in expected time polynomial in #K and n. Hence the expected running time
for Stage 4 is negligible.
Stage 5: Since the degree of a is less than n, it follows from Section 3 that there
are at most n splitting primes in supp(D) and that each such prime P is such that
DP =div(u; v) with degree of u less than n. Letting d= gcd(a; f), it follows that there
are at most n splitting primes in supp(div(y− d)) and that each such prime P is such
that DP =div(u; v) with degree of u less than n. From this we can conclude that m62n
and deg ui6n, i = 1; 2; : : : ; m.
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It follows from the above that in Stage 5a{b, the degree of (B2−A2f)=ui is at most
n + 2S 0. Using the usual heuristic that the chance of (B2 − A2f)=ui being smooth is
the same as the chance of a random polynomial of the same degree being smooth, it
follows that the chance is Lqn [1=2;−1=(2a)]. So the expected number of A’s that must
be tried is Lqn [1=2; 1=(2a)]. Hence we have the constraint that b  1=(2a).
Since factoring polynomials can be done in random polynomial time [2], it follows
that the expected running time for Stage 5 is at most Lqn [1=2; 1=(2a)].
Stage 6: As in Stage 5, the expected running time for Stage 6 is at most
Lqn [1=2; 1=(2a)].
Stage 7: Stage 7 will not add signicantly to the running time.
Stage 8a: As in the analysis of Stage 5, the degree of B2 − A2f is at most n+ 2S 0.
Again using the heuristic that the chance of B2−A2f being smooth is the same as the
chance of a random polynomial of the same degree being smooth, it follows that the
chance is Lqn [1=2;−1=(2a)]. So the expected number of A; B pairs that must be tried
until a new  is obtained is Lqn [1=2; 1=(2a)].
Since factoring polynomials can be done in random polynomial time [2], it fol-
lows that the expected running time for a single pass through Stage 8a is at most
Lqn [1=2; 1=(2a)].
Stage 8b: The rank of M can be calculated within
wk =Lqn [1=2; ka]:
Stage 8c: Solving for P;D;Q; P−1 can be done in time wk =Lqn [1=2; ka]. Thus the
expected running time for a single pass through Stage 8c is at most Lqn [1=2; ka].
Stage 8d: As indicated above, the expected running time of this stage is at most
Lqn [1=2; ka].
Stage 8e: Solving the system of linear congruences take time polynomial in log(
Q
i di)
=O(g log q). Hence the running time in Stage 8e is negligible.
Stage 8: The number of repeats of Stage 8 required is essentially the question of
when enough relations on the class group of the function eld have been found to
dene the class group entirely. This is a problem which also arises in considering
algorithms that calculate the class group of algebraic number elds [20]. Heuristically
the number of ’s needed should be slightly more than the number of elements in
the \factor base" G, or roughly Lqn [1=2; a]. We will henceforth assume that this is the
number of repeats of Stage 8 which are required.
Since as argued in Stage 8a, the expected number of A; B pairs that must be tried
until a new  is obtained is
Lqn [1=2; 1=(2a)]:
And Lqn [1=2; a] many ’s are needed, so it follows that we have the constraint that
2b>a+ (1=(2a)).
The expected time for one pass of Stage 8 is
max(Lqn [1=2; 1=(2a)]; Lqn [1=2; ka]):
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To minimize take a=1=
p
2k. Thus the total running time for Stage 8 is
Lqn [1=2; (k+1)=
p
2k]. Using the constraints in Stages 5 and 8a we can take b =
p
2k=2.
The entire algorithm is dominated by the running time of Stage 8, so the total
expected running time is at most Lqn [1=2; (k + 1)=
p
2k].
6. Discussion
The algorithm cannot determine if the discrete logarithm problem has no solution.
This is not a serious problem for cryptographic applications since in that setting one
is usually guaranteed that a solution does exist.
The more eciently the matrix operations in the algorithm can be performed the
better the overall running time. From the results of Iliopoulos [6], it appears that
k =7:376 is provable. This would give an expected running time of Lqn [1=2; 2:181].
However, this method does not take into account the sparseness of the matrices which
occur in our algorithm. k =3 is reasonable if the coecients do not get too large,
in which case, the algorithm runs in expected time Lqn [1=2; 4=
p
6]. If sparse matrix
methods can be brought to bear, then k = 2 might be possible, which would result in
an expected time of Lqn [1=2; 3=2]. Further, if one assumes that the required number of
’s needed is w + c for some c polynomial in the size of the input, then the analysis
may be modied giving an expected running time of Lqn [1=2; 3=
p
6] or Lqn [1=2; 1] when
k is assumed to be 3 or 2, respectively.
The algorithm can also be extended to the case of nite elds of characteristic 2.
In that case, the curve equations take the form y2 + h(x)y=f(x) and one needs to
adapt the steps of the method to this special case. We referc to [10] for a discussion
on the curve model and the addition algorithm on the Jacobian in characteristic 2.
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