This paper provides a recursion-theoretic characterization of the functions computable in logarithmic space, without explicit bounds in the recursion schemes. It can be seen as a variation of the Clote and Takeuti characterization of logspace functions [7] , which results from the implementation of an intrinsic growth-control within an inputsorted context.
Introduction
A lot of work has been done in order to provide recursion-theoretic characterizations of relevant classes of computational complexity. Some of these machine independent characterizations address explicitly the resource constraints of the complexity classes by imposing bounds in the recursion schemes. This is, for instance, the case of the Cobham characterization of polytime functions [6] , the Thompson characterization of polyspace functions [18] , and the Clote and Takeuti characterization of NC and logspace functions [7] . Different techniques to implement an intrinsic growth-control have been developed and with them characterizations without explicit bounds in the recursion schemes have been achieved. Besides others, we mention: for the class of polytime functions [3] , [10] , [14] ; for the class of polyspace functions [15] , [17] ; for NC [11] , [5] , [16] , [4] . The aim of the present paper is to provide such a characterization for the logspace functions. Working in an input-sorted context, as in [3] , and based on [7] , we establish an implicit characterization of the class of functions computable in logarithmic space -Logspace.
There exists an implicit characterization of the small-output logspace functions due to Bellantoni, see [1] . By "small-output" we mean that the length of the output is logarithmically dominated by the length of the input. The functions considered by Bellantoni have numeric inputs and a sort of unary outputs. This non standard aspect is avoided in the characterization given here. Moreover, we characterize all logspace functions.
For other implicit characterizations of logspace (decidable sets) we refer to Jones [9] , Møller Neergaard [12] and [13] , and work of Hofmann [8] . As Hofmann wrote, separating logspace from P or NP seems more accessible than separating P from NP or such like, but surprisingly little work exists concerning implicit characterizations of logspace. In particular, little work exists concerning recursion-theoretic implicit characterizations of this class.
Notation
We work over the set {0, 1} * of all finite binary sequences (i.e., leading zeroes are allowed), and we consider the standard notation related with it: |x| is the length of the sequence x, is the sequence of length zero, xˆy is the concatenation of x with the sequence y, the string product x×y = xˆ· · ·ˆx is the concatenation of x with itself |y| times (similar in growth to Buss' smash function). We consider {0, 1} * ordered according to length and, within the same length, lexicographically and we denote this order by <. Thus, < 0 < 1 < 00 < 01 < 10 < 11 < 000 < · · ·. x denotes the successor sequence of x with respect to the order <, and min{x, y} denotes x if x < y and y otherwise.
Inductive characterization of Logspace
Clote and Takeuti established, in [7] , an inductive characterization of Logspace with explicit bounds in one of the recursion schemes. The bounded inductive characterization of Logspace we describe in this section results basically from rewriting over {0, 1} * the characterization of Clote and Takeuti, which was originally given in numeric notation. Therefore, since there is no essential difference between them, we consider Logspace as being the smallest class of functions which contains the initial functions 1-12 and that is closed under the composition, bounded * recursion on notation 1 and concatenation recursion on notation schemes. For further reference, we denote this description of Logspace by Logspace CT . ,x) ) holds for all y,x, where b is a function already in the class. Concatenation recursion on notation 2 :
In this context the bounded * recursion on notation scheme can be reformulated as follows, without affecting the defined class.
Bounded recursion on notation:
1 For technical reasons, this scheme will be replaced by another bounded scheme, therefore at this stage we use the designation bounded * . 2 In the following S U (z) (w) abbreviates the function c(p(U (z)), S0(w), S1(w)).
where, again, b is a function already in the class.
Let us denote by Logspace min the class which results from replacing in Logspace CT the bounded * recursion on notation scheme by the bounded recursion on notation scheme above. It is obvious that the bounded recursion on notation scheme is not more restrictive than the bounded * recursion on notation scheme, and so Logspace CT ⊆ Logspace min . If one notices that min can be defined in Logspace CT by min(x, y) = c(Ip(y, x), x, y), then the inclusion Logspace min ⊆ Logspace CT is also straightforward. Therefore, Logspace CT = Logspace min and one may define Logspace as follows:
Definition 1 Logspace is the smallest class of functions containing the initial functions 1-12 that is closed under the composition, bounded recursion on notation and concatenation recursion on notation schemes.
Remark 2 Given symbols α, β (α = β), the natural numbers are bijectively encoded by strings in the alphabet {α, β}. This is particularly wellknown for the alphabet {1, 2}, where the natural number assigned to a string
In general, the bijection π : IN → {α, β} * goes as follows:
The usual addition function over IN induces, by π, a 2-ary function over {α, β} * that we represent by " +". We mean that, for all m, n ∈ IN, π(m) + π(n) = π(m + n). It is routine to check that the function + can be computed bit-by-bit (only an extra bit is required to carry information). Therefore, the function + is computable in logarithmic space. In this paper, as in [10] and [15] , we are interested in the case α = 0 and β = 1. Therefore, the basic equations here are x + = x, + x = x, 0 + 0 = 1, 0 + 1 = 1 + 0 = 00, and 1 + 1 = 01.
Implicit characterization of Logspace
Following ideas of Bellantoni and Cook, [3] or [2] , we consider functions with two sorts of input positions -normal and safe positions. They are written by this order and they are separated by a semicolon as follows: f (x; y). Notice that here we only consider functions that have at most one variable in safe position. However, this restriction is not mandatory. As a matter of fact we could formalize everything with an arbitrary number of variables in safe positions. The point is that for our purposes it is enough to have one safe position.
Let us introduce the class of functions Logs.
Definition 3
Logs is the smallest class of functions containing the initial functions 1-12, described below, that is closed under the normal composition, safe recursion on notation, safe concatenation recursion on notation and safe log-transition recursion on notation schemes.
(string successors) 4) P ( ; ) = P (xi; ) = x, i ∈ {0, 1} (string predecessor) 5) IP ( , x; ) = x IP (yi, x; ) = P (IP (y, x; ); ), (iterated string i ∈ {0, 1} predecessor) 6) s(x; ) = x (successor) 7) p( ; ) = p(x ; ) = x (numeric predecessor) 8) Ip( , x; ) = x Ip(y , x; ) = p(Ip(y, x; ); ) (iterated numeric predecessor) 9) lh( ; ) = lh(xi; ) = s(lh(x; ); ), i ∈ {0, 1} (length) 10) U ( ; ) = 0 U (xi; ) = i, i ∈ {0, 1} (last digit) 11) c( , y, z; ) = y, c(x , y, z; ) = z (conditional) 12) ×(x, y; ) = x × y (string product)
Normal composition: f (x; y) = g(r(x; ); y) Safe recursion on notation: f ( ,x; ) = g(x; ) f (yi,x; ) = h i (y,x; f (y,x; )), i ∈ {0, 1} Safe concatenation recursion on notation 3 : f ( ,x; ) = g(x; ) f (yi,x; ) = S U (h i (y,x;);) (f (y,x; ); ), i ∈ {0, 1} Safe log-transition recursion on notation
It is obvious that the strength of this characterization is concentrated on the normal positions: all initial functions involve only variables in normal positions, the same happens with the safe concatenation recursion on notation scheme and we only have normal composition. However, in the safe recursion on notation scheme the recursive value f (x, y; ) is placed in the safe position of h. Thus, the unique way to use the power of the safe recursion on notation scheme is via safe log-transition recursion on notation which, for x in normal position and w in safe position such that w ≤ lh(x), enables us to use w as if it was in a normal position. Informally, if f is defined by log-transition based on h, then f (x,ȳ, z; w) leads to h(ȳ, z +min{lh(x), w}; ). In other words, the safe composition scheme imposes a complete separation between normal and safe input positions. This separation is respected by all recursion schemes, except by the safe log-transition recursion scheme. The goal of this scheme is to allow f (x,ȳ; w) = h(ȳ, w; ) whenever w ≤ lh(x). Therefore, we call it "log-transition".
In fact, the safe log-transition recursion scheme can be replaced by the following scheme: f (x,ȳ; w) = h(ȳ, min(lh(x; ), w; ); ), where min(z, w; ) abbreviates c(Ip(w, z; ), z, w; ). This, in particular, means that the logtransition is conceptually a composition scheme that we formulate recursively.
In order to prove that Logspace = Logs we establish two lemmas:
Lemma 4 For all F ∈ Logspace there exists f ∈ Logs such that ∀x F (x) = f (x; ).
Proof. The proof is by induction on the complexity of F . The only relevant case is when F is defined by bounded recursion on notation:
, lh(B(y,x))}), i ∈ {0, 1}. By induction assumption, there exist g, h 0 , h 1 , b ∈ Logs such that ∀x G(x) = g(x; ), ∀y,x, z H i (y,x, z) = h i (y,x, z; ) and ∀y,x B(y,x) = b(y,x; ). Therefore, we just have to define f , by safe recursion on notation, as follows:
f ( ,x; ) = g(x; ) f (yi,x; ) = h * i (y,x; f (y,x; )), i ∈ {0, 1}, where h * i for any i ∈ {0, 1} is defined, by normal composition, according to the expression h * i (y,x; z) = h * * i (b(y,x; ), y,x, ; z) and h * * i is defined by log-transition based on h i , i.e. h * * i (wj, y,x, u; ) = h * * i (w, y,x, u; ) h * * i (wj, y,x, u; w ) = h * * i (w, y,x, u ; z), j ∈ {0, 1} h * * i ( , y,x, u; z) = h i (y,x, u; ).
Lemma 5 For all f ∈ Logs there exist F, b ∈ Logs such that ∀x, y f (x; y) = F (x; min{y, lh(b(x; ))}). Moreover, the function f is not used in the definition of b.
Proof. The proof is by induction on the complexity of f . The only non trivial case is when f is defined by log-transition. In this case we have f (xi,ȳ, z; ) = f (x,ȳ, z; ) f (xi,ȳ, z; w ) = f (x,ȳ, z ; w), i ∈ {0, 1} f ( ,ȳ, z; w) = h(ȳ, z; ). Setting b(x,ȳ, z; ) = x and considering F (x,ȳ, z; min{w, lh(x)}) defined by log-transition based on h we achieve the desired result.
Proof. It is immediate, by lemma 4, that Logs contains Logspace. Let us check the other inclusion. We have to show that for all f ∈ Logs there exists F ∈ Logspace such that ∀x, y f (x; y) = F (x, y). Let us proceed by induction on the complexity of f . For all initial functions of Logs, and for functions obtained by the normal composition or safe concatenation recursion on notation schemes the result is obvious. Lemma 5 turns the result into an obvious statement for functions defined by the safe recursion on notation scheme. Thus, we just have to prove that any function in Logs defined by the log-transition scheme is also definable in Logspace. Let us consider f defined by log-transition as follows:
f (xi,ȳ, z; ) = f (x,ȳ, z; ) f (xi,ȳ, z; w ) = f (x,ȳ, z ; w) f ( ,ȳ, z; w) = h(ȳ, z; ). By induction hypothesis, there exist H ∈ Logspace such that ∀ȳ, z h(ȳ, z; ) = H(ȳ, z). Then, since + is a logspace function as claimed in remark 2, we achieve the desired result defining F (x,ȳ, z, w) = H(ȳ, z+min{w, lh(x)}), where min{w, lh(x)} is c(Ip(lh(x), w), w, lh(x)).
