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2 Chapitre 1. Introduction
On s’inte´resse dans cette the`se a` l’estimation des parame`tres de transport de solute´s
dans un milieu poreux peu perme´able, d’un point de vue the´orique et applique´, en lien avec
le stockage des de´chets nucle´aires a` vie longue en couche ge´ologique profonde. Ce premier
chapitre introductif est organise´ comme suit. Dans le premier paragraphe, nous pre´sentons
le contexte ge´ne´ral du projet de the`se. Le paragraphe suivant traite du contexte scientifique.
La troisie`me partie introduit les mode`les mathe´matiques qui seront utilise´s dans la suite.
Le quatrie`me paragraphe aborde l’estimation de parame`tres a` proprement dit. La dernie`re
partie pre´sente le travail re´alise´ sur l’identification de zones.
1.1 Contexte ge´ne´ral
1.1.1 Le stockage des de´chets nucle´aires : enjeux, outils et difficulte´s
Depuis le de´but des anne´es 1990, la protection de l’environnement est devenue une
pre´occupation collective. La question des de´chets (au sens large) est quotidienne et touche
chaque individu tant sur le plan professionnel que familial. Les enjeux lie´s a` ces proble`mes
re´sident principalement dans la gestion des ressources en eau et la maˆıtrise des pollutions
souterraines.
Parmi ces de´chets, la proble´matique de la gestion des de´chets nucle´aires est devenue
durant ces dernie`res anne´es une pre´occupation importante de la socie´te´. Il devient en effet
ne´cessaire de trouver une solution durable au stockage des de´chets nucle´aires, re´sidus des
activite´s civiles et militaires, afin de pre´server notre environnement. Ces de´chets ayant
une longue dure´e de vie, il convient de leur trouver une solution approprie´e respectant les
contraintes de suˆrete´. L’objectif de la gestion des de´chets est de prote´ger l’homme et son
environnement contre toute e´mission ou disse´mination de matie`res dangereuses.
En France, l’Andra∗ travaille depuis longtemps sur le sujet et a pour mission d’e´tudier,
de concevoir, d’exploiter et de surveiller les centres de stockage des de´chets radioactifs
en prote´geant a` long terme l’homme et l’environnement de l’impact des de´chets. L’Andra
e´tudie notamment des solutions de gestion durable pour les de´chets qui restent aujourd’hui
sans filie`re industrielle de gestion. Pour ce faire, elle s’appuie sur les mathe´matiques ap-
plique´es afin de trouver les solutions les mieux adapte´es. En effet, le seul moyen de pre´dire
le comportement des de´chets en sous-sol sur plusieurs milliers d’anne´es est de re´aliser des
simulations nume´riques fiables du transport de radionucle´ides en milieu souterrain. Dans
l’hypothe`se ou` des radioe´le´ments dangereux seraient relache´s dans la biosphe`re, on doit
pouvoir disposer de toutes les informations ne´cessaires a` la compre´hension des circons-
tances du relaˆchement et d’en connaˆıtre les proportions.
Les principales difficulte´s lie´es au proble`me de stockage sont de plusieurs ordres :
– la premie`re est d’ordre scientifique et technique : comment assurer la suˆrete´ du sto-
ckage sur le long terme ? De plus, la re´cupe´ration, le traitement et l’interpre´tation
des donne´es issues du laboratoire souterrain sont assez lourds. Les mode`les sont com-
plexes, les simulations (directes et inverses) demandent donc une grande capacite´ de
calcul des ordinateurs et des me´thodes nume´riques adapte´es ;
– la deuxie`me est d’ordre financie`re : le couˆt de ce travail est e´norme, tant en moyen
humains (chercheurs, inge´nieurs, techniciens), qu’en mate´riel (construction du labo-
ratoire de Bure ou` les tests sont effectue´s, carottages, instruments de mesure, moyens
∗Agence Nationale pour la gestion des De´chets RadioActifs
1/7 rue Jean Monnet, Parc de la Croix Blanche, 92298 Chaˆtenay-Malabry.
Voir l’URL http://www.andra.fr/
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informatiques). Il se pose e´galement la question du couˆt du stockage qui est paye´ par
l’ensemble de la socie´te´ et qui ne doit pas nuire a` sa suˆrete´.
1.1.2 Les diffe´rents types de de´chets
La classification des de´chets se fait par rapport aux caracte´ristiques des de´chets en
fonction de leur activite´ et de la dure´e de vie des radionucle´ides. Pour les diffe´rentes
cate´gories de de´chets, l’Andra e´tudie puis met en œuvre des solutions de gestion adapte´es.
On distingue traditionnellement trois types de gestion pour les de´chets HAVL corres-
pondant aux trois axes de la loi de 1991 (cf. section 1.1.3) : l’entreposage en surface, la
transmutation-incine´ration, le stockage en site profond. Ces trois voies sont actuellement
explore´es en France par l’Andra et le CEA. Le stockage en couche ge´ologique profonde
est la solution de re´fe´rence pour les de´chets a` haute ou moyenne activite´ a` vie longue
(HA-VL ou MA-VL), voir notamment [86]. On parle de de´chets a` vie courte pour ceux
contenant des isotopes avec une pe´riode radioactive (temps ne´cessaire pour qu’un e´le´ment
radioactif perde la moitie´ de son activite´ par de´sinte´gration naturelle) infe´rieure a` 30 ans,
de de´chets a` vie longue pour les autres. Les caracte´ristiques de la couche d’argilites du
Callovo-Oxfordien e´tudie´e sont susceptibles de garantir la suˆrete´ du stockage. L’Andra ex-
plore donc les proprie´te´s de ces argilites dans son laboratoire souterrain de Meuse/Haute
Marne construit au milieu de la couche du Callovo-Oxfordien a` 500 m de profondeur (figure
1.1).
A l’inverse des de´chets de tre`s faible activite´ qui atteignent un niveau d’activite´ proche
de la radioactivite´ naturelle en quelques dizaines d’anne´es, les de´chets de haute activite´
a` vie longue ne´cessitent d’eˆtre confine´s pendant des dure´es de l’ordre du million d’anne´es
avant de retrouver une radioactivite´ e´quivalente a` celle du milieu naturel. Le stockage
doit donc garantir une suˆrete´ a` tre`s long terme. Ces de´chets sont conditionne´s en vue de
leur entreposage puis de leur stockage, c’est-a`-dire qu’ils sont solidifie´s pour ceux qui se
pre´sentent sous forme dispersable, puis place´s dans des conteneurs en be´ton ou en acier.
Ces conteneurs, aussi appele´s colis, varient selon les de´chets auxquels ils sont destine´s
mais le principe ge´ne´ral reste toujours le meˆme : les de´chets sont mis dans une matrice
ge´ne´ralement compose´e de ciment et/ou de bitume.
Fig. 1.1 – Laboratoire souterrain de Bure
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1.1.3 Les lois de 1991 et 2006 et le roˆle de l’Andra
Suite aux e´tudes mene´es par l’Andra dans le cadre de la loi de 1991 (dite loi “Bataille”)
et pre´sente´es dans le rapport remis fin 2005 au gouvernement, le parlement franc¸ais a vote´
la loi n◦2006-739 du 28 juin 2006 relative a` la gestion durable des matie`res et des de´chets
radioactifs. Cette loi pre´cise les recherches et les e´tudes relatives aux de´chets de haute
activite´ (HA) et de moyenne activite´ a` vie longue (MA-VL) et renforce le positionnement
de l’Andra comme responsable de la gestion durable de tous les de´chets radioactifs produits
par la France. Les principales e´volutions des missions de l’Andra concernent :
– le pilotage des recherches sur l’entreposage,
– la conception, l’implantation et la gestion des entreposages et stockage,
– la prise en charge des de´chets et des sites orphelins (mission de service public).
Le Dossier 2005 ([8]) conclut a` la faisabilite´ du stockage ge´ologique re´versible dans
les argilites similaires a` celles du Callovo-Oxfordien. C’est sur la base des e´le´ments de ce
dossier, des conclusions du CEA sur les deux autres axes de recherche (la transmutation-
incine´ration et l’entreposage de longue dure´e) et d’un de´bat public, qu’a e´te´ promulgue´e
la loi de 2006 qui confirme les trois axes de recherche pour la gestion des de´chets HA et
MA-VL : la se´paration et la transmutation des e´le´ments radioactifs a` vie longue, confie´
au CEA, le stockage re´versible en couche ge´ologique profonde et l’entreposage, confie´s a`
l’Andra.
Le projet de loi pre´cise les jalons des e´tudes. Pour la se´paration et la transmutation,
devront eˆtre arreˆte´es, en 2012, les perspectives industrielles lie´es aux recherches sur la qua-
trie`me ge´ne´ration de re´acteurs. Pour le stockage re´versible en couche ge´ologique profonde,
il est pre´vu de re´unir en 2015 tous les e´le´ments ne´cessaires a` une autorisation avec la tenue
d’un de´bat public en 2012. Quant au centre de stockage e´ventuel, sa date de mise en service
est fixe´e a` 2025, ce qui est compatible avec le calendrier de production des de´chets a` haute
activite´ et a` vie longue issus du cycle nucle´aire franc¸ais.
Le texte apporte e´galement deux e´le´ments essentiels dans des domaines non couverts par
la loi de 1991. D’une part, il propose une ve´ritable gestion nationale pour les de´chets, mais
aussi pour les matie`res radioactives, valorisables ou non, en instituant le plan national de
gestion des de´chets radioactifs. D’autre part, il donne un cadre le´gislatif au de´mante`lement
des installations nucle´aires.
1.1.4 Le stockage en couche ge´ologique profonde
Le concept de stockage e´tudie´ par l’Andra pour les de´chets HAVL est base´ sur le
stockage dans les argilites du meˆme type que celles du Callovo-Oxfordien situe´es au labo-
ratoire souterrain de Meuse/Haute Marne entre 420 et 550 me`tres de profondeur. Tre`s peu
perme´able, la couche d’argile d’une e´paisseur de 130 m pre´sente des proprie´te´s de re´tention
des radioe´le´ments importantes. L’aˆge de la formation, sa stabilite´ tectonique, la profondeur
d’implantation du stockage permettent d’envisager une grande stabilite´ de ces proprie´te´s
favorables, aux e´chelles de temps e´tudie´es ici (de l’e´chelle du millier d’anne´es a` celle de
plusieurs centaines de milliers d’anne´es).
L’eau est a` la fois le principal facteur de corrosion des colis de de´chets radioactifs
et du relaˆchement conse´cutif des radioe´le´ments qu’ils contiennent, et le vecteur de leur
transport dans la barrie`re ge´ologique. Une fois dissous dans l’eau, les radioe´le´ments seront
transporte´s par diffusion/dispersion et convection a` travers les couches ge´ologiques. On voit
donc que la couche d’argile a le double roˆle de retarder le contact de l’eau avec les colis et
la contamination de la biosphe`re (et donc de laisser le temps a` de nombreux isotopes de
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se de´sinte´grer).
Dans ce contexte, le stockage doit eˆtre conc¸u pour s’opposer a` la circulation d’eau,
limiter le relaˆchement des radionucle´ides et les immobiliser a` l’inte´rieur du stockage lui-
meˆme, retarder et atte´nuer la migration des radionucle´ides qui auraient e´te´ relaˆche´s par
les de´chets et pre´server les proprie´te´s favorables du milieu en limitant les perturbations.
L’architecture du stockage envisage´e se de´finit sur plusieurs niveaux. Le stockage se
de´compose en plusieurs zones destine´es a` recevoir diffe´rents types de de´chets. Chaque zone
est compose´e de modules qui sont relie´s par des galeries de liaison et traverse´s par des
galeries d’acce`s. Les modules sont constitue´s d’alve´oles (figure 1.2) connecte´es aux galeries
d’acce`s et contiennent les colis a` stocker. Les alve´oles sont des cavite´s souterraines creuse´es
dans la formation ge´ologique, leur architecture pre´cise varie selon la zone de stockage pour
s’adapter au type de de´chets rec¸us et a` leur conditionnement. La conception du stockage
vise a` minimiser l’extension verticale du stockage afin de pouvoir s’inse´rer dans la couche
d’argile du Callovo-Oxfordien et de maximiser les e´paisseurs d’argilites situe´es au-dessus
et au-dessous du stockage.
Fig. 1.2 – Structure d’un module
1.2 Contexte scientifique
Le travail de la the`se s’inscrit dans le contexte du projet de stockage en formation
ge´ologique profonde de de´chets radioactifs haute et moyenne activite´ et vie longue (HA-
MAVL). L’objectif fondamental de la gestion a` long terme de ces de´chets est de prote´ger,
sur une tre`s grande dure´e, l’homme et l’environnement des risques de contamination. La
simulation sur de grandes e´chelles d’espace et de temps, et notamment la simulation des
e´coulements et du transport des radionucle´ides est un outil important pour e´valuer la
suˆrete´ et l’impact du stockage sur les personnes et leur environnement.
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1.2.1 Proble´matiques lie´es au stockage des de´chets a` haute et moyenne acti-
vite´ et a` vie longue
Le stockage des de´chets nucle´aires en site profond ne´cessite une bonne maˆıtrise des
lois de diffusion/dispersion des radioe´le´ments dans les couches ge´ologiques. Pour cela,
la mode´lisation mathe´matique doit prendre en compte certains me´canismes comme par
exemple la dissolution/pre´cipitation, la filiation des espe`ces, l’adsorption. Les me´thodes
nume´riques que nous utiliserons doivent donc eˆtre adapte´es aux mode`les physiques et
mathe´matiques de´crivant ces phe´nome`nes.
La simulation nume´rique, a` grande e´chelle et sur une longue pe´riode, du transport
de radionucle´ides en couche ge´ologique profonde pose de nombreux proble`mes. On peut
tout d’abord mentionner les difficulte´s lie´es aux he´te´roge´ne´ite´s du domaine de calcul. Ces
he´te´roge´ne´ite´s existent a` plusieurs e´chelles en espace. A l’e´chelle la plus grande, elles sont
cause´es par les changements de couches ge´ologiques. Cela correspond a` des changements
dans les proprie´te´s hydroge´ologiques des roches qui composent ces couches, provoquant,
par exemple, des variations de perme´abilite´ ou de cœfficients de diffusion-dispersion de
plusieurs ordres de grandeur. Ces he´te´roge´ne´ite´s se traduisent par des discontinuite´s dans
les cœfficients des e´quations au passage d’une couche ge´ologique a` l’autre. Cependant,
certaines quantite´s physiques restent continues : les de´bits en eau, la pression et les flux
de contaminants.
La dure´e des simulations constitue une autre difficulte´. En effet, celle-ci est en ge´ne´ral
longue car les e´coulements souterrains et la diffusion des radionucle´ides sont lents (en
comparaison avec ce qui se passe en surface ou dans l’air). Dans le cas des de´chets a` haute
activite´ et a` vie longue, la dure´e de simulation peut aller jusqu’a` un million d’anne´es.
Cette dure´e est alors choisie de sorte que le maximum de l’impact potentiel du stockage
sur l’environnement soit de´passe´ et puisse eˆtre e´value´. Dans de telles e´chelles de temps,
les colis seront corrode´s et des radionucle´ides seront relache´s dans le stockage. Il est donc
essentiel de pouvoir e´valuer la propagation des radionucle´ides s’ils venaient a` eˆtre libe´re´s
dans le milieu ge´ologique. Ces re´sultats n’e´tant pas accessibles par des voies expe´rimentales,
il est ne´cessaire de re´soudre un mode`le mathe´matique complexe que nous pre´senterons dans
la section 1.3.
Notre e´tude doit aussi prendre en compte la zone endommage´e lors du forage des galeries
et des alve´oles de stockage et il faut donc caracte´riser les proprie´te´s hydrauliques et de
transport de ces zones et des mate´riaux (be´ton par exemple) utilise´s pour construire les
ouvrages d’entreposage. On peut effectivement s’attendre a` avoir des valeurs de parame`tres
diffe´rentes dans cette zone par rapport a` la zone saine. Enfin, on doit e´galement mentionner
les proble`mes concernant les incertitudes sur les donne´es, issues de forages a` 500 m sous
terre, et leur impact sur les re´sultats, ainsi que l’analyse de la sensibilite´ des re´sultats par
rapport a` nos parame`tres.
1.2.2 Le laboratoire souterrain et l’expe´rimentation DIR
L’expe´rimentation DIR – Diffusion de traceurs Inertes et Re´actifs – appartient au pro-
gramme de recherche multidisciplinaire engage´ par l’Andra pour e´tudier les caracte´ristiques
et le comportement des argilites de la formation du Callovo-Oxfordien du site de Meuse/Hau-
te Marne pour le stockage des de´chets radioactifs. L’objectif de cette expe´rimentation est
d’ame´liorer la compre´hension des me´canismes de transfert des radionucle´ides dans les ar-
gilites et d’e´valuer les valeurs des ses parame`tres de diffusion qui sont ne´cessaires aux
analyses de suˆrete´ et aux e´tudes de faisabilite´ d’un stockage.
Le Callovo-Oxfordien est une couche se´dimentaire d’argilites de 130 m d’e´paisseur en-
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viron. Cette roche est sature´e en eau et sa porosite´ est comprise entre 10 et 20 %. Depuis
1994, les diffe´rentes campagnes d’expe´rimentation ont montre´ la faiblesse des flux convectifs
au sein de la formation du Callovo-Oxfordien, et n’a pas mis en e´vidence de discontinuite´
susceptible d’eˆtre le sie`ge d’e´coulements significatifs. En conse´quence, le principal facteur
du transport des radionucle´ides est la diffusion mole´culaire.
Le principe d’un essai de diffusion in situ est le suivant : des traceurs en solution sont
mis en contact avec le milieu ge´ologique a` partir d’une chambre de test constitue´e d’une
section de forage de´limite´e par des obturateurs. La concentration en traceurs dans la section
d’essai est suivie sur une anne´e environ.
Les traceurs dans l’expe´rience DIR sont de trois types :
– les traceurs inertes, comme l’eau tritie´e, donnent acce`s aux seules proprie´te´s de
ge´ome´trie de la porosite´ de la roche et donc au cœfficient de diffusion effectif,
– les traceurs anioniques, comme le chlorure, repousse´ par les milieux argileux, donnent
acce`s a` l’effet conjoint de la diffusion et de la porosite´ accessible a` la diffusion,
– les cations retenus par la roche donnent acce`s a` l’effet conjoint de la diffusion et de
la re´tention chimique.
Concernant la re´cupe´ration des donne´es de l’expe´rimentation DIR, on peut pre´ciser
que la concentration est mesure´e par l’analyse de l’eau contenue dans la roche ou dans la
chambre d’injection. La pression est directement mesurable a` l’aide d’un trasducteur de
pression. Si la porosite´ est aussi une quantite´ directement mesurable, les incertitudes sur
la valeur de ce parame`tre sont lie´es a` sa variabilite´ spatiale : on ne peut en effet mesurer
la porosite´ qu’en un nombre limite´ de points.
1.2.3 Proble`me inverse et mesures
Une proble´matique qui n’a pas encore e´te´ aborde´e est celle concernant les mesures. En
effet, tous les parame`tres de notre mode`le mathe´matique (1.3) ne sont pas directement
mesurables lors des expe´rimentations (ou alors des mesures sont disponibles mais en quan-
tite´s insuffisantes), ce qui ne´cessite de mettre en œuvre des techniques de re´solution des
proble`mes inverses afin de les identifier. Nous reviendrons plus en de´tails sur les proble`mes
inverses dans la section 1.4.
Dans cette the`se, nous avons utilise´ des donne´es synthe´tiques (i.e. auto simule´es) afin
de valider les me´thodes employe´es. L’avantage d’utiliser des donne´es synthe´tiques est que
l’on peut comparer la porosite´ et le champ de diffusion obtenus en re´solvant le proble`me
inverse avec la porosite´ et le champ de diffusion initiaux (qui sont en pratique inconnus),
construire des donne´es perturbe´es ale´atoirement et ainsi e´valuer la pre´cision des me´thodes
nume´riques mises en œuvre. Les donne´es de concentration utilise´es diffe`rent pour chaque
cas-test mis en œuvre et sont expose´es dans le chapitre 5. Une des perspectives de notre
travail est l’application des me´thodes pre´sente´es dans ce document aux mesures releve´es
dans l’expe´rience DIR et qui consistent en des mesures de concentration recueillies dans
la chambre d’injection tout au long de l’expe´rience, ainsi que des mesures au temps final
obtenues par un sur-carottage (cf. chapitre 7).
1.3 Mode`les physiques et mathe´matiques
Dans cette the`se, nous avons conside´re´ les proble`mes lie´s au transport de radionucle´ides
en milieu poreux. Pour mode´liser ce type de phe´nome`ne, nous utilisons un mode`le de
convection-diffusion/dispersion en milieu poreux non de´formable et peu perme´able (e´coule-
ment Darce´en). Le principal phe´nome`ne de transport dans le Callovo-Oxfordien e´tant la dif-
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fusion mole´culaire, nous de´finirons les parame`tres ne´cessaires pour de´crire ce phe´nome`ne :
le cœfficient de diffusion, note´ D ; la porosite´ accessible a` la diffusion, ω et le cœfficient de
retard R, e´gal a` 1 dans le cas des traceurs non retarde´s chimiquement.
Nous e´voquerons e´galement les e´quations d’e´coulement meˆme si notre e´tude porte sur
le transport. En effet, les mode`les d’e´coulements servent de base aux mode`les de transport,
il nous semble donc ne´cessaire de les mentionner afin d’avoir une bonne compre´hension de
tous les phe´nome`nes en jeu. Une litte´rature abondante existe sur les proble`mes en milieu
poreux, on peut citer par exemple Alboin et al. [2, 3], Apoung et al. [9], Chavent et al.
[38], de Dieuveleult et al. [44], Jaffre´ [63, 64].
Dans toute la suite, on notera Ω le domaine d’e´tude.
1.3.1 Les e´coulements en milieu poreux sature´
De´finition 1.1 (Milieu poreux) Un milieu poreux est un milieu compose´ d’une matrice
solide et d’espaces vides (les pores) pouvant eˆtre occupe´s par de l’air, de l’eau ou d’autres
fluides. On peut caracte´riser un milieu poreux par deux grandeurs : sa porosite´ et sa
perme´abilite´.
Dans notre contexte, on s’inte´ressera uniquement au cas d’un milieu sature´ en eau, c’est-
a`-dire dans lesquels tous les vides sont remplis d’eau. Les sols peuvent donc eˆtre assimile´s
a` des milieux poreux contenant une certaine proportion d’eau. La migration des espe`ces
chimiques dans les sols se fait par le biais de l’eau qu’ils contiennent : les espe`ces chimiques
sont dissoutes dans l’eau et les sols perme´ables permettent la circulation de l’eau et des
espe`ces. On peut distinguer deux types de contributions essentielles dans la migration
d’une espe`ce : d’une part un mouvement d’ensemble porte´ par la circulation de l’eau dans
le milieu (convection) et d’autre part une tendance a` homoge´ne´iser la concentration. Cette
tendance provient de deux me´canismes distincts : la dispersion cine´matique et la diffusion
mole´culaire. Selon la nature des espe`ces et du milieu, d’autres phe´nome`nes peuvent encore
influencer la migration.
Par la suite, la roche poreuse est observe´e a` une e´chelle telle que les pores sont tre`s
petits par rapport a` l’e´chelle retenue, ce qui permet de conside´rer le milieu comme continu.
De´finition 1.2 (Porosite´) La plupart des roches contiennent naturellement un certain
pourcentage de vide, qui peut eˆtre occupe´ par de l’eau ou des polluants : c’est ce qu’on
appelle la porosite´. La porosite´ ω est constitue´e par les espaces libres qui existent entre les
grains de la roche ou par les fissures cre´e´es par les mouvements tectoniques de la crouˆte
terrestre. La porosite´ mesure donc le rapport de volume entre la roche et le vide.
Pour caracte´riser la porosite´ d’un milieu ge´ologique, il convient de de´finir un volume
e´le´mentaire repre´sentatif dont la taille permet de de´terminer une valeur moyenne de la
porosite´ telle que les effets dus a` la variation de la taille des pores soient ne´gligeables.
La taille du volume repre´sentatif doit e´galement garantir que les variations des parame`tres
d’un volume a` un autre peuvent e´tre approche´es par des fonctions continues et correspondre
aux e´chelles de dimension des instruments mesurant les valeurs des parame`tres. Ce concept
de volume repre´sentatif permet de repre´senter le domaine ge´ologique par un milieu poreux
e´quivalent maille´ par “un certain nombre de points” pour lesquels les proprie´te´s physiques
du milieu sont approche´es par des grandeurs moyennes traduisant, a` l’e´chelle du volume
entourant chaque point, les he´te´roge´ne´ite´s du milieu ge´ologique.
De´finition 1.3 (Perme´abilite´) La notion de perme´abilite´ k quantifie l’influence de la ge´o-
me´trie de la matrice solide sur la vitesse d’e´coulement des fluides dans la roche. Elle de´pend
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de la porosite´ ω, des liaisons entre les pores et de la nature des fluides. Dans le cas ge´ne´ral,
k est un tenseur.
De´finition 1.4 (Conductivite´ hydraulique) La conductivite´ hydraulique K du milieu po-
reux est de´finie comme le rapport entre la perme´abilite´ et la viscosite´ de l’eau. Selon la
loi de Darcy, le tenseur de conductivite´ hydraulique est le rapport entre le flux volumique
d’e´coulement de l’eau, aussi appele´ vitesse de Darcy q, et le gradient en pression.
On conside`re que le milieu est he´te´roge`ne, i.e. les valeurs de porosite´, perme´abilite´ et
diffusion ne sont pas constantes. Le mode`le mathe´matique de l’e´coulement est le suivant
s
∂h
∂t
+∇.q = f
q = −K.∇h
(1.1)
ou` s est un cœfficient de stockage spe´cifique, h(x, t) la charge pie´zome´trique, f(x, t) est un
terme source et K de´note le tenseur de conductivite´ hydraulique qui s’e´crit sous la forme
K =
k ρ g
µ
(1.2)
avec k le tenseur de perme´abilite´, g la gravite´, ρ la densite´ du fluide et µ la viscosite´ du
fluide.
La premie`re e´quation exprime la conservation de la masse d’eau. Comme nous conside´rons
un e´coulement incompressible, la densite´ volumique du fluide est constante dans le temps
et dans l’espace. La deuxie`me e´quation est appele´e loi de Darcy. Elle traduit le fait que
la vitesse de Darcy est proportionnelle au gradient de pression. Celle-ci n’est valable que
sous certaines conditions : de faibles vitesses (permettant de ne´gliger l’inertie du fluide) et
des milieux qui ne sont pas trop he´te´roge`nes.
Comme l’e´quation d’e´coulement est inde´pendante de la concentration, on peut la traiter
en premier et de re´soudre ensuite de fac¸on se´pare´e l’e´quation de transport. Pour certains
contaminants, il est possible que la viscosite´ de´pende de la concentration, mais on suppose
ge´ne´ralement que les radionucle´ides sont pre´sents en quantite´s suffisamment petites pour
que l’influence de leur concentration sur la viscosite´ soit ne´gligeable.
1.3.2 Le transport de radionucle´ides en milieu poreux sature´
Pour de´crire le transport d’espe`ces chimiques en milieu poreux, il convient de de´finir
quelques me´canismes de base et ceux spe´cifiques a` la propagation d’espe`ces chimiques telles
que les radionucle´ides.
De´finition 1.5 (Convection ou advection) La convection est le me´canisme le plus intuitif
de de´placement, il consiste en l’entraˆınement des e´le´ments en solution par le fluide qui se
de´place.
De´finition 1.6 (Dispersion cine´matique) La variation des vitesses en amplitude et en
direction a` petite e´chelle, due a` la microstructure du milieu poreux, entraˆıne une dilution
du solute´ appele´e dispersion cine´matique.
De´finition 1.7 (Diffusion mole´culaire) La diffusion mole´culaire est un phe´nome`ne phy-
sique lie´ a` l’agitation mole´culaire. Contrairement a` la dispersion cine´matique, il peut eˆtre
inde´pendant de la convection.
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De´finition 1.8 (Sorption) Le cas ide´al de la convection-diffusion pure est rarement ren-
contre´ en pratique et il est par exemple fre´quent que le solute´ inte´ragisse avec la matrice du
milieu poreux : on parle alors de sorption. il existe diffe´rents types de sorption, on peut par
exemple citer l’adsorption qui consiste en l’accumulation d’e´le´ments sur l’interface entre
la solution et le solide.
De´finition 1.9 (De´croissance radioactive) La de´croissance radioactive est la re´duction du
nombre de noyaux radioactifs (instables) dans un e´chantillon. La de´croissance radioactive
se produit jusqu’a` ce que tous les noyaux de l’e´chantillon soient stables.
De´finition 1.10 (Filiation) La filiation exprime le fait qu’un radionucle´ide pe`re peut for-
mer en se de´sinte´grant d’autres radionucle´ides moins instables.
Les phe´nome`nes tels que la propagation de concentration en milieu poreux sont de´crits
par des e´quations aux de´rive´es partielles qui relient les parame`tres (porosite´, diffusion) a` la
variable d’e´tat (concentration). Le mode`le mathe´matique complet exprime la conservation
de la masse de chaque radionucle´ide et se compose d’une e´quation pour la partie dissoute
(1.3) et d’une e´quation pour la partie pre´cipite´e (1.4).
Le transport du radionucle´ide i en phase liquide est mode´lise´ par l’e´quation de bilan
suivante
∂(ωRiCi)
∂t
= ∇.(Di.∇Ci − q Ci)− λi ωRiCi +
∑
j
σij λj ωRj Cj + ω Si +Qi (1.3)
ou` ω(x) est la porosite´ du milieu, Ri le cœfficient de retard du radionucle´ide i, Ci(x, t) la
concentration du radionucle´ide i dissout dans l’eau,Di(x) le tenseur de dispersion/diffusion,
q(x) de´signe la vitesse de Darcy, λi le cœfficient de de´croissance radioactif associe´ au ra-
dionucle´ide i, j de´crit l’ensemble des pe`res du radionucle´ide i, σij est la fraction du radio-
nucle´ide j se de´sinte´grant en le radionucle´ide i, Si(x, t) est le terme d’e´change entre les
phases solides et liquides et Qi(x, t) le terme source, de´pendant du contenu et de l’e´tat de
la barrie`re ouvrage´e.
L’e´quation de transport (1.3) contient
⋆ un terme d’accumulation note´ ωRi
∂Ci
∂t
,
⋆ un terme de diffusion-dispersion ∇.(Di.∇Ci), un terme d’advection ∇.(q Ci),
⋆ un terme de de´croissance radioactive λi ωRiCi, un terme de filiation
∑
j
σij λj ωRj Cj.
L’e´quation de bilan en phase solide s’e´crit
∂[(1− ω)fi]
∂t
+ λi (1− ω)fi =
∑
j
σij λj (1− ω)fj − ω Si (1.4)
ou` fi est la concentration de radionucle´ide i pre´cipite´e dans la matrice rocheuse.
La loi d’e´change entre les phases liquides et solides est donne´e par
Si = ̺i(C
sat
i − Ci)δi avec δi =
{
0 si fi = 0 et Ci < C
sat
i
1 sinon
(1.5)
ou` ̺i est la constante cine´tique de pre´cipitation/dissolution et C
sat
i la concentration de
saturation du radionucle´ide i. La loi d’e´change entre les deux phases (1.5) exprime la
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prise en compte de la pre´cipitation par isotope. On peut en effet constater pour certains
contaminants un phe´nome`ne de pre´cipitation : la concentration dissoute ne peut pas
de´passer un certain seuil C sati au-dela` duquel les radionucle´ides en surnombre pre´cipitent,
c’est-a`-dire qu’ils se fixent sur la matrice rocheuse sous forme solide. A l’endroit ou` un
contaminant a pre´cipite´, sa concentration en phase liquide est localement constante, e´gale
a` la concentration de saturation C sati . L’e´change entre la phase liquide et la phase solide
est quantifie´ par un cœfficient d’e´change constant pour un radionucle´ide donne´.
Remarque 1.1 La loi d’e´change (1.5) n’est pas diffe´rentiable par rapport aux concentra-
tions aux points ou` fi = 0 et Ci = C
sat
i .
Dans la suite, nous utiliserons un mode`le simplifie´ : on ne tiendra pas compte de la
filiation, c’est-a`-dire que le terme
∑
j
σij λj ωRj Cj disparaˆıt et donc les e´quations pour les
diffe´rents types de radionucle´ides seront inde´pendantes. On conside´rera e´galement des ra-
dionucle´ides qui ne pre´cipitent pas. Si l’on ne conside`re qu’un seul radionucle´ide, l’e´quation
(1.3) devient alors
∂(ωRC)
∂t
−∇.(D.∇C − q C) + λωRC −Q = 0. (1.6)
Le cœfficient de diffusion D s’exprime comme la somme d’un terme de diffusion mole´cu-
laire effectif De de´pendant de la porosite´ ω et du cœfficient de diffusion mole´culaire Dm et
d’un terme D∗ de´pendant de la vitesse de Darcy
D = De +D
∗. (1.7)
Le cœfficient De s’e´crit sous la forme De = ωDm et le terme D
∗ est une matrice, plus
pre´cisement c’est un tenseur syme´trique du second ordre, qui s’e´crit en deux dimensions
sous la forme
D∗ =

αT ||q||+ (αL − αT ) q
2
x
||q|| (αL − αT )
qxqy
||q||
(αL − αT )qxqy||q|| αT ||q||+ (αL − αT )
q2y
||q||
 (1.8)
ou` αL est la dispersivite´ longitudinale et αT la dispersivite´ transversale.
Remarque 1.2 Le calcul pre´alable de la vitesse de Darcy q est ne´cessaire pour pouvoir
re´soudre l’e´quation de transport, i.e. nous avons a` re´soudre (1.1) dans Ω avec des condi-
tions initiales et aux limites approprie´es avant de re´soudre (1.6).
1.4 Pre´sentation du proble`me inverse
Certains cœfficients, appele´s aussi parame`tres, intervenant dans un mode`le mathe´ma-
tique sont inaccessibles expe´rimentalement. On parle d’identification, ou d’estimation de
parame`tres, lorsque l’on cherche a` de´terminer la valeur de ces parame`tres a` partir des
mesures et des sorties d’un mode`le mathe´matique : c’est ce qu’on appelle re´soudre un
proble`me inverse.
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1.4.1 Estimation des parame`tres de transport
La premie`re partie de notre travail est d’estimer les parame`tres (cœfficients) de trans-
port de l’e´quation de convection-diffusion (1.6), c’est-a`-dire le cœfficient de diffusion avec
son anisotropie et la porosite´ accessible a` la diffusion.
Un des objectifs de la the`se consiste donc a` de´velopper un outil nume´rique d’estimation
de parame`tres (proble`me inverse) de transport a` l’e´chelle me´trique. Ce travail ne´cessite
dans un premier temps de re´aliser une e´tude bibliographique des me´thodes de re´solutions
applicables pour l’identification des parame`tres hydrauliques et de transport d’un milieu
poreux. L’accent sera mis en particulier sur les diffe´rentes me´thodes d’optimisation dans
le cadre de me´thodes de´terministes. Dans un second temps, il s’agit de mettre en œuvre
l’outil proprement dit de re´solution de proble`mes inverses. Le milieu ge´ologique pourrait
pre´senter une zone endommage´e avec variation des parame`tres de porosite´ et de diffusion,
il faudra donc en tenir compte dans la mode´lisation du domaine.
Nous formulerons tout d’abord le proble`me inverse de fac¸on the´orique en e´crivant
l’e´quation adjointe de l’e´quation de transport. La spe´cificite´ du travail sera d’utiliser la
technique de zonation qui consiste a` conside´rer le milieu comme un ensemble de zones
homoge`nes, pour chacune desquelles les cœfficients seront estime´s∗. L’approche choisie
pourra eˆtre applique´e a` des expe´riences dans des milieux dont l’e´chelle d’espace peut eˆtre
tre`s diffe´rente. La zonation, dans le cas de l’expe´rience DIR, devra prendre en compte la
zone endommage´e par le forage. La de´marche adopte´e consistera en premier lieu a` identifier
les cœfficients dans des zones fixe´es a` partir de mesures de concentrations. Pour cela, on a
de´veloppe´ le code adjoint du code de diffusion-convection.
1.4.2 Identification de zones
Apre`s avoir conside´re´ que la structure du milieu e´tait connue dans la partie I (esti-
mation des parame`tres), la seconde partie du travail consiste a` essayer d’identifier cette
structure, c’est-a`-dire de de´finir des zones du domaine ou` les parame`tres de transport iden-
tifie´s peuvent eˆtre conside´re´s comme constants. Pour cela, on essaye de de´placer les zones
et e´ventuellement d’en cre´er de nouvelles. Cette approche est particulie`rement inte´ressante
(tant sur le plan scientifique que sur le plan technique) car nous sommes confonte´s a` ce type
de configuration dans la pratique. Nous essayerons donc dans le chapitre 6, partant d’une
configuration ge´ologique inconnue, d’arriver a` retrouver les zones ainsi que les parame`tres
associe´s a` cette zone.
Les outils de´veloppe´s dans la partie identification de parame`tres sont re´utilise´s ici.
En pratique, nous identifierons les cœfficients dans chaque maille ce qui nous permettra,
en regroupant les mailles ou` les parame`tres peuvent eˆtre conside´re´s comme e´gaux, de
de´finir des zones et de ve´rifier qu’elles permettent d’obtenir une solution cohe´rente avec
les “mesures”. Comme cette me´thode requiert une valeur de parame`tre par maille, nous
avons duˆ de´velopper un pre´processeur pour passer de donne´es par zones a` des donne´es par
maille.
1.4.3 Aspect imple´mentation
Le code de re´solution du proble`me de transport qui sert de base a` ce travail est le logiciel
Traces [62] (Transport Re´Actif de Contaminant dans les Eaux Souterraines) e´crit essen-
tiellement en fortran 90. Nous utiliserons e´galement la plate-forme de simulation Alliances
∗Il s’agit la` d’un choix de repre´sentation du domaine d’e´tude. Il n’est pas lie´ a` la
formulation the´orique du proble`me inverse.
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dont le langage de programmation est en python. La plate-forme Alliances, de´veloppe´e par
l’Andra en partenariat avec le CEA et EDF, permet d’exploiter pour la simulation des
e´coulements et du transport en milieu poreux, trois codes de calcul : Porflow, Cast3m et
Traces (cf. chapitre 2, section 2.3). Notre choix s’est porte´ sur Traces car ce code de´veloppe´
par l’Institut de Me´canique des Fluides et des Solides (IMFS) a` Strasbourg et modifie´ par
l’Andra dans le cadre du projet Alliances est adapte´ a` notre type de proble`me et disponible
en code source.
Il a cependant fallu comple`tement re´adapter ce code afin de pouvoir dans un remier
temps le diffe´rentier correctement avec le logiciel de diffe´rentiation automatique Tape-
nade [92] de´veloppe´ a` l’INRIA Sophia-Antipolis par l’e´quipe Tropics. Tapenade est un
ge´ne´rateur automatique de code que nous pre´senterons plus longuement au chapitre 4. Les
changements et les ajouts ope´re´s dans le code sont nombreux : re´e´criture et transforma-
tion de certaines parties, imple´mentation de la fonction couˆt du proble`me inverse, cre´ation
de fichiers de donne´es en binaire pour ne pas avoir d’erreur d’arrondis, programmation
des routines et des interfaces de re´solution du proble`me d’estimation de parame`tres et
d’identification de zones, etc. Dans un second temps, nous avons ajoute´ des morceaux de
code afin de faire le lien entre les diffe´rents parame`tres du programme : fonction couˆt,
gradient et minimiseur. A cet effet, nous avons inte´gre´ au code le minimiseur N2QN1 [69]
de telle sorte qu’une fois la fonction couˆt calcule´e par Traces et le gradient calcule´ avec
Tapenade, ceux-ci sont directement injecte´s dans N2QN1 qui commence son processus de
minimisation. Un des avantages du code ainsi remanie´ est sa capacite´ a` traiter aussi bien
le proble`me d’estimation de parame`tres que le proble`me d’identification de zones.
Nous avons e´galement mis au point une interface avec Matlab permettant de traiter les
re´sultats et de re´cupe´rer des images et des films de bonne qualite´.
1.5 Plan du me´moire
La premie`re partie de ce me´moire est consacre´e au proble`me direct du transport de
radionucle´ides en milieu poreux. Nous pre´sentons (Chapitre 2) les mode`les mathe´matiques
ainsi que les diffe´rentes me´thodes nume´riques employe´es. Nous introduisons e´galement le lo-
giciel Traces et la plate-forme Alliances sur lesquels les calculs ont e´te´ faits et nous exposons
les re´sultats des simulations. La seconde partie du travail est ensuite destine´e a` l’estima-
tion de parame`tres. Le Chapitre 3 est de´die´ a` l’e´tude de l’estimation des parame`tres. Nous
rappelons tout d’abord les principes de base du controˆle optimal, puis nous expliquons
en de´tails la re´solution the´orique et nume´rique de notre proble`me inverse. Le Chapitre 4
pre´sente les diffe´rentes techniques de calcul des de´rive´es et l’outil de diffe´rentiation auto-
matique Tapenade que nous avons utilise´ pour calculer le gradient de la fonction couˆt. Le
Chapitre 5 traite les re´sultats nume´riques obtenus dans cette partie sur des applications
aux proble`mes de l’Andra.
Nous nous penchons ensuite dans la troisie`me partie sur l’identification de zones. Dans
le Chapitre 6, nous rappelons dans un premier temps les me´thodes existantes pour l’iden-
tification de zones et dans un deuxie`me temps nous pre´sentons la re´solution du proble`me
de zonation sur les applications de´finies au Chapitre 2. Enfin, le Chapitre 7 fait la synthe`se
du travail accompli et ouvre des perspectives de recherche.
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Chapitre 2
Mode`les mathe´matiques et
nume´riques
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Avant de pre´senter la re´solution nume´rique des e´quations d’e´coulement et de diffusion-
convection, il convient de de´finir ce qu’on appelle par proble`me direct : on dit re´soudre un
proble`me direct (par opposition au proble`me inverse, cf. section 3.1) lorsqu’on cherche
a` de´terminer l’e´volution du champ de concentration dans l’e´quation (1.6) e´tant donne´s les
conditions initiales et aux limites ainsi que les parame`tres de porosite´ ω et de diffusion D.
Cela revient donc a` re´soudre un proble`me au sens “classique”.
Dans le chapitre 1, nous avons pre´sente´ le mode`le mathe´matique des e´quations de
transport de radionucle´ides et d’e´coulement en milieu poreux sature´. Nous revenons dans
ce chapitre sur ces e´quations et nous pre´sentons les mode`les nume´riques associe´s. Nous
n’e´crirons pas ici les formulations variationnelles de ces e´quations, ce n’est en effet pas le
but de notre e´tude.
Le chapitre est organise´ comme suit : nous rappelons tout d’abord les e´quations d’e´tat
puis nous introduisons les sche´mas nume´riques qui ont servi a` la discre´tisation. Ensuite,
nous expliquons le fonctionnement de la plate-forme Alliances et du code Traces et nous
finissons par pre´senter le proble`me que nous conside´rons et exposer les re´sultats nume´riques
du proble`me direct.
2.1 Les e´quations d’e´tat
2.1.1 L’e´quation d’e´coulement
Le but de ce paragraphe est de pre´senter succinctement l’e´quation d’e´coulement afin
d’avoir une bonne compre´hension de l’e´quation de transport. On s’inte´resse a` un e´coulement
dans un milieu sature´ en eau, c’est-a`-dire dans lequel tous les vides sont remplis d’eau. Le
mode`le mathe´matique de l’e´coulement est le suivant
s
∂h
∂t
+∇.q = f (2.1)
q = −K.∇h (2.2)
ou` s est un cœfficient de stockage spe´cifique, h(x, t) la charge pie´zome´trique, f(x, t) est un
terme source et K de´note le tenseur de conductivite´ hydraulique. L’e´quation (2.1) exprime
la conservation de la masse d’eau et la deuxie`me e´quation (2.2) repre´sente la loi de Darcy.
En deux dimensions, le tenseur K est de la forme
K =
 Kxx Kxy
Kxy Kyy
 . (2.3)
Etant donne´ que nous conside´rons un proble`me d’hydraulique sature´ en re´gime perma-
nent, il suffit de calculer une fois le champ de vitesse de Darcy avant de re´soudre le proble`me
de transport seul. En pratique, on se donnera (cf. re´sultats nume´riques du chapitre 5) di-
rectement un champ de vitesse pour l’e´coulement plutoˆt que de re´soudre l’e´quation de
Darcy munie de conditions aux limites en charge hydraulique.
Remarque 2.1 En hydraulique transitoire, la vitesse de Darcy couple l’hydraulique et le
transport.
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2.1.2 L’e´quation de transport
Les contaminants s’e´chappant des colis sont dissous dans l’eau. Leur de´placement dans
la barrie`re ouvrage´e puis la barrie`re ge´ologique est duˆ d’une part au de´placement global de
l’eau, quantifie´ par la vitesse de Darcy (du point de vue des contaminants, c’est la vitesse
de convection) et d’autre part au phe´nome`ne de diffusion qui exprime la tendance des
concentrations dissoutes a` devenir homoge`nes. Le rapport entre la vitesse de diffusion des
contaminants et le gradient de concentration est le tenseur de diffusion, qui est la somme
d’un tenseur de diffusion mole´culaire (scalaire) de´pendant de la nature du contaminant
conside´re´ et d’un tenseur de diffusion (plein) de´pendant de la vitesse de Darcy. Le transport
d’un polluant de´pend en premier lieu des caracte´ristiques de l’e´coulement qui le transporte.
Une approximation pre´cise du champ de vitesse est donc ne´cessaire.
Comme annonce´ dans l’introduction, nous utiliserons un mode`le simplifie´∗ : on ne tien-
dra pas compte de la filiation, les e´quations pour les diffe´rents types de radionucle´ides seront
donc inde´pendantes. On conside´rera e´galement des radionucle´ides qui ne pre´cipitent pas
(par exemple l’Iode 129). Si l’on ne conside`re qu’un seul radionucle´ide, l’e´quation a la forme
suivante
∂(ωRC)
∂t
−∇.(D.∇C − q C) + λωRC −Q = 0. (2.4)
Le tenseur de diffusionD s’exprime comme la somme d’un terme de diffusion mole´culaire
effectif De et d’un terme D
∗ de´pendant de la vitesse de Darcy
D = De +D
∗ (2.5)
avec De = ωDm, Dm est le cœfficient de diffusion mole´culaire et D
∗ s’e´crit en deux dimen-
sions sous la forme
D∗ =

αT ||q||+ (αL − αT ) q
2
x
||q|| (αL − αT )
qxqy
||q||
(αL − αT )qxqy||q|| αT ||q||+ (αL − αT )
q2y
||q||
 (2.6)
avec αL la dispersivite´ longitudinale et αT la dispersivite´ transversale. Dans les applica-
tions nume´riques, on ne prendra pas en compte l’influence de la vitesse de Darcy i.e. la
matrice D∗ sera nulle. La matrice de diffusion sera donc re´duite au cœfficient de diffusion
mole´culaire effectif.
2.2 Discre´tisation des e´quations
2.2.1 Introduction
2.2.1.1 Ele´ments finis mixtes hybrides
L’ide´e de base des me´thodes mixtes (EFM) est d’approcher simultane´ment la fonction
d’e´tat et son gradient. Elles ont e´te´ pre´sente´es pour la premie`re fois par Meissner [78].
∗Les re´sultats de la the`se s’appliquent sans proble`me au mode`le prenant en compte la
filiation.
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L’e´laboration mathe´matique et nume´rique a e´te´ re´alise´e par Raviart & Thomas [83] et
Thomas [95].
Avec la me´thode des EFM associe´e a` un espace de Raviart-Thomas de plus bas degre´,
on aboutit a` un syste`me matriciel syme´trique mais non-de´fini positif. Pour reme´dier a` cet
inconve´nient, une nouvelle formulation a e´te´ introduite : la me´thode des e´le´ments finis
mixtes hybrides (EFMH). Le syste`me matriciel est transforme´ en un syste`me matriciel
syme´trique de´fini positif dont les inconnues sont des multiplicateurs de Lagrange. Ils sont
introduits pour re´aliser l’hybridation et s’interpre`tent comme des traces de la fonction
d’e´tat sur les areˆtes (resp. les faces) des e´le´ments en 2D (resp. en 3D). Pour plus de
pre´cisions, on peut se re´fe´rer aux travaux de Ne´de´lec [79], Brezzi & Fortin [24] et Arnold &
Brezzi [10], a` Farhloul & Serghini Mounim [49] pour une formulation EFMH des e´quations
de convection-diffusion et enfin a` Roberts & Thomas [85] pour une vision globale de la
question.
2.2.1.2 Ele´ments finis discontinus de Galerkin
En 1973, Reed & Hill [84] introduisent la premie`re me´thode discontinue de Galerkin
(EFDG) pour les e´quations hyperboliques. Depuis cette date, il y a eu un de´veloppement
constant des me´thodes de Galerkin qui a permis la mise au point d’un grand nombre
de me´thodes pour les proble`mes hyperboliques et assimile´s. Dans les anne´es 1970, et
inde´pendamment des travaux de Reed & Hill, des me´thodes de Galerkin utilisant des
e´le´ments finis discontinus ainsi que de nombreuses variantes furent propose´es et e´tudie´es
pour la re´solution des e´quations paraboliques et elliptiques. Ces me´thodes sont ge´ne´ralement
appele´es interior penalty methods (IPM) et leur de´veloppement est reste´ inde´pendant des
me´thodes de Galerkin pour les e´quations hyperboliques.
Concernant les EFDG, on peut mentionner les travaux de Arnold et al [11], Brezzi et
al [25], le livre de Thome´e [96] et le papier de Cockburn et al [42] e´voquant l’e´volution des
me´thodes EFDG et leur interaction avec les volumes finis.
Pour les e´quations d’advection-diffusion, on peut se re´fe´rer a` Siegel et al. [88] pour une
solution utilisant une combinaison d’e´le´ments finis discontinus et d’e´le´ments finis mixtes.
2.2.2 Discre´tisation de l’e´quation d’e´coulement
L’e´quation du flux a e´te´ discre´tise´e a` l’aide des EFMH. Elle est donne´e naturellement
en formulation mixte : elle couple l’e´quation de la conservation de masse (2.1) avec la loi de
Darcy (2.2). La formulation mixte est particulie`rement approprie´e pour ce mode`le, car elle
donne une approximation directe de la vitesse de Darcy. En effet, notre inte´reˆt n’est pas
dans la charge h mais dans la concentration C, et dans l’e´quation du transport qui donne
la concentration, c’est la vitesse de Darcy q qui intervient et non pas la charge. La me´thode
des diffe´rences finies et les me´thodes classiques d’e´le´ments finis donnent, en premier lieu,
une approximation de la charge qui est dans un second temps diffe´rentie´e pour donner
l’approximation de la vitesse de Darcy qui est utilise´e dans l’e´quation du transport. Cette
diffe´rentiation est une source d’erreur et la pre´cision est re´duite. La me´thode d’e´le´ments
finis mixtes-hybrides produit non seulement l’approximation de la pression et de la vitesse
mais aussi une approximation de la trace de pression sur les interfaces du maillage. Graˆce
a` cette me´thode, nous disposons de la trace de la pression aussi bien que la trace normale
de la vitesse sur les interfaces entre les sous-domaines.
Pour re´soudre le proble`me d’e´coulement, nous utilisons (comme pour le proble`me de
transport) le code de calcul Traces [62] que nous pre´sentons dans la section 2.2.3.
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Sche´mas nume´riques
Les EFMH utilise´s dans le code de calcul Traces sont de´finis par les fonctions de base
de l’espace Raviart-Thomas de plus bas degre´ (ordre 0). Pour un e´le´ment E de nb coˆte´s,
les fonctions de base wi sont de´finies de manie`re ge´ne´rale par∫
Ej
wi.nEj dx = δij, j = 1, ..., nb (2.7)
ou` Ej est le coˆte´ de l’e´le´ment E, nEj est le vecteur sortant normal a` Ej. On de´finit par qE
la vitesse de Darcy dans l’e´le´ment E et on a
qE(x) =
nb∑
j=1
QEj wj (2.8)
ou` QEj repre´sente le flux a` travers chaque coˆte´ de l’e´le´ment E, les flux sortants e´tant
de signe positif. On discre´tise maintenant la loi de Darcy et l’e´quation de conservation
se´pare´ment et ensuite par substitution, on construit un syste´me d’e´quations ayant la charge
moyenne par coˆte´ pour inconnues principales.
La loi de Darcy est e´crite de la manie`re suivante
K−1E .qE = −∇h, avec KE =
 Kx Kxy
Kxy Ky
 (2.9)
ou` KE repre´sente le tenseur de conductivite´ hydraulique (en 2D). On e´crit ensuite (2.9)
sous forme variationnelle ∫
E
(K−1E qE).wi dx = −
∫
E
∇h.wi dx (2.10)
et en utilisant les proprie´te´s des fonctions de base, (2.10) devient
nb∑
j=1
QEj
(∫
E
wi.(K
−1
E .wj) dx
)
= hE − ThEi (2.11)
ou` hE est la charge moyenne dans la maille E et ThEi la charge moyenne sur le coˆte´ i. On
de´finit la matrice B de la fac¸on suivante
BEij =
∫
E
wi.(K
−1
E .wj) dx. (2.12)
On peut alors re´e´crire (2.11) sous forme matricielle
nb∑
j=1
BEij QEj = hE − ThEi . (2.13)
Les flux a` travers chaque coˆte´ sont donne´s par
QEi =
nb∑
j=1
B−1Eij (hE − ThEi). (2.14)
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L’e´quation de conservation de la masse (2.1) est e´crite sous forme inte´grale∫
E
(
s
∂h
∂t
−∇.q − f
)
dE = 0, (2.15)
soit |E|sE ∂hE
∂t
−
nb∑
j=1
QEj − F SE = 0 (2.16)
ou` |E| est l’aire de l’e´le´ment E, sE est l’approximation de s et F SE le terme source associe´
a` l’e´le´ment E.
La continuite´ de la charge h et des flux entre deux e´le´ments adjacents E et E ′ est
assure´e par
ThEi = ThE′j (2.17)
QEi +QE′j = 0. (2.18)
Pour terminer le sche´ma en espace, il reste a` re´aliser l’hybridation des e´quations. Les
diffe´rentes e´tapes de substitution sont les suivantes :
1. les flux dans l’e´quation de conservation (2.1) sont remplace´s par leur expression
obtenue lors de la discre´tisation de la loi de Darcy (2.9),
2. la charge moyenne hE dans l’e´le´ment est exprime´e en fonction des charges moyennes
sur les coˆte´s ThEi (2.11) a` partir de l’e´quation de conservation,
3. les flux QEj sont remplace´s par leur expression en charge (2.14) obtenue lors de la
discre´tisation de la loi de Darcy dans l’e´quation de continuite´ des flux (2.18),
4. l’e´quation en charge moyenne par coˆte´ est calcule´e en remplac¸ant la charge moyenne
par son expression obtenue a` l’e´tape 2 dans l’e´quation de´crivant la conservation en
flux (2.16).
Remarque 2.2 Le discre´tisation ci-dessus est faite dans le cas 2D. Pour l’avoir en 3D,
il suffit de remplacer les termes coˆte´ par face et aire par volume.
En ce qui concerne le sche´ma en temps, il est implicite sauf pour le terme de de´croissance
ou` on utilise un θ-sche´ma. Pour plus de pre´cisons, on renvoie a` Hoteit & Ackerer [62] et
aux the`ses Andra de Vincent Martin [76] et Estelle Marchand [73] pour les formulations
mathe´matiques et nume´riques des e´quations d’e´coulements.
L’utilisation des e´le´ments finis mixtes hybrides permet
⊲ une de´finition a priori du champ de vitesse a` l’aide des fonctions de base de l’espace
de Raviart-Thomas,
⊲ un calcul simultane´ de la charge et du champ de vitesse,
⊲ d’assurer la continuite´ des flux a` travers les facettes,
⊲ l’utilisation de maillage non structure´ (2D ou 3D).
La me´thode des e´le´ments finis mixtes hybrides donne, dans le cas de l’hydrodynamique,
un calcul pre´cis des champs de vitesse. Cependant, a` maillage e´gal, son inconve´nient est
un nombre d’inconnues plus grand (une par facette).
2.2.3 Discre´tisation de l’e´quation de transport : le code Traces
L’ope´rateur de transport est la somme de plusieurs ope´rateurs : la diffusion-dispersion,
l’advection, la de´croissance radioactive. La technique de se´paration d’ope´rateurs permet de
ramener le proble`me de transport a` la re´solution d’une suite de proble`mes correspondant a`
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chacun des ope´rateurs. Ceci permet en particulier de discre´tiser diffe´remment l’advection et
la diffusion-dispersion et d’utiliser e´galement des pas de temps diffe´rents pour la diffusion-
dispersion et pour l’advection de sorte que ces pas de temps correspondent a` l’e´chelle de
temps de ces diffe´rents phe´nome`nes.
L’e´quation (2.4) est line´arise´e par la me´thode du point fixe de Picard ([19]) et coupe´e
en deux (splitting) comme ci-dessous :
ω
(Rn+1,kadv Cn+1,k+1adv −Rn,kadv Cn,kadv
∆t
)
= A(t, Cn,k) (2.19)
Cn,kdis = C
n+1,k+1
adv (2.20)
ω
(Rn+1,k Cn+1,k+1 −Rn,kdis Cn,kdis
∆t
)
= B(t, Cn+1,k+1) (2.21)
ou` k est l’indice d’ite´ration, Rn = Rn(Cn) (dans le cas ou` le cœfficient de retard n’est pas
constant), A(t, C) = −∇.(q C), B(t, C) = ∇.(D∇C)− λω RC et adv de´signe l’advection
et dis de´signe la dispersion. Le crite`re d’arreˆt est donne´ par∥∥∥Cn+1,k+1 − Cn+1,k∥∥∥
2
< εa + εr
∥∥∥Cn+1,k+1∥∥∥
2
(2.22)
ou` εa (≈ 10−16) est l’erreur absolue et εr (≈ 10−12) l’erreur relative.
Dans l’e´quation (2.4), nous avons se´pare´ le flux de concentration en sa partie diffusive
A(t, C) et en sa partie convective B(t, C). Cette se´paration permet d’utiliser une me´thode
d’e´le´ments finis discontinus de Galerkin ou une me´thode EFMH pour A(t, C) alors que
B(t, C) sera obtenu par une me´thode EFMH (on construit un syste`me d’e´quations ayant
pour principales inconnues la concentration moyenne par areˆte). En ge´ne´ral, on utilise un
sche´ma implicite pour la partie diffusive et le terme de de´croissance radioactive, et un
sche´ma explicite pour la partie convective, avec e´ventuellement des pas de temps diffe´rents
pour ses deux parties (plus petits pour la partie convective).
Remarque 2.3 D’autres me´thodes de line´arisation existent, par exemple la me´thode de
Newton, l’avantage de la me´thode Picard re´side dans sa simplicite´.
Remarque 2.4 La se´paration d’ope´rateurs est e´galement utile pour les proble`mes ou` la
convection est importante.
Le code de simulation Traces [62] (Transport Re´Actif de Contaminant dans les Eaux
Souterraines) que j’utilise a e´te´ developpe´ par l’Institut de Me´canique des Fluides et des
Solides (IMFS) a` Strasbourg et par l’Andra. Ce programme, e´crit en Fortran 90, simule le
flux et le transport en milieu poreux sature´. Le code Traces a e´te´ inte´gre´ dans la plate-forme
de calcul Alliances de´veloppe´e par l’Andra en partenariat avec le CEA et EDF. Traces est
base´ sur le sche´ma nume´rique (2.19)-(2.20)-(2.21).
La version de Traces re´alise´e a` l’IMFS utilisait un sche´ma implicite pour la partie
diffusive et le terme de de´croissance, et un sche´ma explicite pour la partie convective,
avec e´ventuellement des pas de temps diffe´rents pour ces deux parties (plus petits pour la
partie convective). L’Andra a ajoute´ un sche´ma implicite base´ sur les e´le´ments finis mixtes
hybrides pour la partie convective. La formulation implicite pour la convection nous donne
des temps de calculs raisonnables.
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Sche´mas nume´riques
On rappelle ici les grandes lignes de la me´thode des EFDG pour la partie hyperbolique
∂C
∂t
= −∇.(q C) (2.23)
de l’e´quation (2.4).
La concentration C est approche´e par un espace de fonctions biline´aires discontinues
ϕEi
CE(x, t) =
nn∑
i=1
CiE ϕ
i
E (2.24)
ou` nn est le nombre de nœuds de l’e´le´ment E et CiE la valeur de C au nœud i dans E.
L’e´quation hyperbolique (2.23) est e´crite en formulation variationnelle∫
E
∂C
∂t
ϕiE dx = −
∫
E
∇.(q C)ϕiE dx. (2.25)
On note par C inA la variation line´aire de la concentration sur le coˆte´ A (A ⊂ ∂E, avec
∂E la frontie`re de E) a` l’inte´rieur de l’e´le´ment E et par C outA la variation line´aire de C
sur A a` l’exte´rieur de E. La discre´tisation temporelle est d’ordre deux et est base´e sur un
sche´ma explicite simplifie´ de Runge-Kutta. Pour chaque e´le´ment E, les principales e´tapes
de re´solution sont
Etape 1 : calcul entre
[
t, t+
∆t
2
]
∫
E
C
n+1/2
E − CnE
∆t/2
ϕE dx =
∫
E
q CnE.∇ϕE dx−
∑
A⊂∂E
QE,A
∫
A
C in,nA
|A| ϕ
E dσ (2.26)
avec ϕ une fonction test sur E, QE,A le flux a` travers le coˆte´ A par rapport a` sa normale
exte´rieure nE,A (sign(QE,A) = sign(q.nE,A)) et |A| est la longueur du coˆte´ A.
Etape 2 : calcul de C˜n+1
E
en utilisant les valeurs amont
∫
E
C˜n+1E − CnE
∆t
ϕE dx =
∫
E
q C
n+1/2
E .∇ϕE dx−
∑
A⊂∂E
QE,A
∫
A
C
in ou out,n+1/2
A
|A| ϕ
E dσ (2.27)
Les flux convectifs sont calcule´s avec les valeurs amonts de C sur les coˆte´s de A. Le
choix entre C inA et C
out
A de´pend du signe de QE,A, avec C
in
A pour un flux sortant.
Etape 3 : calcul de Cn+1
E
par stabilisation de la solution avec des limiteurs de pentes
Le sche´ma nume´rique est stabilise´ avec des limiteurs de pentes multidimensionnels afin
d’e´viter les oscillations. Pour assurer l’unicite´ de la solution, on impose a` Cn+1E d’eˆtre le
plus proche possible de C˜n+1E . Ainsi, afin de de´terminer C
n+1
E , on re´sout alors un proble`me
de minimisation a` nn dimensions en utilisant la me´thode du point selle.
La solution obtenue ve´rifie le principe du maximum discret. La re´solution en temps
e´tant explicite, le respect de la CFL est obligatoire.
Remarque 2.5 Tout comme pour les e´le´ments finis mixtes hybrides, la masse est conserve´e
localement.
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2.3 Plateforme de calcul Alliances
2.3.1 De´finition & Historique
Une plate-forme de simulation est un logiciel rassemblant tous les outils ne´cessaires a`
une simulation et capable d’effectuer le pre´-traitement, les calculs et le post-traitement.
Le pre´-traitement fait re´fe´rence aux outils ne´cessaires a` la conception d’un proble`me : la
ge´ome´trie et le maillage. La ge´ome´trie est de´finie via un logiciel de CAO (Conception As-
siste´e par Ordinateur) tandis que le maillage est de´fini via un mailleur. Le post-traitement
fait re´fe´rence aux outils ne´cessaires a` la visualisation et a` l’analyse des re´sultats de la
simulation. Alliances (Atelier LogicieL d’Inte´gration, d’ANalyse et de Conception pour
l’Entreposage et le Stockage) a e´te´ cre´e´ afin de permettre l’e´tude du stockage et de l’en-
treposage des de´chets radioactifs a` des e´chelles de temps importantes. La plate-forme est
en constante e´volution depuis sa cre´ation en 2002 avec l’ajout continue de nouvelles fonc-
tionnalite´s et de nouveaux modules.
Alliances comprend de nombreux modules qui lui permettent de s’appliquer dans des
diffe´rents domaines :
– hydraulique et transport ;
– transport re´actif et couplage thermique ;
– thermo hydraulique multiphasique ;
– thermo hydro me´canique des argilites ;
– couplage colis environnement ;
– couplage chimie me´canique ;
– analyse d’incertitude et de sensibilite´ probabiliste.
2.3.2 Fonctionnement de la plate-forme
L’utilisateur cherche a` re´soudre avec Alliances un proble`me donne´, hydraulique ou
transport, avec un code nume´rique disponible dans la plate-forme. Pour cela, il devra
de´finir (i.e. mettre en route) trois objets distincts : un “proble`me”, un “module” et un
“composant”. La notion de composant est relativement simple : les composants sont les
repre´sentants des codes inte´gre´s dans la plate-forme. Informatiquement parlant, ce sont
les interfaces python permettant de passer les donne´es d’un proble`me aux codes de calcul,
puis de lancer le calcul. Il y a actuellement trois codes inte´gre´s dans Alliances pour traiter
les proble`mes cite´s plus haut :
∗ le code Castem (Cast3m) du CEA,
∗ le code Porflow qui est un code commercial vendu par la socie´te´ Acri,
∗ le code Traces e´crit par l’Institut de Me´canique des Fluides et des Solides (IMFS)
de Strasbourg.
Chacun de ces codes est interface´ avec Alliances, via une interface imple´mente´e par code
et par proble`me. Dans une utilisation classique, la mise en route du composant de calcul
se fait via les modules. Les modules sont intercale´s entre les proble`mes et les composants
et servent a` pre´senter a` l’utilisateur une interface commune pour tous les composants
qui imple´mentent la re´solution du proble`me donne´. Dans Alliances, on distingue deux
types de proble`mes : ceux dont la re´solution ne fait intervenir qu’un code de calcul et
ceux qui sont couple´s au sein d’Alliances et qui font intervenir deux codes de calcul a`
chaque ite´ration de chaque pas de temps d’un calcul (proble`mes dits couple´s) comme
les proble`mes chimie-transport ou hydraulique-transport. Pour ces proble`mes couple´s, les
modules re´alisent effectivement le couplage entre les composants (les codes). Tandis que
pour les proble`mes non couple´s, les modules n’agissent qu’en transfe´rant les donne´es depuis
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le proble`me vers le composant choisi par l’utilisateur.
Le mode`le de donne´es d’Alliances est constitue´ des e´le´ments (entite´s) suivants :
∗ Maillages et Champs qui regroupent les me´thodes et donne´es d’importation et d’e´change
de maillage et de champs entre modules. Les maillages, les zones (appele´es supports)
de´finies sur ces maillages ainsi que les champs de valeurs (champs de charge, pres-
sion ou concentration) s’appuient sur la librairie Med de Salome´. Alliances traite
aussi bien les maillages structure´s que non-structure´s. On peut e´galement faire des
ope´rations simples sur les champs.
∗ Points, Vecteurs, Tenseurs et Tables, objets d’e´change pour les donne´es inde´pendantes
d’un maillage. Les Tables de´signent un ensemble de colonnes de valeurs, et sont tre`s
utilise´es pour de´finir par exemple des donne´es physiques, sources, et/ou conditions
aux limites variables dans le temps. Les sorties de type flux ou e´volutions en un point
sont re´cupe´re´es sous forme de tables dans un proble`me instationnaire.
∗ Donne´es physiques : on se limitera a` celles relatives aux e´tudes hydrauliques et de
transport ge´ne´ralise´, elles sont regroupe´es en deux classes : les lois physiques et les
quantite´s physiques (scalaires, vecteurs, tenseurs),
∗ Me´thodes et donne´es de de´finition d’un proble`me physique : type de proble`me, condi-
tions intiales et aux limites, mate´riaux, sources, sorties attendues, etc.
Fig. 2.1 – Architecture d’Alliances
2.3.3 Maillages & Post-traitement
Les maillages ont e´te´ ge´ne´re´s avec le logiciel Gmshwrapper [50] mis au point par Pierre-
Antoine Faure lors d’un stage de Master sous la direction d’Alain Dimier au sein de l’Andra.
Ce logiciel encapsule en python le logiciel Open Source Gmsh. Il permet de ge´ne´rer un
fichier de maillage au format Med, format cre´e´ par EDF a` partir d’une base HDF∗.
Pour le post-traitement, nous avons utilise´ l’interface Salome´ pre´sente dans la plate-
∗HDF, Hierarchical Data Format : format de´veloppe´ par le NCSA (National Center for Supercomputing
Applications) pour aider les scientifiques a` travailler et e´changer des donne´es graphiques ou nume´riques.
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forme Alliances et e´galement le logiciel scientifique Matlab par l’interme´diaire de scripts
que nous avons cre´e´s.
2.4 Imple´mentation
De´finition 2.1 On de´signe par variables d’entre´es du code les arguments du programme
informatique dont la valeur est connue avant l’exe´cution de cette routine.
De´finition 2.2 On de´signe par variables de sorties du code les arguments du programme
informatique dont la valeur est modifie´e apre`s l’exe´cution de celle-ci.
De´finition 2.3 On appelle routine un morceau de programme compose´ de fonctions (en-
semble d’instructions re´alisant une certaine taˆche).
2.4.1 Le code Traces
Traces a e´te´ inte´gre´ a` la version 1.2 de la plate-forme de calcul en novembre 2004.
Pour lancer l’exe´cutable Traces a` partir d’un terminal, il faut pre´ciser en entre´e deux
arguments : le nom du fichier de maillage et le type de calcul demande´ (hydraulique,
transport, hydraulique + transport, hydraulique transitoire). L’e´criture d’un script python
qu’on lance au sein de la plate-forme Alliances reste le moyen le plus simple de ge´ne´rer les
fichiers d’entre´es.
L’architecture de Traces est la suivante (cf. figure ci-dessous) : le programme princi-
pal se nomme traces, il appelle la routine traces0 qui, en fonction du type de calcul
demande´, appelle soit la routine comp hydro pour re´soudre l’hydraulique soit la routine
comp trans qui elle-meˆme appelle la routine comp specie afin de re´soudre le proble`me
de transport pour chaque espe`ce.



TRACES
↓



TRACES0
ւ ց



COMP TRANS



COMP HYDRO
↓



COMP SPECIE
Fig. 2.2 – Architecture de Traces
La version de traces0 fournie par l’Andra faisait la boucle en temps et proce´dait a`
l’e´criture des sorties dans des fichiers. Afin de faciliter la diffe´rentiation automatique du
code Traces (cf. chapitre 4) et de limiter les sources d’erreurs, nous avons se´pare´ la routine
principale traces0 en plusieurs routines : traces0 ne fait plus que la boucle en temps
(partie calculatoire), onetimestep fait le calcul sur un pas de temps et calcul traces fait
la partie lecture/e´criture de fichiers. Nous avons rajoute´ la routine fct cout qui calcule la
fonction couˆt et nous de´signons par cost la valeur de la fonction couˆt (variable de sortie
du code).
26 Chapitre 2. Mode`les mathe´matiques et nume´riques



TRACES
↓



TRACES0
ւ ց



ONETIMESTEP



FCT COUT
↓



FCT COUT
Fig. 2.3 – Structure du fichier traces0.f90
D’autres fichiers que nous ne pre´sentons pas ici ont e´galement e´te´ modifie´s afin d’avoir
une version de Traces plus adapte´e pour la partie diffe´rentiation automatique du code
(chapitre 4).
Remarque 2.6 La routine fct cout est appele´e deux fois dans traces0 car la fonction
couˆt (3.2) associe´e au proble`me inverse (3.1) est la somme de deux termes : un terme
correspondant a` l’inte´gration en temps et un terme correspondant a` l’instant final.
2.4.2 La plate-forme Alliances
En ge´ne´ral, les diffe´rents arguments constituant un proble`me sont de´finis au pre´alable,
pour plus de lisibilite´ du script notamment. Un ordre raisonnable de de´finition de ces
donne´es est le suivant :
1. de´finition des espe`ces (en transport) ;
2. de´finition des donne´es sur les espe`ces (en transport) : la de´croissance/filiation ;
3. de´finition des parame`tres mate´riaux (intrinse`ques et mate´riaux/espe`ces) ;
4. cre´ation des mate´riaux ;
5. chargement du maillage ;
6. re´cupe´ration des zones et des frontie`res ;
7. cre´ation des re´gions (association zones/mate´riaux) ;
8. spe´cification du type de proble`me ;
9. de´finition des conditions initiales ;
10. de´finition des conditions aux limites ;
11. de´finition des instants de calcul ;
12. de´finition des sources (s’il y a lieu) ;
13. de´finition des sorties attendues (concentration, flux, etc.) ;
14. cre´ation du proble`me d’hydraulique en sature´ ou du proble`me de transport ge´ne´ralise´
en passant l’ensemble des donne´es en argument.
2.5 Position du proble`me
Nous allons maintenant pre´ciser les caracte´ristiques physiques et la ge´ome´trie des do-
maines conside´re´s afin de formuler un mode`le complet pour la simulation du transport
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de radionucle´ides. Le mode`le choisit par l’Andra pour le dossier 2005 ([8]) a valide´ l’ap-
proximation du milieu et du stockage par des couches horizontales, on se limitera donc
a` une description bidimensionnelle du proble`me. L’objectif e´tant de caracte´riser un com-
portement global et de valider une approche the´orique sur ce comportement, la ge´ome´trie
envisage´e est simplifie´e en ne´gligeant certains de´tails de l’installation (galeries, alve´oles,
puits, etc.) et du milieu ge´ologique.
2.5.1 Cadres et objectifs de notre travail
Comme nous l’avons explique´ dans le chapitre 1, l’Andra e´tudie la possibilite´ de stocker
les de´chets nucle´aires de haute activite´ (HA) et de moyenne activite´ a` vie longue (MA-VL)
en couche ge´ologique profonde. Le laboratoire de Bure dans la Meuse/Haute Marne, dont
la configuration du sous-sol est donne´e par la figure 2.4, a e´te´ cre´e´ dans ce but. La couche
argileuse du Callovo-Oxfordien (Cox), situe´e a` 500 m de profondeur et mesurant 130 m
d’e´paisseur, est susceptible d’accueillir le stockage.
Fig. 2.4 – Repre´sentation du milieu ge´ologique
Afin d’e´tudier l’e´volution d’un stockage et de son environnement sur des e´chelles de
temps hors du champ de l’expe´rience (jusqu’a` plusieurs centaines de milliers d’anne´es), il
convient d’utiliser des outils adapte´s tels que la simulation nume´rique. L’e´valuation de la
suˆrete´ du stockage s’appuie notamment sur la simulation des e´coulements et du transport
de radionucle´ides dans le milieu ge´ologique. L’objectif de ce travail est de pouvoir appliquer
les re´sultats obtenus dans cette the`se a` l’expe´rience DIR. Dans ce but, nous avons de´fini
des cas-tests en liaison avec les e´quipes de l’Andra afin de valider les me´thodes utilise´es.
Dans cette optique, nous avons mis au point avec les e´quipes de l’Andra, deux cas-tests 2D
correspondant a` des situations physiques re´alistes que nous pre´sentons dans le paragraphe
suivant.
2.5.2 Pre´sentation des cas-tests
Le radionucle´ide conside´re´ est l’iode 129 dont la pe´riode radioactive est de 15,7 millions
d’anne´es et le cœfficient de de´croissance radioactive vaut λ = log(2)/1, 57.107 an−1. La
gamme de valeur des parame`tres associe´e a` l’iode pour le Cox est pre´sente´e dans le tableau
ci-dessous.
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D (m2/s) αL (m) αT (m) ω R
Callovo-Oxfordien 5.10−12 7 0,7 0,05 1
Tab. 2.1 – Cœfficients pour l’Iode 129
Les parame`tres de porosite´ et de diffusion sont de´finis par zones ou` ils sont conside´re´s
comme constants, on dit que la variabilite´ spatiale des parame`tres du syste`me est pa-
rame´tre´e par zones.
La ge´ome´trie du premier cas-test, appele´ cas-test “colis”, est re´pre´sente´e sur la figure
2.5 : il mode´lise un colis contenant des radioe´le´ments (Ω2) place´ dans une couche ge´ologique
(Ω1). Le second, appele´ cas-test “re´el” (car proche de l’expe´rience DIR), peut mode´liser le
sous-sol du laboratoire de Bure : le trou repre´sentant le forage (cf. figure 2.6), le domaine
Ω2 le colis, le domaine Ω3 la zone endommage´e par le forage et la zone Ω1 la roche. Les
valeurs des parame`tres sont donne´es par le tableau 2.2 : partie gauche pour le cas-test
“colis” et partie droite pour le cas-test “re´el”.
D (m2/an) ω R
Ω1 9,5.10
−7 0, 3 1
Ω2 2.10
−4 10−3 1
D (m2/s) ω R
Ω1 10
−11 0,2 1
Ω2 10
−6 10 1
Ω3 10
−10 0,3 1
Tab. 2.2 – Cœfficients de diffusion/dispersion, de porosite´ et de retard
La valeur de la porosite´ dans Ω2 (zone d’injection) pour le cas-test “re´el” a volontai-
rement e´te´ fixe´e a` une valeur eleve´e afin de rendre disponible tre`s rapidement les radio-
nucle´ides a` la frontie`re de la zone endommage´e.
2.5.2.1 Cas-test “colis”
Le domaine Ω est de´coupe´ en deux zones et mesure 60 m de longueur par 40 m de
largeur. La zone Ω2 mesure 20 m de longueur par 10 m de largeur. Les valeurs de diffusion
ont e´te´ choisies proches de la valeur re´elle du Callovo-Oxfordien pour Ω1 et proche des
valeurs des couches ge´ologiques voisines du Callovo-Oxfordien pour Ω2 (cf.tableau 2.1).
On impose un flux (non nul) sur la fontie`re ΓD et une concentration initiale nulle dans Ω2.
Dans la suite, on calculera les valeurs de concentration dans le colis a` tous les pas de
temps et sur la droite ∆ (en pointille´e rouge sur la figure 2.5) a` l’instant final pour calculer
la fonction couˆt du proble`me inverse. Les valeurs de sorties du code seront par la suite
conside´re´es comme des mesures (donne´es) pour l’identification.
2.5 Position du proble`me 29
ΓN
ΓN ΓN
Flux impose´ sur ΓD
qD = −10−16 (mol/an)
Fig. 2.5 – Repre´sentation du domaine Ω (60 m × 40 m)
2.5.2.2 Cas-test “re´el”
La figure 2.6 donne la ge´ome´trie du domaine du cas-test “re´el”. Le choix de la ge´ome´trie
est totalement en accord avec la figure 2.7 qui montre une partie du dispositif expe´rimental
(la chambre de diffusion) de l’expe´rience DIR. Le domaine Ω est divise´ en trois zones et
mesure 0, 4 m de longueur par 2 m de largeur, la zone Ω2 mesurant 8 cm de longueur par
10 cm de largeur et Ω3 ayant une largeur de 2 cm. Les droites γi, i = 1, ..., 3 (en poin-
tille´es rouges sur la figure 2.6) repre´sentent les endroits ou` la concentration sera mesure´e a`
l’instant final pour calculer la fonction couˆt de notre proble`me inverse. Les sorties du code
seront (comme pour le cas-test “colis”) conside´re´es comme des mesures pour le proble`me
d’identification.
Fig. 2.6 – Repre´sentation du domaine Ω (0,4 m
× 2 m)
Fig. 2.7 – Chambre de diffusion
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Nous avons traite´ seulement le cas 2D alors que la ge´ome´trie du vrai proble`me est en
3D (axisyme´trique). Cependant, cela ne remet pas en cause la de´marche adopte´e mais cela
nous a permis de gagner du temps calcul.
2.6 Re´solution du proble`me
Dans les applications qui suivent, la vitesse de Darcy est nulle. On aura donc a` re´soudre
un proble`me de diffusion pure (pas de convection). La ge´ome´trie et les dimensions des deux
cas-tests sont de´finis a` la section 2.5.2.
2.6.1 Cas-test “colis”
On note la frontie`re ∂Ω de Ω et on a ∂Ω = ΓN ∪ ΓS ∪ ΓD (cf figure 2.5). On impose un
flux de −10−16mol/an sur la frontie`re ΓD et le terme source Q de l’e´quation (1.6) est nul.
Les conditions initiales et aux limites sont les suivantes
{
C(t = 0, x) = 0 sur Ω1
C(t = 0, x) = 0 sur Ω2
(2.28)

C(t, x) = 0 sur ΓN
D∇C(t, x).n = 0 sur ΓS
D∇C(t, x).n = −10−16 sur ΓD
(2.29)
Le domaine Ω a e´te´ maille´ avec gmsh, il contient 2742 e´le´ments (figure 2.8) dont 2500
triangles ou quadrangles pour la grande zone (Ω1) et 242 rectangles pour le colis (Ω2).
Fig. 2.8 – Domaine Ω maille´ avec 2742 e´le´ments
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La simulation s’est de´roule´e sur 1000 ans avec des pas de temps d’une demi-anne´e. On
peut voir le re´sultat de la simulation sur la figure 2.9. Les cœfficients de diffusion e´tant
assez faibles, la diffusion dans la zone du colis n’est pas tre`s importante : on voit en effet
que la concentration n’a pas comple`tement atteint le haut du colis.
Fig. 2.9 – Visualisation de la concentration obtenue avec Salome a` l’instant final
2.6.2 Cas-test “re´el”
On de´finit Ω = Ω1 ∪ Ω2 ∪ Ω3 et Γ = ∂Ω. On prend comme conditions initiales et aux
limites{
C(t = 0, x) = 0 sur Ω1 ∪ Ω3
C(t = 0, x) = 1 sur Ω2
(2.30) D∇C(t, x).n = 0 sur Γ (2.31)
Le proble`me e´tant syme´trique, nous le re´solvons uniquement sur la moitie´ du domaine
qui a e´te´ maille´ avec 1996 e´le´ments. On prend le terme source Q nul dans l’e´quation (1.6)
et on part d’une concentration de 1mol/m3 dans la zone d’injection Ω2 qu’on laisse e´voluer
sur 1000 jours (pas de temps d’une demi-journe´e). On peut voir le re´sultat sur la figure
2.10 : la concentration a le´ge`rement diminue´ dans le colis mais elle a cependant atteint le
bord droit du domaine.
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Fig. 2.10 – Visualisation de la concentration obtenue avec Matlab a` l’instant final
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Les profils 3D de concentration (figures 2.11, 2.12 et 2.13) repre´sentent l’e´volution au
cours du temps de la concentration sur les trois droites γi, i = 1, ..., 3 : sur l’axe des z
nous avons les valeurs de concentration, sur l’axe des abscisses nous avons le temps et sur
l’axe des ordonne´es nous avons la premie`re composante d’espace x pour les figures 2.11 et
2.12 et la deuxie`me composante d’espace y pour la figure 2.13. Le temps est repre´sente´ a`
chaque pas de temps d’une demi-journe´e, la concentration e´volue donc de t = 0 a` t = 1000
jours ce qui correspond a` la nume´rotation de 0 a` 2000 sur les figures. On a e´galement
repre´sente´ la solution sur tous les pas de temps d’espace (de longueur 0,2 cm) du maillage,
la composante x pouvant aller de 0 a` 0,2 m et la composante y de 0 a` 2 m (cf. section
2.5.2.2). Les profils horizontaux (cf. figure 2.6) vont du bord droit du colis au bord droit
du domaine (de 0,04 a` 0,2 m) et le profil vertical (cf. figure 2.6) va du bord du colis au bas
du domaine (de 1,1 a` 0 m).
Sur les figures, on voit bien la de´croissance exponentielle de la diffusion qui est plus ou
moins forte suivant les zones (les changements de pente correspondent aux changements de
zones). Ces re´sultas sont bien en accord avec la physique et avec ce qu’on pouvait attendre.
Fig. 2.11 – Profil de concentration sur la ligne horizontale γ1 d’e´quation y = 1
34 Chapitre 2. Mode`les mathe´matiques et nume´riques
Fig. 2.12 – Profil de concentration sur la ligne horizontale γ2 d’e´quation y = 0, 9
Fig. 2.13 – Profil de concentration sur la ligne verticale γ3 d’e´quation x = 0
Chapitre 3
Etude du proble`me inverse
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Avant de pre´senter les me´thodes de re´solution des proble`mes inverses, il convient de
de´finir ce qu’on appelle par proble`me inverse : on dit re´soudre un proble`me inverse
(par opposition au proble`me direct, cf. chapitre 2) lorsqu’on cherche a` de´terminer les
parame`tres de porosite´ ω et de diffusion D dans l’e´quation (1.6) connaissant les conditions
initiales et aux limites ainsi que les valeurs de concentrations.
Dans ce chapitre, nous rappelons dans un premier temps les diffe´rentes me´thodes de
re´solution des proble`mes inverses et les bases du controˆle optimal avant d’e´crire formelle-
ment les e´quations de transport adjointes. Dans un second temps, nous passons a` l’e´tude
nume´rique du proble`me inverse.
Dans toute la suite, on note ω = (ω1, ... , ωp), D = (D1, ... , Dp) et K = (ω,D) le vecteur
des parame`tres. On pose N = 2p.
3.1 Introduction
3.1.1 Etat de l’art
Une litte´rature abondante existe sur la re´solution des proble`mes inverses, on peut citer
l’ouvrage de synthe`se [21] qui fait suite a` un travail a` l’Observatoire Franc¸ais des Techniques
Avance´es et en particulier le chapitre «Des apports du controˆle optimal» de Jacques Blum.
Un workshop a e´galement e´te´ organise´ en novembre 2002 pour faire l’e´tat de l’art sur le
the`me «Proble`mes inverses et analyse d’incertitudes» dans le cadre du GNR MoMaS avec
les partenaires de l’Andra et du CEA∗.
On peut e´galement se re´fe´rer a` Kern [65] pour une approche ge´ne´rale sur les proble`mes
inverses, aux travaux de Mc Laughlin et Townley [77] pour les me´thodes d’inversion, Sun
[90] pour des proble`mes inverses en milieu poreux et De Marsily et al [45] pour les proble`mes
inverses en hydroge´ologie et Chavent et al. [37] pour une estimation des perme´abilite´s rela-
tives en milieu poreux. Il faut mentionner Cartalade et al [30] dans le cadre de l’estimation
des parame`tres de transport ou de diffusion en milieu poreux et dans l’approche par re´seaux
de neurones pour l’identification des cœfficients de diffusion [29]. Enfin citons Cle´ment et
al [41] pour l’analyse de sensibilite´ de la solution de l’e´quation aux de´rive´es partielles
par rapport aux cœfficients a` estimer a` l’aide de l’algorithme de de´composition en valeurs
singulie`res.
Pour re´soudre notre proble`me inverse, on utilisera des me´thodes de´terministes ou encore
me´thodes variationnelles base´es sur la minimisation d’un crite`re en ge´ne´ral quadratique.
Ces me´thodes trouvent leur fondement mathe´matique dans la the´orie du controˆle optimal
de Lions [70], applique´e a` l’estimation de parame`tres comme dans Chavent [33]. Il existe
aussi des me´thodes de type probabilistes pour re´soudre un proble`me inverse comme ex-
pose´ dans Tarantola [93]. Quelle que soit la me´thode de re´solution employe´e, la solution
est obtenue en utilisant une approche identique. En effet, un crite`re est souvent de´fini pour
mesurer la diffe´rence entre valeurs calcule´es et valeurs mesure´es : l’objectif est de trou-
ver l’ensemble des parame`tres qui minimisent le crite`re. Il reste a` choisir une technique
approprie´e pour minimiser la fonction couˆt. De nombreuses approches existent pour faire
une telle minimisation ([23, 40, 61] et cf. section 3.3) : nous avons choisi d’utiliser des
algorithmes qui requie`rent le calcul du gradient (de´rive´es de la fonction couˆt par rapport
aux parame`tres).
Nous pouvons souligner que les me´thodes inverses de´pendent du type de parame´trisation
choisie pour caracte´riser les parame`tres a` identifier dans le proble`me direct. Dans le cas
∗http://www.gdrmomas.org/Activites/2002/Documents/WORKSHOP control.doc
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de l’identification de parame`tres, plusieurs me´thodes peuvent eˆtre utilise´es : me´thode de
zonation (ou` l’on suppose les cœfficients constants par zones), me´thode d’interpolation (ap-
proximation polynomiale), etc. Dans notre cas, la repre´sentation du milieu ge´ologique nous
a amene´ a` parame´trer le syste`me par zones. Ce choix est raisonnable puisque le syste`me est
naturellement parame´tre´ par zones. La meˆme me´thode s’applique dans le cas des strates
ge´ologiques en milieu naturel [26] ou` l’on pourra envisager une zonation horizontale (cf.
figure 2.4).
3.1.2 Cadres et objectifs de notre travail
Nous devons faire des simulations du transport des radionucle´ides afin de de´terminer
l’impact d’une e´ventuelle propagation de ces e´le´ments dans le sous-sol. La mode´lisation de
l’e´coulement et du transport en milieu poreux autour du stockage exige de connaˆıtre les
parame`tres physiques des diffe´rents couches ge´ologiques. Parmi ces parame`tres, la porosite´
et la diffusion ne sont pas directement accessibles par des mesures, c’est pourquoi nous
devons re´soudre un proble`me inverse pour les identifier.
3.1.2.1 Les objectifs
La premie`re partie de notre travail est d’estimer les cœfficients de transport a` partir de
mesures de concentration. La spe´cificite´ de l’approche choisie est d’utiliser la technique de
zonation qui consiste a` conside´rer le milieu comme un ensemble de zones homoge`nes, pour
chacune desquelles les cœfficients seront estime´s. Cette approche pourra eˆtre applique´e a`
des expe´riences dans des milieux dont l’e´chelle d’espace peut eˆtre tre`s diffe´rente. Le forage,
dans le cas de l’expe´rience DIR et du cas-test “re´el”, implique bien suˆr une identification
des cœfficients a` la fois dans la zone endommage´e et dans la zone saine. Dans un premier
temps, on commencera par identifier les cœfficients dans des zones fixe´es. Pour cela, on a
e´te´ amene´ a` de´velopper le code adjoint du code de diffusion-convection. En effet, le code
adjoint nous donnera acce`s au gradient de la fonction couˆt dont nous avons besoin dans la
re´solution du syste`me d’optimalite´ (cf. paragraphe 3.2.3). Dans un deuxie`me temps, on se
pre´occupera de de´placer les zones et e´ventuellement d’en cre´er de nouvelles (cf. chapitre
6).
3.1.2.2 Les donne´es a` notre disposition
Expe´riences jumelles
Nous allons travailler sur des donne´es synthe´tiques : on choisit tout d’abord des valeurs
pre´cises pour le cœfficient de diffusion et la porosite´ et on calcule la concentration qui
en re´sulte (note´ Cobs) en re´solvant le proble`me direct. Ensuite, on cherche a` retrouver ces
cœfficients a` partir des valeurs de concentration observe´es. L’avantage de cette me´thode
est que l’on peut comparer la porosite´ et le champ de diffusion obtenus par la me´thode
inverse avec la porosite´ et le champ de diffusion initiaux (qui sont en pratique inconnus)
ce qui permettra de valider les me´thodes utilise´es.
Dans les deux cas-tests qui nous inte´ressent, les donne´es de concentration observe´es
sont de deux types : des mesures de concentration recueillies dans la chambre d’injection
tout au long de l’expe´rience ainsi que des mesures obtenues au temps final.
3.1.2.3 Identifiabilite´
La question se pose toujours, de fac¸on the´orique et pratique, de savoir si les mesures
sont suffisantes pour estimer les parame`tres que l’on cherche et comment l’incertitude sur
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les mesures se re´percute sur les parame`tres estime´s. Les questions de stabilite´ et d’identi-
fiabilite´ sont donc au cœur de l’estimation de parame`tres et sont intimement lie´es au choix
de la parame´trisation. Nous avons re´alise´ de nombreuses simulations dans le chapitre 5
pour essayer d’y re´pondre.
3.2 Etude the´orique du proble`me inverse
Dans ce chapitre, nous pre´sentons le proble`me inverse d’identification de parame`tres en
milieu poreux pour une e´quation de convection-diffusion. Nous chercherons la solution d’un
proble`me type controˆle optimal connaissant une distribution de la solution en diffe´rents
points de l’espace et du temps. A cet effet, nous e´crirons l’e´quation adjointe de (1.6).
L’e´tat adjoint permettra alors de de´terminer le gradient d’une fonction couˆt de´finie en
fonction des parame`tres a` identifier. Les observations seront ge´ne´re´es par le mode`le direct
(on parle de donne´es synthe´tiques) ce qui permettra, connaissant les valeurs des cœfficients
a` identifier, de valider les me´thodes utilise´es.
Notre proble`me inverse se formulant comme un proble`me d’optimisation (cf. section
3.1), nous rappelons ici les grandes lignes de la the´orie du controˆle optimal qui nous servira
par la suite.
3.2.1 Rappels de controˆle optimal
Principe
Dans la the´orie du controˆle optimal, le mode`le peut eˆtre de´crit par une e´quation
d’e´volution non line´aire (ce mode`le peut eˆtre la version discre´tise´e en espace, par la me´thode
des diffe´rences finies par exemple, d’un mode`le d’e´quation aux de´rive´es partielles) de la
forme 
dC
dt
= F (C(t), K), t ∈ [0, T ], C ∈ H
C(0) = U
(3.1)
ou` C est la variable d’e´tat appartenant a` un espace de Hilbert H (H ≡ L2(0, T ;Rm)), K le
vecteur des parame`tres appartenant a` un espace de Hilbert K, F un ope´rateur diffe´rentiel
non line´aire de H × K dans H qu’on supposera (en ge´ne´ral) diffe´rentiable. On supposera
que l’ensemble de parame`tres admissibles P est un espace de Hilbert et que P = K. On
de´signe par O l’espace de Hilbert des observations. On ne pre´cise pas plus les espaces
fonctionnels associe´s (ce n’est effectivement pas le but de l’e´tude). Lors des applications
nume´riques, O sera ne´cessairement un espace de dimension finie. Nous supposons que pour
K ∈ K et C ∈ H fixe´s, le proble`me de Cauchy (3.1) admet une solution unique C = C(K).
Nous devons tenir compte des mesures qui sont a` notre disposition, nous les repre´sente-
rons par une application line´aire, note´e M1 (appele´e ope´rateur d’observation) de notre
fonction d’e´tat C a` valeurs dans O pour la partie temporelle de la fonction couˆt et par une
application line´aire, note´e M2 (appele´e ope´rateur d’observation a` l’instant final) de notre
fonction d’e´tat C a` valeurs dans U pour le terme portant sur l’intant final. On de´finit une
fonction couˆt J de P dans R (ou crite`re d’erreur) qui calcule l’e´cart entre solution calcule´e
par le mode`le (3.1) d’une part et une observation “temporelle”Co ∈ O × [0, T ] et une
observation au temps final Cbfinal ∈ U d’autre part
J(K) = α
∫ T
0
‖M1C − Co‖2O dt+ β
∥∥M2C(T )− Cbfinal∥∥2U (3.2)
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ou` ‖.‖2 est la norme euclidienne usuelle et α, β des cœfficients re´els ge´ne´ralement appele´s
poids. La fonction couˆt J contient
– un terme α
∫ T
0
‖M1C − Co‖2O dt ou` les valeurs de concentration sont calcule´es dans
un domaine donne´ a` plusieurs instants,
– un terme β
∥∥M2C(T )− Cbfinal∥∥2U ou` les valeurs de concentration sont prises a` l’instant
final.
On pose alors le proble`me de controˆle optimal suivant :
Proble`me 3.1 Trouver K∗ = (ω∗, D∗) ∈ P tels que
J(K∗) = Inf
K∈P
J(K) (3.3)
ou` J est donne´ par (3.2) et C est associe´ a` K par (3.1).
Remarque 3.1 Sans hypothe`ses sur l’ope´rateur F et sur l’ope´rateur d’observation M1,
l’optimum K∗ peut ne pas exister ou ne pas eˆtre unique. Pour plus de de´tails sur la
re´solution des proble`mes de controˆle optimal, on renvoie au livre re´fe´rence de Lions [70].
Remarque 3.2 Nous limitons nos rappels au cas de la dimension finie.
De fac¸on ge´ne´rale, lorsque J est diffe´rentiable, une condition ne´cessaire pour que K∗
soit solution de (3.3) dans le cas sans contraintes est donne´e soit par l’e´quation d’Euler-
Lagrange
∇J(K∗) = 0 (3.4)
avec ∇J =
(
∂J
∂ω
,
∂J
∂D
)T
, et dans le cas avec contraintes par l’ine´galite´ variationnelle
〈∇J(K∗), v −K∗〉 ≥ 0, ∀v ∈ P. (3.5)
La fonction couˆt J de´pend de K par l’interme´diaire de C, c’est la diffe´rence avec un
proble`me “classique”de minimisation. La de´termination de ∇J permet de mettre en œuvre
des me´thodes d’optimisation de type descente. La me´thode directe consiste a` de´river C par
rapport a` K, ce qui revient a` de´river l’e´quation (1.6) par rapport a` chaque composante de
K et donc a` e´crire autant d’e´quations line´arise´es que de parame`tres a` identifier. Ce proce´de´
devient d’autant plus couˆteux que le nombre de parame`tres est grand. C’est pourquoi, dans
la suite nous allons pre´senter (et utiliser) la me´thode de l’e´tat adjoint qui permet de calculer
le gradient en inte´grant l’e´quivalent de deux fois le mode`le direct.
3.2.2 Le mode`le line´aire tangent
Si on note K˜ une perturbation surK alors cette pertubation permet de de´finir la de´rive´e
directionnelle Ĵ de la fonction couˆt J dans la direction K
Ĵ(K; K˜) = 2α
∫ T
0
〈M1C − Co,M1 Ĉ〉 dt+ 2β 〈M2C(T )− Cbfinal,M2 Ĉ(T )〉 (3.6)
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ou` Ĉ de´signe la de´rive´e de Gaˆteaux du mode`le direct (3.1). Alors Ĉ est solution de
l’e´quation (3.7) appele´e mode`le line´aire tangent

dĈ
dt
=
(
∂F
∂C
)
Ĉ +
(
∂F
∂K
)
K˜, t ∈ [0, T ], Ĉ ∈ H
Ĉ(0) = 0
(3.7)
ou`
(
∂F
∂C
)
et
(
∂F
∂K
)
repre´sentent respectivement l’ope´rateur Jacobien de F par rapport
a` C et par rapport a` K.
Par de´finition du gradient, on a
Ĵ(K, K˜) = 〈∇J(K), K˜〉. (3.8)
Une fac¸on de de´terminer le gradient (c’est-a`-dire toutes ses composantes) est de faire
une perturbation unitaire sur chaque parame`tre, en maintenant les autres constants, et de
calculer Ĵ . Ceci implique qu’il faut re´soudre (3.7) autant de fois qu’il y a de parame`tres.
Dans notre cas, il y a plusieurs parame`tres (autant que de zones) a` identifier et il faut
faire appel au gradient dans un algorithme de minimisation. On comprend donc tre`s vite
que le couˆt (calcul et espace me´moire) de cette de´marche devient vite e´leve´. On introduit
donc dans la suite une me´thode de calcul du gradient qui ne´cessite seulement une
inte´gration du mode`le direct et une inte´gration d’une e´quation associe´e au mode`le
line´aire tangent, inde´pendamment du nombre de parame`tres de controˆle.
3.2.3 Introduction de l’e´tat adjoint
La me´thode de l’e´tat adjoint consiste a` voir l’e´quation d’e´tat (3.1) comme une contrainte
d’e´galite´ reliant la variable d’e´tat C (la concentration) aux parame`tres ω et D (variables
de controˆle). C est donc suppose´ a priori inde´pendant de K = (ω,D).
Le proble`me inverse consiste a` retrouver le parame`tre K qui reproduirait au mieux les
mesures Co et Cbfinal : ceci correspond au proble`me de minimisation (3.3). Nous re´solvons
ce proble`me de minimisation par un algorithme de descente (cf. section 3.3), ne´cessitant
le calcul du gradient de la fonctionnelle couˆt (3.2) que nous allons obtenir par la me´thode
de l’e´tat adjoint.
3.2.3.1 Approche lagrangienne
Nous conside´rons alors le multiplicateur de Lagrange P associe´ a` l’e´quation (3.1),
qui est ici une fonction test (de´pendant du temps et de l’espace) deH. Notons qu’a` ce stade,
la valeur de la variable adjointe P n’est pas encore fixe´e. Nous formons le Lagrangien du
proble`me en additionnant la fonction couˆt (3.2) et le produit scalaire de P par l’e´quation
(3.1) qu’on inte`gre sur [0, T ]. Nous obtenons l’expression
L = L(C,K;P ) = α
∫ T
0
‖M1C − Co‖2O dt+ β
∥∥M2C(T )− Cbfinal∥∥2U
+
∫ T
0
〈
dC
dt
− F (C,K), P
〉
dt. (3.9)
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Ce Lagrangien est une fonction a` valeurs dans R que nous supposons eˆtre Gaˆteaux-
de´rivable par rapport aux trois variables C, K et P . On rappelle la de´finition de Gaˆteaux-
de´rive´e :
De´finition 3.1 (Gaˆteaux-de´rive´e ou de´rive´e directionnelle) Soit ϕ une application de RN
dans R de variable v. On dit que ϕ est G-de´rivable dans la direction w, si la limite
ϕ̂(v, w) = lim
θ→0
ϕ(v + θw)− ϕ(v)
θ
existe et si l’application ϕ′(v) : w 7−→ ϕ̂(v, w) est line´aire continue de RN dans R. Si c’est
le cas, alors on pourra noter
ϕ̂(v, w) = 〈∇ϕ(v), w〉
ou` ∇ϕ(v) est le gradient de de ϕ par rapport a` v.
Quand C(K) est solution de l’e´quation d’e´tat (3.1), nous avons
J(K) = L(C(K), K;P ). (3.10)
Nous supposons que l’application K 7−→ C(K) est diffe´rentiable (cf. Lions [70]) et on
poursuit notre re´solution formelle du proble`me (3.3) en calculant alors la Gaˆteaux-de´rive´e
par rapport a` K dans les deux membres de l’e´quation pre´ce´dente. Nous arrivons a` la
relation
Ĵ =
∂L
∂C
(C(K), K;P )Ĉ +
∂L
∂K
(C(K), K;P )K˜ pour tout P. (3.11)
Nous choisissons le multiplicateur de Lagrange P de telle sorte que le premier terme de
l’e´quation pre´ce´dente soit nul, i.e.
∂L
∂C
(C(K), K;P ) = 0. (3.12)
Cette e´galite´ se re´e´crit (apre`s inte´gration par parties) de la fac¸on suivante
2α
∫ T
0
〈
M1C − Co,M1 C˜
〉
dt+ 2β 〈M2C(T )− Cbfinal,M2 C˜(T )〉 −
∫ T
0
〈
dP
dt
, C˜
〉
dt
+
〈
P (T ), C˜(T )
〉
−
∫ T
0
〈(
∂F
∂C
)
C˜, P
〉
dt = 0. (3.13)
Comme nous sommes dans un espace de Hilbert, nous pouvons introduire les ope´rateurs
adjoints de M∗1 et
(
∂E
∂C
)∗
dans (3.13)
2α
∫ T
0
〈
M∗1 (M1C − Co), C˜
〉
dt+ 2β 〈M∗2 (M2C(T )− Cbfinal), C˜(T )〉 −
∫ T
0
〈
dP
dt
, C˜
〉
dt
+
〈
P (T ), C˜(T )
〉
−
∫ T
0
〈(
∂F
∂C
)∗
P, C˜
〉
dt = 0. (3.14)
Soit encore 
−dP
dt
=
(
∂F
∂C
)∗
P − 2αM∗1 (M1C − Co)
−P (T ) = 2βM∗2
(
M2C(T )− Cbfinal
) (3.15)
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L’e´quation (3.15) est appele´e e´quation adjointe (ou mode`le adjoint) et la variable P est
l’e´tat adjoint de C. Ainsi si l’e´tat C est solution de (3.1) et l’e´tat adjoint P est solution
de (3.15), le gradient de la fonction couˆt vaut
dJ
dK
=
∂L
∂K
(C(K), K;P ). (3.16)
On pose ∇KJ = ∂J
∂K
et on de´duit de (3.9) et (3.11) que
∇KJ = −
∫ T
0
(
∂F
∂K
)∗
P dt. (3.17)
Le gradient de J est donne´ par la formule (3.17) et on constate qu’il se calcule par
inte´gration re´trograde du mode`le adjoint (e´quation (3.15)).
Remarque 3.3 On a identifie´ les espaces de Hilbert H, K et O avec leurs duaux.
Remarque 3.4 Si on avait voulu identifier la condition initiale et/ou les conditions aux
limites (comme c’est le cas en me´te´orologie ou en oce´anographie, voir par exemple [66]),
on aurait proce´de´ exactement de la meˆme manie`re en calculant un ou deux gradient(s)
supple´mentaire(s).
La solution K∗ du proble`me (3.3) est donne´e en re´solvant le syste`me suivant

dC
dt
= F (C(t), K), t ∈ [0, T ], C ∈ H
C(0) = U
−dP
dt
=
(
∂F
∂C
)∗
P − 2αM∗1 (M1C − Co), t ∈ [0, T ]
−P (T ) = 2βM∗2
(
M2C(T )− Cbfinal
)
∇KJ = 0
(3.18)
appele´ syste`me d’optimalite´.
Remarque 3.5 En pratique on ne re´sout pas directement le syste`me d’optimalite´ (3.18),
mais on utilise un algorithme de descente dans la direction du gradient.
Les domaines d’application de ces me´thodes de controˆle optimal a` des proble`mes d’iden-
tification pour des syste`mes re´gis par des edp sont multiples et varie´s. On peut citer en
assimilation de donne´es pour la me´te´orologie et l’oce´anographie Auroux & Blum ([12]),
Blum et al. (article dans Handbook of Numerical Analysis [94]), Le Dimet et Talagrand
([68]), Courtier et Talagrand ([43]), Luong ([72]), Blum ([20]) pour la physique des plas-
mas, De Marsily ([45]) en hydroge´ologie, Chavent ([32, 33, 34]) et Tarantola ([93]) pour les
me´thodes d’inversion, Cartalade et al. ([29, 30]), Mc Laughlin et al. ([77]), Sun ([90]) et
Carrera ([28]) pour les e´coulements et le transport en milieu poreux, Plessix et al. ([82])
pour la ge´ophysique interne.
Remarque 3.6 Cette me´thode de calcul pour obtenir l’e´tat adjoint est dite lagrangienne.
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3.2.3.2 Approche “line´arise´e”
Une autre approche est possible, elle utilise le mode`le line´aire tangent de´duit du proble`me
direct (cf. section 3.2.2). Ces deux approches sont totalement identiques et conduisent aux
meˆmes re´sultats. Pour obtenir l’e´quation adjointe de (3.1), on introduit l’e´tat adjoint P
et on prend le produit scalaire de (3.7) avec P , on somme sur l’intervalle [0, T ] et apre`s
inte´gration par parties (du meˆme genre que (3.13)) et identification des line´arite´s par rap-
port a` K˜ dans (3.8), on retrouve que P est solution de (3.15) et que le gradient de J est
donne´ par (3.17) c’est-a`-dire que l’e´tat adjoint du proble`me non line´aire est le meˆme que
l’e´tat adjoint du proble`me line´arise´.
3.2.3.3 Re´gularisation
Le proble`me inverse inverse e´tant instable, une technique courante consiste a` le re´gulari-
ser. En pratique, on rajoute un terme a` la fonction couˆt, par exemple on peut prendre un
terme contenant la diffe´rence au sens des moindres carre´s entre les parame`tres calcule´s
et une e´bauche de ces parame`tres (puisqu’en pratique on ne connaˆıt pas les parame`tres
observe´s). Ce terme agit comme un terme de re´gularisation au sens de Tikhonov [97]
(c’est la me´thode la plus classique pour re´gulariser). On peut aussi imaginer un terme de
re´gularisation portant non plus sur les parame`tres eux meˆmes mais sur leurs de´rive´es afin
d’avoir une certaine re´gularite´ sur ces fonctions. On peut e´galement mentionner l’approche
multi-e´chelle ou multi-grille [39, 71], la re´gularisation au sens BV (pour conserver les dis-
continuite´s), au sens de la norme L2 du gradient ou des normes spe´cifiquement approprie´es
au proble`me physique concerne´ (norme de la divergence pour un proble`me de me´ca fluide,
etc.). On peut se re´fe´rer a` [35] pour une e´tude faisant le lien entre les diffe´rentes techniques
de re´gularisation et la notion de proble`me quadratiquement bien pose´.
Ainsi, en suivant la meˆme de´marche que pre´ce´demment, on constate que si l’on rajoute
des termes de re´gularisation a` la fonction couˆt, le syste`me adjoint associe´ a` cette nouvelle
fonctionnelle reste inchange´. Par contre, le gradient lui prend en compte ces nouveaux
termes re´gularisants.
Dans la suite, nous ne prendrons pas en compte le terme de re´gularisation. En effet,
dans notre cas les parame`tres sont constants par zones, il n’y a pas d’oscillations possibles
et donc pas de terme de re´gularisation a` rajouter pour lisser la solution [48].
3.2.4 Obtention formelle de l’e´quation de transport adjointe
Nous voulons identifier les parame`tres de transport (diffusion et porosite´) du mode`le
mathe´matique (1.6) connaissant une distribution de la solution en diffe´rents points de
l’espace et a` diffe´rents temps de simulation. Nous allons ci-dessous formuler le proble`me de
controˆle optimal et e´crire les e´quations adjointes pour les deux cas-tests de´finis au chapitre
2. Afin d’obtenir l’e´tat adjoint, nous utiliserons la me´thode dite lagrangienne expose´e dans
la section 3.2.3.1.
3.2.4.1 Cas-test “colis”
On rappelle les notations introduites dans la section 2.6.1 et on se re´fe`re a` la figure 3.1 :
⋆ Ω = Ω1 ∪ Ω2 et ∂Ω = ΓN ∪ ΓS ∪ ΓD,
⋆ γ de´signe l’interface entre les deux domaines Ω1 et Ω2,
⋆ Σ de´signe le domaine dans lequel on mesure la concentration a` l’instant final,
⋆ le terme source S dans l’e´quation (1.6) est nul,
⋆ on prend comme conditions initiales et aux limites (2.28)-(2.29), i.e.
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{
C(t = 0, x) = 0 sur Ω1
C(t = 0, x) = 0 sur Ω2

C(t, x) = 0 sur ΓN
D∇C(t, x).n = 0 sur ΓS
D∇C(t, x).n = qD(t, x) sur ΓD
avec les conditions de transmission suivantes
(D∇C.n1)|γ + (D∇C.n2)|γ = 0 (3.19)
(q.n1)|γ + (q.n2)|γ = 0 (3.20)
ou` n1 est le vecteur normal unitaire exte´rieur a` Ω1 et n2 est le vecteur normal unitaire
exte´rieur a` Ω2. Sur γ, nous avons n1 = −n2 et donc la quantite´ D∇C.n est continue a`
l’interface. De meˆme, la concentration C est continue a` l’interface.
ΓN
ΓN ΓN
Flux impose´ sur ΓD
Fig. 3.1 – Domaine Ω
La fonction couˆt J est de´finie par
J(C(ω,D)) = α
∫ T
0
∫
γ
[
C(t, x)− Cobs(t, x)
]2
dσ dt︸ ︷︷ ︸
(pi)
+β
∫
Σ
[
C(T, x)− Cobs(T, x)
]2
dx︸ ︷︷ ︸
(κ)
(3.21)
ou` α et β sont des poids qu’on ajuste pour que les deux termes (π) et (κ) de la fonction
couˆt soient du meˆme ordre. Le terme (π) correspond a` la partie inte´gre´e en temps et le
terme (κ) a` l’instant final.
Le Lagrangien de notre proble`me est donne´ par
L(((ω,D), C), P ) = J(C) +
∫ T
0
∫
Ω
ωR∂tC P dx dt−
∫ T
0
∫
Ω
∇.(D∇C)P dx dt︸ ︷︷ ︸
(λ)
+
∫ T
0
∫
Ω
∇.(q C)P dx dt︸ ︷︷ ︸
(µ)
+
∫ T
0
∫
Ω
λωRP C dx dt. (3.22)
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On de´coupe les termes (λ) et (µ) sur Ω1 et Ω2
−
∫ T
0
∫
Ω
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω1
∇.(D∇C)P dx dt−
∫ T
0
∫
Ω2
∇.(D∇C)P dx dt
(3.23)∫ T
0
∫
Ω
∇.(q C)P dx dt =
∫ T
0
∫
Ω1
∇.(q C)P dx dt+
∫ T
0
∫
Ω2
∇.(q C)P dx dt. (3.24)
On calcule la partie droite de (3.23)
−
∫ T
0
∫
Ω1
∇.(D∇C)P dx dt =
∫ T
0
∫
Ω1
D (∇C.∇P ) dx dt−
∫ T
0
∫
ΓN∪ΓS∪γ
D∇C.n1 P dσ dt
= −
∫ T
0
∫
Ω1
∇.(D∇P )C dx dt−
∫ T
0
∫
ΓN∪ΓS∪γ
D∇C.n1 P dσ dt
+
∫ T
0
∫
ΓN∪ΓS∪γ
D∇P.n1C dσ dt
= −
∫ T
0
∫
Ω1
∇.(D∇P )C dx dt+
∫ T
0
∫
ΓS
D∇P.n1C dσ dt
−
∫ T
0
∫
γ
D (∇C.n1 P −∇P.n1C) dσ dt
−
∫ T
0
∫
ΓN
D∇C.n1 P dσ dt.
(3.25)
De meˆme
−
∫ T
0
∫
Ω2
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω2
∇.(D∇P )C dx dt
−
∫ T
0
∫
ΓD
(P qD −D∇P.n2C) dσ dt
−
∫ T
0
∫
γ
D (∇C.n2 P −∇P.n2C) dσ dt. (3.26)
Donc le terme (3.23) devient
−
∫ T
0
∫
Ω
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω
∇.(D∇P )C dx dt+
∫ T
0
∫
ΓS
D∇P.n1C dσ dt
−
∫ T
0
∫
ΓD
(P qD −D∇P.n2C) dσ dt−
∫ T
0
∫
ΓN
D∇C.n1 P dσ dt
+
∫ T
0
∫
γ
(D∇P.n1 +D∇P.n2)C dσ dt.
(3.27)
On calcule la partie droite de (3.24)∫ T
0
∫
Ω1
∇.(q C)P dx dt = −
∫ T
0
∫
Ω1
q.∇P C dx dt+
∫ T
0
∫
ΓN∪ΓS∪γ
q.n1 P C dσ dt
= −
∫ T
0
∫
Ω1
q.∇P C dx dt+
∫ T
0
∫
ΓS∪γ
q.n1 P C dσ dt. (3.28)
46 Chapitre 3. Etude du proble`me inverse
De meˆme∫ T
0
∫
Ω2
∇.(q C)P dx dt = −
∫ T
0
∫
Ω2
q.∇P C dx dt+
∫ T
0
∫
ΓD∪γ
q.n2 P C dσ dt. (3.29)
Donc le terme (3.24) devient∫ T
0
∫
Ω
∇.(q C)P dx dt = −
∫ T
0
∫
Ω
q.∇P C dx dt+
∫ T
0
∫
γ
(q.n1 + q.n2)P C dσ dt
+
∫ T
0
∫
ΓD
q.n2 P C dσ dt+
∫ T
0
∫
ΓS
q.n1 P C dσ dt. (3.30)
Le Lagrangien (3.22) s’e´crit donc
L(((ω,D), C), P ) = J(C)−
∫ T
0
∫
Ω
ωR∂tP C dx dt+
∫
Ω
ωRP (T, x)C(T, x) dx
−
∫ T
0
∫
Ω
∇.(D∇P )C dx dt+
∫ T
0
∫
γ
(D∇P.n1 +D∇P.n2)C dσ dt
+
∫ T
0
∫
ΓS
D∇P.n1C dσ dt−
∫ T
0
∫
ΓN
D∇C.n1 P dσ dt
−
∫ T
0
∫
ΓD
(P qD(t, x)−D∇P.n2C) dσ dt−
∫ T
0
∫
Ω
q.∇P C dx dt
+
∫ T
0
∫
ΓD
q.n2 P C dσ dt+
∫ T
0
∫
ΓS
q.n1 P C dσ dt
+
∫ T
0
∫
Ω
λωRP C dx dt. (3.31)
On prend l’e´tat adjoint P nul sur ΓN , on de´rive le Lagrangien (3.31).(∂L
∂C
, C˜
)
=
( ∂J
∂C
, C˜
)
−
∫ T
0
∫
Ω
ωR∂tP C˜ dx dt+
∫
Ω
ωRP (T, x) C˜(T, x) dx
−
∫ T
0
∫
Ω
∇.(D∇P ) C˜ dx dt+
∫ T
0
∫
γ
(D∇P.n1 +D∇P.n2) C˜ dσ dt
+
∫ T
0
∫
ΓS
D∇P.n1 C˜ dσ dt+
∫ T
0
∫
ΓD
D∇P.n2 C˜ dσ dt
−
∫ T
0
∫
Ω
q.∇P C˜ dx dt+
∫ T
0
∫
ΓD
q.n2 P C˜ dσ dt
+
∫ T
0
∫
ΓS
q.n1 P C˜ dσ dt+
∫ T
0
∫
Ω
λωRP C˜ dx dt. (3.32)
La Gaˆteaux-de´rive´e de J par rapport a` C vaut( ∂J
∂C
, C˜
)
= 2α
∫ T
0
∫
γ
[
C(t, x)−Cobs(t, x)
]
C˜(t, x) dσ dt+2β
∫
Σ
[
C(T, x)−Cobs(T, x)
]
C˜(T, x) dx.
(3.33)
Si C(K) est solution de E(C;K) = 0, on a alors que
J(K) = L(C(K), P ;K) et δJ = ∂L
∂C
(C(K), P ;K)δC +
∂L
∂K
(C(K), P ;K)δK. (3.34)
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On cherche l’e´tat adjoint P tel que
∂L
∂C
(C(K), P ;K)δC = 0 ∀δC, (3.35)
de sorte que l’on ait
∂J
∂K
(K) =
∂L
∂K
(C(K), P ;K). (3.36)
Il vient alors
− ωR∂tP −∇.(D∇P )− q∇P + λωRP = 0 (3.37)
avec pour conditions finales et aux limites
P (t, x) = 0 sur ΓN ,
D∇P.n2 + q.n2 P = 0 sur ΓD,
D∇P.n1 + q.n1 P = 0 sur ΓS,
−(D∇P.n1 +D∇P.n2) = 2α [C(t, x)− Cobs(t, x)] sur γ,
−Rω P (T, x) = 2β [C(T, x)− Cobs(T, x)] dans Σ,
−Rω P (T, x) = 0 dans Ω\Σ.
(3.38)
En utilisant (3.22) et (3.36), on obtient pour expression des gradients
(∂J
∂ω
, ω˜
)
=
∫ T
0
∫
Ω
(R∂tC + λRC)P ω˜ dx dt (3.39)
( ∂J
∂D
, D˜
)
=
∫ T
0
∫
Ω
∇C.∇P D˜ dx dt (3.40)
Une fois le gradient calcule´, il ne reste plus qu’a` le transmettre a` l’optimiseur pour
commencer la minimisation. Nous expliquons en de´tails dans la section 3.3 l’algorithme
nume´rique mis en œuvre et nous pre´sentons les re´sultats obtenus.
Remarque 3.7 Les parame`tres e´tant conside´re´s constants par zones, l’inte´grale en espace
dans les relations (3.39) et (3.40) ne portent plus que sur la zone conside´re´e.
3.2.4.2 Cas-test “re´el”
Nous proce´dons de la meˆme manie`re que dans le paragraphe pre´ce´dent pour obtenir
le gradient de la fonction couˆt par rapport aux parame`tres a` identifier. On rappelle les
notations introduites dans la section 2.6.2 et on se re´fe`re a` la figure 3.2 :
⋆ Ω = Ω1 ∪ Ω2 ∪ Ω3 et ∂Ω = Γ = Γ1 ∪ Γ2 ∪ Γ3,
⋆ on note ∂Ω1 = Γ1 ∪ Γ13 la frontie`re de Ω1, Γ1 de´signe la frontie`re exte´rieure et Γ13
l’interface entre Ω1 et Ω3,
⋆ on note ∂Ω2 = Γ2 ∪ Γ23 la frontie`re de Ω2, Γ2 de´signe la frontie`re exte´rieure et Γ23
l’interface entre Ω2 et Ω3,
⋆ on note ∂Ω3 = Γ3 ∪ Γ13 ∪ Γ23 la frontie`re de Ω3, Γ3 de´signe la frontie`re exte´rieure,
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⋆ les domaines γi, i = 1, 2, 3 de´signe les trois zones ou` on mesure la concentration a`
l’instant final∗,
⋆ le terme source S dans l’e´quation (1.6) est nul,
⋆ on prend comme conditions initiales et aux limites (2.30)-(2.31), i.e.{
C(t = 0, x) = 0 sur Ω1 ∪ Ω3
C(t = 0, x) = 1 sur Ω2
D∇C(t, x).n = 0 sur Γ
avec les conditions de transmission suivantes
{
(D∇C.n1)|Γ13 + (D∇C.n3)|Γ13 = 0
(q.n1)|Γ13 + (q.n3)|Γ13 = 0
(3.41)
{
(D∇C.n2)|Γ23 + (D∇C.n3)|Γ23 = 0
(q.n2)|Γ23 + (q.n3)|Γ23 = 0
(3.42)
ou` n1 est le vecteur normal unitaire exte´rieur a` Ω1, n2 est le vecteur normal unitaire
exte´rieur a` Ω2 et n3 est le vecteur normal unitaire exte´rieur a` Ω3. Sur Γ13, nous avons
n1 = −n3 et sur Γ23, n2 = −n3. Ainsi, la quantite´ D∇C.n (avec n vecteur normal unitaire
exte´rieur a` Γ) est continue aux interfaces et il en est de meˆme pour la concentration C.
Fig. 3.2 – Domaine Ω
∗Pour simplifier l’e´tude, on a pris dans ce paragraphe pour γi (i = 1, 2, 3) des zones au
lieu de droites comme sur la figure 2.6.
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La fonction couˆt J est de´finie par
J(C(ω,D)) = α
∫ T
0
∫
Ω2
[
C(t, x)− Cobs(t, x)
]2
dx dt︸ ︷︷ ︸
(σ)
+β
3∑
i=1
∫
γi
[
C(T, x)− Cobs(T, x)
]2
dx︸ ︷︷ ︸
(ψ)
.
(3.43)
Comme dans la section pre´ce´dente, α et β sont des poids qu’on ajuste pour que les
deux termes (σ) et (ψ) de la fonction couˆt soient du meˆme ordre.
Le Lagrangien de notre proble`me est donne´ par (3.22) : on de´coupe les termes (λ) et
(µ) sur Ω1, Ω2 et Ω3
−
∫ T
0
∫
Ω
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω1
∇.(D∇C)P dx dt−
∫ T
0
∫
Ω2
∇.(D∇C)P dx dt
−
∫ T
0
∫
Ω3
∇.(D∇C)P dx dt (3.44)
∫ T
0
∫
Ω
∇.(q C)P dx dt =
∫ T
0
∫
Ω1
∇.(q C)P dx dt+
∫ T
0
∫
Ω2
∇.(q C)P dx dt
+
∫ T
0
∫
Ω3
∇.(q C)P dx dt. (3.45)
On calcule la partie droite de (3.44)
−
∫ T
0
∫
Ω1
∇.(D∇C)P dx dt =
∫ T
0
∫
Ω1
D (∇C.∇P ) dx dt−
∫ T
0
∫
Γ1∪Γ13
D∇C.n1 P dσ dt
= −
∫ T
0
∫
Ω1
∇.(D∇P )C dx dt−
∫ T
0
∫
Γ1∪Γ13
D∇C.n1 P dσ dt
+
∫ T
0
∫
Γ1∪Γ13
D∇P.n1C dσ dt
= −
∫ T
0
∫
Ω1
∇.(D∇P )C dx dt+
∫ T
0
∫
Γ1
D∇P.n1C dσ dt
−
∫ T
0
∫
Γ13
D (∇C.n1 P −∇P.n1C) dσ dt
(3.46)
De meˆme
−
∫ T
0
∫
Ω2
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω2
∇.(D∇P )C dx dt+
∫ T
0
∫
Γ2
D∇P.n2C dσ dt
−
∫ T
0
∫
Γ23
D (∇C.n2 P −∇P.n2C) dσ dt
(3.47)
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−
∫ T
0
∫
Ω3
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω3
∇.(D∇P )C dx dt+
∫ T
0
∫
Γ3
D∇P.n3C dσ dt
−
∫ T
0
∫
Γ13∪Γ23
D (∇C.n3 P −∇P.n3C) dσ dt.
(3.48)
Ainsi le terme (3.44) s’e´crit
−
∫ T
0
∫
Ω
∇.(D∇C)P dx dt = −
∫ T
0
∫
Ω
∇.(D∇P )C dx dt+
∫ T
0
∫
Γ
D∇P.nC dσ dt
−
∫ T
0
∫
Γ13
D (∇P.n1C +∇P.n3C) dσ dt
−
∫ T
0
∫
Γ23
D (∇P.n2C +∇P.n3C) dσ dt.
(3.49)
On calcule la partie droite de (3.45)∫ T
0
∫
Ω1
∇.(q C)P dx dt = −
∫ T
0
∫
Ω1
q.∇P C dx dt+
∫ T
0
∫
Γ1∪Γ13
q.n1 P C dσ dt. (3.50)
De meˆme∫ T
0
∫
Ω2
∇.(q C)P dx dt = −
∫ T
0
∫
Ω2
q.∇P C dx dt+
∫ T
0
∫
Γ2∪Γ23
q.n2 P C dσ dt. (3.51)
∫ T
0
∫
Ω3
∇.(q C)P dx dt = −
∫ T
0
∫
Ω3
q.∇P C dx dt+
∫ T
0
∫
Γ3∪Γ13∪Γ23
q.n3 P C dσ dt.
(3.52)
Donc le terme (3.45) devient∫ T
0
∫
Ω
∇.(q C)P dx dt = −
∫ T
0
∫
Ω
q.∇P C dx dt+
∫ T
0
∫
Γ
q.n P C dσ dt. (3.53)
Le Lagrangien (3.22) s’e´crit donc
L(((ω,D), C), P ) = J(C)−
∫ T
0
∫
Ω
ωR∂tP C dx dt+
∫
Ω
ωRP (T, x)C(T, x) dx
−
∫ T
0
∫
Ω
∇.(D∇P )C dx dt+
∫ T
0
∫
Γ
D∇P.nC dσ dt
−
∫ T
0
∫
Γ13
D (∇P.n1C +∇P.n3C) dσ dt
−
∫ T
0
∫
Γ23
D (∇P.n2C +∇P.n3C) dσ dt−
∫ T
0
∫
Ω
q.∇P C dx dt
+
∫ T
0
∫
Γ
q.n P C dσ dt+
∫ T
0
∫
Ω
λωRP C dx dt. (3.54)
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D’ou`(∂L
∂C
, C˜
)
=
( ∂J
∂C
, C˜
)
−
∫ T
0
∫
Ω
ωR∂tP C˜ dx dt+
∫
Ω
ωRP (T, x) C˜(T, x) dx
−
∫ T
0
∫
Ω
∇.(D∇P ) C˜ dx dt+
∫ T
0
∫
Γ
D∇P.n C˜ dσ dt
−
∫ T
0
∫
Γ13
D (∇P.n1 +∇P.n3) C˜ dσ dt
−
∫ T
0
∫
Γ23
D (∇P.n2 +∇P.n3) C˜ dσ dt−
∫ T
0
∫
Ω
q.∇P C˜ dx dt
+
∫ T
0
∫
Γ
q.n P C˜ dσ dt+
∫ T
0
∫
Ω
λωRP C˜ dx dt. (3.55)
La Gaˆteaux-de´rive´e de J par rapport a` C vaut
( ∂J
∂C
, C˜
)
= 2α
∫ T
0
∫
Ω2
[
C(t, x)−Cobs(t, x)
]
C˜(t, x) dx dt+2β
3∑
i=1
∫
γi
[
C(T, x)−Cobs(T, x)
]
C˜(T, x) dx.
(3.56)
L’e´quation adjointe s’exprime sous la forme
− ωR∂tP −∇.(D∇P )− q∇P + λωRP =
0 dans Ω1 ∪ Ω3,−2α(C − Cobs) dans Ω2. (3.57)
avec pour conditions finales et aux limites
D∇P.n+ q.n P = 0 sur Γ,
D∇P.n1 +D∇P.n3 = 0 sur Γ13,
D∇P.n2 +D∇P.n3 = 0 sur Γ23,
−Rω P (T, x) = 2β [C(T, x)− Cobs(T, x)] dans γ1 ∪ γ2 ∪ γ3,
−Rω P (T, x) = 0 dans Ω\(γ1 ∪ γ2 ∪ γ3).
(3.58)
On obtient pour expression des gradients
(∂J
∂ω
, ω˜
)
=
∫ T
0
∫
Ω
(R∂tC + λRC)P ω˜ dx dt (3.59)
( ∂J
∂D
, D˜
)
=
∫ T
0
∫
Ω
∇C.∇P D˜ dx dt (3.60)
Remarque 3.8 On remarque que les calculs de l’adjoint dans les deux cas-tests sont si-
milaires et qu’on obtient la meˆme expression pour les gradients. Par contre, les conditions
finales et aux limites n’e´tant pas les meˆmes dans les deux cas-tests, on constate que les
e´quations adjointes (3.37)-(3.38)et (3.57)-(3.58) sont diffe´rentes (on note en particulier
l’apparition d’un terme source dans l’e´quation adjointe (3.57)).
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Comme nous l’avons de´ja` signale´ dans la section 3.2.2, la me´thode de l’e´tat adjoint
prouve son efficacite´ lorsque le nombre de parame`tres devient important. Dans les cas-tests
pre´sente´s, nous avons au plus 6 parame`tres a` identifier. Cependant, la me´thode mise en
place est inde´pendante du nombre de parame`tres et permet donc de traiter des proble`mes
avec un grand nombre de parame`tres en re´solvant seulement deux syste`mes d’edp. Elle
trouvera pleinement sa justification dans la partie sur l’identification de zones (cf. chapitre
6).
3.3 Etude nume´rique du proble`me inverse
3.3.1 Introduction
Pour re´soudre nume´riquement le proble`me de controˆle optimal (3.18) afin de reconsti-
tuer les parame`tres de transport, nous avons pour la minimisation le choix entre utiliser
des algorithmes sans gradients et des algorithmes avec gradients. Les algorithmes sans gra-
dients (algorithmes ge´ne´tiques, simplexe, etc.) permettent de minimiser des fonctionnelles
dont la forme peut eˆtre tre`s complexe. Notamment, ces me´thodes ne s’arreˆtent pas dans
des minima locaux mais permettent d’obtenir un minimum global de la fonction couˆt. En
revanche, ce type d’approche ne´cessite un grand nombre d’e´valuations de la fonction couˆt
qui peuvent vite devenir couˆteux en temps de calcul si cette dernie`re est issue d’un cal-
cul nume´rique. C’est pour cette raison que dans la suite nous utiliserons la technique de
minimisation au sens des moindres carre´s qui requiert le calcul du gradient de la fonction
couˆt.
La plupart de ces algorithmes de minimisation (sans contraintes) reposent sur une
me´thode dite de descente : en partant d’un point quelconque de l’espace, l’algorithme
construit une suite de points dont le but est de converger vers le controˆle optimal en
faisant diminuer le plus rapidement possible la fonction couˆt calcule´e en ces points. La
direction liant deux points successifs est appele´e direction de descente. Cette direction est
calcule´e par l’algorithme graˆce aux directions du gradient et aux valeurs de la fonction
couˆt e´value´e en diffe´rents points. Ces algorithmes requie`rent a` chaque ite´ration le calcul
du gradient de la fonction couˆt par rapport aux parame`tres de controˆle.
3.3.2 Le code adjoint
A ce stade du manuscrit, le lecteur pourrait s’attendre, apre`s avoir e´crit les e´quations
adjointes continues (3.37) et (3.57) du mode`le direct (1.6) pour les deux cas-tests de´finis
dans la section pre´ce´dente, a` ce que l’on discre´tise ces e´quations adjointes en vue de leur
imple´mentation informatique. Ce n’est pas l’approche que nous avons choisi. En effet, en
pratique les e´quations adjointes continues ont peu d’utilite´ et de plus “coder a` la main” ces
e´quations est une taˆche longue et fastidieuse. De plus, si l’on ne prend pas l’adjoint du
syste`me direct discre´tise´, on risque d’observer une divergence de l’algorithme de minimi-
sation. C’est pourquoi, nous avons choisi de diffe´rentier automatiquement le code Traces
afin d’obtenir directement le code adjoint.
Le code adjoint a donc e´te´ entie`rement obtenu par diffe´rentiation automatique du code
direct Traces avec le logiciel Tapenade [92] ce qui a notamment permis d’automatiser la
proce´dure d’obtention du gradient. Nous avons e´galement opte´ pour cette strate´gie car
cela nous permet de calculer le gradient de fac¸on tre`s pre´cise ce qui est ne´cessaire pour
la re´solution de notre proble`me inverse. Une fois le code diffe´rentie´, nous aurons acce`s au
gradient de la fonction couˆt que nous transmettrons ensuite a` l’algorithme de minimisation.
Nous reviendrons plus longuement sur cette partie dans le chapitre suivant.
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3.3.3 Rappels sur les me´thodes d’optimisation
La fonctionnelle J et ses de´rive´es calcule´es par Tapenade sont ensuite injecte´es dans un
optimiseur qui permet d’obtenir au cours d’une ite´ration donne´e des valeurs des parame`tres
qui rendent la fonctionnelle J infe´rieure a` celle calcule´e a` l’ite´ration pre´ce´dente. Ainsi en
notant xk le vecteur des parame`tres a` l’ite´ration k, l’optimiseur fournit a` l’ite´ration k + 1
la valeur xk+1 telle que
J(C(xk+1)) ≤ J(C(xk)).
Pour ge´ne´rer un nouveau point xk+1 a` partir du point courant xk, nous cherchons tout
d’abord une direction de descente dk (avec le gradient) a` partir de l’ite´ration courante puis
on effectue une recherche line´aire qui consiste a` chercher le long de cette direction une
nouvelle ite´ration pour laquelle la valeur de la fonctionnelle est plus petite. L’algorithme
ge´ne`re un nombre limite´ de longueur de pas αk le long de cette direction jusqu’a` ce qu’il
en trouve un qui approxime le minimum de la relation suivante
J(xk + αk dk) = Inf
µ∈R
J(xk + µ dk). (3.61)
Au nouveau point xk+1, une nouvelle direction de recherche et une nouvelle longueur de
pas sont calcule´es et le processus est re´pe´te´. Les algorithmes d’optimisation se distinguent
par le choix de la direction et du pas, i.e. en choisissant dk et αk (le pas) a` l’ite´ration k
dans la relation
xk+1 = xk + αk dk. (3.62)
Dans la plupart des algorithmes de minimisation, la direction de descente dk s’e´crit
sous la forme
dk = −B−1k ∇Jk (3.63)
ou` Bk est une matrice syme´trique et non singulie`re. Dans le cas de la me´thode de Newton,
Bk est exactement la matrice Hessienne ∇2Jk. Les me´thodes qui utilisent la direction
de Newton ont un taux rapide de convergence locale. Le principal inconve´nient de cette
me´thode re´side dans le calcul explicite de la matrice des de´rive´es secondes qui est souvent
une e´tape couˆteuse et peu pre´cise tandis que dans les me´thodes de type quasi-Newton, Bk
est une approximation de la matrice Hessienne qui est mise a` jour a` chaque ite´ration. Ces
me´thodes ont l’avantage de ne pas calculer la Hessienne et de converger rapidement. Les
mises a` jour utilisent le fait que les gradients fournissent une information sur la de´rive´e
seconde de J le long de cette direction ainsi que la formule suivante
∇2Jk+1(xk+1 − xk) ≈ ∇Jk+1 −∇Jk. (3.64)
Les algorithmes de quasi-Newton e´vitent la factorisation de Bk a` chaque ite´ration en
mettant a` jour son inverseWk. Le calcul de dk est alors effectue´ en utilisant dk = −Wk∇Jk,
ce qui peut eˆtre imple´mente´ en effectuant une multiplication matrice-vecteur qui est plus
simple a` re´aliser que la mise en œuvre de la formule (3.63).
Cependant, les me´thodes de quasi-Newton ne sont pas directement applicables aux
proble`mes dans lesquels interviennent de nombreux parame`tres a` cause de l’approximation
de la Hessienne (ou de son inverse), habituellement dense, qui augmente la taille me´moire
et le temps de calcul. Quand le nombre de parame`tres est eleve´, on utilise des me´thodes
de quasi-Newton a` me´moire limite´ qui ont l’avantage d’eˆtre peu couˆteuses, robustes et
faciles a` imple´menter. Les approximations des Hessiennes peuvent eˆtre alors me´morise´es
sous formes compactes de quelques vecteurs de longueur n (le nombre d’inconnues du
proble`me).
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3.3.4 Description de l’algorithme de minimisation
Dans l’optique d’utiliser des me´thodes de quasi-Newton a` me´moire limite´, nous avons
essaye´ l’algorithme de minimisation M1QN3 de Gilbert & Lemare´chal [54] de l’INRIA. Cet
algorithme utilise la formule BFGS (3.66) (resp. BFGS inverse (3.67)) due a` Broyden, Flet-
cher, Goldfarb et Shanno qui fournit une fac¸on d’e´valuer re´cursivement une approximation
du Hessien (resp. de l’inverse du Hessien) au point xk. Cependant, les essais n’ont pas e´te´
concluants car le minimiseur autorisait des points tests xk ou` les cœfficients pouvaient eˆtre
ne´gatifs. Pour pouvoir minimiser sous contrainte de positivite´ des cœfficients, nous nous
sommes tourne´s vers l’algorithme N2QN1 de Lemare´chal & Panier [69] qui est un optimi-
seur avec contraintes de bornes et avec lequel nous avons eu de meilleurs re´sultats. N2QN1
utilise une me´thode de quasi-Newton, dite de BFGS et une strate´gie de contraintes actives
dite a` la Rosen-Goldfarb. La me´thode de type quasi-Newton est en re´alite´ une me´thode
de type gradient car elle utilise seulement les variations du gradient de la fonction couˆt J
a` minimiser entre deux ite´re´s successifs pour obtenir l’information sur le Hessien.
On rappelle qu’on veut re´soudre le proble`me de minimisation (3.3), i.e.{
min J(x)
binf ≤ x ≤ bsup (3.65)
ou` binf ∈ RN et bsup ∈ RN sont les bornes. On note I l’ensemble des indices des bornes
juge´es actives au point courant (i ∈ I si xi ≃ (binf)i ou xi ≃ (bsup)i). On de´signera par
xk = (ωk, Dk) le point courant, Bk est l’approximation courante de l’Hessien ∇2J(xk), Hk
est l’approximation courante de l’inverse de l’Hessien ∇2J(xk)−1 et Gk = ∇J(xk) est le
gradient de la fonction couˆt J au point xk, calcule´e pour le produit scalaire 〈., .〉. Enfin,
on pose sk = xk+1 − xk et yk = Gk+1 − Gk. On rappelle les formules de BFGS et BFGS
inverse (BFGS)
BFGS(Bk+1, yk, sk) = Bk − (Bksk)⊗ (Bksk)〈sk, Bksk〉 +
yk ⊗ yk
〈yk, sk〉 (3.66)
BFGS(Hk+1, yk, sk) =
(
I − sk ⊗ yk〈yk, sk〉
)
Hk
(
I − yk ⊗ sk〈yk, sk〉
)
+
sk ⊗ sk
〈yk, sk〉 (3.67)
avec s, y ∈ Rm et ⊗ l’ope´rateur line´aire de´fini par
⊗ : Rm × Rm −→ L(Rm)
(s, y) 7−→ [s⊗ y]
qui a` tout w ∈ Rm associe [s⊗ y].w = 〈y, w〉s.
On donne aussi la formule du gradient projete´, dont la ie`me composante vaut
(∇J(x))i si (binf)i < xi < (bsup)i
(∇J(x))−i si xi = (binf)i
(∇J(x))+i si xi = (bsup)i
(3.68)
ou` pour f ∈ R, f+ = max(0, f) et f− = max(0,−f).
On peut re´sumer l’algorithme de minimisation par le sche´ma suivant
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Algorithme 3.1 Minimisation
1: Donne´es : point de de´part x0
2: A chaque ite´ration de l’algorithme, le point xk ∈ Rm est connu et on effectue
3: calcul de la direction de de´placement dk en xk en re´solvant le proble`me min ∇J(xk)
Tdk +
1
2
dTkBk dk
di = 0, pour i ∈ I
(3.69)
4: recherche line´aire sur le segment re´alisable porte´ par la direction dk ainsi calcule´e
5: modification de Bk par la formule (3.66).
6: Avant de retourner a` l’e´tape 1, on re´vise I de la fac¸on suivante
- si la recherche line´aire a bute´ sur une nouvelle borne, on inse`re l’indice de cette borne
dans I ;
- si aucune borne nouvelle n’a e´te´ rencontre´e, soit on garde le meˆme I, soit on lui retranche
un indice de bornes si cela en vaut la peine.
Tab. 3.1 – Algorithme de minimisation
Le but de l’algorithme est de trouver un xk en lequel le gradient projete´ est nul, c’est-
a`-dire que les conditions de Kuhn-Tucker sont ve´rifie´es.
Crite`re d’arreˆt
N2QN1 s’arreˆte lorsque la valeur moyenne des composantes projete´es du gradient par
rapport aux variables adimensionne´es xi/dxmini (ou` dxmin est un vecteur de taille N
dont la valeur est fixe´e a` 10−30) devient infe´rieure a` la variable epsabs que nous avons fixe´
a` 10−30.
Remarque 3.9 On utilise le produit scalaire euclidien 〈., .〉 donne´ par 〈x, y〉 = x⊤y =
n∑
i=1
xiyi et donc le gradient de J est forme´ des de´rive´es partielles ∂J/∂xi pour i = 1, . . . , n.
Remarque 3.10 Avec le produit scalaire euclidien, la matrice dans la base canonique
(ei)1≤i≤n du produit tensoriel [u⊗ v] s’e´crit [u.vT ].
Remarque 3.11 Les formules de type BFGS et BFGS inverse ont la proprie´te´ de conser-
ver le caracte`re de´fini positif de Bk et Hk si et seulement si 〈yk, sk〉 est positif, ce qui assure
que dk est effectivement une direction de descente.
3.3.5 Imple´mentation
Comme nous l’avons explique´ dans l’introduction, nous avons duˆ re´adapter le code
Traces afin de pouvoir le diffe´rentier correctement avec le logiciel Tapenade [92]. Les chan-
gements ope´re´s dans le code sont nombreux : re´e´criture et transformation de certaines
parties, imple´mentation de la fonction couˆt du proble`me inverse, cre´ation de fichiers de
donne´es en binaire pour ne pas avoir d’erreur d’arrondis, programmation des routines et
des interfaces de re´solution du proble`me d’estimation de parame`tres et d’identification de
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zones, etc. Une partie de ces modifications a pu eˆtre faite graˆce a` Tapenade qui s’est re´ve´le´
eˆtre un tre`s bon de´buggeur. De plus, les e´changes avec l’e´quipe Tropics de l’INRIA Sophia-
Antipolis ont permis de faire nettement e´voluer le logiciel de diffe´rentiation. Une fois cette
phase de de´veloppement termine´e, nous avons inte´gre´ au code le minimiseur N2QN1 de
telle sorte qu’une fois la fonction couˆt calcule´e par Traces et l’adjoint obtenu avec Tape-
nade, nous en de´duisons la valeur du gradient qui est, avec la valeur de la fonction couˆt,
directement injecte´e dans N2QN1. Un des avantages du code ainsi remanie´ est sa capacite´
a` traiter aussi bien le proble`me d’estimation de parame`tres que le proble`me d’identification
de zones.
Chapitre 4
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Dans le chapitre pre´ce´dent, nous avons vu comment calculer efficacement le gradient
en continu par la me´thode de l’e´tat adjoint. Nous allons voir ici comment calculer le
gradient de la fonction couˆt nume´riquement. Il est en effet important de diffe´rentier un
proble`me discre´tise´ et non pas de discre´tiser un proble`me diffe´rentie´ parce que les ope´rations
de discre´tisation et de diffe´rentiation ne commutent pas. Nous avons pris le parti de ne
pas e´crire les e´quations adjointes discre`tes, nous retenons juste qu’il est pre´fe´rable de
prendre l’adjoint du syste`me direct discre´tise´. Dans le cas contraire, on risque d’observer
une divergence de l’algorithme de minimisation. C’est pourquoi nous avons choisi de de´river
le code direct par diffe´rentiation automatique.
4.1 Ge´ne´ralite´s sur le calcul des de´rive´es
4.1.1 Introduction
La diffe´rentiation automatique permet de ge´ne´rer automatiquement un programme cal-
culant les de´rive´es d’une fonction a` partir d’un programme informatique. Le code d’op-
timisation de la fonctionnelle couˆt ne´cessite l’e´criture de deux proce´dures : l’une re´sout
le proble`me direct et calcule la fonction couˆt (c’est le code Traces) et l’autre calcule le
gradient de la fonction couˆt.
Le calcul des de´rive´es pourrait eˆtre effectue´ par diffe´rences finies mais cette me´thode
est couˆteuse en temps surtout quand le nombre de parame`tres de controˆle est e´leve´ et le
choix de la longueur du pas est difficile. De plus, cette approche ne permet pas de calculer
exactement le gradient mais de fac¸on approche´e et cela conduit a` une optimisation peu
pre´cise du proble`me. En effet, pour une bonne convergence des algorithmes d’optimisation,
nous devons calculer exactement le gradient de la fonction couˆt et nous ne pouvons pas
atteindre ce niveau de pre´cision de cette fac¸on. Nous pourrions, en vue d’obtenir le code
adjoint, diffe´rentier le mode`le direct continu, puis le discre´tiser et l’imple´menter dans un
programme. Mais une telle mise en œuvre est plus adapte´e pour les petits mode`les, car
cela ne´cessite beaucoup de temps.
Nous choisissons donc de calculer excatement le gradient de la fonction couˆt par diffe´ren-
tiation automatique du code source. Cette me´thode semble eˆtre la meilleure fac¸on de de´river
le code rapidement et sans erreur.
Apre`s avoir rappele´ les diffe´rentes fac¸ons de calculer des de´rive´es, nous donnerons le
principe ge´ne´ral de la diffe´rentiation automatique des programmes. Nous expliquerons
ensuite comment nous obtenons le code adjoint en utilisant le ge´ne´rateur automatique de
codes Tapenade [92] puis le gradient de la fonction couˆt.
4.1.2 Les diffe´rentes me´thodes de calcul des de´rive´es
Nous rappelons ici les diffe´rentes techniques pour e´valuer la de´rive´e d’une fonction
couˆt J de´pendant de la concentration C du radionucle´ide (variable d’e´tat) par rapport
aux parame`tres de controˆle K = (ω,D), dans le cas ou` J(K,C(K)) de´pend de K par
l’interme´diaire de la concentration C qui est solution de l’e´quation aux de´rive´es partielles
(2.4). On peut re´e´crire l’e´quation (2.4) soit sous la forme E(K,C(K)) = 0 avec
E(C;K) := ∂t(ωRC)−∇.(D.∇C − q C) + λωRC − S (4.1)
soit sous la forme (3.1) avec
F (C(t);K) = (ωR)−1 (∇.(D.∇C − q C)− λωRC + S) . (4.2)
Les formules (4.1) et (4.2) seront utilise´es dans la suite pour simplifier les expressions.
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4.1.2.1 Diffe´rences finies
La me´thode des diffe´rences finies est sans doute la technique la plus connue pour calculer
des de´rive´es discre`tes. Cependant, cette me´thode n’est pas exacte. En effet, on a besoin dans
notre cas de calculer la de´rive´e de la fonction J(K) par rapport a` K, ou` K = (ω,D) ∈ RN .
Or, pour calculer une des N composantes du vecteur gradient, il nous faut calculer la limite
∂J
∂Ki
(K) = lim
ε→0
J(K + εei, C(K + εei))− J(K,C(K))
ε
(4.3)
ou` ei est un vecteur de la base canonique de R
N , ce qui revient a` calculer au premier ordre
soit (formule des diffe´rences finies de´centre´es a` droite)
dJ
dKi
≈ J(K + εei, C(K + εei))− J(K,C(K))
ε
(4.4)
soit (formule des diffe´rences finies de´centre´es a` gauche)
dJ
dKi
≈ J(K,C(K))− J(K − εei, C(K − εei))
ε
. (4.5)
Afin d’avoir une meilleure approximation de la de´rive´e, on pourrait utiliser la formule
des diffe´rences finies centre´es a` la place de (4.4), i.e.
dJ
dKi
≈ J(K + εei, C(K + εei))− J(K − εei, C(K − εei))
2ε
. (4.6)
Cependant, ce calcul est tre`s couˆteux (le nombre des e´valuations est proportionnel a`
N) et il n’est pas pre´cis. Il faut en effet trouver la valeur optimale de ε pour avoir une
valeur pre´cise de la de´rive´e.
Expe´riences nume´riques
Pour bien comprendre les inconve´nients lie´s a` la me´thode des diffe´rences finies, nous
calculons les trois rapports (diffe´rences finies de´centre´es a` droite et a` gauche et diffe´rences
finies centre´es) pour la fonction logarithme au point 1 avec des valeurs de ε de plus en plus
petites. On peut voir les re´sultats sur la figure 4.1.
Les courbes du haut repre´sentent la diffe´rence entre le taux d’accroissement (ta) de la
fonction logarithme autour du point (1, log(1)) et la valeur exacte de la de´rive´e de log x au
point 1 en fonction du pas des diffe´rences finies compris entre 10−12 et 10−4 pour la courbe
de gauche et entre 10−10 et 10−5 pour la courbe de droite. La courbe en bas a` gauche donne
l’e´volution de la diffe´rence relative entre le taux d’accroissement et la de´rive´e. La courbe
en bas a` droite montre le nombre de de´cimales communes entre le taux d’accroissement et
la de´rive´e de log x au point 1. Ce nombre est d’abord croissant (on s’approche de la limite)
puis de´croissant (il devient trop faible devant la pre´cision du calcul). En ge´ne´ral, un ordre
de 6 a` 8 de´cimales communes est encourageant. Ici, on observe un maximum de 11 (resp.
9) de´cimales communes pour les diffe´rences centre´es (resp. de´centre´es) pour une valeur du
pas compris entre 10−7 et 10−6 (resp. 10−9 et 10−8).
On remarque que les courbes pre´sentent a` chaque fois un palier, mais il est difficile de
pre´voir ou` se trouvera ce palier (sans avoir calcule´ plusieurs taux d’accroissements) et de
dire pour quelle valeur de ε ce palier est optimal. On gardera en teˆte que les diffe´rences
divise´es ne sont pas le meilleur moyen pour e´valuer des de´rive´es mais restent cependant
un bon outil pour ve´rifier le calcul des de´rive´es ge´ne´re´es automatiquement.
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Fig. 4.1 – Diffe´rences finies pour log x au point 1
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4.1.2.2 Me´thode de la variable complexe
Afin d’e´viter les erreurs dues a` la soustraction dans (4.4) et (4.6), on peut utiliser
la me´thode de la variable complexe [89]. La fonction couˆt J est a` valeurs re´elles et en
supposant qu’elle soit analytique, on remplace dans (4.6) εei par iε avec i =
√−1 et on
e´crit
J(K + iε, C(K + iε)) = J(K,C(K)) + iε
dJ
dK
− ε
2
2
d2J
dK2
− iε
3
6
d3J
dK3
+ o(ε3). (4.7)
En prenant la partie imaginaire des deux coˆte´s de l’e´galite´ (4.7), il vient
Im[J(K + iε, C(K + iε))]
ε
=
dJ
dK
− ε
2
6
d3J
dK3
+ o(ε2) (4.8)
c’est-a`-dire
Im[J(K + iε, C(K + iε))]
ε
≈ dJ
dK
. (4.9)
Le couˆt de cette me´thode reste ne´anmoins proportionnel a` N .
Expe´riences nume´riques
Si on veut calculer comme a` la section 4.1.2.1, la de´rive´e de la fonction logarithme au
point x0 = 1, la formule (4.9) devient
d log(x)
dx
(x0) =
Im[log(x0 + iε)]
ε
d log(x)
dx
(x0) =
1
x0
− ε
2
3x30
+ o(ε2). (4.10)
Le membre de droite de (4.10) de´pend de ε, on le note r(ε) et on obtient pour diffe´rentes
valeurs de ε le tableau suivant
ε r(ε) ε r(ε)
10−1 0,996666666666667 10−7 0,999999999999997
10−2 0,999966666666667 10−8 1,000000000000000
10−3 0,999999666666667 10−9 1,000000000000000
10−4 0,999999996666667 10−10 1,000000000000000
10−5 0,999999999966667 10−11 1,000000000000000
10−6 0,999999999999667 10−12 1,000000000000000
Tab. 4.1 – Me´thode de la variable complexe
4.1.2.3 Line´arisation
Pour re´duire l’influence de ε, une approche utilise´e dans le calcul variationnel est de
calculer avec les diffe´rences finies uniquement les de´rive´es partielles. Ainsi, si on note δK =
εei et δC = ∂KCδK la variation de C, on obtient par line´arisation de E(K,C(K)) = 0
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∂E
∂C
δC = − ∂E
∂K
δK ≈ −[E(K + εKi, C(K + εKi))− E(K,C(K))] (4.11)
On calcule ensuite la variation totale du gradient de J par rapport a` K
dJ
dK
=
∂J
∂K
+
∂J
∂C
∂C
∂K
(4.12)
ou` les de´rive´es partielles sont calcule´es par diffe´rences finies sauf
∂C
∂K
qui est obtenue en
re´solvant (4.11). Cependant, comme pour les deux me´thodes pre´ce´dentes, le couˆt du calcul
reste toutefois proportionnel a` la taille du vecteur K.
4.1.2.4 Me´thode de l’e´tat adjoint
On a vu dans le chapitre 3 que la me´thode de l’e´tat adjoint permettait, en re´solvant
seulement deux syste`mes d’e´quations aux de´rive´es partielles, d’obtenir le gradient de la
fonction couˆt. Si on prend comme mode`le (3.1) avec F de´finit par (4.2), alors le gradient
est donne´ par la formule (3.17)
∂J
∂K
= −
∫ T
0
(
∂F
∂K
)∗
P dt.
On voit que le couˆt est proportionnel a` la taille de la variable d’e´tat et a` la taille du
parame`tre de controˆle et qu’il reste a` e´valuer le terme
∂F
∂K
(par exemple par diffe´rences
finies ou par diffe´rentiation automatique).
En pratique, la bonne approche consiste a` discre´tiser l’e´quation d’e´tat, l’imple´menter
dans un programme informatique (c’est le code Traces) et ensuite diffe´rentier ce code
(et donc les e´quations discre`tes) en mode inverse par diffe´rentiation automatique. Cette
me´thode est e´troitement lie´e a` l’e´tat adjoint ([52, 57, 92])∗ et nous permet de calculer le
gradient de fac¸on exacte. C’est cette technique que nous utiliserons par la suite.
On aurait aussi pu, en vue d’obtenir le code adjoint, de´finir un Lagrangien discret
et les e´quations adjointes discre`tes associe´es aux e´quations discre`tes du code direct et
ainsi calculer un gradient discret qui aurait e´te´ exact. Cependant, cette me´thode est tre`s
longue a` mettre en place et toute modification du code source entraˆıne une modification
du code adjoint. C’est pour cette raison que nous avons choisi d’automatiser la proce´dure
d’obtention du code adjoint.
4.2 Diffe´rentiation automatique du code par Tapenade
4.2.1 Ge´ne´ralite´s sur la diffe´rentiation automatique
De´finition 4.1 On appelle variables de´pendantes les variables de sorties dont on veut les
de´rive´es.
De´finition 4.2 On appelle variables inde´pendantes les variables d’entre´es par rapport aux-
quelles les variables de sorties seront diffe´rentie´es.
De´finition 4.3 On appelle variables actives des variables de´pendantes ou inde´pendantes.
∗Ces trois re´fe´rences nous donnent les grands principes de la diffe´rentiation automatique (de´finitions, temps
me´moire, couˆt, etc...) et comparent diffe´rents outils de diffe´rentiation.
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Pour de´river tout ou partie d’un code, il convient d’abord d’identifier les variables
actives, qui sont celles par rapport auxquelles on va de´river, et les variables passives qui
y interviennent. Les variables actives sont tout simplement celles qui sont modifie´es. Par
exemple, les variables d’e´tat C (la concentration) et h (la charge) sont actives. A chaque
variable active φ (appele´e variable directe) on associe une variable tangente δφ.
4.2.1.1 Principe de la de´rivation automatique
Dans ce paragraphe, on explique la fac¸on de proce´der sur un exemple pour ge´ne´rer le
code tangent et le code adjoint. On conside`re la ligne de code suivante :
x = ay + bz2 + cf(t) + d (4.13)
ou` x, y, z et t sont les variables actives, a, b, c et d sont des variables passives et f est une
fonction au moins C1. Le code tangent doit permettre de calculer δx au premier ordre,
lorsque toutes les variables actives φ sont perturbe´es en φ + δφ. On commence donc par
perturber la ligne (4.13) :
x+ δx = a(y + δy) + b(z + δz)2 + cf(t+ δt) + d
= a(y + δy) + b(z2 + 2zδz + (δz)2) + c(f(t) + δtf ′(t) + o(δt)) + d. (4.14)
Puis on ne garde que les termes d’ordre au plus 1, et enfin on soustrait x pour avoir :
δx = aδy + 2bzδz + cf ′(t)δt. (4.15)
Le code tangent est le code d’e´volution des variables tangentes et on peut remarquer
qu’il fait intervenir les variables directes, qui devront donc eˆtre stocke´es, de`s que celles-ci
interviennent de manie`re non-line´aire. Finalement, pour une ligne de code faisant intervenir
des fonctions aux moins C1, de´river un code revient a` un simple calcul de diffe´rentielle.
Les difficulte´s commencent lorsque les fonctions qui interviennent ne sont plus de´rivables.
Le code adjoint est obtenu par transposition du code tangent. Comme pre´ce´demment,
nous ne rentrons pas dans les de´tails et nous nous contenterons d’illustrer l’ide´e ge´ne´rale
sur un exemple. Pour transposer la ligne (4.15), on l’e´crit sous forme matricielle :

δx
δy
δz
δt
 =

0 a 2bz cf ′(t)
0 1 0 0
0 0 1 0
0 0 0 1


δx
δy
δz
δt
 (4.16)
Puis on transpose (4.16)
x∗
y∗
z∗
t∗
 =

0 0 0 0
a 1 0 0
2bz 0 1 0
cf ′(t) 0 0 1


x∗
y∗
z∗
t∗
 (4.17)
ou` φ∗ est appele´ variable adjointe de φ. Enfin on revient au code en ligne, en exe´cutant les
instructions (4.17) dans l’ordre inverse, de la dernie`re ligne a` la premie`re, i.e.
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
t∗ = t∗ + cf ′(t)x∗
z∗ = z∗ + 2bzx∗
y∗ = y∗ + ax∗
x∗ = 0
(4.18)
Les quatre lignes (4.18) sont appele´es code adjoint de la ligne (4.13).
On peut re´sumer l’obtention du code adjoint en trois e´tapes
1. de´river les instructions,
2. inverser l’ordre des instructions,
3. transposer chaque instruction.
4.2.1.2 Difficulte´s
Les principales difficulte´s re´sident dans la non de´rivabilite´ (e´ventuelle) de certaines
fonctions et la gestion de la me´moire du code adjoint. Nous venons de voir dans (4.15) et
(4.18) que lorsque le code direct n’est pas line´aire, les valeurs des variables directes sont
requises dans les codes tangent et adjoint. Pour obtenir ces valeurs au fur et a` mesure de
l’exe´cution du code tangent (puis du code adjoint) il existe plusieurs possibilite´s :
1. stocker toutes les valeurs en me´moire, ce qui est possible si les vecteurs ne sont pas
de trop grande taille ;
2. e´crire toutes les valeurs dans des fichiers sur le disque de la machine, et les consulter
au fur et a` mesure en acce´dant au disque, ce qui augmente le temps de calcul ;
3. recalculer les valeurs au fur et a` mesure, ce qui peut eˆtre aussi extreˆmement couˆteux ;
4. e´crire une partie des valeurs sur le disque, les consulter au fur et a` mesure et recalculer
les valeurs interme´diaires non stocke´es ;
5. e´crire une partie des valeurs sur le disque, les consulter au fur et a` mesure et les
interpoler pour approcher les valeurs interme´diaires non stocke´es.
Le choix de la me´thode de´pend bien suˆr de la taille du proble`me et de ses particularite´s,
notamment son caracte`re faiblement ou fortement non line´aire. Il faut garder a` l’esprit que
les acce`s au disque prennent beaucoup de temps et que les points 1 et 5 doivent eˆtre
pre´fe´re´s de`s que possible. En ce qui concerne Tapenade, il privile´gie l’approche 2, tout en
proposant des e´volutions vers l’approche interme´diaire 4.
4.2.2 Pre´sentation de Tapenade
Tapenade est le successeur d’Odysse´e qui fuˆt de´veloppe´ par l’e´quipe Safir de l’INRIA
Sophia-Antipolis. L’outil Tapenade, de´veloppe´ par l’e´quipe Tropics a` l’INRIA [92], calcule
les de´rive´es directionnelles (mode tangent) et les gradients d’un code e´crit en fortran 77
ou en fortran 90/95.
La diffe´rentiation automatique ([52, 57, 59]) est une technique pour e´valuer les de´rive´es
d’une fonction de´finie par un programme informatique. La diffe´rentiation automatique,
comme les diffe´rences divise´es, demande seulement le programme original P . Mais a` la
place d’exe´cuter P sur plusieurs jeux d’entre´es, le logiciel de diffe´rentiation construit un
nouveau programme augmente´ P ′, qui calcule les de´rive´es analytiques le long du pro-
gramme original. Ce nouveau programme est appele´ le programme diffe´rentie´. Chaque fois
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que le programme original prend la valeur X en entre´e, le programme diffe´rentie´ prend une
valeur supple´mentaire dX, la diffe´rentielle de X.
P (X + εdX)− P (X)
ε
≃ P ′(X).dX
Tapenade est base´e sur la transformation de source∗, qui consiste a` ajouter au pro-
gramme les nouvelles variables, tableaux, et structures de donne´es qui contiendront les
de´rive´es, et a` ajouter les nouvelles instructions qui calculent ces de´rive´es. Le programme
qui en re´sulte peut eˆtre compile´ en un code efficace. D’autres logiciels, comme ADOL-
C [1], sont base´s sur la surcharge d’ope´rateurs qui consiste a` dire au compilateur que
chaque nombre re´el est remplace´ par une paire de nombres re´els, le deuxie`me prenant la
diffe´rentielle. Pour plus d’informations sur la manie`re dont sont calcule´es les de´rive´es, on
renvoie au site de l’e´quipe Tropics http://www-sop.inria.fr/tropics/.
Tapenade peut fonctionner en mode tangent (de´rive´es directionnelles) et en mode in-
verse (gradients). Nous allons de´tailler ces deux modes dans les paragraphes suivants.
4.2.2.1 Fonctionnalite´s de Tapenade
En diffe´rentiation automatique, on identifie les programmes avec des se´quences d’ins-
tructions, elles-meˆmes identifie´es avec des fonctions compose´es. Pre´cisement, la se´quence
d’instructions
I1; I2; . . . ; Ip− 1; Ip;
est identifie´e a` la fonction :
f = fp ◦ fp−1 ◦ · · · ◦ f1.
Le code direct peut donc eˆtre repre´sente´ par une se´quence d’instructions. Si on prend
K comme vecteur d’entre´e, le code de simulation Traces est identifie´ a`
K
f1−→ f1(K) f2−→ f2 ◦ f1(K) f3−→ · · · fp−→ f(K) = fp ◦ · · · ◦ f1(K)
eJ−→ c
ou` c ∈ R est la valeur de la fonction couˆt J(K).
⋆⋆ Mode tangent
En mode tangent, le programme diffe´rentie´ est juste une copie du programme original,
les instructions contenant les de´rive´es sont inse´re´es avant chaque instruction qui implique
des variables actives.
Pour une sortie c = J(K) = J˜ ◦ fp ◦ fp−1 ◦ · · · ◦ f1(K) du code direct, le code tangent
retourne (formellement)
δc = J˜ ′(f(K)).f ′p(Kp−1).f
′
p−1(Kp−2) . . . f
′
1(K0) δK (4.19)
ou` les Kn, n = 1, ..., p − 1, sont les valeurs des variables juste apre`s avoir exe´cute´ les
n premie`res fonctions (on pose K0 = K) et les f
′
n, n = 1, ..., p − 1, sont les matrices
Jacobiennes.
Le code tangent doit permettre de calculer la variation couˆt δc associe´ a` une variation
δK du parame`tre. On a la relation suivante liant le gradient a` la variation δK
δc = (∇J(K), δK). (4.20)
∗On peut e´galement citer le compilateur TAMC [91] pour le langage fortran.
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Donc si on prend δK = ei ou` ei est le i
e`me vecteur de base, alors la formule (4.20)
nous donne la ie`me composante du gradient. Cette me´thode ne´cessite N inte´grations (la
longueur de K) du code tangent et une inte´gration du code direct.
⋆⋆ Mode inverse
En mode inverse, le programme ge´ne´re´ par Tapenade calcule le gradient de la fonction
couˆt. Partant du code tangent (4.19), on obtient que
δc = J˜ ′(f(K)).f ′p(Kp−1).f
′
p−1(Kp−2) . . . f
′
1(K0) δK (4.21)
= (J˜ ′(f(K)).f ′p(Kp−1).f
′
p−1(Kp−2) . . . f
′
1(K0) δK, 1)R (4.22)
= (f ′p(Kp−1).f
′
p−1(Kp−2) . . . f
′
1(K0) δK, J˜
′(f(K))T1)R (4.23)
...
= ( δK, [f ′1(K0)]
T . . . [f ′p(Kp−1)]
T [J˜ ′(f(K))]T1)R. (4.24)
Finalement avec (4.20), on arrive a`
∇J(K) = [f ′1(K0)]T . . . [f ′p(Kp−1)]T [J˜ ′(f(K))]T1. (4.25)
Cependant, on observe que les Kn sont requis dans l’ordre inverse du calcul. Si le
programme original re´e´crit une partie des Kn, le programme diffe´rentie´ doit les restaurer
avant qu’ils soient utilise´s par f ′n+1(Kn).
4.2.2.2 Checkpointing
Tapenade utilise la strate´gie “Store All” : les Kn sont restaure´s a` partir d’une pile
en cas de besoin. Cette pile est remplie au cours d’une exe´cution pre´liminaire du pro-
gramme, appele´ le “balayage avant”, qui stocke les variables additionnelles dans la pile
juste avant qu’elles ne soient re´e´crites. On peut voir sur la figure 4.2 qu’avant chaque
instruction du balayage avant, des valeurs sont sauve´es (points noirs) et qu’elles sont res-
taure´s (points blancs) juste avant leurs instructions de´rive´es correspondantes pendant le
“balayage arrie`re”.
Fig. 4.2 – Strate´gie “Store All”
Cette strate´gie a besoin d’un compromis particulier, appele´ checkpointing, entre le
stockage et le “recalcul” pour eˆtre vraiment rentable. Le checkpointing consiste a` se´lectionner
une partie du programme, et a` ne pas stocker les valeurs e´crase´es par cette partie, au prix
d’une me´morisation supple´mentaire de l’e´tat complet du programme, que nous appelons
une “photo”. Le checkpointing semble eˆtre la meilleure solution pour ge´rer la me´moire.
Le re´sultat du checkpointing sur la partie P avec le mode Store All est montre´ sur le haut
de la figure 4.3. La photo (gros point noir) me´morise l’e´tat du programme juste avant P ce
4.2 Diffe´rentiation automatique du code par Tapenade 67
qui ne´cessite de dupliquer l’exe´cution de P et engendre donc un couˆt supple´mentaire. La
partie du bas de la figure 4.3 montre l’exe´cution du programme quand il y a de nombreux
points de controˆle imbrique´s : moins de valeurs sont me´morise´es, mais il en couˆte des photos
et des exe´cutions supple´mentaires.
Fig. 4.3 – Checkpointing
4.2.2.3 Utilisation de Tapenade
Il faut pre´ciser a` Tapenade plusieurs choses avant de diffe´rentier le code :
– la routine dans laquelle se trouve la fonction a` de´river (dans notre cas c’est traces0) ;
– les variables d’entre´es, qui dans notre cas sont la porosite´ et le cœfficient de diffusion,
et la variable de sortie, i.e. la valeur de la fonction couˆt (la variable par rapport a`
laquelle on va de´river) ;
– le mode (tangent ou adjoint).
Apre`s les diffe´rentes e´tapes de´crites ci-dessus, on lance Tapenade qui analyse tout
d’abord les routines (avec un parser fortran) ce qui lui permet d’avoir l’architecture du
code ainsi que les de´pendances entre les routines et les variables. A la suite de c¸a, Tape-
nade garde les routines dont il a besoin et commence la diffe´rentiation du code a` proprement
dit.
Remarque 4.1 Tapenade rajoute la lettre “d” aux variables diffe´rentie´es en mode tangent
et la lettre “b” en mode adjoint ainsi que le terme “ d” aux noms des routines diffe´rentie´es
en mode tangent et le terme “ b” en mode adjoint.
4.2.2.4 Code adjoint ge´ne´re´ par Tapenade
Si on reprend la structure du code Traces (cf. section 2.4.1), on a comme architecture
du code adjoint de Traces un diagramme similaire au diagramme 2.2.
Remarque 4.2 Les routines traces et calcul traces n’apparaissent pas dans l’arbores-
cence du code adjoint de Traces car elles ne sont pas diffe´rentie´es. En effet, apre`s analyse
du code, Tapenade n’a trouve´ dans ces routines aucune ligne de code a` de´river, il ne les a
donc pas prises en compte lors de la diffe´rentiation.
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TRACES0 B
ւ ց
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
COMP TRANS B



COMP HYDRO B
↓



COMP SPECIE B
Fig. 4.4 – Architecture du code adjoint de Traces
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
TRACES
↓
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TRACES0 B
ւ ց



ONETIMESTEP B



FCT COUT B
↓



FCT COUT B
Fig. 4.5 – Structure du fichier traces0 b.f90
Gradients
Pour ge´ne´rer le code adjoint, on lance Tapenade en mode inverse : celui-ci nous renvoie
les routines diffe´rentie´es, la routine de teˆte e´tant traces0 b (figure 4.4). Le gradient de
la fonction couˆt est alors accessible dans la variable costb de la routine fct cout b (cf.
section 2.4.1 et remarque 4.1). Une fois le gradient de la fonction couˆt calcule´, il ne reste
plus qu’a` le transmettre a` l’optimiseur pour commencer la minimisation.
Le tableau 4.2 donne les grandes lignes de l’algorithme de re´solution nume´rique du
proble`me inverse qui a e´te´ mis en place au chapitre 3.
Algorithme 4.1 Re´solution nume´rique du proble`me inverse
1: Donne´es (entre´es du code) : vecteur x0 := (ω,D)
2: while ∇J(xk) 6= 0 do
3: call traces0
4: J(xk) = cost
5: call traces0 b
6: ∇J(xk) = costb
7: Tester la convergence
- si le minimum est atteint, stop
- sinon xk+1 = xk − αk B−1k ∇J(xk) et retour a` l’e´tape 3
8: end do
Tab. 4.2 – Algorithme de re´solution nume´rique du proble`me inverse
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4.3 Du point de vue nume´rique
4.3.1 Validation des codes ge´ne´re´s automatiquement
Afin de valider le code adjoint, i.e. ve´rifier que le gradient obtenu avec le code adjoint
ge´ne´re´ par Tapenade est juste, on fait ge´ne´ralement le “test du gradient”. C’est une fac¸on
de comparer la valeur du gradient calcule´e par le code adjoint a` celle obtenue par les
diffe´rences divise´es. Si on prend notre vecteur des parame`tres K ∈ RN et δK ∈ RN avec
‖δK‖ = 1, on a
J(K + δK)− J(K) = 〈∇J(K), δK〉+ o (‖δK‖). (4.26)
Si pour toute direction de perturbation δK, on ve´rifie
r(ε) =
J(K + εδK)− J(K)
ε〈∇J(K), δK〉 −−−→ε−→0 1 (4.27)
alors le test du gradient est satisfait. Ce test permet de savoir si le code adjoint four-
nit un calcul exact du gradient. En regardant les valeurs calcule´es (pour une direction
donne´e) dans le tableau 4.3, on peut eˆtre confiant sur la valeur du gradient obtenue avec
le ge´ne´rateur automatique de code Tapenade. On voit en effet que pour les valeurs de ε
comprise entre 10−7 et 10−16, le rapport r(ε) est quasiment e´gal a` 1. A partir de 10−17, on
est lie´ a` la pre´cision machine, il n’est donc pas e´tonnant d’obtenir des valeurs aberrantes
pour ε ≤ 10−17.
Il est tre`s important de faire ce test avant d’utiliser un algorithme de minimisation
car transmettre un gradient faux ou impre´cis a` l’optimiseur ne permet pas de converger
vers la solution du proble`me. De plus, les sources d’erreurs provenant de la re´solution
nume´rique des proble`mes inverses peuvent eˆtre assez nombreuses (cf. section 5.1), il est
donc ne´cessaire d’eˆtre suˆr des valeurs nume´riques du gradient.
ε r(ε)
10−5 0,1639988539827272
10−6 0,7476895636206117
10−7 0,9668650856806020
10−8 0,9965739403864012
10−9 0,9996562197586708
10−10 0,9999656160742779
10−11 0,9999965826243937
10−12 1,0000010094292604
10−13 0,9999999531686156
ε r(ε)
10−14 1,0001224546473169
10−15 0,9993793587795462
10−16 1,0148354227477239
10−17 1,1169131116352610
10−18 0,4538619958621305
10−19 9,4485815502207180
10−20 2,8882127009408310
10−21 16,504072576804750
10−22 0,0
Tab. 4.3 – Pre´cision du test du gradient
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4.4 Conclusion
4.4.1 Re´sume´
Dans ce dernier paragraphe, nous re´sumons l’e´tude qui a e´te´ faite sur l’estimation de
parame`tres (chapitre 3) par un diagramme (figure 4.6) qui retrace le cheminement suivi.
Mode`le direct Mode`le adjoint
Code direct Code adjoint
Fonction couˆt Gradient
ω, D
Me´thode de
l’e´tat adjoint
←− Discre´tisation
Tapenade
(D.A.)
N2QN1
Fig. 4.6 – Diagramme de re´solution du proble`me inverse
4.4.2 Discussion sur la diffe´rentiation automatique
Tapenade est un outil efficace pour obtenir des de´rive´es directionnelles ou des gradients
car il permet la production automatique des de´rive´es et des instructions adjointes. En
outre, la diffe´rentiation automatique peut eˆtre un outil tre`s inte´ressant pour ve´rifier une
diffe´rentiation manuelle. Cependant, les codes produits par diffe´rentiation automatique
n’utilisent ge´ne´ralement pas la me´moire de l’ordinateur de manie`re tre`s efficace. La sauve-
garde du mode`le direct est le proble`me majeur. Il faut e´galement pre´ciser que dans notre
cas la diffe´rentiation automatique a bien fonctionne´ mais il y a eu beaucoup de travail pour
arriver a` obtenir un code adjoint correct ainsi qu’un gradient juste (cf. chapitre 1 section
1.4.3, chapitre 2 section 2.4.1, chapitre 3 section 3.3.5).
Actuellement, le code tangent prend (en moyenne) environ 3 fois le temps de calcul du
code direct et le code adjoint 7 fois. Une future e´tape de notre travail consisterait donc a`
optimiser la me´thode de checkpointing en utilisant l’algorithme binomial de Griewank &
Walther [55] qui nous donnerait un compromis optimal entre le temps et la consommation
me´moire.
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Afin de tester la validite´ de la me´thode pre´sente´e dans le chapitre 3 et de voir les pos-
sibilite´s et les limites de l’algorithme, nous avons effectue´ un grand nombre de simulations
que nous pre´sentons dans ce chapitre. Apre`s un paragraphe introductif, nous exposons les
re´sultats obtenus pour les deux cas-tests de´finis au chapitre 2.
5.1 Ge´ne´ralite´s
Nous avons ge´ne´re´ les donne´es de concentration avec le code direct. On parlera ainsi de
donne´es synthe´tiques pour les distinguer des donne´es re´elles issues de mesures expe´rimen-
tales (comme pour l’expe´rience DIR). C’est a` partir de ces donne´es de concentration qu’on
essaye de de´terminer la diffusion et la porosite´. Comme nous l’avons mentionne´ dans le
chapitre 1, l’avantage d’utiliser des donne´es synthe´tiques est que l’on peut comparer la
porosite´ et le champ de diffusion obtenus en re´solvant le proble`me inverse avec la porosite´
et le champ de diffusion initiaux (qui sont en pratique inconnus). Ce travail est absolument
indispensable puisque dans un premier temps il va nous servir a` valider les me´thodes
employe´es et dans un second temps les e´quipes de l’Andra l’utiliseront pour l’inversion sur
les donne´es re´elles issues du laboratoire souterrain de Bure.
La premie`re chose a` faire, avant de commencer les tests, est de ve´rifier le calcul du
gradient obtenu par diffe´rentiation automatique en comparant sa valeur avec celle calcule´e
par diffe´rences finies. Nous avons obtenu des valeurs tre`s satisfaisantes pour la validation
du gradient et nous renvoyons a` la section 4.3.1 du chapitre 4 pour les re´sultats. Cette
validation est importante pour plusieurs raisons, la principale e´tant que si l’on transmet
un gradient impre´cis a` l’optimiseur, l’algorithme risque de ne pas converger vers la solution
du proble`me. De plus, l’algorithme peut “tomber” dans un minimum local et ne plus en
sortir, le proble`me direct peut eˆtre mal formule´, les donne´es peuvent eˆtre en quantite´
insuffisantes pour identifier les parame`tres, etc. Pour toutes ces raisons, il est important
de valider le gradient afin de mieux cerner les proble`mes rencontre´s.
On teste dans cette section les performances de l’algorithme d’inversion dans diffe´rentes
simulations nume´riques. Nous traiterons pour chacun des deux cas-tests le cas de donne´es
synthe´tiques non bruite´es puis le cas de donne´es synthe´tiques bruite´es.
5.2 Re´sultats nume´riques
5.2.1 Cas-test “colis”
On rappelle que le domaine conside´re´ mesure 60 m de longueur par 40 m de largeur et
qu’il est constitue´ de deux zones dont l’une (zone bleue) contient le colis (le radionucle´ide).
Les valeurs des parame`tres (constants par zones) sont donne´es par la dernie`re colonne du
tableau 5.1. La diffusion est exprime´e en m2/an et la porosite´ est sans unite´. La fonction
couˆt est exprime´e par la formule (3.21). Les poids α et β ont e´te´ fixe´s a` 1.
La re´solution du proble`me direct permet d’obtenir les valeurs de concentration a` tous
les pas de temps dans Ω2 et les valeurs a` l’instant final dans Σ, qui a e´te´ re´duit pour
les mesures a` une droite situe´e a` 20 m du bord supe´rieur du rectangle (cf figure 2.5). La
simulation s’est effectue´e sur 1000 ans avec un pas de temps de calcul de 15 ans. Ce sont
ces donne´es de concentration que l’algorithme va essayer d’ajuster en modifiant au cours
des ite´rations les parame`tres du mode`le.
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5.2.1.1 Donne´es non bruite´es
Le nombre de parame`tres a` identifier s’e´le`ve a` quatre : un parame`tre de diffusion et de
porosite´ par zone. Les re´sultats de l’inversion sont expose´s dans le tableau 5.1 : la deuxie`me
colonne montre les valeurs initiales donne´es au minimiseur, la troisie`me colonne pre´sente les
parame`tres identifie´s et la dernie`re colonne rappelle les valeurs re´elles. Le tableau montre
que l’identification a parfaitement fonctionne´. L’algorithme a ne´cessite´ 57 ite´rations pour
converger vers la bonne solution.
La recherche des parame`tres de diffusion s’est re´alise´e entre les valeurs 10−12 m2/an
(borne infe´rieure) et 10−1 m2/an (borne supe´rieure) et ceux de porosite´ entre 0,01 % et
100 %. Leurs e´volutions au cours des ite´rations, ainsi que celle de la fonction couˆt et du
gradient, sont pre´sente´es sur la figure 5.1.
Parame`tres initiaux identifie´s re´els
D1 0.001 9,4999999999.10
−7 9,5.10−7
D2 0,001 0,0002000000 0,0002
ω1 0,1 0,0009999999 0,001
ω2 0,1 0,3000000000 0,3
Tab. 5.1 – Valeurs identifie´es pour le cas-test “colis” sans bruit
Plusieurs autres tests ont e´te´ re´alise´s en partant d’autres donne´es initiales. L’algorithme
a e´galement converge´ vers la solution exacte entre 40 et 100 ite´rations suivant les valeurs
de de´part.
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Fig. 5.1 – En haut : e´volution des 2 parame`tres de porosite´ en e´chelle semi-log a` gauche. Au
milieu a` gauche : e´volution des 2 parame`tres de diffusion en e´chelle semi-log. Au milieu a` droite :
e´volution de la fonction couˆt en e´chelle semi-log. En bas a` gauche : e´volution des 4 composantes
du gradient en e´chelle semi-log.
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Remarque 5.1 La minimisation s’arreˆte dans l’un des cas suivants :
– le nombre maximal d’ite´rations a e´te´ atteint,
– N2QN1 est tombe´ sur l’un de ces crite`res d’arreˆt,
– le pas de descente est devenu trop petit,
– la direction de descente n’en est plus une.
5.2.1.2 Donne´es bruite´es
On se donne maintenant des donne´es synthe´tiques bruite´es. La loi de distribution choisie
pour la ge´ne´ration du bruit est une loi uniforme, de moyenne nulle, et normalise´e a` la meˆme
taille que les observations. C’est une loi simple qui a l’avantage d’eˆtre facile a` imple´menter.
Le bruit est donc au de´part normalise´ a` la meˆme taille que les observations puis on applique
un cœfficient multiplicatif pour re´gler le niveau du bruit, proportionnellement aux donne´es,
avec un rapport ajustable (dans le test ci-dessous, il a par exemple e´te´ fixe´ a` 5%).
La recherche des parame`tres de diffusion s’est re´alise´e entre les valeurs 10−12 m2/an
(borne infe´rieure) et 10−1 m2/an (borne supe´rieure) et ceux de porosite´ entre 0,01 % et 100
%. L’algorithme a tourne´ un peu plus longtemps (83 ite´rations) que dans le cas sans bruit
(57 ite´rations) mais il n’a pas re´ussi a` converger comple`tement vers la solution puisque
seuls les parame`tres de la zone Ω2 ont e´te´ correctement identifie´s.
Il n’est pas e´tonnant que les parame`tres dans Ω1 (zone la plus grande) soient mal
identifie´s, on a en effet moins d’informations dans cette zone du a` un phe´nome`ne de diffusion
assez lent et aux mesures faites seulement a` l’instant final sur une droite e´loigne´e du colis.
Mais, comme on le verra dans la suite, le fait de mettre des poids adapte´s permettra de
re´e´quilibrer les deux termes de la fonction couˆt et ainsi d’avoir une meilleure identification
des parame`tres (cf. section 5.2.2.1). De plus, le bruit a e´te´ ge´ne´re´ de la meˆme manie`re dans
les trois zones, c’est-a`-dire qu’il y a (pour un bruit de 5%) une erreur sur la concentration
comprise entre 0 et 0, 05. Donc proportionnellement, il y a tre`s peu de bruit dans le colis
(0.05 sur des valeurs de concentration de l’ordre de 1, c’est tre`s faible) et beaucoup plus
loin du colis (la` ou` la concentration est quasi nulle), il y a un bruit tre`s grand.
Parame`tres initiaux identifie´s re´els
D1 0.001 1,0000000000.10
−12 9,5.10−7
D2 0,001 0,0002025143 0,0002
ω1 0,1 1,0225269332.10
−9 0,001
ω2 0,1 0,3042499904 0,3
Tab. 5.2 – Valeurs identifie´es avec un bruit de 5%
L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction couˆt
et du gradient, est pre´sente´e sur la figure 5.2.
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Fig. 5.2 – En haut : e´volution des 2 parame`tres de porosite´ en e´chelle semi-log a` gauche. Au
milieu : e´volution des 2 parame`tres de diffusion en e´chelle semi-log. En bas a` gauche : e´volution
de la fonction couˆt en e´chelle semi-log. En bas a` droite : e´volution des 4 composantes du gradient
en e´chelle semi-log.
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5.2.2 Cas-test “re´el”
Le proble`me e´tant syme´trique (comme pour le proble`me direct), nous le re´solvons uni-
quement sur la moitie´ du domaine. On rappelle que le domaine mesure 0, 4 m de longueur
par 2 m de largeur et qu’il est constitue´ de trois zones. La diffusion est exprime´e en m2/s
et la porosite´ est sans unite´. La fonction couˆt est exprime´e par la formule (3.43).
La re´solution du proble`me direct permet d’obtenir les valeurs de concentration a` tous
les pas de temps dans Ω2 et les valeurs a` l’instant final dans les domaines γi, i = 1, ..., 3, qui
ont e´te´ re´duits pour les mesures a` deux droites horizontales d’e´quation y = 1 et y = 0, 9
et une droite verticale d’e´quation x = 0 (cf figure 2.6). La simulation s’est effectue´e sur
1000 jours avec un pas de temps de calcul d’une demi-journe´e. Ce sont ces donne´es de
concentration que l’algorithme va essayer d’ajuster en modifiant au cours des ite´rations les
parame`tres du mode`le.
5.2.2.1 Donne´es non bruite´es
Cas non “adimensionne´”
Nous essayons dans un premier temps d’identifier les six parame`tres : un parame`tre
de diffusion et de porosite´ par zone. Les poids α et β ont e´te´ fixe´s a` 1. La recherche des
parame`tres de diffusion s’est re´alise´e entre les valeurs 10−12 m2/an (borne infe´rieure) et
10−6 m2/an (borne supe´rieure) et ceux de porosite´ entre 10 % et 2000 %. L’algorithme de
minimisation a tourne´ pendant 36 ite´rations sans arriver a` converger. Les valeurs obtenues
sont donne´es dans le tableau 5.3.
Parame`tres initiaux identifie´s re´els
D1 1, 1.10
−11 9, 7113117670.10−12 1, 0.10−11
D2 1, 1.10
−6 1, 1000000000.10−6 1, 0.10−6
D3 9, 0.10
−11 1, 6260743312.10−10 1, 0.10−10
ω1 0, 21 0, 2100000000 0, 2
ω2 11, 0 11, 000000000 10
ω3 0, 29 0, 2900000000 0, 3
Tab. 5.3 – Identification des 6 parame`tres
La dernie`re colonne du tableau montre que la diffusion n’a pas e´te´ correctement iden-
tifie´e et que la porosite´ n’a pas bouge´ de sa valeur initiale. D’autres tests ont e´te´ re´alise´s
en partant de donne´es initiales diffe´rentes. L’algorithme n’a pas re´ussi a` retrouver les pa-
rame`tres re´els.
Remarque 5.2 Dans de nombreuses simulations, le minimiseur a souvent commence´ par
ajuster les valeurs de diffusion avant celles de porosite´.
Ce test n’ayant pas e´te´ concluant, nous avons de´cide´ de prendre pour valeurs intiales
les valeurs re´elles des parame`tres dans les zones Ω2 (zone d’injection) et Ω3 (zone endom-
mage´e). Les re´sultats sont expose´s dans le tableau ci-dessous. L’algorithme de minimisation
n’a e´ffectue´ que 7 ite´rations sans arriver a` converger : la valeur de diffusion D1 identifie´e
n’est pas celle recherche´e et la valeur de porosite´ ω1 est reste´e bloque´e a` sa valeur initiale.
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Parame`tres initiaux identifie´s re´els
D1 1, 5.10
−11 9, 6624324494.10−12 1, 0.10−11
D2 1, 0.10
−6 9, 9999999999.10−7 1, 0.10−6
D3 1, 0.10
−10 9, 9578195668.10−11 1, 0.10−10
ω1 0, 21 0, 2100000000 0, 2
ω2 10 10, 000000000 10
ω3 0, 3 0, 3000000000 0, 3
Tab. 5.4 – Identification des 2 parame`tres de la zone Ω1
La diffe´rence d’ordre de grandeur entre les cœfficients de diffusion et de porosite´ e´tant
tre`s grande (de 105 a` 1012), elle peut avoir une influence sur les composantes du gradient
de la fonction couˆt et donc sur le choix de la direction de descente de l’algorithme de
minimisation. C’est pourquoi, nous avons essaye´ d’identifier les cœfficients de diffusion et
de porosite´ se´pare´ment (en fixant dans les deux cas l’autre parame`tre a` sa valeur re´elle).
Nous sommes partis avec les meˆmes conditions initiales que dans le premier test (i.e. avec
des valeurs proches de celles recherche´es). Pour la porosite´, l’algorithme a converge´ en 31
ite´rations vers la bonne solution (tableau 5.5) et pour la diffusion, l’algorithme a converge´
en 28 ite´rations (tableau 5.6).
Parame`tres initiaux identifie´s re´els
ω1 0, 21 0, 20000000006250 0, 2
ω2 11, 0 10, 0000000073096 10
ω3 0, 29 0, 30000000038500 0, 3
Tab. 5.5 – Identification de la porosite´
Parame`tres initiaux identifie´s re´els
D1 1, 1.10
−11 1, 0000043918.10−11 1, 0.10−11
D2 1, 1.10
−6 1, 1000000000.10−6 1, 0.10−6
D3 9, 0.10
−11 9, 9998884949.10−11 1, 0.10−10
Tab. 5.6 – Identification de la diffusion
Cas “adimensionne´”
Comme nous l’avons explique´ dans le paragraphe pre´ce´dent, les ordres de grandeur entre
les cœfficients de diffusion et de porosite´ e´tant tre`s grands, nous ne pouvons pas identifier
les six parame`tres en meˆme temps. Nous nous sommes e´galement aperc¸us au cours des
tests que nous n’arrivions pas a` identifier les parame`tres de la zone 2. Ce constat n’est pas
re´dhibitoire car Ω2 constitue la zone d’injection du radionucle´ide, nous connaissons donc les
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quantite´s introduites dans cette re´gion. Pour cette raison, on se pre´occupera seulement
des zones 1 et 3 dans la suite.
N’ayant pas beaucoup de parame`tres a` identifier (au maximum six), nous voudrions
pouvoir les de´terminer ensemble sans avoir a` re´soudre deux proble`mes de minimisation
(un pour la diffusion et un pour la porosite´). Dans ce but, nous avons adimensionne´ les
parame`tres dans l’e´quation (1.6). Ainsi, la vitesse de Darcy et le terme source e´tant nuls,
nous avons pose´
D = 10−10D′ (5.1)
λ = 10−10 λ′ (5.2)
t = 1010 t′ (5.3)
avec D′ =

10−1 dans Ω1
104 dans Ω2
1 dans Ω3
(5.4) ω =

0, 2 dans Ω1
10 dans Ω2
0, 3 dans Ω3
(5.5)
ce qui nous permet d’avoir les valeurs des quatres parame`tres a` identifier (D1, D3, ω1 et
ω3) proches de l’unite´.
Dans toute la suite, on assimilera D a` D′ et on fixe les valeurs dans Ω2 a` 10 pour la
porosite´ et a` 104 pour la diffusion. On prend comme poids pour la fonction couˆt (3.43)
α = 1 et β =
40× 2000
103
ou` 40 de´signe le nombre de mailles ou` on mesure la concentration a` tous les instants dans
Ω2, 103 le nombre de mailles ou` on mesure la concentration a` l’instant final sur les droites
γi avec i = 1, . . . , 3 et 2000 le nombre de pas de temps de la simulation. Ces nouveaux
poids permettent d’avoir les deux termes de la fonction couˆt du meˆme ordre (cf figure 5.3).
A partir de ces nouvelles donne´es, nous relancons une minimisation. L’algorithme a
converge´ apre`s 82 ite´rations. Les re´sultats sont expose´s dans le tableau ci-dessous : nous
sommes partis de valeurs initiales assez e´loigne´es des valeurs re´elles et on voit que l’iden-
tification a parfaitement fonctionne´.
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 0999999999 0, 1
D′3 1.10
−2 0, 9999999999 1, 0
ω1 5.10
−3 0, 1999999999 0, 2
ω3 2.10
−3 0, 3000000000 0, 3
Tab. 5.7 – Identification dans les zones 1 & 3
L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction couˆt
et du gradient, est pre´sente´e sur la figure 5.3.
Dans la suite, on ne traite plus que le cas dit “adimensionne´” puisqu’il donne des
re´sultats satisfaisants. Dans toutes les simulations qui suivent, la recherche des parame`tres
de diffusion s’est re´alise´e entre les valeurs 10−5 m2/an (borne infe´rieure) et 102 m2/an
(borne supe´rieure) et ceux de porosite´ entre 0,01 % et 1000 %.
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Remarque 5.3 Graˆce a` l’adimensionnement des parame`tres et au choix adapte´ des poids
de la fonction couˆt, on a obtenu de meilleurs re´sultats.
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Fig. 5.3 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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5.2.2.2 Donne´es bruite´es
De´finition 5.1 La solution de l’inversion est stable si elle est continue par rapport aux
donne´es, i.e. une petite erreur sur les donne´es entraˆıne une petite erreur sur la solution.
Bruit absolu
Dans cette section, on utilise le meˆme bruit que pour le cas-test “colis” i.e. suivant une
loi uniforme, de moyenne nulle, et normalise´e a` la meˆme taille que les observations.
Dans le cas d’un bruit de 3%, l’algorithme a converge´ en 79 ite´rations et les re´sultats
(tableau 5.8) montrent que la solution est bien approche´e dans le cas d’un bruit de faible
amplitude. L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction
couˆt et du gradient, est pre´sente´e sur la figure 5.4.
En regardant le tableau ci-dessous, on remarque que le cœfficient de porosite´ ω3 est
moins bien identifie´ que les autres. La zone endommage´e Ω3 est tre`s mal observe´e donc de`s
qu’il y a du bruit ce parame`tre est plus difficilement identifiable.
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 0991029048 0, 1
D′3 2.10
−2 0, 9411616874 1, 0
ω1 5.10
−3 0, 1919263062 0, 2
ω3 2.10
−3 0, 2349933192 0, 3
Tab. 5.8 – Identification dans les zones 1 & 3 avec un bruit de 3%
Remarque 5.4 Dans tous les tests qui suivent, seule la valeur de ω3 n’a pas bien e´te´
identifie´e.
Remarque 5.5 Comme pour le cas-test “colis”, le bruit a e´te´ ge´ne´re´ de la meˆme manie`re
dans les trois zones, i.e. proportionnellement il y a toujours tre`s peu de bruit dans le colis
et un bruit e´leve´ loin du colis.
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Fig. 5.4 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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Dans le cas d’un bruit de 5%, l’algorithme a converge´ en 80 ite´rations et les re´sultats
(tableau 5.9) montrent que les parame`tres estime´s sont proches des parame`tres synthe´tiques
(excepte´ pour ω3). L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la
fonction couˆt et du gradient, est pre´sente´e sur la figure 5.5.
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 0983638494 0, 1
D′3 1.10
−2 0, 9025316218 1, 0
ω1 5.10
−3 0, 1865508366 0, 2
ω3 2.10
−3 0, 1929961117 0, 3
Tab. 5.9 – Identification dans les zones 1 & 3 avec un bruit de 5%
La zone endommage´e Ω3 e´tant tre`s mal observe´e, on constate qu’en augmentant le bruit
les parame`tres associe´s a` cette zone sont moins bien identifie´s que ceux de la zone 1.
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Fig. 5.5 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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Bruit relatif
Dans le paragraphe pre´ce´dent, nous avons fait nos tests avec un bruit ge´ne´re´ “globa-
lement” ce qui pouvait donner des mesures non significatives dans la zone loin du colis
(concentration faible, bruit grand). Dans cette section, nous ge´ne´rons un bruit par rapport
a` la concentration locale : si par exemple le bruit est de 5%, on aura pour une concentra-
tion de 1mol/m3 un bruit de l’ordre de 0.05 sur la concentration et pour une concentration
de 10−4mol/m3 un bruit de l’ordre de 0.05 × 10−4. De cette manie`re, lorsqu’on a peu de
concentration on ge´ne`re peu de bruit et ainsi l’influence du bruit est a` peu pre`s la meˆme
partout ce qui devrait de´grader les performances dans toutes les zones de la meˆme fac¸on.
On pre´sente dans cette section plusieurs tests re´alise´s avec un bruit croissant.
Dans le cas d’un bruit de 3%, l’algorithme a converge´ en 81 ite´rations et les re´sultats
(tableau 5.10) montrent que la solution est bien approche´e. On remarque que les cœfficients
dans le tableau ci-dessous sont mieux identifie´s que dans le cas du bruit absolu sauf pour
ω3. L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction couˆt
et du gradient, est pre´sente´e sur la figure 5.6.
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 1011234413 0, 1
D′3 1.10
−2 0, 9721319375 1, 0
ω1 5.10
−3 0, 2028821108 0, 2
ω3 2.10
−3 0, 2244285879 0, 3
Tab. 5.10 – Identification dans les zones 1 & 3 avec un bruit de 3%
Remarque 5.6 Toutes les simulations re´alise´es montrent que de`s qu’il y a du bruit (absolu
ou relatif), ω3 est difficilement identifiable.
Dans le cas d’un bruit de 5%, l’algorithme a converge´ en 85 ite´rations et les re´sultats
(tableau 5.11) montrent que la solution est bien approche´e. On peut observer que les
valeurs des parame`tres identifie´s sont encore tre`s satisfaisantes (toujours excepte´ pour ω3).
L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction couˆt et
du gradient, est pre´sente´e sur la figure 5.7.
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 1018767983 0, 1
D′3 1.10
−2 0, 9552432582 1, 0
ω1 5.10
−3 0, 2049359853 0, 2
ω3 2.10
−3 0, 1729395267 0, 3
Tab. 5.11 – Identification dans les zones 1 & 3 avec un bruit de 5%
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Fig. 5.6 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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Fig. 5.7 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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Dans les deux tests qui suivent, nous avons voulu voir les limites de l’algorithme en
augmentant le bruit de fac¸on significative : le premier test a e´te´ re´alise´ avec un bruit de
10% et le second avec un bruit de 20%.
Dans le cas d’un bruit de 10%, l’algorithme a tourne´ pendant 84 ite´rations et les
re´sultats (tableau 5.12) montrent que la solution reste assez bien approche´e. On peut ob-
server que les valeurs des parame`tres identifie´s sont encore satisfaisantes (toujours excepte´
pour ω3).
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 1037084265 0, 1
D′3 1.10
−2 0, 9223621477 1, 0
ω1 5.10
−3 0, 2103435819 0, 2
ω3 2.10
−3 0, 0491742038 0, 3
Tab. 5.12 – Identification dans les zones 1 & 3 avec un bruit de 10%
L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction couˆt
et du gradient, est pre´sente´e sur la figure 5.8.
Dans le cas d’un bruit de 20%, l’algorithme a ite´re´ 65 fois sans toutefois converger
vers les bonnes valeurs. On observe que les parame`tres dans le tableau 5.13 sont beaucoup
moins bien identifie´s par rapport aux autres simulations, ce qui n’est pas tre`s e´tonnant
avec un bruit aussi e´leve´. En ce qui concerne ω3, sa valeur a change´ au cours des ite´rations
pour se bloquer a` la borne infe´rieure donne´ au minimiseur.
Parame`tres initiaux identifie´s re´els
D′1 5.10
−4 0, 0867632329 0, 1
D′3 1.10
−2 0, 6758693924 1, 0
ω1 5.10
−3 0, 1737230736 0, 2
ω3 2.10
−3 1.10−4 0, 3
Tab. 5.13 – Identification dans les zones 1 & 3 avec un bruit de 20%
L’e´volution des parame`tres au cours des ite´rations, ainsi que celle de la fonction couˆt
et du gradient, est pre´sente´e sur la figure 5.9.
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Fig. 5.8 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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Fig. 5.9 – En haut a` gauche : e´volution des 2 parame`tres de diffusion. En haut a` droite : e´volution
des 2 parame`tres de porosite´. En bas a` gauche : e´volution de la fonction couˆt en e´chelle semi-log
(la partie temporelle est en magenta, la partie correspondant a` l’e´tat final est en bleu et le couˆt
total est en cyan). En bas a` droite : e´volution des 4 composantes du gradient en e´chelle semi-log.
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5.3 Conclusion des tests
Nous avons choisi d’approcher les parame`tres recherche´s par des fonctions constantes
par zones, ce qui semble eˆtre dans notre cas assez judicieux. Ces tests synthe´tiques ont
permis de valider l’approche par e´tat adjoint dont la partie the´orique a e´te´ de´veloppe´e au
chapitre 3. Ils ont e´galement mis en e´vidence la ne´cessite´ d’adimensionner les parame`tres
pour les deux cas-tests, l’importance des observations a` l’instant final pour le cas-test
“colis”et la difficulte´ d’identifier la porosite´ dans la zone endommage´e pour le cas-test
“re´el”.
Ces cas-tests ont e´te´ choisis en liaison avec les e´quipes de l’Andra afin de repre´senter
des proble`mes physiques re´els. Les re´sultats dans le cas de donne´es non bruite´es se sont
re´ve´le´s tre`s satisfaisants aussi bien pour le cas-test “colis” que pour le cas-test “re´el”. En
ce qui concerne l’identification avec donne´es bruite´es, les re´sultats obtenus pour le cas-test
“colis” sont en ade´quation avec les observations disponibles c’est-a`-dire qu’on a une bonne
identification des cœfficients dans la zone la plus observe´e et une identification incorrecte
dans la zone la moins observe´e. Pour le cas-test “re´el”, les re´sultats obtenus avec un bruit
absolu sont corrects et ils sont le´ge`rement meilleurs avec un bruit relatif. Les tests ont
prouve´ la stabilite´ de la solution du proble`me inverse.
Pour terminer, nous abordons dans ce paragraphe l’analyse de sensibilite´. Nous parle-
rons tout d’abord de l’analyse de sensibilite´ des mesures par rapport aux parame`tres. A
cet effet, on peut citer Cle´ment et al. [41] pour l’analyse de sensibilite´ d’une e´quation de
diffusion 1D, l’article de Marchand et al. [74] ainsi que la the`se de Marchand [73] pour
une analyse de sensibilite´ probabiliste (type Monte Carlo) et de´terministe pour un mode`le
d’e´coulement 3D et un mode`le e´coulement-transport 2D. En ce qui nous concerne, nous
avons pu quantifier la sensibilite´ des parame`tres dans nos diffe´rents cas-tests. En effet,
si on regarde les e´volutions du gradient de la fonction couˆt par rapport aux parame`tres
(figures 5.1 a` 5.9), on remarque que le proble`me est plus sensible (et donc de´pendant) a` la
diffusion qu’a` la porosite´. On voit e´galement que les deux parame`tres sont plus sensibles
dans la roche Ω1 que dans la zone endommage´e Ω3, on a d’ailleurs eu de meilleurs re´sultats
d’identification dans la zone 1 que dans la zone 3.
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Dans le chapitre 3, nous nous sommes inte´resse´s a` l’estimation de parame`tres connais-
sant la ge´ome´trie exacte du domaine. On cherche ici, partant d’une configuration ge´ologique
modifie´e, a` retrouver la configuration ge´ologique exacte (celle qui a permis de ge´ne´rer les
donne´es synthe´tiques du proble`me direct) en identifiant les parame`tres qui ont pour sup-
port ces zones. En regroupant ensuite par isovaleurs les cœfficients identifie´s, nous aurons
la configuration recherche´e. Ces tests sont tre`s importants puisqu’en pratique le nombre et
la position exacte des sous-domaines sont inconnus.
En ce qui concerne les donne´es (synthe´tiques), nous avons utilise´ pour les observations
les valeurs de concentration ge´ne´re´es avec la zonation exacte du domaine dans les cas sans
bruit et avec bruit. Pour le bruit, nous avons e´galement utilise´ le bruit ge´ne´re´ avec la
zonation exacte du domaine.
Dans ce chapitre, nous pre´sentons tout d’abord les diverses me´thodes de re´solution des
proble`mes d’identification de zones. Nous exposons ensuite les re´sultats nume´riques obtenus
lors de nos diffe´rents tests. La dernie`re section fait une synthe`se du travail accompli.
6.1 Introduction
Concernant l’identification de zones, on peut citer plusieurs me´thodes, qui ont d’ailleurs
de´ja` fait l’objet de recherches qui se poursuivent au sein du the`me «Proble`mes inverses et
analyse de sensibilite´» du GNR MoMaS :
- me´thode des indicateurs de raffinement qui consistent a` de´couper de fac¸on «optimale»
une des zones en deux parties distinctes,
- me´thode d’optimisation de forme base´e sur la me´thode des lignes de niveau ou level
sets,
- me´thode d’optimisation topologique, qui consiste a` e´tudier l’e´volution d’un crite`re en
ajoutant un trou au domaine.
La me´thode des indicateurs de raffinement et de de´raffinement (cf. les travaux de Ben
Ameur et al. [15, 16, 17], Chavent & Bissel [36], Hayek et al. [60]) consiste a` introduire
une partition du domaine appele´e partition de parame´trisation dont les parties de formes
diverses correspondent a` des zones ou` les cœfficients a` estimer sont constants. Les degre´s de
liberte´ des parame`tres a` identifier sont en nombre e´gal au nombre de parties de cette parti-
tion. A chaque parame`tre ajoute´ a` la parame´trisation initiale correspond un indicateur de
raffinement. Ces indicateurs, qui s’obtiennent par des calculs simples (utilisant le gradient
de la fonction couˆt), sont en fait des multiplicateurs de Lagrange associe´s a` des contraintes
relatives au proble`me conside´re´. A ces indicateurs de raffinement correspondent e´galement
des indicateurs de de´raffinement qui permettent de refusionner des zones au cours de l’op-
timisation si le de´coupage a e´te´ trop fin.
La me´thode d’optimisation de forme, comme utilise´e par Allaire et al. dans [4, 5, 6],
consiste a` rechercher une fonction caracte´ristique au lieu de rechercher des zones, les deux
proble`mes e´tant e´quivalents. Cependant, comme ce proble`me est non diffe´rentiable, une
solution consiste a` remplacer la fonction caracte´ristique qui prend ses valeurs dans {0, 1}
par une fonction qui prend ses valeurs dans l’intervalle [0, 1], la faire e´voluer au fil de
l’optimisation, puis a` seuiller ou prendre une ligne de niveau (level set, par exemple 1/2 si
on travaille dans [0, 1]) pour de´cider si une maille est dans une zone ou l’autre. On peut
e´galement citer comme re´fe´rence Bendsøe [18], Wang et al. [98].
Concernant la me´thode d’optimisation topologique [31], c’est un peu la meˆme ide´e que
pour l’optimisation de forme type level set, sauf qu’on garde les fonctions caracte´ristiques
dans {0, 1} mais on rend le proble`me diffe´rentiable en ne conside´rant que des perturbations
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infinite´simales (par exemple une boule de rayon ε). On ne fait varier les domaines, ou la
fonction caracte´ristique, que d’une maille a` la fois et on calcule la variation du crite`re
(la fonction couˆt) par rapport a` cette petite variation et on re´cupe`re un gradient, dit
toplogique. La` ou` il est le plus ne´gatif, on fera diminuer de fac¸on optimale le crite`re en
faisant changer une maille de zone (cf. Garreau et al. [51] et Guillaume & Sid Idris [58]).
Ce genre de technique marche tre`s bien pour la de´tection de zones homoge`nes dans les
images (Auroux & Masmoudi [13]), pour la restoration d’images (Belaid et al. [14]) ou
pour la de´tection d’inhomoge´ne´ite´s dans un mate´riau (Amstutz et al. [7]).
Comme nous l’avons explique´ dans le chapitre 1, nous avons privile´gie´ dans ce travail, la
mise au point d’un outil adaptable a` diffe´rentes situations. C’est pour cette raison que nous
avons utilise´ la meˆme me´thode que pour l’identification de parame`tres et que nous n’avons
pas retenu la me´thode des indicateurs de raffinement et les me´thodes d’optimisation de
formes car il fallait pouvoir remailler le domaine (ou faire e´voluer les zones) a` chaque
ite´ration ce qui n’est pas pre´vu dans le code Traces ou` la ge´ne´ration du maillage est faite
“a` la main” et la gestion des zones est de´clare´e de`s le de´part en dur dans le code. Nous
avons donc travaille´ sur un maillage fixe et un nombre de zones fixe´s. Ceci e´tant, les trois
me´thodes pre´sente´es dans ce paragraphe sont tout a` fait adapte´es a` notre proble`me et
pourraient faire l’objet d’un futur travail (cf. chapitre 7).
6.2 Etude nume´rique
Dans ce chapitre, nous travaillons avec la ge´ome´trie du cas-test “re´el”. Nous avons duˆ
modifier le fichier de maillage en fonction de la zonation de nos diffe´rents tests. Le cadre
de travail est le meˆme que pour l’identification de parame`tres.
6.2.1 Premiers tests
Une premie`re action consiste, a` partir du maillage actuel, a` modifier la zone endom-
mage´e Ω3 (en l’agrandissant) et a` conside´rer que tous les e´le´ments de cette nouvelle zone
ont des parame`tres de diffusion et de porosite´ diffe´rents puis de lancer l’identification sur
tous ces parame`tres afin de voir comment le syste`me se recale (ce qui revient a` identifier
les cœfficients par maille).
La nouvelle zone endommage´e comprend 440 mailles (et donc 440 zones), il y a ainsi
880 parame`tres a` estimer (comme pour l’identification de parame`tres on identifie pas les
cœfficients dans le colis). La configuration ge´ologique exacte du domaine est donne´e par la
figure 6.1 et la nouvelle zonation par la figure 6.2. Sur la figure 6.1, on voit trois zones : la
zone 1 (ou Ω1) dite zone “loin”, la zone 2 (ou Ω2) correspondant au colis et la zone 3 (ou
Ω3) repre´sentant la zone endommage´e. Sur la figure 6.2, on a toujours la zone 1 (mais plus
petite que sur la figure 6.1), le colis en zone 2 et la nouvelle zone endommage´e (e´largie sur
une partie de l’ancienne zone 1) qui comprend 440 zones.
Dans les deux tests qui suivent, on va donc partir de la configuration modifie´e (figure
6.2) en identifiant les cœfficients par maille pour essayer de retrouver la zonation exacte
(figure 6.1).
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Fig. 6.1 – Configuration exacte Fig. 6.2 – Configuration modifie´e
6.2.1.1 Premie`re expe´rience
Nous avons initialise´ les cœfficients avec les valeurs ci-dessous.
Diffusion initiale
D′1 0, 2
D′3 a` D
′
442 0, 6
Porosite´ initiale
ω1 0, 15
ω3 a` ω442 0, 25
Tab. 6.1 – Valeurs initiales des parame`tres
Etant donne´ qu’il y a beaucoup de parame`tres a` identifier, la convergence de l’algo-
rithme est assez lente (meˆme en partant de valeurs intiales proches des valeurs exactes).
On voit sur les figures 6.3 et 6.4 que l’identification des parame`tres (et donc des zones) est
en bonne voie. Cependant, les e´volutions de la fonction couˆt et du gradient sur les figures
6.5 et 6.6 montrent que l’algorithme n’a pas termine´ la minimisation et ne´cessiterait des
ite´rations supple´mentaires. Nous avons effectivement bloque´ la minimisation a` 1000 simu-
lations (pour des raisons de couˆt et de temps de calcul) et N2QN1 s’est arreˆte´ lorsqu’il a
atteint cette borne.
On remarque e´galement qu’au-dessus de la droite horizontale γ1 (cf. chapitre 2 figure
2.6), on a aucune information sur la concentration. En effet, on a simplement des observa-
tions au temps final pour les zones 1 & 3 (zone endommage´e et roche), il est donc possible
d’estimer les cœfficients qui sont dans un voisinage proche de la droite mais il sera quasi-
ment impossible d’identifier ceux qui se trouvent au-dessus (situe´s a` peu pre`s entre 1, 2 et
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2 m de hauteur). On observe effectivement sur les figures 6.3 et 6.4 qu’au voisinage du colis
on retrouve des valeurs de diffusion et de porosite´ proches de la re´alite´, ce qui montre que
l’algorithme fonctionne bien dans les parties observe´es. Pour e´tendre aux zones non ob-
serve´es, il faut ajouter de l’information a priori pour re´gulariser le proble`me : c’est ce qu’on
fait dans le paragraphe 6.2.2 en pre´cisant que les zones recherche´es sont “cylindriques”, ce
qui permet d’e´tendre l’identification aux zones plus loin du colis.
Fig. 6.3 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 947, Diffusion re´elle
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Fig. 6.4 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 947, Porosite´ re´elle
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Fig. 6.5 – Evolution de la fonction couˆt (la partie
temporelle est en magenta, la partie correspon-
dant a` l’e´tat final est en bleu et le couˆt total est
en cyan)
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Fig. 6.6 – Evolution du gradient
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6.2.1.2 Deuxie`me expe´rience
Nous sommes dans la meˆme configuration que l’expe´rience pre´ce´dente et nous avons
initialise´ les cœfficients avec les valeurs ci-dessous.
Diffusion initiale
D′1 0, 2
D′3 a` D
′
442 0, 7
Porosite´ initiale
ω1 0, 1
ω3 a` ω442 0, 4
Tab. 6.2 – Valeurs initiales des parame`tres
Nous avons laisse´ tourner l’algorithme de minimisation plus longtemps, le crite`re d’arreˆt
ayant e´te´ fixe´ a` 3000 simulations. N2QN1 a ite´re´ 2501 fois et s’est arreˆte´ sur le nombre
maximal de simulations permis. Comme pour la premie`re expe´rience, il faudrait encore
laisser e´voluer l’algorithme car on voit sur les figures 6.9 et 6.10 que la minimisation n’est
pas termine´e. En effet, on observe qu’autour de la zone colis les valeurs des parame`tres ne
sont pas totalement identifie´es mais qu’elles se rapprochent ne´anmoins des valeurs re´elles.
En comparant les e´volutions de la fonction couˆt et du gradient (figures 6.7 et 6.8) a`
celles du premier test (figures 6.5 et 6.6), on constate que la minimisation s’est poursuivie
correctement de l’ite´ration 947 a` 2501.
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Fig. 6.7 – Evolution de la fonction couˆt
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Fig. 6.8 – Evolution du gradient
Ce test a permis de montrer que l’identification des parame`tres par maille e´tait possible.
Le processus est cependant tre`s lent a` cause du grand nombre de cœfficients a` identifier et
du caracte`re mal pose´ du proble`me. Il faudrait suˆrement re´gulariser la fonction couˆt pour
avoir un proble`me bien pose´ et acce´le´rer la convergence. La re´gularisation ne pourra venir
que des informations physiques dont on dispose sur le proble`me (cf. le paragraphe suivant
6.2.2).
98 Chapitre 6. Identification de zones
Fig. 6.9 – En haut a` gauche : Diffusion a` l’ite´ration 1. En bas a` droite : Diffusion a` l’ite´ration
1857. En bas a` gauche : Diffusion a` l’ite´ration 2501. En bas a` droite : Diffusion re´elle.
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Fig. 6.10 – En haut a` gauche : Porosite´ a` l’ite´ration 1. En bas a` droite : Porosite´ a` l’ite´ration
1857. En bas a` gauche : Porosite´ a` l’ite´ration 2501. En bas a` droite : Porosite´ re´elle.
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6.2.2 Cas concentrique
Afin de prendre en compte la re´alite´ du milieu et le type de mode´lisation qui repose sur la
de´finition de “couches” a peu pre`s concentriques (structure radiale) autour du creusement,
nous avons mis au point avec les e´quipes de l’Andra un cas-test avec 7 zones dont 5 sont
concentriques (figure 6.12). On peut voir sur la figure 6.12 que la zone loin est toujours
re´tre´cie par rapport a` la figure 6.11 et porte le nume´ro 1, le colis est toujours en zone 2 et
l’ancienne zone endommage´e e´largie correspond aux zones concentriques 3 a` 7.
D’un point de vue physique, il y a une sorte de syme´trie de re´volution autour du forage,
c’est pourquoi on est amene´ a` chercher des zones de cette forme. De plus, il y a peu de
parame`tres donc on peut essayer d’identifier les cœfficients de cette fac¸on pour regrouper
ensuite les zones par valeurs proches.
Fig. 6.11 – Configuration exacte Fig. 6.12 – Configuration modifie´e
6.2.2.1 Donne´es non bruite´es
Validation de la me´thode
Afin de valider la me´thode, nous commenc¸ons par un premier test avec des valeurs
initiales proches des valeurs re´elles. Il y a 12 parame`tres a` identifier : un parame`tre de
diffusion et de porosite´ par zone (sachant que comme dans le chapitre 5, la zone 2 est
fixe´e). La recherche des parame`tres de diffusion s’est re´alise´e entre les valeurs 10−5 m2/an
(borne infe´rieure) et 102 m2/an (borne supe´rieure) et ceux de porosite´ entre 0,01 % et
1000 %.
Les re´sultats de l’inversion sont expose´s dans le tableau 6.3 : pour chaque parame`tre, la
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deuxie`me colonne montre les valeurs initiales donne´es au minimiseur, la troisie`me colonne
pre´sente les parame`tres identifie´s et la dernie`re colonne rappelle les valeurs re´elles. Le
tableau montre que l’identification a parfaitement fonctionne´. L’algorithme a ne´cessite´ 179
ite´rations pour converger vers la bonne solution. Les e´volutions de la fonction couˆt et du
gradient au cours des ite´rations sont pre´sente´es sur les figures 6.15 et 6.16. La figure 6.13
(resp. 6.14) montre la diffusion (resp. la porosite´) a` l’ite´ration 1 puis a` l’ite´ration finale et
enfin la diffusion (resp. la porosite´) re´elle.
Diffusion initiale identifie´s re´els
D′1 0, 15 9, 9999999998.10
−2 0, 1
D′3 0, 5 0, 9999999999 1, 0
D′4 0, 5 0, 9999999999 1, 0
D′5 0, 5 9, 9999999998.10
−2 0, 1
D′6 0, 5 9, 9999999998.10
−2 0, 1
D′7 0, 5 9, 9999999998.10
−2 0, 1
Porosite´ initiale identifie´s re´els
ω1 0, 1 0, 1919263062 0, 2
ω3 0, 35 0, 3000000000 0, 3
ω4 0, 35 0, 2999999999 0, 3
ω5 0, 35 0, 2000000000 0, 2
ω6 0, 35 0, 1999999999 0, 2
ω7 0, 35 0, 1999999999 0, 2
Tab. 6.3 – Identification dans les zones 1, 3, 4, 5, 6 & 7
Fig. 6.13 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 179, Diffusion re´elle
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Fig. 6.14 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 179, Porosite´ re´elle
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Fig. 6.15 – Evolution de la fonction couˆt
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Fig. 6.16 – Evolution du gradient
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Second test
Dans ce deuxie`me test, nous partons de donne´es initiales assez e´loigne´es des valeurs
re´elles. Le tableau 6.4 montre que l’identification a bien fonctionne´ (le´ge`rement mieux
pour la diffusion). L’algorithme a ne´cessite´ 270 ite´rations pour converger vers la bonne
solution. Les e´volutions de la fonction couˆt et du gradient au cours des ite´rations sont
pre´sente´es sur les figures 6.19 et 6.20. La figure 6.17 (resp. 6.18) montre la diffusion (resp.
la porosite´) a` l’ite´ration 1 puis a` l’ite´ration finale et enfin la diffusion (resp. la porosite´)
re´elle.
Diffusion initiale identifie´s re´els
D′1 5, 0.10
−4 9, 9992118456.10−2 0, 1
D′3 1, 0.10
−2 0, 9999968747 1, 0
D′4 1, 0.10
−2 1, 0013370402 1, 0
D′5 1, 0.10
−2 9, 9941973516.10−2 0, 1
D′6 1, 0.10
−2 0, 1001078536 0, 1
D′7 1, 0.10
−2 0, 1000217588 0, 1
Porosite´ initiale identifie´s re´els
ω1 5, 0.10
−3 0, 1999880262 0, 2
ω3 2, 0.10
−3 0, 3079328776 0, 3
ω4 2, 0.10
−3 0, 2846903435 0, 3
ω5 2, 0.10
−3 0, 2170407572 0, 2
ω6 2, 0.10
−3 0, 1834338674 0, 2
ω7 2, 0.10
−3 0, 2074470012 0, 2
Tab. 6.4 – Identification dans les zones 1, 3, 4, 5, 6 & 7
Les re´sultats sont le´ge`rement moins bons (par rapport au premier test ou` les donne´es
initiales e´taient proches des valeurs re´elles) mais on distingue encore tre`s nettement les
deux “zones” recherche´es parmi les cinq zones concentriques ou` la diffusion et la porosite´
sont quasi constantes.
D’autres tests ont e´te´ re´alise´s en partant de diffe´rentes donne´es initiales. L’algorithme
a e´galement converge´ vers la solution apre`s environ 150 ite´rations pour des valeurs initiales
proches des valeurs re´elles et environ 250 ite´rations pour des valeurs initiales e´loigne´es. On
constate donc que l’algorithme est sensible a` la position du point de de´part (convergence
plus rapide pour des valeurs initiales proches des valeurs re´elles) et que l’algorithme a
besoin de plus d’ite´rations pour converger par rapport a` l’estimation de parame`tres (ou` il
n’y avait que 3 zones).
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Fig. 6.17 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 270, Diffusion re´elle
Fig. 6.18 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 270, Porosite´ re´elle
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Fig. 6.19 – Evolution de la fonction couˆt
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Fig. 6.20 – Evolution du gradient
6.2.2.2 Donne´es bruite´es
Dans ce paragraphe, nous utilisons le bruit “relatif” ge´ne´re´ au chapitre 5 section 5.2.2.2
pour l’identification de parame`tres. On pre´sente plusieurs tests re´alise´s avec un bruit crois-
sant.
Dans le cas d’un bruit de 3%, l’algorithme a ite´re´ pendant 283 ite´rations et les re´sultats
(tableau 6.5) montrent que la solution est bien approche´e pour la diffusion. En effet, sur
la figure 6.21 on voit bien a` l’ite´ration finale les trois zones recherche´es. Pour la porosite´
(tableau 6.6), on constate que les cœfficients ω3, ω5 et ω7 ne sont pas aussi bien identifie´s
que les autres ce qui ne permet pas d’arriver a` la configuration ge´ologique re´elle (figure
6.22). Cependant, une re´ponse peut eˆtre apporte´e a` cet inconve´nient (cf. section 6.3).
Les e´volution de la fonction couˆt et du gradient sont pre´sente´es sur les figures 6.23 et
6.24.
Diffusion initiale identifie´s re´els
D′1 5, 0.10
−4 9, 5819317524.10−2 0, 1
D′3 1, 0.10
−2 0, 9503963679 1, 0
D′4 1, 0.10
−2 0, 9872350915 1, 0
D′5 1, 0.10
−2 9, 8664397796.10−2 0, 1
D′6 1, 0.10
−2 9, 8621005507.10−2 0, 1
D′7 1, 0.10
−2 9, 7722807371.10−2 0, 1
Tab. 6.5 – Identification de la diffusion avec un bruit de 3%
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Porosite´ initiale identifie´s re´els
ω1 5, 0.10
−3 0, 1871781095 0, 2
ω3 2, 0.10
−3 9, 9999999999.10−5 0, 3
ω4 2, 0.10
−3 0, 4455885768 0, 3
ω5 2, 0.10
−3 0, 2190823028 0, 2
ω6 2, 0.10
−3 0, 1482577474 0, 2
ω7 2, 0.10
−3 0, 3208699000 0, 2
Tab. 6.6 – Identification de la porosite´ avec un bruit de 3%
Fig. 6.21 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 283, Diffusion re´elle
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Fig. 6.22 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 283, Porosite´ re´elle
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Fig. 6.23 – Evolution de la fonction couˆt
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Fig. 6.24 – Evolution du gradient
e`
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Dans le cas d’un bruit de 5%, l’algorithme a ite´re´ pendant 299 ite´rations et les re´sultats
(tableau 6.7) montrent que la solution est toujours bien approche´e pour la diffusion. Comme
dans le cas du bruit de 3%, on observe encore a` l’ite´ration finale les trois zones recherche´es
(figure 6.25). Pour la porosite´, on constate de nouveau que les cœfficients ω3, ω5 et ω7 sont
mal identifie´s ce qui ne permet pas d’arriver a` la configuration ge´ologique exacte (figure
6.26). Ne´anmoins, comme dans le cas d’un bruit de 3%, une re´ponse peut eˆtre apporte´e a`
cet inconve´nient (cf. section 6.3).
Les e´volutions de la fonction couˆt et du gradient sont pre´sente´es sur les figures 6.27 et
6.28.
Diffusion initiale identifie´s re´els
D′1 1, 0.10
−3 9, 3847204159.10−2 0, 1
D′3 5, 0.10
−3 0, 9232612745 1, 0
D′4 5, 0.10
−3 0, 9487703310 1, 0
D′5 5, 0.10
−3 9, 8557550324.10−2 0, 1
D′6 5, 0.10
−3 9, 5695267349.10−2 0, 1
D′7 5, 0.10
−3 9, 6787129162.10−2 0, 1
Porosite´ initiale identifie´s re´els
ω1 5, 0.10
−3 0, 1814660222 0, 2
ω3 4, 0.10
−3 1, 0.10−3 0, 3
ω4 4, 0.10
−3 0, 2764578564 0, 3
ω5 4, 0.10
−3 0, 3026078948 0, 2
ω6 4, 0.10
−3 0, 2038192260 0, 2
ω7 4, 0.10
−3 0, 3027834741 0, 2
Tab. 6.7 – Identification dans les zones 1, 3, 4, 5, 6 & 7 avec un bruit de 5%
Fig. 6.25 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 299, Diffusion re´elle
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Fig. 6.26 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 299, Porosite´ re´elle
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Fig. 6.27 – Evolution de la fonction couˆt
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Fig. 6.28 – Evolution du gradient
Remarque 6.1 On constate qu’avec un bruit pas trop e´leve´ (≤ a` 5%), l’algorithme reste
tre`s performant pour identifier les deux zones.
Comme pour l’identification de parame`tres, nous avons voulu voir, dans les deux tests
qui suivent, les limites de l’algorithme en augmentant le bruit de fac¸on significative.
Dans le cas d’un bruit de 10%, l’algorithme a ite´re´ pendant 186 ite´rations et les re´sultats
(tableau 6.8) montrent que la solution est encore satisfaisante pour la diffusion. On dis-
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tingue a` l’ite´ration finale sur la figure 6.29 quatre zones dont deux sont tre`s proches, on
peut donc conside´rer (en regroupant ces deux zones) que l’on a bien retrouve´ la configu-
ration ge´ologique re´elle. Pour la porosite´ (tableau 6.9), bien que la plupart des cœfficients
soient proches des valeurs re´lles (ω1, ω5, ω6 et ω7), on constate sur la figure 6.30 que l’on
est pas arrive´ a` retrouver les zones recherche´es.
L’e´volution de la fonction couˆt et du gradient est pre´sente´e sur les figures 6.31 et 6.32.
Diffusion initiale identifie´s re´els
D′1 5, 0.10
−4 0, 1088427693 0, 1
D′3 1, 0.10
−2 0, 9329235000 1, 0
D′4 1, 0.10
−2 0, 8226169260 1, 0
D′5 1, 0.10
−2 0, 1082165413 0, 1
D′6 1, 0.10
−2 0, 1307609280 0, 1
D′7 1, 0.10
−2 9, 4241919088.10−2 0, 1
Tab. 6.8 – Identification de la diffusion avec un bruit de 10%
Porosite´ initiale identifie´s re´els
ω1 5, 0.10
−3 0, 2220867447 0, 2
ω3 2, 0.10
−3 9, 9999999999.10−5 0, 3
ω4 2, 0.10
−3 6, 9115608392.10−2 0, 3
ω5 2, 0.10
−3 0, 1723855118 0, 2
ω6 2, 0.10
−3 0, 2306095996 0, 2
ω7 2, 0.10
−3 0, 2088383375 0, 2
Tab. 6.9 – Identification de la porosite´ avec un bruit de 10%
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Fig. 6.29 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 186, Diffusion re´elle
Fig. 6.30 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 186, Porosite´ re´elle
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Fig. 6.31 – Evolution de la fonction couˆt
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Fig. 6.32 – Evolution du gradient
Dans le cas d’un bruit de 20%, l’algorithme a ite´re´ pendant 121 ite´rations et les re´sultats
(tableau 6.10) montrent que seuls D′1 et D
′
7 ont e´te´ correctement identifie´s. On voit sur la
figure 6.33 qu’on est loin de la configuration exacte. Pour la porosite´ (tableau 6.11), on
constate e´galement que les cœfficients identifie´s ne sont pas bons et donc comme pour la
diffusion, on a pas re´ussi a` retrouver la configuration ge´ologique exacte (figure 6.34). Ces
re´sultats ne sont pas du tout surprenant dans la mesure ou` le bruit est tre`s e´leve´.
L’e´volution de la fonction couˆt et du gradient est pre´sente´e sur les figures 6.35 et 6.36.
Diffusion initiale identifie´s re´els
D′1 5, 0.10
−4 0, 1212964685 0, 1
D′3 1, 0.10
−2 0, 5795504455 1, 0
D′4 1, 0.10
−2 0, 6047805905 1, 0
D′5 1, 0.10
−2 0, 3165127860 0, 1
D′6 1, 0.10
−2 8, 4095729074.10−2 0, 1
D′7 1, 0.10
−2 0, 1027340394 0, 1
Tab. 6.10 – Identification de la diffusion avec un bruit de 20%
Porosite´ initiale identifie´s re´els
ω1 5, 0.10
−3 0, 2676178231 0, 2
ω3 2, 0.10
−3 7, 2659746084.10−3 0, 3
ω4 2, 0.10
−3 9, 0478753448.10−3 0, 3
ω5 2, 0.10
−3 9, 9999999999.10−5 0, 2
ω6 2, 0.10
−3 7, 2476646531.10−3 0, 2
ω7 2, 0.10
−3 1, 5985330457.10−2 0, 2
Tab. 6.11 – Identification de la porosite´ avec un bruit de 20%
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Fig. 6.33 – Diffusion a` l’ite´ration 1, Diffusion a` l’ite´ration 121, Diffusion re´elle
Fig. 6.34 – Porosite´ a` l’ite´ration 1, Porosite´ a` l’ite´ration 121, Porosite´ re´elle
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Fig. 6.36 – Evolution du gradient
6.3 Conclusion des tests
Nous avons applique´ dans ce chapitre la me´thode d’identification de parame`tres a` notre
proble`me d’identification de zones (cf. chapitre 1 et section 6.1). Les re´sultats obtenus (no-
tamment sur le cas concentrique) ont montre´ la validite´ de la me´thode employe´e. Ces tests
ont e´galement mis en e´vidence, tout comme pour l’estimation de parame`tres, l’importance
des observations (cf. section 6.2.1).
Les cas-tests ont e´te´ choisis en liaison avec les e´quipes de l’Andra (comme dans le
chapitre 5) afin de repre´senter des proble`mes physiques re´els. Les premiers tests re´alise´s
au de´but de ce chapitre ont montre´ que l’identification des parame`tres par maille e´tait
possible mais que ce proce´de´ e´tait trop couˆteux en me´moire et en temps. Une re´gularisation
a e´te´ apporte´e en conside´rant des zones concentriques autour du forage (cf. section 6.2.2).
On aurait e´galement pu rajouter un terme re´gularisant au sens BV (pour conserver les
discontinuite´s) ou au sens de la norme L2 du gradient (cf. chapitre 3, section 3.2.3.3).
Les re´sultats dans le cas concentrique avec des donne´es non bruite´es se sont re´ve´le´s
tre`s satisfaisants aussi bien avec des valeurs initiales proches des valeurs re´elles qu’avec
des valeurs initiales e´loigne´es. En ce qui concerne l’identification avec donne´es bruite´es, les
re´sultats obtenus sont bons pour la diffusion jusqu’a` 10% ce qui nous a permis de retrou-
ver la configuration ge´ologique recherche´e. Pour la porosite´, nous nous sommes aperc¸us
au cours des diffe´rents tests que nous n’arrivions pas a` identifier correctement toutes les
composantes de ce parame`tre (et donc les zones). Cependant, il pourrait eˆtre possible de
regrouper les zones en accord avec les valeurs de diffusion (qui est plus rapidement identifie´e
que la porosite´), ce qui permettrait, partant de cette nouvelle configuration, d’identifier a`
nouveau la porosite´ et d’arriver a` de meilleurs re´sultats.
Chapitre 7
Conclusion et perspectives
Nous nous sommes inte´resse´s dans cette the`se a` diffe´rents aspects de l’identification de
parame`tres en milieu poreux sature´. Dans un premier temps, nous avons e´tudie´ l’aspect
identification de parame`tres a` zones fixe´es puis, dans un second temps, nous avons utilise´
ce travail pour re´soudre le proble`me d’identification de zones.
Le point de de´part de cette the`se re´pond a` l’expression de besoins de l’Andra pour la re-
cherche de me´thodes nume´riques et le de´veloppement d’outils sur le the`me de l’estimation
de parame`tres dans des couches ge´ologiques profondes puisque les expe´riences en labora-
toire ou en milieu naturel mene´es ne permettent pas d’e´valuer les cœfficients de diffusion et
de porosite´ directement. L’objectif a e´te´ de mettre au point la the´orie mathe´matique pour
re´soudre le proble`me d’identification de ces parame`tres puis de retrouver les zones dont ces
cœfficients sont le support. La partie the´orique a ensuite e´te´ imple´mente´e informatique-
ment et plusieurs tests, pre´alablement choisis en liaison avec les e´quipes de l’Andra, ont
e´te´ effectue´s afin de pouvoir appre´cier la me´thode conc¸ue et de´veloppe´e. L’interpre´tation
physique des re´sultats obtenus a e´te´ primordiale et a constitue´ le fil conducteur de ce
projet.
L’ide´e a e´te´ de cre´er un outil flexible qui puisse s’appliquer aussi bien aux essais sur
e´chantillons (a` une e´chelle d’espace de l’ordre du centime`tre) qu’aux mesures effectue´es
dans l’expe´rience DIR (Diffusion de traceurs Inertes et Re´actifs) au laboratoire de Bure
(pour laquelle l’ordre de grandeur est le me`tre) ou encore aux mesures en milieu naturel
dans un cadre ge´ologique sur des e´chelles de la centaine de me`tres. Dans le prolongement
des travaux re´alise´s au sein du the`me Proble`mes inverses et analyse de sensibilite´ du GNR
MoMaS, nous avons utilise´ la technique de zonation qui consiste a` de´composer le milieu
en zones homoge`nes dans lesquelles les cœfficients ont e´te´ identifie´s. Pour cela, nous avons
travaille´ au de´veloppement du code adjoint du code de transfert par diffusion-dispersion-
convection Traces en collaboration avec l’e´quipe Tropics de l’INRIA Sophia-Antipolis. La
zonation, dans le cas-test “re´el” (proche de l’expe´rience DIR), a pris en compte la zone
endommage´e par le forage. Le calage de l’outil a d’abord e´te´ effectue´ a` zones fixe´es, puis,
dans un second temps, l’identification de zones a e´te´ re´alise´e.
On s’est limite´ a` travailler sur des proble`mes 2D (au lieu du 2D axisyme´trique), cepen-
dant cela ne remet pas en question la de´marche suivie mais nous a permis de gagner en
temps calcul par rapport au 3D. De plus, l’e´tape de re´solution du proble`me en 2D e´tait
quasiment ne´cessaire (et plus facile a` mettre œuvre en 2D qu’en 3D) pour ve´rifier et valider
la me´thode avant de passer au 2D axisyme´trique ou au 3D. Nous avons eu aussi bien dans
le cas de l’estimation de parame`tres que dans l’identification des zones des re´sultats tre`s
satisfaisants avec des donne´es bruite´es et non bruite´es, ce qui est encourageant pour la
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re´solution en 3D.
L’analyse de sensibilite´ du re´sultat de l’identification de parame`tres par rapport aux
erreurs sur les mesures telle qu’expose´e dans [67] n’a pas e´te´ traite´e car elle ne´cessitait le
calcul de l’adjoint au second ordre qui est assez lourd. Si l’analyse de sensibilite´ montre
que l’erreur sur les re´sultats est du meˆme ordre que l’incertitude sur les mesures alors la
me´thode d’identification donnera satisfaction.
Concernant l’identification de zones, une perspective de travail (apre`s celle e´voque´e dans
la conclusion du chapitre 6) serait de mettre au point une me´thode ite´rative permettant
de modifier les zones a` chaque e´tape et qui consisterait a`
- identifier les cœfficients dans toutes les zones,
- regrouper des zones par cœfficients proches,
- re´ite´rer le processus en identifiant les cœfficients dans les nouvelles zones (ou` il y en
a moins).
On pourrait e´galement tester la me´thode des indicateurs de raffinement et la me´thode
d’optimisation topologique. Il serait en effet inte´ressant, lors d’un futur travail, de com-
parer la pre´cision et l’efficacite´ de notre me´thode avec ces deux techniques, d’autant plus
qu’aucune des deux n’a encore e´te´ employe´e pour re´soudre ce type de proble`me.
Ce travail nous encourage a` continuer les tests nume´riques sur le mode`le (1.3) en tes-
tant le cas convectif (vitesse de Darcy non nulle) avec un terme de filiation. On pourrait
aussi imaginer rajouter une zone a` la configuration du cas-test “re´el” en divisant la zone
endommage´e en deux : une zone pour la partie fracture´e et une zone pour la partie fis-
sure´e. L’objectif principal reste clairement a` court terme de passer a` la ge´ome´trie 3D
du cas-test “re´el” et d’utiliser, de`s qu’elles seront disponibles, les donne´es re´elles issues de
l’expe´rimentation DIR. L’utilisation des donne´es re´elles est d’autant plus importante qu’on
sera en mesure, en confrontant les re´sultats a` l’expe´rience, de valider (resp. invalider) la
repre´sentation du mode`le qu’on s’est fixe´.
Annexe A
Nomenclature des grandeurs
physiques
Symbole Description Dimension
ω Porosite´ Adimensionne´
R Facteur de retard Adimensionne´
h Charge hydraulique L
p Pression M.L−1.T−2
g Gravite´ M.T−2
µ Viscosite´ du fluide M.L−1.T−1
ρ Densite´ du fluide M.L−3
q Vitesse de Darcy L.T−1
C Concentration M.L−3
s Coefficient de stockage L−1
S Terme source M.L−3.T−1
k Perme´abilite´ L2
K Conductivite´ hydraulique L.T−1
αL Dispersivite´ longitudinale L
αT Dispersivite´ transversale L
De Coefficient de diffusion effectif L
2.T−1
Dm Coefficient de diffusion mole´culaire L
2.T−1
λ Coefficient de de´croissance radioactive T−1
̺ Constante cine´tique de pre´cipitation/dissolution T−1
Tab. A.1 – Valeurs des grandeurs physiques
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Re´sume´
Dans ce travail, nous nous sommes inte´resse´s a` l’estimation des parame`tres de transport
de solute´s dans un milieu poreux peu perme´able, d’un point de vue the´orique et applique´,
en lien avec le stockage des de´chets nucle´aires a` vie longue en couche ge´ologique profonde.
La proble´matique de la gestion des de´chets nucle´aires est devenue durant ces dernie`res
anne´es une pre´occupation importante de la socie´te´. Les mode`les mathe´matiques utilise´s
pour le stockage des de´chets en site profond sont base´s sur les e´quations d’e´coulement et
de transport en milieu poreux. Ces mode`les ne´cessitent de connaˆıtre les parame`tres phy-
siques des diffe´rentes couches ge´ologiques. Ces parame`tres (porosite´ et diffusion) n’e´tant
pas accessibles directement, nous avons e´tudie´, dans un premier temps, l’aspect identifica-
tion de parame`tres a` zones fixe´es. Pour re´soudre notre proble`me inverse, nous avons utilise´
des me´thodes de´terministes (ou variationnelles) base´es sur la minimisation d’un crite`re
(ou fonction couˆt) quadratique, l’objectif e´tant de trouver l’ensemble des parame`tres qui
minimisent le crite`re. Nous avons de´compose´ le milieu en zones homoge`nes dans lesquelles
les cœfficients ont e´te´ identifie´s (technique de zonation). Pour cela, nous avons diffe´rentie´
le code de convection-diffusion Traces avec le logiciel de diffe´rentiation automatique Ta-
penade afin d’obtenir le code adjoint de Traces. Dans un second temps, nous avons utilise´
ce travail pour re´soudre le proble`me d’identification de zones. On a cherche´, partant d’une
configuration ge´ologique modifie´e, a` retrouver la configuration ge´ologique re´elle en identi-
fiant les parame`tres qui ont pour support ces zones. En regroupant ensuite par isovaleurs
les cœfficients identifie´s, nous avons obtenu la configuration recherche´e.
Mots-cle´s : de´chets nucle´aires, e´quations d’e´coulement et de transport, porosite´, diffu-
sion, milieu hydro-ge´ologique, proble`me inverse, e´tat adjoint, estimation de parame`tres,
zonation, me´thodes nume´riques, Traces, Tapenade.
Summary
In this work, we are interested in estimating solute transport parameters in a porous me-
dium whith a low permeability, from a theoretical and applied point of view in connection
with the storage of long-lived nuclear waste in deep geological layer. In recent years, the
problem of nuclear waste management has become a major concern of society. The mathe-
matical models used for storing waste in deep level are based on the flow and transport
equations in porous media. These models require the knowledge of the physical parameters
of the different geological layers. Since those parameters (porosity and diffusion) are not
directly accessible by measurements, we studied firstly the aspect of parameters identifi-
cation in fixed areas. To solve this inverse problem, we used deterministic (or variational)
methods based on the minimization of a quadratic criterion (or cost function) with the
objective of finding all the parameters that minimize the criterion. We have broken down
the media in homogeneous areas in which the coefficients have been identified (zonation
technique). For this, we differentiated the convection-diffusion code Traces with the auto-
matic differentiation software Tapenade to get the adjoint code of Traces. In a second step,
we used this work to solve the zones identification problem. Starting from a modified geo-
logical configuration, we searched for the actual geological configuration by identifying the
parameters whose supports are these zones. Then, by grouping the identified coefficients
by isovalues, we obtained the real configuration.
Keywords : nuclear waste, flow and transport equations, porosity, diffusion, hydro-geological
media, inverse problem, adjoint state, parameter estimation, zonation, numerical methods,
Traces, Tapenade.
