In this study, within the framework of Fokker-Planck equation, and using the method of characteristics as well as the variational method, performance of thermodynamic machines is optimized by reducing the irreversible work Wirr. Upper bounds of output work W , output power P , and energy efficiency η are obtained. Examples with explicit expressions for W, P and η are also presented.
How can we improve the performance of thermodynamic machines is always an interesting but difficult problem since the pioneer work of Carnot and Clausius [1, 2] . Theoretically, the efficiency, defined as η = W/Q h with W the output work and Q h the heat uptake from the hot heat bath, is bound by Carnot efficiency η C = 1 − T c /T h , where T h and T c are absolute temperatures of hot and cold heat baths, respectively. However, it is usually thought the Carnot efficiency η C can only be achieved in quasistatic limit with power vanished. So, in recent decades, most studies turned to discuss the efficiency at (or near) maximum power (EMP) η max P . For example, the Curzon-Ahlborn efficiency at maximum power η CA = 1 − T c /T h is obtained in [3] [4] [5] [6] [7] . The bounds of EMP η C /2 ≤ η max P ≤ η C /(2 − η C ) is obtained in [8] [9] [10] . By methods of linear irreversible thermodynamics, general expressions for maximum power and maximum efficiency are obtained in [11] . The upper bound of efficiency at arbitrary power is discussed in [12, 13] . For more studies which try to optimize the performance of thermodynamic machines, see [10, [14] [15] [16] [17] [18] [19] [20] . Or see [21] [22] [23] [24] for detailed reviews. Note that methods to operate heat engines infinitely close to the Carnot bound η C but at nonzero power are suggested recently [14, 16, 20, [25] [26] [27] [28] [29] [30] [31] .
Except for few special cases [8, 17, [32] [33] [34] , no expressions for work W , power P and efficiency η can be obtained explicitly. So, previously the optimization of thermodynamic machines is usually according to work period t, or through numerical calculations [35, 36] . In this study, using variational method, the external timedependent potential, as well as the initial distributions of isothermal steps, will be optimized for general engines to achieve their optimal performance.
The same as in [8, 33, 34] , this study considers a thermodynamic machine with potential V (x, τ ), which depends on spatial (state) variable x and time variable τ . For overdamped cases, the time evaluation of probability p(x, τ ) to find the system at position x at time τ is * Email: xyz@fudan.edu.cn governed by the following Fokker-Planck equation
with J(x, τ ) = p(x, τ )u(x, τ ) the flux of probability, and u(x, τ ) = −∂ x Φ(x, τ )/ξ the instantaneous velocity.
, and ξ is the friction coefficient, which satisfies Einstein relation k B T = ξD.
Here k B is the Boltzmann constant, T is the absolute temperature, and D is the free diffusion constant. The thermodynamic machine discussed in this study is assumed to work cyclicly, including two isothermal processes and two adiabatic transitions. In each work cycle, it performs sequently through the following four subprocesses [8, 34] . (1) Isothermal process with high temperature T h during time interval 0 < τ < t h . (2) Adiabatic transition (instantaneously) from high temperature T h to low temperature T c at time τ = t h . (3) Isothermal process with low temperature T c during time interval t h < τ < t h + t c . (4) Adiabatic transition from low temperature T c to high temperature T h at time τ = t h + t c . As in [8, 33, 34] , adiabatic transitions are idealized as sudden jumps of potential, and assumed to occur instantaneously without heat exchange. Therefore, probability p(x, τ ) and system entropy are not changed during adiabatic transitions. For convenience, the work period is denoted as t := t h + t c .
It is obvious that most of the physical quantities of thermodynamic machines, including work W , power P , and efficiency η, are functions of durations t h , t c , and period t = t h + t c , or even functions of temperatures T h/c , friction coefficients ξ h/c , and diffusion constants D h/c , and so can be optimized according to them, as have been done previously [8-10, 12, 15, 16, 37-41] . However, it is no doubt that W, P , and η are also functionals of potential V (x, τ ), probabilities p(x, 0) = p(x, t) and p(x, t h ). One main contribution of this study is that the performance of thermodynamic machine is optimized according to potential V (x, τ ), as well as probabilities p(x, 0) and p(x, t h ). Results show that, for the optimal cases, characteristic curves of distribution function f (x, τ ) (will be defined below) should be straight lines. To illustrate the results, typical examples with explicit solution are provided at the end of this study.
As stated previously, this study assumes that the work cycle begins from the isothermal process with temperature T h . By definition, the heat uptake from the hot heat bath during one work cycle is
In the following, we assume X = [0, x 0 ]. For other cases, such as X = [0, +∞), or (−∞, +∞), results are similar, and corresponding examples will be presented at the end of this study. From Eq. (1), and with no flux boundary conditions at x = 0 and x 0 , it can be verified that potential V (x, τ ) can be reformulated as (2), and through routine calculations, one can get
where ∆S = S(t h ) − S(0) with system entropy S(τ ) = −k B x0 0 p(x, τ ) ln p(x, τ )dx, and the irreversible work
In Eq. (4), f (x, τ ) = x 0 p(z, τ )dz is the distribution function of system at time τ , which satisfies (see Eq. (1))
Eq. (5) implies that, along its characteristic curves, which are given by dx/dτ = u(x, τ ), distribution function f (x, τ ) satisties df (x, τ )/dτ ≡ 0. Which means that f (x, τ ) is constant along characteristic curves of Eq. (5). For simplicity, this study assumes that f (x, τ ) is reversible as a function of x, or equivalently, probability p(x, τ ) at any given time τ is positive at almost everywhere. Or, in other words, there is no interval [x 1 , x 2 ] with 0 ≤ x 1 < x 2 ≤ x 0 , such that p(x, τ ) ≡ 0 in it. But all results obtained in this study hold true for any general cases (note that, more complicated details need to be added to discuss the general cases).
Similarly, heat exchange between thermodynamic machine and cold heat bath in one work cycle can be written as 
Two strategies to improve work W will be presented in this study. (I) For given probabilities p 0 (x) := p(x, 0) and p 1 (x) := p(x, t h ), i.e. for given ∆S, find the minimum value of irreversible work W h/c irr by optimization on potential V (x, τ ). (II) For given probability p 0 (x), find the maximum value of ∆S by optimization on probability
From Eq. (4), the variation of W h irr is as follows,
where δf is an arbitrary variation of distribution function f (x, τ ), which satisfies δf (0, τ ) = δf (x 0 , τ ) = δf (x, 0) = δf (x, t h ) = 0. The reason of these zero boundary conditions is that f (x, τ ) satisfies
Since δW h irr = 0 at its minimum value for any variation δf , Eq. (7) 
Eq. (8) implies that, for the optimized distribution function f * (x, τ ), the slope u * (x, τ ) of its characteristic curves satisfies du * (x, τ )/dτ ≡ 0. In other words, slope u * (x, τ ) is constant along the characteristic curves of the optimized distribution function f * (x, τ ). Therefore, the characteristic curves of f * (x, τ ), which are given by dx/dτ = u(x, τ ), are all straight lines.
For convenience, we denote f 0 (x) := f (x, 0) and f 1 (x) := f (x, t h ), and define a map Γ :
. Note, for extreme cases that at least one of f 0 (x) and f 1 (x) is irreversible, map Γ(x) can also be well defined but with some complicated and tedious details, so will not be presented here. Obviously, map Γ satisfies Γ(0) = 0, Γ(x 0 ) = x 0 , and it increases monotonically with x, since Γ ′ (x) = p 0 (x)/p 1 (Γ(x)) > 0. The above analysis shows that, for optimized distribution function f * (x, τ ), the characteristic curve of Eq. (5), which is initiated from any z ∈ [0, x 0 ], satisfies
That is to say, the characteristic curve of Eq. (5), which begins from z at time τ = 0, is a straight line connecting point (z, 0) and point (Γ(z), t h ) in the 2-dimensional x-τ plane. For any given z ∈ [0, x 0 ] at time τ = 0, the position x(z, τ ) obtained by Eq. (9) satisfies
The meaning of inverse function z(x, τ ) of Eq. (9) is that, for any given position
Using function x(z, τ ) and its inverse function z(x, τ ), probability p * (x, τ ) corresponding to the optimized distribution function f * (x, τ ) can be obtained by p
, it can be shown that, the irreversible work W h irr corresponding to the optimized distribution function f * (x, τ ) is
According to relation p *
So, by definition,
From Eqs. (3, 10, 12) , for the optimized distribution function f * (x, τ ),
and from Eqs. (6, 10, 11, 12) ,
wheret h := t h /t,t c := t c /t. Generally, in one work cycle, the total entropy production of the system can be obtained by [42, 43] . Within the framework of Fokker-Planck equation, ∆S tot can be reformulated as ∆S tot = t 0
For the special case with optimized distribution function f * (x, τ ), one can easily show that ∆S *
2 dx. To discuss the influence of spatial scale x 0 , normalized probabilitiesp 0/1 (x), normalized distribution functions f 0/1 (x), and the corresponding mapΓ(x) are defined as follows,
with 0 ≤ x ≤ 1. It can be easily shown that
From Eqs. (13, 15) ,
Similarly, from Eqs. (14, 15) ,
Eq. (17) indicates that work W * depends on parameters t,t h ,t c , as well as functionsΓ(x) andp 0 (x), i.e. W * = W * (t h ,t c , t;Γ(x),p 0 (x)). For given functionsΓ(x), p 0 , and cyclic period t, W * reaches its maximum when t h/c = ξ h/c /( √ ξ h + √ ξ c ). Power P (t) := W * /t reaches its maximum when cyclic period t = t * := 2t st , with t st the stalling time, defined by W * (t st ) = 0 [8] . The corresponding work for cyclic period t = t * is
and the efficiency at maximum power is then
where η C = 1 − T c /T h is the Carnot efficiency. As has been found previously, η C /2 < η * max P < η C /(2 − η C ) [8-10, 19, 24, 44] . It tends to lower bound η C /2 if (t c ξ h )/(t h ξ c ) → 0, and tends to upper bound
. It can be shown that, for t h = t c = t/2, the optimized probability p * (x, τ ) is mirror symmetrical to time t/2, i.e., p * (x, t/2 − τ ) = p * (x, t/2 + τ ) for 0 ≤ τ ≤ t/2. For such cases, η *
It can be easily verified that η * max P ≤ η CA if and only
2 ≥ T c /T h , where η CA = 1 − T c /T h is the Curzon-Ahlborn efficiency. This condition is equivalent to the one given in [8] , where the Curzon-Ahlborn efficiency η CA is recovered if α = α CA ≡ 1/(1+ T c /T h ), with parameter α = (ξ h /t h )/(ξ h /t h + ξ c /t c ) in this study, see the above Eq. (19) and the Eq. (31) in [8] .
With optimized distribution function f * (x, τ ), the efficiency for any cyclic period t > t st is, see Eqs. (16, 17) ,
Eq. (20) shows that η * increases with both t h (t h ) and t c (t c ), while decreases with botht h andt c . Meanwhile, η * increases with cyclic period t but decreases with scale parameter x 0 . Moreover, it can be shown from Eq. (20) 
, where the equality holds iff Ω(p 0 ,Γ) = 0, or x 0 /t = 0.
Denote P * := W * (t * )/t * ≡ W * max P /t * as the maximum of power P (t) := W * (t)/t, then for any t ≥ t st ,
which equals to zero when t = t st = t * /2 or t → ∞, and reaches it maximum 1 when t = t * , see [46] for more details. Meanwhile, efficiency η * can be reformulated as (see [46] )
It can be easily shown that efficiency η * increases from 0 to η C as the cyclic period t increases from stalling time t st to infinity. For t = t * , i.e., when power P (t) reaches its maximum P * , efficiency η * get its value η * max P , see Eq. (19) .
From Eqs. (21, 22) , the ratio P (t)/P * can be rewritten as follows,
which equals to zero if η * = 0 or η * = η C , and reaches its maximum 1 when η * = η * max P , see Eq. (19) . It can be shown that P (t)/P * increases with η * for 0 ≤ η * ≤ η * max P , while decreases with η * for η * max P ≤ η * ≤ η C . Meanwhile, it can be shown that (see [46] )
Therefore, W * (t)/W * max P increases from 0 to 2 as period t increases from stalling time t st = t * /2 to infinity, or equivalently as efficiency η * increases from 0 to η C . W * (t)/W * max P = 1, i.e., W * (t) = W * max P , if and only if t = t * , or η * = η * max P equivalently. From Eqs. (21, 24) , it can be obtained that
So, ratio P (t)/P * increases first and then decreases with ratio W * (t)/W * max P . Similar to [12, 45] , efficiency η * can be reformulated as
Here, the total entropy production can be obtained by ∆S *
2 dx, witht h/c the characteristic time of free diffusion as defined in Eq. (20) .
where δΓ(x) is an (small) arbitrary variation of function Γ(x). Due to boundary conditionsΓ(0) = 0 andΓ(1) = 1, δΓ(x) satisfies δΓ(0) = δΓ(1) = 0. Eq. (26) indicates that W * max P reaches its maximum whenΓ(x) =
As mentioned before, work W is not only a function of durations t h , t c , and period t, but also a functional of probabilities p 0 (x), p 1 (x), and potential V (x, τ ). So there are many ways to do optimization. Optimization according to distribution function f (x, τ ) is actually equivalent to optimization according to potential V (x, τ ), and optimization according to mapΓ(x) is equivalent to optimization according to probability p 1 (x). In references, ratio t h /t c is usually optimized to get the maximum of work W , while period t is usually optimized to get the maximum of power P .
From Eq. (15), it can be shown
increases (logarithmically) with scale parameter x 0 if the initial entropy −k B x0 0 p * 0 (x) ln p * 0 (x)dx is fixed, see Eq. (27) . However, to keep power P to be maximum, the optimal period t * = 2t st needs to increase like x 2 0 , see [46] . Therefore, the corresponding value of maximum power [maxΓ (x) W * max P ]/t * actually decreases with x 0 . For convenience, spatial coordinate of a point on the characteristic curve of Eq. (5), which begins from z at time τ = 0, is denoted as Γ(z, τ ), or Γ τ (z) for simplicity. That is to say, Γ(z, τ ) ≡ Γ τ (z) := x(z, τ ) with x(z, τ ) satisfies Eq. (9) . Note, by definition Γ(x) = Γ(x, t h ). In the following, methods to get probability p(x, τ ) and potential V (x, τ ), which correspond to the optimized distribution function f * (x, τ ), will be presented for only 0 ≤ τ ≤ t h . For t h ≤ τ ≤ t = t h + t c , methods are almost the same.
By definition, df (x, τ )/dt = 0 along any characteristic curves of Eq. (5) . So the distribution function f (x, τ ) sat-
Particularly, for
Next, we will present several examples of thermodynamic machine with optimized potential V (x, τ ).
, and potential V (x, τ ) can be obtained by Eq. (29) . For this particular case, the work output in one cyclic period (see Eq. (14)) is
, and the efficiency (see Eq. (20)) is η
Similarly, V (x, τ ) can be obtained by Eq. (29) . For this particular case, the work (see Eq. (14)) is
, and the efficiency (see Eq. (20)
Next, we give an example for x 0 = ∞. For t h = 1, and
i.e., both p 0 (x) and p 1 (x) are Weibull distribution, then for the optimized case, one can get
, which decreases with λ 0 while increases with λ 1 . For λ 0 → 0, p 0 (x) tends to Dirac delta function δ(x). While for λ 1 → ∞, p 1 (x) tends to a constant function, which is consistent with previous discussion for finite x 0 , where maximum value of W * max P is reached if p 1 (x) ≡ 1/x 0 is constant. As before, the potential V (x, τ ) corresponding to the optimized case can be obtained by Eq. (29) . The work for this particular case is (see Eq. (14) Finally, we give an example in which state variable x is defined in the whole real domain, i.e., x ∈ (−∞, +∞). As before, for convenience, let t h = 1, but assume 2 is added to the irreversible work W * irr , see Eqs. (10, 11) . This is due to the spatial translocation of the system from one mean position 
