A computational framework for the efficient analysis and optimization of dynamic hybrid energy systems (HES) is developed. A microgrid energy system with multiple inputs and multiple outputs (MIMO) is modeled using the Modelica language in the Dymola environment. The optimization loop is implemented in MATLAB, with the FMI Toolbox serving as the interface between the computational platforms. Two characteristic optimization problems are selected to demonstrate the methodology and gain insight into the system performance. The first is an unconstrained optimization problem that optimizes intrinsic properties of the base generation, power cycle, and electrical storage components to minimize variability in the HES. The second problem takes operating and capital costs into consideration by imposing linear and nonlinear constraints on the design variables. Variability in electrical power applied to high temperature steam electrolysis is shown to be reduced by 18% in the unconstrained case and 11% in the constrained case. The preliminary optimization results obtained in this study provide an essential step towards the development of a comprehensive framework for designing HES.
Introduction
Hybrid energy systems (HES), which may combine multiple energy resources to achieve improved performance or cost efficiency, have attracted considerable attention in the United States and internationally due to developments in renewable energy technologies as well as economic, political, and environmental concerns regarding existing energy infrastructures. One notable challenge to the design and deployment of HES is the difficulty in modeling the operation and performance of such systems. Traditionally, electricity is produced from baseload generation (e.g., nuclear and coal plants), which operate at near steady state conditions with little variability. In contrast, renewable energy sources (e.g., wind turbines and concentrated solar plants) are highly dynamic with very significant variability. The addition of a renewable component to the energy infrastructure creates an enormous increase in the number of possible operational situations that must be considered, and thus greatly complicates the design process. Although it is well understood that a large energy storage device capable of achieving high rates of charge and discharge is necessary for mitigating the variability of renewable energy sources, the design and control of HES makes little use of proper design optimization methodology. In this study, we seek to apply optimization methods in order to gain a better understanding of the complex dynamics governing HES, and to obtain insights towards how to properly design such systems to maximize performance and cost efficiency.
To achieve the desired improvements in HES design, appropriate simulation and optimization tools need to be selected. The Modelica language is well suited for studying complex systems such as HES due to its object-oriented structure and acausal approachincluding those available in the Optimization Toolbox. In numerical optimization, it is of critical importance to automate the simulation process, because manual iterations quickly become impractical as the problem size is increased. Since our HES model and optimization algorithms are implemented in different software environments, a suitable tool for coupling diverse numerical tools is required. For this purpose, we use Functional Mockup Interface (FMI), which has been successfully demonstrated for both model exchange [1] and co-simulation [2] . In the present framework, we apply the FMI for model exchange.
The organization of the paper is as follows. First, we introduce the computational framework established in this study, with a brief summary of the HES model formulation and optimization approach. We then present two benchmark optimization problems to demonstrate the established methodology, followed by a discussion of the simulation and optimization results. Finally, we offer some concluding remarks in addition to an overview of future research directions related to this topic.
Computational framework
An illustration of the computational framework established in this paper is provided in Figure 1 . Note that, as previously mentioned, the FMI is used to allow the MATLAB-based optimizer to modify inputs to the HES and setup additional simulations by building a Functional Mockup Unit (FMU) of the Modelica HES model. Also note that the optimization loop conducted in MATLAB may require a large number of iterations before converging to the optimized solution, and thus it is important that the HES model be sufficiently robust and flexible to handle a variety of potential operating scenarios. In the following section, we present the HES model considered in this work and discuss the concepts used in creating the model to ensure this robustness.
HES model
As mentioned above, the HES model considered in this work is implemented in the Dymola environment of the Modelica modeling language. As shown in Figure 2, the HES model has a configuration that includes multiple energy inputs and outputs. In this case, thermal and electrical energy in excess of the demand to the grid is dynamically distributed to a high temperature steam electrolysis (HTSE) process, which produces chemical products (hydrogen and oxygen) to complement the electricity produced by the HES. In a traditional hybrid energy system, multiple input energy sources are combined to provide a single output (MISO), i.e., electricity. The drawback of such a configuration is that in case the energy supply exceeds the demand, excess energy is either wasted or must be transferred to large storage devices, which are expensive. Therefore, the MIMO system can be expected to offer significant advantages in flexbility, utilization and efficiency over the MISO system, as reported in, for example, [3, 4] . Note that the HES considered here contains two types of energy flows: thermal (in the form of heated helium) and electrical. The conversion of thermal to electrical energy occurs in the Brayton power plant, where heated helium (the working fluid) carries thermal energy provided by a high temperature gas reactor (HTGR). Electrical power from the Brayton plant is combined with that produced by a wind turbine (the renewable source), which is regulated by an electrical battery. Two distribution centers, one for helium and one for electricity, are used to dynamically calculate the amount of each energy type to be distributed to the HTSE to match the necessary electrical power output to the grid. Note that the HES model in Figure 2 includes two types of arrows: the solid (blue) arrows represent energy flows (helium and electricity), while the dotted (red) arrows represent information flows. For example, the amount of electricity distributed to the HTSE unit is needed at the HTGR and helium distribution center to calculate the required mass flow rate of helium. Similarly, the electricity distribution center makes use of information about the electricity demand in the grid to calculate the relative amount of electricity to be dynamically distributed between the grid and HTSE. For computational simplicity, detailed components within the subsystems such as pipes, valves, turbines, etc. are not considered in this initial effort; the system dynamics are instead captured by a series of transfer functions, switches, logic blocks, and other signal-based elements. The plan is to eventually replace these with models that more accurately capture the relevant physics; this topic is discussed further in the Conclusions and future work section. We next detail the models for the individual subsystems and components in the present computational framework. A schematic diagram for the HTGR is shown in Figure 3 . The electrical power entering the HTSE (P e htse ) is provided by the electricity distribution center, and is the input to the HTGR. The HTGR model then uses this information to calculate the amount of high temperature helium that would correspondingly be needed by the HTSE. Also note that the total amount of helium entering the Brayton plant is controlled by the amount of electricity directed to the HTSE. In an actual reactor, the operating conditions and output should ideally be constant, as fluctuations can cause excessive wear on the components and significantly shorten the lifespan of the system. Therefore, the variability in the HTGR generation will be an important component to the cost function used in the optimization of the HES in future work.
Revisiting Figure 2 , we note that the mass of heated helium from the HTGR then enters the helium distribution center, where some of the helium is channeled to the HTSE for chemical production and the remainder is sent to the Brayton plant for electricity generation. As in the HTGR, the amount of electricity entering the HTSE is used as an input to the helium distribution center to calculate the flow of helium that needs to be directed to the HTSE to achieve near-stoichiometric conditions there. This is accomplished with the following equations: The Brayton plant is represented by a first-order transfer function
where the gain K e brayton is a lumped quantity that accounts for efficiency and unit conversions, and the time constant τ brayton can be varied according to the design and operation of the Brayton plant.
The Brayton power plant is one source of electricity in the system; the other is a series of wind turbines, which serve as the renewable source in this HES configuration. Note that as shown in Figure 2 , the wind power is not inputted directly to the electricity distribution center, but via a grid-scale battery. This is because the battery model does not model the charge and discharge behavior of the battery directly, but rather the operational impact of the battery on dampening excessive unsteadiness due to high variability in available wind power. The renewable power is modeled as a time-varying input signal to the battery based on available wind speed data from the National Renewable Energy Laboratory (NREL), for a site in Wyoming.
As shown in Figure 3 , there are four operating regimes for a wind turbine, separated by critical wind speed values. At wind speeds below a minimum cut-in velocity, there is insufficient kinetic energy in the wind to cause any rotation, and thus no electrical power is produced. At wind speeds above a cut-out velocity, a braking system is activated for safety reasons, and again no power is produced. Between the rated and the cut-out velocity values, the turbine provides a steady maximum power level, also known as the rated power. Finally, for the range between the cut-in and rated speeds, the power is calculated by the following equation:
where η is the conversion efficiency of the wind turbine, ρ is the density of the air at the site, U is the wind velocity, and d is the diameter of the turbine blades. In essence, this equation relates the power delivered by the turbine to the amount of kinetic energy available in the wind, via an overall lumped efficiency number. At a typical site, the majority of the turbine operation occurs in this regime. Like the Brayton plant, the battery is modeled using a first-order transfer function:
We assume the maximum power delivered by the battery is equal to the renewable power, so a unity gain is used. It is important to not confuse the time constant τ battery with the charge or discharge rate of the battery. Instead, the time constant is used to characterize the smoothing effect that the battery would have on the electricity delivered by a renewable and battery arrangement. Electrical power from the Brayton plant P e brayton and the renewable and battery arrangement P e battery are combined in the electricity distribution center. The electrical distribution center contains a logic block that dynamically calculates the distribution of electricity to the grid and HTSE. When the combined electrical power P e avail is less than the grid demand, all available power is directed to the grid. When excess power is available, it is directed to the HTSE. This is modeled using the following equations: 
Finally, electricity and helium energy flows are combined in the HTSE system, whose corresponding model is shown in Figure 5 . As illustrated by the dotted line in Figure 5 , the mass flow rate of heliumṁ He htse enters the HTSE but is not used in any calculations. This is because the helium distribution center ensures that the appropriate flow of helium is directed to the HTSE in accordance with the amount of electricity being consumed there. Therefore, only one of the two parameters is needed in the HTSE model.
Values of all simulation parameters, including gains in the blocks shown in Figures 3 and 5 , can be found in Table 1 in section 3.
Optimization methodology
A general optimization problem can be written as a function minimization problem, as follows:
In general, the values of the design variables x are selected within a bounded range, while satisfying inequality constraints c k and equality constraintsĉ j :
Solving this general optimization problem requires an algorithm that iteratively adjusts the values of the design variables until some termination criterion regarding the values of the objective and constraint functions is met, most commonly when the Karush-KuhnTucker (KKT) conditions are satisfied [5] . Many different types of optimizers have been developed and applied to a wide variety of engineering problems. These include gradient-based and gradient-free methods, as well as hybrid approaches for mixed-integer problems [6, 7] and surrogate-based methods [8, 9] . As shown in Figure 1 , in this case we adopt a black-box optimization approach, in which the optimization algorithm uses the HES model output to update each iteration of the optimization loop, but does not access any state variables within the HES model. In selecting an appropriate optimization algorithm, it is important to consider the nature of the objective function and associated design variables, and match the optimizer according to the mathematical properties of the problem. In general, gradient-based methods converge more efficiently than gradient-free methods, and are thus preferred for smooth problems [10] . However, the objective function in this study, defined in section 3 as the total variability in the electrical power delivered to the HTSE, is very noisy with a large number of local minima that are problematic for gradient-based methods.
Since the optimization routine is conducted in MAT-LAB, we select the fminsearch function as the optimizer. This is an implementation of the Nelder-Mead simplex method [11] included in the MATLAB Optimization Toolbox. The Nelder-Mead method creates a simplex with n + 1 vertices in an n-dimensional design space, and iteratively manipulates the size and shape of the simplex using operations such as reflection, expansion, contraction and reduction based on the relative objective function values at the vertices. The method is gradientfree because only the values of the objective functions at the vertices are used, and thus it is suitable for noisy or discontinuous functions. The general Nelder-Mead method is valid for unconstrained optimization problems; to handle constraints, we modify the objective function f (x) by introducing a penalty function:
The penalty function p(x) is equal to zero in the feasible space, and gives a positive value when a constraint is violated. We then apply the optimizer to minimize the modified objective functionf (x) instead of the original function f (x). We use a quadratic form of the penalty function that can be easily computed:
where m andm are the number of inequality and equality constraints, respectively. This penalty function is valid for both inequality and equality constraints [12] . The coefficient ρ must be large enough to force the optimizer into the feasible space when a constraint is violated; a value of ρ = 10 is found to be sufficient in this study. The time constants of the HTGR, Brayton plant, and battery are designated as the design variables. Although the Nelder-Mead simplex method has been shown to suffer from poor convergence rate for problems involving a large number of design variables, it is suitable for the three variables considered here [13] .
Problem formulation
Available wind velocity data are sampled at time intervals of 600 seconds; we conduct our simulations with the same time step size in order to avoid numerical errors that would arise from interpolating between data points. All simulations are conducted for a time period of one week (6.048×10 5 seconds), for a total of 1009 time steps per simulation. This time period is selected to balance the need to capture the effects of variability in the renewable energy input, with the need to conduct simulations at a feasible computational cost. As shown in Figure 6 , the wind turbine experiences very fast dynamics, with numerous transient peaks and valleys observed in the velocity and power profiles within a single week. This high degree of variability confirms that the time period selected provides a representative sample of the overall long-term variability in renewable energy input experienced by the HES. Since the properties of the wind turbine are assumed to be constant throughout the simulations, we lump all of these values from Equation 4 together, such that each individual turbine provides maximum of 2 MW rated power. This is equivalent to an overall conversion efficiency of 55%, air density of 1.2 kg/m 3 and turbine diameter of 53 m, for an overall gain value of k wind = 7.28×10 -4 MW-s 3 /m 3 between the cut-in and rated power wind speeds:
We also simplify the scaling problem by assuming that the individual turbines, which constitute the renewable component of the HES, are separated sufficiently far apart so as to not experience mutual interference. A simple linear scaling in renewable power with the number of turbines is thus used. The fixed simulation parameter values are listed in Table 1 . The thermal and electrical outputs from all system components are initialized to be zero in order to analyze the impact of the initial start-up phase on the overall system performance, and a constant electricity profile of 100 MWe delivered from the HES to the grid is assumed. For simplicity, we select a fixed HTGR power output (135 MWe) that exceeds this output level to ensure that the HTSE unit can be operated continuously even when no renewable power is provided to the system. This is necessary because frequently shutting down the HTSE process entails a high cost while also making the system susceptible to damage.
Given these considerations, it is logical to design HES in which energy flow variability is minimized. For this purpose, we define the objective function to be minimized in our optimization problem as the total amount of variability in the electrical power input to the HTSE:
f (x) =
where the quantityP e htse is the time-averaged value of electrical power input to the HTSE.
For optimization, this integral can be approximated by first computingP e htse , and then applying a numerical integration scheme to the HES simulation data. Using the trapezoidal method, we obtain the following form of the objective function used by the optimizer:
where n = 1009 is the number of time steps. We consider two optimization problems, one unconstrained and one constrained. Three design variables are considered in both cases: the time constants for the battery (τ battery ), HTGR (τ htgr ), and Brayton cycle (τ brayton ). In the unconstrained case, the design variables are bounded but allowed to vary independently. An arbitrary baseline case (τ battery = 3600 s, τ htgr = 1200 s, τ brayton = 600 s) is used as the starting point for the optimization routine, and the following upper and lower bounds shown in Table 2 are specified. From an understanding of the physics governing the performance of the system, we can expect the optimizer to converge towards these bounds in the absence of constraints. This is because a larger time constant for the battery allows greater smoothing of the variability in the wind power profile, thus reducing the variability of electricity distributed to the HTSE. Conversely, a smaller time constant for the HTGR and power cycle allows them to track the electrical power demanded by the grid more closely, which again would reduce variability in electricity directed to the HTSE. Due to this understanding of the expected solution, the unconstrained optimization problem serves as a good benchmark case to verify whether the optimizer performs as expected.
Of course, the unconstrained case provides limited insight into the design of HES, because there are important constraints that need to be considered. As the time constant of the battery increases, so does the minimum battery size required to accommodate the necessary charging and discharging. This is illustrated in Figure 7 , where the renewable power profiles, with and without the operation of the battery, are plotted together for three different battery time constants. To facilitate a comparison between the three cases, the difference between the two profiles is shaded (blue for when the battery is being charged, red for when it is being discharged). The required battery size (in terms of energy storage capacity) is represented by the largest shaded area, and is observed to increase with the battery time constant. Since the capital and operating costs of the battery are directly related to its size, it is clear that a constraint is needed to assess a penalty to increasing its time constant. Similarly, the time constant for the HTGR and Brayton plant cannot be arbitrarily decreased, as faster dynamics put a greater strain on the system components and lead to damage and reduced reliability -ultimately leading to increased total cost.
To address these cost issues, we consider a second optimization problem in which the following linear constraint is applied to the design variables:
where the weighting coefficients (k 1 =1, k 2 =3.5, k 3 =1) reflect the relative cost associated with each component. The nuclear reactor is the most capital-intensive of the three, and thus has the highest weight applied to it in the constraint function. Note that the signs of the coefficients manipulate the optimizer into decreasing τ battery while increasing τ htgr and τ brayton . The coefficients are selected such that the constant term vanishes (k 4 = 0).
In addition to the linear constraint in Equation 17, we also apply two nonlinear constraints governing the relative speeds of the HTGR and Brayton cycle:
These two constraints are included to ensure that neither component becomes a significant bottleneck to the other. Note that all constraints in this case are inequality constraints; our optimization problem does not consider equality constraints (i.e.,ĉ j (x) in Equation 10). using the upper and lower bounds reported in Table 2 :
Results and discussion
As expected, the optimizer converges the battery time constant to the upper bound, and the others to their lower bounds. The value of the objective function at the optimum is f (x) = 1181.1 MW-hr, which represents a reduction of 17.7% in the HTSE electrical power variability. Although this may not seem like an especially large improvement, the impact can in fact be quite substantial due to the highly capital-intensive nature of HES. A substitution of the unconstrained optimum into Equation 17 shows that the linear cost constraint is not satisfied, and thus the unconstrained optimum is not a feasible solution for the constrained problem.
As shown in Figure 9 , the constrained optimum is located at τ battery = 15311 s, τ htgr = 3600 s, τ brayton = 2712 s, with HTSE variability of f (x) = 1275.5 MWhr -a 11.2% improvement over the baseline case. The HTGR time constant experiences the most significant change compared to the unconstrained case, increasing from its minimum to its maximum bound. This is due to the high weighting assigned to the cost constraint c 1 . Although the HTSE variability is increased by 6.5% compared to the unconstrained case, this loss is outweighed by the benefits in operational costs due to fast reactor dynamics. Note that in the final solution, the linear constraint c 1 is active since the constraint function value is equal to numerical zero, while the nonlinear constraints c 2 and c 3 are inactive. This can be verified by inspection using Equations 17-19. A comparison of the optimization solutions with respect to the baseline case is summarized in Table 3 . In addition to considering the values of the design variables, constraints and objective function at the optima, it is also important to examine the HES simulations themselves to gain a better understanding of the physics occurring within the system. Figure 10 plots the electrical power profiles in the HTSE for the three cases, as well as the mean power level in each case. The shaded area between the two is the numerically integrated area used to compute the value of the objective function. We note that in both optimization cases, not only is the total shaded area reduced, but the power profile is also generally smoother, with fluctuations of lesser amplitude and frequency. The main difference between the unconstrained and constrained solutions occurs in the initial ramping of the HTSE, where the constrained case incurs a substantial penalty due to slower reactor and power cycle dynamics. This is a direct consequence of the initial conditions in the problem formulation. For example, a long-term analysis that ignores the start-up phase of the system would likely exhibit a smaller difference between the two solutions. 
Conclusions and future work
In this paper, we have successfully established a computational framework for simulating and optimizing the performance of HES by interfacing the Modelica system model with analysis and optimization tools via the FMI for model exchange. Results from two optimization problems, one unconstrained and one constrained, illustrate the complex interplay between HES system components in the presence of high variability in the renewable power source. These preliminary results also highlight the difficulty of designing resilient and robust systems, again due to the high degree of variability and uncertainty over the lifespan of the system. The results obtained in this study represents an important step towards our goal of developing a flexible, efficient, and expandable framework for optimizing HES and achieving a level of understanding of the system dynamics and performance that would enable the deployment of HES in real world applications. An important focus of future research efforts will be the models of the HES components. Since the main objective of the present study is to demonstrate the framework and to gain a better understanding of the performance of HES through simulations, the simplistic but computationally efficient signal-based HES model is considered adequate in this case. However, to properly utilize the available analysis and optimization tools, a system that more closely models the relevant physical phenomena is needed. This would entail replacing the signal block component models with, for example, process models for the HTSE [14] and equivalent-circuit models for the battery [15] . To retain reasonable computational cost, reduced-order models constructed using surrogate-based techniques may also be applied [16, 17, 18] . Furthermore, a comprehensive design process for such systems must take into account a large number of variables and constraints, which cannot be investigated to a sufficient level of detail using the present model. Therefore, current efforts are aimed at creating higher fidelity, physics-based models to incorporate into the computational framework established in this study.
Another topic that warrants future investigation is the comparison of different HES configurations and assessment of new technologies. A valuable benefit of conducting the simulations in Modelica is the flexibility of the resulting framework, allowing for certain model components to be readily replaced with those representing different technologies -and for the performance of the different systems to be directly compared. For instance, we may be interested in examining the relative performance of nuclear and natural gas power plants, or the relative cost of electrical versus thermal storage in grid-scale applications.
Finally, our present efforts have focused on design optimization -i.e., optimizing certain properties of the system components. Another equally important consideration, however, is the operation of the HES after it has been properly designed. In the present study, parameters related to the system operation (such as those located in the helium and electricity distribution centers) are assigned fixed empirical values; the proper operation of the system will require incorporation of additional factors such as economics and energy efficiency into optimization problems of much greater scale.
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