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LIOUVILLIAN SOLUTIONS OF FIRST ORDER NON
LINEAR DIFFERENTIAL EQUATIONS
VARADHARAJ RAVI SRINIVASAN
Abstract. Let k be a differential field of characteristic zero and E be a
liouvillian extension of k. For any differential subfield K intermediate to
E and k, we prove that there is an element in the set K − k satisfying a
linear homogeneous differential equation over k. We apply our results to
study liouvillian solutions of first order non linear differential equations
and provide generalisations and new proofs for several results of M.
Singer and M. Rosenlicht on this topic.
1. Introduction
Throught this article, we fix a differential field k of characteristic zero. Let
E be a differential field extension of k and let ′ denote the derivation on E.
We say that E is a liouvillian extension of k if E = k(t1, · · · , tn) and there
is a tower of differential fields
k = k0 ⊂ k1 ⊂ · · · ⊂ kn = E
such that for each i, ki = ki−1(ti) and either t
′
i ∈ ki−1 or t
′
i/ti ∈ ki−1 or ti is
algebraic over ki−1. If E = k(t1, · · · , tn) is a liouvillian extension of k such
that t′i ∈ ki−1 for each i then we call E an iterated antiderivative extension
of k. A solution of a differential equation over k is said to be liouvillian over
k if the solution belongs to some liouvillian extension of k.
Let P be an n + 1 variable polynomial over k. We are concerned with the
liouvillian solutions of the differential equation
(1.1) P(y, y′, · · · , y(n)) = 0.
We prove in theorem 2.2 that
if E is a liouvillian extension of k and K is a differential field inter-
mediate to E and k then K = k〈u1, · · · , ul〉 where for each i, the
element ui satisfies a linear differential equation over k〈u1, · · · , ui−1〉.
Moreover if E is an iterated antiderivative extension of k having the
same field of constants as k then each ui can be chosen so that
u′i ∈ k(u1, · · · , ui−1), that is, K is also an iterated antiderivative
extension of k.
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Our result regarding iterated antiderivative extensions generalises the main
result of [8] to differential fields k having a non algebraically closed field of
constants. The main ingredient used in the proof our theorem is the lemma
2.1 using which we also obtain the following interesting results concerning
solutions of non linear differential equations.
A. In remark 2.3, we show that if E is an iterated antiderivative exten-
sion of k having the same field of constants and if y ∈ E and y /∈ k
satisfies a differential equation y′ = P(y), where P is a polynomial in
one variable over k, then degree of P must be less than or equal to 2.
B. Let C be an algebraically closed field of characteristic zero with the
trivial derivation. In proposition 3.1, we prove that for any rational
functionR in one variable over C, the differential equation y′ = R(y)
has a non constant liouvillian solution y if and only if 1/R(y) is of
the form ∂z/∂y or (1/az)(∂z/∂y) for some z ∈ C(y) and for some
non zero element a ∈ C. This result generalises and provides a new
proof for a result of Singer (see [5], corollary 2). We also prove that
for any polynomial P in one variable over C such that the degree of
P is greater than or equal to 3 and that P has no repeated roots,
the differential equation (y′)2 = P(y) has no non constant liouvillian
solution over C. This result appears as proposition 3.2 and it gener-
alises an observation made by Rosenlicht [4] concerning non constant
liouvillian solutions of the elliptic equation (y′)2 = y3 + ay + b over
complex numbers with a non zero discriminant.
C. Using theorem 2.2 one can construct a family of differential equations
with only algebraic solutions: Let α2, α3, · · · , αn ∈ k such that
x′ 6= α2 and x
′ 6= α3 for any x ∈ k. Let k be an algebraic closure of
k and let E be a liouvillian extension of k with CE = Ck. We prove
in proposition 3.3 that if there is an element y ∈ E such that
y′ = αny
n + · · ·+ α3y
3 + α2y
2
then y ∈ k.
In a future publication, the author hopes to develop the techniques in this
paper further to provide an algorithm to solve the following problem, which
appears as “Problem 7” in [7]: Give a procedure to decide if a polynomial
first order differential equation P(y, y′) = 0, over the ordinary differential
field C(x) with the usual derivation d/dx, has an elementary solution and
to find one if it does.
Preliminaries and Notations. A derivation of the field k, denoted by ′, is
an additive endomorphism of k that satisfies the Leibniz law (xy)′ = x′y+xy′
for every x, y ∈ k. A field equipped with a derivation map is called a
differential field. For any y ∈ k, we will denote first and second derivative
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of y by y′ and y′′ respectively and for n ≥ 3, the nth derivative of y will
be denoted by y(n). The set of constants CE of a differential field E is the
kernel of the endomorphism ′ and it can be seen that the set of constants
is a differential subfield of k. Let E and k be differential fields. We say
that E is a differential field extension of k if E is a field extension of k and
the restriction of the derivation of E to k coincides with the derivation of
k. Whenever we write k ⊂ E be differential fields, we mean that E is a
differential field extension of k and we write y ∈ E − k to mean that y ∈ E
and y /∈ k. The transcendence degree of a field extension E of k will be
denoted by tr.d(E|k). If E is a field (respectively a differential field), M
is a subfield (respectively a differential subfield) of E and K is a subset of
E then the smallest subfield (respectively the smallest differential subfield)
of E containing both M and K will be denoted by M(K) (respectively by
M〈K〉). It is easy to see that the field M(K) is a differential field if both
M and K are differential subfields of a differential field. It is well known
that every derivation of k can be uniquely extended to a derivation of any
algebraic extension of k and in particular, to any algebraic closure k of k.
Thus if E is a differential field extension of k and tr.d(E|k) = 1 then for any
y ∈ E transcendental over k the derivation ∂/∂y on k(y) uniquely extends
to a derivation of E. We refer the reader to [1], [2] and [3] for basic theory
of differential fields and for the reader’s convenience and for easy reference,
we record a basic result concerning liouvillian extensions in the following
theorem.
THEOREM 1.1. Let k be a differential field, E be a field extension of k
and w ∈ E be transcendental over k. For an element α ∈ k if there is no
element x ∈ k such that x′ = α then there is a unique derivation on k(w)
such that w′ = α and that Ck(w) = Ck. Similarly, if there is no element
x ∈ k such that x′ = lαx for any positive integer l then there is a unique
derivation on k(w) such that w′ = αw and that Ck(w) = Ck. Finally, if E is
a differential field extension of k having an element u algebraic over k such
that u′ ∈ k then there is an element β ∈ k such that u′ = β′.
2. Role of First Order Equations
In this section we prove our main result. The proof is based on the theory of
linearly disjoint fields and in particular, we will heavily rely on the following
lemma.
Lemma 2.1. Let k ⊂ E be differential fields and letK andM be differential
fields intermediate to E and k such that K and M are linearly disjoint over
k as fields. Suppose that there is an element y ∈ M(K) −M such that
y′ = fy + g for some f, g ∈ M . Then there exist a monic linear differential
polynomial L(Y ) over k of degree ≥ 1 and an element u ∈ K − k such that
L(u) = 0.
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Proof. Let B := {eα | α ∈ J} be a basis of the k−vector space M . Since
M and K are linearly disjoint, B is also a basis of M(K) = K(M) as a
K−vector space. There exist elements α1, · · · , αr, αr+1, · · · , αt ∈ J such
that
(2.1) y =
r∑
j=1
ujeαj ,
where uj ∈ K and for i = 1, · · · , r,
(2.2) e′αi =
t∑
p=1
npieαp , feαi =
t∑
p=1
lpieαp , g =
t∑
p=1
mpeαp ,
where each npi, lpi and mp belongs to k.
Then
y′ =
r∑
j=1
u′jeαj +
r∑
j=1
uj
t∑
p=1
npjeαp
=
r∑
j=1
u′jeαj +
t∑
p=1

 r∑
j=1
npjuj

 eαp
=
r∑
p=1

u′p +
r∑
j=1
npjuj

 eαp + t∑
p=r+1

 r∑
j=1
npjuj

 eαp
and fy =
∑r
j=1 ujfeαj =
∑t
p=1
(∑r
j=1 lpjuj
)
eαp .
Now, from the equation y′ = fy + g, we obtain for p = 1, · · · , r, that
(2.3) u′p +
r∑
j=1
npjuj =
r∑
j=1
lpjuj +mp.
Consider the k−vector space K := spank{1, u1, · · · , ur}. From the above
equation, it is clear that K is a (finite dimensional) differential k−vector
space and that k ⊂ K ⊂ K. Then for every u ∈ K − k, there exists a non
negative integer n such that u = u(0), u(1), · · · , u(n) are linearly independent
over k and that u(n+1) =
∑n
i=0 aiu
(i), for some ai ∈ k. Hence the lemma is
proved. 
THEOREM 2.2. Let E be a liouvillian extension field of k and let K be
a differential field intermediate to E and k. Then
I. K = k〈u1, · · · , ul〉 where for each i, ui satisfies a linear homogeneous
differential equation over k〈u1, · · · , ui−1〉.
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II. If E = k(t1, · · · , tn) is an iterated antiderivative extension of k with
CE = Ck then K is an iterated antiderivative extension of k. That
is, K = k(v1, · · · , vm), where v
′
i ∈ k(v1, · · · , vi−1) .
III. If k is an algebraically closed field then there is an element u ∈ K−k
such that u′ = au+ b for some a, b ∈ k.
IV. Finally, if k is algebraically closed field and c′ = 0 for all c ∈ k, then
there is an element z ∈ K − k such that either z′ = 1 or z′ = az for
some element a ∈ k.
Proof. We will use an induction on tr.d(E|k) to prove item I. For any dif-
ferential field k∗ intermediate to E and k we observe that E is a liouvil-
lian extension of k∗ and therefore for differential fields E ⊃ K ⊃ k∗ such
that tr.d(E|k∗) <tr.d(E|k), we shall assume that the item I of our theo-
rem holds. If u ∈ K is algebraic over k then the vector space dimension
[k(u) : k] = m for some positive integer m. Since k(u) is a differential field,
the set {u, u′, u′′, · · · , u(m)} is linearly dependent and therefore u satisfies a
linear differential equation over k. Since k is of characteristic zero, there
exist an element u1 ∈ K such that that k(u1) is the algebraic closure of k
in K. Replacing k with k(u1), if necessary, we shall assume that k is alge-
braically closed in K and that tr.d(K|k) ≥ 1. Let E = k(t1, · · · , tn), k0 := k
and choose the largest positive integer m so that km−1 and K are linearly
disjoint over k. Since k is algebraically closed in K and the characteristic
of k is zero, the field km−1 is algebraically closed in km−1(K). Now our
choice of m guarantees that tm is not algebraic over km−1 and that tm is
algebraic over km−1(K). Let P(X) =
∑n
i=0 anX
n be the monic irreducible
polynomial of tm over km−1(K) and let l be the smallest integer such that
an−l /∈ km−1. Expanding the equation (
∑n
i=0 ait
i
m)
′ = 0 and comparing it
with the equation
∑n
i=0 ait
i
m = 0, we obtain
a′n−l =
{
−(n− (l − 1))ran−(l−1) if t
′
m = r ∈ km−1
(n− l)ran−l if t
′
m/tm = r ∈ km−1.
Thus there is an element an−l ∈ km−1(K) − km−1 such that either a
′
n−l ∈
km−1 or a
′
n−l/an−l ∈ km−1. Now we apply lemma 2.1 and obtain an element
u2 ∈ K − k such that L(u2) = 0, where L(Y ) = 0 is a linear differential
equation over k of order ≥ 1. Since k is algebraically closed in K, such
an element u2 must be transcendental over k and we now prove item I by
setting k∗ = k〈u2〉 and invoking the induction hypothesis.
Let E be an iterated antiderivative extension of k with CE = Ck. We shall
choose elements t1, · · · , tn ∈ E so that E = k(t1, · · · , tn) and that t1, · · · , tn
are algebraically independent over k (see [8], theorem 2.1). Let L(Y ) = 0
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be a linear homogeneous differential equation over k of smallest positive de-
gree n such that L(u) = 0 for some u ∈ K − k. Let u ∈ ki − ki−1 and
observe that the ring ki−1[ti] is a differential ring with no non trivial differ-
ential ideals (see [3], example 1.18). Consider the differential k−vectorspace
W :=spank{u, u
′, · · · , u(n−1)} and choose a nonzero element g ∈ ki−1[ti] so
that gu(j) ∈ ki−1[ti] for all j. Then the set I = {h ∈ ki−1[ti] | hW ⊂ ki−1[ti]}
is a non zero differential ideal of ki−1[ti] and therefore I = R. Thus
1.u = u ∈ ki−1[ti] and let u = apt
p
i + · · · + a0, where ap 6= 0 and for each j,
aj ∈ ki−1. Then L(apt
p
i + · · ·+a0) = 0 together with the fact that ti is tran-
scendental over ki−1 implies L(ap) = 0 and thus we have found a non zero
solution ap of L(Y ) = 0 in ki−1. Repeating this argument, one can then show
that there is a non zero element d ∈ k such that L(d) = 0. This means that
L(Y ) = Ln−1(L1(Y )), where L1(Y ) = Y
′−(d′/d)Y and Ln−1(Y ) = 0 is a lin-
ear homogeneous differential equation over k of order n−1. Since L1(u) ∈ K,
from our choice of u and n, we obtain that L1(u) ∈ k. Let v = u/d and
observe that v ∈ K − k and that v′ ∈ k. Since u ∈ ki − ki−1, we know that
ti is algebraic over ki−1(v) and since CE = Ck, it follows from theorem 1.1
that ti ∈ ki−1(v). Thus k(v) ⊂ K ⊂ E = k(v)(t1, · · · , ti−1, ti+1, · · · , tn) and
an induction on the transcendence degree, as in the proof of I, will prove II.
Suppose that the differential field k is an algebraically closed field. Let
L(Y ) = 0 be a linear homogeneous differential equation over k of smallest
positive degree n such that L(u) = 0 for some u ∈ K − k. Then L(Y ) = 0
admits a liouvillian solution and since k is algebraically closed, the field of
constants Ck is algebraically closed as well. It follows from [6], theorem 2.4
that L(Y ) = Ln−1(L1(Y )), where Ln−1(Y ) = 0 and L1(Y ) = 0 are linear
homogeneous differential equations over k of degrees n−1 and 1 respectively.
Thus from the choice of L, we must have L1(u) ∈ k.
Suppose that k is an algebraically closed field with the trivial derivation.
Assume that there is no z ∈ K − k such that z′ = 0. We know from II that
there is an element u ∈ K−k such that L(u) = 0, where L(Y ) = Y ′−bY −c
for some b, c ∈ k. If b = 0 then let z = (u/c) and observe that z′ = 1.
Therefore we shall assume that b 6= 0. We will now show that there is
an element z ∈ k(u) − k such that z′ = mbz for some integer m > 0.
Suppose that there is no such integer m. Then we shall consider the field
E = k(u)(X), where X is transcendental over k(u) and define a derivation
on E with X ′ = bX. Then from theorem 1.1 we obtain that CE = Ck(u).
But
( u
X
)
′
=
(
−c
bX
)
′
and therefore (bu + c)(1/bX) ∈ Ck(u) ⊂ k(u). Thus we obtain X ∈ k(u),
which is absurd. Hence the theorem is proved. 
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Remark 2.3. Let E be an iterated antiderivative extension of k with
CE = Ck. Then E = k(t1, · · · , tn), where t1, · · · , tn are algebraically in-
dependent over k and furthermore, the differential field E remains a purely
transcendental extension over any of its differential subfields containing k
(see [8], theorems 2.1 & 2.2). Suppose that y ∈ E − k and that y′ = P(y)
for some polynomial P in one variable over the differential field k. We will
now show that deg P ≤ 2. The field k(y) is a differential field intermediate
to E and k and therefore, by theorem 2.2, there is an element z ∈ k(y)− k
such that z′ ∈ k. Moreover, the element y is algebraic over the differential
subfield k(z). Then since E is a purely transcendental extension of k(z),
we obtain that y ∈ k(z). Thus k(y) = k(z) and from Lu¨roth’s theorem, we
know that there are elements a, b, c, d ∈ k such that ad− bc 6= 0 and that
z =
ay + b
cy + d
.
Let P(y) = any
n + an−1y
n−1 + · · · + a0, an 6= 0 and z
′ = r ∈ k and observe
that
(a′y + b′ + aP(y))(cy + d)− (c′y + d′ + cP(y))(ay + b) = r(cy + d)2.
Since an 6= 0 and ad− bc 6= 0, comparing the coefficients of y
n in the above
equation, we obtain that n ≤ 2. On the other hand, the differential equation
Y ′ = −rY 2 has a solution in E − k, namely, 1/z and thus the bound n ≤ 2
is sharp.
3. First Order Non Linear Differential Equations
Let C be an algebraically closed field of characteristic zero and view C as
a differential field with the trivial derivation c′ = 0 for all c ∈ C. Consider
the field C(X) of rational functions in one variable X. We are interested in
the non constant liouvillian solutions of the following differential equations
(i) y′ = R(y), where R(X) ∈ C(X) is a non zero element and
(ii) (y′)2 = P(y), where P(X) ∈ C[X] and P(X) has no repeated roots
in C.
Suppose that there is a non constant element y in some differential field
extension of C satisfying either (i) or (ii) then C(y, y′) must be a differential
field, the element y must be transcendental over C and for any z ∈ C(y),
we have
(3.1) z′ = y′
∂z
∂y
.
In the next proposition we will generalise a result of Singer (see [5], corollary
2) concerning elementary solutions of first order differential equations.
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Proposition 3.1. Let C be an algebraically closed field of characteristic
zero with the trivial derivation and let R(X) ∈ C(X) be a non zero element.
The equation Y ′ = R(Y ) has a non constant solution y which is liouvillian
over C if and only if there is an element z ∈ C(y) such that
1
R(y)
is of the form
∂z
∂y
or
∂z
∂y
az
for some non zero element a ∈ C.
Proof. Let y be a non constant liouvillian solution of Y ′ = R(Y ). From
equation 3.1, we observe that if z ∈ C(y) and z′ = 0 then ∂z/∂y = 0 and
since the field of constants of C(y) with the derivation ∂/∂y equals C, we
obtain that z ∈ C. Since y is liouvillian, the differential field M = C(y)
is contained in some liouvillian extension field of C and therefore, applying
theorem 2.2, we obtain an element z ∈ C(y) − C such that either z′ = 1
or z′ = az for some (non zero) a ∈ C. Now it follows immediately from
equation 3.1 that 1/R(y) has the desired form. Let y′ = R(y) and 1/R(y)
equals ∂z/∂y or (1/az)(∂z/∂y) for some z ∈ C(y) and for some non zero
element a ∈ C. Then since z′ = y′(∂z/∂y), we obtain z′ = 1 or z′ = az.
From the fact that C(y) ⊃ C(z), we see that y is algebraic over the liouvillian
extension C(z) of C and thus C(y) is a liouvillan extension of C. 
Proposition 3.2. Let C be an algebraically closed field of characteristic
zero with the trivial derivation. Let P(X) ∈ C[X] be a polynomial of degree
≥ 3 with no repeated roots. Then the differential equation (Y ′)2 = P(Y )
has no non constant liouvillian solution over C. In particular, the elliptic
function y such that (y′)2 = y3+ay+b, where a
3
27 +
b2
4 6= 0, is not liouvillian.
Proof. Suppose that there is a non constant liouvillian solution y satisfying
the equation (Y ′)2 = P(Y ). Since C is algebraically closed, such an element
y must be transcendental over C. Applying theorem 2.2 to the differential
field C(y, y′), we obtain that there is an element z ∈ C(y, y′)−C such that
either z′ = 1 or z′ = az for some a ∈ C. We will first show that there is no
z ∈ C(y, y′)− C with z′ = az for any a ∈ C.
For ease of notation, let P = P(y) and observe that P is not a square in C[y]
and thus y′ /∈ C(y) and therefore y′ lies in a quadratic extension of C(y).
Write z = A+By′, where A,B ∈ C[y] and B 6= 0. Then, taking derivatives,
we obtain A′ +B′y′ +By′′ = z′ and using equation 3.1, we obtain
y′
∂A
∂y
+ P
∂B
∂y
+
B
2
∂P
∂y
= z′.
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If there is a non zero element z ∈ C(y, y′) such that z′ = az then, by
comparing coefficients of the above equation, we obtain
∂A
∂y
= aB and(3.2)
P
∂B
∂y
+
B
2
∂P
∂y
= aA.(3.3)
Multiplying the equation 3.3 by 2B and using 3.2, we obtain ∂(B2P )/∂y =
∂A2/∂y. Thus there is a non zero constant c ∈ C such that
(3.4) B2P = A2 + c.
Write A = A1/A2 and B = B1/B2, where A1, A2, B1, B2 are polynomials in
C[y] such that A1, A2 are relatively prime, B1, B2 are relatively prime and
A2, B2 are monic. Then since P has no square factors, it follows from the
equation
B21A
2
2P = A
2
1B
2
2 + cA
2
2B
2
2
that A2 = B2. The equation 3.2, together with our assumption that A2 and
B2 are monic, forces A2 = B2 = 1 and we obtain deg A= 1+deg B. Now
from equation 3.4, we have
2 deg A− 2 + deg P = 2 deg A
and thus we obtain deg P = 2, which contradicts our assumption.
Now let us suppose that z ∈ C(y, y′)−C such that z′ = 1. Then ∂A/∂y = 0,
which imples A ∈ C and we have (∂B/∂y)P + (B/2)(∂P/∂y) = 1. Thus
(3.5)
∂(B2P )
∂y
= 2B.
It is clear from the above equation that B cannot be a polynomial and that
B cannot have a pole of order 1. On the other hand if c ∈ C is a pole of B of
order m ≥ 1 then we shall write B = R+
∑m
i=1 βi/(x− c)
i, where R ∈ C(y)
and c is not a pole of R. Since P has no repeated roots, we conclude that
B2P has a pole at c of order ≥ 2m − 1 and thus c is a pole of ∂(B2P )/∂y
of order ≥ 2m. This contradicts equation 3.5. 
Consider the ring of rational functions in two variables C[Y,X]. For con-
stants a ∈ C − {0} and b ∈ C, define a derivation D of C[Y,X] by setting
D(Y ) = X and D(X) = a/2. Then D(X2 − aY − b) = 0 and therefore the
ideal I = 〈X2 − (aY + b)〉 is a differential ideal as well as a prime ideal.
Thus the factor ring C[Y,X]/I is a differential ring as well as a domain.
Extend the derivation to the field of fractions E of C[Y,X]/I. Now, in the
differential field E, we have elements x, y such that y′ = x, x′ = a/2 and
(y′)2 = ay + b. Let z = 2x/a and note that z′ = 1. Since tr.d(E|C) = 1,
the field E is algebraic over C(z) and thus E is liouvillian over C. Thus
the equation (Y ′)2 = aY + b admits non constant liouvillian solutions. For
the polynomial f(X) = 1 − X2 ∈ C(X), where C is the field of complex
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numbers, we have ( d
dx
(sinx))2 = f(sinx) and thus n ≥ 3 is necessary for the
proposition 3.2 to hold.
In the next proposition, we shall construct differential equations whose li-
ouvillian solutions, from liouvillian extensions having the same field of con-
stants, are all algebraic over the ground field.
Proposition 3.3. Let k be an algebraic closure of k and let E be a liouvillian
extension of k with CE = Ck. Let
F (Y, Y ′) = Y ′ − αnY
n − · · · − α2Y
n−1 − α1Y,
where α1, α2, · · · , αn ∈ k and suppose that there is an element y ∈ E − k
such that F (y, y′) = 0.
I. If there is an element γ ∈ k such that γ′ = α1γ then there is no
z ∈ k(y)− k such that z′/z ∈ k.
II. If α1 = 0 and x
′ 6= α2 for all x ∈ k then there is an element w ∈
k(y)− k and an element v ∈ k such that w′ = α2 and that v
′ = α3.
Proof. Suppose that there is an element z ∈ k(y) − k such that z′ = αz
for some α ∈ k. Write z = P/Q for some relatively prime polynomials
P =
∑s
i=0 aiy
i and Q =
∑t
j=0 bjy
j in k[y] with bt = 1. Taking derivative,
we obtain αPQ = P ′Q−PQ′. Replacing z and α by 1/z and −α, if necessary,
we shall assume that b0 6= 0. Let r be the smallest non zero integer such
that ar 6= 0. Then we have
α(ary
r + · · · )(b0 + · · · ) = (b
′
0 + · · · )(ary
r + · · · )(3.6)
− ((a′r + rarα1)y
r + · · · )(b0 + · · · )
Now we compare the coefficients of yr and obtain that
b′0ar − a
′
rb0 − αarb0 = rα1arb0
and thus (γrarz/b0)
′ = 0. This contradicts our assumption that CE 6= Ck
and thus item I is proved.
Let us assume that α1 = 0 and that x
′ 6= α2 for all x ∈ k. From theorem
2.2, we obtain an element z ∈ k(y)− k with z′ = αz + β for some α, β ∈ k.
We claim that there is an element z1 ∈ k(y)−k with z
′
1 ∈ k. Write z = P/Q
for some relatively prime polynomials P =
∑s
i=0 aiy
i and Q =
∑t
j=0 bjy
j in
k[y] with bt = 1. Taking derivative, we obtain
(3.7) αPQ+ βQ2 = P ′Q− PQ′.
Comparing the constant terms of the above equation, we have αa0b0+βb
2
0 =
a′0b0− a0b
′
0. If b0 6= 0 then (a0/b0)
′ = α(a0/b0)+β and thus [z− (a0/b0)]
′ =
α[z − (a0/b0)]. This contradicts item I of the proposition. Thus b0 = 0 and
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we choose the smallest integer m such that bm 6= 0 and observe that a0 6= 0.
From equation 3.7, we have
α(bmy
m + bm+1y
m+1 + · · · )(a0 + a1y + · · · ) + β(b
2
my
2m+(3.8)
2bmbm+1y
2m+1 + · · · ) = (a′0 + a
′
1y + · · · )(bmy
m + · · · )− (b′my
m+
(mbmα2 + b
′
m+1)y
m+1 + · · · )(a0 + a1y + · · · )
Compare the coefficients of ym and obtain αa0bm = a
′
0bm−a0b
′
m. Therefore
(a0/bm)
′ = α(a0/bm) and since z
′ = αz + β, it follows that
(3.9)
(
bmz
a0
)
′
=
βbm
a0
.
Taking z1 = bmz/a0, we prove our claim. Thus, in the above calculations,
we shall suppose that α = 0. Then we have
β(b2my
2m + 2bmbm+1y
2m+1 + · · · ) = (a′0 + a
′
1y + · · · )(bmy
m + bm+1y
m+1
(3.10)
+ · · · )− (a0 + a1y + · · · )(b
′
my
m + (mbmα2 + b
′
m+1)y
m+1 + · · · )
Equating the coefficients of ym, we obtain a′0bm − b
′
ma0 = 0 and thus for
some non zero c ∈ Ck, we have ca0 = bm. Note that ifm ≥ 2 then comparing
the coefficient of ym+1, we obtain
(3.11) a′0bm+1 − a0b
′
m+1 + a
′
1bm − a1b
′
m = mbmα2a0
and substituting bm = ca0, we obtain that [(bm+1 + ca1)/(mca0)]
′ = α2.
Since (bm+1 + ca1)/(mca0) ∈ k, we shall apply theorem 1.1 and obtain a
contradiction to our assumption on α2. Therefore m = 1 and from equation
3.10, we have f ′ = α2+cβ, where f = (b2+ca1)/(ca0). Then (f−cz)
′ = α2,
where f − cz ∈ k(y) and f − cz /∈ k. This proves the first part of item II.
Now, in all the above calculations, we shall assume that α = 0 and β = α2.
Then f ′ = (1 + c)α2 and note that if c 6= −1 then (f/(1 + c))
′ = α2 and
again we obtain a contradiction to our assumption on α2. Thus c = −1.
Now, f ′ = 0 and consequently we have a1 − b2 = c1a0 for some constant
c1 ∈ Ck. We compare the coefficients of y
3 and obtain
a′2b1 − a2b
′
1 + a
′
1b2 − a1b
′
2 + a
′
0b3 − a0b
′
3 = 2b1b2α2 + 2a0b2α2 + a0b1α3.
Substituting b1 = −a0 and b2 = a1 − c1a0 in the above equation, we obtain
−a′2a0 + a2a
′
0 − c1a
′
1a0 + c1a1a
′
0 + a
′
0b3 − a0b
′
3 = −a
2
0α3.
Then it is easy to see that v′ = α3 for v = (a2 + c1a1 + b3)/a0 ∈ k. 
Final Comments. One can slightly extend the proposition 3.3 to include
differential equations of the form y′ = αny
n + · · · + α3y
3 + α2y
2 + α1y,
when γ′/γ = α1 for some non zero γ ∈ k and x
′ 6= γα2 and x
′ 6= γ2α3
for any x ∈ k. The proof that there are no elements in E − k satisfying
the differential equation follows immediately from proposition 3.3 once we
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observe that (y/γ)′ = γn−1αn(y/γ)
n + · · · + γ2α3(y/γ)
3 + γα2(y/γ)
2. Let
C(x) be the field of rational functions in one variable over the field of complex
numbers with the usual derivation ′ = d/dx. It is evident that Y = −x is a
liouvillian solution of the differential equation
(3.12) Y ′ =
1
x3
Y 3 +
1
x2
Y 2 +
1
x
Y.
Since x′/x = 1/x, we see that y is a solution of equation 3.12 if and only if
y/x is a solution of Y ′ = (1/x)(Y 3+Y 2). Now it follows from proposition 3.3
that equation 3.12 has no solution in E −C(x) for any liouvillian extension
E of C(x) with CE = CC(x).
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