Submodular function minimization is a well studied problem; existing algorithms solve it exactly or up to arbitrary accuracy. However, in many applications, the objective function is not exactly submodular. While submodular minimization algorithms rely on intricate connections between submodularity and convexity, we show that these relations can be extended sufficiently to obtain guaranteed approximations for approximately submodular minimization. In particular, we prove how a projected subgradient method can perform well even for a class of non-submodular functions. This class includes important examples, such as objectives for structured sparse learning and variance reduction in Bayesian optimization. We also extend this result to noisy function evaluations. Our results provide the first approximation guarantee for unconstrained minimization of approximately submodular functions, and greatly extend the scope of submodular minimization algorithms.
Introduction
Many machine learning problems can be formulated as minimizing a set function H. In general, this problem is NP-hard, but it can be solved efficiently with additional structure. An important example of such structure is that H is submodular, i.e., it satisfies the diminishing returns (DR) property F (A ∪ {i}) − F (A) ≥ F (B ∪ {i}) − F (B), for all A ⊆ B, i ∈ V \ B. Submodularity is a natural model for a variety of applications, such as computer vision [10, 9] , subset selection [42, 43] , structured sparse learning [2] , clustering [46] , and many more. Several algorithms minimize submodular functions in polynomial time, either exactly or within arbitrary accuracy. These include combinatorial algorithms [52, 30, 31] , and algorithms based on convex optimization [22, 3, 40, 12, 1] .
However, in many applications, such as structured sparse learning and Bayesian optimization, the objective function is not exactly submodular. Instead, it satisfies a weaker form of the diminishing returns property. An important class of such functions are α-weakly DR-submodular functions, introduced in [41] . The parameter α characterizes how close the function is to being submodular (see Section 2 for a precise definition). Furthermore, in many cases, only noisy evaluations of the objective are available. A natural question then arises: Can submodular minimization algorithms extend to such non-submodular noisy functions?
Non-submodular maximization, under various notions of approximate submodularity, has recently received a lot of attention [14, 51, 5, 38, 29, 53, 27, 28] . In contrast, only few studies consider minimization of non-submodular set functions. Blais et al. [6] show that the cutting plane method of [40] can be used to approximately minimize noisy submodular functions. Wang et al. [57] study the problem of minimizing Figure 1 : Classes of set functions the ratio of two approximately submodular functions. This problem is related to constrained minimization, which does not admit a constant factor approximation even in the submodular case [55] . If the objective is approximately modular, however, the greedy algorithm achieves an optimal approximation for minimization over a matroid constraint [54] .
In this paper, we initiate the study of the unconstrained non-submodular minimization problem
where F and G are monotone (i.e., non-decreasing or non-increasing) functions, F is α-weakly DRsubmodular, and G is β-weakly DR-supermodular, i.e., −G is β −1 -weakly DR-submodular. The definitions of weak DR-sub-/supermodularity only hold for monotone functions, and thus do not directly apply to H. This setting covers several important applications, including structured sparse learning and Bayesian optimization. In fact, we show that any set function H can be decomposed into functions F and G that satisfy these assumptions, albeit with parameters α and β possibly indicating that the function is far from being submodular, and thus leading to weaker approximations.
A key strategy for minimizing submodular functions exploits a tractable tight convex relaxation that enables convex optimization algorithms. But, this relaxation relies on the equivalence between the convex closure of a submodular function and the polynomial-time computable Lovász extension. In general, the convex closure of a set function can be NP-hard to compute, and the Lovász extension is convex if and only if the set function is submodular. Thus, the optimization delicately relies on submodularity; generally, a tractable tight convex relaxation is impossible. Yet, in this paper, we show that for approximately submodular functions, we may just pretend that the Lovász extension provides (approximate) subgradients that can be used in a projected subgradient method (PGM). In fact, this strategy is guaranteed to obtain an approximate solution to Problem (1), characterized by α and β. This insight broadly expands the scope of submodular minimization techniques. In short, our main contributions are:
• the first approximation guarantee for unconstrained non-submodular minimization: PGM achieves a tight approximation of H(S) ≤ F (S * )/α − βG(S * ) + ;
• an extension of this result to the case where only a noisy oracle of H is accessible;
• application to structured sparse learning with non-submodular regularizers, implying the first approximation guarantee for this class of problems;
• experiments demonstrating that classical submodular minimization algorithms are indeed robust against noise and non-submodularity in the objective, reflecting our theoretical results.
Preliminaries
We begin with introducing our notation, the definitions of weak DR-submodularity/supermodularity, and review some facts about classical submodular minimization.
Notation. Let V = {1, · · · , d} be the ground set. Given a set function F : 2 V → R, we denote the marginal gain of adding an element i to a set A by F (i|A) = F (A ∪ {i}) − F (A). Given a vector x ∈ R d , x i is its i-th entry and supp(x) = {i ∈ V |x i = 0} is its support set; x also defines a modular set function as x(A) = i∈A x i .
Set function classes F is normalized if F (∅) = 0, and non-decreasing (non-increasing) if
modular if the inequality holds as an equality, and supermodular if F (i|A) ≤ F (i|B). Relaxing these inequalities leads to the notions of weak DR-submodularity/supermodularity introduced in [41] and [5] , respectively.
Definition 1 (Weak DR-submodularity/supermodularity). A set function F is α-weakly DR-submodular,
Similarly, F is β-weakly DR-supermodular, with
We say that F is (α, β)-weakly DR-modular if it satisfies both properties.
If F is non-decreasing, then α, β ∈ (0, 1], and if it is non-increasing, then α, β ≥ 1. F is submodular (supermodular) iff α = 1 (β = 1) and modular iff both α = β = 1.
These notions have been used, sometimes under different names, in various works such as [26, 19, 8, 38, 51] . The parameters 1 − α and 1 − β are referred to as generalized inverse curvature [8] and generalized curvature [5] , respectively. They extend the notions of curvature [13] and inverse curvature commonly defined for submodular and supermodular functions. These notions are also related to weakly submodular/supermodular functions [14, 8] . Namely, the classes of weakly DR-submodular/supermodular/modular functions are respective subsets of the classes of weakly submodular/supermodular/modular functions (c.f., [19, Prop. 8] 
When F is submodular, minimizing f L or F is equivalent. Moreover, a subgradient κ of f L at any s ∈ R d can be computed efficiently by sorting the entries of s in decreasing order and taking
This relation between submodularity and convexity allows for generic convex optimization algorithms to be used for minimizing F . However, it has been unclear how these relations are affected if the function is only approximately submodular. In this paper, we establish a similar relation between weak DRsubmodularity and weak convexity.
Weakly DR-submodular minimization
We consider set functions H : 2 V → R of the form H(S) = F (S) − G(S), where F is α-weakly DR-submodular, G is β-weakly DR-supermodular, and both F and G are normalized non-decreasing functions. We later extend our results to non-increasing functions. Note that H itself is in general not weakly DR-submodular. Interestingly, any set function can be decomposed in this form, as the following proposition shows.
Proposition 1. Given a set function H, there exists a non-decreasing submodular function F and a nondecreasing (1, β)-weakly DR-modular function G for some β ∈ (0, 1) such that
Proof. This decomposition builds on the decomposition of H into the difference of two non-decreasing submodular functions [32, Lemma 3.1 and 5.1]. We start by choosing any function G which is nondecreasing β-weakly DR-supermodular for some β ∈ (0, 1) and is strictly submodular, i.e., G = min i∈V,A⊂B⊆V \i G (i|A) − G (i|B) > 0. Note that it is not possible to have a strictly submodular G such that β = 1 (this would imply G (i|B) ≥ G (i|A) > G (i|B)). We construct F and G based on G . Let H = min i∈V,A⊆B⊆V \i H(i|A) − H(i|B) ≤ 0 the violation of submodularity; we may use a lower
, then F is submodular, but not necessarily non-decreasing. To correct for that, let V − = {i : F (i|V \ i) < 0}, and define
, then F and G are non-decreasing submodular functions [32, Lemma 5.1] , and H(S) = F (S) − G(S). It is easy to see that G is also β-weakly DR-supermodular.
Computing such a decomposition is not required to run PGM; it is only needed to evaluate the corresponding approximation guarantee. The construction in the above proof requires computing the maximal submodularity violation H of H, which is NP-hard in general. However, when H or a lower bound of it is known, F and G can be obtained in polynomial time, for a suitable choice of G . For example, we can choose Lemma 3.3 ]. The lower bound on H and the choice of G will affect the approximation guarantee on H, as we clarify later. It is not always possible to choose G to obtain a non-trivial guarantee. However, many important non-submodular functions do admit a natural decomposition into F and G, whose parameters α and β lead to non-trivial bounds. We call such functions approximately submodular.
In what follows, we establish a connection between weak DR-submodularity and weak convexity, which allows us to derive a tight approximation guarantee for PGM on Problem (1). All omitted proofs are given in Appendix A.2.
Convex relaxation
When H is not submodular, the connections between its Lovász extension and tight convex relaxation for exact minimization, outlined in Section 2, break down. However, Problem (1) can still be converted to a non-smooth convex optimization problem, via a different convex extension. Given a set function H, its convex closure h − is the point-wise largest convex function from min
Unfortunately, evaluating and optimizing the convex closure of a general set function is NP-hard [56] . The key property that makes Problem (2) efficient to solve when H is submodular is that its convex closure then coincides with its Lovász extension, i.e., h − = h L . This property no longer holds if H is approximately submodular. But, in this case, a weaker key property holds: we show in Lemma 1 that the Lovász extension approximates h − , and that the same vectors that served as its subgradients in the submodular case can still serve as approximate subgradients to h − .
To prove Lemma 1, we use a specific formulation of the convex closure h − [18, Def. 20] :
and build on the proof of Edmonds' greedy algorithm [17] .
We can view the vector κ in Lemma 1 as an approximate subgradient of h − at s in the following sense:
Lemma 1 also implies that h L approximates h − in the following sense:
We can thus say that h L is "weakly" convex in this case. This key insight allows us to approximately minimize h − using simple convex optimization algorithms.
Approximation guarantee
Equipped with the approximate subgradients of h − , we can now apply an approximate projected subgradient method (PGM). Starting from an arbitraty
, where κ t is the approximate subgradient at s t from Lemma 1, and
where s * is an optimal solution of min
Importantly, the algorithm does not need to know the α and β parameters, which can be hard to compute in practice. In fact, the iterates taken are exactly the same as in the submodular case.
Theorem 1 provides an approximate fractional solutionŝ
To round it to a discrete solution, Corollary 1 shows that it is sufficient to pick the superlevel set ofŝ with the smallest H value.
where S * is an optimal solution of Problem (1). 
Proof. By definition of the Lovász extension
To obtain a set that satisfies H(Ŝ) ≤ F (S * )/α−βG(S * )+ , we thus need at most O(dL 2 / 2 ) iterations of PGM, where the time per iteration is O(d log d+d EO), with EO the time needed to evaluate H on any set. Moreover, the techniques from [12, 1] for accelerating the runtime of stochastic PGM toÕ(d/ 2 ) can be extended to our setting.
If F is regarded as a cost and G as a revenue, this guarantee states that the returned solution achieves at least a fraction β of the revenue of the optimal solution, by paying at most a 1/α-multiple of the cost. The quality of this guarantee depends on F, G and their parameters α, β; it becomes vacuous when F (S * )/α = βG(S * ). If F is submodular and G is supermodular, Problem (1) reduces to submodular minimization and Corollary 1 recovers the guarantee H(Ŝ) ≤ H(S * ) + RL/ √ T .
Remark 1.
The upper bound in Corollary 1 still holds if the worst case parameters α, β are instead replaced by
and
. This refined upper bound yields improvements if only few of the relevant submodularity inequalities are violated, e.g., due to infrequent perturbations.
The following proposition shows that the approximation guarantee in Corollary 1 is tight, even if F and G are weakly DR-modular.
Proposition 2. For any α, β ∈ (0, 1], there exists a set function H(S) = F (S) − G(S), where F is a non-decreasing (α, 1)-weakly DR-modular function and G is a non-decreasing (1, β)-weakly DRmodular function, such that the solutionŜ in Corollary 1 satisfies
We can assume w.l.o.g. that the starting point s 1 is such that the largest element is j 1 = 1. ThenŜ has value H(Ŝ) = 0, while the optimal solution
All results in this section extend to the case where F and G are non-increasing functions.
, where F and G are non-increasing functions with F (V ) = G(V ) = 0, we run PGM withH(S) = H(V \ S) for T iterations. Lets ∈ arg min t∈{1,··· ,T }hL (s t ) and S = V \S, whereS is the superlevel set ofs with the smallest H value, then
where S * is an optimal solution of Problem (1). This bound is tight, even if F and G are weakly DRmodular.
Proof. We may writeH(S) =F (S)
The tightness follows from Proposition 2, too. For a general set function H, using F and G, from the decomposition in Proposition 1, in Corollary 1, yields
where H , F and G are defined in the proof of Proposition 1. It is clear that a larger lower bound | H |, which implies a larger deviation from submodularity for H, leads to a worse upper bound. Moreover, the choice of G affects the bound: ideally, we want to choose G to minimize G (S * ), and maximize the quantities G and β, which characterize how submodular and supermodular G is, respectively. However, a larger G would result in a smaller β, and vice versa. The best choice of G will depend on H.
Apart from the above results for general unconstrained minimization, our results also imply approximation guarantees for generalizing constrained submodular minimization to weakly DR-submodular functions. We discuss this extension in Appendix A.1.
Extension to noisy evaluations
In many real-world applications, we do not have access to the objective function itself, but rather to a noisy version of it. For example, in machine learning, the objective function is often estimated from data. In other cases, evaluating the function may be too computationally expensive, and thus individual evaluations are approximated.
Several works have considered maximizing noisy oracles of submodular [36, 29, 53, 27, 28] and weakly submodular [48] functions. In contrast, to the best of our knowledge, minimizing noisy oracles of submodular functions was only studied in [6] . We address a more general setup where the underlying function H is not necessarily submodular. We assume again that F and G are normalized and non-decreasing. The results easily extend to non-increasing functions by minimizing H(V \ S) as in Corollary 2.
We show in Proposition 3 that our approximation guarantee for Problem (1) continues to hold even if we only have access to an approximate oracleH. Essentially,H still allows to obtain approximate subgradients of h − in the sense of Lemma 1, but now with an additional additive error.
Proposition 3. Assume we have an approximate oracleH with input parameters , δ ∈ (0, 1), such that for every S ⊆ V , |H(S) − H(S)| ≤ with probability 1 − δ. We run PGM withH for T iterations. Letŝ = arg min t∈{1,··· ,T }hL (s t ),
with probability 1 − δ , by choosing = 8d , δ = δ 2 32d 2 and using 2T d calls toH with T = (4
Blais et al [6] consider the same setup for the special case of submodular H, and use the cutting plane method of [40] . Their runtime has better dependence O(log(1/ )) on the error , but worse dependence O(d 3 ) on the dimension d = |V |, and their result needs oracle accuracy = O( 2 /d 5 ). Hence, for large ground set sizes d, Proposition 3 is preferable.
The above proposition allows us, in particular, to handle multiplicative and additive noise in H.
Proposition 4. LetH = ξH where the noise ξ ≥ 0 is bounded by |ξ| ≤ ω and is independently drawn from a distribution D with mean µ > 0. We define the functionH m as the mean of m queries toH(S).H m is then an approximate oracle to µH. In particular, for every δ, ∈ (0, 1), taking m = (ωH max / ) 2 ln(1/δ) where H max = max S⊆V H(S), we have for every S ⊆ V , |H m (S) − µH(S)| ≤ with probability at least 1 − δ.
Proof. For every S ⊆ V and > 0, a Chernoff bound implies that
, with probability at least 1 − exp(− 2 µ 2 m ω 2 ). Choosing = µHmax yields the proposition. Proposition 4, together with Proposition 3, implies that using PGM withH m , and picking the superlevel set with the smallestH m value, we can find a setŜ such that H(Ŝ) ≤ F (S * )/α − βG(S * ) + with probability 1 − δ , using m = O ( ωHmaxd µ
δ µ 2 2 ) total calls toH. Note that H max is upper bounded by F (V ). This result provides a theoretical upper bound on the number of samples needed to be robust to bounded multiplicative noise. Much fewer samples are actually needed in practice, as illustrated in our experiments (c.f., Sect. 5.1). Using similar arguments, we can show that our results also extend to additive noise oraclesH = H + ξ.
Applications
Several applications involve minimizing a weakly DR-submodular function, and can thus benefit from the theory in this work. We discuss two examples here.
Structured sparse learning
Structured sparse learning aims to estimate a sparse parameter vector whose support is known to have particular structure, such as group-sparsity, clustering, tree-structure, or diversity [47, 39] . Such problems can be formulated as min
where is a convex loss function and F is a set function favoring the desirable supports.
Existing convex methods propose to replace the discrete regularizer F (supp(x)) by its "closest" convex relaxation. For example, the cardinality regularizer |supp(x)| is replaced by the 1 -norm. This allows the use of standard convex optimization methods, but does not provide any approximation guarantee for the original objective function without statistical modeling assumptions, and is only computationally feasible when F is submodular [2] or can be expressed as an integral linear program [20] .
Alternatively, one may write Problem (4) as min S⊆V λF (S) − G (S), where G is a normalized nondecreasing set function:
Recently, it was shown that if has restricted smoothness and strong convexity, G is weakly modular [21, 8, 50] . This allowed for approximation guarantees of greedy algorithms to be applied to the constrained variant of Problem (4), but only for the special case of sparsity constraint [14, 21] , and for some nearmodular constraints [51] . In applications, however, the structure of interest is often better modeled by a non-modular regularizer F , which may be submodular [2] or non-submodular [20, 19] . Weak modularity of G is not enough for our results to apply, but, if the loss function is smooth, strongly convex, and is generated from random data, then we show that G is also weakly DR-modular.
where L is smooth and strongly convex, and z ∈ R d has a continuous density w.r.t the Lebesgue measure. Then there exist α G , β G >0 such that G is (α G , β G )-weakly DR-modular.
We actually prove a more general result: if is smooth and strongly convex on the restricted domain of k-sparse vectors, G is weakly DR-modular for all sets of cardinality k. Our current algorithm analysis requires weak DR-submodularity to hold for all sets. Whether the algorithm can be modified to only query sets of cardinality k, and as a result apply to an even more general class of loss functions, is an interesting question for future work.
We prove Proposition 5 by first utilizing a result from [21] , which relates the marginal gain of G to the marginal decrease of . We then argue that the minimizer of , restricted to any given support, has full support with probability one, and thus has non-zero marginal decrease with probability one. The proof is given in Appendix A.3. The actual α G , β G parameters depend on the conditioning of . Their positivity also relies on z being random (typically, data drawn from a distribution), otherwise we may have α G = β G = 0 [50, Sect. A.1]. In Section 5.2, we evaluate Proposition 5 empirically.
The approximation guarantee in Corollary 1 thus applies to Problem (4), whenever has the form in Proposition 5, and F is α-weakly DR-submodular. In particular, this holds for example when is the least squares loss with a nonsingular measurement matrix. Examples of structure-inducing regularizers F include submodular regularizers [2] , but also non-submodular ones such as the following:
Range cost: F (S) = max(S) − min(S) + 1 if S = ∅, and F (∅) = 0, where max(S) (min(S)) denotes the maximal (minimal) element in S [2] . This regularizer favors the selection of contiguous interval supports on a chain. Such structure is desirable, e.g., for time series and cancer diagnosis [49] . This idea also extends to the selection of rectangular supports in 2D and 3D. Here, F is a normalized non-decreasing 1 d−1 -weakly DR-submodular function [19] . Expensive feature cost: Given two, possibly overlapping, groups B 1 , B 2 ⊆ V of expensive features, F (S) = λ(|S| + C(S)), where
. This regularizer favors the selection of sparse and cheap features. Such structure is desirable for example when predicting the status of patients from data obtained via some medical tests; expensive features in this case are ones that require burdensome tests. F is a non-decreasing α-weakly DR-submodular function with α = 1+a 1+(b−a) . This regularizer also extends to more groups of expensive features.
Structured batch Bayesian optimization
The goal in batch Bayesian optimization is to optimize an unknown expensive-to-evaluate noisy function f with as few batches of function evaluations as possible [15, 24] . For example, evaluations can correspond to performing expensive experiments. The evaluation points are chosen to maximize an acquisition function subject to a cardinality constraint. Several acquisition functions have been proposed for this purpose, amongst others the variance reduction function [37, 7] . This function is used to maximally reduce the variance of the posterior distribution over potential maximizers of the unknown function.
Often, f is modeled by a Gaussian process with zero mean and kernel function k(x, x ), and we observe noisy evaluations y = f (x) + of the function, where ∼ N (0, σ 2 ). Given a set X = {x 1 , · · · , x d } of potential maximizers of f , each x i ∈ R n , and a set S ⊆ V , let X S be the matrix whose columns are x i for i ∈ S and y S the corresponding observations. The posterior distribution of f , given X S and y S , is again a Gaussian process with posterior variance σ 2
The variance reduction function is defined as:
Bogunovic et al [8] shows that, in this case, variance reduction is a normalized non-decreasing (β, β)-weakly DR-modular function, with β = σ 2 σ 2 +kmax , where k max is the maximal value of the kernel function. The variance reduction function can be maximized with a greedy algorithm to a β-approximation [54] , which follows from a stronger notion of approximate modularity.
Maximizing the variance reduction may also be phrased as an instance of Problem (1), with G being the variance reduction function, and F (S) = λ|S| an item-wise cost. This formulation easily allows to include nonlinear costs with (weak) decrease in marginal costs (economies of scale). For example, in the sensor placement application, the cost of placing a sensor in a hazardous environment may diminish if other sensors are also placed in similar environments. Unlike previous works, the approximation guarantee in Corollary 1 still applies to such cost functions, while maintaining the β-approximation with respect to G.
Experiments
We empirically validate our results on noisy submodular minimization and structured sparse learning. In particular, we address the following questions: (1) How robust are different submodular minimization algorithms, including PGM, to multiplicative noise? (2) How well can PGM minimize a non-submodular objective? Do the parameters (α, β) accurately characterize its performance? All experiments were implemented in Matlab.
Noisy submodular minimization
First, we consider minimizing a submodular function H given a noisy oracleH = ξH, where ξ is independently drawn from a Gaussian distribution with mean one and standard deviation 0.1. In this setting, we evaluate the performance of different submodular minimization algorithms, on two example problems, minimum cut and clustering. We use the Matlab code from http://www.di.ens.fr/ fbach/submodular/.
We compare seven submodular minimization algorithms: The minimum-norm-point algorithm (MNP) [22] , the conditional gradient method [35] with fixed step-size (CG-2/(t + 2)) and with line search (CG-LS), PGM with fixed step-size (PGM-1/ √ t) and with the approximation of Polyak's rule (PGMpolyak) [4] , the analytic center cutting plane method [23] (ACCPM) and a variant of it that emulates the simplicial method (ACCPM-Kelley).
We replace the true oracle for H by the approximate oracleH m (S) = 1 m m i=1 ξ i H(S), for all these algorithms. We test their performance on two datasets: "Genrmf-long", which is a min-cut/max-flow problem with d = 575 and 2390 edges, and "Two-moons", a synthetic semi-supervised clustering instance with d = 400 data points and 16 labeled points. We refer the reader to [3, Sect. 12.1] for more details about the algorithms and datasets. We stopped each algorithm after 1000 iterations for the first dataset and after 400 iterations for the second one, or until the duality gap reached 10 −8 . To compute the optimal value H(S * ), we use MNP with the noise-free oracle H . Figure 2 shows the gap in discrete objective value for all algorithms on the two datasets, for increasing the number of samples m (top), and for two fixed values of m, as a function of iterations (middle and bottom). We plot the best value achieved so far. As expected, the accuracy improves with more samples. In fact, this improvement is faster than the bounds in Proposition 4 and in [6] . The objective function in the "Two-moons" dataset takes smaller values, which makes it easier to solve in the multiplicative noise setting, as we indeed observe. Among the compared algorithms, ACCPM and MNP converge fastest, as also observed in [3] without noise, but they also seem to be the most sensitive to noise. In summary, these empirical results suggest that submodular minimization algorithms are indeed robust to noise, as predicted by our theory.
Structured sparse learning
Our second set of experiments is structured sparse learning, where we aim to estimate a sparse parameter vector x ∈ R d whose support is an interval. The range function F r (S) = max(S) − min(S) + 1 if S = ∅, and F r (∅) = 0, is a natural regularizer to choose. Recall that F r is 1 d−1 -weakly DR-submodular. Another reasonable regularizer is the modified range function F mr (S) = d − 1 + range(S), ∀S = ∅ and F mr (∅) = 0, which is non-decreasing and submodular [2] . As discussed in Section 4.1, no existing method provides a guaranteed approximate solution to Problem (4) with such regularizers, with the exception of some statistical assumptions, under which x can be recovered using the tightest convex relaxation Θ r of F r [19] . Evaluating Θ r involves a linear program with constraints corresponding to all possible interval sets, such exhaustive search is not feasible in more complex settings.
We consider a simple regression setting in which x ∈ R d has k consecutive ones and is zero otherwise. We observe noisy linear measurements y = Ax + , where A ∈ R d×n is an i.i.d Gaussian matrix with normalized columns and ∈ R n is an i.i.d Gaussian noise vector with standard deviation 0.01. We set d = 250, k = 20 and vary the number of measurements n between d/4 and 2d.
We compare the solutions obtained by minimizing the least squares loss (x) = 1 2 y − Ax 2 2 with the three regularizers: The range function F r , where H is optimized via exhaustive search (OPTRange), or via PGM (PGM-Range); the modified range function F mr , solved via exhaustive search (OPT-ModRange), or via PGM (PGM-ModRange); and the convex relaxation Θ r (CR-Range), solved using CVX [25] . The marginal gains of G (5) can be efficiently computed using rank-1 updates of the pseudo-inverse [45] . We observe that PGM minimizes the objective with F mr almost exactly as n grows. It performs a bit worse with F r , which is expected since F r is not submodular. This is also reflected in the support and estimation errors. Moreover, α T , β T here reasonably predict the performance of PGM; larger values correlate with closer to optimal objective values. They are also more accurate than the worst case α, β in Definition 1. Indeed, the α T for the range function is much larger than the worst case 1 d−1 . Similarly, β T for G is quite large and approaches 1 as n grows, while the worst case β is only guaranteed to be nonzero when is strongly convex, in Proposition 5. Finally, it is interesting that the convex approach with Θ r essentially matches the performance of OPT-Range when n ≥ d. In this regime, G becomes nearly modular, hence the convex objective +λΘ r starts approximating the convex closure of λF r −G .
Conclusion
We established new links between approximate submodularity and convexity, which we used to analyze the performance of PGM. We thus provided the first approximation guarantee for unconstrained, possibly noisy, non-submodular minimization. This result significantly widens the range of applications where submodular minimization techniques are applicable. We experimentally validated our theory, and illustrated the robustness of submodular minimization algorithms to noise and non-submodularity.
A Appendix

A.1 Extension to constrained minimization
Our result directly implies a generalization of some approximation guarantees of constrained submodular minimization to constrained weakly DR-submodular minimization. In particular, we consider the problem min
where F is a monotone α-weakly DR-submodular function and C denotes a family of feasible sets. We note that Theorem 1 still holds in this setting, if we project the iterates onto the convex hull conv(C) of C. We can thus obtain a solutionŝ
+ where S * is the optimal solution of (6). However, the rounding in Corollary 1 does not hold anymore, since not all sup-level sets ofŝ will be feasible.
One rounding approach proposed in [33] is to simply pick the smallest feasible sup-level set. Given
Applying this rounding toŝ, we obtain F (Ŝ θ ) ≤ 1 αθ F (S * )+ . In general there is no guarantee that θ = 0. But for certain constraints, such as matroid, cut and set cover constraints, Iyer et al. [33] show that θ admits non-zero bounds (see Table 2 in [33] ).
A.2 Proofs for approximation guarantee
Proof. Given any feasible point (κ , ρ ) in the definition of h − , i.e., κ(A) + ρ ≤ H(A), ∀A ⊆ V , we have:
Hence κ s ≥ h − (s). The last inequality holds by noting that ρ ≤ 0 since κ(∅) + ρ ≤ H(∅) = 0.
The upper bound on κ(A) for any A ⊆ V follows from the definition of weak DR-submodularity.
Note that κ can be written as κ = κ F − κ G where κ It remains to show that the solution obtained by projected subgradient method and thresholding have value H(Ŝ) = 0. We can assume w.l.o.g that the starting point s 1 is such that the largest element is j 1 = 1 (otherwise we can modify the example to have whatever is the largest element as the "bad element"). Note that H(1) = H(j k |S k ) = 0 for all k ∈ [d], hence κ 1 = 0 and s t = s 1 and κ t = 0 for all t ∈ {1, · · · , T }. Thresholding s 1 would thus yield H(Ŝ) = 0, withŜ = ∅ or any other set such that 1 ∈Ŝ.
Proposition 3. Assume we have an approximate oracleH with input parameters , δ ∈ (0, 1), such that for every S ⊆ V , |H(S) − H(S)| ≤ with probability 1 − δ. We run PGM withH for T iterations. Letŝ = arg min t∈{1,··· ,T }hL (s t ), andŜ k = {j 1 , · · · , j k } such thatŝ j 1 ≥ · · · ≥ŝ j d . ThenŜ ∈ arg min k∈{0,··· ,d}H (Ŝ k ) satisfies H(Ŝ) ≤ 1 α F (S * ) − βG(S * ) + , with probability 1 − δ , by choosing = 8d , δ = δ 2 32d 2 and using 2T d calls toH with T = (4 √ dL/ ) 2 .
Proof. We define κ as κ j k = H(j k |S k−1 ) andκ asκ j k =H(j k |S k−1 ) for any ordering on V . For all k ∈ V , we have |κ j k − κ j k | ≤ 2 with probability 1 − 2dδ (by a union bound), hence |κ(S * ) − κ(S * )| ≤ 2 |S * |. Plugging this into the proofs of Theorem 1 and Corollary 1 yields H(Ŝ) ≤ , with probability 1 − 2dT δ (by a union bound). The proposition follows by setting , δ and T to the chosen values.
