We prove a linear bound on the average total curvature of the central path of linear programming theory in terms on the number of independent variables of the primal problem, and independent on the number of constraints.
The average total curvature of the dual central path is ≤ 2πn.
These numbers are independent of the considered polytope and are motivated by considerations from dynamical systems, see Dedieu-Shub [6] . A family of examples defined on n-simplices, where the total curvature of the primal central path is Ω(n − 1) may be found in Megiddo and Shub [12] . Our results imply that in the worst case the primal central path on an n-simplex defined by n + 1 linear inequalities is 2π(n − 1). So at least in the case of simplices our results are fairly sharp.
Our point in studying the total curvature is that curves with small total curvature may be easy to approximate with straight lines. So, small total curvature may contribute to the understanding of why long step interior point methods are seen to be efficient in practice. For relevant background material on interior point methods see Renegar [15] 2 Description of the central path.
When the optimal condition is attained, the primal and dual problems have the same value and the optimality conditions may be written as The primal central path is the curve (x(µ), s(µ)), 0 < µ < ∞ defined as the curve of minima of the function −µ m 1 ln(s i ) + c T x restricted to the primal polytope. By the use of Lagrange multipliers one sees that this is the curve is defined by the existence of a vector y(µ) satisfying the equations (2.1). Thus the primal central path is the projection of the primal/dual central path into the (x, s) subspace.
Similarly, the dual central path is the curve y(µ), 0 < µ < ∞ defined as the curve of maxima of the function µ m 1 ln(y i ) + b T y restricted to the dual polytope. By use of Lagrange multipliers one sees that this curve is defined by the existence of vectors x(µ), s(µ) satisfying (2.1). So the dual central path is the projection of the primal/dual central path on the y subspace.
Note that since the primal polytope is compact and strictly feasible the primal central path is defined for all 0 < µ < ∞ and then so are the primal/dual and dual central paths.
Curvature.
Let c : [a, b] → R n be a C 2 map with non-zero derivative:ċ(t) = 0 for any t ∈ [a, b]. We denote by l the arc length:
To the curve c is associated another curve on the unit sphere, called the Gauss curve, defined by
which may also be parameterized by the arc length l of c:
with L the length of the curve c. The curvature is
see Spivak [22, chapter 1] . In terms of the original parameter we have
2)
The total curvature K is the integral of the norm of the curvature vector:
Thus, K is equal to the length of the Gauss curve on the unit sphere S n−1 ⊂ R n . To compute K we use integral geometry, the next section is devoted to that.
An integral geometry formula.
Let γ(t), a ≤ t ≤ b, be a C 1 parametric curve contained into the unit sphere S n−1 with at most a countable number of singularities. The parameter interval is not necessarily finite: −∞ ≤ a ≤ b ≤ ∞. Let us denote by G n,n−1 the Grassmannian manifold of hyperplanes through the origin contained in R n . We also denote by dG(H) the unique probability measure on G n,n−1 invariant under the action of the orthogonal group. 
where #(H ∩ γ) denotes the number of parameters a ≤ t ≤ b such that γ(t) ∈ H.
Proof. If γ is an embedding then Theorem 4.1 follows from Santaló[17, chapter 18, section 6], or also see Shub and Smale [19, section 4] , where a similar theorem is proved for projective spaces and Edelman and Kostlan [8] . Now the set of t such that d dt γ(t) = 0 may be written as a countable union of intervals on each of which γ is an embedding.
Note that by a usual application of Sard's Theorem the integral only needs to be evaluated on the set of H such that γ is transversal to H, that is whenγ(t) ∈ H at the intersection points.
In order to bound the number of transversal intersections of the Gauss curve with a generic hyperplane H, we will need the following fact:
Let
be of class C 2 , and assume that we are in the conditions of the Implicit Function Theorem. Namely, F µ 0 (c 0 ) = 0 and DF µ 0 (c 0 ) (the derivative of F with respect to the z variables) has full rank.
Let c(µ) : [µ 0 − ǫ, µ 0 + ǫ] → R r be the associated implicit function, c(µ 0 ) = c 0 and F µ (c(µ)) = 0. Letċ(µ) denote the derivative of c with respect to µ.
Let H denote an hyperplane, with normal vector h.
Lemma 4.2. In the conditions above, if the Gauss curve
Moreover, DΦ has full rank at that point.
Proof. Equation (4.3-1) and (4.3-2) are the Implicit Function Theorem, and equation (4.3-3) is the intersection hypothesis. We write DΦ(c,ċ, µ) as the block matrix:
where
. By hypothesis, DF µ (c) is invertible. Hence, the block LU factorization of the matrix in (4.4) is:
where using (4.3):
Note that by construction, F µ (c(µ)) ≡ 0. Differentiating once with respect to µ, we obtain (4.3-2). Differentiating once again,
Solving forc and replacing into U 33 , we obtain:
We need to show that U 33 = 0. Our hypothesis was thatγ(t) ∈ H. Multiplying equation (3.2) by h T to the left, we obtain:
Hence, U 33 does not vanish and DΦ is non-singular at (c 0 ,ċ 0 , µ 0 ).
A Bézout bound for multi-homogeneous systems.
According to Theorem 4.1 to estimate the length of a curve we have to count the number of points in a certain set. To give such an estimate we use the multi-homogeneous Bézout Theorem. While this theorem is wellknown to algebraic geometers, topologists and homotopy method theorists, the computation of the Bézout number is usually only carried out in the bi-homogeneous case in textbooks. Morgan and Sommese [13] prove the theorem and give a simple description of how to compute the number, which we repeat here. Let f = (f i ) 1≤i≤n be a system of n complex polynomial equations in n+m complex variables. These variables are partitioned into m groups X 1 , . . . , X m with k j + 1 variables into the j−th group. f i is said multi-homogeneous if for any index j there exists a degree d ij such that, for any scalar λ ∈ C,
In this case the system f is called multi-homogeneous. The Bézout number B associated with this system and this structure is defined as the coefficient of
n+m is a zero for f when f (X 1 , . . . , X m ) = 0. In that case, f (λ 1 X 1 , . . . , λ m X m ) = 0 for any m−tuple of complex scalars (λ 1 , . . . , λ m ). For this reason it is convenient to associate a zero to a point in the product of projective spaces P k 1 (C) × . . . × P km (C). We use the same notation for a point in P k 1 (C) × . . . × P km (C) and for any representative
Notice that this definition is independent of the representative (X 1 , . . . , X m ) ∈ C n+m . We have
Theorem 5.1. (Multi-homogeneous Bézout Theorem) Let f be a multi-homogeneous system. Then the number of isolated zeros of f in
is less than or equal to B. If all the zeros are non-singular then f has exactly B zeros. 6 The total curvature of the central path on the average.
To the matrix A and the vector b we define the set of admissible points of the primal problem via the set of equalities-inequalities
We may also consider the other compact polytopes contained in the subspace Ax − s = b and defined by the inequalities
where ǫ = (ǫ 1 , . . . , ǫ n ) is one of the 2 n vectors of sign conditions. Another way to describe this polytope is to let D be the diagonal matrix whose i th diagonal entry is +1 when ǫ i is ≥ and −1 otherwise. Then to this matrix we associate the primal dual problem
The primal polytope is then also described by
Let Q(A, b) denote the set of such primal compact strictly feasible polytopes contained in the subspace Ax − s = b. 
(See the appendix). To each Q ∈ Q(A, b) we associate the primal/dual problem above and its primal/dual, primal and dual central paths c PD (Q), c P (Q)and c D (Q)and a total curvature K(c * (Q)) where * is PD, Por D.
We call "average total curvature" associated with the data (A, b, c) the number
Our Main Theorem can now be restated formally as:
Proof of Theorem 6.2. The primal/dual (resp. primal, resp. dual) central path associated with a polytope Q ∈ Q(A, b) satisfies the system of polynomial equations
for any parameter value µ = 0, and this system is the same for all those polytopes. Thus, by Theorem 4.1, a bound B * for the number of transversal intersections (counted with multiplicity) of the associated Gauss curve with a generic hyperplane gives the following inequality:
Let D s denote the diagonal matrix corresponding to componentwise multiplication by s. Because of equation (6.5-2), D s is invertible. We are in the conditions of the Implicit Function Theorem. Namely,
and therefore, since A has full column rank and s j = 0, DF µ (x, s, y) is nondegenerate.
The speed vectoṙ
is therefore the unique solution of the implicit equations:
The Gauss curve for the Primal-Dual problem is (ẋ,ṡ,ẏ)/ (ẋ,ṡ,ẏ) . Notice that because of (6.7-3),ṡ,ẏ cannot be together equal to 0 so that this curve is well-defined. Let H denote the hyperplane
The intersection points of the Gauss curve with this hyperplane are given by the polynomial system
where we assume also that µ = 0.
This system is equivalent to (4.3), and Lemma 4.2 implies that transversal intersections of the Gauss curve with the hyperplane H are in one to one correspondence with the non-degenerate real roots of (6.8).
The Gauss curve associated to the Primal (resp. Dual) central path is (ẋ,ṡ)/ (ẋ,ṡ) (resp.ẏ/ ẏ ). Those curves are well defined, for suppose thaṫ s = 0. Then equations (6.5-3) and (6.7-3) combined give: The number of non-degenerate real roots of (6.8) for µ = 0 can be bounded above by the number of non-degenerate complex roots of (6.8) for µ = 0. In Section 7, we show that: Proposition 6.3.
The polynomial system (6.8), where
n and e j = 1, j = 1, · · · , m, has at most
Furthermore, if we set w = 0, the number of non-degenerate roots is bounded above by
B P = 2(n − 1) m − 1 n .
If we set u = 0 and v = 0 instead, the number of roots is bounded above by:
This, together with inequality (6.6), implies Theorem 6.2
Before proving Proposition 6.3, we will need a genericity hypothesis: We assume that A, b, c, u (when non-zero), v (when non-zero) and w (when nonzero) are generic over Q. This means that any integral polynomial vanishing in the data Z 0 = (A, b, c, u, v, w) will vanish uniformly. We need to show that replacing a particular data Z part = (A, b, c, u, v, w) by a generic Z 0 does not decrease the number of non-degenerate roots in C 4m+2n × C * of (6.8). Indeed, by the Implicit Function Theorem, the number of non-degenerate roots is lower semi-continuous in the usual topology. Moreover, the set D of generic values of Z 0 is dense in the usual topology. Below, we will give a bound B * on the number of roots in C 4m+2n × C * for generic data Z ∈ D. Then, for any particular Z part , there will be a sequence (Z i ) in D converging to Z part , with root count bounded above by B * . By lower semi-continuity, the non-degenerate root count for Z part will be bounded above by B * .
Alternatively, a standard argument of algebraic geometry shows that the number of non-degenerate roots in say, C 4m+2n × C * , of (6.8) is lower semicontinuous in the Zariski topology. The non-degenerate root count for one generic Z is therefore a bound for the root count for all Z.
Remark 7.1. Bernstein gave in [5] a bound on the number of roots in (C * ) n for sparse polynomial systems in terms of the mixed volume of its support. This bound is attained for generic choices of the coefficients. We are not computing that bound. The reason is that the coefficients of (6.8-3,6,7) are all ones, and therefore non-generic. For instance, the Bernstein count for the primal case (w = 0) of equation (6.8) with m = 3, n = 2 is 3, while the number of finite solutions is 2. The third solution is at "toric infinity". In that sense, the bound given below is sharper.
Proof of Proposition 6.3.
Step 1: Setû = u + A T v. Since µ = 0, isolated roots of (6.8) are the same as the isolated roots of (7.9) below:
Indeed, we multiplied (6.8-6) by s and replacedṡ by Aẋ in (6.8-7). Those operations are reversible.
Step 2: Let a 1 , · · · , a m−n and f ∈ R m be such that
(c) a 1 , · · · , a m−n , f ,û and w are generic over Q.
We will denote by a ij the j-th coordinate of a i . We write:
Then, roots of (7.9) with µ = 0 are in one-to-one and onto correspondence with the roots of:
with µ = 0, whereŵ i = w, a i . Indeed, let (x, s, y,ẋ,ṡ,ẏ, µ) be a root of (7.9). Then, vector b + s is in the image of A, so it is orthogonal to the kernel of A T . Hence equation (7.12-1) holds. Because of equations (7.9-2) and (7.9-5), we can set α and β as in equations (7.10) and (7.11). Then equation (7.9-3) becomes equation (7.12-2) and equation (7.9-6) times y 2 becomes equation (7.12-3) . Equation (7.12-4) is equation (7.9-7) .
Reciprocally, let (s,ẋ, µ, α, β) be a solution of (7.12). Then we set y anḋ y as in equations (7.10) and (7.11). We also setṡ = Aẋ. Now equations (7.9-1,2,3,4,5,7) are satisfied. Equation (7.9-6) follows from the fact that s i y i = µ = 0 for all i, hence y i = 0.
Note that in the cases where w = 0, we still have: a 1 , · · · , a m−n , f ,û and w generic over Q.
Step 3: Now we look at equations (7.12-3,4) as a system of affine equations in (β,ẋ), with coefficients depending on α, and µ. Those affine equations have a solution if and only if the determinant of the corresponding augmented matrix vanishes. We can write the augmented matrix as: 
By dividing the first m − n columns by µ and then multiplying the last row by µ, we obtain a new matrix M ′ whose determinant vanishes if and only if the determinant of M vanishes: 
Its determinant is the same as the determinant of:
The parameter µ can also be replaced by s 1 (f 1 + α i a 1i ), using equation (7.12-2-1).
We should now distinguish three cases:
1. In general, for the primal/dual case, we cannot assume anything onû andŵ. Therefore, we define the eliminating polynomial h PD as:
This is a polynomial of degree 2n + 1 in the variables α, and of degree 1 in s 1 .
2. In the primal case, we assumed thatŵ = 0. Therefore, we define the eliminating polynomial as:
This is independent of µ, and has degree 2n − 2 in the variables α.
3. In the dual case, we assumed thatû = 0. Now, we define the eliminating polynomial as:
This time, the eliminating polynomial has degree 2n+1 in the variables α, and is independent of µ.
We claim that the number of isolated roots of (7.9) is no more than the number of isolated roots of
Indeed, we have seen that if (s,ẋ, µ, α, β) is a root of (7.12) then (s, α, µ) is an isolated root of (7.16). Reciprocally, if (s, α, µ) is an isolated root of (7.16) then it may correspond to a unique isolated root of (7.12), or to a subspace of solutions of non-zero dimension.
Remark 7.2. Actually, this last case would contradict our hypothesis of genericity. Therefore, with some additional work, it is possible to see that the number of isolated roots of (7.12) and (7.16) are the same.
Step 4: We will perform the following operations on the system (7.16):
(a) In the second group of equations, we subtract the equation j = 1 from the equations j = 2, · · · , m.
(b) We omit the equation for j = 1, thus eliminating µ.
(c) We introduce a homogenizing variable s 0 in the first group of equations.
(d) We introduce a homogenizing variable α 0 in the second group of equations.
(e) We also homogenize h * by introducing α 0 and s 0 . Let h * ,hom denote the homogenized eliminating polynomial.
We obtain the system:
(7.17) This system is bi-homogeneous in the groups of variables s ∈ P(C m+1 ) and α ∈ P(C m−n+1 ). Any solution (s, α, µ) of the system (7.16) corresponds to a solution of the system (7.17) by setting s 0 = 1 and α 0 = 1.
There are three classes of multi-projective solutions of the system (7.17). Let (α 0 : · · · : α m−n ; s 0 : · · · : s m ) be a multi-projective solution of (7.17) .
Roots at infinity are roots for which α 0 = 0 or s 0 = 0. We will not worry about roots at infinity here.
Spurious roots. These are the roots for which
Legitimate roots are all the other solutions.
Notice that solutions (s, α, µ) of the system (7.16) correspond always to legitimate roots of (7.17) .
We claim that any legitimate multi-projective solution of (7.17) corresponds to no more than one solution of system (7.16). Indeed, we can rescale that solution in a unique way so that s 0 = 1, α 0 = 1 and then we set
Therefore, the number of isolated roots of system (7.9) in no more than the number of legitimate bi-projective roots of the system (7.17).
Step 5: We count the number of all the bi-projective roots of the system (7.17) as follows: The zero set is in P(C m+1 ) × P(C m−n+1 ).
1. In the primal/dual case, there are m−n equations of multi-degree (1, 0), m−1 equations of multi-degree (1, 1), and one equation of multi-degree (1, 2n + 1).
2. In the primal case, since h P = µ −1 det M ′ , there are no spurious roots in general.
3. In the dual case, sinceû = 0, there will be again a (m − n + 1) × n block of zeros in M ′ (α) and hence h D (α) = 0.
Therefore, there are at least m n spurious roots in the primal/dual and dual case.
Thus, legitimate roots are no more than:
1. In the primal/dual case,
In the primal case,
In the dual case,
This proves Proposition 6.3
8 Concluding remarks.
1. We have averaged the total curvature over compact regions because each compact region has a central path. Non-compact regions may also have a central path. For a polytope P defined by the inequalities A i x ≥ b i a sufficient condition is: for any non-zero x ∈ R n , if A i x ≥ 0 for any i = 1 . . . m then c, x > 0 giving a smaller average total curvature. Beling and Verma [4] is a predecessor to our paper. They prove a similar result to our Proposition 6.3 but only for planes defined by the vaishing of one of the coordinates. Moreover, in place of our m − 1 n they have 2 m which is likely exponentially larger. They average by dividing by 2 m . But since the number of central paths is likely to be exponentially smaller than 2 m our m − 1 n seems more meaningful.
We have not averaged on the total number of possible systems of inequalities as Beling and Verma in [4] .
2. We have estimated the curvature by the number of complex roots of a system of equations including possibly roots at infinity. In fact only real and finite roots count. The number of real roots is in general much less and can in some contexts be compared with the square root of the number of complex roots, see Shub and Smale [18] , Edelman and Kostlan [8] , McLennan [11] , Rojas [16] and Malajovich and Rojas [9, 10] . Thus the total curvature at least on average may be very small indeed for large problems. We find a better understanding of the total curvature of the central path in worst and average case analysis an interesting problem.
3. There is a body of literature on the curvature of the central path, relating the curvature to the complexity of Newton type algorithms that approximate the central path and produce approximations to the solutions: see Sonnevend, Stoer and Zhao [20, 21] , Stoer and Zhao [24] , Zhao [25, 26] . These papers use a different notion of curvature, closer to 1/γ where γ is Smale's γ, see also Dedieu and Smale [7] . The integral of these quantities is infinite. This proves Lemma 6.1.
