Composite and pairwise likelihood methods have recently been increasingly used. For clustered data with varying cluster sizes, we study asymptotic relative efficiencies for various weighted pairwise likelihoods, with weight being a function of cluster size. For longitudinal data, we also study weighted pairwise likelihoods with weights that can depend on lag. Good choice of weights are needed to avoid the undesirable behavior of estimators with low efficiency. Some analytic results are obtained using the multivariate normal distribution. For clustered data, a practically good choice of weight is obtained after study of relative efficiencies for an exchangeable multivariate normal model; they are different from weights that had previously been suggested. For longitudinal data, there are advantages to only include bivariate margins of adjacent or nearly adjacent pairs in the weighted pairwise likelihood.
Introduction
Composite likelihood methods based on optimizing sums of log-likelihoods of low-dimensional margins have been considered by many authors in recent years; they are useful for multivariate models in which the likelihood of multivariate data is too time-consuming to compute. In particular, pairwise likelihood or bivariate composite likelihood methods are based on bivariate margins. An excellent review paper on composite likelihood is [21] . Other recent references include: [7, 17, 10, 14, 1, 19, 2, 26, [23] [24] [25] 22] . The term composite likelihood originates from [15] . Composite likelihood methods have been applied for multivariate probit and other models for correlated binary and ordinal response data, binary spatial data, copula and mixture models for count data, etc.
Suppose that there are n experimental units (or clusters), and d i ≥ 2 observations or repeated measurements for the ith unit. The data are vectors Y i = (Y 1i , . . . , Y id i ), i = 1, . . . , n. The index i stands for a cluster/family for clustered/familial data, and a subject for longitudinal data. Let f Y i (·; θ) be the joint density of a parametric model for the data, with parameter vector θ. Let f Y ij ,Y ik (·; θ) denote the bivariate marginal density for the (j, k) margin of the ith unit.
The pairwise or bivariate composite log-likelihood (BCL) has form L w = i j<k w i,jk log f Y ij ,Y ik (y ij , y ik ; θ), (1.1) where the w i,jk are weights. (We use the abbreviation BCL for bivariate composite log-likelihood, because the abbreviation PL is sometimes used for pairwise likelihood, pseudo-likelihood, penalized likelihood or partial likelihood.) When w i,jk ≡ 1, this is called the unweighted BCL. The estimatorθ of θ that maximizes (1.1) is called the BCL estimator. Under regularity conditions, this is the same as the (unique) solution of g = n −1 ∂L w /∂θ = 0. For the pairwise likelihood approach to work, the parameter vector θ should be identifiable from the set of bivariate margins.
Using the theory of estimating equations, the asymptotic covariance matrix of n (g) . For asymptotic relative efficiencies (AREs), we take ratios of diagonal elements of the inverse Fisher information matrix (the asymptotic variance matrix of the maximum likelihood estimate) with the corresponding diagonal elements of V.
For clustered data such that Y i has dependence structure close to exchangeable or some familial dependence pattern (with sib-sib correlation, parent-offspring, degree 2 relation etc.), we consider weights w i,jk = w i that are functions of the cluster size d i and independent of the members of the cluster. If all clusters have the same size, then the discussion of w i is not needed; in this case, one can take w i = 1 without loss of generality. For longitudinal data, the weights w i,jk in general could depend on the time lag |k − j|.
In this paper, we study the weighting of BCLs for better ARE in various situations. A weighted pairwise log-likelihood can be the log-likelihood in some situations, retaining the full efficiency. However, sometimes the ARE can be poor; we indicate situations when it happens. Three special cases are given below for which (1.1) is the actual log-likelihood for appropriate choices of weights. where α consists of elements of θ parametrizing univariate parameters. If the univariate parameters are assumed known, and only dependence parameters are estimated, then maximizing (1.2) is the same as maximizing (1.1) with w i,jk = 1 if k = j + 1 and 0 otherwise. Cases 1 and 2 mean that the optimal weights should depend on where is the information within clusters; the strength and nature of dependence contribute to the information. This will be shown with some examples in Section 2. Some comparisons of variations of the BCL for case 3 are given in Section 3.
For clustered data, Le Cessie and Van Houwelingen [11] and Zhao and Joe [26] used the boundary case of independence to suggest that clusters be inversely weighted by a factor (d i −1). With constant weights over varying cluster sizes, observations in the large clusters are given more weight than those in the small clusters, whereas they should be treated equally under independence. Kuk and Nott [10] agreed with the use of the weighted pairwise likelihood, with factor 1/(d i − 1), for inference for univariate regression parameters, but suggest the unweighted pairwise likelihood for inference about association parameters. Geys et al. [4] have the same conclusion based upon arguments using estimating equations. Renard et al. [19] generally supported this conclusion, but numerically found that no method is uniformly better than the other. We study several weights for BCL estimators and found that different weights are better for different parameters. Also, the recommended w i = 1/(d i − 1) could give very low efficiency in estimating the mean parameter in highly unbalanced one-way random-effect models. Weights that are midway between the weights corresponding to independence and perfect dependence can be recommended for a generally good performance over a range of dependence. Details are given in Section 2.
In Section 3, we study several weighting schemes for AR(1) models with weights depending on lag. There can be differences in behavior of the ARE compared with random effect models. In the estimation of the location parameters in autogressive AR(1) models for longitudinal data; the ARE of the BCL estimator of some parameters could tend to one as d increases. For clustered data, typically the ARE decreases as the cluster size increases.
In non-normal models it is hard to find appropriate weights because explicit forms of AREs are rarely available, so that our approach is to study the weights of normal models analytically and then apply them to similar non-normal models, such as multivariate probit models or probit auto-regressive models. The ARE analyses for normal models are useful to understand those for similar probit models.
Clustered data
With clustered data, we use w i,jk = w i in (1.1) with weight w i being a function of the cluster size d i . We assume d i ≥ 2 for all i. For illustration of the theory, we use models that assume exchangeability within clusters. The simplest choice is the exchangeable multivariate normal (or random effect) model -this was used by Cox and Reid [1] for the case of clusters of constant size d i = d, so that they considered the unweighted BCL with w i,jk = 1.
For the exchangeable d-variate normal distribution, the mean vector and covariance matrix are respectively 
With covariates, and with more general familial correlations, this is a model used in [26] , and is an example of a model for which maximum likelihood estimation is too time consuming for large cluster/family sizes.
Because of the common cluster size d i = d we study the unweighted BCL estimates µ u and ρ u . Numerical calculations of
AREs are based on functions in the R package mprobit (http://www.r-project.org). Table 1 shows that the ARE decreasing as dimension d increases when the cluster size is fixed. The ARE is worse for larger values of ρ and Table 1 uses ρ = 0.9 with µ = −0.84 = Φ −1 (0.2), where Φ is the standard normal cumulative distribution function. Not surprisingly there is more loss of efficiency in higher dimensions if inference is just based on bivariate margins. However, the decrease is slow as the dimension increases. In [16] , the same pattern was seen for an item response model with the number of parameters equal to twice the dimension. For cluster sizes commonly seen in data, the efficiency is good.
One-way random-effect model with varying cluster sizes
We investigate the performance of the BCL estimate for models with varying cluster sizes. For this purpose we study the unbalanced one-way random-effect model or (2.1) with could also be as bad in achieving a low ARE in part of the parameter space. When all three parameters are estimated, the discussion of efficiency loss for weighted BCL is only relevant when the cluster size is not constant. When d i = d for all n, it can be shown that the BCL estimate is exactly the same as the maximum likelihood estimator (MLE): µ = (nd)
With fixed cluster size and η 2 assumed known, the BCL estimator of ρ is not the same as the MLE; [1] have results on the ARE of the BCL estimator of ρ in this case.
Using results about the exchangeable multivariate normal distribution (given in Appendix A.1), the negative log-likelihood is: 2) and the negative weighted BCL is
3)
The latter Eq. (2.3) uses the identity (1 − ρ 2 )
To see the patterns in weights w i that are ''practically good'', we do some analysis with one parameter from µ, η 2 , ρ to be estimated assuming the others are known. We start with the case of estimating µ with ρ known. This analysis will suggest a good compromise choice of w i for general use. Varying cluster size; estimation of µ with ρ known From solving ∂L 1 /∂µ = 0, the BCL estimator is 
and this is not the sample mean unless d i is constant. If ρ is unknown, then the MLE of µ involves an estimated ρ.
From comparing (2.5) with (2.4), the optimal weight w i depends on the cluster size d i and the correlation ρ. For the BCL, if ρ were known, the optimal w i is
Below we consider some weights that do not depend on ρ:
in (2.6));
The ideas here, as mentioned in Section 1, are that (i)
−1 is the weight such that the BCL is a log-likelihood for the case of independence; (ii)
−1 is the correct weight to use in the case of perfect dependence since in this case the information for any pair is the same. 
The variance of is
These are finite sample variances.
That is, the unweighted BCL estimator of µ with varying cluster size is dominated based on variance. Otherwise V b , V c , V d are never uniformly dominant over all 0 ≤ ρ < 1 and choices of {d i }. 
Some properties, partly based on numerical results, are the following. The above discussion shows that the use of weights
For weights
−1 for the BCL can lead to inefficient estimators when there is one large cluster. Note that the best choice of weights as a function of cluster size depends on the amount of dependence. In the subsequent analysis below, we show that the optimal weight is not the same for each parameter (in a multi-parameter family).
Varying cluster size; estimation of ρ with µ, η 2 known.
Let y ij be the jth observation in the ith cluster, and z ij = (y ij − µ)/η, and let z i = (z i1 , . . . , z id i ) . The negative BCL (2.3) in ρ can be written as:
where
Let ρ w be the solution to ∂L 1 /∂ρ = 0. Also, let
The asymptotic variance (as n → ∞) of the BCL estimator ρ w is n
where D, M are given in (A.1) and (A.2) respectively. With some algebra,
From the Cauchy-Schwarz inequality, V is minimized when w i ∝ u
i . For ρ = 0, 0.5, 1, the optimal weight is:
(2.10)
These are different in form than those for the estimation of µ. The first case shows that unweighted BCL is best for weak dependence. For the two cases in (2.10) for moderate to strong dependence, the inverse weight is close to linear for small d i (the coefficient 0.0625 of quadratic term is small), that is, as can be seen in a plot, both are close to the previously considered
Varying cluster size, estimation of η 2 with ρ, µ known. 
This is different from the negative log-likelihood (applying algebra to (2.2)):
, 
Unlike the estimation of µ with ρ known, in general no choice of weights will make the BCL estimate the same as the MLE. Using results on moments of quadratic forms which are summarized in Appendix A.2, the variance of η 2 w is
The optimal choice of w i is proportional to t −1 i . Special cases are:
In the middle case of moderate dependence, based on a plot, the inverse weight for small d i is close to
which was considered earlier in (2.6). The other two case of inverse linear and quadratic weights occurred above.
The exchangeable multivariate normal model is simple enough to allow some analytic comparisons of weighted BCL to maximum likelihood. The various cases of estimating one parameter with others assumed known, suggest weights that are constant, or roughly inversely proportional to d i or d 2 i . In Table 2 , these different weights are compared when all three parameters µ, η 2 , ρ are estimated simultaneously. Table 2 shows the patterns of the AREs with a few choices of ρ and distributions of cluster sizes; the discussion of this table is given jointly with that for Table 3 . An outline of details behind the calculation of the Fisher information matrix and V is given in Appendix A.4. 
Exchangeable probit model with varying cluster sizes
Multivariate probit models are more representative of where BCL is really needed in practice, and in this subsection, we report on some ARE analysis for weighted BCL for the exchangeable probit model with varying cluster sizes. Similar patterns obtain in comparison with the preceding subsection.
In Table 3 , we summarize some AREs of the BCL estimates of the two parameters for four sets of weights, considered in the preceding subsection, with different distributions of cluster sizes. The three settings for ρ represent weak correlation, moderate correlation and strong correlation. The patterns are similar for different µ.
From Table 2 (for normal) and 3 (for probit), conclusions are the following.
1. The AREs of the BCL estimates decrease with larger cluster sizes and more variability in cluster sizes.
2. Constant weights (over cluster size) are not good, particularly for the parameter µ, but with these weights, the efficiency is not always worse than the weights in (b) for the dependence parameter; see (2.10).
3. The best choice of weight depends on the parameter and the strength of dependence. 
In the two examples (exchangeable normal and exchangeable binary probit), the conclusions are similar. In Section 1, we have a simple explanation of why w i = 1/(d i − 1) is natural for independence (and hence weak dependence) and
is natural for perfect dependence (and hence strong dependence). The intermediate choice of
does quite well over a range of moderate to strong dependence.
Longitudinal data
In this section, we do some analytic and numerical comparisons of AREs for constant length d for longitudinal series for n subjects. For multivariate normal, we assume the AR(1) covariance structure, and for binary probit, we assume the latent AR(1) correlation matrix. We do a comparison of ARE of BCL based on all pairs of bivariate margins, versus BCL based on the (d − 1) bivariate margins with pairs of adjacent indices (j, j + 1), j = 1, . . . , d − 1. The latter is motivated on (1.2) and should be reasonable for models that are nearly Markovian; it is used in [25] and called a first-order pairwise likelihood. We could also consider the general weighting in (1.1) of the form w i,jk = w |j−k| (weight depending on lag).
For non-constant lengths d i , the discussion of weighting in Section 2 can give some insight, since the case of independence and perfect dependence can still be considered as boundary cases. If all bivariate pairs are used, then the discussion in Section 2 applies exactly. If only bivariate margins for adjacent pairs are used, then (a) for independent observations, the BCL is close to the log-likelihood with no weighting by cluster size (since the first and d i th univariate margin would be counted once and the other univariate margins counted twice); (b) for perfect dependence, the BCL becomes the log-likelihood with a weight proportional to (d i − 1) −1 (since each of the d i − 1 pairs provide the same information). A compromise is to use inverse weights by cluster size that are midway between the two boundary cases.
AR(1) normal model
In order to see some patterns, we study the AR(1) model 
For estimation of ρ with µ, η 2 known: because B 2 − B 0 does not depend on ρ, the BCL estimate of ρ (based on B 2 ) and the MLE of ρ are the same, and hence the BCL estimates of ρ with B 1 and B 3 are less efficient than that based on B 2 .
The variance of (3.5), with ρ assumed known, is
Using results in Appendix A.2 for moments of a quadratic form, the variance of (3.6), with µ, ρ known, is In Table 4 , a constant cluster size is being assumed, and unlike the exchangeable multivariate normal, the AREs are not 1 when all three parameters µ, η 2 , ρ are simultaneously estimated. For η 2 , the AREs of η 2 m are larger when µ, ρ 2 are estimated (than when µ, ρ are assumed known) and are best for η 2 3 . For ρ, the AREs are best for ρ 3 , and the AREs for ρ 1 (all bivariate margins) can be low in cases of strong dependence. Overall, it is better to use all adjacent bivariate margins (plus (1, d) margin for small d) than to use all bivariate margins.
AR(1) probit model
In this subsection, we study the AR(1) binary probit model with two parameters; there are similar patterns of AREs to Table 4 . The AR(1) probit model can be used for longitudinal binary data; it is a model where composite likelihood methods are useful in practice to reduce the amount of computations (numerical integrals). Varin and Czado [22] use the more general autoregressive ordinal probit model.
The simplest AR(1) probit model without covariates has two parameters: the latent mean parameter µ and the latent correlation parameter ρ. For dimension d, the stochastic representation is:
where R(ρ) = (ρ |j−k| ) 1≤j,k≤d , −1 < ρ < 1. With observed data (y i1 , . . . , y id ) , i = 1, . . . , n, we consider a weighted BCL of the form:
where the weight of the (j, k) bivariate margin depends on the lag = k − j, and
st (s, t = 0, 1) are the counts for the (j, k) bivariate margin.
Intuitively, we want to mainly use bivariate margins with lag 1 in order to reduce the amount of computation for larger d. The AR(1) probit model is not Markov (only the latent process is Markov). To match the notation in the preceding subsection, 
As a preliminary analysis on the choice of weights, for small values of d, we did a regression analysis of log Pr(
with 'data' collected from inputs with different (y 1 , . . . , y d , µ, ρ). These probabilities are rectangle probabilities and can be computed with the methods of Genz [3] or Joe [9] (e.g., R packages mvtnorm or mprobit). For d = 3, 4, 5, 6, the pattern is as follows: (i) the largest regression coefficients were for the adjacent pairs log Pr(
(ii) the second largest coefficients were for the adjacent pairs log Pr(
The regression R log of univariate marginal probabilities log Pr(Y j = y j ) were included, the additional regression coefficients were close to zero.
In the actual computations of AREs of BCL estimators, it turned out that the choice of w 1 = w d−1 = 1 with other w = 0 (corresponding to L 3 ) is good. Table 5 has some representative results to show how the ARE behaves over different weight vectors (w 1 , . . . , w d−1 ) and different d. The pattern is similar for different choices of (µ, ρ), so mainly one pair is used in Table 5 to make it easier to see patterns as d increases. The computations of Godambe matrices and AREs were done via the equations in Appendix A.6; the derivatives of the probabilities were computed using the methods in the R package mprobit.
The best choice of weight depends on whether the parameter µ or ρ is of primary interest. Similar to the multivariate normal AR(1) model, there are choices of the weights w that do well without the need for all pairs.
1. For estimating ρ, the ARE can be better by decreasing w l for > 1. 2. For estimating µ, the ARE can be quite a bit worse when only adjacent bivariate margins are used compared with using all bivariate margins. In this case of w 1 = 1 and w = 0 for > 1, the ARE of ρ is generally well over 0.9, but that for µ sometimes goes down to around 0.88. The conclusions are similar for multivariate binary and normal. Unlike the case of clustered data in Section 2, the ARE of the BCL estimator with adjacent bivariate margins does not necessarily decrease as d increases.
Stochastic volatility model
The analyses in the preceding subsections are intended to provide some guidelines to the performance of weighted BCL for some stochastic volatility models for financial time series [6] . For a single time series with a latent AR(1) process, consider the AR(1) stochastic volatility model: (3.10) with −1 < ρ < 1, where t are independent N(0, 1) random variables, and V t are independent N(0, σ 2 V ) random variables, { t } and {V t } are mutually independent, and α is a constant. The parameters ξ = α/(1 − ρ) and ω = σ V / 1 − ρ 2 are the stationary mean and standard deviation of {log σ 2 t }. Given observations y 1 , . . . , y n , the joint density is
where f σ 1 ,...,σ n involves a density for the AR(1) process {log σ 2 t }. The dimension of the integrand increases with n.
Bivariate marginal densities can easily be computed via Gauss-Hermite quadrature, so that weighted BCL is feasible. The asymptotic theory for BCL in this case is quite different from that for clustered data, as some ergodicity results are needed. Various estimation approaches have been proposed since the quasi-maximum likelihood method in [6] , with the best being the simulated maximum likelihood method proposed in [20] ; see this latter paper for a comparison of various methods. The model (3.10) is an alternative to ARCH/GARCH models for financial time series, when there are significant autocorrelations in {|y t |} or {y 2 t }. For financial time series data, the estimated ρ for (3.10) often exceeds 0.9.
For our Monte Carlo simulations, comparing various weighted BCL estimators with the simulated MLE (see http://www.doornik.com for implementation in Ox); we find patterns similar to those reported in Section 3.1. In particular, the ARE for the parameters ρ and α become small as ρ increases towards 1. The ARE of the parameters ξ is quite good, as it is related to the mean of {log y 2 t }. The efficiency of BCL with w 1 = 1 and w = 0 for ≥ 2 is close to 1 for ρ < 0.8, but for ρ > 0.8 the efficiency of BCL is worse but improves with more lags such as using w 2 = 1 and w 3 = 1. The poor behavior of BCL is mainly due to heavy left-skewness of sampling distribution of ρ when the true ρ increases towards 1, and adding more lags lessens the left-skewness. Details of the theory and simulations will appear in a separate article. However Table 6 has some BCL estimates for some recent financial stock return data to show the patterns we observed in simulations.
Discussion
We have shown how different weightings can be considered for BCL for (i) clustered data with varying cluster sizes and (ii) longitudinal data modeled with a (latent) autoregressive process. Through a combination of analytical and numerical examples, we study a number of factors that can affect the ARE, and suggest as a practically good choice the use of weight 
−1 and large variability of cluster sizes (e.g., some clusters of size 2 and other large clusters); (iii) strong dependence with large cluster size (as in Table 4 in Section 3.1); (iv) parameters not identifiable from bivariate margins. For (iv), one should consider composite likelihood based on trivariate or high-dimensional marginal likelihoods in order that parameters are identified. Where unweighted BCL does poorly in efficiency, we found that in some cases that unweighted trivariate composite log-likelihood also does poorly.
Topics for future research include the study of optimal weights when weights are functions of parameters, used in the efficient method of moments [5, 8] , and the use of weighting functions that need not be the same for all parameters. For the latter, a system of nonlinear equations would be required so it is a little more difficult to implement compared with optimizing a weighted BCL.
Some of our results, such as in Section 3.1, on weighted BCL are a bit unexpected. For more complicated models where comparisons with maximum likelihood are not possible, and where weighting of bivariate margins is relevant, we recommend that comparisons of different versions of weighted BCL be made via Godambe information matrices and/or Monte Carlo simulations.
Composite likelihood methods could also be applied to generalized linear mixed models for the clustered data, but for this class of models, the Laplace approximation or h-likelihood methods might be feasible (see [12, 13] 
A.2. Results on moments of quadratic forms
We list some background results on moments of quadratic forms in normal random variables; see [18] . Let Z ∼ N(0, Σ) and A, B, C be square matrices with the dimension of Σ.
A. 3 . Some calculations for the case of estimating ρ with µ, η 2 known in exchangeable multivariate normal model
2 ∂L 1 /∂ρ be the estimating equation for ρ, where ∂L 1 /∂ρ is the derivative of (2.9). Then
For the Godambe information, we need D = E [−∂g/∂ρ] and M = nVar (g). Straightforward calculations lead to
With R i = (1 − ρ)I d i + ρJ d i and using the identities in Appendix A.2, let
where, with the help of symbolic manipulation software,
A.4. Derivatives and Godambe matrix for general form of weighted BCL for multivariate normal models
A general form that covers various weighted BCL for exchangeable and AR(1) normal models, for a fixed dimension d, is:
where λ(ρ) are terms with the log determinant, c = c(d), and K(ρ) is a d × d matrix. The first order partial derivatives are: Element
R(ρ)
∂K(ρ) ∂ρ
For a fixed cluster size, the inverse Godambe matrix for the BCL estimate is V = D .
A.5. Relative efficiency analysis of weighted BCL for AR(1) normal model
When just µ or η 2 is estimated assuming other parameters are known, some analytic results can be obtained. For relative efficiency comparisons, we substitute in closed forms for the matrix expressions in (3.7) and (3.8) if possible. The details are a bit tedious so mainly we show the final expressions which have been checked numerically for correctness. (ii) µ 2 :
From (i), the relative efficiency function is
. 
