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Abstract
Advancements in autonomous robotics research have reached a stage where mobile
robots are being deployed in social environments such as offices, malls, and households.
Mobile robots deployed in such crowded environments often need to interact with
objects to perform a task or to navigate through the environment to reach their
destination. It is imperative that the robot has knowledge about the semantics and
the complete geometry of the object it needs to interact with, because interaction
with incomplete information can cause safety risks to the object or the surroundings.
The goal of this thesis was to develop a method that generates semantic maps with
complete geometric information of objects in the environment using color and depth
sensors. To this end, a pipeline was implemented to construct a mesh representation
of the environment with partial object representations in the mesh replaced with
similar synthetic models. The pipeline also explores the viability of a deep learning
based approach to complete the missing regions in the object representations. Tests
were conducted to evaluate the pipeline on an office environment simulated in Gazebo
and on a real environment using a Care-O-bot robot. The pipeline performs well when
the pace of the robot navigating the environment is low. The comparison between
the deep learning based approach and the synthetic model matching approach favors
the latter for better quality output. Furthermore, the analysis of results indicated
that the 2D image segmentation method used limits the performance of the pipeline
as a whole. Future directions to expand the work can include expansion of the
database to accommodate multiple object classes, using an alternate method for
image segmentation, and exploring the possibility of applying the output generated
by the pipeline for ’Interactive Navigation’ research.
Keywords geometric reconstruction, semantic reconstruction, object segmentation,
computer vision , deep learning , point clouds , mesh
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1 Introduction
Early applications of robots were limited to assist or replace humans in performing
repetitive and dangerous tasks. These traditional robots were mostly stationary and
confined to industrial applications such as welding, assembly, picking, packaging. In
1948, William Grey Walter introduced his two prototype Autonomous Mobile Robots
(AMR), Elmer and Elsie, for research purposes in the field of neurophysiology. They
were equipped with a light sensor and a bump sensor with a vacuum tube to simulate
connected neurons. The subsequent versions of the robots included additional sensors,
enabling them to learn about the surroundings through navigation and to find the
charging station autonomously through exploration [1]. The demonstration of their
capabilities attracted the scientific community towards this field to come up with ways
to use robots in more complex task settings and environments. Parallel advancements
in Artificial Intelligence and Machine Learning helped researchers to develop more
sophisticated robotic systems. In these modern times, mobile robots are being
deployed everywhere from households to space stations for various applications.
However, growing complexity in robotic systems poses various technical challenges
as well as social implications to address.
A key challenge with AMR is navigation within indoor environments. In a
traditional sense, it is solving the problem of autonomously moving the robot from
one location to another. A navigation system requires an abstract understanding of
the environment to plan its path through the environment. Based on the level of
abstraction of the environment representation, navigation systems can be classified
into three main domains: topological, geometric, and semantic [2].
In the topological approach, the environment representation is characterized
by edges and nodes where aspects of the environment like rooms or corridors are
considered nodes, and the relations between them are marked as edges. Such repre-
sentations are compact as only distinctive places are encoded and computationally
less demanding as precise localization is not required compared to metric maps [3].
The geometric approach is a well known and classical approach where the envi-
ronment is represented in the form of metric maps like Occupancy grid maps, which
encode free space and occupied space in a metric form. Simultaneous Localization
and Mapping (SLAM) algorithms are commonly used methods to generate such
metric representation [4]. In 3D, sensors like RGBD cameras are used to fuse the
incoming 3D geometric information to build coherent maps that visually look similar
to the actual environment.
The semantic approach is a fairly new and trending field of research where
the environment model also carries the interpretation of the underlying geometric
data. This allows providing robots cognitive architectures that can have behavioural
mechanisms based on human psychology. The addition of semantic knowledge allows
the robot to perceive the environment similar to humans aiding the navigation
to be more robust, and efficient. Also, it enables the robot to achieve complex
manipulation tasks and facilitates human-robot interactions. In 3D, current semantic
mapping techniques combine deep learning based image segmentation solutions with




In classical robot navigation, the robot finds a collision-free path avoiding all the
obstacles to reach its destination. This interpretation works well in domains such as
factories, warehouses, and outdoor scenarios. However, the low manufacturing costs
of robots have aided their wide deployment in unstructured and complex environments
such as offices, households, and shopping malls. With a solution based on the classical
approach, when encountered with an unregistered obstacle the robot either comes to
a halt to replan its trajectory or takes extreme evasive actions to avoid a possible
collision. Such situations are frequent in a cluttered environment like an office or a
household where there can arise situations when every path of the robot is expected
to be obstructed by human interference or there is significant uncertainty in human
trajectory estimations. This is called the freezing problem [5]. Such behaviour poses
safety risks or inefficient usage of the robot. To solve the freezing problem, the robot
has to turn to movable obstacles such as tables and chairs to interact with them to
create a navigable path towards its destination. The research field that deals with
robot navigation in congested spaces with the aid of manipulating movable obstacles
is known as Interactive Navigation.
In order to interact with any object in the surrounding the robot needs to know
the semantics of the object, geometry, and the pose which the classical methods fail
to provide. Even though a 3D semantic map provides the necessary information,
it is quite far from being perfect. A major drawback of existing semantic mapping
methods is that the underlying geometry may be incomplete as it depends on factors
such as occlusions, environmental limitations while perceiving the scene during the
mapping process. A robot interacting with an object without knowing its complete
extent can pose safety risks either to the object or the surroundings. This thesis
addresses the problem of how to form a complete representation of objects from the
map generated with existing methods.
1.2 Objective
Manually programming the robot to interact with different kinds of objects is imprac-
tical. A logical approach is to employ some learning strategies that enable the robot
to learn and adapt through interaction with different kinds of objects. However,
such an approach to apply on real robots will be expensive and interaction with the
environment poses safety risks. Also, the capability of the current robots to learn
from the actual environment is quite limited. Hence a sensible solution is to apply
and test the learning strategies in a simulated environment with a physics engine.
However, to our knowledge the availability of such a simulation environment with
textures close to the real-world, and with interactable objects is limited to iGibson
[6]. iGibson is a recently published work that has a similar objective to ours but
is different in approach. This work validates our assumption of the necessity of
providing better simulation environments with interactable objects for Interactive
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Navigation research.
The objective is to generate a map of the environment that holds the complete
information of objects which is required by a robot to safely interact with it. The
generated map can be then used in a simulation platform like Gazebo to train the
robot to interact with the objects in the map.
The main question to address to realize the objective is how to determine the
complete geometry of an object when its partial geometry is known. There exist
methods within Computer Vision (CV) research, that are deep learning based methods
that attempt to complete the geometry of partially seen objects. However, the use
of these methods in robotics is yet to be fully explored. The black-box nature of
deep learning methods makes the output provided by the network unpredictable
which is not desired when it comes to its application in robotics for purposes such
as navigation or manipulation. A more deterministic approach would be to replace
the partial objects altogether with a similar synthetic model from a known database.
Since a deterministic approach always provides a completely noiseless match to the
partial object, developing such a method was the primary focus for this thesis. The
thesis also evaluates and compares the performance of a learning based approach for
shape completion against our proposed approach.
1.3 Overview of the solution
The end result of this thesis is a pipeline that generates a semantic-geometric
representation of an environment with a complete representation of objects obtained
by replacing the partial objects with the corresponding match from the known
database. Figure 1 depicts a high-level overview of the pipeline. The idea is to
perform geometric mapping and semantic mapping of the same environment one
after the other, use semantically annotated 3D geometry of objects to find a match
from a known database of synthetic models, remove the objects from the geometric
map and replace them with the corresponding synthetic model matching the pose of
the actual object.
Figure 1: Overview of the pipeline.
An RGBD camera mounted on a robot acts as the input source of the pipeline.
The robot navigates through the environment capturing and transmitting live RGB
and depth images to the reconstruction modules. The geometric and semantic
reconstruction modules produce a 3D geometric reconstruction and a corresponding
semantically annotated geometric reconstruction of the scene respectively. The
geometric reconstruction may have a lot of missing information especially with
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regards to the extent of the objects which may have occurred due to occlusions, the
inability of the robot to capture a complete view of the object, or other environmental
limitations. The subsequent stages in the pipeline are intended to mitigate the extent
of the missing information of objects in the current reconstruction. In the further
stages, the reconstructed semantic scene is broken down and separated into clusters,
each cluster representing an object. In the final stage, the complete representation
of each object is determined. The object representations in the geometric scene
are removed and their completed versions are inserted back into the scene with the
original pose of the removed objects.
To summarize, the contributions of this thesis are as follows:
• A pipeline designed and implemented to generate a 3D mesh representation of
an environment that contains synthetic models that are similar to the actual
objects in the real environment.
• The implementation and evaluation of a novel method to compare and match
partial observations of 3D object instances against a database of synthetic
models and to replace the partial 3D mesh with the matched model in the
reconstructed 3D mesh of the environment.
• The evaluation and comparison of a learning-based approach to complete partial
observations of 3D object instances against our proposed method.
1.4 Structure of the thesis
The rest of the thesis is organized as follows:
Chapter 2 provides the background information and the current scientific re-
search on the modules that constitute the pipeline. Chapter 3 describes the design
choices and the implementation details that went into developing each module in the
pipeline. Chapter 4 presents detailed analysis and conclusions on different parts of
the implemented pipeline based on the experiments conducted in a simulated as well
as a real environment. Finally, Chapter 5 provides a summary of all the findings and
proposes future work for improving the pipeline, and to explore possible applications
of the output of the pipeline.
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2 Background and related work
This chapter presents the background used to develop the pipeline and introduces
related work published by other researchers. In Section 2.1, different ways of repre-
senting 3D objects are compared. Section 2.2 introduces research in the area of 2D
pixel-level semantic segmentation. Section 2.3 explains different methods for scene
reconstruction in 3D. Section 2.4 describes object completion methods from partial
observations in 3D.
2.1 Representing objects in 3D
Raw 3D data gathered from sensors such as RGBD cameras, and Laser scanners
come in different forms that vary in both structure and properties. Depending on the
purpose, the raw data can be processed and stored as different types of representation.
The most popular and widely used representations and their benefits are discussed
briefly in Table 1.
2.2 Instance-aware semantic segmentation methods
Figure 2: Approches for object recogniton. [8]
Object detection has been a key area of research in computer vision for decades.
The goal of object detection is to locate instances of objects from known categories
in an image and return their spatial location and extent in a particular form like
a bounding box. Since their emergence, deep learning techniques, especially Deep
Convolutional Neural Network (DCNN), have become an inherent part of all state of
the art methods for this task because of their ability to learn complex, subtle, and
abstract features directly from raw images. Semantic segmentation is a parallel area
of research where the objective is to assign a label to each pixel according to the
respective object class. However, this approach does not distinguish between different
instances of the same object class. Hence, instance-aware semantic segmentation
can be considered to be a unified task of solving the problem of object detection
along with semantic segmentation. Figure 2 gives a comprehensive idea of different
approaches for object recognition.
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Table 1: Comparison of different 3D data representations. [7]
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The detection frameworks employed to perform any of the above tasks can be
broadly classified into region-based (two-stage) and single-stage frameworks [9].
2.2.1 Two-stage frameworks
In a region-based (Two-stage) framework, first, category-independent region proposals
are generated and then classified into respective object classes. Though the detection
quality is high, the computational burden and low output frame rate are serious
drawbacks of these types of frameworks. Mask R-CNN [10] based on Faster R-CNN
[11] follows a top-down approach where box prediction followed by segmentation is
performed. It is an efficient method that generates high-quality segmentation masks
along with box regression and object classification running at 5 fps. The improved
performance is achieved with the addition of a parallel branch to the Feature Pyramid
Network (FPN) based architecture of Faster R-CNN. The parallel branch consists of
Fully Connected Network (FCN) layers that predict binary masks from each of the
Region of Interest (RoI) proposals which increase the accuracy of segmentation masks
without the significant computational overhead. Another advantage of this approach
is that it is easily extensible for human pose estimation. An alternate approach that
has comparable performance to Mask R-CNN which is also based on Faster R-CNN
is MaskLab [12] which does foreground and background segmentation inside each box
prediction by a combination of direction prediction and semantic segmentation. The
semantic segmentation model assists in background removal, and direction prediction
which is an estimation of each pixel’s direction towards its respective center assists
in separating instances of the same object class. Some of the more recent approaches
like PANet [13] , MegDet [14] , Hybrid Task Cascade (HTC) [15] which performed
well in various detection challenges are built on top of the Mask R-CNN but brings
only minor improvements in terms of accuracy and computational efficiency.
2.2.2 Single-stage frameworks
Single-stage frameworks consist of a single feed-forward network without region
proposal which can be optimized end-to-end. The purpose of single-stage frameworks
is to accelerate the generation of results; they achieve it by eliminating the second
stage and compensate for lower performance in other ways. YOLO [16] and SSD [17]
are prime examples for such methods. However, the same approach is difficult to
apply on instance segmentation because all the high performing two-stage methods
use the features inside bounding box regions as an input to the mask predictor,
which is a sequential process. Parallelizing these steps for one stage segmentation is
challenging. YOLACT [18] tries to address this issue by adding a parallel module
that produces instance masks as a linear combination of prototype masks and their
coefficients. It runs real-time achieving 33.5 fps but falls behind two-stage methods
in terms of accuracy. As an alternate approach that takes on a new perspective,
TensorMask [19] uses sliding window technique that generates predictions of bounding
box with the aid of dense and regularly spaced grids. The key idea proposed in this
method is the use of a 4D tensor representation of masks over a spatial domain,
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where the tensor dimensions consist of object position and relative mask position.
This method shows results comparable to that of Mask R-CNN [19].
2.3 3D Scene reconstruction methods
3D reconstruction of a scene has a wide variety of applications in the fields such as
Augmented reality (AR), Virtual Reality (VR), medical imaging, and robotics. The
availability of cheap RGBD cameras like Kinect has resulted in profound advances
in developing 3D reconstruction methods. The RGBD data from the sensor is sparse
and incomplete, hence multiple RGBD images need to be globally registered and the
aligned images have to be fused into a volumetric or pointset representation. Trun-
cated Signed Distance Function (TSDF) is a volumetric concept of representing 3D
surfaces where each voxel in the 3D grid is mapped to the nearest surface. KinectFu-
sion [20] is a well-known method that popularised TSDF based reconstruction which
is capable of real-time reconstruction of small environments. The main drawback of
pointset representation is that it is not possible to model the empty and occupied
space. Hence most of the methods which are developed for applications like robot
navigation rely on volumetric representation. Based on the purpose of reconstruction
the methods can be classified as either Geometric or Semantic [21].
2.3.1 Geometric reconstruction methods
The main drawback of KinectFusion is the use of a fixed-size voxel grid which requires
the map size to be known and a large amount of memory. Multiple extensions have
been proposed to address these shortcomings. Whelan et al. [22] proposed a dynamic
fixed-size TSDF volume and converting the regions not under consideration into the
triangular mesh. Steinbrucker et al. [23] use octree representation to dynamically
allocate the volume only around the observed region to save memory and computation
time. The algorithm is capable of running geometric fusion at real-time on a CPU
approximately at 45 Hz but the incremental mesh update happens only at a frequency
of 1 Hz. Nießner et al. [24] propose a spatial hashing scheme to compress space
while allowing real-time access and updates of underlying surface data. This spatial
hashing was faster than the hierarchical grid data structure used in other methods.
However, it relies heavily on GPUs for real-time performance. Voxblox [25] focuses
on improving memory efficiency and real-time performance on the CPU. The method
builds incremental Euclidean Signed Distance Fields (ESDF) from TSDFs using the
spatial hashing technique employed in Nießner et al..
2.3.2 Semantic reconstruction methods
Robots get to act better when they also have the semantic information in the environ-
ment along with the geometry. Advancement in object detection and segmentation
through deep learning techniques has pushed researchers to find ways to integrate
semantics into the mapping methods. Now, there exist a plethora of methods which
combine deep learning based object detection with 3D mapping methods to generate
information-rich maps which the robot might require to perform complex tasks.
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SemanticFusion [26] combines ElasticFusion [27] which is a real-time SLAM system
and a CNN for object detection with a bayesian update scheme for semantic label
integration. An average frame-rate of 25.3 Hz is reported with the aid of a GPU.
Voxblox++ [28] is an extension of voxblox framework which performs geometric
reconstruction. Semantic labels are generated by combining geometric segmentation
of depth information through the difference of surface normal calculation and instance
segmentation with Mask R-CNN. A data association strategy keeps track of labels
to ensure global consistency. It operates at a frame rate of 1 Hz. Kimera-Semantics
[29] is another approach that uses Voxblox framework with flexibility for choice of 2D
instance segmentation algorithm. It runs at 10 Hz and shows accurate reconstruction
when compared against Ground Truth (GT).
2.4 3D Object shape completion methods
A robot often encounters tasks that require interaction with objects, hence the robot
must have both semantic and geometric information about the object that it needs
to interact with. The information sources are common 3D sensors such as RGBD
cameras, laser scanners, or multiview stereo systems. These sensor inputs tend to
have incomplete information about the measurement area because of occlusions,
sensor noise, or other environmental limitations. Robots interacting with objects
without knowing their complete extent can pose safety risks to themselves, to a
human, or the object itself. So it is imperative to provide complete information about
the extent of the object for any robotic task involving its manipulation. The missing
geometric information can be inferred by applying shape completion methods on
3D partial scans or by replacing the noisy and incomplete geometry with matching
synthetic models.
2.4.1 Prediction methods
Early attempts in shape completions focused on filling small missing regions where
the majority of the geometry is known. Surface reconstruction methods proposed
by [30]–[32] attempt to fit geometric primitives through convex interpolation or by
solving the Poisson equation to obtain a smooth surface to approximate the missing
region. Alternatively, the works of [33], [34] propose reconstruction from oriented
point clouds by interpreting them into a Poisson formulation to locally optimize for
missing surfaces. The presence of symmetry and repeated geometric structures within
an object is also a subject of research to formulate methods for reconstructing objects
exploiting this information. Works like [35]–[37] try to extract symmetry information
such as spherical, planar, or euclidean symmetry to reconstruct the missing part of
3D partial scan whereas, Pauly et al. [38] study the repeating occurrences of regular
structures in an object and copy those to the unobserved regions to complete the
extent of the object. All of the approaches above heavily rely on the percentage of
the unobserved regions and the quality of the partial scans.
Recent methods mostly rely on deep learning techniques to predict the scan com-
pletion. The network architecture choice depends on the type of data representation
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at hand. Popular representations include voxels, mesh, and point cloud.
Voxel-based
CNN-based architectures depend on convolution operation for feature learning which
requires a structured grid and hence most of the methods use a voxelized representa-
tion of the scan input. Dai et al. [39] propose a data-driven approach where voxelized
synthetic models and 3D partial scans are mapped in an embedded latent space
representation. The method loosely follows the idea of autoencoders for learning
efficient encoding. Sharma et al. [40] propose a similar data-driven approach, where
a fully convolutional volumetric encoder is used to learn embedding of object shape
from noisy data by estimating voxel occupancy grids. Han et al. [41] incorporate
the global structure inferred by a Long Short-Term Memorized Context Fusion mod-
ule (LSTM-CF) with an encoder-decoder network to generate a complete output.
However, cubically growing memory of the voxel representation increases network
complexity and computational overhead which severely limits the output resolution
[42].
Mesh-based
Deep learning methods using mesh representations are scarce because of two reasons:
learning irregular representations like mesh is challenging for neural networks, proper-
ties like shift-invariance, operations of the vector space, and the global parametrization
system are absent because of their non-Euclidean nature [7]. Litany et al. [43] ex-
plore deformable meshes for shape representation. The method uses a variational
autoencoder with graph convolution operation to learn the latent space. However,
the method assumes all the shapes are in correspondence with a common reference
shape, hence limiting its applicability.
Point cloud-based
The data acquisition from sensors like laser scanners, stereo, and RGBD cameras
mostly favors point cloud format. Hence it is desirable to use such raw input directly
for learning methods without any intermediate preprocessing. But properties of point
clouds like irregularity, lack of structure, and unorderedness make it challenging
to directly apply deep learning methods [44]. PointNet [45] is the first approach
that addresses the above challenges and applies deep learning on unstructured
raw point cloud data. PointNet is made up of symmetric functions whose outputs
are permutation independent, multilayer perceptrons (MLP), and a max-pooling
function. It achieves state-of-the-art performance on several benchmark datasets and
has become the basis of many methods that were developed since then.
Point Completion Network (PCN) [46] is an encoder-decoder network based
shape completion method that uses PointNet architecture for the encoder design
to encode a feature vector. It is capable of generating high-resolution completion
and shows generalization over unseen objects and real-world data. Point Fractal
Network (PF-Net) [47] is capable of predicting the geometrical structure of the
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missing regions in the input partial point cloud preserving the spatial arrangement of
the input, unlike PCN where it predicts the overall shape from the incomplete point
cloud. Chen et al. [48] analyzed that the networks trained on synthetic-partial and
synthetic-complete data do not translate well to real data, hence proposes a method
that learns to translate noisy and incomplete point clouds into complete pointsets.
It used the Generative Adversarial Network (GAN) to learn a mapping from partial
to complete representation. However, on the performance front, it falls behind PCN.
TopNet [49] is a different approach wherein a novel tree decoder network is used to
model and embed the defining structure on a point cloud. The network generates a
structured point cloud without any assumptions over the topology of the underlying
point set. The authors also claim a 30% improvement on shape completion task over
the next best performing method which is PCN.
In general, these methods tend to produce noisy output which is not desired for
the intended use cases of robotic applications. Moreover, they are unpredictable and
their performance outside training data in a robotic context has not been properly
explored.
2.4.2 Model matching methods
Another way to address object shape completion is to retrieve synthetic models
from a database and align them to the input scan to get a more clean and better-
looking scene representation. The low-level geometric features may differ significantly
between the partial scan and the model while high-level geometry is similar. This
limits the applicability of geometric feature descriptors such as Fast Point Feature
Histograms (FPFH) [50], point-pair features [51] which makes it extremely difficult
to match synthetic models to partial scans.
Scan2CAD [52] is an approach in this area. They introduced a dataset comprising
reconstructed scans in ScanNet [53] and ShapeNet [54] along with pairwise keypoint
correspondences. It also proposes a method based on CNN to learn joint embedding
between real and synthetic 3D models to predict accurate correspondence heatmaps
between model and scan. By performing energy minimization optimal 9DoF pose
alignment between the model and the scan is determined. The model uses an entire
3D scan of a scene as input and tries to find the alignment of models of all the objects
in the scene.
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3 Pipeline design and implementation
This chapter describes the design choices and the implementation of different modules
in the pipeline. Section 3.1 provides basic concepts of ROS, which was used in this
thesis as middleware between different modules. Section 3.2 depicts a detailed
overview of the entire pipeline describing the flow of information. From Section 3.3
detailed description of each module in the pipeline is presented starting with the
reconstruction module. Section 3.4 describes the method used to cluster objects
from the scene. Section 3.5 describes the last stage in the pipeline where incomplete
objects in the scene are replaced with their completed versions.
3.1 Basic concepts of Robot Operating System
Some of the modules in the pipeline use ROS as the framework for information
exchange; it is important to understand its basic concepts. Even though the name
suggests that it is an operating system, it is quite far from it. ROS [55] is actually an
open-source middleware software framework that serves as a platform for different
software components to communicate with each other. Since it is an active open
source community, a lot of researchers use this platform to write their robot software.
ROS processes can be represented as nodes in a graph structure, connected by edges
called Topics.
ROS Master
ROS Master is the main node that all the other nodes register to. ROS Master
keeps track of all the registered nodes and facilitates information exchange between
nodes through topics. The ROS Master does not handle the information directly;
rather it sets up a peer-to-peer communication channel between nodes that wish to
communicate with each other.
ROS nodes
ROS nodes are individual processes that perform different tasks. Each node has a
unique identifier it registers itself to the Master with. Nodes can communicate with
each other through messages. ROS messages are defined data structures that can
carry different data types or message types. Topics are carriers of ROS messages
with unique identifiers with which nodes can send or receive them. Message transfer
between nodes follows a publisher-subscriber system. Nodes that want to send
messages publish them to a topic and the nodes that wish to receive these messages
subscribe to the respective topic. A node can also advertise services. Upon invoking
a service request the node performs certain actions at the end of which it returns a
result.
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3.2 Detailed overview of the pipeline
Figure 3 depicts a detailed overview of all the software components used to form
the pipeline. The pipeline can be split into two halves. The first half composes
of modules for real-time reconstruction of a scene. It includes the geometric and
semantic-geometric reconstruction modules. These reconstructions form the input
to the second half of the pipeline. The second half consists of different modules
working together to perform augmentation on the input to deliver the final geometric
representation of the scene having objects with complete geometry. A detailed
description of each of the individual software components used in the pipeline is
discussed in the subsequent sections.
Figure 3: Detailed overview of the pipeline.
3.3 Reconstruction module
The purpose of the reconstruction module is to generate a geometric and semantic-
geometric mesh online. Voxblox [25] was used for the geometric reconstruction.
Kimera [29] was used for the semantic-geometric reconstruction with Mask R-CNN
[10] providing the instance segmented images. The input to the reconstruction
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module are live RGB images (640 * 480) and depth images (640 * 480), camera
parameters, and the pose information provided as ROS topics.
3.3.1 Geometric reconstruction
The geometric reconstruction component is in charge of constructing colored geometric
mesh of the scene in real-time. The requirements were that the reconstructed mesh
should be of good resolution with textures and the mesh should be accessible offline.
The component was implemented as a ROS node. Referring to section 2.3.1, the
majority of the existing methods require heavy memory consumption and powerful
GPU’s to perform reconstruction in high resolution. Voxblox was the first method
that was capable to run with memory efficiency solely using CPU resources which
performed scene reconstruction with high resolution, hence was chosen for this task.
Its following properties were of added advantage.
• Flexibility in providing pose information through different ways
• Extensive parametrization to tailor performance based on requirements
• Possible to save constructed mesh
• ROS implementation is available
• Detailed documentation
The incoming sensor data is integrated into a TSDF by grouped raycasting
technique. Raycasting is a method by which a ray cast between the optical center
of the camera and the observed points is used to update the voxels based on the
truncation distance defined between the two. Additionally, instead of performing
raycasting on all the observed points, they are projected onto a voxel grid and the
points mapping to the same voxel are grouped together. The weighted mean of all
points per voxel is then used to perform raycasting to the reduced set of points to
increase the speed of reconstruction without compromising on quality. The mesh
is constructed on demand in an incremental process on updated voxels using the
marching cubes [56] algorithm. The library is also capable of producing an ESDF
representation from the TSDF layer for the purpose of motion planning which is
out of scope for our intended use. Figure 4 depicts the system architecture of the
voxblox library with different layers for each type of representation.
Implementation details
A custom launch file in ROS was created to accommodate for different sensor settings
and performance requirements. Since the emphasis of this module is on mesh quality
all the mentioned parameters were set so as to produce mesh with high resolution
which will impact computation time. The TSDF voxel size was set at 0.02 m.
Integration of TSDF voxels was performed by ray bundling such that points lying in
the same voxel are merged to increase integration speed.
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Figure 4: System architecture of voxblox. [25]
(a) Simulation.
(b) Geometric reconstruction.
Figure 5: Example output of Voxblox in simulation.
Upon invoking the ROS service call ’generate_mesh’, the TSDF layer that is
updated till that point in time will be integrated and the mesh will be saved in a




The purpose of instance segmentation is to identify and label all the individual objects
in each image frame with a unique mask for each object. The algorithm should be
able to generate instance masks close to the object boundaries and should be able
to distinguish between multiple instances of the same object class. Additionally,
detection accuracy should be reasonable. The component was implemented as a ROS
node. Mask R-CNN was chosen for this task due to the following reasons:
• State of the art method for object instance segmentation
• Network weights trained on COCO dataset [57] is available
• ROS implementation is available
As discussed in section 2.2.1, Mask R-CNN differs from Faster R-CNN only in
the second stage. It generates binary masks for all the detected objects in the image
parallelly with bounding box detection. Unlike other popular segmentation methods,
Mask R-CNN uses per-pixel sigmoid instead of per-pixel softmax to represent the
class inside the mask avoiding a competing effect between classes to occupy the mask.
Such representation helps the network to distinguish between multiple objects of the
same class.
Implementation Details
The ROS implementation of Mask R-CNN requires only the RGB image provided to
it through a ROS topic. As an output, it provides object classification, bounding box,
the confidence of prediction, and the mask enveloping an object per image published
as a ROS topic with ’bgr8’ encoding without the alpha channel. As per the authors,
the algorithm can run averaging at 5 fps. Since the depth image and camera_info
topics published from the camera node are much faster, they should be synchronized
with the segmented image to match with its low-frequency generation. Modifications
to the current implementation were made to satisfy the requirements of the semantic
reconstruction method used.
To remove the background and to change the encoding to the required ’bgra8’ a
numpy nd array of size (image_width, image_height, color_channels) was created
for every received RGB image input. Each color_channel represents red, blue, green,
and alpha. The red, blue, and green channels are initialized with zeros and the
alpha channel is populated with 255. The binary masks contained in an image are
extracted and iterated through, during which the color composition as mapped in the
.csv file of Kimera is multiplied with the mask and added to the red, blue, and green
channels. After iterating through all the masks the red, green, and blue channels
contain all the objects with the mapped colors and without any background. This
nd array is converted into a ROS message with ’bgra8’ encoding and is published as
a ROS topic.
The node is also modified to subscribe to topics related to depth image and
camera_info. The message_filter is a utility library in ROS which has adapted
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(a) Original output. (b) Output after modification.
Figure 6: Mask R-CNN output.
ROS versions of message filtering algorithms. The ’ApproximateTimeSynchronizer’
is an algorithm used to filter a set of messages and publish only those which have
timestamps within a defined tolerance. The depth image, camera_info, and the
modified segmented image are passed through this filter and these approximately
synchronized messages are passed in as the input for the Kimera module. Figure 6
compares the output of segmentation before and after the modifications.
3.3.3 Semantic reconstruction
The semantic reconstruction module is responsible to integrate the semantic informa-
tion of the objects in the environment into the geometric mesh. Semantic information
is gathered through a deep learning based pixel-level instance segmentation algorithm,
the output of which along with the respective depth image and pose information is
passed on to a library that generates the semantically annotated 3d mesh. Kimera
and Voxblox++ [28] were considered for this task as both are based on the Voxblox
framework which avoids any compatibility issues that may arise between the geomet-
ric and semantic-geometric outputs when totally different components are used to
generate them. Kimera had the edge over the Voxblox++ in runtime performance
with a reported rate of 10Hz whereas the latter reported a rate of 1Hz and hence
Kimera was chosen for this task. An already available ROS implementation was also
an added advantage.
Since Kimera uses Voxblox for the TSDF construction the working principle
remains the same for mesh construction. Additionally, Kimera uses 2D semantic
labels to annotate the 3D mesh which can be obtained through any segmentation
algorithm. At each keyframe, the generated 2D labels are attached to the 3D point
cloud which is used in grouped raycasting. During this process, a probability vector
is created based on the frequency of the observed labels in respective groups. At
each voxel, the label probabilities are updated through a Bayesian update. At the
end of grouped raycasting, the most likely label is extracted from the probability
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vectors of each voxel which is used to annotate the TSDF layer. Finally, using the
marching cubes algorithm a semantically annotated geometric mesh is constructed.
(a) Simulation.
(b) semantic reconstruction.
Figure 7: Example output of kimera in simulation.
Implementation details
A custom launch file in ROS was created with all the parameter settings the same as
that of voxblox except for the RGB image topic. The RGB image topic needs to be
remapped to the output of an instance segmentation algorithm. Kimera uses a .csv file
to map the objects to their corresponding color representation and as per the user’s
environment settings this needs to be modified accordingly. Additionally, Kimera
requires the input image with ’bgra8’ encoding (an OpenCV [58] image encoding)
that includes only the labeled objects. Kimera also has the ’generate_mesh’ service
through which the semantically annotated mesh can be saved in a .ply format. Figure
7 shows an example output generated by the Kimera library in simulation.
3.4 3D Object instance segmentation
Most of the popular 3D data processing libraries favor point cloud format, hence the
semantically annotated 3D mesh is converted into a point cloud before subjecting it
into further stages down the pipeline. Open3D [59] is a 3D processing library with
support for C++ and Python. It can handle both mesh and point cloud type data
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and has implementations of many widely used algorithms as packages to extract
information, manipulate or transform the 3D structure depending on the purpose.
The semantic mesh surface is uniformly sampled using a sampling algorithm in the
Open3D library to generate the point sets. Furthermore, all the uncategorized points
(without a semantic label) are removed and the resultant point cloud is saved in a
.pcd format. Figure 8 shows the output after conversion of mesh to point cloud.
Figure 8: Example output of mesh to point cloud conversion.
The processed point cloud consists of only the recognized objects with color
pertaining to their respective class. In order to perform any shape completion
strategy, the scene needs to be broken down into individual object instances. Point
Cloud Library (PCL) [60] offers a wide variety of segmentation algorithms for the
point clouds. The difference of normal algorithm in PCL used for clustering is
presented below.
3.4.1 Difference of normals (DoN) method
This method provides a simple and yet computationally efficient method to process
large unorganized 3D point clouds. Firstly, unit surface normals for all points are
estimated for a given small and large support radius. Secondly, the difference of
normals is computed and the resultant vector field is used to isolate the points
region-wise based on a threshold. Finally, the Euclidean cluster extraction algorithm
is used to extract individual object instances and save them as .pcd files.
Implementation details
This is a C++ executable that takes 4 inputs. A .pcd file, small support radius, large
support radius, filter threshold, and distance threshold. However, the algorithm does
not retain the color information of the instances. With trial and error, the parameter
values were chosen, such that reasonable clusters of individual objects are obtained.
Figure 9 shows the cluster of a chair extracted from the scene.
• small support radius: 1
• large support radius: 2
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Figure 9: Extracted cluster of a chair.
• filter threshold: 0.0001
• distance threshold: 0.1
3.5 Scene augmentation module
This is the final and most crucial stage in the pipeline where it is attempted to
improve the object representations in the current reconstruction. The purpose of the
module is to update the clustered semantic point cloud by replacing object instances
with better reconstructions. As discussed in section 2.4 the complete object shape
can be inferred by either predicting the missing part of the object or by replacing the
object with a matching synthetic model from a database. Different kinds of chairs in
the environment were chosen as the candidate object with which the performance of
the pipeline would be analyzed.
3.5.1 Shape filter
Prior to this stage, the scene point cloud has been broken down into individual object
clusters, but some of the clusters may not be relevant. This is because the mask
obtained for an object may contain parts that do not belong to the object. Figure 10a
shows an example of such a case. The marked regions in the figure do not belong to
the object, so when this image and the corresponding depth image are put together
to construct a mesh two types of discrepancy might arise. First, when the object is
in isolation, part of the walls or floor may get registered as part of the object as seen
in Figure 10b. Second, when an object is in close proximity with other objects, parts
of those objects or an entire object may be misrepresented as seen in Figure 10c.
Since it is not possible to alter the performance of Mask R-CNN, avoiding such
situations is improbable, thus the solution lies in identifying and filtering out these
discrepancies before they are sent for completion. While it is difficult to isolate all
the discrepancies, however, it is possible to mitigate them to a certain extent.
29
(a) Marked regions are not part of the chair.
(b) Marked region denote spread of label onto
the wall and floor.
(c) Marked regions denote spread of label onto
a table.
Figure 10: Discrepancies caused by inaccurate object mask.
Removing parts of walls and floors
The key factor to notice here is that, since both floors and walls are planar the
corresponding point cloud is also planar. Due to the planarity, there will be no
points registered along with any one of the X, Y, or Z-axis in the point cloud, such a
point cloud can be identified through its covariance matrix. A row and a column
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corresponding to the axis where no data is present will be zeros since correlation
with itself and other axes are null. If a cluster is encountered with this property, it is
ignored from the subsequent stages of the pipeline.
Removing misrepresented objects
Identifying misrepresented objects is difficult as the misrepresented object most often
does not contain any one particular unique trait. However, the distance of the farthest
point from the centroid of any sort of chair (point cloud representation) commonly
found in an office or home environment would be lying in a certain range. So any
misrepresented objects falling out of this range can be removed. Nevertheless, this
only removes the wrong object if its size is much larger than that of a chair. Smaller
or comparable objects still remain in the subsequent stages and result in becoming
false positives.
Since the next stage in the pipeline only expects partial point clouds of chairs,
object clusters with labels other than that of the chair are also omitted.
3.5.2 Shape completion using a learning-based method
The function of the learning-based method is to identify the gaps in the geometry
of the input objects and complete the missing regions. Since the object clusters
are in point cloud format the method had to be compatible with point cloud data.
Additional requirements were that the method should be able to handle the object
classes that the Mask R-CNN could recognize and the output should have high
resolution. Since PCN [46] served as the benchmark for all the newly developed
methods that work in the point cloud domain, PCN was chosen for the intended task.
Moreover, the following attributes of PCN increased its viability to work alongside
the pipeline.
• State of the art method for point cloud completion task
• Implementation in Python is available
• Network weights trained on 8 ShapeNet model class: airplane, car, chair, lamp,
sofa, table, vessel is available
• Output consists of 16384 points
• Can directly work on the object clusters obtained from the segmentation stage
• Pose information from the partial input is retained in the output
PCN is a supervised learning approach that leverages ShapeNet models to create
a dataset consisting of pairs of partial and complete point clouds for training the
network. Figure 11 shows the network architecture used by PCN. It is an encoder-
decoder network that takes a partial point cloud as input and produces a complete
point cloud as output. The encoder consists of two stacked PointNet [45] layers. The
first layer constructs a feature vector from the partial point cloud. A maxpooling
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Figure 11: PCN network architecture. [46]
operation on individual points is performed to create a global feature vector. Both
these feature vectors concatenated together form the input for the second PointNet
layer. A maxpooling operation on the output of this layer gives the final feature
vector. This layered approach helps to capture the detailed geometric information in
the input point cloud. As for the decoder, PCN has a multistage decoder which is
a combination of a fully-connected decoder that is capable of predicting the global
geometry and a folding-based decoder [61] which performs well in generating smooth
surfaces capturing the local geometry. The final feature vector from the encoder acts
as the input to the fully-connected decoder which generates a sparse point cloud that
represents the global geometry. This sparse point cloud along with the final feature
vector is passed through the folding-based decoder to generate a dense point cloud
as the final output.
Implementation details
The PCN network expects the input point cloud with its centroid located at the
origin and the points arranged in (YZX) order. Since the segmented point cloud
clusters from the DoN method retained the pose information in the world, a python
script was written to accommodate the requirements put forth by the PCN along
with other helper functions. As mentioned in the section 3.4.1 object clusters did not
retain the color information. Hence, a random point from each cluster is sampled
and is compared against the scene point cloud which also has the same exact point to
retrieve the label of that object cluster. The input clusters would then be subjected
to the shape filter implemented as explained in section 3.5.1. Each of the successful
clusters is translated to the origin after their actual location in the world has been
stored in memory. They are reordered to have (YZX) structure before passing
through the network to obtain a complete point cloud. Points in each output are
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reordered to the original (XYZ) structure and translated back to their location in
the world. The Open3D library was used to process the point clouds. Figure 12
shows an example of output by PCN.
Figure 12: Example output of object completion by PCN.
3.5.3 Model matching method
In this thesis, as an alternative to learning-based shape completion, it was attempted
to identify a similar synthetic model of objects which could take its place in the
reconstructed mesh to reduce the ambiguities involved regarding the unobserved
parts of the objects. The steps involved to achieve this are as follows:
• Create a database of synthetic models of interest
• Match the pose of the model to the partial object
• Match the partial object against the database to find a similar model
Implementation details
All the steps are achieved exclusively using Python. Kaolin [62] and Open3D libraries
were used to process the mesh and point cloud data.
Creating a database
As mentioned in Section 3.5 types of chairs were chosen to be the objects of interest.
ShapeNet was the source of our database since it possesses a collection of 6778 3D
models of chairs. Kaolin [62] is a PyTorch library for the purpose of accelerating 3D
deep learning research. It serves as a tool for processing and loading 3D data in an
accelerated manner. It can handle a wide variety of popular 3D data representations
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such as voxels, meshes, point clouds, and their file formats. Its functionalities make
it easy to convert 3D data in any format into any other format as required by the
user. Because of these reasons Kaolin was used to create the database.
ShapeNet models come with the .obj file format. Kaolin has packages that can
read .obj files and process them. For conversions to point cloud it is possible to set
the required resolution. A resolution of 10000 points was set for each of the chair
models. The point clouds are saved in a directory in a .pcd file format same as how
the partial object point clouds were saved.
Matching the pose of the model to partial object
Inferring the pose of an object directly from its raw point cloud representation is
quite difficult. Instead, it is easier to find a transformation that can be applied to
the model that will align it with the object through point cloud registration methods.
Iterative Closest Point (ICP) is a well-known algorithm that, given source and target
point cloud, performs transformations (rotations and translations) on source point
cloud iteratively, reducing the distance from the source to target and attaining the
best possible registration between the two point clouds.
The input partial point clouds have their points in the world frame. Hence, the
centroid of the point cloud is subtracted from each of the points. As a result, the
object representation will be in its local frame centered at the origin. The same
procedure is followed for all the database models as well before subjecting both to the
registration algorithm. Also, both sets of point clouds are normalized to be within
the range (0,1) to match the scale.
Figure 13: RANSAC solution for coarse alignment when one leg was missing.
ICP is a computationally expensive algorithm and is susceptible to getting stuck
at local minima resulting in suboptimal alignment solution, so it is best if any initial
estimate of the transformation is available to loosely align the source (database
models) with the target (partial point clouds). The ICP can then fine-tune the
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coarse transformation in very few iterations to tighten the alignment. A way to get
a coarse alignment between point clouds is by using global registration methods.
RANdom SAmple Consensus (RANSAC) based methods for point cloud registration
falls under this category. A RANSAC based method in the Open3D library was
tried in the thesis to obtain an initial estimate of the transformation. First, the
Fast Point Feature Histograms [63] (local shape descriptor) for the source and target
are computed. Then a random set of points from the source is sampled and their
corresponding points in the target are determined using nearest neighbor search.
A transformation between the source and target is computed and validated on the
entire point cloud with a distance threshold. This set of steps are repeated for a
predefined number of iterations to get a transformation that coarsely aligns the
source with the target. However, since the method heavily relies on local geometry,
the quality of the solution depends on the completeness of the object point cloud.
Hence, sometimes it fails to find the correct solution when the object point cloud
has some important parts missing in it, Figure 13 shows an example of a situation
where the algorithm fails to find the correct solution. Since the input is missing a
part of the leg the local geometry captured mostly has attributes of the seat and the
backrest which influences the solution to miscalculate and align the model around
the known geometry.
Alternatively, a far more simple and yet effective approach was found. The key
idea was that since the chairs are grounded objects, their natural pose will always
be around the Z-axis. A random model from the dataset is selected and a set of
uniformly sampled rotations are performed around its Z-axis. The average point
to point distance between the model and object point cloud is computed for each
rotation and saved in an array. After the end of rotations, the transformation matrix
for the rotation that yielded the minimum average distance is calculated which
serves as the estimate for the ICP algorithm. ICP fine-tunes this transformation
to provide the final transformation matrix. However, blindly using the ICP refined
transformation can result in situations where some of the legs of the model are not
touching the ground. This happens in situations where the partial object lacks one or
more legs and the ICP tries to finitely align the synthetic model with each part of the
partial object. To mitigate such situations the transformation matrix obtained after
the ICP is decomposed into rotations around X, Y, and Z axes. The rotations around
the X and Y axes are ignored and the final transformation matrix is recalculated
with just the rotation around the Z-axis such that all the legs of the model would be
grounded in all situations. The advantage of this approach is that it is applicable
to any of the grounded objects. Figure 14 shows an example of the final alignment
obtained with this approach. Blue represents the model and yellow represents the
input object.
Finding a match
Finding a match involves searching through the database. Since all the database
models are represented with 10000 points, searching through the database can become
time consuming. Hence, the models are uniformly downsampled by a factor of 20
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(a) Front view. (b) Side view.
Figure 14: Alignment with simplified approach.
(a) Input. (b) Output.
Figure 15: Example output of model matching method.
preserving the local geometry thereby reducing the computational burden. The
final transformation refined after the ICP method is applied to each model and the
corresponding point to point distance with the partial point cloud is recorded. The
hypothesis is that the model that most closely resembles the actual object should
return the least distance. However, this does not guarantee a well-matched object
always since it depends on the amount of completion in the object point cloud. Figure
15 shows a visual comparison of the actual object and the matched model. The
matched model in the local frame of the partial object is rescaled and translated
back into the world frame and stored in an array for further stages.
3.5.4 Object replacement
This is the final stage of the pipeline where we remove the objects that are currently
in the environment and replace them with either a completed version from PCN
or with a similar synthetic model. This task involves two subtasks, removing the
objects and replacing the objects.
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Implementation details
The implementation is completely using Python extensively using Open3D libraries.
The functions are written to perform two tasks: remove the partial objects from the
scene, replace the objects with either the outputs of PCN or the models that were
matched with the objects back into the scene.
Removing objects from the scene
The scene referred to here is the one created with the Voxblox library. First, a
numpy array of the point cloud representation of the scene is created. KD-trees are
built around the centroid of all the objects of interest. The index of points spanning
a search radius around these objects is fetched and deleted from the numpy array
of the scene point clouds. However, this approach is not ideal as it removes some
background information from the scene.
Replacing objects into the scene
The output from the previous stage (from PCN or model matching) is a numpy
nd array holding the complete representation of deleted objects. This nd array is
appended with the numpy array of the scene without objects of interest to create
the augmented scene with a complete representation of said objects.
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4 Experiments and analysis
The experiments devised to evaluate the pipeline answer the following questions:
• How does the performance of the PCN method compare to the Model matching
method?
• How is the performance of the pipeline as a whole?
• Which is the weakest module in the pipeline that affects the performance of
the pipeline as a whole?
• How dependent the performance of the pipeline is on the speed of the robot
during mapping processes?
• How well does the pipeline perform in the real world with noisy sensor data?
4.1 Simulation
Figure 16: Top view of the office environment in Gazebo.
An office environment [64] setup in Gazebo [65], a robot simulation toolbox, was
used to test the pipeline. The office environment consists of a total of 19 chairs. 8
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chairs around a long meeting table, 6 chairs facing the wall with some objects in
between them, 4 office chairs facing a table and partially slid inside, and one chair
near a long table facing the room. Figure 16 shows the top view of the office setup.
As for the robot that would navigate the said environment, a Husky robot model
from ’CLEARPATH ROBOTICS’ equipped with a Kinect RGBD camera and a SICK
laser scanner was set up. Figure 17 shows the robot model with sensor mounting. A
PC with Intel Core i7-8750H, 2.20GHz CPU, Nvidia GeForce 1050 Ti GPU, and 16
GB RAM was used to conduct the experiments.
Figure 17: Husky robot model.
4.1.1 Model matching vs PCN
Model matching, a novel approach developed in this thesis, and PCN, a learning
based method were the two methods that were explored to replace the partially
known objects with their respective completed versions. To determine which method
provides better results two tests were devised for the evaluation: Based on the
execution time of each method and the quality of reconstruction.
The robot was navigated through the environment with 19 chairs and a set of




For both the methods, time taken from the point of receiving the object clusters from
the scene segmentation till the final scene is recreated was measured for analysis.












Table 2: Execution time for PCN and Model matching methods.
Analysis
Based on Table 2, it is quite clear that the PCN method is much faster than the
model matching method. The Model matching method has quite a few bottlenecks:
• Loading the database into memory
• Searching through the entire database to find a match for each input object
• Pose estimation
Among these 3, loading the entire database into the memory is the most time
consuming part because there are 6778 model files to read each with 10000 points.
Nevertheless, this can be handled through efficient parallelization of CPU cores using
multi-threading libraries in python which can accelerate this process. Evidently, the
CPU usage time is very high compared to that of wall clock time since the database
handling is shared between all the CPU cores ensuring complete utilization of the
CPU capabilities. The process of database search to determine the match cannot
be parallelized as maintaining the sequence of the database chairs is important to
correctly identify the match. Hence the time taken to complete this process depends
on the number of chairs under consideration and the vastness of the database. PCN
does not have any of the above bottlenecks as all the above functions are carried out
by a trained neural network without the aid of any database.
Based on quality
In the context of the pipeline, the quality refers to how well the completed output
relates to the input. There are 19 chairs in the environment whose ground truths are
compared against the outputs of PCN and Model matching. False positives are not
considered in this analysis. To systematically analyze the results, the following set
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of questions were devised based on which outputs of both methods will be compared
to the corresponding Ground Truth (GT):
1. Does the support comprise a legged structure?
2. Does the support comprise a central axis with a base?
3. Does it have arms?
4. Does it have a backrest?
5. Does the backrest have any hollow area?
Table 3 provides comparative results of the PCN method and the Model matching
method against the ground truth. The 5 questions listed above characterizes the
ground truth chairs which are compared to the outputs of PCN and Model matching.
The blue color indicates the data is too noisy or lacks any structure for that particular
aspect. The green color indicates a match with the ground truth and the red indicates
the presence or absence of a characteristic in the ground truth. For e.g, consider row
2, the ground truth chair has 4 legs, no arms, and has a backrest without hollow
area. The PCN output corresponding to this chair lacks the structure that defines
legs, has a backrest without hollow area, and no arms. For model matching output,
it has 4 legs, a backrest without hollow area, and has arms different from that of
ground truth hence marked in red.
Chair GT PCN Model matching
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
1 ✓ ✗ ✗ ✓ ✗ ● ● ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗
2 ✓ ✗ ✗ ✓ ✗ ● ● ✗ ✓ ✗ ✓ ✗ ✓ ✓ ✗
3 ✓ ✗ ✗ ✓ ✗ - - - - - ✓ ✗ ✓ ✓ ✗
4 ✓ ✗ ✗ ✓ ✗ ● ● ● ● ● ✓ ✗ ✓ ✓ ✗
5 ✓ ✗ ✗ ✓ ✗ ● ● ● ● ● ✓ ✗ ✗ ✓ ✗
6 ✓ ✗ ✗ ✓ ✗ ● ● ● ● ● ✓ ✗ ✗ ✓ ✗
7 ✓ ✗ ✗ ✓ ✗ ● ● ● ● ● ✓ ✗ ✗ ✓ ✗
8 ✓ ✗ ✗ ✓ ✗ ● ● ● ● ● ✓ ✗ ✓ ✓ ✗
9 ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✓ ✗
10 ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✓ ✓ ✗
11 ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✓ ✗
12 ✓ ✗ ✗ ✓ ✓ - - - - - - - - - -
13 ✓ ✗ ✗ ✓ ✓ ✓ ✗ ● ● ● ✓ ✗ ✗ ✓ ✓
14 ✓ ✗ ✗ ✓ ✓ ✓ ✗ ● ● ● ✓ ✗ ✗ ✓ ✗
15 ✓ ✗ ✗ ✓ ✓ - - - - - - - - - -
16 ✗ ✓ ✓ ✓ ✗ - - - - - - - - - -
17 ✗ ✓ ✓ ✓ ✗ - - - - - - - - - -
18 ✗ ✓ ✓ ✓ ✗ ● ● ● ● ● ✗ ✓ ✓ ✓ ✗
19 ✗ ✓ ✓ ✓ ✗ - - - - - - - - - -
Table 3: Visual quality results of object replacement from PCN and Model matching.
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Analysis
Referring to Table 3 the output of the PCN network is very inconsistent, mostly
noisy, and unusable. The hypothesis for this behavior was that the network may
have overfitted with the training data. To further investigate this, the output of the
network for the training data was compared with the output of the partial data of
objects from the simulation environment.
Figure 18: Completion of a chair from the training data.
As mentioned in Section 3.5.2 the network was trained on ShapeNet models.
Custom datasets of pairs of partial and complete point clouds extracted from ShapeNet
models were used for training. For the complete point clouds, 16384 points were
uniformly sampled from the mesh surfaces of the models. The Partial point clouds
are generated by back-projecting 2.5D depth images into 3D. For each model 8
partial point cloud was generated from 8 random viewpoints and paired each one
with the complete point cloud of the model. In effect, the network uses the different
random orientations of an object to map the partial view to the complete object and
learn to complete the missing region from that view. This type of training might be
the reason for the inconsistent behavior of the network as it might be susceptible to
the percentage of missing information in the object or the pose of the object which
the network might not have seen during training. Figure 18 shows the completion of
a chair from the training data. The completed output is fairly similar to that of the
partial input without any significant outliers. However, when the part of the legs
was removed, the network is less confident about the structure and the completed
region has noticeable outliers as seen in Figure 19a. Furthermore, when the input
has no legs the network falls apart and the completed region is full of noise as seen
in Figure 19b.
Moving to the data from the simulation, referring to Figure 20a the input object
is lacking very few regions but still, the output produced by the network has visible
outliers. When a similar chair in a different pose as in Figure 20c is subjected to the
network, the confusion of the network is quite evidently seen as it tries to recreate the
backrest resulting in a box-like structure above the legs. Figure 20b and 20d are the
same chairs in different orientations. For the former, the network is unable to map it
to a chair whereas for the latter it is not able to infer the extent of legs with one
partial leg. All these observations point to the fact that the network may have indeed
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(a) Part of the legs removed from the input.(b) Legs completely removed from the input.
Figure 19: Failure cases of PCN.
overfitted with the training data and is not able to produce satisfactory results on
external data. Table 3 shows that majority of the chairs lack proper structure, some
in parts like chair 13, 14 have distinguishable legs with the upper structure being
filled with noise, such an example can be seen in Figure 20c and some others with
completely unstructured geometry similar to Figure 20b. Chairs like 9, 10, 11 have
reasonable reconstruction as the input had very few missing regions like in Figure
20a. However, there are outliers present even in favorable reconstructions.
(a) Chair with very low missing region. (b) Chair with no legs.
(c) Chair with 3 legs. (d) chair with 1 leg.
Figure 20: Performance of PCN on data from simulation.
The inconsistencies such as noise and outliers will not be present with a model
matching system. In this case, what influences the output quality is the region of
missing information rather than its quantity. When the input has parts of all the
factors that define a chair which are legs, backrest, seat, and arms a good approximate
match is obtained as seen in Figure 21. However, when there is a key component
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(a) Input. (b) Output.
(c) Input. (d) Output.
Figure 21: Matched models when the input has data for backrest, seat, and leg/legs.
(a) Input. (b) Output.
(c) Input. (d) Output.
Figure 22: Matched models when the input has a key component missing.
completely missing from the input the match found would not be quite so similar to
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that of the actual object. Consider Figure 22a which is an office chair with wheels.
However, the input lacks the arms and the wheeled base is not captured well which
reflects on the matching model in Figure 22b which does not have arms and has a
circular base instead of a wheeled base. For the input in Figure 22c where only a
partial extent of one leg is present the corresponding match found has very short
legs and when this model is placed back in the scene would hover over the ground.
The output also has a set of arms that are not present in the actual object. From
the observations, it is clear that a complete extent of at least one leg is desirable in
the input to find a good match that would be properly grounded.
Referring to Table 3, the first 8 chairs surround a table close to each other. Models
matched for chairs 2, 3, 4, and 8 had short legs as the input failed to capture the full
extent of at least one leg. The rest of the model matches are quite similar to the
actual object.
Conclusion
The PCN method outperforms the model matching method when it comes to execution
time. However, it seriously falls behind the latter when it comes to the quality of
reconstruction. Referring to Figure 20, PCN showed to be highly susceptible to
pose variation and amount of missing information and even the ones with proper
completion had significant outliers in the structure making it impractical to employ
this method outside the training data. Since the model matching is completely
deterministic the output it produces will always be noiseless with definitive structure
as opposed to the learning based method, but still, it is not without flaws. Since the
method always tries to find the closest match, if any key component is completely
missing from the input the method would have no knowledge of its existence and
will be reflected in the match found. Nevertheless, as long as all the key factors that
define the particular object are present to a certain degree the method will find a
reasonable match for that object.
Since the analysis shows that PCN output to be of inferior quality the rest of the
analysis is carried out only with the Model matching method.
4.1.2 F1-score analysis
F1-score is a weighted harmonic mean of Recall (R) and Precision (P), where Recall
measures the ratio of the number of correctly identified positive samples to the
number of all positive samples and Precision measures the ratio of the number of
correctly identified positive samples to the number of all identified positive samples
which will include all the false positives as well. The highest possible value of a
F1-score is 1, indicating a perfect Precision and Recall, and the lowest possible value
is 0 when either the Precision or the Recall is zero. This is a commonly used metric
in the fields of Information Retrieval and Machine Learning, especially when the
measurement concerns only one class like in this case where only chairs are considered
as objects of interest. In Section 4.1.1, the quality of model retrieval was analyzed,
however, that only analyses the performance of the model matching method alone.
F1-score is a way to capture the performance of the entire pipeline as a whole and
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possibly identify the weak links in the pipeline. However, this method does not
consider the effects of false negatives. Nevertheless, the case where the pipeline
produces false negatives is only when an actual chair is detected to be a different
object by the deep learning algorithm. The occurrence of false negatives are quite
slim as the state of the art algorithms has great accuracy in object detection.
F1score =
2PR
P + R (1)
where,
P = number of correctly identified chairsnumber of identified chairs
R = number of correctly identified chairsnumber of all the chairs
Results
The final reconstruction of the simulated office environment after the replacement
with the models was considered for the evaluation. A total of 16 chairs were identified
and replaced. Out of the 19 GT chairs 11 of them were correctly identified and the
other 5 chairs were false positives. A Precision of 0.6875 and Recall of 0.5789 was
calculated providing an overall F1-score of 0.6285.
Analysis
The main factors that negatively affect the F1-score is when actual chairs are not
recognized and when there are false positives. These situations are analyzed in detail.
Referring to Section 3.5, a problem of labels spreading to the surrounding space
or objects was recognized due to the inaccurate object mask obtained from the Mask
R-CNN. Measures were taken to mitigate its effect and a filter was implemented
as detailed in Section 3.5.1, but the filter cannot handle all discrepancies. The
discrepancies that get past the filter end up being false positives. Figure 24 zooms
over the meeting table. It can be seen that portions of the table are missing. It is
because of the removal method of actual objects from the scene, where points around
the actual object within a radius were removed. Figure 23 provides a top view of
the scene after object replacement and the marked objects denote the false positives.
The reasons for these 5 false positives are discussed below.
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Figure 23: Top view of the final scene, each label denotes a false positive.
Figure 24: Zoomed in meeting table.
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Cases 1, 2, and 5: Label spreading
(a) Meeting table in simulation. (b) Meeting table semantic reconstruction.
Figure 25: Case 1: Meeting table part as false positive.
The shape filter was designed such that it ignores any cluster whose maximum
distance of a point from the centroid does not fall in a certain range. However, for
cases 1 and 2 the structure of the cluster had a comparable distance from the centroid
as that of typical chairs and managed to get past the filter. In Case 1, where part of
a table became false positive was the result of label spreading from multiple chairs
surrounding the table, and as for case 2 a flower-pot stand got matched with models
due to the label spreading from the adjacent chair which fell in the line of sight of
the robot while capturing the chair. The detailed view of the input clusters before
segmentation is shown in Figure 25 and Figure 26. The regions marked in red were
filtered out and green marked regions managed to pass the criterion of the filter to
become false positives.
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(a) Flower-pot stand area in simula-
tion.
(b) semantic reconstruction of flower-
pot stand area.
Figure 26: Case 2: Flower-pot stand as false positive.
Case 5 is very much similar to case1 where a part of the table became false
positive due to the label spreading from an adjacent office chair.
Case 3 and 4: False detection
Apart from label spreading, another case where false positives can emerge is when a
non-chair object is detected as a chair. This particular scenario is more probable
than false negatives as there are objects that can resemble a type of chair such as
parts of the sofa, small table. For case 3, a part of the sofa was detected to be a
chair while traversing, and for case 4, the side stand was mistaken to be a chair as
seen in Figure 27.
(a) Seating area in simulation. (b) semantic reconstruction.
Figure 27: Case 3 & 4: sofa and side stand as false positives.
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(a) Background and the chair clus-
tered together.
(b) Office chair and table clus-
tered together.
Figure 28: Failure cases where actual objects are left out.
The other factor that affects the F1-score is when a chair object goes unrecognized.
Consider the examples in Figure 28, where actual chairs got ignored from the end
stages. This can also be attributed to label spreading. In these cases, the cluster
segmentation algorithm clustered the object along with the area where the label was
spread. Such clusters get filtered out as their maximum distance of a point from the
centroid exceeds the set range.
Conclusion
The factors that negatively influenced the F1-score were analyzed in detail. It is
quite clear that the inaccuracy in mask generation around the object is the main root
cause that contributes towards either generation of false positives or elimination of
objects during the filtering which in turn affects the F1-score. Hence, Mask R-CNN
can be considered as the weakest link in the whole pipeline.
4.1.3 Effect of speed on performance
From Section 4.1.2 Mask R-CNN was identified as a weak link in the pipeline. Apart
from the object mask inaccuracy it also suffers from computational overhead as it
is a two-stage network. This can be a bottleneck that will affect the quality of the
pipeline. Hence dependency of the pipeline performance on the robot speed during
data acquisition was analyzed.
Test setup
The F1-score against different angular and linear velocities of the robot were measured
separately. The robot was spawned near the meeting table as seen in Figure 29a and
was rotated for one complete cycle from the same initial heading for angular velocities
ranging from 0.1 to 0.5 rad/s. Data gathered during each cycle was used to run the
pipeline and calculate the corresponding F1-score. As for the linear motion, the robot
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was spawned facing the meeting table as seen in Figure 29b and was moved from the
spawned location till the end of the meeting table for linear velocities ranging from
0.1 to 1 m/s. Finally, F1-score was calculated corresponding to each speed.
(a) Angular motion. (b) Linear motion.
Figure 29: Test setup.
Results
(a) F1-score vs Angular velocity. (b) F1-score vs Linear velocity.
Figure 30: Test results.
The results as shown in Figure 30 indicate a degrading performance with increased
velocities for both angular and linear motion. The increase in angular velocity has
a higher impact on performance, hitting a very low F1-score for comparatively low
angular velocities. The best performance was reported at the lowest possible angular
velocity of 0.1 rad/s. The degradation of performance for translational motion is




The performance of the pipeline depends on the amount of data gathered which in
turn depends on the sensor input frequency to the reconstruction modules (Voxblox
and Kimera). Voxblox takes the raw sensor input directly whereas the Kimera module
requires processed input through Mask R-CNN where the bottleneck lies.
The raw sensor data provided by the Gazebo simulator, i.e., camera and pose data,
is available at 20 Hz whereas the frequency of the topics published by Mask R-CNN
which is the input to the kimera module was observed to be at a very low frequency
of 1.1 Hz due to its computational overhead. This means that it takes around 1 sec
to segment 1 image and publish it. So at higher angular velocity when the robot view
area changes rapidly the kimera module does not receive adequate data to construct
a coherent semantic mesh which can be attributed to the rapid decay in performance
for faster angular motion. For translational motion, the perceived area of the robot
remains more consistent than the angular motion and hence, the gradual decay in
the performance.
Conclusion
For the pipeline to give an acceptable level of performance, the robot should move
at a meager pace due to the bottleneck created by the image segmentation module.
4.2 Care-O-bot
Figure 31: Care-O-bot 4.
The tests on simulation provided an insight into the performance, the factors
affecting it, and the bottlenecks in the pipeline. With these limitations in mind,
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the viability of the pipeline was tested on a Care-O-bot 4 [66] robot produced by
Fraunhofer IPA. The robot was designed to be a mobile assistant to support humans
with 29 DoF. It is equipped with multiple RGBD cameras on the head, neck, and
torso to gain visibility of the entire area in front of it. It is capable of omnidirectional
motion with a maximum velocity of 1.1 m/s. The three laser scanners mounted in
the base scan the environment to help the robot react to obstacles, both static and
dynamic. For the experiments only the RGBD camera mounted in the neck area was
used. Figure 31 shows the front view of the robot. The pipeline is only evaluated
with the Model matching method as the PCN method failed to perform well even in
the simulated environment.
4.2.1 Care-O-bot in room
7 chairs were laid out in a chaotic manner in the room. The robot was navigated
through the environment and the data captured through the RGBD camera mounted
in the neck was used to run the pipeline. Figure 32 shows the environment recon-
struction and the output of the pipeline. It was pre-configured to only run at a preset
low or high speed. The robot was run with low speed for this test setting.
(a) Room reconstruction. (b) Room with chairs replaced.
Figure 32: Before and after chairs are replaced.
There are 7 chairs in the environment and 4 of them were correctly identified and
replaced providing a F1-score of 0.72.
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Analysis
From the tests and analysis of simulations following aspects were found to affect the
performance of the pipeline:
• Frequency at which the camera images are published
• Frequency at which the segmented images are published
• Speed of navigation of robot within the environment
• Object mask accuracy in the segmented images
The object mask accuracy and the frequency of segmented image output solely
depend on Mask R-CNN. As for the camera images from the robot, the RGB images
were getting published at 10 Hz and the depth images at a lower frequency of 7 Hz.
The robot was operated via a joystick controller which is preset to run the robot at
a low or high speed. The Mask R-CNN publishes the segmented image at 1.1hz.
As determined in the simulated environment the best possible results are obtained
when the pace of the robot is minimal especially during angular motion. Even though
the data was captured at a low speed, it is much higher than the desired speeds. So
when the low-frequency camera-input gets coupled with moderate velocity imparts
negative effects on reconstructed scenes. Consider Figure 33 which zooms in on the
green office chair from the reconstruction.
Figure 33: Distortions in reconstruction.
These distortions occurred during the angular motion of the robot. Consider
Figure 34 which depicts the opposite side of the room. There was a minimal rotational
motion from the robot while capturing the data in this section and it can be seen




(b) Image of the section taken with a phone camera.
Figure 34: The opposite side of the room.
Another aspect that is observed to be affecting the quality in the real environment
is the camera location. As observed in simulations it is imperative to acquire at
least one complete leg, otherwise, it might lead to the replaced models not being
grounded. The camera location on the Care-O-bot is very far up from the ground.
Since the camera is high up, the robot has to be at a farther distance to capture
the full extent of the object. It was noticed that the depth information of far-away
objects has high noise content. This makes it hard to capture the legs of the chair
especially when they are thin. Evidently, Figure 35 shows that the marked chairs
are floating in the air as the robot failed to capture the thin legs. The only chair
which is grounded is an office chair with a thick stem that supports the upper body
which got properly registered. Another observation from the Figure is that all the
floating chairs are far from the actual chairs which are small wooden chairs. This
issue can be attributed to the label spreading caused by Mask R-CNN. As the legs
are thin, depth information is noisy and the mask is inaccurate the segmented object
cluster included the mislabeled background along with the object’s point cloud. This
resulted in obtaining a match that was far different from the actual object.
Adapting from the fact that the Care-O-bot needs to be at a far distance and
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Figure 35: Zoomed-in version of figure 32b.
moved minimally, the same area was mapped again with the robot being stationary.
Consider Figure 36, the first thing to notice is that the geometric reconstruction is
much more coherent than before and secondly more number of chairs got replaced.
The F1-score is found to be 0.78 which is not a big improvement from the previous
test even though more number of chairs were identified. This low improvement can
be attributed to the presence of two false positives which were not present earlier.
The robot had a clear view of chairs 1 and 4 and hence a reasonable and grounded
match was found for them. Chair 3 was farther away from chair 4 contrary to how it
is perceived from the image, the legs were not registered due to the increased noise in
depth information for far-away objects. As for chair 5, the majority of its structure
was blocked by a chair. However, through the hole in the backrest of chair 4 and
through the sides, part of the chair 5’s structure was registered and hence a match
was found for it. As the legs got completely occluded by chair 4 the replaced model
is seen floating in the scene. The False positives are caused by chair 6. The wheeled
base, backrest, and seat were registered whereas the stem connecting the seat with
the base was not registered. Hence, it got clustered into two different sets resulting
in a false positive as seen below chair 6. As for the other false-positives, it is a result




(b) Area after chairs are replaced.
Figure 36: Same area mapped with robot at standstill.
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4.2.2 Care-O-bot in corridor
(a) Reconstructed corridor.
(b) Reconstructed corridor with chairs replaced.
Figure 37: Care-O-bot in corridor.
A corridor is a common place where an office robot may navigate to reach its
final destination. When the corridors are narrow and there is no space for the robot
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to circumnavigate the object in its path, the robot often gets halted till that block is
cleared. Instead, it is helpful if the robot knows how to manipulate the said object
to clear a path for itself.
4 chairs are laid out in a narrow corridor and the robot maps the area. As per
the analysis in Section 4.2.1 the camera location and the velocity of the robot was
observed to influence the quality of the pipeline output, hence, for this test, the robot
was at a standstill with chairs at a reasonable distance from the robot. Figure 37
depicts the result of the pipeline. A F1-score of 0.89 was calculated based on the
result.
Analysis
The result observed was as expected; the first three chairs which the robot had a
clear view of were matched to very similar models whereas the chair at the far most
end was matched with a wrong model as the legs of the chair completely evaded the
vision of the robot. The mask generated on chairs does not account for the hollow
regions in them like the ones in the backrest of the first three chairs, thus the part of
the wall got mislabeled to become a false positive.
Conclusion
The pipeline shows a level of performance similar to that of simulation. All the
inherent shortcomings regarding the Mask R-CNN and the pace of the robot are
reflected in the performance of the pipeline for the real environment as well. The
effect of pace was seen to be more predominant than in the simulation as the sensor
onboard the robot provided the image inputs at only half the rate than that of the
simulation which introduced distortions in the geometric reconstruction due to lack
of timely data that matches with the pace. Additionally, it was observed that the
camera location and the noise in the depth information also influenced the final
output.
4.3 Discussion
The experiments conducted in simulated and real environments gave a detailed
insight into the capabilities and limitations of the pipeline. The main takeaway
from the experiments was that the final output of the pipeline heavily relies on the
input data. The raw input from the RGBD cameras undergoes transformations or
modifications at all stages in the pipeline. The discrepancies and errors introduced at
each stage accumulate and carry forward which affects the overall performance of the
pipeline. Voxblox output is distorted when the input frequency is not matching with
the pace of mapping, Mask R-CNN introduces label spreading and false detection
ultimately resulting in false positives, shape filter is unsuccessful when encountering
a non-chair object with a size comparable to a chair, Model matching provides a
sub-optimal solution when a significant part of the object is completely missing,
object replacement process removes parts of the background.
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In terms of reliability, the pipeline will give consistent output for the same
geometric and semantic geometric reconstruction with the same exact match found
from the database and F1-score for every run. However, the final output will vary when
the pipeline is subjected to a different geometric and sematic-geometric reconstruction
of the same exact environment. As data collected during each run mapping the
same environment to build multiple pairs of reconstructions differ in terms of data
density and errors introduced by different modules, the final output also reflects
these differences.
The findings from the simulation and real data are conclusive towards establishing
the limitations and capabilities of the pipeline in general. Keeping the limitations
in mind it will be quite interesting to discuss how the pipeline would adapt when
the database is expanded to other grounded objects, for example, types of tables.
As tables are larger in size unlike chairs the false positives due to label spreading
will have a lesser impact as the non-table objects get filtered out during the filtering
process. As the tables have flat surfaces over the support structure the height of
the robot will also impact the output depending upon the visibility of the tabletop
resulting in situations where the matched table may not completely cover the entire
area that the actual table occupies. For the cases where long tables are involved, it
may get replaced by two shorter tables depending on whether the robot was able to
register the complete extent of the tabletop without any missing regions in between.
Out of all the existing solutions used PCN method was the biggest disappointment.
The method performed well on the original training data but completely fell apart
when subjected to data from the simulation. The analysis shows clear signs of
overfitting to the training data and the employed training methodology. Alternatively,
it may also be because of the direct use of a trained model and may possibly work
better if the network is trained from scratch with additional training data apart from
the ShapeNet models. A similar explanation is also possible for Mask R-CNN as
well, a network trained with an expanded database may provide a more accurate
object mask reducing the label spreading.
To conclude, the detailed analysis of the experiments conducted managed to
answer all the questions posed which address different aspects of the pipeline. The
model matching method outperforms the PCN method, Mask R-CNN was identified
to be the weakest module in the pipeline, the pipeline performance indicates a
dependency on the robot speed while mapping as it impacts on the quality of the
initial reconstructions, the pipeline translates well to noisy sensor data providing
comparable performance to that in simulation.
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5 Conclusion and future work
In this thesis, a pipeline to generate a 3D mesh representation of an environment with
relevant objects replaced with similar synthetic models was designed and implemented.
The pipeline consists of modules each with a specific task. The first half of the pipeline
takes the camera inputs along with the pose information to generate a geometric and
a semantic-geometric mesh representation of the environment. Voxblox and Kimera
combined with Mask R-CNN, which are existing solutions, were used to generate
and save the geometric and semantic-geometric mesh respectively. In the second half
of the pipeline, the saved meshes are converted into a point cloud for more flexible
processing. The semantic point cloud is broken down into individual object clusters
and the clusters of chairs are filtered out. The final module attempts to infer the
missing regions in the individual clusters and replace the completed version into the
geometric point cloud. For this end module, two different approaches were tried.
First, a deep learning based method, PCN which produces a complete point cloud
when a partial point cloud is provided as input. Second, a novel approach to match
the partial point clouds with a database of synthetic models.
The deep learning and model matching approaches were compared against each
other based on execution time and the visual quality of the outputs in simulation. A
Husky robot model in an office environment in Gazebo was used as the simulation
setup. The PCN methods performed well on time but completely fell apart on
generating quality outputs. Additionally, the performance of the overall pipeline was
evaluated based on F1-score and the variation in F1-score for different speed settings
for the robot. The pipeline performed reasonably well on low speed and suffered
from quality loss for moderate and high speeds. The detailed analysis showed the
major bottlenecks for the pipeline quality was due to the inaccurate and slow output
frequency from the image segmentation method (Mask R-CNN). Furthermore, it
was also observed that the model matching method requires data from at least one
leg to identify a reasonable match for the partial input.
The pipeline was also tested in a real environment using a Care-O-bot. The
results obtained were similar to that of simulation which showed dependency on the
speed of navigation through the environment and the quality of the output of Mask
R-CNN. Additionally, it was also observed that the camera location and the noisy
depth information impacted the quality of the output.
For future work, the pipeline quality can be improved by replacing the current
image segmentation method with a better one which is capable of running at a higher
frequency and which provides better mask accuracy or retrain the existing network
incorporating additional data which may result in better mask accuracy. The model
database can be expanded to include more everyday objects which are grounded
such as tables, waste bins, sofas, plant pots. The approach to remove objects from
the current representation was to remove data around that object in a set radius
which results in overall data loss. A better way can be explored to remove only the
relevant objects without significant loss in background information.
Apart from improving the pipeline, the uses of the output of the pipeline can
also be explored. A possible application would be to use the output to spawn a
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robot in the generated environment and learn to manipulate specific objects for
the purpose of ’Interactive Navigation’. The ultimate purpose of a semantic map is
to represent the environment as accurately as possible to aid the robot to perform
complex tasks where accuracy refers to how much information about the environment
is being conveyed. The scene completion approach brings improvement to the
conveyed geometric information. However, this approach can evolve to encode more
information about the object such as affordances, contact points by utilizing more
sophisticated databases that may not be existing at the moment. In essence, the
approach can act as a channel to incorporate additional information into the scene
to aid the robot.
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