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ADAPTIVE FINITE ELEMENT METHODS FOR SPARSE
PDE–CONSTRAINED OPTIMIZATION
ALEJANDRO ALLENDES†, FRANCISCO FUICA‡, AND ENRIQUE OTA´ROLA§
Abstract. We propose and analyze reliable and efficient a posteriori error
estimators for an optimal control problem that involves a nondifferentiable
cost functional, the Poisson problem as state equation and control constraints.
To approximate the solution to the state and adjoint equations we consider
a piecewise linear finite element method whereas three different strategies are
used to approximate the control variable: piecewise constant discretization,
piecewise linear discretization and the so–called variational discretization ap-
proach. For the first two aforementioned solution techniques we devise an
error estimator that can be decomposed as the sum of four contributions: two
contributions that account for the discretization of the control variable and
the associated subgradient, and two contributions related to the discretization
of the state and adjoint equations. The error estimator for the variational dis-
cretization approach is decomposed only in two contributions that are related
to the discretization of the state and adjoint equations. On the basis of the
devised a posteriori error estimators, we design simple adaptive strategies that
yield optimal rates of convergence for the numerical examples that we perform.
PDE–constrained optimization, nondifferentiable objectives, sparse controls, a
posteriori error analysis, adaptive finite elements.
1. Introduction.
In this work we shall be interested in the design and analysis of a posteriori
error estimators for a nondifferentiable optimal control problem; control constraints
are also considered. To make matters precise, we let Ω ⊂ Rd, with d ∈ {2, 3},
be an open and bounded polytopal domain with Lipschitz boundary ∂Ω. Given
f ∈ L2(Ω), a desired state yΩ ∈ L
2(Ω), a regularization parameter α > 0, and a
sparsity parameter β > 0, we define the nondifferentiable cost functional
(1.1) J(y, u) :=
1
2
‖y − yΩ‖
2
L2(Ω) +
α
2
‖u‖2L2(Ω) + β ‖u‖L1(Ω) .
We shall thus be concerned with the nonsmooth optimal control problem: Find
(1.2) min J(y, u)
subject to the state equation
(1.3) −∆y = u+ f in Ω, y = 0 on ∂Ω,
and the control constraints
(1.4) u ∈ Uad, Uad := {v ∈ L
2(Ω) : a ≤ v(x) ≤ b a.e. x ∈ Ω}.
Key words and phrases. PDE–constrained optimization, nondifferentiable objectives, sparse
controls, a posteriori error analysis, adaptive finite elements.
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We immediately comment that, since we are interested in the nondifferentiable
scenario, we assume that a, b ∈ R are such that a < 0 < b. We refer the reader to
[8, Remark 2.1] for a discussion.
The design and analysis of solution techniques for problem (1.2)–(1.4) are moti-
vated by the following two observations:
• The cost functional J involves the L1(Ω)–norm of the control variable.
This term, that is a natural measure of the control cost, leads to sparsely
supported optimal controls [8, 26, 32], i.e., optimal controls that are not
zero only in a small region of the considered domain. This is a desirable
feature in applications, for instance, in the optimal placement of discrete
actuators [26].
• The cost functional J is nondifferentiable. As a consequence, the study of
solution techniques for (1.2)–(1.4) present some extra mathematical diffi-
culties compared with the standard case α > 0 and β = 0 that is presented,
for instance, in [27]. Fortunately, these difficulties can be overcame with
elements from convex analysis [8, 32].
The analysis and finite element discretization of PDE–constrained optimization
problems that involve a cost functional containing a L1(Ω)–control cost term have
been considered in a number of works. To the best of our knowledge, the first work
that provides an analysis when the state equation is a linear and elliptic PDE is
[26]. In this work, the author utilizes a regularization technique that involves a
L2(Ω)–control cost term, analyzes optimality conditions, and studies the conver-
gence properties of a proposed semismooth Newton method. Later, these results
were complemented with rates of convergence with respect to the regularization
parameter α in [32]. Subsequently, the authors of [8] consider a nonlinear version
of (1.2)–(1.4) where the state equation is a semilinear elliptic PDE and analyze
second order optimality conditions. We refer the reader to the recent work of [6]
for a complete overview of the results available in the literature. Simultaneously
with these advances, discretization techniques based on finite element methods and
their corresponding a priori error analyses have been considered. We refer the
reader to [32], when the state equation is a linear elliptic PDE, to [7, 8] for exten-
sions to the semilinear case, and to [23] when the state equation (1.3) involves the
spectral fractional powers of elliptic operators. We also mention references [9, 10]
for extensions of the aforementioned developments to evolution problems.
As opposed to the available a priori error analysis for finite element approx-
imations of sparse PDE–constrained optimization, the design and analysis of a
posteriori error estimators are rather scarce. An a posteriori error estimator is a
computable quantity that depends on the discrete solution and data, and provides
information about the local quality of the approximate solution. It is an essen-
tial ingredient of adaptive finite element methods (AFEMs). The theory for linear
second–order elliptic boundary value problems is well–established [1, 21, 22, 30]. In
contrast, the theory for constrained optimal control problems is not as developed.
The main source of difficulty is its inherent nonlinear feature, which appears as a
result of the control constraints. To the best of our knowledge, the first work that
provides an advance is [19] where the authors propose an estimator and derive a re-
liability estimate [19, Theorem 3.1]. Subsequently, the analysis was improved in [16]
by providing efficiency estimates involving oscillation terms [16, Theorems 5.1 and
6.1]. An attempt to unify the available results in the literature was later presented
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in [18]: on the basis of an important error equivalence the analysis is simplified to
provide reliable and efficient estimators for the state and adjoint equations. The
analysis is based on the energy norm inherited by the state and adjoint equations.
Recently, the authors of [25] provided a general framework that complements the
one developed in [18], and measures the error in a norm that is motivated by the
objective. The analysis relies on the convexity of Ω. The common feature in all
the previous cited references is that, in contrast to (1.2)–(1.4), β = 0. For different
approaches based on weighted residual and goal–oriented methods and advances in
the semilinear and nonlinear case, the reader is referred to [4, 15, 20, 31].
To the best of our knowledge, the only work that provides an advance concerning
a posteriori error analysis for (1.2)–(1.4) is [32]. In this work, the authors consider
a piecewise constant discretization for the control variable, propose a residual–type
a posteriori error estimator. In Theorem 6.2, it is proved that the devised error es-
timator yields an upper bound for the approximation errors of the state and control
variables (the errors committed in the approximation of the associated subgradient
and the adjoint variable are not considered). However, no efficiency analysis is
provided in [32]. In this work we complement and extend the results presented in
[32, Section 6] as follows: We consider three discretization schemes for (1.2)–(1.4)
that rely on the discretization of the state and adjoint equations with piecewise
linear functions. The schemes differ on the type of discretization considered for the
control variable: piecewise constant, piecewise linear or variational discretization.
For the first two schemes, we design an a posteriori error estimator that accounts
for the discretization of the optimal control variable, its associated subgradient,
and the state and adjoint variables. The a posteriori error estimator designed for
the variational discretization approach only needs to account for the discretization
of the state and adjoint variables. We measure the total error in energy–norms
and L2(Ω)–norms and derive, for each scheme, global reliability and local efficiency
results in a unified manner. With these estimators at hand, we also design sim-
ple adaptive strategies that yield optimal rates of convergence for the numerical
examples that we perform.
We organize our exposition as follows. We set notation in Section 2 and briefly
recall elements from convex analysis. In Section 3 we present existence and unique-
ness results together with first–order necessary and sufficient optimality conditions.
In Section 4 we present three finite element discretizations for the optimal control
problem (1.2)–(1.4); all of them rely on the discretization of the state and adjoint
equations by using piecewise linear functions. To approximate the control variable
three strategies are considered: piecewise constant, piecewise linear and variational
discretization. The core of our work is Section 5 where, for each discretization pre-
sented in Section 4, we design an a posteriori error estimator and derive reliability
and local efficiency results. We conclude, in Section 6, with a series of numerical
examples that illustrate our theory.
2. Notation and Preliminaries
Let us fix notation and the functional setting in which we will operate. Through-
out this work d ∈ {2, 3} and Ω ⊂ Rd is an open and bounded polytopal domain
with Lipschitz boundary. For a bounded domain G ⊂ Rd, L2(G) and H1(G) de-
note the standard Lebesgue and Sobolev spaces, respectively, and H10 (G) is the
subspace of H1(G) consisting of functions whose trace is zero on ∂G. Let (·, ·)L2(G)
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and ‖ · ‖L2(G) denote, respectively, the inner product and norm in L
2(G). The
seminorm in H1(G) is denoted by | · |H1(G).
If X and Y are normed vector spaces, we write X →֒ Y to denote that X is
continuously embedded in Y. We denote by X ⋆ the dual of X . The relation a . b
indicates that a ≤ Cb, with a nonessential constant C that might change at each
occurrence. Finally, throughout the manuscript we will frequently make use of the
following Poincare´ inequality
(2.1) ‖w‖L2(Ω) ≤ C‖∇w‖L2(Ω) ∀w ∈ H
1
0 (Ω).
2.1. Convex functions and subdifferentials. In this section we recall some
elements from convex analysis that will be essential for the analysis that we will
perform.
Let E be a real normed vector space. Let η : E → R ∪ {∞} be convex and
proper, and let v ∈ E with η(v) <∞. A subgradient of η at v is a continuous linear
functional v⋆ on E that satisfies
(2.2) 〈v⋆, w − v〉 ≤ η(w) − η(v) ∀ w ∈ E,
where 〈·, ·〉 denotes the duality pairing between E⋆ and E. We immediately remark
that a function may admit many subgradients at a point of nondifferentiability. The
set of all subgradients of η at v is called subdifferential of η at v and is denoted by
∂η(v). By convexity, the subdifferential ∂η(v) 6= ∅ for all points v in the interior of
the effective domain of η. Finally, we mention that the subdifferential is monotone,
i.e.,
(2.3) 〈v⋆ − w⋆, v − w〉 ≥ 0 ∀v⋆ ∈ ∂η(v), ∀w⋆ ∈ ∂η(w).
We refer the reader to [13, 24] for a thorough discussion on convex analysis.
3. Sparse PDE–constrained optimization.
In this section we briefly review the analysis of the nondifferentiable optimal
control problem (1.2)–(1.4). We recall existence and uniqueness results together
with first–order necessary and sufficient optimality conditions.
For J defined as in (1.1), the nondifferentiable optimal control problem reads:
(3.1) min
H1
0
(Ω)×Uad
J(y, u)
subject to the linear and elliptic PDE
(3.2) (∇y,∇v)L2(Ω) = (u+ f, v)L2(Ω) ∀v ∈ H
1
0 (Ω).
We must immediately notice that the set Uad, defined as in (1.4), is a nonempty,
bounded, closed and convex subset of L2(Ω).
We define the control-to-state map Z as follows: given u ∈ L2(Ω), Z associates
to it a unique state y ∈ H10 (Ω) that solves (3.2). Since H
1
0 (Ω) →֒ L
2(Ω), we may
also consider Z acting from L2(Ω) into itself. An immediate application of Lax-
Milgram Lemma implies that Z is a linear and continuous map. With this operator
at hand we define the reduced cost functional
j(u) = J(Zu, u) :=
1
2
‖Zu− yΩ‖
2
L2(Ω) +
α
2
‖u‖2L2(Ω) + β ‖u‖L1(Ω) ,
and present the following result; see also [32, Lemma 2.1].
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Lemma 3.1 (well–posedness). The sparse PDE–constrained optimization problem
(3.1)–(3.2) has a unique optimal solution (y¯, u¯) ∈ H10 (Ω)× L
2(Ω).
Proof. Since Z is injective and continuous, j is strictly convex and weakly lower
semicontinuous. The fact that Uad is weakly sequentially compact allows us to
conclude. 
In order to obtain optimality conditions for (3.1)–(3.2) we introduce the following
ingredients. First, we define the so–called adjoint state p as follows:
(3.3) p ∈ H10 (Ω) : (∇w,∇p)L2(Ω) = (y − yΩ, w)L2(Ω) ∀w ∈ H
1
0 (Ω).
We define the convex and Lipschitz function ψ : L1(Ω) 7→ R by ψ(u) := ‖u‖L1(Ω);
it corresponds to the nondifferentiable component of the reduced cost functional j.
The differentiable counterpart of the latter is defined by
ϕ : L2(Ω)→ R, u 7→ ϕ(u) :=
1
2
‖Zu− yΩ‖
2
L2(Ω) +
α
2
‖u‖2L2(Ω) .
Standard arguments reveal that ϕ is Fre´chet differentiable with ϕ′(u) = p+αu (see
[27, Theorem 2.20].
With these ingredients at hand, we present necessary and sufficient optimality
conditions for our sparse PDE–constrained optimization problem.
Theorem 3.2 (optimality conditions). The pair (y¯, u¯) ∈ H10 (Ω)×Uad is optimal for
problem (3.1)–(3.2) if and only if y¯ = Zu¯ and u¯ satisfies the variational inequality
(3.4) (p¯+ αu¯ + βλ¯, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad,
where p¯ denotes the solution to (3.3) with y replaced by y¯ and λ¯ ∈ ∂ψ(u¯).
Proof. See [32, Lemma 2.2]. 
To present the following result we introduce, for a, b ∈ R the projection formula
(3.5) Π[a,b] (v(x)) = min {b,max {a, v(x)}} .
Corollary 3.3 (projection formula). Let y¯, p¯, u¯ and λ¯ be as in Theorem 3.2. Then,
we have that
(3.6) u¯(x) = Π[a,b]
(
−
1
α
(
p¯(x) + βλ¯(x)
))
,
and
(3.7) u¯(x) = 0 ⇔ |p¯(x)| ≤ β, λ¯(x) = Π[−1,1]
(
−
1
β
p¯(x)
)
.
Consequently, u¯, λ¯ ∈ H10 (Ω), and λ¯ is uniquely determined.
Proof. See [8, Corollary 3.2]. 
We immediately comment that the projection formula (3.7) guarantees the unique-
ness of the subgradient λ¯ [8, Corollary 3.2]; this property is not usually obtained in
non–differentiable optimization problems.
To summarize, the pair (y¯, u¯) is optimal for (3.1)–(3.2) if and only if (y¯, p¯, u¯) ∈
H10 (Ω)×H
1
0 (Ω)× Uad solves
(3.8)


(∇y¯,∇v)L2(Ω) = (u¯+ f, v)L2(Ω) ∀v ∈ H
1
0 (Ω),
(∇w,∇p¯)L2(Ω) = (y¯ − yΩ, w)L2(Ω) ∀w ∈ H
1
0 (Ω),
(p¯+ αu¯ + βλ¯, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad,
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where λ¯ ∈ ∂ψ(u¯).
4. Finite element discretization.
We present three finite element solution techniques for the nondifferentiable opti-
mal control problem (3.1)–(3.2). All the techniques discretize the state and adjoint
equations with piecewise linear functions. However, they differ on the type of
discretization technique used for the optimal control variable. In Section 4.1, we
consider a piecewise constant discretization, in Section 4.2, an scheme based on
piecewise linear functions and, in Section, 4.3 we consider the so–called variational
discretization approach.
We begin this section by introducing some finite element notation [12, 14]. Let
T = {K} be a conforming partition of Ω¯ into simplicesK with size hK := diam(K),
and set hT := maxK∈T hK . We denote by T the collection of conforming and shape
regular meshes that are refinements of an initial mesh T0.
Given a mesh T ∈ T, we define the finite element space of continuous piecewise
polynomials of degree one as
(4.1) V(T ) = {vT ∈ C(Ω¯) : vT |K ∈ P1(K)∀K ∈ T , vT |∂Ω = 0}.
In what follows we will describe the three solution techniques that we will con-
sider for our optimal control problem (3.1)–(3.2).
4.1. Piecewise constant discretization. We define U0(T ) := {uT ∈ L
2(Ω) :
u
T
|K ∈ P0(K) ∀K ∈ T }. The discrete admissible set Uad,0(T ) is thus defined as
Uad,0(T ) := U0(T ) ∩ Uad.
With these discrete spaces at hand, we propose the following finite element dis-
cretization of the optimality system (3.8): Find (y¯
T
, p¯
T
, u¯
T
) ∈ V(T ) × V(T ) ×
Uad,0(T ) such that
(4.2)


(∇y¯
T
,∇v
T
) = (u¯
T
+ f, v
T
)L2(Ω) ∀vT ∈ V(T ),
(∇w
T
,∇p¯
T
) = (y¯
T
− yΩ, wT )L2(Ω) ∀wT ∈ V(T ),
(p¯
T
+ αu¯
T
+ βλ¯
T
, u
T
− u¯
T
)L2(Ω) ≥ 0 ∀uT ∈ Uad,0(T ),
where λ¯
T
∈ ∂ψ(u¯
T
) and
ψ : U0(T )→ R, uT 7→ ψ(uT ) =
∫
Ω
|uT | dx =
∑
K∈T
|uT ||K|.
The next result states discrete projection formulas for u¯
T
and λ¯
T
.
Lemma 4.1 (discrete projection formulas in U0(T )). Let (y¯T , p¯T , u¯T )∈ V(T )×
V(T )× Uad,0(T ) be the solution to (4.2). Then, we have
(4.3) u¯T |K = Π[a,b]
(
−
1
α
(
1
|K|
∫
K
p¯T dx+ βλ¯T |K
))
,
and
(4.4) u¯T |K = 0⇔
1
|K|
∣∣∣∣
∫
K
p¯T dx
∣∣∣∣ ≤ β, λ¯T |K = Π[−1,1]
(
−
1
β|K|
∫
K
p¯T dx
)
.
Consequently, the discrete subgradient λ¯T is unique.
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Proof. We begin by noticing that ∂ψ(u¯
T
) ⊂ U0(T )∗. Consequently, standard
arguments, on the basis of (2.2), allow us to identify λ¯
T
∈ ∂ψ(u¯
T
) with an element
of U0(T ) that satisfies
(4.5) λ¯T =
∑
K∈T
χK λ¯T |K ,


λ¯
T
|K = +1, u¯T |K > 0,
λ¯
T
|K = −1, u¯T |K < 0,
λ¯
T
|K ∈ [−1, 1], u¯T |K = 0,
where χK corresponds to the characteristic function of the element K ∈ T . Thus,
since u¯T ∈ Uad,0(T ), the variational inequality in the optimality system (4.2) reads∑
K∈T
(∫
K
p¯T dx+ |K|
(
αu¯T |K + βλ¯T |K
))
(uT |K − u¯T |K) ≥ 0,
where, for everyK ∈ T , uT |K ∈ P0(K) is such that a ≤ uT |K ≤ b. We thus invoke
similar arguments to the ones used in the proof of [27, Lemma 2.26] to obtain the
projection formula (4.3).
The proof of (4.4) follows from (3.5), (4.3), and (4.5); see [8, Section 4] for
details. This concludes the proof. 
4.2. Piecewise linear discretization. Let us define U1(T ) := {uT ∈ C(Ω¯) :
u
T
|K ∈ P1(K) ∀K ∈ T }. The discrete admissible set is thus defined as
Uad,1(T ) := U1(T ) ∩ Uad.
We denote the set of all vertices of the mesh T by V(T ), and, for v ∈ V(T ),
we introduce the function φv ∈ U1(T ) which is such that φv(v
′) = δvv′ for all
v′ ∈ V(T ). The set {φv : v ∈ V(T )} is the so–called Courant basis of the space
U1(T ) [14, 21]. We notice that every element uT ∈ U1(T ) can be written as
uT =
∑
v∈V(T )
uT (v)φv.
We follow [7, Section 3] and define, on the space U1(T ), the discrete inner
product (·, ·)
T
and norm ‖ · ‖T by
(4.6) (uT , vT )T =
∑
v∈V(T )
uT (v)vT (v)
∫
Ω
φv dx, ‖uT ‖
2
T = (uT , uT )T ,
respectively. We also define the discrete nondifferentiable component ψT : U1(T )→
R as ψT (uT ) =
∑
v∈V(T ) |uT (v)|
∫
Ω
φv dx and the discrete cost functional
JT (yT , uT ) =
1
2
‖yT − yΩ‖
2
L2(Ω) +
α
2
‖uT ‖
2
T + βψT (uT ).
The following optimality system corresponds to the discrete first–order optimal-
ity condition of the problem min JT (yT , uT ) subject to (∇yT ,∇vT ) = (uT +
f, vT )L2(Ω), for all vT ∈ V(T ), and uT ∈ Uad,1(T ); see [7, Theorem 3.3]: Find
(y¯T , p¯T , u¯T ) ∈ V(T )× V(T )× Uad,1(T ) such that

(∇y¯
T
,∇v
T
) = (u¯
T
+ f, v
T
)L2(Ω) ∀vT ∈ V(T ),
(∇w
T
,∇p¯
T
) = (y¯
T
− yΩ, wT )L2(Ω) ∀wT ∈ V(T ),
(p¯
T
, u
T
− u¯
T
)L2(Ω) + (αu¯T + βλ¯T , uT − u¯T )T ≥ 0 ∀uT ∈ Uad,1(T ),
(4.7)
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where λ¯
T
∈ ∂ψT (u¯T ). To present the following result we introduce the quasi–
interpolation operator ΘT : L
1(Ω)→ U1(T ), that is defined as follows:
(4.8) ΘT (w) =
∑
v∈V(T )
θv(w)φv, θv(w) :=
∫
Ωwφv dx∫
Ω
φv dx
.
Lemma 4.2 (discrete projection formulas in Uad,1(T )). Let (y¯T , p¯T , u¯T ) ∈ V(T )×
V(T )× Uad,1(T ) be the solution to (4.7). Then, for every v ∈ V(T ), we have
(4.9) u¯T (v) = Π[a,b]
(
−
1
α
(
θv(p¯T ) + βλ¯T (v)
))
,
and
(4.10) u¯T (v) = 0 ⇔ |θv(p¯T )| ≤ β, λ¯T (v) = Π[−1,1]
(
−
1
β
θv(p¯T )
)
.
In particular, the discrete subgradient λ¯T is unique.
Proof. See [7, Lemma 3.4]. 
Remark 4.3 (projection formulas). The projection formulas obtained in Lemmas
4.1 and 4.2 are essential ingredients in the numerical resolution of system (4.2) and
(4.7), respectively; see Algorithm 1 in Section 6.
Proposition 4.1 (a priori error estimates). If (4.2) and (4.7) approximate the
optimal control problem (3.1)–(3.2) when Uad(T ) = Uad,0(T ) and Uad(T ) =
Uad,1(T ), respectively and Ω is convex, then, the following a priori error estimates
can be derived: For every h0 > 0, there is a constant C > 0 such that for all
hT ≤ h0
(4.11) ‖u¯− u¯T ‖L2(Ω) ≤ ChT ,
where C is independent of hT .
Proof. For a proof of this result we refer the reader to [32, Proposition 4.5] when
Uad(T ) = Uad,0(T ) and [7, Theorem 3.13] when Uad(T ) = Uad,1(T ). 
4.3. Variational discretization. In what follows we will consider the so–called
variational discretization approach introduced by Hinze in [17]. We discretize the
state equation with the help of the discrete space (4.1); the admissible set of controls
Uad is not discretized. In spite of this fact, the proposed semidiscrete scheme will
induce a discretization of the optimal control and its unique associated subgradient
on the basis of projection formulas; see Lemma 4.4 below.
With the aforementioned semidiscrete setting at hand, we propose the following
finite element discretization of the optimality system (3.8) [8, Section 5]: Find
(y¯
T
, p¯
T
, u¯
T
) ∈ V(T )× V(T )× Uad such that
(4.12)


(∇y¯
T
,∇v
T
) = (u¯
T
+ f, v
T
)L2(Ω) ∀vT ∈ V(T ),
(∇w
T
,∇p¯
T
) = (y¯
T
− yΩ, wT )L2(Ω) ∀wT ∈ V(T ),
(p¯
T
+ αu¯
T
+ βλ¯
T
, u
T
− u¯
T
)L2(Ω) ≥ 0 ∀uT ∈ Uad,
where λ¯
T
∈ ∂ψ(u¯
T
). We now present projection formulas for the variables u¯T
and λ¯T that make evident how they are implicitly discretized by the semidiscrete
scheme (4.12).
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Lemma 4.4 (variational discrete projections). Let (y¯
T
, p¯
T
, u¯
T
)∈ V(T )×V(T )×
Uad be the solution to (4.12). Then, for all x ∈ Ω, we have that
(4.13) u¯T (x) = Π[a,b]
(
−
1
α
(
p¯T (x) + βλ¯T (x)
))
,
and
(4.14) u¯T (x) = 0 ⇔ |p¯T (x)| ≤ β, λ¯T (x) = Π[−1,1]
(
−
1
β
p¯T (x)
)
.
In addition, the discrete subgradient λ¯
T
is unique.
Proof. See [8, Section 5]. 
Proposition 4.2 (a priori error estimate). If (4.12) approximate the optimal con-
trol problem (3.1)–(3.2) and Ω is convex, then the following a priori error estimate
can be derived: For every h0 > 0, there exits C > 0 such that for all hT ≤ h0,
(4.15) ‖u¯− u¯T ‖L2(Ω) ≤ Ch
2
T ,
where C is independent of hT .
Proof. See [32, Corollary 4.7] 
5. A posteriori error estimation.
The design and analysis of AFEMs to solve the optimal control problem (3.1)–
(3.2) are motivated by the following considerations:
• the a priori error estimates obtained in [8, 32] require T to be quasi–
uniform and Ω to be convex. In addition, such estimates are valid under
the assumption that hT is sufficiently small. If the condition that Ω is
convex is violated, the optimal variables may have singularities and thus
exhibit fractional regularity. As a consequence, quasi–uniform refinement
of Ω would not result in an efficient solution technique.
• the sparsity term ψ(u) in the cost functional yield an optimal control u¯
that is nonzero only in sets of small support in Ω.
It is then natural, to efficiently resolve such a behavior on the optimal control
variable and recover optimal rates of convergence when Ω is not convex, to propose
AFEMs.
In the next section we will construct three types of a posteriori error estimators;
two of them will be based on the following four contributions: two contributions that
account for the discretization of the control variable and the associated subgradient,
and two contributions related to the discretization of the state and adjoint variables.
Instead, the a posteriori error estimator for the variational discretization approach
is based only in two contributions: one related to the discretization of the state
variable, and another one related to the discretization of the adjoint variable.
5.1. A posteriori error analysis for the Laplacian. Since the error estimators
that we will propose involve contributions that account for the discretization of the
state and adjoint variables, in what follows we summarize some classical a posteriori
error estimates for the Laplacian.
Let g ∈ L2(Ω) and consider the following problem: Find z ∈ H10 (Ω) such that
(5.1) (∇z,∇v)L2(Ω) = (g, v)L2(Ω) ∀v ∈ H
1
0 (Ω).
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We define the Galerkin approximation to (5.1) as the solution to: Find z
T
∈
V(T ) such that
(∇zT ,∇vT )L2(Ω) = (g, vT )L2(Ω) ∀ vT ∈ V(T ).
We define S as the set of internal (d− 1)–dimensional interelement boundaries
γ of T . For K ∈ T , let SK denote the subset of S that contains the sides in S
which are sides of K. We also denote by Ωγ the subset of T that contains the two
elements that have γ as a side. In addition, we define the patch associated with an
element K ∈ T as
(5.2) ΩK :=
⋃
K′∈T :SK∩SK′ 6=∅
K ′.
Given a discrete function z
T
∈ V(T ), we define, for any internal side γ ∈ S ,
the jump or interelement residual [[∇z
T
· ν]]γ by
[[∇zT · ν]]γ = ν
+ · ∇zT |K+ + ν
− · ∇zT |K− ,
where ν+, ν− denote the unit normals to γ pointing outward K+, K− ∈ T , re-
spectively, which are such that K+ 6= K− and ∂K+ ∩ ∂K− = γ.
With these ingredients at hand, we introduce the following a posteriori error
indicators and error estimator
(5.3) E2z,K = h
2
K‖g‖
2
L2(K) + hK ‖[[∇zT · ν]]γ‖
2
L2(∂K\∂Ω) , Ez :=
(∑
K∈T
E2z,K
) 1
2
,
respectively. It is well–known that there exists a positive constant C such that the
following global reliability result holds:
|z − zT |H1(Ω) ≤ C Ez.(5.4)
We refer the reader to [1, Section 2.2] and [30, Section 1.4] for details.
Let us now define the following a posteriori error indicators and error estimator
(5.5) E2z,K = h
4
K‖g‖
2
L2(K) + h
3
K ‖[[∇zT · ν]]γ‖
2
L2(∂K\∂Ω) , Ez :=
(∑
K∈T
E2z,K
) 1
2
,
respectively. If Ω is convex, a duality argument reveals that there exist a positive
constant C such that
‖z − zT ‖L2(Ω) ≤ CEz .(5.6)
We refer the reader to [1, Section 2.4] for details.
Remark 5.1 (data oscillation). As it is customary in a posteriori error analysis,
global reliability properties for residual–type error estimators do not involve os-
cillation terms [1, 21, 22, 30]. Such terms appear when analyzing the asymptotic
sharpness of the a posteriori upper bounds (5.4) and (5.6) [1, 21, 22, 30]. One may
think that the issue of oscillation is specific to standard a posteriori error estima-
tion. However all estimators we are aware of suffer from oscillations of the data
that are finer than the mesh–size [21, 22].
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5.2. Error estimators for sparse PDE–constrained optimization: reliabil-
ity. The upper bounds for the errors that we will obtain in our work are constructed
using upper bounds on the error between the solution to the discretization (4.2),
(4.7) or (4.12) and auxiliary variables that we define in what follows.
Let (y¯
T
, p¯
T
, u¯
T
) ∈ V(T ) × V(T ) × Uad(T ) be the solution to (4.2), (4.7) or
(4.12); Uad(T ) = Uad,0(T ) for (4.2), Uad(T ) = Uad,1(T ) for (4.7), and Uad(T ) =
Uad for (4.12). We define (yˆ, pˆ) ∈ H10 (Ω)×H
1
0 (Ω) as the solution to
(5.7)
{
(∇yˆ,∇v)L2(Ω) = (u¯T + f, v)L2(Ω) ∀v ∈ H
1
0 (Ω),
(∇w,∇pˆ)L2(Ω) = (y¯T − yΩ, w)L2(Ω) ∀w ∈ H
1
0 (Ω).
We notice that (y¯
T
, p¯
T
) can be seen as a finite element approximation of (yˆ, pˆ).
This property motivates the following definitions. First, we define
E2y,K = h
2
K‖u¯T + f‖
2
L2(K) + hK ‖[[∇y¯T · ν]]γ‖
2
L2(∂K\∂Ω) , E
2
y :=
∑
K∈T
E2y,K ,(5.8)
E2p,K = h
2
K‖y¯T − yΩ‖
2
L2(K) + hK ‖[[∇p¯T · ν]]γ‖
2
L2(∂K\∂Ω) , E
2
p :=
∑
K∈T
E2p,K .(5.9)
In view of the results of the previous section we conclude from (5.4) that there exist
constants C1 and C2 such that
(5.10) |yˆ − y¯T |H1(Ω) ≤ C1Ey, |pˆ− p¯T |H1(Ω) ≤ C2Ep.
Secondly, we define the L2(Ω)–based a posteriori error indicators and estimators
E2y,K = h
4
K‖u¯T + f‖
2
L2(K) +h
3
K ‖[[∇y¯T · ν]]γ‖
2
L2(∂K\∂Ω) , E
2
y :=
∑
K∈T
E2y,K ,(5.11)
E2p,K = h
4
K‖y¯T − yΩ‖
2
L2(K)+h
3
K ‖[[∇p¯T · ν]]γ‖
2
L2(∂K\∂Ω) , E
2
p :=
∑
K∈T
E2p,K .(5.12)
If, in addition, Ω is convex, we thus have from (5.6) that there exist constants C1
and C2 such that
(5.13) ‖yˆ − y¯T ‖L2(Ω) ≤ C1Ey, ‖pˆ− p¯T ‖L2(Ω) ≤ C2Ep.
We now define
(5.14) λ˜ := Π[−1,1]
(
−
1
β
p¯T
)
, u˜ := Π[a,b]
(
−
1
α
(
p¯T + βλ˜
))
.
The following remark is thus necessary.
Remark 5.2 (properties of u˜ and λ˜). We notice two properties which are conse-
quences of definition (5.14). First, λ˜ ∈ ∂ψ(u˜). This will be crucial in the a pos-
teriori error analysis that we will perform in Section 5. Second, if the variational
approach is considered, we thus have that
(5.15) u˜ = u¯T , λ˜ = λ¯T .
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With these ingredients at hand, we define the following a posteriori error indica-
tors and estimators for the optimal control variable and the associated subgradient:
E2u,K := ‖u˜− u¯T ‖
2
L2(K) , Eu :=
(∑
K∈T
E2u,K
) 1
2
,(5.16)
E2λ,K := ‖λ˜− λ¯T ‖
2
L2(K), Eλ :=
(∑
K∈T
E2λ,K
) 1
2
.(5.17)
Related to new variable u˜ ∈ L2(Ω), we set (y˜, p˜) ∈ H10 (Ω) × H
1
0 (Ω) to be such
that
(5.18)
{
(∇y˜,∇v)L2(Ω) = (u˜+ f, v)L2(Ω) ∀v ∈ H
1
0 (Ω),
(∇w,∇p˜)L2(Ω) = (y˜ − yΩ, w)L2(Ω) ∀w ∈ H
1
0 (Ω).
Finally, we define the errors ey = y¯ − y¯T , ep = p¯ − p¯T , eλ = λ¯ − λ¯T , and
eu = u¯− u¯T , and, for e := (ey, ep, eu, eλ), the norms
(5.19) e2Ω := |ey|
2
H1(Ω) + |ep|
2
H1(Ω) + ‖eu‖
2
L2(Ω) + ‖eλ‖
2
L2(Ω),
and
(5.20) ‖e‖2Ω := ‖ey‖
2
L2(Ω) + ‖ep‖
2
L2(Ω) + ‖eu‖
2
L2(Ω) + ‖eλ‖
2
L2(Ω).
We thus have all the ingredients at hand to develop our a posteriori error analysis.
Theorem 5.3 (global reliability of E). Let (y¯, p¯, u¯) ∈ H10 (Ω) × H
1
0 (Ω) × Uad be
the solution to the optimality system (3.8), and (y¯
T
, p¯
T
, u¯
T
) ∈ V(T ) × V(T ) ×
Uad,1(T ) its numerical approximation obtained as the solution to (4.7). If Ω is
convex, then
‖e‖Ω ≤ E,(5.21)
where ‖e‖Ω is defined as in (5.20) and
(5.22) E =
(∑
K∈T
E2K
) 1
2
, E2K = CstE
2
y,K + CadE
2
p,K + CctE
2
u,K + CsgE
2
λ,K .
The constants Cst, Cad, Cct and Csg are independent of the continuous and discrete
optimal variables, the size of the elements of the mesh T and #T .
Proof. We proceed in five steps.
Step 1. The goal of this step is to control the error ‖u¯− u¯
T
‖L2(Ω). We begin by
invoking definitions (5.14) and (5.16) to immediately arrive at the estimate
(5.23) ‖u¯− u¯T ‖
2
L2(Ω) ≤ 2‖u¯− u˜‖
2
L2(Ω) + 2E
2
u.
It thus suffices to control the term ‖u¯− u˜‖L2(Ω). To accomplish this task, we first
notice that u˜, defined as in (5.14), can be equivalently characterized by
(p¯T + αu˜ + βλ˜, u− u˜)L2(Ω) ≥ 0 ∀u ∈ Uad.
Consequently, by setting u = u¯ in the previous variational inequality and u = u˜ in
(3.4), we arrive at
(p¯T + αu˜+ βλ˜, u¯− u˜)L2(Ω) ≥ 0, (p¯+ αu¯+ βλ¯, u˜− u¯)L2(Ω) ≥ 0.
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Adding these variational inequalities we thus obtain the following basic estimate
α‖u¯− u˜‖2L2(Ω) ≤ (p¯− p¯T , u˜− u¯)L2(Ω) + β(λ¯− λ˜, u˜− u¯)L2(Ω).
Now, since λ¯ ∈ ∂ψ(u¯) and λ˜ ∈ ∂ψ(u˜), an application of (2.3) yields
β(λ¯− λ˜, u˜− u¯)L2(Ω) ≤ 0.
Consequently,
α‖u¯− u˜‖2L2(Ω) ≤ (p¯− p¯T , u˜− u¯)L2(Ω).
We now invoke the auxiliary states pˆ and p˜, defined as the solution to problems
(5.7) and (5.18), respectively, to rewrite the previous expression as follows:
α‖u˜− u¯‖2L2(Ω) ≤ (p¯− p˜, u˜− u¯)L2(Ω)+ (p˜− pˆ, u˜− u¯)L2(Ω)+ (pˆ− p¯T , u˜− u¯)L2(Ω).
We proceed to bound (p¯ − p˜, u˜ − u¯)L2(Ω). To accomplish this task, we notice that
y˜ − y¯ ∈ H10 (Ω) and p¯− p˜ ∈ H
1
0 (Ω) solve, for all v ∈ H
1
0 (Ω) and w ∈ H
1
0 (Ω),
(∇(y˜ − y¯),∇v)L2(Ω) = (u˜− u¯, v)L2(Ω), (∇w,∇(p¯ − p˜))L2(Ω) = (y¯ − y˜, w)L2(Ω),
respectively. Set v = p¯− p˜ and w = y˜ − y¯ and conclude that
(p¯− p˜, u˜− u¯)L2(Ω) = (∇(y˜ − y¯),∇(p¯− p˜))L2(Ω) = −‖y˜ − y¯‖
2
L2(Ω) ≤ 0.
This result allows us to derive that
α ‖u˜− u¯‖2L2(Ω) ≤ (p˜− pˆ, u˜− u¯)L2(Ω) + (pˆ− p¯T , u˜− u¯)L2(Ω),
which implies the bounds
‖u˜− u¯‖2L2(Ω) ≤
2
α2
‖p˜− pˆ‖2L2(Ω) +
2
α2
‖pˆ− p¯T ‖
2
L2(Ω)
≤
2
α2
‖p˜− pˆ‖2L2(Ω) +
2
α2
C2
2E2p ,
(5.24)
where, in the last inequality, we have used the a posteriori error estimate (5.13).
To control ‖p˜− pˆ‖L2(Ω), we notice that (∇w,∇(p˜− pˆ))L2(Ω) = (y˜ − y¯T , w)L2(Ω)
for all w ∈ H10 (Ω). An application of the Poincare´ inequality (2.1) thus reveals that
C
−2‖p˜− pˆ‖2L2(Ω) ≤ (∇(p˜− pˆ),∇(p˜− pˆ))L2(Ω) ≤ ‖p˜− pˆ‖L2(Ω)‖y˜ − y¯T ‖L2(Ω),
which, in view of the a posteriori estimate (5.13), implies the bound
(5.25) C−4 ‖p˜− pˆ‖2L2(Ω) ≤ 2 ‖y˜ − yˆ‖
2
L2(Ω) + 2C1
2E2y .
Similarly, since y˜−yˆ solves (∇(y˜−yˆ), v)L2(Ω) = (u˜−u¯T , v)L2(Ω) for all v ∈ H
1
0 (Ω),
we can conclude that
C−2‖y˜ − yˆ‖2L2(Ω) ≤ (∇(y˜ − yˆ),∇(y˜ − yˆ))L2(Ω) ≤ ‖y˜ − yˆ‖L2(Ω)‖u˜− u¯T ‖L2(Ω),
and thus, invoking definition (5.16), that
‖y˜ − yˆ‖2L2(Ω) ≤ C
4E2u.
Replacing this estimate into (5.25) we arrive at
‖p˜− pˆ‖2L2(Ω) ≤ 2C
8E2u + 2C
4C1
2E2y .
On the basis of (5.24), the collection of our previous findings yields the estimate
‖u˜− u¯‖2L2(Ω) ≤
2
α2
(
2C8E2u + 2C
4C1
2E2y + C2
2E2p
)
,
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which, in view of (5.23), allows us to conclude the a posteriori error estimate
(5.26) ‖u¯− u¯T ‖
2
L2(Ω) ≤
4
α2
[{
2C8 +
α2
2
}
E2u + 2C
4C1
2E2y + C2
2E2p
]
.
Step 2. The goal of this step is to bound the error ‖y¯− y¯
T
‖L2(Ω). We begin with
(5.27) ‖y¯ − y¯T ‖
2
L2(Ω) ≤ 2‖y¯ − yˆ‖
2
L2(Ω) + 2C1
2E2y ,
which follows from (5.13). Since y¯− yˆ solves (∇(y¯− yˆ),∇v)L2(Ω) = (u¯− u¯T , v)L2(Ω)
for all v ∈ H10 (Ω), by setting v = y¯ − yˆ we can conclude that
C
−2 ‖y¯ − yˆ‖2L2(Ω) ≤ (∇(y¯ − yˆ),∇(y¯ − yˆ))L2(Ω) ≤ ‖y¯ − yˆ‖L2(Ω)‖u¯− u¯T ‖L2(Ω),
which yields the bound ‖y¯ − yˆ‖L2(Ω) ≤ C
2‖u¯ − u¯
T
‖L2(Ω). This estimate combined
with (5.26) and (5.27) imply that
(5.28) ‖y¯− y¯T ‖
2
L2(Ω) ≤
8
α2
C
4
[{
2C8 +
α2
2
}
E2u+C1
2
{
2C4 +
α2
4C4
}
E2y+C2
2E2p
]
.
Step 3. We control the term ‖p¯− p¯
T
‖L2(Ω). A simple application of the triangle
inequality and the estimate (5.13) reveal that
(5.29) ‖p¯− p¯T ‖
2
L2(Ω) ≤ 2‖p¯− pˆ‖
2
L2(Ω) + 2C2
2E2p .
To estimate the term ‖p¯− pˆ‖L2(Ω), we notice that p¯− pˆ solves (∇w,∇(p¯− pˆ))L2(Ω) =
(y¯ − y¯
T
, w)L2(Ω) for all w ∈ H
1
0 (Ω). Set w = p¯− pˆ and conclude that
C
−2‖p¯− pˆ‖2L2(Ω) ≤ (∇(p¯− pˆ),∇(p¯− pˆ))L2(Ω) ≤ ‖p¯− pˆ‖L2(Ω) ‖y¯ − y¯T ‖L2(Ω) .
This estimate implies that ‖p¯− pˆ‖2L2(Ω) ≤ C
4‖y¯− y¯
T
‖2L2(Ω). Therefore, (5.28), (5.29)
and the previous estimate allow us to deduce the a posteriori error estimate
(5.30) ‖p¯− p¯T ‖
2
L2(Ω)
≤
16
α2
C
8
[{
2C8 +
α2
2
}
E2u + C1
2
{
2C4 +
α2
4C4
}
E2y + C2
2
{
1 +
α2
8C8
}
E2p
]
.
Step 4. The objective of this step is to bound ‖λ¯− λ¯T ‖L2(Ω). To accomplish this
task we utilize the auxiliary variable λ˜, defined as in (5.14), and proceed as follows:
‖λ¯− λ¯T ‖
2
L2(Ω) ≤ 2‖λ¯− λ˜‖
2
L2(Ω) + 2‖λ˜− λ¯T ‖
2
L2(Ω)
≤ 2β−2‖p¯− p¯T ‖
2
L2(Ω) + 2E
2
λ,(5.31)
where, in the last inequality, we have used the projection formula (3.7), the Lipschitz
continuity of the operator Π[−1,1] and the a posteriori error estimate (5.17). To
conclude, we insert the estimate (5.30) into the previous inequality and obtain that
(5.32) ‖λ¯− λ¯T ‖
2
L2(Ω) ≤
32
(αβ)2
C
8
[{
2C8 +
α2
2
}
E2u
+ C1
2
{
2C4 +
α2
4C4
}
E2y + C2
2
{
1 +
α2
8C8
}
E2p +
(αβ)2
16C8
E2λ
]
.
Step 5. The desired estimate follows from a collection of the estimates (5.26),
(5.28), (5.30) and (5.32). This concludes the proof. 
The previous analysis allows us to derive the following result for a posteriori
error estimation based on energy–type norms.
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Theorem 5.4 (global reliability of E). Let (y¯, p¯, u¯) ∈ H10 (Ω) × H
1
0 (Ω) × Uad be
the solution to the optimality system (3.8), and (y¯
T
, p¯
T
, u¯
T
) ∈ V(T ) × V(T ) ×
Uad,0(T ) its numerical approximation obtained as the solution to (4.2). Then,
(5.33) eΩ ≤ E ,
where eΩ is defined as in (5.19) and
(5.34) E =
(∑
K∈T
E2K
) 1
2
, E2K := CstE
2
y,K + CadE
2
p,K + CctE
2
u,K + CsgE
2
λ,K .
The constants Cst,Cad,Cct and Csg are independent of the continuous and discrete
optimal variables, the size of the elements of the mesh T and #T .
Proof. The proof follows closely the arguments developed in the proof of Theorem
5.3 upon using a Poincare´ inequality. For brevity, we skip the details. 
We now provide an a posteriori error estimation result when the variational
discretization approach is used to approximate the optimal control problem (3.1)–
(3.2).
Theorem 5.5 (global reliability of E). Let (y¯, p¯, u¯)∈ H10 (Ω)×H
1
0 (Ω)×Uad be the
solution to the optimality system (3.8) and (y¯
T
, p¯
T
, u¯
T
) ∈ V(T )×V(T )×Uad its
numerical approximation obtained as the solution to (4.12). If Ω is convex, then
‖e‖Ω ≤ E,(5.35)
where ‖e‖Ω is defined as in (5.20) and
(5.36) E =
(∑
K∈T
E
2
K
) 1
2
, E2K = CstE
2
y,K + CadE
2
p,K .
The constants Cst and Cad are independent of the continuous and discrete optimal
variables, the size of the elements of the mesh T and #T .
Proof. The proof follows closely the arguments developed in the proof of Theorem
5.3 upon using that, in this case, u˜ = u¯T and λ˜ = λ¯T ; see (5.15). For brevity, we
skip the details. 
5.3. Error estimators for sparse PDE–constrained optimization: efficiency.
In what follows we examine the efficiency properties of the a posteriori error esti-
mators E, E and E which are defined as in (5.22), (5.34), and (5.36), respectively.
To accomplish this task, we analyze each of their contributions separately. Before
proceeding with such analyses we introduce the following notation: for an edge,
triangle or tetrahedron G, let V(G) be the set of vertices of G. We define, for each
element K ∈ T and side γ ∈ S , the standard element and edge bubble functions
[29, 30]
(5.37) βK |K = (d+ 1)
(d+1)
∏
v∈V(K)
φv, βγ |K = d
d
∏
v∈V(γ)
φv|K , K ⊂ Ωγ ,
respectively, where φv are the barycentric coordinates of K. We recall that Ωγ
corresponds to the patch composed of the two elements of T sharing γ.
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We now present the following error equation associated to the state equation;
it follows from the continuous state equation in (3.8) and an application of an
integration by parts formula:
(5.38)
∑
K∈T
(
u¯T +Π
ℓ
K(f), v
)
L2(K)
−
∑
γ∈S
([[∇y¯T · ν]]γ , v)L2(γ)
= (∇(y¯ − y¯T ),∇v)L2(Ω) − (u¯− u¯T , v)L2(Ω) −
∑
K∈T
(f −ΠℓK(f), v)L2(K),
for all v ∈ H10 (Ω), where, for K ∈ T and ℓ ∈ {0, 1}, Π
ℓ
K(f) denotes the L
2(K)–
orthogonal projection operator onto Pℓ(K).
On the other hand, similar arguments to the ones that led to (5.38) allow us to
conclude the following error equation associated to the adjoint state equation:
(5.39)
∑
K∈T
(
y¯T −Π
ℓ
K(yΩ), w
)
L2(K)
−
∑
γ∈S
([[∇p¯T · ν]]γ , w)L2(γ)
= (∇(p¯− p¯T ),∇w)L2(Ω) − (y¯ − y¯T , w)L2(Ω) +
∑
K∈T
(yΩ − Π
ℓ
K(yΩ), w)L2(K),
for all w ∈ H10 (Ω) and ℓ ∈ {0, 1}.
5.3.1. Efficiency properties of E. We proceed on the basis of standard arguments,
as the ones developed in [1, Section 2.3] and [30, Section 1.4], to conclude the
following estimates. First, for K ∈ T , we consider v = (u¯
T
+ ΠℓK(f))βK , with
ℓ ∈ {0, 1}, in (5.38). This yields the estimate
(5.40)
h2K‖u¯T +Π
ℓ
K(f)‖
2
L2(K) . |y¯−y¯T |
2
H1(K)+h
2
K
(
‖u¯− u¯T ‖
2
L2(K) + ‖f −Π
ℓ
K(f)‖
2
L2(K)
)
.
Second, for K ∈ T and γ ∈ SK , we consider v = [[∇y¯T · ν]]γβγ in (5.38) and
conclude the estimate
(5.41) hK‖[[∇y¯T · ν]]γ‖
2
L2(γ)
.
∑
K′∈Ωγ
(
|y¯ − y¯T |
2
H1(K′) + h
2
K
(
‖u¯− u¯T ‖
2
L2(K′) + ‖f −Π
ℓ
K′(f)‖
2
L2(K′)
))
.
We are now in position to derive the following local efficiency result. To accom-
plish this task, for κ ∈ {0, 1}, g ∈ L2(Ω) and M ⊂ T , we define
(5.42) oscT ,κ(g;M ) :=
( ∑
K∈M
h
2(κ+1)
K ‖g −Π
ℓ
K(g)‖
2
L2(K)
) 1
2
,
where ℓ ∈ {0, 1}.
Lemma 5.6 (local efficiency of Ey,K and Ep,K). Let (y¯, p¯, u¯) ∈ H10 (Ω)×H
1
0 (Ω)×Uad
be the solution to the optimality system (3.8) and (y¯
T
, p¯
T
, u¯T ) ∈ V(T )×V(T )×
Uad,0(T ) its numerical approximation obtained as the solution to (4.2). Then, for
K ∈ T , the local error indicators Ey,K and Ep,K , defined as in (5.8) and (5.9),
respectively, satisfy that
(5.43) Ey,K . |y¯ − y¯T |H1(ΩK) + hK‖u¯− u¯T ‖L2(ΩK) + oscT ,0(f ; ΩK),
and
(5.44) Ep,K . |p¯− p¯T |H1(ΩK) + hK‖y¯ − y¯T ‖L2(ΩK) + oscT ,0(yΩ; ΩK),
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where ΩK is defined as in (5.2) and the hidden constants are independent of the
optimal variables, their approximations, the size of the elements in the mesh T ,
and #T .
Proof. Let K ∈ T . We first control the term h2K‖u¯T + f‖
2
L2(K) in (5.8). A simple
application of the triangle inequality yields
‖u¯T + f‖L2(K) ≤ ‖u¯T +Π
ℓ
K(f)‖L2(K) + ‖f −Π
ℓ
K(f)‖L2(K).
We thus apply the estimate (5.40) to conclude that
(5.45) h2K ‖u¯T + f‖
2
L2(K) . |y¯ − y¯T |
2
H1(K) + h
2
K‖u¯− u¯T ‖
2
L2(K) + osc
2
T ,0(f ;K).
Let K ∈ T and γ ∈ S . The control of the term hK‖[[∇y¯T · ν]]γ‖2L2(γ), in (5.8),
follows from (5.41). This bound and (5.45) yield (5.43).
The proof of (5.44) follows similar arguments but based on the error equation
(5.39). This concludes the proof. 
The next result gives the global efficiency property of the estimator E .
Theorem 5.7 (global efficiency of E). Let (y¯, p¯, u¯) ∈ H10 (Ω) × H
1
0 (Ω) × Uad be
the solution to the optimality system (3.8) and (y¯
T
, p¯
T
, u¯
T
) ∈ V(T ) × V(T ) ×
Uad,0(T ) its numerical approximation obtained as the solution to (4.2). Then, the
error estimator E, defined as in (5.34), satisfies that
(5.46) E . eΩ + oscT ,0(f ;T ) + oscT ,0(yΩ;T ),
where e = (ey, ep, eu, eλ),  · Ω is defined as in (5.19) and the hidden constant is
independent of the optimal variables, their approximations, the size of the elements
in the mesh T , and #T .
Proof. In view of the definition of Ey, given by (5.8), the estimate (5.43) immedi-
ately yields
(5.47) Ey . |y¯ − y¯T |H1(Ω) + ‖u¯− u¯T ‖L2(Ω) + oscT ,0(f ;T ),
where we have used that Ω is bounded and the finite overlapping property of stars:
each element K is contained in at most d+ 2 patches ΩK′ .
On the basis of (5.9), similar arguments reveal that
(5.48) Ep . |p¯− p¯T |H1(Ω) + ‖y¯ − y¯T ‖L2(Ω) + oscT ,0(yΩ;T ).
We now study the efficiency of the estimator Eλ, which is defined as in (5.17).
A trivial application of a triangle inequality yields
(5.49) Eλ = ‖λ˜− λ¯T ‖L2(Ω) ≤ ‖λ˜− λ¯‖L2(Ω) + ‖λ¯− λ¯T ‖L2(Ω).
It thus suffices to bound ‖λ˜ − λ¯‖L2(Ω). To accomplish this task, we invoke the
projection formula (3.7), definition (5.14), and the Lipschitz continuity of Π[−1,1]
to conclude that
(5.50) ‖λ˜− λ¯‖L2(Ω) ≤ β
−1‖p¯− p¯T ‖L2(Ω).
The control of the estimator Eu, which is defined as in (5.16), follows similar
arguments. In fact, an application of a triangle inequality yields
(5.51) Eu = ‖u˜− u¯T ‖L2(Ω) ≤ ‖u˜− u¯‖L2(Ω) + ‖u¯− u¯T ‖L2(Ω).
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Since u˜ is defined as in (5.14) and Π[a,b] is Lipschitz continuous, the projection
formula (3.6) and the estimate (5.50) imply that
(5.52) ‖u˜− u¯‖L2(Ω) ≤ ‖α
−1(p¯+ βλ¯)− α−1(p¯T + βλ˜)‖L2(Ω)
≤ α−1‖p¯− p¯T ‖L2(Ω) + α
−1β‖λ˜− λ¯‖L2(Ω) ≤ 2α
−1‖p¯− p¯T ‖L2(Ω).
The desired estimate (5.46) is thus a consequence of the estimates (5.47)–(5.52)
combined with the Poincare´ inequality (2.1). This concludes the proof. 
5.3.2. Efficiency properties of E. We begin by invoking the error equation (5.38),
associated to the state equation, with v ∈ H10 (Ω) such that v|K ∈ C
2(K) for all
K ∈ T . Integration by parts allows us to conclude, for ℓ ∈ {0, 1}, that∑
K∈T
(
u¯T +Π
ℓ
K(f), v
)
L2(K)
−
∑
γ∈S
[
([[∇y¯T · ν]]γ , v)L2(γ) + (y¯ − y¯T , [[∇v · ν]]γ)L2(γ)
]
= −
∑
K∈T
(
(y¯ − y¯T ,∆v)L2(K) + (u¯− u¯T , v)L2(K) + (f −Π
ℓ
K(f), v)L2(K)
)
.(5.53)
Let K ∈ T . Consider v = δK :=
(
u¯
T
+ΠℓK(f)
)
β2K in (5.53) and use that δK |γ ≡ 0
and ∇δK |γ ≡ 0 for all γ ∈ S to conclude that
(5.54) ‖(u¯T +Π
ℓ
K(f))βK‖
2
L2(K)
= −(y¯ − y¯T ,∆δK)L2(K) − (u¯− u¯T , δK)L2(K) − (f −Π
ℓ
K(f), δK)L2(K).
With the previous identity at hand, we invoke properties of the bubble function βK
to conclude that
(5.55) h4K‖u¯T +Π
ℓ
K(f)‖
2
L2(K) . h
4
K‖(u¯T +Π
ℓ
K(f))βK‖
2
L2(K)
. ‖y¯ − y¯T ‖
2
L2(K) + h
4
K
(
‖u¯− u¯T ‖
2
L2(K) + ‖f −Π
ℓ
K(f)‖
2
L2(K)
)
.
Let K ∈ T and γ ∈ SK . We recall that the patch composed of the two elements
of T sharing γ is denoted by Ωγ = K∪K
′ withK ′ ∈ T and introduce the following
edge bubble function
(5.56) ζγ |Ωγ = d
4d

 ∏
v∈V(γ)
φv|Kφv|K′


2
,
where, for any v ∈ V(γ), φv|K and φv|K′ are understood now as functions over Ωγ .
We notice that ζγ ∈ P4d(Ωγ), ζγ ∈ C2(Ωγ), and ζγ = 0 on ∂Ωγ . In addition, we
have that
(5.57) ∇ζγ = 0 on ∂Ωγ , [[∇ζγ · ν]]γ = 0 on γ.
We thus consider v = δγ := [[∇y¯T · ν]]γζγ in (5.53) and invoke (5.57) to obtain
that∑
K′∈Ωγ
(
u¯T +Π
ℓ
K′(f), δγ
)
L2(K′)
− ([[∇y¯T · ν]]γ , δγ)L2(γ)
= −
∑
K′∈Ωγ
(
(y¯ − y¯T ,∆δγ)L2(K′) + (u¯− u¯T , δγ)L2(K′) + (f −Π
ℓ
K′(f), δγ)L2(K′)
)
.
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We thus use standard arguments, the shape regularity property of the family {T },
and the estimate (5.55) to arrive at
(5.58)
h3K‖[[∇y¯T ·ν]]γ‖
2
L2(γ) .
∑
K′∈Ωγ
(
‖y¯ − y¯T ‖
2
L2(K′) + h
4
K‖u¯− u¯T ‖
2
L2(K′)
)
+osc2T ,1(f ; Ωγ).
On other hand, similar arguments to the ones that led to (5.53) allow us to arrive
at the following error equation associated to the adjoint state equation:∑
K∈T
(
y¯T −Π
ℓ
K(yΩ), w
)
L2(K)
−
∑
γ∈S
[
([[∇p¯T · ν]]γ , w)L2(γ) + (p¯− p¯T , [[∇w · ν]]γ)L2(γ)
]
= −
∑
K∈T
(
(p¯− p¯T ,∆w)L2(K) + (y¯ − y¯T , w)L2(K) − (yΩ −Π
ℓ
K(yΩ), w)L2(K)
)
,
for all w ∈ H10 (Ω) such that v|K ∈ C
2(K). Similar estimates to (5.55)–(5.58) can
be thus obtained.
We are now in position to derive the following local efficiency result.
Theorem 5.8 (local efficiency of E). Let (y¯, p¯, u¯) ∈ H10 (Ω) × H
1
0 (Ω) × Uad be
the solution to the optimality system (3.8) and (y¯
T
, p¯
T
, u¯T ) ∈ V(T ) × V(T ) ×
Uad,1(T ) its numerical approximation obtained as the solution to (4.7). Then, for
K ∈ T , the local error indicators Ey,K , Ep,K , Eu,K , and Eλ,K , defined as in
(5.11), (5.12), (5.16), and (5.17), respectively, satisfy that
(5.59) Ey,K . ‖y¯ − y¯T ‖L2(ΩK) + h
2
K‖u¯− u¯T ‖L2(ΩK) + oscT ,1(f ; ΩK),
(5.60) Ep,K . ‖p¯− p¯T ‖L2(ΩK) + h
2
K‖y¯ − y¯T ‖L2(ΩK) + oscT ,1(yΩ; ΩK),
(5.61) Eu,K ≤ ‖u¯− u¯T ‖L2(K) + 2α
−1‖p¯− p¯T ‖L2(K),
and
(5.62) Eλ,K ≤ ‖λ¯− λ¯T ‖L2(K) + β
−1‖p¯− p¯T ‖L2(K),
where ΩK is defined as in (5.2) and the hidden constants are independent of the
optimal variables, their approximations, the size of the elements in the mesh T and
#T .
Proof. The control of the interior residual in (5.11) is a consequence of the triangle
inequality and the estimate (5.55). The jump or interelement residual in (5.11) is
bounded in (5.58). The collection of these estimates yield (5.59). Similar arguments
yield (5.60). The local efficiency estimates (5.61) and (5.62) correspond to local
versions of the estimates (5.49)–(5.52). 
5.3.3. Efficiency properties of E. The results of Section 5.3.2 immediately imply
the following local efficiency result for the error indicator EK , which is defined as
in (5.36).
Theorem 5.9 (local efficiency of E). Let (y¯, p¯, u¯) ∈ H10 (Ω) ×H
1
0 (Ω) × Uad be the
solution to the optimality system (3.8) and (y¯
T
, p¯
T
, u¯T ) ∈ V(T )×V(T )×Uad its
numerical approximation obtained as the solution to (4.12). Then, for K ∈ T , the
local error indicators Ey,K and Ep,K , defined as in (5.11) and (5.12), satisfy that
Ey,K . ‖y¯ − y¯T ‖L2(ΩK) + h
2
K‖u¯− u¯T ‖L2(ΩK) + oscT ,1(f ; ΩK),(5.63)
Ep,K . ‖p¯− p¯T ‖L2(ΩK) + h
2
K‖y¯ − y¯T ‖L2(ΩK) + oscT ,1(yΩ; ΩK),(5.64)
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where ΩK is defined as in (5.2) and the hidden constants are independent of the
optimal variables, their approximations, the size of the elements in the mesh T and
#T .
Proof. The proof of the estimates (5.63) and (5.64) can be found in (5.59) and
(5.60), respectively. 
6. Numerical Results
In this section we conduct a series of numerical examples that illustrate the
performance of the devised error estimators. In Example 2 below, we go beyond
the presented analysis and perform a numerical experiment where we violate the
assumption of the convexity of the domain; the latter being needed to prove the
results of Theorems 5.3 and 5.5. All the numerical experiments have been carried
out with the help of a code that we implemented using C++. All matrices have
been assembled exactly. The right hand sides as well as the approximation errors
are computed by a quadrature formula which is exact for polynomials of degree
19. The global linear systems were solved using the multifrontal massively parallel
sparse direct solver (MUMPS) [2, 3].
For a given partition T , we seek (y¯
T
, p¯
T
, u¯
T
) ∈ V(T )×V(T )×Uad(T ) that
solves the discrete optimality system (4.2) if Uad(T ) = Uad,0(T ), (4.7) if Uad(T ) =
Uad,1(T ), and (4.12) if Uad(T ) = Uad. The nonlinear systems obtained when
Uad(T ) = Uad,0(T ) and Uad(T ) = Uad,1(T ) are solved by using the Newton–type
primal–dual active set strategy of [26, Section 4]. The nonlinear system associated
to the variational discretization approach is solved by using an adaptation of the
semi-smooth Newton method described in [5, Section 6] in conjunction with the
characterization of the optimal control u¯ given in [26, equation (4.4)]; see Remark
6.1. Once the discrete solutions (y¯
T
, p¯
T
, u¯
T
) are obtained, we calculate the error
indicatorsEK or EK , defined by (5.22) and (5.34), respectively, to drive the adaptive
procedure described in Algorithm 1, or calculate EK , defined by (5.36), to drive
the adaptive procedure described in Algorithm 2.
For the numerical results, we define the total numbers of degrees of freedom as
Ndof0 := 2 dim(V(T )) + #T , if Uad(T ) = Uad,0(T ),
Ndof1 := 3 dim(V(T )), if Uad(T ) = Uad,1(T ),
Ndof2 := 2 dim(V(T )), if Uad(T ) = Uad.
We recall that e = (ey, ep, eu, eλ) and that
e2Ω = |ey|
2
H1(Ω) + |ep|
2
H1(Ω) + ‖eu‖
2
L2(Ω) + ‖eλ‖
2
L2(Ω),
‖e‖2Ω = ‖ey‖
2
L2(Ω) + ‖ep‖
2
L2(Ω) + ‖eu‖
2
L2(Ω) + ‖eλ‖
2
L2(Ω).
The initial meshes for our numerical examples are shown in Figure 1.
Figure 1. The initial meshes used when the domain Ω is a square (Example 1) and
a two–dimensional L–shaped domain (Example 2).
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Algorithm 1: Adaptive Primal-Dual Active Set Algorithm.
Input: Initial mesh T0, desired state yΩ, constraints a and b, regularization
parameter α, sparsity parameter β and external source f .
Set: i = 0.
Active set strategy:
1 : Choose an initial guess for the adjoint variable p0
T
∈ V(T ).
2 : Compute [y¯
T
, p¯
T
, u¯
T
, λ¯
T
] = Active-Set[T , p0
T
, α, β, a, b, yΩ, f ], which
implements the active set strategy of [26, Algorithm 2]. In this step, the char-
acterizations, given in Lemmas 4.1 and 4.2, for the discrete variables u¯
T
and
λ¯
T
, are used.
A posteriori error estimation:
3 : For each K ∈ T compute the local error indicator EK (EK) given in (5.22)
((5.34)).
4 : Mark an element K for refinement if EK >
1
2
max
K′∈T
EK′
(
EK >
1
2
max
K′∈T
EK′
)
.
5 : From step 4, construct a new mesh, using a longest edge bisection algorithm.
Set i← i+ 1, and go to step 1.
Algorithm 2: Adaptive Semi-Smooth Newton Algorithm.
Input: Initial mesh T0, desired state yΩ, constraints a and b, regularization
parameter α, sparsity parameter β and external source f .
Set: i = 0.
Active set strategy:
1 Choose initial guesses y0
T
∈ V(T ) and p0
T
∈ V(T ), for the state and adjoint
variables, respectively.
2 Compute [y¯
T
, p¯
T
, u¯
T
, λ¯
T
] = Semi-Smooth[T , y0
T
, p0
T
, α, β, a, b, yΩ, f ],
which implements an adaption of the semi-smooth Newton strategy of [5, Al-
gorithm 1] in conjunction with the characterization of the optimal control u¯T
given in [26, equation (4.4)].
A posteriori error estimation:
3 For each K ∈ T compute the local error indicator EK given in (5.36).
4 Mark an element K for refinement if EK >
1
2
max
K′∈T
EK′ .
5 From step 4, construct a new mesh, using a longest edge bisection algorithm.
Set i← i+ 1, and go to step 1.
Remark 6.1 (Semi–smooth Newton algorithm). To solve the nonlinear system (4.12)
associated to the variational discretization approach we proceed on the basis of [5,
Section 6]: First, we define the operator F : V(T )× V(T )→ V(T )⋆ × V(T )⋆ as
(6.1) F(yT , pT )(vT , wT ) :=
[
(∇yT ,∇vT )L2(Ω) − (uT + f, vT )L2(Ω)
(∇wT ,∇pT )L2(Ω) − (yT − yΩ, wT )L2(Ω)
]
for vT , wT ∈ V(T ), where uT = Π[a,b]
(
−α−1(pT + βλT )
)
and the discrete
subgradient λT = Π[−1,1]
(
−β−1pT
)
. Second, we notice that the discrete pair
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(y¯T , p¯T ) ∈ V(T )× V(T ) solves (4.12) if and only if
(6.2) F(yT , pT )(vT , wT ) = 0
for all vT , wT ∈ V(T ); see also [5, equation (6.2)] and [8, equation(6.2)]. Third, to
solve (6.2), we proceed by using a semismooth Newton method; see, for instance,
[11, 28]. To accomplish this task, we observe that the control term uT in (6.1) can
be characterized in view of the identity of [26, equation (4.4)]:
uT = α
−1 {max(0,−pT − β) + min(0,−pT + β)
−max(0,−pT − β − αb)−min(0,−pT + β − αa)} .
In view of the terms max(0, ·) and min(0, ·), we notice that F(yT , pT ) is non–
differentiable in the Fre´chet sense. In spite of this fact, a generalized Newton
method can be used; a semi-smooth Newton method. This amounts to apply the
standard Newton method but considering now the following derivatives:
(6.3) max(0, χ)′ :=
{
1 if χ ≥ 0,
0 if χ < 0,
and min(0, χ)′ :=
{
1 if χ ≤ 0,
0 if χ > 0.
Then, taking initial guesses y0
T
, p0
T
∈ V(T ) and n ∈ N, we consider the following
semismooth Newton iteration[
yn+1
T
pn+1
T
]
=
[
yn
T
pn
T
]
+
[
δyT
δpT
]
,
where the incremental term (δyT , δpT ) ∈ V(T )× V(T ) solves
[F ′(ynT , p
n
T )(δyT , δpT )](vT , wT ) = −F(y
n
T , p
n
T )(vT , wT ),
for all vT , wT ∈ V(T ), with
[F ′(ynT , p
n
T )(δyT , δpT )](vT , wT ) =
[
(∇δyT ,∇vT )L2(Ω) − (ξT (p
n
T
)δpT , vT )L2(Ω)
(∇wT ,∇δpT )L2(Ω) − (δyT , wT )L2(Ω)
]
,
and
(6.4) ξT (p
n
T ) := α
−1 [max(0,−pnT − β)
′ +min(0,−pnT + β)
′
−max(0,−pnT − β − αb)
′ −min(0,−pnT + β − αa)
′] .
The derivatives in (6.4) are defined in (6.3). For further details we wefer the reader
to [5, Section 6].
Remark 6.2 (optimal experimental rates of convergence). We state that approxi-
mation errors or error estimators exhibit optimal experimental rates of convergence
to refer that they achieve maximal decay rate in terms of approximation within
corresponding norms and discrete spaces [21].
We now provide two numerical experiments. In both examples we consider prob-
lems where an exact solution can be obtained: we fix the optimal state and adjoint
state variables and compute the exact optimal control, its associated subgradient,
the desired state yΩ and the source term f , by invoking the projection formulas
(3.6) and (3.7) and the state and adjoint equations (3.2) and (3.3), respectively.
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Example 1: We set Ω = (0, 1)2, a = −3, and b = 3. The exact optimal state
and adjoint state are given by
y¯ = x1x2(x1 − 1)(x2 − 1) arctan((x1 − 0.5)/0.01), p¯ = 20x1x2(1− x1)(1− x2).
The purpose of this example is to investigate the performance of the a posteriori
error estimators when varying the parameters α and β. First, we investigate the
effect of diminishing the regularization parameter α by considering
(6.5) β = 7 · 10−1 and α ∈
{
100, 10−1, 10−2, 10−3
}
.
Second, we investigate the effect of diminishing the sparsity parameter β by con-
sidering
(6.6) α = 10−3 and β ∈
{
100, 10−1, 10−2, 10−3
}
.
Third, we set α = 10−3 and β = 100 and study the effectivity indices associated
to the piecewise constant, the piecewise linear, and the variational discretization
schemes which are given by E/eΩ, E/‖e‖Ω, and E/‖e‖Ω, respectively. In Figures
2, 3, and 4 we present, for the piecewise constant, the piecewise linear, and the vari-
ational discretization schemes, respectively, the experimental rates of convergence
for the involved posteriori error estimator, its individual contributions, the corre-
spondying total approximation error and its individual contributions. We observe,
for all the values of the parameters α and β considered in (6.5) and (6.6), optimal
experimental rates of convergence. We set α = 10−3 and β = 100 and present, in
Figure 5, effectivity indices. We observe that, when the total number of degrees of
freedom increases, the effectivity index its stabilized around the value of 5.2 for the
piecewise constant discretization, around the value of 1.1 for the piecewise linear
discretization, and around the value of 6.3 for the variational discretization; this
shows the accuracy of each proposed a posteriori error estimator with respect to
its associated total error.
Example 2: We set Ω = (−1, 1)2 \ [0, 1)× (−1, 0], a = −0.6, b = 1, α = 10−3, and
β = 0.2. The exact optimal state and adjoint state are given, in polar coordinates
(ρ, ω) with ω ∈ [0, 3π/2], by
y¯ = 0.2 sin(π(ρ sin(ω) + 1)/2) sin(π(ρ cos(ω) + 1)/2)ρ2/3 sin(2ω/3),
p¯ = 0.5 cos(πρ sin(ω)/2) sin(π(ρ cos(ω) + 1)/2)ρ2/3 sin(2ω/3).
(6.7)
The purpose of this example is to investigate the performance of the devised a
posteriori error estimators in a non–convex domain. We recall that the convexity
of the domain is an assumption in the statements of Theorems 5.3 and 5.5.
Notice that the state y¯ and the adjoint state p¯ given in (6.7) exhibit reduced
regularity properties: y¯, p¯ /∈ H2(Ω). Consequently, optimal experimental rates of
convergence cannot be expected for the error approximation of the state and ad-
joint state variables; see, for instance, [21, Corollary 5.1]. In Figure 6, we present
for each discretization scheme, the experimental decay of the total approximation
error and total error estimator within uniform (A.1)–(C.1) and adaptive refinement
(A.2)–(C.2). As theory predicts, we observe, for uniform refinement, reduced ex-
perimental rates of convergence. Nevertheless, when whichever of the proposed
adaptive schemes is used, we recover optimal experimental rates of convergence
for the involved approximation errors. We also observe that, for adaptive refine-
ment, the total error estimator behaves similarly to the total approximation error
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for all the discretization schemes. In fact, in the last row of Figure 6 we present
effectivity indices for each discretization scheme: it can be observed that when the
total number of degrees of freedom increases, the effectivity index its stabilized
around the value of 3.7 for the piecewise constant discretization, around the value
of 0.7 for the piecewise linear discretization, and around the value of 0.3 for the
variational discretization. Let us consider α = 10−3 and β = 2 · 10−1. In Figure
7 we present, for the piecewise constant, the piecewise linear, and the variational
discretization schemes, experimental rates of convergence for each contribution of
the error estimator and approximation error, for uniform and adaptive refinement.
We observe, for uniform refinement, that for each discretization scheme there are
contributions of the total approximation error and contributions of the total error
estimator that exhibit a reduced experimental decay. Nevertheless, for adaptive
refinement, we observe for each discretization scheme that all the contributions of
the total approximation error as well as all the contributions of the total error
estimator exhibit optimal experimental rates of convergence.
From the presented numerical examples several general conclusions can be drawn:
• All the total approximation errors, as well as each of their contributions,
associated to each discretization scheme exhibit optimal experimental rates
of convergence for all the values of the parameters α and β considered in the
experiments that we have performed. This suggests that the AFEMs de-
scribed in Algorithms 1 and 2 outperform the FEMs described in Section
4.
• We observe that, even when the assumption of convexity of Ω is violated,
the devised AFEMs deliver optimal experimental rates of convergence for
all the involved approximation errors and their contributions; see Figure 7.
Acknowledgment. We would like to thank R. Rankin for a fruitful discussion
regarding the bubble function used in the efficiency analysis of Section 5.3.2.
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Figure 2. Example 1. Experimental rates of convergence for the piecewise constant
discretization scheme described in Section 4.1. In (A.1)–(A.5) and (B.1)–(B.5) we
have considered β = 7 · 10−1 and α ∈ {100, 10−1, 10−2, 10−3} while in (C.1)–(C.5)
and (D.1)–(D.5) we have considered α = 10−3 and β ∈ {100, 10−1, 10−2, 10−3}.
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Figure 3. Example 1. Experimental rates of convergence for the piecewise linear
discretization scheme described in Section 4.2. In (A.1)–(A.5) and (B.1)–(B.5) we
have considered β = 7 · 10−1 and α ∈ {100, 10−1, 10−2, 10−3} while in (C.1)–(C.5)
and (D.1)–(D.5) we have considered α = 10−3 and β ∈ {100, 10−1, 10−2, 10−3}.
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1990.
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Mathematical Sciences, Springer-Verlag, New York, 2004.
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Figure 6. Example 2. Experimental rates of convergence for the total approxima-
tion error and error estimator for uniform refinement (A.1) and adaptive refinement
(A.2), and effectivity index E/eΩ (A.3), for the piecewise constant discretization.
Experimental rates of convergence for the total approximation error and error esti-
mator for uniform refinement (B.1) and adaptive refinement (B.2), and effectivity
index E/‖e‖Ω (B.3), for the piecewise linear discretization. Experimental rates of
convergence for the total approximation error and error estimator for uniform re-
finement (C.1) and adaptive refinement (C.2), and effectivity index E/‖e‖Ω (C.3),
for the variational discretization. In each case we have considered α = 10−3 and
β = 2 · 10−1.
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Figure 7. Example 2. Experimental rates of convergence for each contribution of
the total approximation error eΩ and error estimator E for uniform and adaptive
refinement, for the piecewise constant discretization (left column). Experimental
rates of convergence for each contribution of the total approximation error ‖e‖Ω
and error estimator E for uniform and adaptive refinement, for the piecewise linear
discretization (center column). Experimental rates of convergence for each contri-
bution of the total approximation error ‖e‖Ω and error estimator E for uniform and
adaptive refinement, for the variational discretization (right column). In each case
we have considered α = 10−3 and β = 2 · 10−1.
