We describe the experimental protocols necessary to measure the crystal structures of minerals trapped within diamonds by single-crystal X-ray diffraction to the same quality as obtained from minerals studied at ambient conditions. The results show that corrections for X-ray absorption in complex cases can be made with good precision. Comparison of the refined structure of a single-crystal olivine inclusion inside a diamond with the structure of a similar olivine held in a high-pressure diamond-anvil cell shows that data resolution, not the correction for absorption effects, is the dominant factor in influencing the quality of structures determined at high pressures by single-crystal X-ray diffraction.
Introduction
To obtain accurate and precise crystal structures by refinement to X-ray diffraction data, it is necessary to have accurate and precise measurements of the intensities of diffracted beams from the sample to high resolution. It has long been recognized that the lower precision and accuracy of crystal structures determined by single crystal diffraction in diamond-anvil pressure cells (DACs), at high pressures, compared to structures determined from crystals in air, is due to a combination of three factors: (i) the restricted access to the reciprocal space of samples, (ii) the absorption by the cell components, and (iii) the structured background in the diffraction patterns that arises from diffraction from the DAC components. Scattering from the cell components used to be dominated by the use of beryllium backing plates (e.g. [1] ), but their replacement with diamond backing plates [2] or the use of BoehlerAlmax seats [3] which have no backing plates in the X-ray beam have eliminated this problem. The use of finelycollimated or focused X-ray beams at synchrotrons or from laboratory micro-sources greatly reduces the illumination of the gasket, and the only remaining significant contribution to the diffraction pattern in addition to the sample crystal is from the diamonds themselves. However, the relative roles of data access and cell absorption in degrading the quality of high-pressure data have never been completely separated. Restricted datasets have been collected from crystals in air and compared to the results from crystals in DACs, but there has been no way to collect complete full-resolution datasets affected by complex absorption issues. High-quality single-crystal inclusions trapped inside natural diamonds, along with the development of techniques to measure them [4] , now provide the opportunity to separate these two issues of absorption correction and data access in high-pressure single-crystal refinements. In this contribution we document the procedures necessary to obtain high-quality X-ray diffraction data from single crystals trapped as inclusions in diamonds, and then use these data to show that the absorption corrections made by modern software are sufficient to allow accurate and precise crystal structures to be determined by refinement. Comparisons with data collected from an olivine crystal held in a DAC then confirm the dominant role of reciprocal space access in determining the quality of high-pressure crystal structures from modern diffraction data.
Experimental
The natural diamond with olivine inclusions discussed in this paper is typical of the suite of diamonds from the Udachnaya kimberlite pipe in Siberia previously studied to determine the relative orientations of the olivines and their diamond host crystals [5] . The diamond is octahedral in form ( Figure 1 ) with edge lengths of ~2.5 mm. It contains several olivine inclusions ranging in size from > 200 μm across to < 80 μm. For this study we collected an intensity dataset from the inclusion 14A2 which is approximately equant and ~180 μm in diameter. This olivine inclusion in diamond has an approximate composition as determined by structure refinement of (Mg 0.92 Fe 0.08 ) 2 SiO 4 . The unit-cell parameters of this crystal, as measured in-situ ( Table 1 ), indicate that it is under a residual average stress of ~0.35 GPa, which is typical of olivine inclusions in diamonds (e.g. [4] ). Rather than try to match the composition of the inclusion exactly for the DAC measurements, we used a crystal of synthetic end-member forsterite, Mg 2 SiO 4 [6] . A crystal plate, subparallel to (010), of dimensions 50 × 85 × 110 μm was mounted in a Diacell™ Tozer-type DAC [7] from Almax easy-Lab (www.almax-easylab. com). The cell has Boehler-Almax seats [3] carrying anvils that are 1.45 mm thick. Because the seats are made of tungsten carbide, which is highly absorbing for X-rays, the seats do not diffract X-rays into the detector and therefore make no contribution to the background signal. The DAC measurements were performed at room pressure, without any pressure medium.
All intensity datasets were collected in-house with a Rigaku Oxford Diffraction SuperNova diffractometer equipped with a Mo micro-source X-ray tube and a Dectris Pilatus-200 K detector, controlled by the Crysalis-Pro™ software [8] . With this micro-focus source the full width at half-maximum (FWHM) of the X-ray beam at the sample position is 120-130 μm, so accurate centering of sample crystals on the goniometer is essential for obtaining accurate intensities for high-quality structure refinements. For crystals mounted in air, centering is simply achieved by optical centering using the video microscope. For inclusions in diamonds and crystals in diamondanvil cells optical access is restricted, and the high refractive index of diamonds leads to large displacements of the image of the crystal, and thus mis-centering of the sample crystal, if it is not viewed through a diamond face perpendicular to the optical axis of the video microscope [9] . For crystals in DACs the DAC is therefore set on the goniometer with the load axis accurately aligned to the X-ray beam when the diffractometer axes are at zero. This ensures that the culet and table faces of the diamond anvils are then perpendicular to the axis of the video microscope when the DAC is moved to the viewing position, and the sample crystal can be accurately centered across the beam. There is no optical access perpendicular to the load-axis of the DAC, so the goniometer head and the microscope focus are adjusted until the crystal remains in optical focus when viewed from both sides of the DAC [9] . Note that this is only possible if both anvils in the DAC have the same thickness, and the microscope has a shallow depth of field.
To perform a similar optical centering procedure for the inclusions inside natural diamonds, the diamond is mounted in wax on a conventional goniometer pin with one external octahedral face of the diamond set perpendicular to the X-ray beam when the diffractometer circles are at zero. This allows the inclusion to be easily viewed in the video microscope through this face, and the inclusion to be centered in directions perpendicular to the beam. Centering of the inclusion along the beam is more difficult because it typically cannot be seen through more than one pair of faces because most diamonds do not display full octahedral morphology. Centering by focusing only works if the inclusion is located exactly in the middle of the diamond, which is not normally the case ( Figure 1 ). We therefore make use of the small FWHM of the beam in the following way. After approximate centering, a rapid intensity data collection is performed with a single φ-scan from 0 to 360°, with a step size of 3-6° per frame, typically in a few minutes. The diffraction pattern is indexed and inspected for the disappearance of diffraction from the sample as it is rotated, which indicates that the inclusion has been moved out of the beam. The diamond is then moved across the beam until indexed diffraction spots from the inclusion are present throughout a 360° φ-scan. Final centering is then performed by integrating the intensities from one of these φ-scans. Frame scale factors are determined as a function of φ by minimizing the internal agreement factor R int of the intensity data. When a mis-centered inclusion crystal moves out of the center of the beam during rotation on the goniometer, it diffracts less intensity so the frame scale factor becomes larger ( Figure 2 ). If the diamond host crystal was spherical in shape, the frame scale factors should be constant as a function of φ rotation. Therefore, examination of the pattern of the frame scale factors as a function of φ, and allowing for the influence of absorption of the diamond if it is not equant in shape, allows the position of the inclusion to be deduced, and then adjusted towards the center of the goniometer and the X-ray beam. A couple of iterations of this process of adjustment and 360° φ intensity data scan are usually sufficient to reduce the range of scale factors to < 20% and thus to center the inclusion crystal. Simple geometrical considerations indicate that the precision with which the inclusion can be centered by this method depends on the FWHM of the beam and the size, shape and orientation of the crystal on the goniometer head.
Data collections were set up with the strategy tool in the Crysalis-Pro™ software. For the olivine inclusion we collected intensity data out to 2θ = 100° (resolution 0.46 Å) with an average redundancy of six, so as to enable us to perform accurate frame scaling. The data collection time was 20 h, yielding 2594 frames of data and > 10,000 individual intensities. All datasets were integrated within the Crysalis-Pro™ software with a combination of local and global background models to correct for the structured background that arises from scattering from the gasket in the DAC, the tails of the diffraction peaks of the diamonds, and the other inclusions trapped in the same diamond.
Transmission-geometry DACs restrict the maximum 2θ angle at which reflections can be measured to twice the cell opening halfangle Ψ max [1] . Data collection in the DAC was initially performed to collect all accessible data out to 2θ = 80°, assuming a cell opening half-angle Ψ max = 40°. The effective opening angle of the DAC was then determined by performing a series of integrations of the raw data to different values of Ψ max , with 2θ max = 2Ψ max . Note that not only are reflections with Ψ > Ψ max excluded from all integration steps, but the corresponding areas of the detector are not used for background evaluation. R int was then calculated for each dataset obtained with each integration. The value of R int is approximately constant for Ψ max < 35°, but increases sharply at Ψ max > 35° (Figure 3) , which indicates the value of Ψ at which some reflections are partially obscured by the body of the DAC. Final integration of the DAC data was therefore performed with Ψ max = 35° and 2θ max = 70°.
For the DAC data, initial absorption corrections to intensity data were made on the basis of the physical dimensions of the diamond anvils and the crystal, using the Absorb-7 program [10] accessed directly from within Crysalis-Pro™. Frame scaling using spherical harmonics was then applied in Crysalis-Pro™ to these corrected data to allow for the effects of small uncertainties in the physical measurements of the DAC and crystal, and for variations in beam illumination of the crystal and for the detector response. For the inclusions, in principle one could build an absorption model of the diamond host crystal as well as the inclusion crystal to make model-based corrections. However, the high optical refractive index of diamond and the rough faces of many diamonds make exact measurements of the sizes of inclusions unreliable. The thickness of the inclusion along the X-ray beam is often particularly difficult to determine. We therefore applied automated frame scaling alone (as implemented in CrysalisPro™) to correct for the effects of absorption on the measured diffracted intensities from the inclusion crystals, and we then examined the scale factors for physical reasonableness.
Data from crystals in diamonds and inside diamond-anvil cells can be affected by a number of diffraction events in the diamonds. First, diamond diffraction peaks can overlap or partially overlap the sample peaks on the detector. These sample peaks then have a different shape to the normal diffraction peaks from the sample. Crysalis-Pro™ employs a form of learnt-profile integration, by which these peaks can be identified by their shape parameters and eliminated from the dataset. The diamonds can also reduce the intensity of sample peaks by diffracting away part of the incident beam, or by diffracting the diffracted beam from the sample [11] . These types of events do not change the diffraction profile, but only lower the intensity. We detect and eliminate affected reflections when the symmetryequivalent reflections are averaged by applying the Blessing criteria for outlier rejection [12] first to the low-intensity outliers, prior to averaging the remaining data in the normal way [13] .
Structure refinements were made to the data averaged in Laue group mmm with RFINE-2015, a development version of the RFINE-4 program [14] , refining to the structure factors F. The process of robust-resistant refinement [15] was employed to automatically identify and down-weight any residual outliers that remain in the data. In order to yield correct Mg/Fe site occupancies for the two M Tab. 1: Crystallographic parameters from structure refinements to olivine. The refined displacement parameters of O2 were non-positive-definite, so RMS displacements of the O2 oxygen cannot be calculated for this refinement.
sites in the olivine structure, the 'electron in bond' model [16, 17] was used. This includes a single electron placed along the Si-O bonds to model the bonding electron density, in combination with fullyionized scattering factors for the cations, and half-ionized scattering factors for the oxygen atoms. The olivine crystals, even in the diamond, are high quality, so the significant secondary extinction effects were corrected with the Becker-Coppens model [18] . Although the crystal mounted in the DAC was pure Mg 2 SiO 4 , for an exact comparison with the inclusion crystal, the Mg/Fe ratios were still refined for the M sites. These always remained within 1 estimated standard deviation (ESD) of pure Mg, further validating the data quality and the refinement model.
Results and discussion
As noted above, the X-ray path lengths of each incident and diffracted beam for a single reflection from the olivine inclusion in diamond could in principle be calculated from a physical description of the size and shape of the diamond and the inclusion, and the position of the inclusion within the diamond. However, the variations of absorption corrections expected from the approximately spherical inclusion with an absorption coefficient μ l = 1.06 mm −1 are small, approximately 2% and are insignificant compared to the The relationship between frame scale factors and crystal offsets. A plan view of an off-centered crystal (black shape) on the goniometer at φ = 0°, 90°, 180° and 270° is shown at the top. At φ = 0° and 180° the crystal is completely in the beam, the diffracted intensities are high and thus the scale factors are low. At φ = 90° and 270° the crystal is only partly in the beam, the diffracted intensities are lower than expected, and so the scale factors are large. Adjustment of the crystal to the goniometer center leads to a smaller scale factor variation, determined only by absorption effects. absorption variation due to the shape of the diamond. If the inclusion was in the center of the diamond (which it is not), one can estimate the range of scale factors due to absorption by the diamond from the minimum (face-face, ~2 mm) and maximum (vertex-vertex, ~3.5 mm) diameters of the surrounding diamond, as being in the ratio 1:1.3. In our case, the inclusion lies within 300 μm of the nearest diamond face, so one could imagine that the minimum path length for an incident and diffracted X-ray path would be one that enters and exits the nearest diamond surface. This path length would be of the order of 0.8 mm for a Bragg angle of ~45°. Thus the ratio of maximum to minimum frame scale factors due to absorption, exp(μ dia (t max - t min )), is expected to be less than ~1.7, given that the absorption coefficient for diamond and Mo radiation (λ = 0.7017 Å) is 0.2 mm −1
. The actual ratio of maximum to minimum frame scales determined by Crysalis-Pro™ for this dataset was 1.3, which is reasonable considering that it is highly unlikely that the beam paths for a given reflection would enter and exit through apices of the diamond octahedron. After frame-scaling R int = 0.020 for averaging 10,418 individual reflection intensities (that were not identified as outliers or space group absences) to 1626 sets of symmetry equivalents. This R int is similar to that achieved from olivine crystals measured in air (e.g. [17] ), providing an additional indication that the corrections made by frame-scaling are precise.
The structure refined to the full data set, collected to 100° 2θ (resolution 0.46 Å) and averaged in the Laue group mmm, is reported in the deposited crystallographic information file with key results given in the first column of Table 1 . Both the statistical measures of fit, and the ESDs on bond lengths and angles are similar to those from olivine crystals measured in air to the same resolution (e.g. [17] ). Olivine inclusions in diamonds normally contain trace ( < 1% total cations) amounts of Mn, Ni and Ca [19] . Therefore, the refined Fe/Mg site occupancies correspond to an effective Mg number of Mg* = (Mg + 0.5*Ca)/(Mg + Fe + Mn + Ni + Ca). Our structure refinements gave Mg* = 0.921(3), which is in the middle of the range of reported compositions for olivine inclusions in diamond [19] . The ESDs on the bond lengths such as Si-O are independent of the direction of the bonds in the crystal structure (Table 1) , and the probability displacement ellipsoids look physically reasonable (Figure 4a) , with the oxygen ellipsoids slightly elongated perpendicular to their Si-O bonds. Further, the root mean square (RMS) displacements of the Si atom, calculated from the refined anisotropic displacement parameters [20] , towards each of the bonded oxygen atoms are ~10% smaller than the corresponding mean displacement of each oxygen towards the silicon (Table 1) . This is consistent [21, 22] with the known bonding in olivine, in which the Si-O bonds are strong and the Si-O stretching vibrations are the highestfrequency vibrational modes. The statistical measures of data quality and refinement, together with the quality of the refined structure, indicate that data collected from this inclusion crystal in diamond is of similar quality to that collected from crystals in air. This indicates that frame scaling is capable of successfully correcting intensities for complex absorption cases.
The half-opening angle of the DAC used in this comparison was determined to be 35° (Figure 3 ), so the DAC data extends only to a maximum 2θ = 70° (resolution 0.62 Å).
To provide a fair basis for comparison we therefore cut down the dataset collected from the olivine inclusion to this same resolution and performed a second structure refinement. The refined structural parameters are indistinguishable at the two ESD level from the results of the refinement to the full resolution dataset, but with larger ESDs due to the smaller number of reflections in the dataset (Table 1 , and deposited material). Refinement to the DAC data yields the same positional parameters and thus bond lengths, with even larger ESDs due to the smaller number of reflections arising from the restrictions by the body of the DAC. One of the significant differences in the DAC data are in the distribution of these ESDs; the Si-O2 bond length has an ESD of 0.0032 Å, more than twice that of the Si-O1 and O3 bonds of 0.0014 Å. This is because the ESDs in the y-coordinates are much larger than those of the x-and z-coordinates of all of the atoms in the structure. The other significant problem in the DAC refinement is that the displacement ellipsoids are clearly non-physical (Figure 4b) , with the RMS displacements of the Si deviating significantly from the displacements of the bonded oxygen atoms (Table 1) . This can be traced to the much larger ESDs and disturbed values of the U 22 component of the displacement tensor of each atom. The reason that both fractional coordinates and tensor components associated with the b-axis of the crystal show larger ESDs is because the DAC dataset only contains data with k indices up to 5, whereas the dataset from the olivine inclusion restricted to 2θ = 70° has data with k = 16. This restriction in the data occurs because the olivine crystal was aligned so that its b-axis was 14° from the load axis of the DAC. Exactly the same pattern of larger ESDs and problems with U 22 displacement parameters is also found in a refinement to the inclusion data further restricted to those reflections only accessible in the DAC (Figure 4c , Table 1 and deposited material). In both cases, the values of parameters such as U 22 differ from the full refinement by < 1 combined ESD, but these ESDs are sufficiently large to include shifts in U 22 that make the resulting structural model of atomic displacements non-physical.
Conclusions
The high quality of the crystal structure refinements to data collected from the olivine trapped as an inclusion inside a diamond, as measured by the small ESDs on bond lengths and small R-values, and indicated by the physically-meaningful site occupancies and atomic displacement parameters, demonstrates that complex absorption corrections can be made accurately with modern software provided that the original intensity data are precise and of sufficient coverage and redundancy. Comparison to the structure refinement to data collected from a crystal in a DAC therefore confirms that the quality of high-pressure structures is primarily limited by the restricted reciprocal space access provided by transmission-type DACs, and is not due to limitations in the corrections for DAC absorption or to failure to identify other artifacts in the data. These limitations could be overcome by collecting data from several sample crystals mounted together in different orientations in one DAC, and subsequently merging the data prior to refinement. If the multiple crystal samples can be simultaneously illuminated by the incident X-ray beam, then there is the opportunity to apply a single frame-scaling correction to the combined intensity data sets, thereby over-coming the uncertainties in the frame scales when only relative sparse data is available from one crystal.
