A bstract-We discuss the problem of testing for constant versus time varying regression coefficients. Our alternative hypothesis allows the coefficients to follow a stationary AR(1) process with unknown autoregressive parameter. Standard testing procedures are inappropriate since this parameter is identified only under the alternative. We propose a test statistic which is a function of a sequence of Score statistics, and depends only on the regressors and the OLS residuals. The distribution of the test statistic is discussed, power and size are investigated using Monte Carlo methods, and an empirical example investigating stability in the gold and silver markets is presented.
I. Introduction
The assumptions of the standard linear model are unrealistic in many economic applications. Because the assumptions may be unrealistic, it is important to subject any estimated linear model to various specification tests before the model is used for inference or forecasting purposes. In this note a test for one of the assumptions of the linear model, constant coefficients, is developed.
Many tests of the constancy of regression coefficients have been proposed. If the coefficients are suspected of discrete changes a Chow (1960) test or the test proposed by Quandt (1960) is appropriate. If the coefficients are suspected of changing smoothly through time, e.g., are generated by some economic process, another class of tests can be used. For these tests an ARIMA process is used as a proxy for the true generating process. Tests for coefficients suspected of following specific ARIMA processes have been proposed in the literature. A simple white noise process generates the random coefficients model, which can be tested using the Lagrange multiplier test of Breusch and Pagan (1979) . For coefficients suspected of following a random walk, tests have been proposed by Brown, Durbin, and Evans (1975) , Garbade (1977) , Pagan and Tanaka (1979) , LaMotte and McWhorter (1978) , and a series of tests have been proposed and compared by Harvey and Phillips (1976) . Cooley and Prescott (1976) introduced a model where the coefficients follow an ARIMA (0, 1,1) process, and proposed a likelihood ratio test. Rosenberg (1973) proposed a model where the coefficients follow a stable first-order Markov process, the so-called return to normalcy model. This is a particularly attractive specification, incorporating some of the best features of the random walk and the random coefficients models. The coefficients vary around a constant mean, a feature present in the random coefficients model, but also possess some inertia, a feature found in the random walk model.
Tests for the Rosenberg model have not been proposed, and a simple test for one varying coefficient based on the OLS residuals is developed in this note. In section II the model is presented and the testing problem is formulated. Section III discusses a solution to the testing problem based on a suggestion by Davies (1977) . Section IV presents some Monte Carlo results summarized in an estimated response surface. Section V presents an empirical example, and the final section contains some concluding remarks. where x, is a k x I vector, z, is a scalar, -y is a k x 1 vector of unknown constant coefficients, /Bt is a time varying coefficient, and ct and ut are independent gaussian white noise disturbances with variances r and q, respectively.' The parameters of the model can be estimated using the nonlinear maximum likelihood procedures described in Pagan (1980) 
Il. The Rosenberg Model

VI. Conclusions
The results of the last two sections indicate that the AD test is quite useful for detecting coefficient instability. The test statistic is relatively easy to construct, and conservative critical values can be quickly computed. The heteroskedasticity test of Breusch and Pagan also performed quite well in the Monte Carlo simulations. The simulations suggest that the AD test is preferred to the BP test when the sample size is moderate and the value of the transition parameter is reasonably large. We would also expect the AD test to outperform the BP test when the variance of the regressor, zt, is small. This would reduce the heteroskedasticity in the OLS residuals and lower the power of the BP test. Serial correlation would, however, still be present, and this behavior could be indicated by the AD test. 
BIAS FROM NONSYNCHRONOUS TRADING IN TESTS OF THE LEVHARI-LEVY HYPOTHESIS
