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Abstract 
 
 In today’s higher education environment, costs are increasing, tuition is increasing, 
subsidies are decreasing, student attrition is extensive, and global competition is increasing. 
These and other internal and external factors in higher education have created a mounting 
interest in productivity indicators, the ratio of outputs divided by inputs (Hanushek, 2007; Harris, 
2010; Levin, 1993; Massy, 2011; Massy & Wilger, 1992; NCHEMS, 2010; Vedder, 2004). 
Leaders in higher education as well as external governing bodies are increasingly using 
productivity indicators to create systems of transparency and accountability. Despite the 
increased focus on productivity and productivity indicators, little has been done to assess the 
decision utility of productivity indicators for campus level decision makers. 
 The purpose of this study was to assess the decision utility of selected instructional 
productivity indicators as seen by key campus level administrators. Data were collected through 
a survey created by the researcher from Presidents, Chief Academic Officers, 
Associate/Assistant Vice Presidents directly tied to teaching activities, Chief Financial Officers, 
and the senior member of institutional effectiveness/research offices (typically Directors of 
Institution Effectiveness) at nonprofit, regionally accredited higher education institutions in 
Tennessee. Four domains were identified to assess the decision utility of each productivity 
indicator: the importance for resource allocation decisions; the importance for institution trend 
analysis; the importance for internal accountability; and the importance for external 
accountability.  
 A number of conclusions were drawn from the findings of the study. First, the lack of 
statistically significant differences in the importance level assigned to the any of the indicators 
suggested general agreement across the population about the decision utility of the indicators. 
Second, not only was there general agreement in the importance level assigned to the indicators, 
eight of the nine indicators included in the study were of relative importance to respondents and 
returned a scaled ranking between “Important” and “Of Strong Importance” for overall decision 
making. Third, although increases in staffing levels have been identified as a cause of cost 
increases in higher education, the primary productivity indicator of staffing, Degrees/Back 
Office Employee, was ranked the lowest across groups.  
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Chapter I: Introduction to the Study 
Background and Context 
 Productivity in higher education, the ratio of outputs divided by inputs (Hanushek, 2007; 
Harris, 2010; Levin, 1993; Massy, 2011; Massy & Wilger, 1992; NCHEMS, 2010; Vedder, 
2004), has recently been accented in the accountability literature, in state performance funding 
reform, and in nonprofit research initiatives. This accent on productivity and increased call for 
accountability is being driven by a number of trends. "While many industries . . . have seen 
enormous growth through productivity, there are large sectors of the global economy--health 
care and education, for example--that have yet to see major changes in productivity" (Proenza, 
2010,  p. 7). The global economic downturn is a factor that has contributed to the general interest 
in productivity, but more directly, in higher education costs are increasing, tuition is increasing, 
subsidies are decreasing, student attrition is extensive, and global competition is increasing. 
These trends from both outside and inside institutions of higher education are factors 
contributing to the mounting interest in productivity in higher education.  
 Costs, the amounts spent by an institution to cover expenses, have continued to increase 
over the past decades (Desrochers, Lenihan, & Wellman, 2010; Harris & Goldrick-Rab, 2010) 
creating a perceived lack of fiscal responsibility. The price of college, tuition and fees or what a 
student is charged for the educational experience, has risen significantly in the past few decades 
as well. According to the Measuring Up report (2008), since 1982 college tuition and fees have 
outpaced price increases in medical care by 188% and in the overall consumer price index by 
330% (NCPPHE, p. 8). These cost trends have not only helped create a perceived lack of fiscal 
responsibility in higher education but they are unsustainable. Declining state funds have been 
cited as the cause of tuition increases, and part of the increases in tuition could be seen as 
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shifting costs, not increasing costs. However, the same increases in tuition are seen during 
periods of increases in state support, which weakens the credibility of the argument that 
increases in tuition are simply shifting costs (Desrochers et al., 2010, p. 15).  
While overall costs are escalating, we still are experiencing extensive student attrition. 
The most productive state pipelines, typically defined as the number of ninth graders out of 100 
who progress through the system and graduate from college within an allotted period of time, 
produce 30 graduates per 100 ninth graders while the worst performing states produce only 6 
(NCHEMS, 2009). Improving these gaps in education is important to remaining competitive in a 
global economy. While the United States is currently the global leader in higher education, the 
competition for intellectual resources is increasing (Wildavsky, 2010, p. 22). The United States 
has lost ground in global performance categories like participation and completion rates 
(Wagner, 2006, p. 14). These trends raise questions of accountability in higher education. In 
today's resource constrained environment of higher education, these questions of accountability 
increasingly point to the relationship between resource consumption and output production. 
 Since the Coleman Report in 1966, which was mandated by the Civil Rights Act of 1964 
and was designed to look at resource allocation and the quality of student learning, higher 
education officials have increasingly applied economic theory to the educational process to help 
answer these and other accountability questions. However, "the production function approach 
which began in earnest with the Coleman Report has not been universally accepted, particularly 
among educational decision makers" (Hanushek, 1986, p. 1150). Hanushek argues that "the 
output of the educational process--that is, the achievement of individual students--is directly 
related to a series of inputs. Some of these inputs . . . are directly controlled by policy makers . . . 
other inputs--those of families and friends . . . are generally not controlled" (Hanushek, 1986, p. 
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1150). In many ways, these unmanageable variables, including a student’s effort in the process, 
make using education production functions too complex and impractical for internal or external 
accountability metrics or for practical decision making. 
 However, as with other production environments, if the goal is to increase outputs (e.g., 
credit hours), institutions must consider how the inputs of the process might be impacted as 
outputs increase. For example, what impact if any will increasing credit hour production have on 
inputs like "wages, class sizes, buildings," etc. (Pritchett & Filmer, 1997, p. 4)? Will more 
faculty need to be hired? Will classrooms need to be larger? Will the registrar’s office need more 
staff members? For some institutions, the charge is to both increase outputs and reduce inputs. If 
inputs are reduced or constrained and outputs are expected to increase, institutions must make 
difficult resource allocation decisions in order to maximize outputs. Institutions can consider 
such options as increasing the use of technology to reduce labor cost (Vedder, p. 190), increasing 
the use of part-time faculty, deferring costly maintenance, and/or reducing spending on 
everything except faculty (Johnstone & Marcucci, 2010, p. 31).Tracking instructional 
productivity indicators not only helps identify and define outputs and inputs in higher education, 
but it also helps decision makers understand the relationship between resource consumption and 
output production. The variations in educational outputs and inputs that could be combined to 
create instructional productivity indicators in higher education need to be considered. The surge 
in interest in productivity is good for higher education in so far as it results in improvements in 
productivity. If there is confusion about what is meant to increase productivity, the collective 
striving to improve productivity at any level is likely to fail. An underlying assumption in 
financial accounting is that not all information is worth what it costs to gather, report, and 
analyze. A similar attitude toward instructional productivity indicators should be adopted as well. 
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Higher education has increasingly become a resource constrained environment, while at the same 
time, there is an expectation that outputs should increase. In this environment, it is important to 
ask which indicators provide valid and useful information about productivity gains. What does it 
mean to increase productivity? Which outputs will be valued and what inputs will be assigned to 
their production?  
 A great deal of work is being done by state higher education commissions as well as non-
profit research organizations and scholars in general to further productivity conversations. It is 
important that these conversations continue because for key decision makers in higher education 
the inputs and outputs that are tracked will provide a basis for future resource allocation 
decisions. While conversations are taking place at the national and state level to determine which 
aspects of productivity are worth reporting from an external standpoint, little attention has been 
given to the managerial aspect of instructional productivity indicators and the utility of 
instructional productivity indicators for decision making at the campus level. As instructional 
productivity indicators continue to be developed and measured at the national and state level, it is 
important to determine the decision utility of instructional productivity indicators for key 
administrators at the campus level. 
Statement of the Problem 
 Productivity indicators have become increasingly important as the demand for 
accountability continues in higher education. External constituents, like taxpayers, federal 
officials, state law makers, donors, etc., are calling for evidence based improvements. 
Productivity conversations at the macro level are taking place as federal and state instructional 
productivity indicators are developed for performance funding models and other means of 
accountability. Increasingly, instructional productivity indicators are playing a role in external 
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resource allocation decisions. However, despite the availability of and increased use of 
instructional productivity indicators in higher education, there is little research regarding the 
decision utility of these indicators for key administrators of public and private education 
resources at the campus level. 
Purpose of the Study 
 The purpose of this study was to assess the decision utility of selected instructional 
productivity indicators as seen by key campus level administrators. 
Research Questions  
This study was guided by three research questions: 
1. What importance did campus level decision makers assign to selected instructional 
productivity indicators based upon each indicator’s 
 Decision Utility score, 
 importance for resource allocation decisions, 
 importance for institution trend analysis, 
 importance for internal accountability, and 
 importance for external accountability? 
2. Did the decision utility of the profile indicators vary significantly by Carnegie 
classification? 
3. Did the decision utility of the profile indicators vary significantly by the following 
classification variables: 
 position of respondent, 
 size of institution based on number of students enrolled and, 
 institution public/private status? 
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Theoretical Framework 
 Production function theory provides the theoretical framework for the study. The theory 
asserts that a production function expresses a "deterministic relationships" between inputs and 
"desired outputs" (Monk, 1989, p. 34). In addition, the theory asserts that inputs in the 
production process are generally categorized as capital, labor, or natural resource. These 
assumptions provide a framework for identifying and describing the set of instructional 
productivity indicators used for the purpose of this study. 
In addition, education production theory is particularly applicable to decision making and 
the "allocation of educational expenditures" (Pritchett & Filmer, 1997, p. 1). The theory was first 
applied to education on a large scale through the project Equality of Educational Opportunity, or 
more commonly known as the "Coleman Report" (Coleman et al., 1966). The report focused 
attention on the direct relationship between school inputs and student achievement. Since then, 
production function theory and its applications in higher education have continued to be explored 
and developed (Hanushek, 1979; Levin, 1976; Massy, 1992; Monk, 1989). Based on the "idea 
that there is something systematic about the transformation of resources into learning outcomes" 
(Monk, 1989, p. 35), education production functions lie "at the heart of administrative efforts to 
improve educational productivity" (Monk, 1989, p. 34). These functions set out to capture the 
"maximum achievable output for given inputs" (Hanushek, 1979, p. 353). In today’s resource 
constrained environment, resource allocation decisions have become increasingly important. 
Significance of the Study 
This study was intended to fill gaps in and add to the growing body of productivity 
literature in higher education. There is a trend in the current productivity literature for authors to 
explore new indicators and to look at state and national trends in outputs and inputs. The 
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exploration and development of these instructional productivity indicators is significant to a 
variety of constituents in higher education as evident by such things as the absorption of the 
Delta Project database by the National Center for Education Statistics (NCES). But the accent on 
instructional productivity indicators as a means for making resource allocation decisions has 
focused primarily on external constituents. Little has been done to explore the utility of these 
indicators for key campus level decision makers. 
 This study was intended to provide insight into which instructional productivity 
indicators have decision utility for campus level administrators. Statewide agreement on the use 
of campus level instructional productivity indicators by key campus level decision makers could 
promote transparency and credibility in higher education in both the public and private sectors. 
Long term cooperation to report and to track indicators deemed to have decision utility could 
help identify schools with best practices for improving productivity, help establish operational 
standards and output/input expectations where none currently exist, and provide possible 
information for future state funding conversations. Subsequently, through the methods employed 
in this research process, the study aimed to add to the productivity literature and to cultivate an 
understanding of the decision utility of instructional productivity indicators. 
Limitations of the Study 
 As with any research project, this project had limitations. One limitation was the survey 
nature of the data collection and the lack of direct interaction between the interviewer and the 
respondent. The data analyzed are self-reported. Floyd Fowler (2002) argues that there are 
"various disadvantages of not having the interviewer involved in data collection" (p. 74). For 
example, open ended questions "are usually not useful" (p. 62). "With no interviewer present to 
probe incomplete answers for clarity and for meeting consistent question objectives, the answers 
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will not be comparable across respondents" (p. 62). 
 In addition, the analysis was limited to feedback on a particular cluster of instructional 
indicators and the participant's familiarity with each indicator. While the cluster of indicators 
represented the most commonly used indicators, it is possible that not all survey participants had 
the same level of familiarity with each indicator or instructional productivity indicators in 
general and therefore did not have the same ability to assess the characteristics of each indicator. 
In addition, it must be recognized that a different cluster of indicators could yield different 
results. 
Delimitations of the Study 
 One delimitation of the study was that the data collection took place during a specific and 
finite period of time. The assessment of an instructional productivity indicators utility could be 
subject to change and evolve as other variables inside and outside higher education change and 
evolve. For example, as economic climates within a state change, different instructional 
productivity indicators may increase or decrease in importance. The data collected could simply 
reveal productivity concerns within a state that have been highly publicized or that have been the 
focus of recent political attention not necessarily reveal productivity concerns that can be 
generalized across the higher education enterprise. 
Definitions 
For the purpose of this paper, the following definitions apply: 
 Back Office Employees – "employees that are categorized as either managers or support 
staff" for instructional activities (Bennett, 2009, p. 9). 
 Costs – the amounts an institution expends to pay for its operations. 
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 Decision Utility – the value assigned to an indicator based upon its importance for 
resource allocation decisions, for institution trends, for internal accountability, and for 
external accountability. 
 Decision Utility Score – an indicator’s importance for resource allocation decisions + its 
importance for institution trend analysis + its importance for internal accountability + its 
importance for external accountability. 
 Direct Instructional Costs -- expenditures for faculty salaries, benefits, and travel directly 
related to instruction. 
 E&R – “100 percent of reported expenditures on instruction and student services, as well 
as the instructional share of costs for ‘general support, administration, and maintenance,’ 
including academic support, institutional support, and operations and maintenance 
(O&M)" (Desrochers et al., 2010, p. 43). 
 FTE Faculty/Staff – the full-time equivalent (FTE) of either faculty or staff is “calculated 
by summing the total number of full-time staff from the Employees by Assigned Position 
(EAP) component and adding one-third of the total number of part-time staff” (NCES, 
2012). 
 FTE Enrolled –full-time enrollment plus part-time enrollment as defined by NCES 
(NCES, 2012). 
 Price – the expense a student incurs to attend an institution which is also discussed as 
tuition and fees plus room and board.  
 Production function – a function that expresses the maximum output of a production 
process in terms of the various combinations of inputs (Hanushek, 2010). 
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 Productivity – the relationship between outputs and inputs expressed as a ratio of outputs 
divided by inputs (Hanushek, 2007; Harris, 2010; Levin, 1993; Massy, 2011; Massy & 
Wilger, 1992; NCHEMS, 2010). 
 Subsidies – the portion of E&R costs not funded by the student (Desrochers et al., 2010). 
Organization of the Study 
 This study was organized into five chapters. Chapter one provided the background and 
context, statement of the problem, purpose statement, research questions, theoretical framework, 
and significance of the study, limitation and delimitation, and definitions of relevant terms. 
 Chapter two provided a review of the literature related to the study. The chapter 
documented the evolutionary forces and patterns that are driving productivity interest. The 
education production function literature was briefly explored to provide a foundation for 
discussion. Then, the development of key instructional productivity indicators was presented 
along with the strengths and limitations of each.  
 The methods and procedures that guided this study were described in chapter three, 
including the research design, population, data collection, and analysis. 
 The findings of the study were presented in chapter four.  
 A summary of the study, a summary of the findings, and a discussion of the implications 
of the study were presented in chapter five, followed by recommendations for future research 
and a conclusion of the study. 
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Chapter II: Review of the Literature 
 The purpose of this study was to assess the decision utility of a set of instructional 
productivity indicators as seen by key campus level administers. The purpose of this chapter is to 
provide a review of the literature related to the topic. The chapter begins with a discussion of the 
trends in higher education that are contributing to the current interest in productivity. Then, a 
brief discussion explores education production functions and their application to the productivity 
conversation. Next, a discussion of productivity in higher education outlines the current use of 
instructional productivity indicators. Then, paying particular attention to the strengths and 
weaknesses of each variable, various common outputs and inputs are identified. To conclude, a 
table of key instructional productivity indicators organizes the findings and summarizes each 
indicator’s traits. From the conversations currently taking place in higher education, it is clear 
that external constituents are exploring instructional productivity indicators to track the changes 
in outputs and inputs. While the use of these indicators by external constitutes may prove 
beneficial, the key sections of this literature review lead to the conclusion that more research is 
needed to assess the decision utility of these indicators to key campus level administrators. 
Trends in Higher Education 
 Volatility in global markets and economic downturns worldwide have created some 
difficult financial realities for higher education in America. With prominent political attention 
focused on the factors related to the growth and stability of the American economy, the role that 
higher education plays in our economy is critical. However, trends in American higher education 
endeavors are causing concern: costs are up, prices are up, subsidies in the public sector are 
down, student attrition in the educational pipeline is extensive, and global competition is up. 
These trends are driving interest in the productivity of the American higher education system and 
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accent the accountability conversation taking place. "Higher education is simply not making 
substantial progress in addressing its most significant challenges: educating an increasingly 
diverse body of students while containing the cost" (Thille & Smith, 2011, p. 22). 
Costs are increasing.  
 Some of the most prominent and troublesome trends in higher education are the input 
related increases that have taken place over the past several decades. First and foremost, costs in 
higher education are up (Johnston & Marcucci, 2010). As a multiple output enterprise, 
categorizing the cost related to the various activities of an institution has proven to be a complex 
processes, charged with disagreement. Costs are the expenses an institution incurs to pay for its 
operations. It is important to reiterate the difference between the terms costs and price. Price, or 
tuition, is the expense a student incurs to attend an institution. While increases have taken place 
in both costs and price, here the discussion involves costs and the expenses incurred by 
institutions to operate. Therefore, the total cost of operating an institution of higher education 
equals E&R plus research and service plus “auxiliary enterprises, hospitals, independent 
operations, and other expenses” (Desrochers et al., 2010, p. 21).  
 One documented discussion of the increased costs in higher education is in the report 
"Trends in College Spending" (Desrochers et al., 2010). In the report, education and related 
(E&R) expenses per student have increased in every sector over the past decade. Figure 1 
illustrates increases in overall cost per student by public/private sector and by institution type. 
Desrochers et al. point out that the E&R portion of cost per student increased 12% during the ten 
year period at public research and master’s institutions. During the same time period, E&R cost 
per student increased 15% at private master’s and bachelor’s institutions and 27% at private 
research institutions. The most modest increases in E&R cost per student during the ten year 
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period were in the public community college environment at 6%. All of the data presented in 
Figure 1 was calculated in 2008 dollars. Carol Twigg (1992) cites Forbes magazine's example of 
a separate ten year period where the national average of arts and science faculty grew 16% while 
during the same ten year period enrollment dropped by 14% (1992, para. 44). While increased 
costs are not uncommon during periods of growth in output quantity or output quality, these cost 
increases are not closely tied to comparable increases in output quantity (enrollment). Harris & 
Goldrick-Rab (2010) illustrate a 35 year trend line that exhibits the overall decline in 
productivity that has taken place and the corresponding increases in costs (Figure 2). In the 
figure, the ratio of degrees to costs illustrates a decline in degree productivity. The trend line 
demonstrates that relative to degree output, total expenditures have increased at a higher rate 
than degree output, thus driving the overall productivity ratio down. This particular calculation 
of productivity lacks the granular level of costs analysis required to understand the role of E&R 
in the productivity decline. In addition, the total expenditure model deployed here includes any 
new costs acquired over the years as the mission of institutions expanded and the operational 
needs evolved; however, the declining trend in productivity is still evident. At a time when costs 
increase in higher education, the ". . . resource constrained environments are being forced to 
consider two basic strategies: 1) generate additional revenue; and 2) increase productivity . . . As 
a result, productivity improvement is increasingly looked to as a long-term response to the 
problem of constrained resources" (Gates & Stone, 1997, p. 2) including termination of some 
activities. Increasing costs cannot be sustained or justified without clear and related increases in 
outputs. 
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Figure 1. "Total operating expenditures per FTE student by grouped categories, AY1998–2008” (in 2008 dollars). Spending on 
education and related costs per student were higher in 2008 than at any time in the prior decade" (Desrochers et al., 2010, p. 21). 
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Figure 2."The Productivity Decline, 1970-2006" (Harris & Goldrick-Rab, 2010, p. 2). Here each 
of the productivity ratios of outputs to inputs, degrees to total expenditures, in public colleges 
shows a decline. The dotted line represents degrees to expenditures after adjustments were made 
to labor expenditures which account for “the growth in overall labor costs in the economy, since 
colleges compete for labor with other industries” (p. 3). 
 
Tuition is increasing.  
 "The spiraling price of attending a college or university has received significant attention 
from higher education's key constituents . . . Students and parents . . . state and local officials" 
(Massy & Wilger, 1992, p. 362). Tuition in higher education continues to go up and continues to 
get attention (Desrochers et al., 2010; Ehrenberg, 2001; Ehrenberg, 2010) (Figure 3) especially 
as the total national student debt grows substantially (Martin & Lehren, 2012). Much like the 
costs of higher education discussed previously, these long term continual increases in tuition 
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represent an unsustainable growth pattern in inputs. Figure 3 depicts the growth in tuition since 
1982 relative to other sectors. As an input in the process of teaching and learning, increases in 
tuition can negatively impact productivity if the increases are not offset by comparable or greater 
gains in outputs. Expressed as a percent growth rate in current dollars, increases in tuition were 
439% over a 14 year period. During that same time period, the consumer price index increased 
106% as a percent growth rate. There is no evidence that higher education increased its primary 
output of teaching and learning at an equally rapid rate. While tuition has increased substantially, 
evidence of comparable improvements in outputs have not been documented. Nor is there 
evidence that institutions have lost their subsidies at such a rapid rate or to such a great extent. 
As demonstrated in the following section, increases in tuition have often been wrongfully 
attributed to declines in subsidies. 
Subsidies are decreasing.  
 Higher education officials have cited shrinking state and local appropriations as one of 
the major factors causing tuition increases. However, evidence presented in the 2010 report 
"Trends in College Spending" demonstrates a different interaction between the two revenue 
sources, tuition and state and local appropriations. Initially as state and local appropriations 
declined, an expected increase in tuition followed. However, when state and local appropriations 
came back up tuition continued to rise (Figure 4). Subsidies are in fact down in higher education. 
This decreasing input is one of the forces driving interest in productivity. Institutions must 
maintain current levels of output or increase output while inputs decline or are found from other 
sources.  
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Figure 3. “Percent Growth Rate in Current Dollar Price Since 1982-84” for various public 
services. "Increases in college tuition have outpaced price increases in other sectors of the 
economy" (NCPPHE, 2008, p. 8).
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Figure 4. "Net tuition revenues and state and local appropriations per FTE student, AY1998–2008” (in 2008 dollars). In public 
institutions, cuts in state and local appropriations after the 2001 recession led to tuition increases, which continued even after 
appropriations rebounded" (Desrochers et al., 2010, p. 15). 
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Student attrition is extensive.  
 As opposed to the first two trends, the next two trends in higher education that are driving 
interest in the productivity conversation focus primarily on outputs. There are a number of ways 
to look at outputs in higher education, but one way to look at student progression as a proxy for 
learning is to examine the educational pipeline (Kelly & Jones, 2007; NCHEMS, 2009; Vedder, 
Denhart, & Ruchti, 2008). By doing so, it is clear that student attrition is extensive. The 
educational pipeline is defined operationally from context to context, but often the pipeline refers 
to the period of time from the start of the ninth grade until the completion of college. Variations 
in the application typically stem from the amount of time allotted to graduate from high school 
and the amount of time allotted to graduate from college in order to have progressed through the 
pipeline. Figure 5 charts the education pipeline outputs by state as studied by Kelly and Jones 
(2007). In this scatter plot, outputs are based on pipeline performance while inputs are based on 
funding per FTE. Here, the output of the pipeline is calculated as "the number of 9th graders (out 
of 100) who graduate from high school on time, go directly to college, and graduate within 150% 
of program time (three years for associate students and six year for bachelor’s students)" (p. 11). 
There is no instance, regardless of state funding levels, where a state is graduating more than 
30% of its ninth graders from college within the allotted timeframe.  
 These numbers have a variety of implications but are particularly significant when 
weighting the economic future of the United States in a globally competitive workforce 
environment. While the burden of improvement does not rest solely on the higher education 
system in this particular pipeline model, the throughput implications for higher education are 
important. For example, according to Figure 5, Iowa (IA) ranks slightly higher in “Total Funding 
Per FTE” than the average state. However, Iowa performs second in the nation in terms of  
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Figure 5. Student Pipeline Results, 2002.  "Ratio of Performance to Funding Associated with the 
Average of all States." Performance is based on "the number of 9th graders (out of 100) who 
graduate from high school on time, go directly to college, and graduate within 150% of program 
time" (Kelly & Jones, 2007, p. 11). 
 
number of graduates. Without the analysis of an output/input ratio that this pipeline graduation 
model provides, the performance data alone is less informing. With the productivity analysis 
provided by this figure, it is evident that “in Pennsylvania [PA], 28 of 100 9th graders complete 
these transitions on time compared to only 10 in New Mexico” (Kelly & Jones, 2007, p. 11). 
Even more important, “when taking funding levels into account, North Dakota, Iowa, and 
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Massachusetts are the highest performers and Alaska, New Mexico, and Hawaii are the lowest 
(Kelly & Jones, 2007, p. 11). When looking more specifically at the extreme cases, Alaska 
produced 14.5 college graduates for every 100 students that entered the 9
th
 grade. Alaska 
accomplished this by spending $18,033 annually per FTE. In contrast, Utah produced 22.5 
college graduates during the same time period while spending $7,375 per FTE. 
Global competition is increasing.  
 "Although the United States continues to rank among the leaders in comparisons of 
performance in higher education, its leadership position has eroded. No longer the clear-cut top 
performer in participation and completion rates, the United States has been joined by other 
countries that have expanded access to and completion of higher education programs" (Wagner, 
2006, p. vi). Ben Wildavsky (2010) adds in his book The Great Brain Race: How Global 
Universities are Reshaping the World that "while American dominance of the international 
marketplace seems likely to continue in the near term, its long-term prospects are less certain as 
the global quest for talent becomes ever more competitive" (p. 22). For example, Wildavsky 
points out that “during the 1999-2005 period . . . overseas enrollments in the United States grew 
by 17 percent” (p. 23). However, “foreign enrollment in British universities grew by 29 percent 
during the same interval, in Australia by 42 percent, in Germany by 46 percent, and in France by 
81 percent” (p. 23). The net result for the United States was a 4% loss in international student 
market share even though the overall international market grew by 41% (p. 168). Global 
competition is up. “What’s happening is that the rate of growth of overseas student enrollment at 
U.S. universities is not keeping pace with some of the nation’s competitors” (p. 23). Competition 
has increased for inputs in terms of students and faculty labor. Although the United States' 
position as a world leader stands strong, the desire to retain a competitive position in higher 
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education is another force driving the productivity conversation. McLendon, Hearn, and Deaton 
(2006) argue that this type of globalization has brought pressure for campuses to maximize 
productivity and efficiency (p. 2). 
 There is growing concern about the unsustainable trends in higher education inputs and 
the lags in educational outputs. Public interest and political challenges are creating a greater 
demand for accountability in higher education. What evidence will be accepted to demonstrate 
an increased level of accountability? From a productivity standpoint, this is a valid and difficult 
question. What measurement tools are available for not only tracking the changes in outputs and 
inputs, but what indicators are available for relating outputs to inputs in a meaningful expression 
of productivity? 
Production Functions  
 The idea of education as a production process may be at the heart of the productivity 
measurement challenges and complexities. From economics, a production function is a function 
that expresses the outputs of process in terms of its inputs. "Educators can look to the field of 
economics for methods for organizing data and for procedures that provide linkage between 
resource inputs and outcomes" (Hummel-Rossi & Ashdown, 2002, p.1). But to what extent 
education should be viewed as a production process continues to be debated. Production 
functions in a manufacturing environment account for the conversion of resources into a product. 
The manufacturing of eye glasses is a good example. The inputs are clear, raw material, 
machinery, labor, etc., and the process of resource conversion can be understood and 
manipulated. Higher education and the conversion of resources into products is a human 
enterprise that is far more complex. What are the inputs? What are the outputs?  
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 "A production model lies behind much of the analysis in the economics of education. The 
common inputs are things like school resources, teacher quality, and family attributes, and the 
outcome is student achievement" (Hanushek, 2007). The relationship of school resources to 
school outputs was first considered on a mass scale in the "Coleman Report" in 1966 (Coleman 
et al., 1966). "The underlying model that has evolved as a result of this research is a very 
straightforward: The output of the educational process . . . is directly related to inputs that both 
are directly controlled by policy makers . . . and are not so controlled" (Hanushek, 2007). Stated 
another way, "the higher education production function describes the relationship between 
optimal outputs, such as college degrees awarded, and the optimal mix of inputs such as students, 
faculty and staff as well as physical and financial capital" (Titus, 2009, p. 443).  
However "the claim regarding the administrative usefulness of the education production 
function imposes two requirements: The production function must be real and it must be known" 
(Monk, 1989, p. 32). But education is not entirely comparable to a manufacturing enterprise in 
which inputs and processes are easily identifiable and quantifiable. Education is a cumulative 
process with one of its key inputs, the student, acting as raw material input, labor input, and end 
product output. A student can choose to be lazy; a student can choose to work hard. The 
student’s labor contribution to the production function can vary dramatically and unpredictably. 
The product itself makes a contribution to the production process. There are an almost infinite 
amount of unknown inputs and an undetermined number of outputs that have been identified 
(Hanushek, 1986) and that cannot be controlled by the education administrator. Understanding 
the intricacies of production functions is important to improving educational productivity, but the 
complexity of production functions makes it difficult to use them for broad level resource 
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allocation decisions and accountability metrics. From a productivity standpoint, higher education 
needs accountability metrics that are more transparent. 
Productivity  
 In the current environment, there is a call to increase outputs in higher education while at 
the same time there is a demand to reduce costs. Over the past decade, a considerable amount of 
attention has been paid to productivity in higher education and transparent comparisons of 
institutions outputs and inputs. However, the Delta project argues that "productivity concepts and 
measurements are basically foreign to higher education” (Delta, 2010). Recently, The Princeton 
University Policy Research Institute for the Region and the New Jersey Association of State 
Colleges and Universities held a Public Higher Education Forum titled "How to Fix a Broken 
System: Funding Public Higher Education and Making It More Productive" in April 2010. 
Despite the presence of a number of experienced and well established leaders in higher education 
"there was a broad but unresolved discussion between the panel and audience over the definition 
of 'productivity'" (Carter et al., 2010, p. 6).  
Productivity defined. 
Productivity in higher education is the ratio of outputs divided by inputs (Hanushek, 
2007; Harris, 2010; Levin, 1993; Massy, 2011; Massy & Wilger, 1992; NCHEMS, 2010; 
Vedder, 2004). However, there is still confusion and disagreement about what exactly it means 
to talk about productivity in higher education. In terms of accountability conversations, two 
separate and distinct lines of productivity discussions predominately occur in the field of 
education productivity. Examining these two trends helps define productivity and ultimately 
instructional productivity indicators.  
The first and most prevalent approach is a type of performance based reporting and 
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occurs particularly when reporting to external constituents. It relies on reporting outputs alone. 
These types of conversations report increases in graduates, increases in graduation rates, or 
increases in retention rates for example without regard to the potential changes in input that 
occurred in the process. These conversations take place in academic journals, state reports, and 
various independent research publications; however, with a focus on outputs alone, resource 
consumption is not taken into considerations. These types of productivity reports are 
performance based in the sense that the reporting relies on a data point and a predetermined 
scale. "Performance in its most simplistic form is a measurement of accomplishment that is 
based on an agreed scale" (Gates & Stone, 1997, p. 12). Credit hours earned, for example, 
represents a data point on a scale that most people in and around higher education find familiar. 
If earned credit hours are considered a proxy for learning, then reporting increases in credit hour 
output from semester to semester shows an increase in one of the institution’s primary outputs, 
teaching and learning. Professor Emeritus and former Vice President for Business and Finance at 
Stanford University William Massy states that "universities and their faculty believe they have 
high 'productivity' . . . when they are effective in producing outputs desired by stakeholders" 
(2011, p. 2).  
 This leads to the second group of productivity studies in higher education which are the 
primary focus of this project and include both outputs and inputs. Massy points out that 
"economists and those responsible for allocating public resources . . . use a different definition of 
productivity often times: the 'ratio of outputs to inputs'" (Massy, 2011, p. 2). In this group of 
studies, a productivity indicator is an expression of a relationship between an output or outputs 
and an input or a set of inputs which are consumed in any given production process. It is what 
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Rice and Schwartz called "input-output research" (2008, p. 134) where not only outputs and 
inputs are considered but where particular attention is paid to the way the two variables interact.  
 Considering these two approaches to the productivity conversation, Massy argues that 
proponents of the "former seek more resources in order to become more 'productive' . . . and the 
latter . . . try to get more 'bang for the buck'" (2011, p. 2). Simply producing more output is not 
good enough to improve productivity. Changes in output cannot be considered in isolation if they 
are to be considered changes in productivity. The relationship between changes in output and 
changes in inputs should be considered. It is important to note that while varying levels of 
quality exist in higher education outputs, neither approach to assessing productivity tends to 
account for the quality of the output. Measuring the quality of outputs in higher education is a 
complex issue discussed in the following sections. 
 For the purpose of this paper, productivity is the relationship between outputs and inputs 
expressed as a ratio of outputs divided by inputs. For further clarity, Schwartz (2008) provides a 
definition of productivity in the Handbook of Research in Education Finance and Policy. "The 
concept of productivity in education has various meanings but is fundamentally concerned with . 
. . outcomes that result from a given investment of resources" (p. 132). While this definition may 
seem objective and easy to apply to various production environments, the use of instructional 
productivity indicators has proven problematic in service industries like higher education that are 
labor intensive and that have multiple outputs. In a multiple output, labor intensive environment 
it is difficult to consistently and accurately assign inputs to outputs within one production center 
or campus, much less across a body of campuses in different regions. Despite these challenges, 
there are instructional productivity indicators being developed and used in higher education. 
These indicators are designed to encourage accountability and promote lower input per unit of o-
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utput. It is important here to note that lowering the input per unit of output is also the focus of 
efficiency studies and efforts to improve efficiency. However, there is a distinct difference 
between efficiency and productivity. While productivity is a type of efficiency measurement and 
is also concerned with lowering the input per unit of output, productivity has a particular focus 
on increasing outputs and throughputs. Increasing class size or decreasing the number of 
academic advisors on staff are both ways of becoming more efficient or lowering the cost per 
unit of output, but they do not necessarily create increases in output.  
Productivity indicators vs. production functions.  
 Productivity indicators differ from production functions in at least two key regards. One, 
although instructional productivity indicators capture aspects of input variables, instructional 
productivity indicators are not inclusive of all inputs in the production process. For example, an 
oversimplified expression of an education production function would be to consider all the 
various inputs in a production process including capital, labor, and raw materials in any giving 
production process at the institution as 
Q = f (X1, X2, X3, . . . , Xn) 
In this production function, Q represents a quantity of output, credit hours for example; X 
includes the inputs in the production process. Facilities (capital), faculty (labor) and students 
(raw material) are a few examples of inputs in the credit hour production process. While this is 
an oversimplified illustration of an education production function, it illustrates the role of various 
inputs in a production function. Productivity indicators on the other hand tend to look only at a 
single input like the number of FTE faculty contributing labor to the process, or a set of inputs 
like E&R. For example, one common productivity indicator expresses the relationship between 
the number of credit hours produced relative to the number of FTE faculty. In this labor 
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productivity indicator, the output is credit hours, a proxy for learning and a primary output of 
higher education, and the input FTE faculty is a proxy for faculty labor that accounts for both full 
and part-time faculty instructional efforts. In this productivity indicator, all other aspects of 
capital and labor that go into credit hour production are excluded from the analysis. The 
productivity indicator only addresses one aspect of the overall production function, faculty labor. 
For instructional productivity indicators that capture multiple inputs, the input is still treated as a 
single unit of input not as independent variables. E&R for example captures capital and labor 
related to teaching and learning, but instead of considering how the various inputs interact with 
each other as with a production function, E&R represents a single input in a productivity 
indicator. 
 The second key way that instructional productivity indicators differ from education 
production functions is attached to an underlying purpose of the production function which is to 
maximize outputs for a specified set of resources (Hanushek, 1979). While instructional 
productivity indicators also assume the goal of maximizing outputs per unit of input, production 
functions attempt to predict outputs based on adjustments to the various inputs and the overall 
input mix. In other words, production functions have an element of forecasting that instructional 
productivity indicators do not. A credit hour production function could predict the effect that 
reducing or increasing an input would have on the overall quantity of output. In contrast, a credit 
hour productivity indicator, like credit hours/FTE Faculty, captures the ratio of outputs and 
inputs as a method of reporting and tracking not as a method of predicting.  
Measuring Outputs.  
 There are multiple outputs at an institution of higher education. Attempting to define and 
account for each of the outputs is complex if not impossible due to the variety of outputs 
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institutions are not only capable of producing but also expected to produce. Bosworth (2004) 
argues in his article "Productivity in Education and the Growing Gap with Service Industries" 
that "universities are a classic example of a multiple output firm, with outputs including research, 
housing, and entertainment (sports) in addition to education"(pp. 70-71). From a teaching and 
learning perspective, outputs can be degrees which can gauge an institutions level of productivity 
(Bennett, 2009), credit hours which can gauge an institution's faculty level of productivity 
(Middaugh, Graham, & Shahid, 2003), or economic impacts which can gauge a system's level of 
productivity (Kelly, 2009). But as an enterprise, institutions of higher education can account for 
any number of social, cultural, and economic by products other than teaching and learning like 
public service, research (both public and private), entertainment, food services, and housing. 
Bogue & Johnson (2010) argue that "it is not clear that the major stakeholders agree on what is 
expected from American Higher Education" (p. 9). Some institutions have extra-ordinary student 
funded amenities like “lazy rivers” around campus pools possibly implying that one of the 
outputs of the institution is to entertain its "guest." Other institutions pride themselves on 
superior athletic facilities and run student fees in excess of $1,000 a year in some cases to help 
fund facilities. While institutions are accountable for all resource consumption and subsequent 
outputs, above all, institutions of higher education are accountable for the teaching and learning 
of their students and the resources consumed in the process. Therefore, this research is limited to 
instructional related outputs and inputs. 
 What are the outputs associated with teaching and learning? It could be argued that the 
major output of teaching and learning at an institution is that a student has mastered a general 
education curriculum and major coursework and has therefore learned. Standardized tests have 
been designed to assess learning outcomes for both general education curriculum and major -
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coursework areas; however, these methods are still evolving and lack widespread adoption.. For 
this reason, an “Incomplete” score for learning assessment was given to every state by the most 
recent Measuring Up report. The National Center for Public Policy and Higher Education 
(NCPPHE) released state and national reports titled Measuring Up: The National Report Card 
on Higher Education for the years 2000, 2002, 2004, 2006, and 2008. The purpose of the 
Measuring Up project is "to provide the general public and policymakers with information they 
can use to assess and improve postsecondary education in each state" (NCPPHE, 2011). The 
project focuses its research efforts on six key areas: preparation, participation, affordability, 
completion, benefits, and learning. A combination of variables for each major area determines a 
letter grade. By the 2008 report, all states again had regressed to "an 'Incomplete' in Learning 
because there are not sufficient data to allow meaningful state-by-state comparisons" (National 
Center, 2008, p. 12). No nationally accepted indicator of learning exists. Dennis Jones (2008) 
argues that "until learning outcomes are available by state, calculating the cost effectiveness of 
higher education will continue to rely on proxy measures that leave much to be desired" (p. 22). 
Without the ability to accurately assess learning as a primary output, Massy (2011) points out 
that "the two prime output candidates in higher education are credit hour production and degrees 
or certificates awarded" (p. 5). As evident from the review of education production function 
literature, standardized test scores are one of the primary outcomes in higher education, but as 
demonstrated here by Massy's statement and productivity literature, credit hours and degrees 
have become the two primary proxies of teaching and learning outputs in instructional 
productivity indicators. 
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Degrees as an output.  
 Degrees possess strength as an output for a variety of reason. First and foremost, degree 
information is readily available. All institutions of higher education that participate in the federal 
student financial aid program are required to track and report degree output through the U.S. 
Department’s National Center for Education Statistics' (NCES) Integrated Postsecondary 
Education Data System (IPEDS). In addition, state supported institutions report this data to state 
agencies as well. State reporting agencies typically either publish the information, make it 
available online, or a combination of the two. Second, using the number of d conferred as an 
output indicator guarantees transparency. There are no formulas, weighted variables, or other 
potential complexities to cloud the reporting of simply counting degrees. The awarding of a 
degree can be easily quantified, and from a quantity standpoint, counting degrees one degree at a 
time is a transparent method of accounting for outputs.  
 Despite these strengths, using degrees as an output has its weaknesses as well. First, in 
terms of a quantifiable unit, one degree is one degree, but not all degrees are equal from some 
measurement frameworks and reaching consensus on how to measure the quality of a degree as 
an output has yet to take place. Various assessments of student performance, all proxies for 
degree quality, differ both at the time of graduation and at various points beyond degree 
obtainment. At the time of graduation, things like standardized exit exam test scores, graduate 
school exam scores, graduate school acceptance rates and other proxies uncover variations in 
degree. At other points after degree obtainment, performance marks related to employment 
become proxies for degree quality like annual income. Regardless of the attempt to account for 
degree quality, the topic gets complex quickly and dissention arises over what can be considered 
acceptable evidence of quality. How much of degree quality is controlled by student 
  32 
 
preparedness, student motivation, or students capacity, and how much is controlled by the 
institution? This is an important and complex question, but it is outside the scope of these 
indicators. In these indicators, degrees are reported as quantifiable units with the underlying 
assumption of uniform degree quality. 
 Another weakness of using the number of degrees as an output is the potential for gaming 
that it creates. Graduation research shows that particular student populations are more likely to 
graduate than other student populations. If the number of degrees is the measure of output, the 
temptation exists to recruit only from student populations that are more likely to graduate. 
Unfortunately, many of the student populations that are less likely to graduate are from 
underprivileged groups (low-income and/or first generation college students for example). 
Recruiting from this population then becomes a disincentive. From this standpoint, gaming and 
degree production could result in negative impacts on access and equity issues across the 
enterprise. A third weakness is that although it is a key mission of higher education, considering 
degree production alone as an output fails to account for other teaching and learning outputs. 
Referring to a productivity indicator that uses degrees in the calculation of its output, Johnson 
(2009) points out that "one of the major criticisms of this approach is that it reduces the entire 
instructional function of universities to awarding degrees, and that to consider courses taken by 
non-graduates, or in excess of program requirements, as 'overhead' is to devalue the educational 
experience" (p. 15). A final shortfall of using degrees alone as an output is the tendency to equate 
degrees with certificates. If institutions were going to be judged by their ability to produce 
degrees, in fairness, community college comparisons often confuse the productivity frame of 
reference by including certificates in the degree count. While certificate production represents an 
aspect of institution mission for many community colleges, a certificate does not require the 
  33 
 
same amount of resources to produce, nor does it represent the same output in terms of value to 
the individual or value to the economy. 
Credit hours as an output. 
 The other output most commonly used as an output for instructional productivity 
indicators is credit hours. The most prominent contribution to the conversation regarding credit 
hours and credit hour production comes from the University of Delaware's Office of Institutional 
Research and Planning. The longitudinal study known as the Delaware Study that is conducted 
by the office began in the late 1980's as a project to measure faculty activity at the University of 
Delaware. In the process, a set of metrics were built that were deemed useful for resource 
allocation decisions. As a result, the Delaware Study began to collect data in 1992 from other 
institutions, some as detailed as costs and credit hours broken down by CIP code (Classification 
of Instructional Programs) which IPEDS does not collect. With over 500 participating 
institutions, the Delaware Study has continued to provide useful information regarding credit 
hour production since that time. While cost per credit hour studies are not unique or new, the 
Delaware Study has collected unique information with broad representation over a long period. 
Measured as total number of credit hours taught (Middaugh et al., 2003, p. x), credit hours are 
still used as an output in the Delaware Study to gauge changes in productivity, establish 
benchmarks, and to identify best practices among others purposes. 
 The National Center for Academic Transformation (NCAT) has contributed significantly 
to the credit hour production conversation as well by striving to "produce better learning 
outcomes for students at a reduced cost to the institution" (National, 2010). The initial project 
piloted 30 course redesigns. In each of the projects, the number of credit hours taught was used 
to measure output while the percentage of savings was used to help gauge changes in input costs 
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(Table 1). The Elementary Statistics course redesign at Pennsylvania State University is one 
example of how the project took place. In this course redesign, lectures were reduced from three 
a week to one per week. Two computer-studio lab days were introduced where students worked 
individually and collaboratively on computer-based activities. Readiness Assessment Tests 
(RATs) were used to motivate students and gauge their progress. In this example, faculty labor 
was reduced by eliminating two lecture sessions and replacing the lectures with less labor 
intensive and less expensive alternative means of content delivery. By doing so, the overall costs 
of the Elementary Statistics course were reduced while the output, the number of credit hours 
earned, remained the same. Using the number of credit hours taught as the output of an 
instructional productivity indicator is similar to using degrees as the output in many ways. 
Reporting credit hours taught, like reporting degrees earned, takes place regularly at institutions. 
Credit hours taught are easily standardized and quantified, thus making them transparent and 
transferable across various institutions. These traits make them appealing as output indicators. In 
the course redesign, the simplicity of quantifying and tracking credit hour production provides 
useful and potentially telling information about the cost associated with learning. Unfortunately, 
credit hours share some of the same weaknesses as degrees when considered as instructional 
outputs. While one credit hour is relatively easy to record, track, and account for, credit hour 
measurements alone fail to account for what learning took place in the process. "The cost savings 
primarily reflect decreased time spent by instructional personnel (full-time faculty, adjunct 
faculty, graduate teaching assistants) and/or substitution of less expensive personnel" (Projected, 
2005). 
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Table 1 
 Round 1 Projected Savings Summary  
Institution Course Cost Per Student Savings  %  
  
Traditional Redesign per Student Savings 
Va Tech Math $91 $27 $64 71% 
U at Buffalo Computer Lit $248 $114 $134 54% 
U of So. Maine Psychology $113 $58 $55 49% 
Rio Salado Algebra $49 $31 $18 37% 
U of Illinois-UC Statistics $237 $159 $78 33% 
Penn State Statistics $176 $123 $53 30% 
UW-Madison Chemistry $257 $185 $72 28% 
U of Central Florida Amer Gov't $112 $81 $31 28% 
U Colorado-Boulder Astronomy $171 $137 $34 20% 
IUPUI Sociology $83 $66 $17 20% 
Average  37% 
 
 
Learning as an output.  
 The use of degrees or credit hours taught as the output of a productivity indicator must be 
accompanied by a recognition that these outputs are proxies for gauging learning. Taking a 
course or completing a degree implies that learning took place. This is problematic. The 
complexities of accounting for the quality and quantity of learning that takes place in the 
educational process cannot begin to be addressed without first accounting for the complexities of 
the quality of the student in terms of previous educational experience, family background, 
community environment, and others input variables. As discussed previously, to avoid this in 
depth conflict and other challenges, learning has been primarily excluded from key instructional 
productivity indicators. However, as a part of the 30 NCAT course redesigns, the project sought 
to not only improve the credit hour output discussed above but also to improve the learning 
output. Here, NCAT used changes in grades, grade distribution, standardized tests, and pre and 
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post test to determine changes in learning. The use of grades and standardized tests as imperfect 
measurements of learning merits critique, but the increases in learning that took place in the 
NCAT redesign projects are demonstrated and are worth noting. Based on these assessment 
tools, overall, course redesigns at various institutions "showed significant increases in student 
learning" (National, 2010). Figure 6 illustrates one aspect of the project's learning assessment 
methods. Since widely accepted instructional productivity indicators that account for learning 
have yet to emerge, this research project focuses solely on the two most commonly utilized 
indicators for learning or outputs of instruction which are degrees and credit hours.  
Measuring Inputs.   
 There is a spectrum of inputs in higher education that contribute to the production of 
either credit hours or degrees. Applying concepts from production theory can help classify and 
divide the various inputs that are currently being used to build instructional productivity 
indicators. Capital, labor, and raw materials are used as the basic input categories for education 
production functions. Inputs for higher education instructional productivity indicators can be 
accounted for in a variety of ways. In higher education, inputs are measured in terms of dollar 
amounts, headcounts, years of effort, and other proxies but can be classified as either capital, 
labor and/or raw material. In the education production function, capital could include buildings, 
furniture, or copy machines. Labor could include faculty labor, staff labor, or student labor, the 
student’s contribution to the education process. Typically, raw materials in a production process 
are items that are converted into the final product. In the case of higher education, students could 
be considered raw materials. 
 
  37 
 
 
Figure 6. Grade Distribution for Algebra students (Program, 2005). Grades assigned prior to the 
course redesign (Pre-Polya) are compared to the grades assigned after the course redesign during 
the Fall 2001 and Fall 2002. The grades as a proxy for learning reflect a comparison of outcomes 
prior to the course redesign and after the course redesign. The grades of A, B, and C were higher 
after the course redesign and the grades of D and F were lower after the course redesign. These 
results suggest that students learned more in the redesigned course than they did in the original 
course at a lower cost. Although the study relies on accepting grades as a proxy for learning, 
there is a clear documentation of increased productivity. 
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Labor inputs. 
 Inputs that can be classified as labor inputs make up the first group of productivity 
indicator denominators. In most cases, the transparency, availability, and ability to correctly 
attribute inputs to teaching and learning activities make labor inputs attractive tools. The 
following labor inputs are from the cluster of instructional productivity indicators assessed in this 
study. 
FTE faculty as a labor input. 
 FTE faculty represents the number of Full Time Equivalent faculty members that 
contribute one hundred percent of their time and effort to teaching and learning during an 
academic year. FTE Faculty as an input takes adjuncts and other part-time instructors into 
account by converting part-time faculty members into full time equivalents based on their 
percentage of labor committed to teaching. In addition, using FTE Faculty as labor input 
provides the flexibility to make the distinction between a full time faculty member's research 
efforts and a full time faculty member's teaching efforts which is how faculty labor is calculated 
as an input as seen in "The Growing Allocative Inefficiency of the U.S. Higher Education 
Sector" (Adams. & Clemmons, 2009, p. 349). There are two major benefits to using FTE faculty 
as a measurement of faculty labor. One, information on FTE faculty is available through IPEDS 
from the NCES Faculty Salary Survey and is therefore standardized widely across the industry. 
Two, since the variable is so widely standardized, FTE faculty as a variable is transparent in how 
it is calculated. However, the measurement excludes other aspects of labor like the quality of the 
instruction each FTE faculty is delivering. There is no consideration of how many FTE support 
staff members are allocated to supplement or support faculty teaching efforts either. In addition, 
the measurement excludes capital entirely. Adams and Clemmons argue that "we rely on labor 
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productivity for the usual reason in productivity studies, that we lack data on physical capital 
stocks that would give us indices of total factor productivity" (2009, p. 352). While FTE faculty 
headcounts may be a narrow perspective of teaching and learning labor inputs, the information 
does reveal certain aspects of labor productivity. For example, Figure 7 shows an increase in  
 
 
Figure 7. Baccalaureate degrees per instructional faculty, 102 universities, 1981–1999. The 
sample represents the 102 universities that “account for the most academic research in the United 
States” (Adams. & Clemmons, 2009, p. 367). 
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“teaching productivity” at Public Universities of 1.2% from 1981 to 1999. Although faculty 
teaching productivity demonstrated a slight increase, the Bureau of Labor Statistics (BLS) 
reports that non-farming business sector experienced a 1.4% increase during the first part of this 
same period (1979-1990) and a 2.1% increase during the second part of the period (1990-2000) 
(United States, 2013). In addition, the BLS reports a 1.8% increase and a 4.1% increase in 
manufacturing labor productivity from 1987-1990 and 1990-2000 respectively (United States, 
2013). 
Back office employees as a labor input.  
 Back office employees are defined as "the combined number of managers and support 
staff" as opposed to front line employees which are defined as "the number of faculty and 
instructors" (Bennett, 2009, p. 28). Essentially back office employees are staff members who 
support teaching and learning in various ways and "whose assignments would require either a 
baccalaureate degree or higher or experience of such kind" (Bennett, 2009, p. 29). The breadth of 
inclusion in the back office employee category ranges from clergy to librarians to accountants. 
Figure 8 illustrates the declines in productivity across various sectors of higher education as 
measured by Degrees/Back Office Employees. The underlying idea is that "Colleges that can 
turn out more degrees with fewer employees are more productive" (Bennett, 2009, p. 13). The 
staff population in the calculation represents the pool of labor that works outside the classroom. 
This headcount is a proxy for non-instructional labor input. This is a strength of the measurement 
in that it captures one of the fastest growing inputs in higher education (Ginsberg, B., 2011; 
Vedder, R., 2004). Another strength of the measure is that the information can be found in 
IPEDS. The measurement is limited here to back office employee labor by design, yet it must be 
recognized as a limitation as well. Other labor populations like faculty are excluded from the 
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indicator. Capital is excluded from the measurement entirely.  
 
 
Figure 8. Back Office Employee Degree Productivity (Bennett, 2009, p. 14). As measured by the 
indicator Degrees/Back Office Employee, all sectors of the industry have experienced a decline 
in degree productivity from 1987-2007. 
 
Time as a labor input.  
 Time as a proxy for student labor input is measured as the average number of years it 
takes for a student to complete a degree (Grove, 2007; Texas, 1996; Bogue, Creech, & Folger, 
1993). Johnston discusses this and other concepts of student productivity in his earlier article 
"Learning productivity: A new imperative for American higher education" (1993). A strength of 
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time as a labor measurement is that it discourages academic drift, light semester loads, summers 
off, and a host of other activities that delay degree completion and that Johnston would call 
distractions to learning. Maximizing learning capacity means reducing distracters. It also means 
eliminating administrative problems at the institution that could create artificial barriers like poor 
advising, poor administrative scheduling practices, or poorly designed degree structures. One of 
the primary weaknesses of the measurement is that it fails to account for other various reasons 
why it might take a student longer to complete a degree like work responsibilities, family 
responsibilities (Graunke, 2005), or academic remediation. While this indicator is similar to a 
more traditional graduation rate in the sense that both indicators examine time to completion, 
traditional graduation rates only track graduates who complete within six years or less. This 
commonly used measurement fails to account for students that graduate after the six year mark. 
In contrast, the indicator Degree/Time accounts for degree completion at all intervals of time.   
Capital and labor inputs.  
 The second category of inputs utilizes both labor and capital to document changes in the 
production of degrees and credit hours.  
Direct instructional cost as capital and labor input.  
 Direct instructional costs are calculated by the University of Delaware for the Delaware 
Study using the "long-standing definitions and calculation conventions for direct expenditures, as 
established by the National Association of College and University Business Officers 
(NACUBO)" (Middaugh et al., 2003, p. 7). Direct instructional costs are largely faculty labor 
costs and serve as the denominator for the productivity indicator Credit Hour/Direct Instructional 
Cost. Early in the Delaware project’s development, the decision was made to focus solely on 
direct instructional costs based on the idea that indirect costs might prohibit participation and 
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provide "imprecise" measurements (Middaugh et al., 2003, p. 3). In addition, the "allocation of 
indirect costs or administrative overhead to the instructional function" was considered by 
Middaugh and others as "an issue of judgment" (2003, p. 3). The choice to limit the study to 
direct instructional cost is both a strength and limitation of the measurement. Figure 9 
demonstrates a type of analysis that has been generated by the project. Although narrow in its 
focus, tracking direct instructional cost reveals some important operational considerations when 
evaluation productivity. Discipline mix at an institution impacts credit hour cost calculations, and 
therefore must be considered when evaluating Credit Hour/Direct Instructional Cost as a 
productivity indicator. While the expenditure category of direct instructional costs is "credible," 
"verifiable," "clear," and "precise" (Middaugh et al., 2003, p. 4), the measurement does exclude 
other aspects of labor input. For example, some schools spend large amounts on labor for 
tutoring, workshops, academic advising, or registrar services (all of which are indirect academic 
costs). Some studies break these categories out to examine the impacts of various programs and 
service allocation mixes (Webber & Ehrenberg, 2010). Here, the measurement also excludes the 
possible variations in capital expenses incurred through indirect academic costs like the 
operation and maintenance of the student success center. Excluding these costs that are indirectly 
associated with teaching and learning simplifies the measurement, but the measurement must be 
viewed with the understanding that it does not give a complete picture of the resource 
consumption associated with teaching and learning. 
E&R as capital and labor input. 
 The Delta Cost Project, which has been absorbed into the Integrated Postsecondary 
Education Data System (IPEDS) and will be maintained by the National Center for Education 
Statistics (NCES), endorses three models: Education and Related (E&R), Education and General 
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(E&G), and Total Operating Expenses (OE). As defined by a key report from the project, 
"Education and related spending is the core spending measure used to examine student-related 
expenditures. E&R includes 100 percent of reported expenditures on instruction and student 
services, as well as the instructional share of costs for ‘general support, administration, and 
 
 
Figure 9. The productivity indicator Credit Hour/Direct Instructional Costs. The bar chart 
illustrates the cost of one credit hour by discipline and within institution type, 2001(Middaugh et 
al., 2003, p. 3). With this level and type of labor analysis, faculty productivity can be evaluated 
in a number of different ways.  
 
maintenance,’ including academic support, institutional support, and operations and maintenance 
(O&M)" (Desrochers et al., 2010, p. 43). Figure 10 illustrates changes in Degree/E&R in various 
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sectors of the industry. E&R contains instructional cost, direct and indirect, and labor and capital. 
The strength of the measurement lies in its attempt to account for as many of the costs associated 
with teaching and learning as possible which in turn is one of its largest weaknesses. The 
flexibility of assigning inputs to indirect instructional cost as far as labor and capital creates too 
much variation in reporting and gives the measurement a lack of transparency that has potential 
to create distrust or a lack of faith in what the data is capable of revealing. E&G and OE are both 
useful measurements as well, but each includes inputs that fall outside teaching and learning. For 
example, E&G includes faculty research expenditures in its measurement, and OE includes 
auxiliary enterprises of an institution like auxiliary housing or bookstore operations. For the 
purpose of this study the use of E&R as an input is the most appropriate representation of 
teaching and learning inputs.  
Degree costs as capital and labor input.  
 Credit hour costs are used to establish total degree costs and are calculated here based on 
one of three different models: catalog cost, transcript cost, or full cost. Nate Johnson presents the 
three models in the article "What Does a College Degree Cost? Comparing Approaches to 
Measuring 'Cost Per Degree'" (2009). In each of the three models, credit hour costs capture labor 
inputs and capital expenditures for direct and indirect instructional inputs then multiples by 
either the number of credit hours required by the catalog for a degree, the average number of 
hours taken by each graduate, or the average number of hours taken by all students. Although not 
labeled as such in the study, the costs included here are similar to those included in the Delta 
Project’s E&G variable. A primary difference between the use of credit hour cost by Johnson and 
the use of E&G by the Delta Project as input options is that Johnson quantifies instructional 
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Figure 10. Degree/E&R spending at various types of institutions (Desrochers et al., 2010, p. 39). 
Changes in degree productivity are depicted here in 2008 dollars for the academic years 1998-
2008. According to this indicator, it cost more in collective capital and labor to produce a single 
degree than it did ten years earlier in most sectors (Desrochers et al., 2010, p. 39). 
 
capital and labor input as a function of the credit hours tied to the degree not as a function of the 
total instructional capital and labor at the institution. By analyzing the input in this manner, 
patterns emerge that may not otherwise be recognized. For example, “while the catalog method 
assumed a standard 120-credit program . . . on average . . . freshman ended up with 131 
attempted credits” (Johnson, 2009, p. 14). This data indicates that lapses in degree productivity 
can be attributed at least in part to excess hours taken by students. Excess hours taken by a 
student can increase the cost of the degree and the length of time it takes to earn the degree. 
 Overall, Johnson's capital and labor measurement contributes to the productivity 
conversation by outlining an input calculation that can be derived from IPEDS reported 
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information. While the input calculation includes a wide range of teaching and learning costs, 
one limitation of the indicator is that the expenditure analysis does not "include auxiliary 
enterprises, athletics, or hospitals" (Johnson, 2009, p. 7). Operating athletic programs, auxiliary 
enterprises, and/or hospitals can be costly endeavors. Many times, budgets for these activities are 
supplied from general operating funds and therefore from traditional revenue streams like tuition, 
state and local appropriations, fund raising and others. The Knight Commission on 
Intercollegiate Athletics reported that during a period from 2005-2008 while “E&R spending per 
student was basically flat . . . spending per athlete increased almost 38 percent” (in current 
dollars) (Desrochers et al., 2010, p. 25). Although these are important cost to monitor and 
evaluate, Johnson’s models account for the teaching and learning costs associated with degree 
production alone. Johnson argues though that "the main purpose of this paper . . . is not so much 
to answer the question, 'what does a bachelor’s degree cost?' as to outline a taxonomy and 
methodologies for different ways the question can be answered" (Johnson, 2009, p. 6). Major 
strengths of the measurement include the breadth of its potential coverage in terms of number of 
institutions and the longevity of reporting that is available. The methodology presented by 
Johnson has potential for broad based application (Romano, Losinger, &. Millard, 2012). As an 
input measurement, the calculation is fairly comprehensive in terms of the capital and labor that 
goes into degree costs. The measurement is not without its limitations though. In addition to the 
limitations already discussed, the measurement fails to account for the quality of the student as a 
raw material input which can influence degree costs if the student population is significantly 
underprepared or unmotivated for example.  
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Raw materials.  
 Raw material is notably absent from the list of inputs which in this case is the student 
aspects of input that are so elusive to account for. The only instance of student tracking as a raw 
material is FTE enrolled student. Counting the number of students enrolled and calculating the 
FTE equivalent is a commonly accepted practice and form of accountability in higher education 
already. The information is available and transparent. Again however, the simplicity of this input 
as a quantifiable unit, one student, excludes the complexities of student preparedness, student 
family background, community influence, and other complex aspects of including the student as 
a type of raw material in the process of learning. This is both a strength and a weakness of the 
measurement. One of the more commonly used productivity indicator involving FTE enrollment 
as an input is Degrees/100 FTE Enrolled.  
Indicators.  
 There is a host of output and input combinations being used to create indicators for 
analysis and accountability in higher education today. Table 2 provides a snapshot of the cluster 
of instructional productivity indicators used in this study. Important to recognize is the multiple 
output nature of the higher education enterprise. In such an environment, it is difficult to fully 
assess all the various activities of an institution. Here, degrees and credit hours are the primary 
outputs used. Bogue and Hall point out that higher education is "to serve as both cultural curator 
and cultural critic, to honor heritage and tradition while simultaneously equipping students in 
skill and intent to question and challenge that heritage" and "none of these missions lend 
themselves easily to a single data point" (p. 24). The matter is further complicated in that 
"colleges are the only organization in which 'clients/customer' (students) are simultaneously 
referred to as 'product' " (p. 25).  
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Despite these complexities, there are multiple instructional productivity indicators being 
developed to help assess the various activities of institutions. The indicators presented here share 
some common strengths in that they all are relatively transparent, easy to calculate, and widely 
available. Likewise, the indicators share common weaknesses. Each indicator lacks the ability to 
account for the variations in student population as an input. More importantly, the indicators lack 
the ability to account for the quality of teaching and learning that takes place. In an enterprise 
where the quality of a graduate is known to vary greatly, this hindrance is troublesome. 
Bosworth (2004) concedes that it "raises severe problems" when thinking about output and 
productivity, "particularly for . . . the quality of education" (p. 62). Over two decades ago 
Baumol, Blackman and Wolf argued that no matter how intense the desire is to achieve 
uniformity in quality, "reaching consensus about exact definitions for quality is virtually 
impossible, and it is best to avoid having to do so" (1989, p. 235). Consensus concerning the 
measurement of degree quality has yet to be reached. Baumol et al. encourage the use of what 
they dubbed gross productivity. The group defines gross productivity as "the number of units of 
output produced per unit of input, with no attempt to adjust for any accompanying changes in 
product quality" (1989, p. 235) and argue that a stable indicator that could be replicated was 
important, even if it was limited. Massy (2011) argues that "the well-known problems of quality 
assessment in higher education should not be used as an excuse to downplay the productivity and 
efficiency metrics" (p. 7). 
  Each indicator that is included in the cluster of indicators has proven useful on some 
level to an external constituent. The question remains, however, which indicators, if any, have 
decision utility at the campus level? This question is not a simple one to answer since the type of 
indicator that is useful can depend on the context of the analysis. Rice & Schwartz (2008) argue 
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that the educational process works at "multiple organizational levels: students are nested in 
classrooms, classrooms are nested in schools. . . . the education system is nested in a broader 
social and economic policy context" (p. 141). So while the indicators presented in Table 2 may 
represent a useful context regarding the work of researchers, state agencies, and federal 
conversations, little is known about decision utility of the indicators to key campus leaders. 
Productivity and Decision Making  
 Productivity indicators help decision makers create clearly defined markers for 
accountability and long term trend analysis. As these output and input issues are addressed, 
various productivity models have emerged to aid external decision makers, like federal officials, 
 State legislators, trustees and board members, etc., in resource allocation situations. For 
example, on a national level, President Obama has issued a charge that by 2020 the United States 
should have the highest completion rate in the world. In addition, President Obama has called for 
colleges and universities to prepare "graduates to obtain employment and repay their loans" and 
to enroll and graduate "relatively high numbers of Pell-eligible students" (Blueprint, 2012). The 
current administration intends to create a "College Scorecard" to "empower families and students 
to be informed consumers." The President has also proposed to collect "earnings and 
employment information for colleges" so students "can have an even better sense of the post-
graduation outcomes they can expect" (Blueprint, 2012). In his January 2012 State of the Union 
address, Obama warned colleges and universities to "stop tuition from going up" or funding from 
"taxpayers will go down" (Pres. Obama, 2012). From these types of policy statements, it is clear 
that economic factors such as employability play a key role in what the federal government 
expects as an output of higher education. By these standards, colleges and universities will be 
deemed "productive" if their students, particularly their low-income students, graduate, get jobs,  
  51 
 
Table 2 
Selected Productivity Indicators 
Indicator Primary Source Types of Input What the Input Measures 
 
Degree Production 
   
Degrees/FTE Faculty Adams (2009) Faculty Labor Number of faculty employed. 
Degrees/Back Office Employee Bennett (2009) Staff Labor FTE staff members employed. 
Degree/Time Johnston (1993) Student Labor Time enrolled in number of years. 
Degree/ Credit Hour Cost Johnson (2009) Labor and Capital Direct & Indirect Instructional costs. 
Degree/E&R Desrochers et al. (2010) Labor and Capital Direct & Indirect Instructional costs. 
Degrees/100 FTE Enrolled Desrochers et al. (2010) Raw material Total number of students enrolled. 
    
Credit Hour Production    
Credit Hours/FTE Faculty Adams (2009) Faculty Labor Number of faculty employed. 
Credit Hour/Direct Instructional Cost Middaugh et al. (2003) Labor and Capital Direct Instructional costs. 
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repay their loans, and contribute to the American economy in general. Resource allocation 
decisions made by the federal government will be based on those output standards at least in 
part. 
 At the state level, states like Tennessee are using their formula funding models to set 
different types of expectations. Shifting from a system that rewards fall enrollment, an input, to a 
system that rewards outputs like degrees/100 FTE students, performance funding in Tennessee 
measures outcome objectives as its focal point like student progression figures and graduation 
rates (Walters, 2012). Figure 11 shows the changes in degree productivity over a three year 
period at Tennessee’s Universities. The results displayed in the figure were calculated from the 
instructional productivity indicator degree/100 FTE enrolled which is an indicator used in 
Tennessee’s Outcomes Based Funding Formula. Since the introduction of the indicator, many of 
Tennessee’s Universities have shown degree productivity improvements. Tennessee is using 
performance funding as an incentive to improve productivity in higher education and the initial 
increases are positive. For Tennessee, one of the basic design concepts of the new model is to 
"spread the financial incentives to a larger, more appropriate set of variables (not just 
enrollment)" (Deaton, 2010). A number of other states have adopted similar output based models 
that reward student progression in terms of credit hours completed, first year retention rates, and 
graduation rates (American, 2011). In addition to these formula funding reforms at the state 
level, Texas launched an online productivity dashboard in 2011 with interactive features. The 
site was launched with a few core indicators provided for the University of Texas institutions of 
higher education. Roughly a year and a half later, the website has a “Core Indicator” page with 
the ten “highest priority indicators” displayed in any number of user defined ways. The core 
indicator page of the site includes productivity indicators like credit hours/FTE Faculty and 
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degree/ E&R. In addition to the core indicator page, there are separate, more detailed pages for 
Student Success, Faculty Productivity, Research & Tech Transfer, and Finance and Productivity. 
The Student Success page includes the productivity indicators degree/100 FTE enrolled and 
degree/time. The Faculty Productivity page includes the productivity indicators credit hours/FTE 
faculty and credit hours/tenured or tenured track faculty member. The dashboard site also 
includes a Delta Project page. More recently, productivity indicators like licensure pass rates (# 
of graduates with passing scores/# of graduates), undergraduates/professional advisor, and 
degree/time to degree by field (degree/time) (UT System Productivity Dashboard, 2012). While 
Texas is leading the industry in a number of data driven initiatives, other efforts are underway 
outside the Texas project to create reporting systems that promote transparency and 
accountability through the use of productivity indicators including states like Colorado and 
Virginia who are both transitioning to output driven performance funding models. 
 In addition, a number of research agencies that are pursuing productivity improvements 
in higher education have been founded in the past two decades to help provide information to 
decision makers. The Delta Project was founded in 2007 and was recently absorbed by NCES; 
the Center for College Affordability and Productivity (CCAP) was founded in 2006; the National 
Center for Academic Transformation (NCAT) was founded in 1998; and the Measuring Up 
report card initiative began in 1998. These organizations as well as state governments, federal 
agencies, and other external constituents are contributing to productivity improvement efforts by 
developing indicator models and exploring key issues and challenges. Despite these activities 
and the development and use of instructional productivity indicators by external constituents, 
some evidence suggest that productivity information at the campus level is not "consistently 
documented or reviewed" for decision making or resource allocation (Wellman, 2008, p. 2). 
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Capaldi and Abbey (2011) argue that "virtually all universities have accounting systems that 
track every dollar in accordance with the accounting rules required . . . these systems are not 
adequate to inform their leaders or the public about the profit and loss, productivity, or efficiency 
of their activities. Without this information, institutional managers simply cannot make wise 
decisions" (p. 1). 
Summary  
The current output and input trends in higher education are driving an interest in 
productivity. As inputs trends become increasingly problematic in the form of rising cost, rising 
tuition, and declining subsidies, no corresponding output trends on a large scale in the form of 
increased quantity or increased quality exist. Instead, more detrimental output trends are evident 
in the form of student attrition and low attainment rates. Production function theory applied to 
higher education has provided some key insights into productivity by demonstrating the 
complexities of input that exist in the educational process. The production function for learning 
could include inputs from the institution like faculty labor or building capital that can be 
managed and controlled through resource allocation decision, but the production function for 
learning could also include aspects of student input like peer influence or family demographics 
that are not a part of the institution's operational management or control system. Amid these 
challenges, instructional productivity indicators are being developed and used by external 
constitutes for a variety of reasons including resource allocation decisions made by state and 
federal officials. The question remains however, what decision utility, if any, do instructional 
productivity indicators have for key campus level administrators? 
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Figure 11.  Degree Productivity at Tennessee Universities since the adoption of an Outcomes Based Funding Formula. Modest degree 
productivity gains are demonstrated here at most institutions (Tennessee Higher Education Commission, 2013).
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Chapter III: Research Design and Methodology 
Introduction 
 The purpose of this study was to assess the decision utility of a set of instructional 
productivity indicators as seen by key campus level administrators. This study was guided by 
three research questions: 
1. What importance did campus level decision makers assign to selected instructional 
productivity indicators based upon each indicator’s 
 Decision Utility score, 
 importance for resource allocation decisions, 
 importance for institution trend analysis, 
 importance for internal accountability, and 
 importance for external accountability? 
2. Did the decision utility of the profile indicators vary significantly by Carnegie 
classification? 
3. Did the decision utility of the profile indicators vary significantly by the following 
classification variables: 
 position of respondent, 
 size of institution based on number of students enrolled and, 
 institution public/private status? 
 This chapter details the design and methods used to conduct this study. After the general 
research design is presented and discussed, methodological sections follow including 
descriptions of the site and population; source of data; data collection procedures; and data 
analysis. 
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Research Design 
 The purpose of this study was to assess the decision utility of a set of instructional 
productivity indicators as seen by key campus level administrators. This study employed a 
survey design. For this study, a survey was the preferred method of data collection due to the 
time and distance constraints associated with gathering information from the target population. 
The amount of time it took for the survey to be completed and the type of data to be collected 
was a particular advantage of this type of data collection procedure. The survey was opened at a 
specified time with data collection taking place over one specified period of time. Hence, the 
survey was cross-sectional in nature. The survey was a self-administered questionnaire (Fink, 
1995) taken online in a web-based survey format. This form of data collecting was advantageous 
in that responses were automatically stored electronically in a table which facilitates analysis.  
Site and Population 
The selection of sites for the study was based upon three criteria: location, profit/non-
profit status, and governing accreditation agency. For location criteria, sites for the study were 
located in the state of Tennessee. As the first state to adopt performance funding and as a 
perennial leader in performance funding reform, Tennessee recently shifted its funding allocation 
policy for public institutions from an input based formula to a more output driven tool. The 
state's history of progressively adopting new performance metrics made it a good site to assess 
the utility of a set of instructional productivity indicators at the campus level. As accountability 
measurements move increasingly toward productivity metrics, it is important to understand 
which indicators have the most decision utility for campus level decision makers in both private 
and public institutions. 
The current focus on instructional productivity indicators and their use in accountability 
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conversations stems from both public and private concerns over the use of funds in higher 
education and the outcomes they are producing. Therefore, both public and private institutions in 
Tennessee were included as sites. 
A second criterion within the state of Tennessee was that sites used for the study included 
non-profit institutions of higher education but exclude for profit institutions. A third and final 
criteria for site inclusion was the accreditation agency that had approved the institution for 
operation. Within the state of Tennessee, the sites used for the study only included institutions 
that were regionally accredited by the Southern Association of Colleges and Schools (SACS). 
Operating under different accreditation agencies could have created different expectations in 
terms of outputs, inputs, and general accountability.  
At each site, the following people were included as the population for the study: the 
President, Chief Academic Officer, Associate/Assistant VP directly tied to teaching activities, 
Chief Financial Officer, and senior member of the institutional effectiveness/research office 
(typically the Director of Institution Effectiveness or the Director of Institutional Research). 
Presumably, these senior level administrators at the campus level had resource allocation 
authority as well as internal and external accountability for the outputs and inputs of instructional 
activities. These campus level administrators were the desired population to be surveyed given 
the purpose of the research project. Since the purpose of the study is to assess the decision utility 
of instructional outputs and inputs only and not outputs and inputs of other areas like service, 
research, athletics, or fundraising for example, only senior level administrators with instructional 
resource oversight or instructional resource accountability were included in the population. All 
officials from public and private non-profit institutions of higher education in the state of 
Tennessee that met these criteria were included in the survey population.  
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Source of Data 
 Data for the project were collected through the administration of an online survey titled 
"Productivity in Higher Education" (Appendix A). The survey instrument was researcher-
designed, literature-based, and designed to measure the decision utility of each productivity 
indicator in a set of instructional productivity indicators. The survey had an introduction that 
briefly framed the questionnaire in the current productivity conversation and a body of 12 
questions. 
The body of questions in the survey can be found in Appendix A and consisted of three 
distinct sections. Section one consisted of four questions for gathering demographic data. Section 
two consisted of four questions for gathering decision utility data. Section three consisted of four 
questions for gathering additional data about these and other indicators. The first section, the 
demographic block of questions, was made up of four multiple choice questions. The first 
question identified the leadership position of the respondent while the following three questions 
focused on the respondent’s institution by identifying the institution’s Carnegie class, total 
number of students enrolled, and public/private status. Data from this section of the survey not 
only provided demographic information on the respondents and their institutions but also helped 
answer research questions two and three. Section two of the survey was made up of four Likert 
based questions that were designed to assess the decision utility of each instructional 
productivity indicator. Each of the four questions in this section assessed one aspects of the 
operational definition of decision utility. One question recorded each indicator’s importance for 
resource allocation decisions (Appendix A, Question 8). One question recorded each indicator’s 
importance for institution trend analysis (Appendix A, Question 7). One question recorded each 
indicator’s importance for internal accountability (Appendix A, Question 5). One question 
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recorded each indicator’s importance for external accountability (Appendix A, Question 6). For 
each question, importance was assigned an ordinal value on a five-point Likert scale where one 
was of no importance and five was of critical importance. Data from this section of the survey 
helped answer research questions one, two, and three. Section three of the survey was made up 
of four questions that offered the respondent a chance to suggest additional instructional 
productivity indicators or comment on indicators currently being used at their institution. 
Instrument Validity and Reliability 
To help establish the validity and reliability of the survey instrument, a pilot study was 
conducted. The participant group for the pilot study was made up of experts on productivity in 
higher education, campus level decision makers at East Tennessee State University and 
Tusculum College, and institutional effectiveness administrators that are familiar with data 
collection tools like the survey instrument used in this study. The pilot study participants were 
asked to consider the set of instructional productivity indicators and the survey instrument being 
used for this research project by completing the survey instrument and exploring the following 
questions: 
 Were the instructions clear? 
 Were the questions clear? 
 Were there any problems in understanding what kinds of answers were expected? 
 How long did it take to complete the survey? (Fowler, 2002) 
 Is this a reasonable and valid assessment of instructional productivity indicators 
currently being used in higher education? 
Feedback from the pilot study was evaluated collectively and key recommendations were 
incorporated into the final survey instrument. The participants represented a cross section of 
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higher education experts that could assess the validity and reliability of the survey instrument.  
 Steps were taken in the design of the survey to increase the reliability of the questions 
themselves through definition clarification and standardized presentation, (Fowler, 2002). In 
addition, Cronbach’s alpha was used to help understand the reliability of the survey instrument 
(Cronbach, 1951). Cronbach’s alpha is one of the most popular and commonly used statistical 
tests to determine the internal consistency of survey response scales (Santos, 1999). Scores from 
this test range from 0 to 1. The closer the value is to 1, the more reliable the instrument is 
considered to be. According to Nunnaly (1978), 0.7 is considered to be an acceptable range of 
reliability in social science research. The test results were well above this acceptable range. 
There were two different points in the research project where Cronbach’s alpha was calculated. 
The first point in the research project where Cronbach’s alpha was calculated occurred during the 
pilot study of the project after the responses of the pilot study participants were collected. 
Cronbach’s alpha was calculated for the pilot study responses for an initial assessment of the 
survey’s reliability. The results from the initial test which were clearly above the level of 
acceptability at .977 appear in Table 3. 
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Table 3 
Reliability Statistics for Pilot Study Responses 
Cronbach's Alpha N of Items 
.977 32 
 
 
The second point in the research project where Cronbach’s alpha was calculated was after 
responses had been collected from the population.  To confirm the reliability of the survey in its 
overall administration to the population, Cronbach’s Alpha was calculated for the population 
responses at 0.949. The results of this test are displayed in Table 4. 
 
Table 4 
Reliability Statistics for Population Responses 
Cronbach's Alpha N of Items 
.949 36 
 
 
 Efforts to establish content validity were triangulated through attempts at three data 
points: follow-up questions from the pilot study, solicitation of feedback from field experts, and 
follow-up questions in the research data collection process. First, follow-up questions were asked 
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during the pilot study phase of the research project that helped establish validity including: Were 
the instructions clear? Were there any problems in understanding what kinds of answers were 
expected? Is this a reasonable and valid assessment of instructional productivity indicators 
currently being used in higher education? Responses were favorable and suggested that the 
survey instrument was a reasonable and valid assessment of productivity indicators. Only one of 
nine respondents expressed concern in any area or related to any question. The respondent 
expressed confusion as to what was being asked in the main section of the survey.  Second, 
solicitation of feedback from field experts was sought as another data point. This list included six 
individuals with national notoriety in the field of higher education productivity. However, this 
process failed to produce any usable data or information as the participants were either non-
responsive or unwilling to comment on the set of indicators. Several of the field experts are 
currently participating in high profile productivity projects which may have influenced their 
ability or willingness to comment. Third, follow-up questions #10, #11, and #12 in the data 
collection process asked respondents about other indicators that were reported at their institution 
which provided respondents an opportunity to recommend other indicators for inclusion. 
Twenty-five percent of the respondents said there were other indicators reported at their 
institution (Appendix A, Question 10), but when further analyzed, most were either non-
instructional productivity indicators, subsets of existing indicators like Degree/Time for a 
minority group, or highly specific and only suggested by one respondent (Appendix A, Question 
11 and 12). The lack of discrepancy in the set of indicators used for this study and those reported 
or suggested by others suggests another data point to verify the content validity of the set of 
indicators used in this study. By two of the three methods of verification, evidence supports the 
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conclusion that this is a reasonable and valid assessment of instructional productivity indicators 
in higher education. 
Data Collection 
Prior to conducting the formal data collection process, an expedited Institutional Review 
Board (IRB) review Form A was sought through the University of Tennessee’s Office of 
Research. Once IRB approval had been obtained and the pilot study had been completed to 
establish reliability and validity, a three stage approach was used to administer the survey and 
communicate with participants (Creswell, p. 158). Prior to the first phase of contact, a participant 
list was built that included names and email addresses of the target population. In the first phase 
of contact, an email introduced the project and invited the recipient to participate in the project 
through an active link in the email. The following week, the second phase of contact reminded 
each individual of the project and included an active link to the launched survey for the 
individual to participate. One week later, a third phase of correspondence went to the individual. 
This email included an active link to the survey, a reminder that the survey would be open for 
one more week, and brief note to thank those who had already participated.  
Informed consent was obtained from each participant at the time the survey is completed. 
The informed consent statement can be seen in Appendix A as it was incorporated into the 
administration of the online survey. 
Data Analysis 
As respondents completed the survey online, the data were stored temporarily by the 
survey host. Once the survey was closed, the responses were downloaded from the survey host 
into a Microsoft Excel file format. In Excel, a new field was created to calculate the total 
Decision Utility score for each participant response. Each productivity indicator’s Decision 
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Utility score equaled its importance for resource allocation decisions plus its importance for 
institution trend analysis plus its importance for internal accountability plus its importance for 
external accountability (Table 5). Each of the four domains had a possible point total of five. The 
Likert-type scale from the survey reads “Of no importance (1); Of some importance (2); 
Important (3); Of strong importance (4); and Of critical importance (5).” Therefore, since there 
were four domains each with a maximum point total of five, the maximum Decision Utility score 
was 20 for a given indicator. Once the new field was created and calculated for all responses, the 
data was exported to SPSS for descriptive and inferential analysis.  
The productivity indicator’s total Decision Utility score equaled its importance for resource 
allocation decisions plus its importance for institution trend analysis plus its importance for 
internal accountability plus its importance for external accountability. 
 
Table 5 
Decision Utility Score calculation 
DUS  RA  TA  IA  EA 
Decision 
Utility 
Score 
= 
Importance 
for resource 
allocation 
decisions 
+ 
Importance for 
institution trend 
analysis 
+ 
Importance 
for internal 
accountability 
+ 
Importance 
for external 
accountability 
 
 
The mean for each indicator’s Decision Utility score was calculated in SPSS and 
reported. In addition, the mean score for each of the four aspects of decision utility—importance 
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for resource allocation decisions, importance for institution trend analysis, importance for 
internal accountability, and importance for external accountability—was calculated in SPSS and 
reported. These descriptive analyses provided the answer to the first research question: 
What importance did campus level decision makers assign to a productivity indicator 
based upon each indicator’s 
• Decision Utility score, 
• importance for resource allocation decisions, 
• importance for institution trend analysis, 
• importance for internal accountability, and 
• importance for external accountability? 
To answer the second research question, a one-way analysis of variance (ANOVA) was run 
to determine if  
 the decision utility of each indicator varied by Carnegie class, 
 the importance for resource allocation decisions varied by Carnegie class, 
 the importance for institution trend analysis varied by Carnegie class, 
 the importance for internal accountability varied by Carnegie class, and  
 the importance for external accountability varied by Carnegie class. 
The one-way ANOVA compares the means of independent samples when two or more groups 
are being examined (Coladarci, Cobb, Minium, & Clarke, 2008). For the analysis of this data, 
there were four Carnegie class groups being compared. The primary comparison for the study 
was between the Decision Utility scores of each productivity indicator by Carnegie class. To 
further explore the responses, each aspect of decision utility was evaluated as well through the 
same statistical process and reporting. Where significant f-Test appeared, a post hoc Scheffe’ test 
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provided more specific information about the significance of the relationship (Coladarci, Cobb, 
Minium, & Clarke, 2008).  
To answer the third research question, a one-way ANOVA was run to determine if  
 the decision utility of each indicator varied by position of the respondent, 
 the decision utility of each indicator varied by size of institution, 
 the decision utility of each indicator varied by public/private status of school. 
Again, the one-way ANOVA compares the means of independent samples when two or more 
groups are being examined (Coladarci, Cobb, Minium, & Clarke, 2008). For the analysis of this 
data to answer the third research question, the primary comparison was between the Decision 
Utility scores of each productivity indicator by position of the respondent, size of the institution 
based on number of students enrolled, and institution public/private status. Where significant f-
Test appeared, a post hoc Scheffe’ test provided more specific information about the significance 
of the relationship (Coladarci, Cobb, Minium, & Clarke, 2008).  
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Chapter IV: Findings 
Introduction 
As various forces continue to drive interest in productivity, college and university 
officials increasingly need useful information to make informed decisions. In response to this 
need, a number of key instructional productivity indicators have emerged that help define various 
aspects of instructional productivity in terms of Output(s)/Input(s). However, research evaluating 
the decision utility of these emerging instructional indicators had yet to be conducted. 
The purpose of this study was to assess the decision utility of a set of instructional 
productivity indicators as seen by key campus level administrators. The data collection process 
was built and carried out to answer the following research questions: 
1. What importance did campus level decision makers assign to selected instructional 
productivity indicators based upon each indicator’s 
 Decision Utility score, 
 importance for resource allocation decisions, 
 importance for institution trend analysis, 
 importance for internal accountability, and 
 importance for external accountability? 
2. Did the decision utility of the profile indicators vary significantly by Carnegie 
classification? 
3. Did the decision utility of the profile indicators vary significantly by the following 
classification variables: 
 position of respondent, 
 size of institution based on number of students enrolled and, 
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 institution public/private status? 
This chapter elaborates on the findings of each of these research questions. First, the 
response rates to the survey are discussed. Following these details, the demographics of the 
respondents are presented. As outlined in Chapter 3, the basic demographic information gathered 
from each respondent includes one item based on the respondent’s position at the institution, 
current leadership position, and three items based on the respondent’s institution: institution’s 
Carnegie classification, institution’s type whether it’s public or private, and institution’s size 
based on the number of students enrolled. Once these demographics are sufficiently articulated, 
each of the three research questions and respective findings are presented individually. A 
summary then concludes the Findings chapter. 
Response Rates 
 Of the 220 participants that were surveyed, 102 responded for an overall response rate of 
46.4%. However, of the 102 that responded only 52 respondents finished the entire survey. These 
52 respondents represent a 24% completion rate. Since the critical research information was 
asked at the end of the survey and the demographic information gathered at the beginning, the 
choice was made to exclude the responses that did not complete the survey in its entirety from 
the rest of the findings presented in chapter four and chapter five. Frequency information on 
respondents that did not fully respond could be misleading since their lack of assessment of the 
instructional productivity indicators themselves would be excluded eventually from the ANOVA 
results. Table 6 provides a count of individuals who started the survey and the point in the survey 
where they exited the process. 
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Table 6 
Fall Out Report 
 
Page Submitted Exited Page % Exit 
Abandoned survey with no data 0 0 NA 
Abandoned survey at Informed Consent 102 7 7% 
Abandoned survey at Participant Information 95 31 33% 
Abandoned survey at Decision Utility 64 10 16% 
Abandoned survey at Additional Indicators 54 2 4% 
Completed entire survey 52 52 100% 
 
 
The low completion rate negatively impacted the study in some ways. As responses were 
sorted by Carnegie classification of respondent’s institution, position of respondent, size of 
respondent’s institution based on FTE student enrollment, and public/private status of 
respondent’s institution, some of the subgroup samples were small; consequently, confidence 
intervals of the subgroups were too large at a 95% confidence level to be considered strong 
predictive data sources on their own. Since the majority of the participants that exited the process 
did so after completing the demographic information but prior to answering the questions 
regarding the importance of the productivity indicators, the question of why must be asked. What 
made the participants exit when they reached the questions regarding the indicators? Although 
there are any number of possible explanations a few possible explanations could include the fact 
that the grid of indicators could have appeared more complex than it actually was; participants 
could have been unwilling to talk about productivity indicators; or participants could have felt 
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that they lacked a sufficient amount of knowledge to respond. Regardless, the low completion 
rate negatively impacted the study in some ways. Since the pilot project did not adequately 
expose the possible reason for low completion rates, one way to possibly identify the cause 
would be to conduct focus groups with those that took the survey and then qualitatively describe 
the survey experience. 
Data Analysis Procedures 
 In order to evaluate the information gathered in the data collection process, a number of 
statistical processes were carried out. Basic descriptive statistics including mean and standard 
deviation evaluations were considered and reported. The mean provided the best indicator of 
central tendency for each indicator studied while the standard deviation provided another point 
of analysis to consider the variation of responses. More advanced inferential processes were 
carried out as well to test the variations in group responses. As stated earlier, the one-way 
ANOVA compares the means of independent samples when two or more groups are being 
examined (Coladarci, Cobb, Minium, & Clarke, 2008) which was the case in this study. In this 
study, four Carnegie class groups were compared. The nature of the project and the desired 
evaluation of the data that was collected dictated the use of an ANOVA since the key data 
comparisons for the study were between the independent variable of Carnegie class institutions 
of higher education and the dependent variable of decision utility from each productivity 
indicator. To more closely analyze the relationships among the groups, the four importance 
domains of decision utility, the subsets of the Decision Utility score, were considered as 
dependent variables. The same statistical processes and evaluations were applied to each of the 
four importance domains that were captured. The position of the respondent, institution size, and 
institution type were considered as additional independent variables as well. Alpha levels of .05 
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or less were considered to represent statistically significant test results. Where significant F-Test 
appeared, a post hoc Scheffe’ test provided more specific information about the nature of the 
relationship (Coladarci, Cobb, Minium, & Clarke, 2008).  
 Proper consideration of the ANOVA results rested on the assumptions that the data were 
independent samples, normally distributed with equally variable observations (Coladarci, Cobb, 
Minium, & Clarke, 2008). The independent samples assumption for each of the groupings was 
satisfied in the way the research was conducted and recorded. No comparison “groups comprise 
either matched participants or the same participants” (Coladarci, Cobb, Minium, & Clarke, 
2008).  
 Researchers argue that an ANOVA is only slightly affected by moderate deviations from 
normality (Glass et al. 1972, Harwell et al. 1992, Lix et al. 1996); however, several tests were 
conducted to assess the normality of response distribution in the primary dependent variable—
the Decision Utility score. The normal distribution assumption was addressed in the following 
four ways. First a Shapiro-Wilk test was run to assess the normality of distribution (Shapiro & 
Wilk, 1965). With this test, values assessed at less than 0.05 were considered to deviate 
significantly from normality. While most did not deviate significantly from normal distribution, 
in this instance, the Shapiro-Wilk test indicated a significant deviation from normality in the 
responses in two of the indicators: Credit Hour/Direct Instructional Cost and Enrollment (FTIC 
cohort Y2)/Enrollment (FTIC cohort Y1). While the significance levels were just below the 0.05 
standard (0.046 and 0.040 respectively), the results for the two indicators suggested a possible 
weakness in the normality of distribution. Table 7 provides the results of the test. 
 Second, the level of Skewness was examined for each of the decision utility variables. 
When evaluating the level of Skewness, the closer the resulting score of Skewness was to zero; 
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the more normal the distribution of the data. Levels of Skewness reported at or below +/-1 were 
preferred, while levels reported at or below +/-2 were considered acceptable. In the case of the 
decision utility variables, the level of Skewness fell within the preferred range of +/-1, as 
presented in Table 8 for each of the nine Decision Utility scores. 
 Third, Kurtosis values were examined for each of the dependent variables. Similar ranges 
of desirability existed for the Kurtosis test as well when assessing the normality of distribution. 
Results that fell between +/-1 were preferred. Ranges for all variables were acceptable, as 
presented in Table 8, for both the level of Skewness examination and the Kurtosis examination. 
Fourth and finally, histograms were examined visually for normal bell curve distribution plots. 
These four examinations suggested that the data was normally distributed at an acceptable level. 
A separate analysis of response distribution for each of the four analysis groups appears in 
Appendix B: Normality of Distribution. 
 The homogeneity of variance assumption was addressed by considering the largest and 
smallest group sizes. Four groupings emerged from the research questions that were tested with 
an ANOVA: Carnegie classification, position of respondent, size of institution based on number 
of students enrolled, and institution public/private status. Here a general rule was that unequal 
variances were acceptable “unless the ratio of the largest group n to the smallest group n exceeds 
1.5” (Coladarci, Cobb, Minium, & Clarke, 2008). In the primary comparison group, Carnegie 
classification, the smallest group was Bachelors (n=4) while the largest group was Masters 
(n=21). These sample sizes returned a ratio of 5.25 as opposed to the desired ratio of 1.5. If the 
Bachelors group was excluded from the comparison results, the ratio between the lowest group 
and the highest group would have dropped to 1.75 which would have aligned more with the 
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desired target of 1.5. The same ratio was calculated for each of the three secondary comparison 
groups: position of respondent, size of institution based on number of students enrolled, and 
 
Table 7 
Tests of Normality 1 
 Shapiro-Wilk 
 Statistic df Sig 
Degrees/100 FTE Enrolled .953 34 .151 
Degrees/FTE Faculty .939 34 .057 
Degrees/Back Office Employee .965 34 .347 
Degree/Time .942 34 .073 
Degree/Credit Hour Cost .976 34 .631 
Degree/E&R .960 34 .249 
Credit Hours/FTE Faculty .963 34 .300 
Credit Hour/Direct Instructional Cost .936 34 .046 
Enrollment (FTIC cohort Y2)/Enrollment (FTIC cohort Y1) .934 34 .040 
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Table 8 
Test for Normality 2 
 
Skewness Kurtosis 
Statistic 
Std. 
Error 
Statistic 
Std. 
Error 
Degrees/100 FTE Enrolled -.270 .333 -.675 .656 
Degrees/FTE Faculty -.129 .340 -.410 .668 
Degrees/Back Office Employee .437 .337 -.121 .662 
Degree/Time -.424 .340 -.316 .668 
Degree/Credit Hour Cost -.413 .337 -.456 .662 
Degree/E&R -.104 .354 -.590 .695 
Credit Hours/FTE Faculty -.346 .337 -.277 .662 
Credit Hour/Direct Instructional Cost -.649 .337 -.385 .662 
Enrollment (FTIC cohort Y2)/Enrollment 
(FTIC cohort Y1) 
-.065 .361 -.151 .709 
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institution public/private status. When grouped by position of respondent, the smallest groups 
were Associate/Assistant VP Academics (n=8) and Directors of Institutional Effectiveness (n=8).  
The largest group in this category was Chief Financial Officers (n=13). These sample sizes 
returned a homogeneity of variance ratio of 1.63. Although above the desired threshold of 1.5, 
the analysis by position of respondent resulted in stronger underlying assumptions about the 
data. 
When grouped by size of institution based on number of students enrolled, the smallest group 
was institutions with 500 or less FTE students (n=2). The largest group in this category was 
institutions with 1,000-4,999 FTE students (n=19). These sample sizes returned a homogeneity 
of variance ratio of 9.5. Since this assumption cannot be satisfied at or close to the desired level 
of 1.5, the analysis of variance for the size of institution was weakened. When grouped by 
institution public/private status, there were only two groups: Public (n=28) and Private (n=24). 
These sample sizes returned a homogeneity of variance ratio of 1.17 which is below the desired 
target of ratio of 1.5. Based on the consideration of these three assumptions, some of the 
ANOVA results discussed next are slightly weakened in their ability to be applied to the larger 
population as a whole. Excluding these violations, the data met the accepted criteria levels for 
each assumption.  
Demographic Data 
 The first of four demographic statements asked participants to select their current 
leadership position. By position, Chief Financial Officers accounted for thirteen respondents 
representing 25% of the total responses. Table 9 displays the frequency of participation by 
position. Table C1 in Appendix C: Participant Demographics provides greater detail of the 
results. It is worth noting that in the demographic category of position, Presidents, Chief 
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Financial Officers, and Chief Academic Officers were the most responsive to the inquiry and 
collectively represented 69% of the total respondents.  
 The remaining two positions, Associate/Assistant VP Academic (n=8) and Director of 
Institution Effectiveness (n=8), were the least responsive by position and collectively represented 
31% of the total respondents. Some of the Directors of Institutional Effectiveness stated that they 
felt unqualified to comment or indicated that they were uninvolved in decision making at higher 
levels where these indicators might be considered.  
 
Table 9 
Frequency of Participant’s Position 
Position Frequency Percent 
President 12 23.1% 
Chief Academic Officer  11 21.2% 
Associate/Assistant VP Academic 8 15.4% 
Chief Financial Officer 13 25.0% 
Director Of Institution Effectiveness  
/Institutional Research 
8 15.4% 
Note. N = 52 
 
 The second of the four demographic statements asked participants to identify the 
Carnegie classification of their institution. Respondents were given five options: Research & 
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Doctoral University, Master’s Level, Baccalaureate College, Associate’s Level, and Other. By 
Carnegie classification, respondents from Masters level institutions made up the largest group. 
Twenty-one respondents representing 40.4% of the total responses reported affiliation with a 
Master’s Level institution (a 35% response rate for Master’s Level institutions). Four 
respondents representing 7.7% of the total responses reported affiliation with a Baccalaureate 
College (a 7% response rate for Baccalaureate College institutions). This number which was the 
lowest number of respondents by Carnegie classification was too low to provide usable data and 
proved to be problematic for any Carnegie comparison for the subgroup. The full results of the 
demographic data by Carnegie classification are displayed in Table 10. 
 
Table 10 
Carnegie Class  
Carnegie Class Frequency Percent 
Research & Doctoral 12 23.1% 
Masters 21 40.4% 
Bachelors 4 7.7% 
Associates 15 28.8% 
Note. N = 52 
 
 The third of the four demographic statements asked participants to identify their 
institution’s type whether public or private not-for-profit. As depicted in Table 11, 28 
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respondents representing 53.8% of the total responses reported affiliation with a public 
institution (a 25% response rate for public institutions). By institution type, respondents from 
both public and private institutions participated at roughly the same rate (private, not-for-profit 
institutions participation at a 22% response rate vs. public institutions participation at a 25% 
response rate). This lack of variation in the response rates or percentages was unexpected. Due to 
the current accountability expectations of public institutions in Tennessee through the 
performance funding process, a much greater disparity in participation was expected. A full 
breakdown of responses by Carnegie classification appears in Appendix C. 
 The fourth and final demographic statement asked participants to identify their 
institution’s size based on the number of FTE students enrolled. As depicted in Table 12, two 
groups made up the largest number of participants. Nineteen respondents representing 36.5% of 
the total responses reported affiliation with an institution with 1,000 - 4,999 FTE students 
enrolled (a 22% response rate for institutions with 1,000 - 4,999 FTE students enrolled). 
 
Table 11 
Frequency of Institution Public/private status for Participant Institution 
Institution Public/private status Frequency Percent 
Public 28 53.8% 
Private 24 46.2% 
Note. N = 52 
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Sixteen respondents representing 30.8% of the total responses reported affiliation with an 
institution with 10,000 - 24,999 FTE students enrolled (a 29% response rate for institutions with 
10,000 - 24,999 FTE students enrolled). The smallest numbers of participants by group were 
spread across three groups: 500 or less FTE students enrolled, 500 - 999 FTE students enrolled, 
and 25,000 or more FTE students enrolled. Each group only accounted for two or three 
participants each. When distributed by institution size however, respondents were represented 
proportionately and participated at proportionate rates. For example, 5% of the total population 
came from institutions with less than 500 FTE students enrolled. Closely aligned, 6% of the total 
responses came from institutions with less than 500 FTE students enrolled. Appendix C Table 
C3 provides a more complete breakdown of the participants by size of institution. 
Overall, this demographic category related to the size of the institution suffered from a 
stratification error on the part of the researcher. Upon analysis of the groups after the data 
collection process, it was determined that in the two categories of institutions--500 or less FTE 
students and 500-999 FTE students--there were only 12 and 11 potential respondents in each of 
the respective total populations. In order to draw strong conclusions from these two subgroups at 
a 95% confidence level, all of the potential participants from each population would have to 
respond. Even so, the size of the subgroup would still prove to be problematic when considering 
the strength of results. If the survey tool were to be used again or the study to be replicated using 
this demographic, the stratification of institution size should be 2,499 or less FTE students; 
2,500-14,999 FTE students; and 15,000 or more FTE students. This stratification would create a 
greater consistency in population dispersion for Tennessee. This stratification would also create 
more opportunity for equal representation consequently strengthening the use and application of 
the results.  
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Table 12 
Frequency of Size by Number of Students Enrolled for Participant Institution 
Size by Number of Students Enrolled Frequency Percent 
500 OR LESS 2 3.8% 
501 - 999  3 5.8% 
1,000 - 4,999 19 36.5% 
5,000 - 9,999 9 17.3% 
10,000 - 24,999 16 30.8% 
25,000 OR MORE 3 5.8% 
Note. N = 52 
 
Each of the demographic category data points provided a chance to analyze the results for 
patterns on various levels. The information gained from the demographic data was used 
additionally to establish comparison groups. Once the assessments of the indicators were 
returned, the demographic data were used to categorize the respondents and test for variations in 
mean response scores. The next section summarizes the patterns in the demographic data and the 
results of the inferential tests that were conducted. 
Results 
This section reports the specific findings related to each of the research questions. For 
each research question, a brief discussion identifies the data point that was collected for the 
specific question. In addition, the data analysis used to answer the question is discussed. Lastly, 
 82 
 
the findings for each question are discussed. 
Question 1 
The first research question asked what importance campus level decision makers assign 
to selected instructional productivity indicators based upon each productivity indicator’s 
 Decision Utility score, 
 importance for resource allocation decisions, 
 importance for institution trend analysis, 
 importance for internal accountability, and 
 importance for external accountability? 
To answer each aspect of this first research question, the survey included a series of four 
questions (Appendix A, questions 5-8): How important is each productivity indicator for internal 
accountability? How important is each productivity indicator for external accountability? How 
important is each productivity indicator for institution trend analysis? and How important is each 
productivity indicator for resource allocation decisions? Embedded in each of the four questions 
was a list of the nine instructional productivity indicators and a Likert ranking scale (Of no 
importance (1), Of some importance (2), Important (3), Of strong importance (4), Of critical 
importance (5)). Respondents were asked to assign a value to each productivity indicator 
respective to each of the four questions. In addition, a Decision Utility score was calculated for 
each indicator. The Decision Utility score equals the indicator’s importance for resource 
allocation decisions (RA) plus the indicator’s importance for institution trend analysis (ITR) plus 
the indicator’s importance for internal accountability (IA) plus the indicator’s importance for 
external accountability (EA) (Decision Utility Score = RA + ITR + IA + EA). Since each ofl the 
four domains is rated on a Likert scale of 1 to 5, there is a maximum Decision Utility Score of 
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20. 
When asked about each indicator’s importance for resource allocation decisions, 
respondents rated the indicator Credit Hours/FTE Faculty the highest; while Degrees/Back 
Office Employee was rated the lowest. Table 13 shows the mean score and standard deviation for 
each of the indicators in each of the four domains. From Table 13, it is also evident that when 
asked about each indicator’s importance for Institutional Trend analysis, respondents rated the 
indicator Degree/Time the highest and the indicator Degrees/Back Office Employee the lowest. 
When asked about each indicator’s importance for Internal Accountability, the respondents rated 
Enrollment (FTIC cohort Y2)/Enrollment (FTIC cohort Y1) the highest and the indicator 
Degrees/Back Office Employee the lowest. When asked about each indicator’s importance for 
External Accountability, the respondents rated the indicators Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1) and Degrees/100 FTE Enrolled the highest. The indicator 
 84 
 
Table 13 
Importance Category Mean Scores and Standard Deviations 
By Indicator 
 
Resource 
Allocation 
Institution 
Trends 
Internal  
Accountability 
External  
Accountability 
Indicator M SD M SD M SD M SD 
Degrees/100 FTE Enrolled 3.24 1.32 3.43 1.20 3.84 1.19 3.49 1.43 
Degrees/FTE Faculty 3.04 1.34 3.04 1.20 3.24 1.16 3.04 1.31 
Degrees/Back Office Employee 2.41 1.27 2.62 1.14 2.70 1.10 2.31 1.23 
Degree/Time 2.84 1.20 3.69 1.20 3.98 0.99 3.76 1.17 
Degree/Credit Hour Cost 3.06 1.33 3.38 1.16 3.51 1.12 3.18 1.28 
Degree/E&R 2.98 1.30 3.12 1.16 3.29 1.18 2.69 1.17 
Credit Hours/FTE Faculty 3.38 1.31 3.50 1.11 3.76 0.95 2.98 1.16 
Credit Hour/Direct  
Instructional Cost 
3.31 1.29 3.51 1.19 3.80 1.00 3.35 1.34 
Enrollment (FTIC cohort Y2)/ 
 Enrollment (FTIC cohort Y1) 
2.98 1.32 3.56 1.12 3.95 1.06 3.50 1.05 
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Table 14 
Decision Utility Mean Scores and Standard Deviations 
By Indicator 
Indicator M SD 
Degrees/100 FTE Enrolled 13.31 3.77 
Degrees/FTE Faculty 12.27 4.10 
Degrees/Back Office Employee 10.00 3.99 
Degree/Time 14.31 3.86 
Degree/Credit Hour Cost 13.08 4.07 
Degree/E&R 12.47 3.69 
Credit Hours/FTE Faculty 13.68 3.73 
Credit Hour/Direct Instructional Cost 13.98 4.13 
Enrollment (FTIC cohort Y2)/Enrollment (FTIC cohort Y1) 13.95 3.61 
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Degrees/Back Office Employee was rated the lowest. Respondents consistently rated the 
indicator Degrees/Back Office Employee the lowest in each of the four domains. Since increases 
in Student Services and other staff intensive endeavors in higher education have been 
documented as contributors to the rising costs in higher education, it was significant to find that 
the indicator Degrees/Back Office Employee was rated so low in all domains. No other staff 
productivity indicators were offered in the survey process by the respondents or commonly 
found in the literature. Although the indicator Degree/E&R captures staff labor as an input, it is 
factored in with other inputs and therefore does not lend itself to analysis.  
When the scores from the four domains were added together to create the new variable 
Decision Utility, the indicator Degree/Time had the highest mean Decision Utility Score (14.31) 
among all respondents; while Degrees/Back Office Employee had the lowest mean Decision 
Utility Score (10.00). The assessed decision utility of the highest and lowest indicators was 
confirmed as reliable through analysis of the data from survey question #9 “Do you currently 
have these data points available?” The reported availability of the various indicators coincided with 
the assessed decision utility. For example, 90% of the respondents reported that the data point 
Degree/Time was currently available at their institution. This was the highest percentage reported for 
each of the indicators. The indicator Degree/Time also had the highest mean Decision Utility Score. 
So the indicator that was reported to have the highest decision utility score was also the indicator that 
was available at the most institutions. Therefore, the assessed value of the indicator matches the 
behavior of the institution at least from a tracking standpoint. The same relationship existed for the 
indicator Degrees/Back Office Employee. Only 27% of the respondents, the lowest percentage for all 
indicators, reported having the data point available. Likewise, the indicator Degree/Back Office 
Employee had the lowest mean Decision Utility Score. Again, the assessed value of the indicator,  
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Table 15 
Evaluation of Decision Utility 
Mean By Carnegie Class 
Indicator 
Doctoral 
And 
Research 
Masters Bachelors Associates F Value 
Significance  
Level 
Scheffe 
Degrees/100 FTE Enrolled 13.25 13.65 11.00 13.53 0.558 0.645 NA 
Degrees/FTE Faculty 11.92 12.60 12.67 12.00 0.097 0.962 NA 
Degrees/Back Office Employee 9.09 9.45 8.5 11.80 1.581 0.207 NA 
Degree/Time 14.55 15.05 13.25 13.47 0.571 0.637 NA 
Degree/Credit Hour Cost 13.00 13.37 10.50 13.47 0.601 0.618 NA 
Degree/E&R 12.82 12.00 9.00 14.00 2.170 0.106 NA 
Credit Hours/FTE Faculty 13.58 13.95 13.67 13.40 0.062 0.980 NA 
Credit Hour/Direct Instructional Cost 14.09 14.20 12.00 14.13 0.321 0.810 NA 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1) 
13.00 14.00 15.00 14.21 0.330 0.804 NA 
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which was very low, matches the behavior of the institution from a tracking standpoint. Table 14 
details the findings for each of the nine instructional productivity indicators included in the 
study. Other indicators with higher Decision Utility Scores include: Credit Hours/FTE Faculty, 
Credit Hour/Direct Instructional Cost, and Enrollment (FTIC cohort Y2)/Enrollment (FTIC 
cohort Y1). 
Question 2 
The second research question asked if the decision utility of the profile indicators varied 
significantly by Carnegie classification. To answer the second research question, demographic 
data was collected from each respondent regarding the Carnegie classification of their institution 
of affiliation through survey question number two: “Please select the option that best describes 
your institution's Carnegie Classification.” Four Carnegie class options were provided for this 
survey question. These options included Research & Doctoral University, Master’s Level, 
Baccalaureate College, and Associate’s Level with a fifth option of “Other.” This demographic 
information established each respondent’s institutional Carnegie class data point. This was one 
data component necessary to answer the second research question. The second data component 
necessary to answer this research question was the Decision Utility Score of each of the 
instructional productivity indicators. Once these two data components were in place, a one-way 
ANOVA was conducted to determine if there were significant differences between the mean 
Decision Utility score of each indicator by Carnegie classification. The findings from the 
analysis determined that the decision utility of the profile indicators did not vary significantly by 
Carnegie classification for any of the instructional productivity indicators tested. This is an 
important finding in that it demonstrates general agreement about the importance of each 
indicator across the various Carnegie classifications throughout the state of Tennessee. Table 15 
 89 
 
provides the key ANOVA results for each indicator. Although not a part of research question 
two, an ANOVA was conducted to determine if there were significant differences between the 
mean importance for resource allocation of each indicator by Carnegie classification, the mean 
importance for institutional trend analysis of each indicator by Carnegie classification, the mean 
importance for internal accountability of each indicator by Carnegie classification, and the mean 
importance for external accountability of each indicator by Carnegie classification. The findings 
from the analysis determined that the importance of the indicator in each of the four domains did 
not vary significantly by Carnegie classification for any of the instructional productivity 
indicators tested. This is important in that it reinforces the finding that across Carnegie 
classifications, there is a shared perception in not only the overall perceived value of the 
indicators but also in the perceived value of the indicators importance for certain purposes 
(resource allocation decisions, institutional trend analysis, etc). The results of these ANOVA 
tests are detailed in Appendix D, Tables D1-D4. 
Question 3 
The third research question asked if the decision utility of the profile indicators varied 
significantly by the following classification variables: 
 position of respondent, 
 size of institution based on number of students enrolled and, 
 institution public/private status 
To answer each aspect of the third research question, the survey included three demographic 
questions to solicit the necessary information from survey respondents. The first demographic 
question of the survey targeted the respondent’s current position in higher education by 
requesting respondent’s to “Please select the option that best describes your current leadership  
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Table 16 
Evaluation of Decision utility 
By Position of Respondent 
Indicator President CAO 
A/A 
VPA 
CFO IE 
F 
Value 
Significance 
Level 
Scheffe 
Degrees/100 FTE Enrolled 14.18 13.45 12.13 14.46 11.25 1.276 0.293 NA 
Degrees/FTE Faculty 13.09 11.60 12.13 14.23 8.43 2.832 0.036 IE-CFO 
Degrees/Back Office Employee 9.91 12.80 9.25 10.92 5.88 4.727 0.003 IE-CAO; IE-CFO 
Degree/Time 15.82 14.60 14.25 14.83 11.12 2.002 0.111 NA 
Degree/Credit Hour Cost 
13.91 13.27 13.88 14.58 8.63 3.664 0.011 
IE-P; IE-CAO; IE-
AVP(A); IE-CFO 
Degree/E&R 12.40 14.33 12.25 13.83 7.33 5.545 0.001 IE-CAO; IE-CFO 
Credit Hours/FTE Faculty 14.36 13.45 12.88 15.23 11.00 1.761 0.153 NA 
Credit Hour/Direct Instructional 
Cost 
14.73 15.00 14.00 15.75 8.88 5.192 0.002 
IE-P; IE-CAO; IE-
CFO 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort 
Y1) 
15.78 13.20 13.50 13.36 14.20 0.777 0.547 NA 
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position.” Response options included the positions of President, Chief Academic Officer, 
Associate/Assistant VP Academic Officer, Associate/Assistant VP Other, Chief Financial 
Officer, Director of Institutional Effectiveness, and Other. The next demographic question 
solicited the size of the respondent’s institution based on the number of students enrolled at the 
institution. Survey participants were asked to “Please select the option that best describes the size 
of your institution based on the number of students enrolled.” Six answer options were given for 
selection including: 500 or less; 501-999; 1,000- 4,999; 5,000 - 9,999; 10,000 - 24,999 and 
25,000 or more. The next and final demographic question that is key to answering research 
question three sought to determine if a respondent’s institution was public or private: “Please 
select the option that best describes your institution’s type.” 
 Next, the four importance domains, the importance for resource allocation decisions; the 
importance for institutional trend analysis, the importance for internal accountability, and the 
importance for external accountability, were used to establish a Decision Utility score as well as  
a utility score for each of the four respective domains. The data collected through this process 
was then used to run an ANOVA to determine if there were significant differences between the 
mean Decision Utility scores and each of the key demographic data points.  
 Position of respondent. When the effects of position were tested, some of the results 
indicated statistically significant variations in the Decision Utility score by position. To further 
explore the relationship and determine more precisely where the statistically significant 
variations existed, a Scheffe test was run. Between group significance appears in Table 16 along 
with the mean score of each productivity indicator by position. The full results of the Scheffe test 
appear in Appendix E. The remaining findings from the analysis determined that the decision 
utility of the profile indicators did not vary significantly by position for any other instructional  
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Table 17 
Evaluation of Decision utility 
By Size of Institution based on Number of Students Enrolled 
Indicator 
500 OR 
LESS 
501- 
999 
1,000-
4,999 
5,000-
9,999 
10,000-
24,999 
25,000 
OR 
MORE 
F Value 
Significance 
Level 
Scheffe 
Degrees/100 FTE Enrolled 12.67 14.50 11.80 13.78 14.74 10.33 1.568 0.188 NA 
Degrees/FTE Faculty 10.67 11.50 12.43 11.63 12.84 11.67 0.217 0.953 NA 
Degrees/Back Office Employee 10.50 12.00 7.80 10.22 11.53 9.00 1.746 0.144 NA 
Degree/Time 18.00 16.00 12.80 13.44 15.26 16.00 1.175 0.337 NA 
Degree/Credit Hour Cost 11.67 13.50 12.21 13.22 13.68 14.00 0.298 0.912 NA 
Degree/E&R 16.00 14.50 11.40 12.00 13.00 13.00 0.639 0.671 NA 
Credit Hours/FTE Faculty 10.33 13.00 13.86 13.33 14.26 14.00 0.589 0.709 NA 
Credit Hour/Direct Instructional 
Cost 
11.00 15.50 13.50 13.11 15.05 14.00 0.720 0.612 NA 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort 
Y1) 
11.33 14.50 13.18 14.63 14.50 14.33 0.529 0.753 NA 
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productivity indicators tested. Appendix D provides a more detailed analysis of each of the 
ANOVA results. The statistically significant variations reported here are important to note in that 
all they all existed between the position of Director of Institutional Effectiveness and another 
position. For example, no indicators were perceived as having statistically significant differences 
between Presidents and Vice Presidents of Academic Affairs. This not only reinforces the earlier 
finding that suggest a solidarity in the perceived value of the set of indicators, but it could also 
suggest a disconnect between what productivity information senior administrators value and rely 
on versus what information a position that is closer to the data collection and analysis values and 
relies upon. 
Size of institution based on number of students enrolled. When the effects of the size 
of the institution were tested, the results from the analysis indicated that the decision utility of 
the profile indicators did not vary significantly by size of the institution for any of the 
instructional productivity indicators tested. This finding is significant in that it further 
demonstrates a level of agreement across institutional size as to the perceived value of the 
productivity indicators. The F values and significance levels from the analysis appear in Table 17 
along with the mean scores of each productivity indicator by size of the institution. Appendix D 
provides a more detailed analysis of each of the ANOVA results.  
Institution public/private status. When the effects of the institution’s public/private 
status were tested, the results from the analysis indicated that the decision utility of the profile 
indicators did not vary significantly by institution’s public/private status for any of the 
instructional productivity indicators tested. The F value and significance level appear in Table 18 
along with the mean score of each productivity indicator by size of the institution. Appendix D 
provides a more detailed analysis of each of the ANOVA results..
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Table 18 
Evaluation of Decision utility 
By Institution Public/private Status 
Indicator Public Private F Value 
Significance 
Level 
Degrees/100 FTE Enrolled 13.64 12.91 0.468 0.497 
Degrees/FTE Faculty 12.22 12.32 0.006 0.936 
Degrees/Back Office Employee 10.25 9.68 0.247 0.622 
Degree/Time 14.68 13.81 0.602 0.442 
Degree/Credit Hour Cost 13.46 12.59 0.564 0.456 
Degree/E&R 12.68 12.20 0.186 0.669 
Credit Hours/FTE Faculty 13.82 13.50 0.090 0.766 
Credit Hour/Direct Instructional Cost 14.00 13.96 0.001 0.971 
Enrollment (FTIC cohort Y2)/Enrollment (FTIC cohort Y1) 14.25 13.58 0.360 0.552 
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Chapter V: Discussion, Conclusions, and Recommendations 
Introduction 
 A number of key instructional productivity indicators have emerged in higher education 
in order to help define instructional productivity in terms of Output(s)/Input(s). As accountability 
demands continue to drive interest in productivity, college and university officials increasingly 
need these productivity data points as useful information tools to make informed decisions. 
However, more research was needed to assess the decision utility of each indicator to campus 
leaders and key decision makers. This research was conducted to address this matter.  
 In this chapter, the purpose of the study is summarized by revisiting the purpose 
statement and research questions. The findings from the research conducted are summarized as 
well. Following this section, a discussion of the findings is presented, and then a section of 
definitive conclusions are outlined. The final section details recommendations for future 
research. 
Summary of Study 
 This section provides a summary of the overall research project and the study that was 
conducted. First, the purpose of the paper is explicated. Following the purpose, the methods and 
procedures used are summarized, as well as the findings that emerged. 
Purpose and Research Questions 
 The purpose of this study was to assess the decision utility of selected instructional 
productivity indicators as seen by key campus level administrators. As states like Tennessee 
continue to adopt instructional productivity indicators as accountability tools, it is becoming 
increasingly important to review the utility of existing and developing indicators. In order to 
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assess the decision utility of selected instructional productivity indicators, the following research 
questions guided the study: 
1. What importance do campus level decision makers assign to selected instructional 
productivity indicators based upon each indicator’s  
 Decision Utility score,  
 importance for resource allocation decisions,  
 importance for institution trend analysis,  
 importance for internal accountability, and  
 importance for external accountability?  
2. Does the decision utility of the profile indicators vary significantly by Carnegie 
classification?  
3. Does the decision utility of the profile indicators vary significantly by the following 
classification variables:  
 position of respondent,  
 size of institution based on number of students enrolled and,  
 institution public/private status?  
Summary of Findings 
 The answers to each of the three research questions are provided below. 
Question One 
 Research question number one asked what importance campus level decision makers 
assigned to selected instructional productivity indicators. With the exception of one indicator, 
Degrees/Back Office Employee, the overall utility of each indicator was assessed between a level 
of “Important” and “Of Strong Importance.” These results indicate strong agreement among the 
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participants as to the level of importance of each instructional productivity indicator. 
Question Two 
 Research question number two asked did the decision utility of the profile indicators vary 
significantly by Carnegie classification. There were no statistically significant variations by 
Carnegie classification. Indeed, there was general agreement across Carnegie classifications in 
the decision utility of the indicators used in the study. The majority of the indicators returned a 
scaled ranking between “Important” and “Of Strong Importance” for each Carnegie 
classification. This was important in that it revealed an unexpected agreement across Carnegie 
classifications. Despite potential differences in mission and student populations, the lack of 
statistically significant differences between the various Carnegie classifications suggested 
solidarity in the perceived value of this set of productivity indicators.  
Question Three 
 Research question number three asked if the decision utility of the profile indicators 
varied significantly by position of respondent, size of institution, and institution’s public/private 
status. The decision utility of the profile indicators did vary significantly by position of 
respondent for five of the indicators: Degrees/FTE Faculty; Degrees/Back Office Employee; 
Degree/Credit Hour Cost; Degree/E&R; and Credit Hour/Direct Instructional Cost. For each of 
the statistically significant results, it was the position Director of Institutional Effectiveness that 
varied significantly with all peer groups in the assessment of at least one indicator.  
 For the demographic variable size of institution, the decision utility of the profile 
indicator did not vary significantly by size of institution. These findings were expected. Since 
productivity indicators are designed to be ratios of outputs to inputs, the size of the institution 
should not have impacted the decision utility of the indicators. 
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 For the demographic variable institution’s public/private status, the decision utility of the 
profile indicator did not vary significantly by the public/private status of the respondent’s 
institution. These findings were unexpected. With the current accountability system in place for 
Tennessee’s state supported institutions of higher education, it seemed likely that respondents 
from public institutions would have assessed the decision utility of the indicators significantly 
higher than that of private institutions. Given the culture of state accountability and the outcomes 
based performance funding model that is being used, there was an expected difference in the 
returned value of decision utility. Again, with the exception of the indicator Degrees/Back Office 
Employee all the indicators returned a scaled ranking between “Important” and “Of Strong 
Importance” for overall decision utility.  
Discussion 
Three main points of discussion are presented here. First, there were no statistically 
significant differences in the importance level assigned to the any of the indicators when 
examined by three of the four classification variables: Carnegie classification, size of institution 
based on student enrollment, or public/private status of respondent’s institution. Collectively, 
these were important findings in that they revealed an unexpectedly high level of agreement 
across the three respondent variables. Despite potential differences in mission and student 
populations, the lack of statistically significant differences between the various variables 
suggested solidarity in the perceived value of this set of productivity indicators with the 
exception of Degrees/Back Office Employee. These indicators could be adopted across various 
types of institutions in various locations. More specifically, agreement across higher education 
sectors in Tennessee about the importance of these indicators could translate into the eventual 
adoption of additional productivity indicators for the state’s performance funding model. This 
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high level of agreement and highly level of importance assigned to the indicators could be due to 
the higher education policy culture in Tennessee. Tennessee has historically been a leader in 
state performance funding models and remains a leader in performance funding initiatives, 
including the recent adoption of productivity indicators in the state’s performance funding 
model.  
Second, there were statistically significant differences in the importance level assigned to 
the indicators when examined by the position of respondent. These differences were between the 
responses of Directors of Institutional Effectiveness and those of their peers for five of the nine 
indicators. This was an important finding in that it revealed a dissonance in the assessment of the 
indicators between the upper level administrators in the study and the level of administrators that 
collect and analyze data. While surprising, this disparity could suggest that these indicators were 
not as valuable for decision making as the responses from the Presidents, Vice Presidents, and 
Assistant Vice Presidents suggest. As senior officials at institutions of higher education in 
Tennessee where productivity indicators have been a part of major funding reforms in the state’s 
performance funding model, the participants of this study could have been exposed to 
productivity conversations. While Presidents, Vice Presidents, and Associate Vice Presidents 
assigned a higher decision utility to the indicators than Directors of Institutional Effectiveness, 
Directors of Institutional Effectiveness may be closer to the utility of these indicators at an 
operational level or a true decision making level. Which begs the question, was there a 
disconnect between what administrators report that they value and what truly gets valued when it 
comes to decision making? In other words, how would the results of the study change if the 
population shifted from surveying senior level decision makers to surveying operational decision 
makers like Deans and Directors?  
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Third, all indicators in the study were of relative importance to respondents and returned 
a scaled ranking between “Important” and “Of Strong Importance” for overall decision making 
with the exception of Degrees/Back Office Employee which was notably lower across all 
variables. The data revealed the high level of importance that key campus administrators placed 
on this set of indicators as a whole but drew attention to the much lower level of importance 
placed on the one indicator that addressed staff labor exclusively. Since strong arguments have 
been made attributing at least part of the rising costs in higher education to growing 
administrative staffs at most colleges and universities, it seemed counterintuitive that leaders in 
higher education placed relatively lower value on an indicator that assesses the staff productivity 
of teaching and learning operations. The lack of importance assigned to this indicator stands out 
and raises questions. When a back office employee was asked to examine the decision utility of a 
back office employee productivity indicator, there was potential for an obvious bias in the 
evaluation. What decision utility would a faculty member assign to the indicator Degree/Back 
Office Employee? Likewise, would faculty members assign a low level of decision utility to an 
indicator like Credit Hours/FTE Faculty. Regardless, the low importance for decision utility 
assigned to the indicator Degree/Back Office Employee could reflect an unwillingness to 
confront a known rising cost in higher education. Ultimately more research would need to be 
conducted to explore the matter. So far in Tennessee, the productivity indicator Degree/100 FTE 
Enrolled has been adopted into the performance funding model, but no measures of staffing 
levels in relation to outputs have been introduced. 
Conclusions 
 The primary conclusion that can be drawn from the study is based on the finding that the 
teaching and learning productivity indicators that were used for this project with the exception of 
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one were assessed as having a relatively high decision utility for key campus level 
administrators. Although not definitive due to the scope and limitations of the project, the 
assessed decision utility of each productivity indicator returned a decision utility score that was 
consistent across institutions of different Carnegie classification, across institutions of different 
size, across institutions of different public/private status, and across respondents of different 
position. The primary conclusion that can be drawn from this study is that these indicators are 
relevant and merit possible inclusion in any set or cluster of indicators that might be developed at 
an institution of higher education. 
Recommendations for Future Research  
 There are a number of future research opportunities that should be conducted as follow-
up studies. First, the same study should be repeated in multiple states that represent a cross 
section of policy approaches including states that do not incentivize the use of instructional 
productivity indicators through a performance funding model. This could help determine if the 
level of decision utility of the instructional productivity indicators found in Tennessee was in any 
way related to the use of instructional productivity indicators in the state performance funding 
model, and it could further explore the significance of the findings in this study by comparing the 
results from other states. In other words, would key campus leaders and decision makers assess 
the utility of these indicators at the same level of importance in other states? Repeating this study 
where the population included campus leaders and decision makers from institutions in Florida, 
South Carolina, North Carolina, Georgia, and Virginia would provide a rich cross section of 
variables since some of the states have adopted performance funding models, some have not, and 
some are in the process of doing so. In addition, the population size and representation would be 
adequate to create subgroups by position, size of institution, and other groupings. 
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 Second, the same study should be repeated in Tennessee at the same sites but instead of 
surveying senior level administrators, the project should target Dean and Director level 
administrators responsible for the teaching and learning activities of the institution. In addition to 
providing rich comparative data overall, the project would help further explore the relationship 
between the position of the respondent and the assessed decision utility of the indicators.  
 Another recommendation for future research should be to consider other instructional 
productivity indicators. There are any number of designs that could be used to examine new 
indicators and their utility. If new indicators can be calculated from existing data in the 
Department of Education’s Integrated Postsecondary Education Data System (IPEDS), an 
important next step would be to calculate the indicator and test the results against other known 
performance indicators. For example, does data exist in IPEDS that could be used as an indicator 
of staff labor productivity? Calculation could be made, comparisons could be drawn and the 
utility of new indicators could be considered for any number of national stratifications of 
institutions of higher education. Key flagship institutions from various states could be included 
in a study; institutions of higher education within a single state could be compared and so on. In 
addition to calculating new instructional productivity indicators for a defined group, the research 
project could also be followed by replicating this same study as a follow up. In the follow up 
study, new indicators could be added to the list of nine previously identified indicators to help 
determine the decision utility of the new indicator in relation to the existing nine indicators and 
what is now known about their utility. 
 Another possible research project would be to develop a cluster of instructional 
productivity indicators that collectively would be representative of overall institutional health. 
Since an indicator like Degree/100 FTE Enrolled only captures certain Output/Input aspects of 
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productivity (in this case the output is a degree and the input is essentially part of the raw 
material that goes into degree production—the student), assembling a cluster of instructional 
productivity indicators could prove to be useful as a state or national template for institutional 
productivity. The study could be exploratory in nature to determine what clusters are currently 
being used. A cross section of institutions could be selected to capture input from various 
Carnegie classification, or state systems could be targeted to discover if there are any commonly 
used clusters of indicators in any of the state systems.  
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Productivity in Higher Education 
 
Informed Consent 
Productivity in Higher Education  
 
As accountability demands continue to drive interest in productivity, college and university 
officials increasingly need useful information to make informed decisions. In response to this 
need, a number of key productivity indicators have emerged to help define instructional 
productivity in terms of Output(s)/Input(s). However, more research is needed to determine if 
these indicators are useful to campus leaders and key decision makers.  
 
The survey takes approximately 15 minutes to complete, and your participation is greatly 
appreciated. Data will be reported in aggregate, and your anonymity and confidentiality will be 
protected. Taking the online survey constitutes your consent to participate. 
 
 
Participant Information 
1) Please select the option that best describes YOUR CURRENT LEADERSHIP 
POSITION: 
 
( ) President 
( ) Chief Academic Officer 
( ) Associate/Assistant VP Academic Officer 
( ) Chief Financial Officer 
( ) Director of Institution Effectiveness/Institutional Research 
( ) Other: _________________ 
 
2) Please select the option that best describes your institution's CARNEGIE 
CLASSIFICATION: 
 
( ) Research & Doctoral University 
( ) Master's Level 
( ) Baccalaureate College 
( ) Associate's Level 
( ) Other, please specify:: _________________ 
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3) Please select the option that best describes the size of your institution based on the 
NUMBER OF STUDENTS ENROLLED: 
 
( ) 500 or less 
( ) 501 - 999 
( ) 1,000 - 4,999 
( ) 5,000 - 9,999 
( ) 10,000 - 24,999 
( ) 25,000 or more 
 
4) Please select the option that best describes your INSTITUTION'S PUBLIC/PRIVATE 
STATUS: 
 
( ) Public 
( ) Private, Not for profit 
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Decision Utility 
5) How important is each productivity indicator for INTERNAL ACCOUNTABILITY: 
 
 
Of no 
importance 
(1) 
Of some 
importance 
(2) 
 
Important 
(3) 
Of strong 
importance 
(4) 
Of critical 
importance 
(5) 
Degrees*/100 FTE Enrolled* ( )  ( )  ( )  ( )  ( )  
Degrees/FTE Faculty* ( )  ( )  ( )  ( )  ( )  
Degrees/Back Office Employee* ( )  ( )  ( )  ( )  ( )  
Degree/Time* ( )  ( )  ( )  ( )  ( )  
Degree/Credit Hour Cost* ( )  ( )  ( )  ( )  ( )  
Degree/E&R* ( )  ( )  ( )  ( )  ( )  
Credit Hours/FTE Faculty ( )  ( )  ( )  ( )  ( )  
Credit Hour/Direct Instructional Costs* ( )  ( )  ( )  ( )  ( )  
Enrollment (FTIC cohort Y2)/ 
Enrollment (FTIC cohort Y1)* 
( ) ( ) ( ) ( ) ( ) 
* 
DEFINITIONS 
Back Office Employees: employees that are categorized as either managers or support staff  
Credit Hour Costs: equals costs per credit hour times the number of credit hours  
Degrees: earned undergraduate degrees and certificates 
Direct Instructional Costs -- all wages (faculty, clerical, student workers, etc.), benefits and other expenditures paid to directly support the instructional function 
of an academic area  
E&R (Education and Related Expenses): instruction + student services + (education share *(academic support, institutional support, and operations and 
maintenance) ) 
FTE Enrolled: the full time equivalent enrolled is the number of full-time undergraduate students enrolled plus a weighted value of the number of part-time 
undergraduate students enrolled 
FTIC cohort Y1: Enrollment of a cohort of students year one of their first-time in college (FTIC) 
FTIC cohort Y2: Enrollment of a cohort of students year two of their first-time in college 
Time: length of time as expressed in number of years that it takes a student to complete a bachelor program  
FTE Faculty: the full time equivalent of faculty equals the total number of full-time faculty plus one-third of the total number of part-time faculty 
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6) How important is each productivity indicator for EXTERNAL ACCOUNTABILITY: 
 
 
Of no 
importance 
(1) 
Of some 
importance 
(2) 
 
Important 
(3) 
Of strong 
importance 
(4) 
Of critical 
importance 
(5) 
Degrees*/100 FTE Enrolled* ( )  ( )  ( )  ( )  ( )  
Degrees/FTE Faculty* ( )  ( )  ( )  ( )  ( )  
Degrees/Back Office Employee* ( )  ( )  ( )  ( )  ( )  
Degree/Time* ( )  ( )  ( )  ( )  ( )  
Degree/Credit Hour Cost* ( )  ( )  ( )  ( )  ( )  
Degree/E&R* ( )  ( )  ( )  ( )  ( )  
Credit Hours/FTE Faculty ( )  ( )  ( )  ( )  ( )  
Credit Hour/Direct Instructional Costs* ( )  ( )  ( )  ( )  ( )  
Enrollment (FTIC cohort Y2)/ 
Enrollment (FTIC cohort Y1)* 
( ) ( ) ( ) ( ) ( ) 
* 
DEFINITIONS 
Back Office Employees: employees that are categorized as either managers or support staff  
Credit Hour Costs: equals costs per credit hour times the number of credit hours  
Degrees: earned undergraduate degrees and certificates 
Direct Instructional Costs -- all wages (faculty, clerical, student workers, etc.), benefits and other expenditures paid to directly support the instructional function 
of an academic area  
E&R (Education and Related Expenses): instruction + student services + (education share *(academic support, institutional support, and operations and 
maintenance) ) 
FTE Enrolled: the full time equivalent enrolled is the number of full-time undergraduate students enrolled plus a weighted value of the number of part-time 
undergraduate students enrolled 
FTIC cohort Y1: Enrollment of a cohort of students year one of their first-time in college (FTIC) 
FTIC cohort Y2: Enrollment of a cohort of students year two of their first-time in college 
Time: length of time as expressed in number of years that it takes a student to complete a bachelor program  
FTE Faculty: the full time equivalent of faculty equals the total number of full-time faculty plus one-third of the total number of part-time faculty 
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7) How important is each productivity indicator for INSTITUTION TREND ANALYSIS: 
 
 
Of no 
importance 
(1) 
Of some 
importance 
(2) 
 
Important 
(3) 
Of strong 
importance 
(4) 
Of critical 
importance 
(5) 
Degrees*/100 FTE Enrolled* ( )  ( )  ( )  ( )  ( )  
Degrees/FTE Faculty* ( )  ( )  ( )  ( )  ( )  
Degrees/Back Office Employee* ( )  ( )  ( )  ( )  ( )  
Degree/Time* ( )  ( )  ( )  ( )  ( )  
Degree/Credit Hour Cost* ( )  ( )  ( )  ( )  ( )  
Degree/E&R* ( )  ( )  ( )  ( )  ( )  
Credit Hours/FTE Faculty ( )  ( )  ( )  ( )  ( )  
Credit Hour/Direct Instructional Costs* ( )  ( )  ( )  ( )  ( )  
Enrollment (FTIC cohort Y2)/ 
Enrollment (FTIC cohort Y1)* 
( ) ( ) ( ) ( ) ( ) 
* 
DEFINITIONS 
Back Office Employees: employees that are categorized as either managers or support staff  
Credit Hour Costs: equals costs per credit hour times the number of credit hours  
Degrees: earned undergraduate degrees and certificates 
Direct Instructional Costs -- all wages (faculty, clerical, student workers, etc.), benefits and other expenditures paid to directly support the instructional function 
of an academic area  
E&R (Education and Related Expenses): instruction + student services + (education share *(academic support, institutional support, and operations and 
maintenance) ) 
FTE Enrolled: the full time equivalent enrolled is the number of full-time undergraduate students enrolled plus a weighted value of the number of part-time 
undergraduate students enrolled 
FTIC cohort Y1: Enrollment of a cohort of students year one of their first-time in college (FTIC) 
FTIC cohort Y2: Enrollment of a cohort of students year two of their first-time in college 
Time: length of time as expressed in number of years that it takes a student to complete a bachelor program  
FTE Faculty: the full time equivalent of faculty equals the total number of full-time faculty plus one-third of the total number of part-time faculty 
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8) How important is each productivity indicator for RESOURCE ALLOCATION DECISIONS: 
 
 
Of no 
importance 
(1) 
Of some 
importance 
(2) 
 
Important 
(3) 
Of strong 
importance 
(4) 
Of critical 
importance 
(5) 
Degrees*/100 FTE Enrolled* ( )  ( )  ( )  ( )  ( )  
Degrees/FTE Faculty* ( )  ( )  ( )  ( )  ( )  
Degrees/Back Office Employee* ( )  ( )  ( )  ( )  ( )  
Degree/Time* ( )  ( )  ( )  ( )  ( )  
Degree/Credit Hour Cost* ( )  ( )  ( )  ( )  ( )  
Degree/E&R* ( )  ( )  ( )  ( )  ( )  
Credit Hours/FTE Faculty ( )  ( )  ( )  ( )  ( )  
Credit Hour/Direct Instructional Costs* ( )  ( )  ( )  ( )  ( )  
Enrollment (FTIC cohort Y2)/ 
Enrollment (FTIC cohort Y1)* 
( ) ( ) ( ) ( ) ( ) 
* 
DEFINITIONS 
Back Office Employees: employees that are categorized as either managers or support staff  
Credit Hour Costs: equals costs per credit hour times the number of credit hours  
Degrees: earned undergraduate degrees and certificates 
Direct Instructional Costs -- all wages (faculty, clerical, student workers, etc.), benefits and other expenditures paid to directly support the instructional function 
of an academic area  
E&R (Education and Related Expenses): instruction + student services + (education share *(academic support, institutional support, and operations and 
maintenance) ) 
FTE Enrolled: the full time equivalent enrolled is the number of full-time undergraduate students enrolled plus a weighted value of the number of part-time 
undergraduate students enrolled 
FTIC cohort Y1: Enrollment of a cohort of students year one of their first-time in college (FTIC) 
FTIC cohort Y2: Enrollment of a cohort of students year two of their first-time in college 
Time: length of time as expressed in number of years that it takes a student to complete a bachelor program  
FTE Faculty: the full time equivalent of faculty equals the total number of full-time faculty plus one-third of the total number of part-time faculty 
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Additional Productivity Indicators 
9) Do you currently have these data points available: 
 
 
Yes No 
Degrees/100 FTE Enrolled ( )  ( )  
Degrees/FTE Faculty ( )  ( )  
Degrees/Back Office Employee* ( )  ( )  
Degree/Time* ( )  ( )  
Degree/Credit Hour Cost ( )  ( )  
Degree/E&R* ( )  ( )  
Credit Hours/FTE Faculty ( )  ( )  
Credit Hour/Direct Instructional Costs ( )  ( )  
Enrollment (FTIC cohort Y2)/ 
Enrollment (FTIC cohort Y1) 
( )  ( )  
 
10)  
Are other instructional productivity indicators reported at your institution? 
( ) Yes 
( ) No 
( ) Unsure 
 
11) If yes, please describe the indicator(s): 
____________________________________________  
 
12) Are there other instructional productivity indicators you recommend for inclusion? 
 
____________________________________________  
Thank You! 
Thank you for taking our survey. Your response is very important to us, and your participation is 
greatly appreciated. If you would like a copy of the research results, please email Ryan Otto at 
rotto@utk.edu with the subject line "Productivity"
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Appendix B: Normality of Distribution 
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Table B1 
Normal Distribution by Carnegie class 
Carnegie class SumInd1 SumInd2 SumInd3 SumInd4 SumInd5 SumInd6 SumInd7 SumInd8 SumInd9 
1 
Mean 13.25 11.92 9.09 14.55 13.00 12.82 13.58 14.09 13.00 
N 12 12 11 11 12 11 12 11 9 
Std. Deviation 4.413 4.582 3.590 3.142 4.973 3.868 3.848 5.262 3.674 
Skewness -.596 -.875 -.566 -.242 -.570 -.947 -1.295 -1.039 -1.633 
2 
Mean 13.65 12.60 9.45 15.05 13.37 12.00 13.95 14.20 14.00 
N 20 20 20 19 19 18 20 20 16 
Std. Deviation 3.438 3.251 3.300 3.118 3.320 3.361 3.000 3.334 3.327 
Skewness -.464 -.306 .602 -.571 -.667 .146 -.441 -.790 .522 
3 
Mean 11.00 12.67 8.50 13.25 10.50 9.00 13.67 12.00 15.00 
N 4 3 4 4 4 4 3 4 4 
Std. Deviation 4.761 6.429 3.000 5.852 4.123 2.160 4.726 4.243 4.163 
Skewness 1.779 1.545 .370 .166 .713 -1.190 1.390 -.367 .000 
4 
Mean 13.53 12.00 11.80 13.47 13.47 14.00 13.40 14.13 14.21 
N 15 14 15 15 15 12 15 15 14 
Std. Deviation 3.583 4.707 4.945 4.734 4.291 3.790 4.641 4.438 4.003 
Skewness .043 .377 .024 -.137 -.302 -.361 .082 -.351 .127 
Total 
Mean 13.31 12.27 10.00 14.31 13.08 12.47 13.68 13.98 13.95 
N 51 49 50 49 50 45 50 50 43 
Std. Deviation 3.771 4.102 3.985 3.863 4.065 3.678 3.733 4.128 3.612 
Skewness -.270 -.129 .437 -.424 -.413 -.104 -.346 -.649 -.065 
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Table B2 
 Normal Distribution by Position of Respondent 
Position SumInd1 SumInd2 SumInd3 SumInd4 SumInd5 SumInd6 SumInd7 SumInd8 SumInd9 
1 
Mean 14.18 13.09 9.91 15.82 13.91 12.40 14.36 14.73 15.78 
N 11 11 11 11 11 10 11 11 9 
Std. Deviation 3.816 4.549 3.330 2.994 3.807 2.836 3.776 3.003 4.055 
Skewness -.764 .458 -.002 -.223 -.154 -.253 -.114 -.302 -.386 
2 
Mean 13.45 11.60 12.80 14.60 13.27 14.33 13.45 15.00 13.20 
N 11 10 10 10 11 9 11 11 10 
Std. Deviation 3.882 4.402 4.517 4.169 5.101 3.041 4.698 5.514 5.095 
Skewness .569 -.339 .046 -.245 -.823 -.476 -1.057 -1.448 -.126 
3 
Mean 12.13 12.13 9.25 14.25 13.88 12.25 12.88 14.00 13.50 
N 8 8 8 8 8 8 8 8 8 
Std. Deviation 4.486 3.271 2.866 3.196 2.295 3.454 3.399 3.423 1.195 
Skewness -1.071 -1.160 -.625 -.197 .769 -.114 .608 -.143 .000 
5 
Mean 14.46 14.23 10.92 14.83 14.58 13.83 15.23 15.75 13.36 
N 13 13 13 12 12 12 13 12 11 
Std. Deviation 3.178 2.891 3.707 3.460 3.029 3.433 2.920 2.491 2.873 
Skewness -.095 .707 .362 -.575 -.016 .412 -.364 -1.099 -.570 
6 
Mean 11.25 8.43 5.88 11.12 8.63 7.33 11.00 8.88 14.20 
N 8 7 8 8 8 6 7 8 5 
Std. Deviation 3.412 3.780 2.100 4.734 3.114 2.160 2.708 1.959 3.493 
Skewness .579 .183 .835 .499 .768 -.463 .987 -.377 1.483 
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Table B3 
 Normal Distribution by Institution Public/Private Status 
Institution Status SumInd1 SumInd2 SumInd3 SumInd4 SumInd5 SumInd6 SumInd7 SumInd8 SumInd9 
1 
Mean 13.64 12.22 10.25 14.68 13.46 12.68 13.82 14.00 14.25 
N 28 27 28 28 28 25 28 27 24 
Std. Deviation 3.764 4.318 4.394 4.208 3.901 3.614 3.963 4.151 3.492 
Skewness -.625 -.009 .434 -.599 -.414 -.259 -.092 -.425 .146 
2 
Mean 12.91 12.32 9.68 13.81 12.59 12.20 13.50 13.96 13.58 
N 23 22 22 21 22 20 22 23 19 
Std. Deviation 3.825 3.920 3.469 3.386 4.306 3.833 3.502 4.194 3.820 
Skewness .132 -.330 .287 -.280 -.388 .079 -.908 -.955 -.233 
Total 
Mean 13.31 12.27 10.00 14.31 13.08 12.47 13.68 13.98 13.95 
N 51 49 50 49 50 45 50 50 43 
Std. Deviation 3.771 4.102 3.985 3.863 4.065 3.678 3.733 4.128 3.612 
Skewness -.270 -.129 .437 -.424 -.413 -.104 -.346 -.649 -.065 
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Table B4 
 Normal Distribution by Institution Size 
Institution Size SumInd1 SumInd2 SumInd3 SumInd4 SumInd5 SumInd6 SumInd7 SumInd8 SumInd9 
1 
Mean 12.67 10.67 10.50 18.00 11.67 16.00 10.33 11.00 11.33 
N 3 3 2 1 3 1 3 3 3 
Std. Deviation 3.055 5.859 .707 . 6.658 . 6.028 6.245 7.767 
Skewness .935 -1.508 . . -1.688 . -.492 -1.293 1.230 
2 
Mean 14.50 11.50 12.00 16.00 13.50 14.50 13.00 15.50 14.50 
N 2 2 2 2 2 2 2 2 2 
Std. Deviation .707 3.536 2.828 2.828 7.778 6.364 2.828 4.950 .707 
Skewness . . . . . . . . . 
3 
Mean 11.80 12.43 7.80 12.80 12.21 11.40 13.86 13.50 13.18 
N 15 14 15 15 14 15 14 14 11 
Std. Deviation 4.092 3.837 2.908 3.629 3.886 3.757 3.159 3.956 3.219 
Skewness .592 .236 .510 .206 -.189 .292 -.172 -.696 .811 
4 
Mean 13.78 11.63 10.22 13.44 13.22 12.00 13.33 13.11 14.63 
N 9 8 9 9 9 6 9 9 8 
Std. Deviation 3.833 4.868 4.522 4.953 3.563 3.406 4.359 3.219 3.543 
Skewness .047 .017 -.082 -.596 -.319 .000 .234 .566 .181 
5 
Mean 14.74 12.84 11.53 15.26 13.68 13.00 14.26 15.05 14.50 
N 19 19 19 19 19 18 19 19 16 
Std. Deviation 2.997 4.180 4.221 3.557 4.151 3.726 3.649 4.352 3.633 
Skewness -.422 -.161 .524 -.374 -.568 -.499 -.558 -1.192 -.052 
6 
Mean 10.33 11.67 9.00 16.00 14.00 13.00 14.00 14.00 14.33 
N 3 3 3 3 3 3 3 3 3 
Std. Deviation 6.028 4.163 4.359 2.646 3.606 3.000 4.359 4.583 .577 
Skewness -.492 -1.293 -1.630 1.458 1.152 .000 1.630 .935 1.732 
Total 
Mean 13.31 12.27 10.00 14.31 13.08 12.47 13.68 13.98 13.95 
N 51 49 50 49 50 45 50 50 43 
Std. Deviation 3.771 4.102 3.985 3.863 4.065 3.678 3.733 4.128 3.612 
Skewness -.270 -.129 .437 -.424 -.413 -.104 -.346 -.649 -.065 
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Appendix C: Participant Demographics 
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Table C1 
Frequency of Participant’s Position  
By Carnegie Class 
Position 
Research & 
Doctoral 
Masters Bachelors Associates Frequency 
President 1 6 2 3 12 
Chief Academic Officer  2 3 0 6 11 
Associate/Assistant VP Academic 3 4 0 1 8 
Chief Financial Officer 5 5 1 2 13 
Director Of Institution 
Effectiveness/Institutional Research 
1 3 1 3 8 
Frequency 12 21 4 15 52 
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Table C2 
Frequency of Institution Public/private status for Participant Institution 
By Carnegie Class  
Institution Public/private status 
Research & 
Doctoral 
Masters Bachelors Associates Frequency 
Public 8 5 0 15 28 
Private 4 16 4 0 24 
Frequency 12 21 4 15 52 
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Table C3 
Frequency of Size by Number of Students Enrolled for Participant Institution 
By Carnegie Class 
Number of Students Enrolled 
Research & 
Doctoral 
Masters Bachelors Associates Frequency 
500 OR LESS 0 2 0 0 2 
501 - 999  2 1 0 0 3 
1,000 - 4,999 3 11 4 1 19 
5,000 - 9,999 0 3 0 6 9 
10,000 - 24,999 4 4 0 8 16 
25,000 OR MORE 3 0 0 0 3 
Frequency 12 21 4 15 52 
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Appendix D: ANOVA Results 
 
 
 133 
 
Table D1 
Evaluation of Importance for Resource Allocation Decisions 
Mean By Carnegie Class 
Indicator 
Doctoral 
And 
Research Masters Bachelors Associates F Value 
Significance 
Level Scheffe 
Degrees/100 FTE Enrolled 3.25 3.40 2.75 3.13 0.301 0.825 NA 
Degrees/FTE Faculty 2.67 3.25 3.00 3.07 0.462 0.710 NA 
Degrees/Back Office Employee 2.08 2.35 1.50 3.00 2.198 0.101 NA 
Degree/Time 2.92 2.90 2.75 2.73 0.075 0.973 NA 
Degree/Credit Hour Cost 3.00 3.21 2.25 3.13 0.583 0.629 NA 
Degree/E&R 2.82 3.16 2.00 3.13 1.005 0.399 NA 
Credit Hours/FTE Faculty 3.25 3.55 3.00 3.33 0.232 0.874 NA 
Credit Hour/Direct Instructional 
Cost 
3.17 3.45 2.50 3.47 0.717 0.547 NA 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1) 
2.78 3.12 3.00 2.93 0.133 0.940 NA 
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Table D2 
Evaluation of Importance for Institution Trend Analysis 
Mean By Carnegie Class 
Indicator 
Doctoral 
And 
Research Masters Bachelors Associates F Value 
Significance 
Level Scheffe 
Degrees/100 FTE Enrolled 3.75 3.40 3.00 3.33 0.473 0.702 NA 
Degrees/FTE Faculty 3.25 3.05 3.25 2.79 0.362 0.781 NA 
Degrees/Back Office Employee 2.58 2.57 2.50 2.73 0.076 0.972 NA 
Degree/Time 4.00 3.86 3.50 3.27 1.054 0.377 NA 
Degree/Credit Hour Cost 3.50 3.43 3.00 3.33 0.197 0.898 NA 
Degree/E&R 3.33 3.10 2.50 3.13 0.503 0.682 NA 
Credit Hours/FTE Faculty 3.67 3.48 3.50 3.40 0.127 0.944 NA 
Credit Hour/Direct Instructional 
Cost 
3.82 3.48 3.25 3.40 0.334 0.794 NA 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1) 
3.44 3.50 4.00 3.57 0.240 0.868 NA 
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Table D3 
Evaluation of Importance for Internal Accountability 
Mean By Carnegie Class 
Indicator 
Doctoral 
And 
Research Masters Bachelors Associates F Value 
Significance 
Level Scheffe 
Degrees/100 FTE Enrolled 3.50 3.95 3.25 4.13 1.017 0.394 NA 
Degrees/FTE Faculty 3.17 3.25 3.25 3.27 0.018 0.997 NA 
Degrees/Back Office Employee 2.36 2.60 2.50 3.13 1.254 0.301 NA 
Degree/Time 3.92 4.15 3.75 3.87 0.337 0.799 NA 
Degree/Credit Hour Cost 3.33 3.65 2.75 3.67 0.910 0.443 NA 
Degree/E&R 3.50 3.05 2.50 3.69 1.523 0.222 NA 
Credit Hours/FTE Faculty 3.58 3.85 3.75 3.80 0.197 0.898 NA 
Credit Hour/Direct Instructional 
Cost 
3.50 3.95 3.25 4.00 1.120 0.350 NA 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1) 
3.56 3.94 4.25 4.13 0.662 0.580 NA 
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Table D4 
Evaluation of Importance for External Accountability 
Mean By Carnegie Class 
Indicator 
Doctoral 
And 
Research 
Masters Bachelors Associates F Value 
Significance 
Level 
Scheffe 
Degrees/100 FTE Enrolled 3.33 3.60 2.50 3.73 0.860 0.469 NA 
Degrees/FTE Faculty 2.83 3.05 2.75 3.27 0.301 0.824 NA 
Degrees/Back Office Employee 2.25 1.95 2.00 2.93 2.096 0.113 NA 
Degree/Time 3.73 4.00 3.25 3.60 0.615 0.609 NA 
Degree/Credit Hour Cost 3.17 3.20 2.50 3.33 0.438 0.727 NA 
Degree/E&R 3.18 2.67 2.00 2.53 1.221 0.313 NA 
Credit Hours/FTE Faculty 3.08 3.05 2.75 2.87 0.149 0.930 NA 
Credit Hour/Direct Instructional 
Cost 
3.58 3.35 3.00 3.27 0.221 0.881 NA 
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1) 
3.22 3.44 3.75 3.67 0.416 0.742 NA 
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Table D5  
Effect of Carnegie Classification on Decision Utility of Selected Indicators 
  Sum of 
Squares 
df Mean 
Square 
F Sig. 
Degrees/100 FTE Enrolled 
Between Groups 24.447 3 8.149 .558 .645 
Within Groups 686.533 47 14.607   
Total 710.980 50    
Degrees/FTE Faculty 
Between Groups 5.168 3 1.723 .097 .962 
Within Groups 802.383 45 17.831   
Total 807.551 48    
Degrees/Back Office Employee 
Between Groups 72.741 3 24.247 1.581 .207 
Within Groups 705.259 46 15.332   
Total 778.000 49    
Degree/Time 
Between Groups 26.250 3 8.750 .571 .637 
Within Groups 690.158 45 15.337   
Total 716.408 48    
Degree/Credit Hour Cost 
Between Groups 30.526 3 10.175 .601 .618 
Within Groups 779.154 46 16.938   
Total 809.680 49    
Degree/E&R 
Between Groups 81.564 3 27.188 2.170 .106 
Within Groups 513.636 41 12.528   
Total 595.200 44    
Credit Hours/FTE Faculty 
Between Groups 2.747 3 .916 .062 .980 
Within Groups 680.133 46 14.786   
Total 682.880 49    
Credit Hour/Direct Instructional 
Cost 
Between Groups 17.138 3 5.713 .321 .810 
Within Groups 817.842 46 17.779   
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Table D5. Continued. 
  Sum of 
Squares 
df Mean 
Square 
F Sig. 
       
 Total 834.980 49    
Enrollment (FTIC cohort 
Y2)/Enrollment (FTIC cohort Y1 
Between Groups 13.550 3 4.517 .330 .804 
Within Groups 534.357 39 13.701   
Total 547.907 42    
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Table D6  
Effect of Position of Respondent on Decision Utility of Selected Indicators 
Position Sum of 
Squares 
df Mean 
Square 
F Sig. 
SumInd1 
Between Groups 71.011 4 17.753 1.276 .293 
Within Groups 639.969 46 13.912   
Total 710.980 50    
SumInd4 
Between Groups 110.330 4 27.583 2.002 .111 
Within Groups 606.078 44 13.775   
Total 716.408 48    
SumInd7 
Between Groups 92.425 4 23.106 1.761 .153 
Within Groups 590.455 45 13.121   
Total 682.880 49    
SumInd9 
Between Groups 41.406 4 10.351 .777 .547 
Within Groups 506.501 38 13.329   
Total 547.907 42    
 
  
  140 
 
Table D7 
Effect of Size of Respondent’s Institution on Decision Utility of Selected Indicators 
Size of Respondent’s 
Institution 
Sum of 
Squares 
df 
Mean 
Square 
F Sig. 
SumInd1 
Between Groups 105.507 5 21.101 1.568 .188 
Within Groups 605.473 45 13.455   
Total 710.980 50    
SumInd2 
Between Groups 19.888 5 3.978 .217 .953 
Within Groups 787.663 43 18.318   
Total 807.551 48    
SumInd3 
Between Groups 128.808 5 25.762 1.746 .144 
Within Groups 649.192 44 14.754   
Total 778.000 49    
SumInd4 
Between Groups 86.102 5 17.220 1.175 .337 
Within Groups 630.306 43 14.658   
Total 716.408 48    
SumInd5 
Between Groups 26.495 5 5.299 .298 .912 
Within Groups 783.185 44 17.800   
Total 809.680 49    
SumInd6 
Between Groups 45.100 5 9.020 .639 .671 
Within Groups 550.100 39 14.105   
Total 595.200 44    
SumInd7 
Between Groups 42.815 5 8.563 .589 .709 
Within Groups 640.065 44 14.547   
Total 682.880 49    
SumInd8 
Between Groups 63.144 5 12.629 .720 .612 
Within Groups 771.836 44 17.542   
Total 834.980 49    
SumInd9 
Between Groups 36.562 5 7.312 .529 .753 
Within Groups 511.345 37 13.820   
Total 547.907 42    
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Table D8 
Effect of Public/Private Status of Respondent’s Institution on Decision Utility of Selected 
Indicators 
Public/Private Status 
Sum of 
Squares 
df 
Mean 
Square 
F Sig. 
SumInd1 
Between Groups 6.726 1 6.726 .468 .497 
Within Groups 704.255 49 14.373   
Total 710.980 50    
SumInd2 
Between Groups .112 1 .112 .006 .936 
Within Groups 807.439 47 17.180   
Total 807.551 48    
SumInd3 
Between Groups 3.977 1 3.977 .247 .622 
Within Groups 774.023 48 16.125   
Total 778.000 49    
SumInd4 
Between Groups 9.063 1 9.063 .602 .442 
Within Groups 707.345 47 15.050   
Total 716.408 48    
SumInd5 
Between Groups 9.398 1 9.398 .564 .456 
Within Groups 800.282 48 16.673   
Total 809.680 49    
SumInd6 
Between Groups 2.560 1 2.560 .186 .669 
Within Groups 592.640 43 13.782   
Total 595.200 44    
SumInd7 
Between Groups 1.273 1 1.273 .090 .766 
Within Groups 681.607 48 14.200   
Total 682.880 49    
SumInd8 
Between Groups .023 1 .023 .001 .971 
Within Groups 834.957 48 17.395   
Total 834.980 49    
SumInd9 
Between Groups 4.775 1 4.775 .360 .552 
Within Groups 543.132 41 13.247   
Total 547.907 42    
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Appendix E: Effect Size and Scheffe Test for Position of Respondent 
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Table E1 
Measures of Association for Position Effect Size 
 Eta Eta Squared 
SumInd1 * Position .316 .100 
SumInd2 * Position .452 .205 
SumInd3 * Position .544 .296 
SumInd4 * Position .392 .154 
SumInd5 * Position .496 .246 
SumInd6 * Position .597 .357 
SumInd7 * Position .368 .135 
SumInd8 * Position .562 .316 
SumInd9 * Position .275 .076 
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Table E2 
Multiple Comparisons Scheffe Test by Position 
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
SumInd1 
1 
2 .727 1.590 .995 -4.38 5.83 
3 2.057 1.733 .841 -3.50 7.62 
5 -.280 1.528 1.000 -5.18 4.62 
6 2.932 1.733 .586 -2.63 8.49 
2 
1 -.727 1.590 .995 -5.83 4.38 
3 1.330 1.733 .963 -4.23 6.89 
5 -1.007 1.528 .979 -5.91 3.90 
6 2.205 1.733 .804 -3.36 7.77 
3 
1 -2.057 1.733 .841 -7.62 3.50 
2 -1.330 1.733 .963 -6.89 4.23 
5 -2.337 1.676 .746 -7.71 3.04 
6 .875 1.865 .994 -5.11 6.86 
5 
1 .280 1.528 1.000 -4.62 5.18 
2 1.007 1.528 .979 -3.90 5.91 
3 2.337 1.676 .746 -3.04 7.71 
6 3.212 1.676 .462 -2.17 8.59 
6 
1 -2.932 1.733 .586 -8.49 2.63 
2 -2.205 1.733 .804 -7.77 3.36 
3 -.875 1.865 .994 -6.86 5.11 
5 -3.212 1.676 .462 -8.59 2.17 
SumInd2 1 
2 1.491 1.669 .937 -3.88 6.86 
3 .966 1.775 .990 -4.74 6.67 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
 
 
5 -1.140 1.565 .970 -6.17 3.89 
6 4.662 1.847 .193 -1.28 10.60 
2 
1 -1.491 1.669 .937 -6.86 3.88 
3 -.525 1.812 .999 -6.35 5.30 
5 -2.631 1.607 .616 -7.80 2.54 
6 3.171 1.883 .590 -2.88 9.22 
3 
1 -.966 1.775 .990 -6.67 4.74 
2 .525 1.812 .999 -5.30 6.35 
5 -2.106 1.717 .824 -7.62 3.41 
6 3.696 1.977 .487 -2.66 10.05 
5 
1 1.140 1.565 .970 -3.89 6.17 
2 2.631 1.607 .616 -2.54 7.80 
3 2.106 1.717 .824 -3.41 7.62 
6 5.802
*
 1.791 .047 .04 11.56 
6 
1 -4.662 1.847 .193 -10.60 1.28 
2 -3.171 1.883 .590 -9.22 2.88 
3 -3.696 1.977 .487 -10.05 2.66 
5 -5.802
*
 1.791 .047 -11.56 -.04 
SumInd3 
1 
2 -2.891 1.524 .473 -7.79 2.01 
3 .659 1.621 .997 -4.55 5.87 
5 -1.014 1.429 .972 -5.60 3.58 
6 4.034 1.621 .205 -1.17 9.24 
2 1 2.891 1.524 .473 -2.01 7.79 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
3 3.550 1.655 .345 -1.77 8.87 
5 1.877 1.468 .801 -2.84 6.59 
6 6.925
*
 1.655 .004 1.61 12.24 
3 
1 -.659 1.621 .997 -5.87 4.55 
2 -3.550 1.655 .345 -8.87 1.77 
5 -1.673 1.568 .886 -6.71 3.36 
6 3.375 1.745 .452 -2.23 8.98 
5 
1 1.014 1.429 .972 -3.58 5.60 
2 -1.877 1.468 .801 -6.59 2.84 
3 1.673 1.568 .886 -3.36 6.71 
6 5.048
*
 1.568 .049 .01 10.08 
6 
1 -4.034 1.621 .205 -9.24 1.17 
2 -6.925
*
 1.655 .004 -12.24 -1.61 
3 -3.375 1.745 .452 -8.98 2.23 
5 -5.048
*
 1.568 .049 -10.08 -.01 
SumInd4 
1 
2 1.218 1.622 .966 -3.99 6.43 
3 1.568 1.725 .933 -3.98 7.11 
5 .985 1.549 .982 -4.00 5.97 
6 4.693 1.725 .136 -.85 10.24 
2 
1 -1.218 1.622 .966 -6.43 3.99 
3 .350 1.760 1.000 -5.31 6.01 
5 -.233 1.589 1.000 -5.34 4.88 
6 3.475 1.760 .431 -2.18 9.13 
3 1 -1.568 1.725 .933 -7.11 3.98 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
2 -.350 1.760 1.000 -6.01 5.31 
5 -.583 1.694 .998 -6.03 4.86 
6 3.125 1.856 .590 -2.84 9.09 
5 
1 -.985 1.549 .982 -5.97 4.00 
2 .233 1.589 1.000 -4.88 5.34 
3 .583 1.694 .998 -4.86 6.03 
6 3.708 1.694 .325 -1.74 9.15 
6 
1 -4.693 1.725 .136 -10.24 .85 
2 -3.475 1.760 .431 -9.13 2.18 
3 -3.125 1.856 .590 -9.09 2.84 
5 -3.708 1.694 .325 -9.15 1.74 
SumInd5 
1 
2 .636 1.571 .997 -4.41 5.68 
3 .034 1.712 1.000 -5.46 5.53 
5 -.674 1.538 .995 -5.61 4.26 
6 5.284 1.712 .066 -.21 10.78 
2 
1 -.636 1.571 .997 -5.68 4.41 
3 -.602 1.712 .998 -6.10 4.90 
5 -1.311 1.538 .947 -6.25 3.63 
6 4.648 1.712 .137 -.85 10.15 
3 
1 -.034 1.712 1.000 -5.53 5.46 
2 .602 1.712 .998 -4.90 6.10 
5 -.708 1.682 .996 -6.11 4.69 
6 5.250 1.842 .106 -.67 11.17 
5 1 .674 1.538 .995 -4.26 5.61 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
2 1.311 1.538 .947 -3.63 6.25 
3 .708 1.682 .996 -4.69 6.11 
6 5.958
*
 1.682 .023 .56 11.36 
6 
1 -5.284 1.712 .066 -10.78 .21 
2 -4.648 1.712 .137 -10.15 .85 
3 -5.250 1.842 .106 -11.17 .67 
5 -5.958
*
 1.682 .023 -11.36 -.56 
SumInd6 
1 
2 -1.933 1.422 .763 -6.52 2.66 
3 .150 1.468 1.000 -4.59 4.89 
5 -1.433 1.325 .881 -5.71 2.84 
6 5.067 1.598 .057 -.09 10.23 
2 
1 1.933 1.422 .763 -2.66 6.52 
3 2.083 1.503 .750 -2.77 6.94 
5 .500 1.364 .998 -3.90 4.90 
6 7.000
*
 1.631 .004 1.74 12.26 
3 
1 -.150 1.468 1.000 -4.89 4.59 
2 -2.083 1.503 .750 -6.94 2.77 
5 -1.583 1.412 .867 -6.14 2.98 
6 4.917 1.671 .091 -.48 10.31 
5 
1 1.433 1.325 .881 -2.84 5.71 
2 -.500 1.364 .998 -4.90 3.90 
3 1.583 1.412 .867 -2.98 6.14 
6 6.500
*
 1.547 .005 1.51 11.49 
6 1 -5.067 1.598 .057 -10.23 .09 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
2 -7.000
*
 1.631 .004 -12.26 -1.74 
3 -4.917 1.671 .091 -10.31 .48 
5 -6.500
*
 1.547 .005 -11.49 -1.51 
SumInd7 
1 
2 .909 1.545 .986 -4.05 5.87 
3 1.489 1.683 .939 -3.92 6.89 
5 -.867 1.484 .987 -5.63 3.90 
6 3.364 1.751 .459 -2.26 8.99 
2 
1 -.909 1.545 .986 -5.87 4.05 
3 .580 1.683 .998 -4.83 5.99 
5 -1.776 1.484 .837 -6.54 2.99 
6 2.455 1.751 .742 -3.17 8.08 
3 
1 -1.489 1.683 .939 -6.89 3.92 
2 -.580 1.683 .998 -5.99 4.83 
5 -2.356 1.628 .719 -7.58 2.87 
6 1.875 1.875 .908 -4.15 7.90 
5 
1 .867 1.484 .987 -3.90 5.63 
2 1.776 1.484 .837 -2.99 6.54 
3 2.356 1.628 .719 -2.87 7.58 
6 4.231 1.698 .204 -1.22 9.68 
6 
1 -3.364 1.751 .459 -8.99 2.26 
2 -2.455 1.751 .742 -8.08 3.17 
3 -1.875 1.875 .908 -7.90 4.15 
5 -4.231 1.698 .204 -9.68 1.22 
SumInd8 1 2 -.273 1.519 1.000 -5.15 4.61 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
3 .727 1.656 .995 -4.59 6.04 
5 -1.023 1.487 .975 -5.80 3.75 
6 5.852
*
 1.656 .024 .53 11.17 
2 
1 .273 1.519 1.000 -4.61 5.15 
3 1.000 1.656 .985 -4.32 6.32 
5 -.750 1.487 .992 -5.53 4.03 
6 6.125
*
 1.656 .016 .81 11.44 
3 
1 -.727 1.656 .995 -6.04 4.59 
2 -1.000 1.656 .985 -6.32 4.32 
5 -1.750 1.626 .883 -6.97 3.47 
6 5.125 1.782 .101 -.60 10.85 
5 
1 1.023 1.487 .975 -3.75 5.80 
2 .750 1.487 .992 -4.03 5.53 
3 1.750 1.626 .883 -3.47 6.97 
6 6.875
*
 1.626 .004 1.65 12.10 
6 
1 -5.852
*
 1.656 .024 -11.17 -.53 
2 -6.125
*
 1.656 .016 -11.44 -.81 
3 -5.125 1.782 .101 -10.85 .60 
5 -6.875
*
 1.626 .004 -12.10 -1.65 
SumInd9 
1 
2 2.578 1.677 .672 -2.85 8.01 
3 2.278 1.774 .799 -3.46 8.02 
5 2.414 1.641 .706 -2.90 7.73 
6 1.578 2.036 .962 -5.01 8.17 
2 1 -2.578 1.677 .672 -8.01 2.85 
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Table E2. Continued.      
Dependent Variable (I) Position_Code (J) Position_Code 
Mean 
Difference  
(I-J) 
Std. Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
3 -.300 1.732 1.000 -5.91 5.31 
5 -.164 1.595 1.000 -5.33 5.00 
6 -1.000 2.000 .992 -7.47 5.47 
3 
1 -2.278 1.774 .799 -8.02 3.46 
2 .300 1.732 1.000 -5.31 5.91 
5 .136 1.696 1.000 -5.35 5.63 
6 -.700 2.081 .998 -7.44 6.04 
5 
1 -2.414 1.641 .706 -7.73 2.90 
2 .164 1.595 1.000 -5.00 5.33 
3 -.136 1.696 1.000 -5.63 5.35 
6 -.836 1.969 .996 -7.21 5.54 
6 
1 -1.578 2.036 .962 -8.17 5.01 
2 1.000 2.000 .992 -5.47 7.47 
3 .700 2.081 .998 -6.04 7.44 
5 .836 1.969 .996 -5.54 7.21 
*. The mean difference is significant at the 0.05 level. 
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