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ABSTRACT
In this paper we describe all subalgebras and automorphisms of simple noncommutative Jordan superalgebras K3(α, β, γ)
andDt(α, β, γ); and compute the derivations of the nontrivial simple finite-dimensional noncommutative Jordan superalgebras.
1. INTRODUCTION
The class of noncommutative Jordan algebras is vast: for example, it includes alternative algebras, Jordan algebras, quasi-
associative algebras, quadratic flexible algebras and anticommutative algebras. Schafer proved that a simple noncommutative
Jordan algebra is either a simple Jordan algebra, or a simple quasiassociative algebra, or a simple flexible algebra of degree
2 [29]. Oehmke proved the analog of Schafer’s classification for simple flexible algebras with strictly associative powers of and
of characteristic 6= 2, 3 [20], McCrimmon classified simple noncommutative Jordan algebras of degree > 2 and characteristic
6= 2 [18, 19], and Smith described such algebras of degree 2 [28]. The case of nodal simple algebras of positive characteristic
was considered in the papers of Kokoris [15, 16].
The case of simple finite-dimensional Jordan superalgebras over algebraically closed fields of characteristic 0 was studied by
Kac [13] and Kantor [14]. Racine and Zelmanov [25] classified the finite-dimensional Jordan superalgebras of characteristic 6= 2
with semisimple even part, the case when even part is not semisimple was considered by Martinez and Zelmanov in [17] and
Cantarini and Kac described all linearly compact simple Jordan superalgebras [2]. Simple noncommutative Jordan superalgebras
were described by Pozhidaev and Shestakov in [23,24]. Representations of simple noncommutative superalgebras were described
by Yu. Popov [22].
Nowadays, a great interest is shown in the study of nonassociative algebras and superalgebras with derivations; in particular,
Jordan algebras and superalgebras. For example, A. Popov determined the structure of differentiably simple Jordan algebras
[21]; Kaygorodov and Yu. Popov determined the structure of Jordan algebras admitting invertible Leibniz derivations [9, 10];
Kaygorodov, Lopatin and Yu. Popov determined the structure of Jordan algebras admitting derivations with invertible values [8];
Barreiro, Elduque and Martı´nez described the derivations of Cheng-Kac Jordan superalgebra [1]; Kaygorodov, Shestakov and
Zhelyabin studied generalized derivations of Jordan algebras and superalgebras [5–7,27,30]. Another interesting problem in the
study of Jordan algebras and superalgebras is a description of maximal subalgebras and automorphisms [3, 4].
In this paper we are studying simple noncommutative Jordan superalgebras constructed in some papers of Pozhidaev and
Shestakov. We describe all subalgebras and automorphisms of simple noncommutative Jordan superalgebras K3(α, β, γ) and
Dt(α, β, γ); and compute the derivations of the nontrivial simple finite-dimensional noncommutative Jordan superalgebras.
2. PRELIMINARIES
Let U = U0¯ + U1¯ be a superalgebra, (−1)xy = (−1)p(x)p(y), where p(x) is the parity of x, (p(x) = i, if x ∈ Ui¯). In what
follows, if the parity of an element arises in a formula, this element is assumed to be homogeneous. By Lx, Rx we denote the
operators of left and right multiplication by x ∈ U :
yLx = (−1)xyxy, yRx = yx; [x, y] = xy − (−1)xyyx, x • y = xy + (−1)xyyx.
1 The results from the third section of the paper (Theorems 5-8) were obtained by the second author with financial support by RFBR No. 16-31-60111
(mol a dk). The results from the 4 and 5 sections (Theorems 9-12) were obtained by the first and the third authors with financial support by CNPq No
300603/2016-9; RFBR 17-01-00258 and the Presidents Programme Support of Young Russian Scientists (grant MK-1378.2017.1).
2A commutative superalgebra J is called Jordan superalgebra if it satifies the following identity:
(1) RaRbRc + (−1)a,b,cRcRbRa + (−1)bcR(ac)b = RaRbc + (−1)a,b,cRcRab + (−1)abRbRac.
A superalgebra U is called a noncommutative Jordan superalgebra if it satisfies the following operator identities:
(2) [Rx◦y, Lz] + (−1)x(y+z)[Ry◦z, Lx] + (−1)z(x+y)[Rz◦x, Ly]
(3) [Rx, Ly] = [Lx, Ry].
The second operator identity defines the class of flexible superalgebras. If we assume that all elements are even we arrive at the
notion of a noncommutative Jordan algebra.
A homogeneous linear mapping d of U is called a derivation of U , if it satisfies the following relation:
(4) (xy)d = (−1)dyxd · y + x · yd.
A binary linear operation {, } is called a generic Poisson bracket [11] on a superalgebra (A, ·) if for arbitrary homogeneous
a, b, c ∈ A we have
(5) {a · b, c} = (−1)bc{a, c} · b+ a · {b, c}.
We notice that there is a one-to-one correspondence between noncommutative Jordan superalgebras and superanticommutative
Poisson brackets on adjoint Jordan superalgebras:
Lemma 1. [24] Let (J, •) be a Jordan superalgebra and [, ] be a superanticommutative Poisson bracket on J. Then the operation
ab = 12 (a • b + [a, b]) turns J into a noncommutative Jordan superalgebra. Conversely, if U is a noncommutative Jordan
superalgebra, then the supercommutator [, ] is a Poisson bracket on a Jordan superalgebra U (+). Moreover, the multiplication
in U can be recovered by the Jordan multiplication in U (+) and the Poisson bracket [, ] : ab = 12 (a • b+ [a, b]).
We provide examples of noncommutative Jordan superalgebras given in [23, 24]:
2.1. The superalgebra K3(α, β, γ). The superalgebra K3(α, β, γ) = U0¯ ⊕ U1¯, U0¯ = 〈e〉, U1¯ = 〈z, w〉 is defined by the
following multiplication table:
e z w
e e αz + βw γz + (1 − α)w
z (1− α)z − βw −2βe 2αe
w αw − γz −2(1− α)e 2γe
The superalgebra K3(α, β, γ)
(+) is isomorphic to the simple nonunital Jordan superalgebra K3 = K3(
1
2 , 0, 0). In [22] was
proved the following result:
Lemma 2. If F is a field which allows square root extraction, then for α, β, γ ∈ F, K3(α, β, γ) is isomorphic either to
K3(λ, 0, 0) = K3(λ) for some λ ∈ F, or toK3(12 , 12 , 0) = K
1/2
3 .
2.2. The superalgebra Dt(α, β, γ). Take α, β, γ, t ∈ F. We define the superalgebra U = Dt(α, β, γ) = U0¯ ⊕ U1¯, U0¯ =
〈e1, e2〉, U1¯ = 〈x, y〉 is defined by the following multiplication table:
e1 e2 x y
e1 e1 0 αx+ βy γx+ (1− α)y
e2 0 e2 (1− α)x − βy −γx+ αy
x (1− α)x − βy αx+ βy −2β(e1 − te2) 2(αe1 + (1− α)te2)
y −γx+ αy γx+ (1 − α)y −2((1− α)e1 + αte2) 2γ(e1 − te2)
3Putting t = −1, we obtain the superlagebraM1,1(α, β, γ), and putting t = −2, we obtain the superalgebra osp(1, 2)(α, β, γ)
(see [24]). The superalgebra Dt(α, β, γ)
(+) is isomorphic to the Jordan superalgebra Dt = Dt(
1
2 ). One can easily see that
nonsimple noncommutative Jordan superalgebraD0(α, β, γ) is a unital hull ofK3(α, β, γ).
In [22] was proved the following result:
Lemma 3. If F is a field which allows square root extraction, then for α, β, γ ∈ F, Dt(α, β, γ) is isomorphic either to
Dt(λ, 0, 0) = Dt(λ) for some λ ∈ F, or toDt(12 , 12 , 0) = D
1/2
t .
2.3. The superalgebraU(V, f, ⋆). Let V = V0⊕V1 be a vector superspace over F, and let f be a supersymmetric nondegenerate
bilinear form on V. Also let ⋆ be a superanticommutative multiplication on V such that f(x ⋆ y, z) = f(x, y ⋆ z). Then we can
define a multiplication on U = F⊕ V in the following way:
(α + x)(β + y) = (αβ + f(x, y)) + (αy + βx + x ⋆ y),
and the resulting superalgebra is denoted U(V, f, ⋆).
The superalgebra U(V, f, ⋆)(+) is isomorphic to the simple Jordan superalgebra J(V, f) of nondegenerate supersymmetric
bilinear form. Also note that J(V, f) = U(V, f, 0).
2.4. The superalgebra J(Γn, A). Let Γ be the Grassmann superalgebra in generators 1, xi, i ∈ I, where I can be empty, and
Γn be the Grassmann superalgebra in generators 1, x1, . . . , xn.
We define the new operation {, } on Γ (the Poisson-Grassmann bracket) by defining for f, g ∈ Γ0¯ ∪ Γ1¯
(6) {f, g} = (−1)f
∞∑
j=1
∂f
∂xj
∂g
∂xj
,
where
∂
∂xj
(xi1xi2 . . . xin) =
{
(−1)k−1xi1xi2 . . . xik−1xik+1 . . . xin , if j = ik,
0, if j /∈ i1, i2, . . . , in.
Let Γ¯ be the isomorphic copy of Γ with the isomorphism mapping x → x¯. We define the structure of a Jordan superalgebra on
J(Γ) = Γ⊕ Γ¯, by setting J(Γ)0¯ = Γ0¯ + Γ¯1¯, J(Γ)1¯ = Γ1¯ + Γ¯0¯ and defining multiplication by the rule
a · b = ab, a¯ · b = (−1)bab, a · b¯ = ab, a¯ · b¯ = (−1)b{a, b},
where a, b ∈ Γ0¯ ∪ Γ1¯ and ab is their product in Γ. By J(Γn) we will denote the subalgebra Γn + Γ¯n of J(Γ).
If Γn is considered as a Poisson superalgebra, then it is easily seen that J(Γn) is the Kantor double of Γn. Kantor doubles
and their derivations were studied in many works, such as [14, 26, 30], and many others. Let A ∈ (Γn)0¯. Define a superanticom-
mutative binary bilinear operation {, } on J(Γn) by the rule
{a¯, b¯} = (−1)babA,
and zero otherwise. One can check that this operation is a Poisson bracket on J(Γn). On the underlying vector space of J(Γn)
we define a binary operation
ab = a · b+ {a, b}
The resulting superalgebra will be denoted by J(Γn, A).
It is easy to see that J(Γn, A)
(+) = J(Γn) = J(Γn, 0).
2.5. The superalgebra Γn(D). Let D = {di, i = 1, . . . , n} be a set of odd derivations of Grassmann superalgebra (Γn, ·)
satisfying the condition xidj = xjdi = aij ∈ (Γn)0¯, i, j = 1, . . . , n, such that Γn is differentiably simple with respect toD.We
define a Poisson bracket on Γn by the rule [xi, xj ] = xidj .
On the vector space of Γn we define a new multiplication by ab = a · b + [a, b]. The resulting noncommutative Jordan
superalgebra is denoted by Γn(D).
By construction, the superalgebra Γn(D)
(+) is isomorphic to the Grassmann superalgebra Γn.
Pozhidaev and Shestakov described all simple central noncommutative Jordan superalgebras:
4Theorem 4. [24] Let U be a simple noncommutative central Jordan superalgebra over a field F of characteristic zero. Suppose
that U is neither supercommutative nor quasiassociative. Then one of the following holds:
• U ∼= K3(α, β, γ), M1,1(F )q, osp(1, 2)q, J(Γn, A), Γn(D);
or there exists an extension P of F of degree≤ 2 such that U ⊗F P is isomorphic as a P -superalgebra to one of the following
ones:
• Dt(α), U(V, f, ⋆).
3. SUBALGEBRAS OF K3(α, β, γ) AND Dt(α, β, γ)
3.1. Subalgebras of K3(α). The study of subalgebras of the superalgebraK3(α) has 2 parts. We are considering 1-dimensional
and 2-dimensional subalgebras. The result of this subsection is the following
Theorem 5. LetM be a subalgebra ofK3(α), then
(1) if dim(M) = 1 and α = 12 thenM is generated by one of the following vectors γ1e+ γ2z+ γ3w, where γ1, γ2, γ3 ∈ F;
(2) if dim(M) = 1 and α 6= 12 then M is generated by one of the following vectors γ1e + γ2z or γ1e + γ2w, where
γ1, γ2 ∈ F;
(3) if dim(M) = 2 and α = 12 then M is generated by one of the following pairs of vectors e and γ1z + γ2w, where
γ1, γ2 ∈ F;
(4) if dim(M) = 2 and α 6= 12 thenM is generated by one of the following pairs of vectors e and z or e and w.
The proof of the Theorem 5 is based on the following subsections 3.1.1 and 3.1.2.
3.1.1. 1-dimensional subalgebras. Let M be an 1-dimensional subalgebra of K3(α), then M is generated by the following
vector w1 = x1e+ x2z + x3w, for some x1, x2, x3 ∈ F. Now,
w21 = x
2
1e+ x1x2z + x1x3w + (4α− 2)x2x3e
and for an element k ∈ F we have
x1x2 = kx2, x1x3 = kx3, x
2
1 + (4α− 2)x2x3 = kx1.
It is easy to see, that if α = 12 , then w
2
1 = kw1 and for any vector w1 we have 1-dimensional subalgebra.
Now, if α 6= 12 , then
• if x2 6= 0, then x1 = k, x3 = 0 andM is generated by some element x1e+ x2z;
• if x2 = 0, then x21 = kx1 andM is generated by some element x1e+ x3w.
3.1.2. 2-dimensional subalgebras. LetM be a 2-dimensional subalgebra ofK3(α), thenM is generated by the following vectors
w1 = x1e+x2z+x3w andw2 = y1e+y2z+y3w. It is easy to see, that we can supposew1 = e+x2z+x3w andw2 = y2z+y3w.
Here, we have two separate cases.
I. If x2z + x3w and y2z + y3w are linearly dependent, we have that M is generated by e and x2z + x3w. Now, ew2 =
αy2z + (1− α)y3w ∈M and if y2 6= 0, y3 6= 0 and α 6= 12 , then dim(M) = 3.
On the other hand,
• if α = 12 , then e and x2z + x3w are generating a 2-dimensional subalgebra.
• if y2 = 0, thenM is generated by e and w;
• if y3 = 0, thenM is generated by e and z.
II. If x2z + x3w and y2z + y3w are linearly independent, we have w
2
2 = y2y3(4α− 2)e ∈M.
If α = 12 , then w1w2 =
1
2w2 + (x2y2 − x3y3)e ∈M and e ∈M. It is follows, that dim(M) = 3.
If α 6= 12 , then we have three opportunities: y2 = 0, y3 = 0 or e ∈M.
• If y2 = 0, we have that w ∈M and e + x2z ∈M. It is
(e+ x2z)w + w(e + x2z) = w + (4α− 2)x2e ∈M
and dim(M) = 3.
5• If y3 = 0 or e ∈M by some similar way we have that dim(M) = 3.
3.2. Subalgebras of K
1/2
3 . The study of subalgebras of the superalgebraK
1/2
3 has 2 parts. We are considering 1-dimensional
and 2-dimensional subalgebras. The result of this subsection is the following
Theorem 6. LetM be a subalgebra ofK
1/2
3 , then
(1) if dim(M) = 1, thenM is generated by the following vector γ1e + γ2w, where γ1, γ2 ∈ F;
(2) if dim(M) = 2, thenM is generated by the following vectors e and w.
The proof of the Theorem 6 is based on the following subsections 3.2.1 and 3.2.2.
3.2.1. 1-dimensional subalgebras. LetM be an 1-dimensional subalgebra ofK
1/2
3 , thenM is generated by the following vector
w1 = x1e+ x2z + x3w. Now, w
2
1 = x
2
1e+ x1x2z + x1x3w − x22e and for an element k ∈ F we have
kx1 = x
2
1 − x22, kx2 = x1x2, kx3 = x1x3.
• If x2 6= 0, then x1 = k and x2 = 0.
• If x2 = 0, then x21 = kx1 andM is generated by x1e+ x3w.
3.2.2. 2-dimensional subalgebras. LetM be a 2-dimensional subalgebra ofK
1/2
3 , thenM is generated by the following vectors
w1 = x1e + x2z + x3w and w2 = y1e + y2z + y3w. It is easy to see, that we can suppose that w1 = e + x2z + x3w and
w2 = y2z + y3w.
I. If x2z + x3w and y2z + y3w are linearly dependent, we have that e ∈ M and 2ew2 = w2 + y2w ∈ M. Now, M is
generated by e and w.
II. If x2z + x3w and y2z + y3w are linearly independent, we have that w
2
2 = −y22e ∈ M. Here, it is true that e ∈ M or
y2 = 0, w ∈M, and (w1 − x3w)w − 12w = x2e ∈M. In both cases, we have e ∈M and dim(M) = 3.
3.3. Subalgebras of Dt(α). The study of subalgebras of the superalgebraDt(α) has 3 parts. We are considering 1-dimensional,
2-dimensional and 3-dimensional subalgebras. The result of this subsection is the following
Theorem 7. LetM be a non-trivial subalgebra ofDt(α), then
(1) if dim(M) = 1 and α 6= 12 , t 6= −1, thenM is generated by one of the following vectors e1+e2, γ1ei+γ2x, γ1ei+γ2y,
where i = 1, 2, and γ1, γ2 ∈ F;
(2) if dim(M) = 1 and α = 12 , thenM is generated by one of the following vectors e1 + e2, γ1x + γ2y, e1 + γ1x + γ2y,
or e2 + γ1y + γ2y, where γ1, γ2 ∈ F;
(3) if dim(M) = 1 and α 6= 12 , t = −1, thenM is generated by one of the following vectors e1+e2, γ1ei+γ2x, γ1ei+γ2y,
where γi ∈ F, i = 1, 2 or γ1e1 + γ2e2 + γ3x+ γ1γ2γ3(4α−2)y, where γi ∈ F∗, i = 1, 2, 3;
(4) if dim(M) = 2 and α 6= 12 , t 6= −1, then M is generated by one of the following pairs of vectors (e1, e2), (ei, x),
(ei, y), (e1 + e2, x), (e1 + e2, y), (e1 + γx, e2 − γx), or (e1 + γy, e2 − γy), where γ ∈ F;
(5) if dim(M) = 2 and α = 12 , t 6= −1, then M is generated by one of the following pairs of vectors (e1, e2), (ei, x),
(ei, y), (e1 + e2, x), (e1 + e2, y), or (e1 + γ1x+ γ2y, e2 − γ1x− γ2y) where γ1, γ2 ∈ F;
(6) if dim(M) = 2 and α 6= 12 , t = −1, then M is generated by one by of the following pairs of vectors (e1, e2), (ei, x),
(ei, y), (e1 + γ1y, e2 − γ1y), (e1 + γ1x, e2 − γ1x), or (e1 + e2, γ1x+ γ2y), where γi ∈ F, i = 1, 2;
(7) if dim(M) = 3 and α 6= 12 thenM is generated one of the following set of vectors (e1, e2, x) or (e1, e2, y);
(8) if dim(M) = 3 and α = 12 , t 6= 1 then M is generated one of the following set of vectors (e1, e2, γ1x + γ2y), where
γ1, γ2 ∈ F;
(9) if dim(M) = 3 and α = 12 , t = 1 thenM is generated one of the following set of vectors (e1 + e2, γ1e2 + x, γ2e2 + y)
or (e1, e2, γ1x+ γ2y), where γ1, γ2 ∈ F.
The proof of the Theorem 7 is based on the following subsections 3.3.1, 3.3.2 and 3.3.3.
63.3.1. 1-dimensional subalgebras. Let M be an 1-dimensional subalgebra of Dt(α), then M is generated by the following
vector w1 = x1e1 + x2e2 + x3x+ x4y. Now,
w21 = x
2
1e1 + x
2
2e2 + x1x3x+ x1x4y + x2x3x+ x2x4y + x3x4((4α− 2)e1 + (2 − 4α)te2) ∈M.
It is easy to see that there is some element k ∈ F, such that
(x1 + x2)x3 = kx3, x
2
1 + x3x4(4α− 2) = kx1,
(x1 + x2)x4 = kx4, x
2
2 + x3x4(2− 4α)t = kx2.
Obviously, that if x3 = x4 = 0, we have three 1-dimensional subalgebras. They are subalgebras generated by e1, e2 and
e1 + e2.
If x3x4 = 0 and x3 6= x4, then k = x1 + x2 and x1x2 = 0. Here we have 4 opportunities:
x1 = x3 = 0, x2 = x3 = 0, x1 = x4 = 0 and x2 = x4 = 0.
From the first, we have (x2e2 + x4y)
2 = x2(x2e2 + x4y) and we have that x2e2 + x4y generates an 1-dimensional subalgebra.
From other cases, we have that x1e1 + x4y, x2e2 + x3x and x1e1 + x3x are generating 1-dimensional subalgebras.
On the other hand, if x3x4 6= 0, then k = x1 + x2 and
x3x4(4α− 2) = x1x2 = x3x4(2 − 4α)t.
Here, if α = 12 we have x1x2 = 0 and M is one of subalgebras generated by e1 + x3x + x4y or e2 + x3x + x4y. If α 6=
1
2 , it is follows that t = −1 and we can see that the superalgebra D−1(α) has an 1-dimensional subalgebra generated by
x1e1 + x2e2 + x3x+
x1x2
x3(4α−2)
y, where x1, x2, x3 6= 0.
3.3.2. 2-dimensional subalgebras. LetM be a 2-dimensional subalgebra ofDt(α), thenM is generated by the following linear
independent vectors α1e1 + β1e2 + γ1x+ δ1y and α2e1 + β2e2 + γ2x+ δ2y.
I. If α1e1 + β1e2 and α2e1 + β2e2 are linear dependent, we can suppose that w1 = α1e1 + β1e2 + γ1x + δ1y and
w2 = γ2x+ δ2y are inM. It is easy to see, that w
2
2 = γ2δ2(4α− 2)(e1 − te2) ∈M.
• In the first, let γ2 = 0 and y ∈M, then yw1 + w1y = (α1 + β1)y + γ1(4α− 2)(e1 − te2) ∈M.
Here, if γ1 = 0, thenM is 2-generated if only if the element α1e1 + β1e2 generates an 1-dimensional subalgebra.
It is one of the following cases α1 = 0, β1 = 0 or α1 = β1 = 1. In all these three cases, we have examples of
2-generated subalgebras. It is one the following subalgebras generated by (e1, y), (e2, y) or (e1 + e2, y).
If γ1 6= 0 and α 6= 12 , then e1 − te2 ∈ M and e1 + t2e2 ∈ M. If t 6= −1, then e1, e2 ∈ M. On the other hand, if
t = −1 we have that e1 + e2 ∈M andM is generated by e1 + e2 and y.
If γ1 6= 0 and α = 12 , then (w1 − δ1y)2 = α21e1 + β21e2 + (α1 + β1)γ1x ∈ M and for an element k ∈ F it is
true α21e1 + β
2
1e2 + (α1 + β1)γ1x = k(α1e1 + β1e2 + γ1x). It is follows, that α1 + β1 = k and theare are three
opportunities: α1 = k, β1 = 0, or α1 = 0, β1 = k, or α1 = β1 = 0. But every this opportunity gives a subalgebra
with the dimension > 2.
• In the second, let δ2 = 0 and x ∈ M, then by some similar way, it is easy to see that M is generated by
(e1, x), (e2, x) or (e1 + e2, x).
• In the third, let e1 − te2 ∈ M, then e1 + t2e2 ∈ M. If t 6= −1, then M is generated by e1 and e2. On the other
hand, if t = −1 we have e1 + e2 ∈ M andM is generated by e1 + e2 and γ1x + δ1y, where one or two elements
γ1, δ1 is not equals to 0.
II. If α1e1 + β1e2 and α2e1 + β2e2 are linear independent, then we can suppose that w1 = e1 + γ1x + δ1y and w2 =
e2 + γ2x+ δ2y are inM. It is easy to see, that w
2
i = wi + γiδi(4α− 2)(e1 − te2) ∈M.
• Suppose that α = 12 .Here, fromw1w2 = 12 (γ1+γ2)x+ 12 (δ1+δ2)y ∈M, it is easy to see that γ1+γ2 = δ1+δ2 = 0.
Now we have one family of 2-dimensional subalgebras ofDt(
1
2 ), generated by e1+ γ1x+ δ1y and e2− γ1x− δ1y.
• Suppose that α 6= 12 .
⋆ In the first, if γ1 = γ2 = 0, then w1w2 + w2w1 = (δ1 + δ2)y ∈M.
Here, if δ1 + δ2 = 0, thenM is generated by e1 + δ1y and e2 − δ1y.
If δ1 + δ2 6= 0, then e1, e2, y ∈M andM is not 2-generated.
7⋆ In the second, if γ1 = δ1 = 0, thenw1w2+w2w1 = γ1δ1(4α−2)(e1−te2) ∈M. Ifw1w2+w2w1 6= 0, then
w1w2 + w2w1, w1, w2 are linear independent and from here γ1δ1 = 0. It is easy to see, thatM is generated
by e1 and e2.
⋆ From the third and 4th cases, by some similar way, we can obtain one new family of 2-dimensional subalge-
bras, generated by (e1 + γ1x, e2 − γ1x).
3.3.3. 3-dimensional subalgebras. LetM be a 2-dimensional subalgebra ofDt(α), thenM is generated by the following linear
independent vectors αie1 + βie2 + γix+ δiy, where i = 1, 2, 3. Here we have two opportunities:
I. If the vector space generated by vectors γix + δiy, for i = 1, 2, 3 has dimension 2, then we can suppose that w1 =
α1e1+β1e2+x, w2 = α2e1+β2e2+y andw3 = α3e1+β3e2 are inM. It is easy to see, that w
2
3 = α
2
3e1+β
2
3e2 ∈M.
If w23 and w3 are linearly independent, then e1, e2 ∈ M and dim(M) = 4. On the other hand, we can consider w3 as
e1, e2 or e1 + e2.
• From the first, it is easy to see that we can considerw1 andw2 as β1e2+x and β2e2+y.Now, e1(β1e2+x), (β2e2+
y)e1 ∈M and e1, x, y, xy ∈M,dim(M) = 4.
• From the second, we have a similar result.
• From the third opportunity, we have e1 + e2 ∈M and we can consider w1 and w2 as β1e2 + x and β2e2 + y. Here,
(β2x− β1y)2 = β1β2(4α− 2)(e1 − te2) ∈M.
⋆ α = 12 , then (β1e2+x)(β2e2+ y) ∈M and t = 1. The subalgebra generated by e1+ e2, β1e2+x, β2e2+ y
is a 3-dimensional subalgebra ofD1(α).
⋆ If β1 = 0 or β2 = 0, then xy, yx ∈M and α = (1− α)t, 1− α = αt. It is follow that α = αt2 and t = ±1,
α = 12 and we have the first case.
⋆ t = −1, then (β1e2+x)(β2e2+ y), (β2e2+ y)(β1e2+ x) ∈M and β1β2(1− 2α)+ 2 = 0, β1β2(1− 2(1−
α)) + 2 = 0. There are no elements β1, β2, α which satisfying this condition.
II. If the vector space generated by vectors γix + δiy, for i = 1, 2, 3 has dimension 1, then we can suppose that w1 =
α1e1 + β1e2 + γ1x + δ1y, w2 = α2e1 + β2e2 and w3 = α3e1 + β3e2 are in M. Obviously, w2 and w3 are linearly
independent and e1, e2 ∈M. Now, γ1x+ δ1y ∈M and e1(γ1x+ δ1y), (γ1x+ δ1y)e1 are linearly dependent. Now, for
M we have only two opportunities:
• α 6= 12 andM is generated by (e1, e2, x) or (e1, e2, y).
• α = 12 andM is generated by (e1, e2, γ1x+ δ1y).
3.4. Subalgebras of D
1/2
t . The study of subalgebras of the superalgebraD
1/2
t has 3 parts. We are considering 1-dimensional,
2-dimensional and 3-dimensional subalgebras. The result of this subsection is the following
Theorem 8. LetM be a non-trivial subalgebra ofD
1/2
t , then
(1) if dim(M) = 1 and t 6= −1, thenM is generated by one of the following vectors e1 + e2, γ1e1 + γ2y or γ1e2 + γ2y,
where γi ∈ F;
(2) if dim(M) = 1 and t = −1, thenM is generated by e1 + e2, or γ1e1 + γ2e2 +√−γ1γ2x+ γ3y, where γi ∈ F;
(3) if dim(M) = 2 and t 6= −1, then M is generated by one of the following pairs of vectors (ei, y), i = 1, 2, or (e1 +
γy, e2 − γy), where γ ∈ F;
(4) if dim(M) = 2 and t = −1, thenM is generated by one of the following pairs of vectors (ei, y), i = 1, 2, (e1+γy, e2−
γy), or (e1 + e2, γ1x+ γ2y), where γ1, γ2 ∈ F;
(5) if dim(M) = 3 and t 6= −1, thenM is generated of (e1, e2, y);
(6) if dim(M) = 3 and t = −1, then M is generated one of the following sets of vectors (e1, e2, y) or (e1 + e2, γe2 +
x,±2ie2 + y), where γ ∈ F.
The proof of the Theorem 8 is based on the following subsections 3.4.1, 3.4.2 and 3.4.3.
3.4.1. 1-dimensional subalgebras. Let M be an 1-dimensional subalgebra, then M is generated by the following vector w1 =
α1e1 + α2e2 + α3x+ α4y and there is some element k ∈ F, such that
kw1 = w
2
1 = α
2
1e1 + α
2
2e2 + α1α3x+ α1α4y + α2α3x+ α2α4y − α23(e1 − te2).
8Here,
kα1 = α
2
1 − α23, kα2 = α22 + tα23, kα3 = (α1 + α2)α3, kα4 = (α1 + α2)α4.
If x3 = x4 = 0, there are three 1-dimensional subalgebras generated by e1, e2, or e1 + e2.
If x3 6= 0 or x4 6= 0, then k = α1 + α2 and t = −1 or α3 = α1α2 = 0.
• In the first opportunity, we have thatM is generated by α1e1 + α2e2 +
√−α1α2x+ α4y.
• In the second opportunity, we have thatM is generated by one of the following vectors α1e1 + α4y or α2e2 + α4y.
3.4.2. 2-dimensional subalgebras. LetM be a 2-dimensional subalgebra, thenM is generated by the following linear indepen-
dent vectors wi = αie1 + βie2 + γix+ δiy, i = 1, 2. Then
I. If αie1 + βie2, i = 1, 2 are linear dependent, we can consider w1 and w2 as α1e1 + β1e2 + γ1x + δ1y and γ2x+ δ2y.
Now, it is easy to see, that w22 = −γ22(e1 − te2) ∈M. Here, if γ2 6= 0, then t = −1 andM is generated by e1 + e2 and
γ2x+ δ2y. On the other hand, γ2 = 0, and we have y ∈M and w1y − yw1 = 2γ1(e1 + te2) ∈M. Obvioulsy,
• if γ1 = 0, then α1e1 + α2e2, y ∈ M and M is generated by one of the following pairs of vectors (e1 +
e2, y), (ei, y), i = 1, 2.
• If γ1 6= 0, then e1 + te2, x, y ∈M and dim(M) > 2.
II. If αie1 + βie2, i = 1, 2 are linear independent, we can consider w1 and w2 as e1
+ γ1x+ δ1y and e2 + γ2x+ δ2y. Now, it is easy to see, that w
2
i = wi − γ2i (e1 − te2), i = 1, 2.
• If γi = 0 (i = 1, 2), then w1w2 = 12 (δ1 + δ2)y ∈ M and δ1 + δ2 = 0. Here, M is generated by e1 + δ1y and
e2 − δ1y.
• If γ1 6= 0 or γ2 6= 0, then e1−te2 ∈M and e1+t2e2 ∈M. It is follows that t = −1, e1+e2 ∈M or dim(M) > 2.
If t = −1, thenM is generated by e1 + e2 and γ1x+ δ1y.
3.4.3. 3-dimensional subalgebras. LetM be a 3-dimensional subalgebra, thenM is generated by the following linear indepen-
dent vectors wi = αie1 + βie2 + γix+ δiy, i = 1, 2, 3. Then
I. If γix+ δiy, i = 1, 2, 3 are generating a subspace of dimension 2, then we can consider w1 = α1e1 + β1e2 + x,w2 =
α2e1 + β2e2 + y, w3 = α3e1 + β3e2.
• If w23 and w3 are linear independent, then dim(M) = 4.
• If w23 and w3 are linear dependent, then w3 can be considered as e1, e2 or e1 + e2.
⋆ If w3 = e1, then e1(β1e2 + x) and (β2e2 + x)e1 are linearly independent and dim(M) = 4.
⋆ If w3 = e2, then also dim(M) = 4.
⋆ If w3 = e1 + e2, then we can consider w1 = β1e2 + x and w2 = β2e2 + y, then w
2
1 − β1w1 and e1 + e2
are linearly dependent and t = −1. Also, note that 2w1w2 = β1w2 + β2w1 + 2e1 + (−2− β22)e2 ∈M and
β2 = ±2i. It is easy to see, thatM is generated by e1 + e2, β1e2 + x and ±2ie2 + y.
II. If γix+ δiy, i = 1, 2, 3 are generating a subspace of dimension 1, then we can considerw1 = γ1x+ δ1y, w2 = e1, w3 =
e2. It is easy to see that e1w1 and e2w2 are linearly dependent and γ1 = 0 andM is generated by e1, e2, and y.
4. AUTOMORPHISMS OF K3(α, β, γ) AND Dt(α, β, γ)
The main idea of the description of automorhisms is following: if e2 = e and x2 = 0, then for any automorphism φ we
have φ(e)2 = φ(e) and φ(x)2 = 0. From the classification of 1-dimensional subalgebras ofK3(α, β, γ) andDt(α, β, γ) we can
obtain images of elements with this property. Also note that every automorphism of the algebra A is an automorphism of the
algebra A(+).
4.1. Automorphisms of K3(α). Let φ be an automorphism of K3(α) and φ(x) = φx,zz + φx,ww, where x ∈ {z, w}. Then,
from the Theorem 5 we have the following two opportunities:
I. α 6= 12 and φ(e) = e + kz + lw, φ(z) = φz,zz, φ(w) = φw,ww. Then
2φ(e) = φ(zw − wz) = 2φz,zφw,we.
In the end, it is easy to verify that the linear mapping φ defined as
φ(e) = e, φ(z) = γz, φ(w) = γ−1w, where γ ∈ F(7)
9is an automorphism.
II. α = 12 and φ(e) = e + kz + lw. Then,
e+ kz + lw = φ(e) = φ(z)φ(w) = (φz,zφw,w − φz,wφw,z)e
and φ(e) = e. In the end, it is easy to verify that the linear mapping φ defined as
φ(e) = e, φ(z) = γ1z + γ2w, φ(w) = γ3z + γ4w, where γi ∈ F and γ1γ4 − γ2γ3 = 1.(8)
is an automorphism.
4.2. Automorphisms of K
1/2
3 . Let φ be an automorphism of K
1/2
3 . Then it is easy to see, that φ(e) = e + x3w and φ(z) =
φz,zz + φz,ww, φ(w) = φw,ww. Now, it is easy to see, that φ(e) = −φ(z)φ(z) = φ2z,ze and φ(e) = e. Also, from φ(e) =
φ(zw) = φz,zφw,we we obtain that φz,z = φw,w.
In the end, we can verify that the linear mapping
φ(e) = e, φ(z) = ±z + kw, φ(w) = ±w.(9)
gives an automorphism for every element k ∈ F.
4.3. Automorphisms of Dt(α). Let φ be an automorphism ofDt(α). Then it is easy to see, that
φ(e1) = e1 + γx+ δy and φ(e2) = e2 − γx− δy.
Then, from the Theorem 7 we have the following two opportunities:
I. α 6= 12 and φ(x) = φx,xx and φ(y) = φy,yy. Now,
2αφ(e1) + (1− α)tφ(e2) = φ(xy) = φx,xφy,y(αe1 + (1− α)te2)
and φx,x = φ
−1
y,y and γ = δ = 0. In the end, it is easy to verify that the linear mapping φ defined as
φ(e1) = e1, φ(e2) = e2, φ(x) = γx, φ(y) = γ
−1y(10)
is an automorphism.
II. α = 12 and φ(x) = γ1x+ γ2y, φ(y) = γ3x+ γ4y. Now,
φ(e1 + te2) = φ(xy) = (γ1γ4 − γ2γ3)(e1 + te2)
and γ1γ4 − γ2γ3 = 1 and γ = δ = 0. In the end, it is easy to verify that the linear mapping φ defined as
φ(e1) = e1, φ(e2) = e2, φ(x) = γ1x+ γ2y, φ(y) = γ3x+ γ4y, where γ1γ4 − γ2γ3 = 1(11)
is an automorphism.
4.4. Automorphisms of D
1/2
t . Let φ be an automorphism ofD
1/2
t . Then it is easy to see, that
φ(ei) = ei, φ(x) = φx,xx+ φx,yy, φ(y) = φy,yy.
It is easy to see, that φ(x+ y) = 2φ(e1x) = φx,xx+ φx,xy + φx,yy and φx,x = φy,y. Obviously,
e1 + te2 = φ(e1 + te2) = φ(x)φ(y) = φ
2
x,x(e1 + te2)
and φx,x = φy,y = ±1. In the end, we can verify that every linear mapping defined as
φ(e1) = e1, φ(e2) = e2, φ(x) = ±x+ γy, φ(y) = ±y(12)
is an automorphism.
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5. DERIVATIONS OF THE SIMPLE NONCOMMUTATIVE JORDAN SUPERALGEBRAS
Our basic principle of determining the derivations of a simple noncommutative Jordan superalgebraU is the following. Firstly,
we compute the superalgebra of derivations of the symmetrized superalgebra U (+), which structure was specified earlier. Then
we check which derivations of U (+) are derivations of U. We will do this by verifying (4) on the product of basis elements of
U (+) and U . Further on, when we write down system of relations arising from (4), it will be assumed that we write down all
nontrivial relations, that is, a mapping d ∈ End(U) is a derivation of U if and only if it satisfies these conditions. If we know the
exact expression for a Poisson bracket [, ] on U (+) such that ab = a · b+ [a, b] thenDer(U) = Der(U (+)) ∩Der(U, [, ]).
5.1. Derivations of K3(α, β, γ). By some trivial computations we can obtain the following
Theorem 9. Let K be a superalgebra of typeK3(α, β, γ). Then
(1) if K = K3, then
Der(K)0¯ ∼= sl2, and even derivation d act by
ed = 0, zd = γ1z + γ2w, wd = γ3z − γ1w, where γ1, γ2, γ3 ∈ F;
Der(K)1¯ is 2-dimensional, and odd derivation d act by
ed = γ1z + γ2w, zd = −2γ2e, wd = 2γ1e, where γ1, γ2 ∈ F;
(2) if K = K3(α), α 6= 12 , thenDer(K) is a one-dimensional Lie algebra,
and even derivation d act by
ed = 0, zd = γz, wd = −γw, where γ ∈ F;
(3) if K = K
1/2
3 , thenDer(K) is a one-dimensional Lie algebra,
and even derivation d act by
ed = 0, zd = 0, wd = γw, where γ ∈ F.
5.2. Derivations of Dt(α). By some trivial computations we can obtain the following
Theorem 10. Let K be a superalgebra of typeDt(α, β, γ). Then
(1) if K = Dt, then
Der(K)0¯ ∼= sl2, and even derivation d act by
e1d = 0, e2d = 0, xd = γ1x+ γ2y, yd = γ3x− γ1y, where γ1, γ2, γ3 ∈ F;
Der(K)1¯ is 2-dimensional, and odd derivation d act by
e1d = γ1x+ γ2y, e2d = −(γ1x+ γ2y), xd = 2(−γ2e1 + γ2te2), wd = 2(γ1e1 − γ1te2), where γ1, γ2 ∈ F;
(2) if K = Dt(α), α 6= 12 , thenDer(K) is a one-dimensional Lie algebra,
and even derivation d act by
e1d = 0, e2d = 0, xd = γx, yd = −γy, where γ ∈ F;
(3) if K = D
1/2
t , thenDer(K) is a one-dimensional Lie algebra,
and even derivation d act by
e1d = 0, e2d = 0, xd = 0, yd = γy, where γ ∈ F.
5.3. Derivations of U(V, f, ⋆). At first we calculate the derivations of J(V, f).
5.3.1. Even derivations of J(V, f). Let d be an even derivation of J(V, f), 0 6= v ∈ V0, and let vd = α+u,whereα ∈ F, u ∈ V0.
Then 0 = v2d = 2v · vd = 2αv+2f(u, v), therefore α = 0, f(v, vd) = 0. It is easy to see that this relation and its linearization
f(wd, v)− f(w, vd) = 0 hold also for w, v ∈ V1, and also that they are sufficient for d ∈ End(J(V, f)) to be an even derivation
of J(V, f). Hence,
(13) Der(J(V, f))0¯ = {d ∈ End(V )0¯ : f(wd, v)− f(w, vd) = 0,where w, v ∈ V0 ∪ V1}.
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5.3.2. Odd derivations of J(V, f). Suppose that V0 6= 0. Let v ∈ V0, w ∈ V1, and vd = u ∈ V1, wd = α + t, α ∈ F, t ∈ V0.
Then 0 = wvd = (α + t)v + f(w, u), and again we have α = 0 and V1d ⊆ V0. We infer that f(wd, v) = −f(w, vd) for all
w ∈ V1, v ∈ V0. It is easy to see that this relation is sufficient for d to be an odd derivation of J(V, f). Hence,
(14) Der(J(V, f))1¯ = {d ∈ End(V )1¯ : f(wd, v) + f(w, vd) = 0,where w ∈ V1, v ∈ V0}.
Combining (13) and (14), we see that, for s = 0¯, 1¯,
Der(J(V, f))s = {d ∈ End(V )s : f(wd, v) = (−1)s·wf(w, vd),where w, v ∈ V0 ∪ V1}.
The vector space Der(J(V, f)) with respect to the commutator forms a Lie superalgebra which is denoted by Lieosp(V, f).
Now, it is easy to see that the linear mapping d is a derivation of U(V, f, ⋆) is a derivation of U if and only if it is a derivation of
U (+) = J(V, f) and a derivation of superanticommutative product ⋆. So, we have the following result:
Lemma 11. Der(U(V, f, ⋆)) = Lieosp(V, f) ∩Der(V, ⋆).
5.4. Derivations of J(Γn, A). In this section we consider Γn as a Poisson superalgebra, that is, a superalgebra with two mul-
tiplications · and {, }, where {, } is a Poisson bracket defined by (6). By derivation of Γn(·, {, }) we mean the derivation with
respect to both products. Since (Γn, ·) is a free associative-supercommutative superalgebra with odd generators x1, . . . , xn,
every derivation of (Γn, ·) is uniquely determined by its actions on x1, . . . , xn. Particularly, let d ∈ Der((Γn, ·)), and let
x1d = f1, . . . , xnd = fn, where fi ∈ Γn. Then d =
∑n
i=1 ∂ifi. The superalgebra of all derivations of (Γn, ·) is denoted by
Wn. The derivations with respect to the both products form the simple Lie subalgebraHn ofWn [26] defined by the following
relations:
fi∂j = fj∂i,where i, j = 1, . . . , n.
By [12], for every d =
∑n
i=1 fi∂i ∈ Hn there exists f ∈ Γn such that fi = f∂i, so every derivation of this superalgebra has the
form
∑n
i=1(f∂i)∂i, f ∈ Γn.
The derivation superalgebra of J(Γn) was computed by Retakh in [26]. It was proven that every derivation of J(Γn) is the
sum of the derivations of the two following types:
D1) Let d be a derivation of (Γn, ·, {, }). Extend its action on J(Γn) by setting a¯d = (−1)dad. It is easy to check that the
resulting mapping is indeed a derivation of J(Γn) and is uniquely defined by the initial derivation of Γn.
D2) Let x be an element of Γn. Define the linear mapping 0
x by a0x = 0, a¯0x = ax, where a ∈ Γn. One can check directly
that 0x is a derivation of J(Γn).
By Retakh’s results every derivation of J(Γn) is uniquely defined by a derivation d ∈ Der(Γn) and an element x ∈ Γn.We
will denote it by dx. So, the superalgebra of derivations of J(Γn) is a semidirect sum ofH(n) and Γn.We need to check which
derivations of J(Γn) are derivations with respect to the Poisson bracket in this superalgebra.
(1) Let a, b ∈ (Γn)0¯ ∪ (Γn)1¯. Then
{a¯, b¯}d = (−1)(b+1)d{a¯d, b¯}+ {a¯, b¯d} = (−1)bd{a¯d, b¯}+ (−1)d{a¯, b¯d} =
= (−1)bd+bad · bA+ (−1)ba · bdA = (−1)b(abd ·A)
On the other hand, we have
{a¯, b¯}d = (−1)b(ab · A)d = (−1)b(abd ·A+ ab · Ad),
hence d is a derivation of J(Γn, A) of type D1) if and only if ab · Ad = 0 for all homogeneous a, b ∈ Γn, which is
obviously equivalent to Ad = 0.
(2) Let x be a homogeneous element of Γn and let 0
x be a derivation of J(Γn, A). Then
0 = (−1)babA0x = {a¯, b¯}0x = (−1)(b+1)(x+1){a¯0x, b¯}+ {a¯, b¯0x} =
= (−1)(b+1)(x+1){ax, b¯}+ {a¯, bx} = 0,
so every derivation of type D2) is a derivation of J(Γn, A).
Combining the above results, we have
Theorem 12. Der(J(Γn)) = (H(n) ∩Ann(A)) ⋊ Γn.
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5.5. Derivations of Γn(D). From the previous section we know that every derivation of Γn is of the form
(15) d =
n∑
k=1
∂kfk, fk ∈ Γn.
We need to check which homogeneous derivations of (Γn, ·) are derivations with respect to the Poisson bracket [, ]. Let d be a
homogeneous derivation of (Γn, ·) given by (15). Then for any homogeneous h ∈ Γn we have
(h∂id− (−1)d(hd)∂i) =
∑
k
(h∂i∂k · fk − (−1)d(h∂k · fk)∂i =
=
∑
k
(h∂i∂k · fk + h∂k∂i · fk − (−1)dh∂i · fk∂i) =
= −(−1)d
∑
k
h∂k · fk∂i.
Hence for arbitrary two homogeneous f, g ∈ Γn we have
(fg)d− (−1)gd(fd)g − f(gd) = (f · g)d− (−1)gd(fd) · g − f · (gd)+
+(−1)g+1
∑
i,j
(f∂i · g∂j · aij)d− (−1)gd(fd)∂i · g∂j · aij − (−1)df∂i · (gd)∂j · aij) =
= (−1)g+1
∑
i,j
(−1)(g+1)d(f∂id− (fd)∂i) · g∂j · aij + f∂i · (g∂jd− (gd)∂j) · aij + f∂i · g∂j · aijd =
= (−1)g+1
∑
i,j,k
−(−1)gdf∂k · fk∂i · g∂j · aij − (−1)df∂i · g∂k · fk∂j · aij + f∂i · g∂j · aij∂k · fk =
= (−1)g+1
∑
i,j,k
−(−1)df∂i · g∂j · fi∂j · ajk − (−1)df∂i · g∂j · fj∂k · aik + f∂i · g∂j · aij∂k · fk =
= (−1)g+1
∑
i,j
f∂i · g∂j ·
(∑
k
−(−1)dfi∂j · ajk − (−1)dfj∂k · aik + aij∂k · fk
)
.
Hence, we have proved the following
Lemma 13. A homogeneous mapping d of the form (15) is inDer(Γn(D)) if and only if
(16)
n∑
k=1
aij∂kfk = (−1)d(
n∑
k=1
fi∂k · ajk + fj∂k · aik), i, j ≤ n.
We provide some examples:
1) Let di = ∂i, so the matrix (aij)
n
i,j=1 is an identity matrix of size n. Then the (16) takes the form
0 = fi∂j + fj∂i, i, j ≤ n.
As in the previous section, such mappings form a simple Lie subalgebraHn inWn.
2) Let n = 3 and
(aij) = A =

1 0 00 1 0
0 0 x1x2


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Then (16) takes the following form: 

f1∂1 = 0,
f1∂2 + f2∂1 = 0,
f3∂1 + f1∂3x1x2 = 0,
f2∂2 = 0,
f3∂2 + f2∂3x1x2 = 0,
x1f1 − x2f2 = (−1)df3∂3.
Consider the second equation in this system. Combining the facts that f3∂1 is independent on x1, and f1∂3x1x2 depends on x1,
and both elements lack constant term, the only possibility is that f3∂1 = f1∂3x1x2 = 0. Analogously, f3∂2 = f2∂3x1x2 = 0.
Therefore, f3 depends only on x3, and the right part in the last equation is a constant, but the left part has no constant terms, so
both sides are equal to zero, therefore f3 = γ ∈ F, and x1f1 = x2f2. This implies that both f1, f2 have zero constant terms.
Since f1∂1 = 0 = f2∂2; f1 = αx2 and f2 = −αx1 if d is even; f1 = βx2x3 and f2 = −βx1x3 if d is odd. Hence an arbitrary
even derivation d of this superalgebra is defined by the following way
x1d = γ1x2, x2d = −γ1x1, x3d = γ2, where γ1, γ2 ∈ F,
and an arbitrary odd derivation d of this superalgebra is defined by the following way
x1d = γx2x3, x2d = −γx1x3, x3d = 0, where γ ∈ F.
We can also give some partial solutions of (16) for arbitrary system of derivationsD. We will rewrite (16) in a different form.
Again, we start with
aijd = [xi, xj ]d = (−1)d[xid, xj ] + [xi, xjd] = (−1)d(xiddj + xjddi),
so
xidjd− (−1)d(xiddj + xjddi) = 0.
Adding xjdid = aijd to both sides, we have
xi(djd− (−1)dddj) + xj(did− (−1)dddi) = aijd,
or in other words
xi[dj , d] + xj [di, d] = aijd.
It is easy to see that d satisfies this equation if d commutes with di, dj and aijd = 0. Hence,
Cent(d1, . . . , dn) ∩Ann(aij , i, j = 1, . . . , n) ⊆ Der(Γn(D)).
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