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DANIEL SMOLKIN
Abstract. We exhibit a new subadditivity formula for test ideals on singular varieties using
an argument similar to [DEL00] and [HY03]. Any subadditivity formula for singular varieties
must have a correction term that measures the singularities of that variety. Whereas earlier
subadditivity formulas accomplished this by multiplying by the Jacobian ideal, our approach
is to use the formalism of Cartier algebras [Bli13]. We also show that our subadditivity
containment is sharper than ones shown previously in [Tak06] and [Eis10]. The first of these
results follows from a Noether normalization technique due to Hochster and Huneke. The
second of these results is obtained using ideas from [Tak08] and [Eis10] to show that the
adjoint idealJXpA,Zq reduces mod p to Takagi’s adjoint test ideal, even when the ambient
space is singular, provided that A is regular at the generic point of X. One difficulty of using
this new subadditivity formula in practice is the computational complexity of computing
its correction term. Thus, we discuss a combinatorial construction of the relevant Cartier
algebra in the toric setting.
1. Introduction
Test ideals are an important measure of singularity in characteristic-p commutative al-
gebra. The test ideals in a regular ambient ring R enjoy a property called subadditivity.
Namely, if a and b are ideals of R and s, t ě 0 are real numbers, then
τpR, asbtq Ď τpR, asqτpR, btq.
Here, and throughout this paper, we refer only to the big/non-finitistic test ideal. The
analogous formula was originally proven for multiplier ideals in characteristic 0 in [DEL00].
Later, Hara and Yoshida defined the test ideal of a pair pR, asq and showed the above
relationship of test ideals holds in characteristic p [HY03]. Together, these two formulas
have numerous applications. Perhaps the most striking one is Ein, Lazarsfeld, and Smith’s
proof that smooth varieties satisfy the so-called “Uniform Symbolic Topologies Property”
[ELS01].
One can ask to what extent the subadditivity property holds for non-regular rings. The
first result in this direction came from [Tak06, Theorem 2.7], where Takagi showed
JacpRqτpR, asbtq Ď τpR, asqτpR, btq
for any equidimensional reduced affine algebra over a perfect field of positive characteristic.
Since multiplier ideals are test ideals mod p " 0 [Smi00, Har01, HY03] and inclusion mod
p " 0 implies inclusion in characteristic 0, the same formula holds for multiplier ideals.
Our proof of subadditivity is similar to the original ones in [DEL00] and [HY03]. There, the
idea is to notice that, if k is a field of positive characteristic and R is a k-algebra essentially
of finite type, then τpR bk R, pa bk RqspR bk bqtq Ď τpR, asq bk τpR, btq. Then it’s enough
to check that
τ
`
R, asbt
˘ Ď µ `τpR bk R, pabRqspR bk bqtq˘
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2 DANIEL SMOLKIN
where µ : R bk R Ñ R is the multiplication map. This is accomplished by the following
restriction theorem:
Theorem (Cf.[HY03, Theorem 4.1]). Let R be a normal Q-Gorenstein ring, and that suppose
S “ R{pxq is normal and Q-Gorenstein as well, for some regular element x P R. Then
τpS, paSqsq Ď τpR, asqS.
If R is smooth1, then the kernel of µ is generated by a regular sequence, so repeated appli-
cation of the restriction theorem yields the desired containment.
Eisenstein [Eis10] uses a similar argument to obtain his subadditivity theorem for multi-
plier ideals. Namely, he proves a more general restriction theorem for multiplier ideals and
carefully studies its implications in the case where one restricts to the diagonal subscheme
of SpecpR bk Rq.
Our approach is to follow this diagonal argument. To get around the restriction theorem,
we will use the formalism of Cartier algebras [Sch11, Bli13]. In particular, for all rings
R and ideals I Ď R, we construct a Cartier algebra C on R{I such that τpR, asqR{I Ě
τpR{I,C , paR{Iqsq. Applying this construction to the quotient R – pR bk Rq{I∆, we call
this Cartier algebra D p2qpRq and we get
Proposition 1 (Theorem 3.11). Let R be a k-algebra of positive characteristic. Then for all
ideals a, b Ď R and all real numbers s, t ě 0, we have τpR,D p2qpRq, asbtq Ď τpR, asqτpR, btq.
We show in Theorem 3.12 and Corollary 5.6 that this containment is sharper than the
previously-known subadditivity results for test ideals:
Theorem A (Theorem 3.12). Let k be a perfect field and R a k-algebra essentially of finite
type. Suppose also that R is equidimensional and reduced. Then
JacpRqτ
˜
R,
ź
i
atii
¸
Ď τ
˜
R,D p2q,
ź
i
atii
¸
for all formal products of ideals
ś
atii such that each ai contains a regular element.
Theorem B (Corollary 5.6). Let R be a Q-Gorenstein ring of finite type over a field of
characteristic 0 and let a, b Ď R be ideals. Let Rp denote the mod-p reduction of R, and
similarly for ap and bp. Then
JacpRpqτpRp, papqspbpqtq Ď τpR,D p2qpRq, papqspbpqtq
for all p " 0.
The main barrier to applying this new subadditivity formula in practice is the computation
of D p2qpRq. We give a method for doing so in the affine toric case in section 6. Recall that,
for any toric ring R over a field k, one can construct the so-called anti-canonical polytope
P´KX , where X “ SpecR. Then the set HomRpF e˚R,Rq is generated as a k-vector space
by maps pia corresponding to fractional lattice points a P 1peZn X intpP´KX q. We determine
which of these generators belong to D p2qpRq in Theorem 6.4:
Theorem C (Theorem 6.4). Let R be a toric ring with anticanonical polytope P´KX . Then
D p2qe pRq is generated as a k-vectorspace by the maps pia where a P 1peZn X intpP´KX q and
1For instance, if R is regular and k is perfect.
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the interior of P´KX X pa´ P´KX q contains a representative of each equivalence class in
1
pe
Zn{Zn.
In Section 2, we review some background information on test ideals and Cartier algebras.
In Section 3 we introduce our new subadditivity formula and prove Theorem A. In Section
4, we discuss adjoint ideals in characteristic 0 and introduce a characteristic-p analog which
generalizes earlier constructions found in [Tak10], [Sch09], and [BSTZ10]. We use these
constructions in Section 5 to prove Theorem B. This is accomplished by showing that adjoint
ideals in characteristic 0 reduce modulo p " 0 to our analogous test ideal (Theorem 5.2).
Finally, in Section 6, we give a combinatorial criterion for computing D p2qpRq in the toric
setting.
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insights and generous support. I’d also like to thank Adam Boocher, Javier Carvajal-Rojas,
Rankeya Datta, James Farre, Elo´ısa Grifo, Jack Jeffries, Linquan Ma, Takumi Murayama,
Thomas Polstra, and Derrick Wigglesworth for their willingness to answer questions and
play math together. Thanks in particular to Srikanth Iyengar for pointing out a slick proof
of Corollary 3.10. Many thanks to the referee for their numerous helpful comments, and
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2. Background on Cartier algebras and test ideals
In this section, we provide the basic definitions and results from the theory of test ideals
and Cartier algebras. A more complete account of these theories may be found in the surveys,
[ST11, BS13].
Let R be a Noetherian ring of characteristic p ą 0. We let F : R Ñ R denote the
Frobenius map and let F e denote the eth iterate of F . In particular, F epxq “ xpe for all
x P R. We define F e˚R to be the R-module given by restriction of scalars via F e. In other
words, F e˚R :“ tF e˚r | r P Ru as a set, and the R-module structure on F e˚R is given by
sF e˚r “ F e˚sper for all r, s P R. We give HomRpF e˚R,Rq an F e˚R module structure defined by
pre-multiplication. That is, we define:
pF e˚r ¨ ϕqpF e˚xq :“ ϕpF e˚prxqq
Similarly, we define a right R-module structure on HomRpF e˚R,Rq by setting ϕ ¨ r :“ F e˚rϕ.
The left R-module structure on HomRpF e˚R,Rq is given by post-multiplication, namely r ¨
ϕpF e˚xq :“ rϕpF e˚xq. Note that r ¨ ϕ “ ϕ ¨ rpe for all r and ϕ. Note also that the Frobenius
map gives us a map of left R-modules, F e : RÑ F e˚R, defined as x ÞÑ F e˚xpe .
Remark 2.1. In the literature, people often use the notation R1{pe instead of F e˚R. If R is a
domain, we can identify R1{pe with the set of ppeqth roots of elements of R in a fixed algebraic
closure of fracpRq. Even if R is just reduced, the Frobenius map is injective and we have
R Ď R1{pe .
Definition 2.2. A ring R is said to be F -finite if F e˚R is a finitely-generated R-module for
some (equivalently, all) e ą 0.
For instance, perfect fields are F -finite. Further, any algebra essentially of finite type over
an F -finite ring is F -finite.
Global Setting. We will assume in this paper that all of our rings are F -finite and Noe-
therian.
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Perhaps the central idea in the study of so-called “F -singularities” is that the non-
regularity of a ring R in positive characteristic can be understood by studying the modules
F e˚R. This theory was initiated by the following result of Kunz.
Theorem 2.3 ([Kun69]). Let R be Noetherian a ring of positive characteristic. Then R is
regular if and only if F e˚R is a flat R-module for some (equivalently, all) e ą 0.
In particular, if R is an F -finite local ring, then R is regular if and only if F e˚R is a free
R-module. One way to detect the freeness of F e˚R is by counting the number of distinct
splittings of the inclusion R Ď F e˚R—there should be many such splittings if F e˚R is free.
This in turn can be detected by studying the test ideal of R, though the reasons why may
be unclear to the uninitiated.
Definition 2.4. Let R be a reduced ring of positive characteristic. The test ideal of R,
denoted τpRq, is the unique, smallest ideal J containing a regular element such that ϕpF e˚Jq Ď
J for all e and all ϕ P HomRpF e˚R,Rq.
Proving this ideal exists is non-trivial. Whenever R is regular, we have τpRq “ R. The
converse is not true, however. Thus, we say that a ring R is F -regular if τpRq “ R. One
philosophy in the study of F -singularities is that rings with milder singularities have larger
test ideals.
We can obtain variants of the test ideal by restricting the set of maps ϕ under consid-
eration. One of the first instances of this idea was the construction of test ideals of pairs
pR, atq. Here, a is an ideal of R and t ě 0 is a real number. We don’t actually define the
power at for arbitrary real numbers t. Howevever, this formal notation for the test ideal of
a pair turns out to be quite useful. Indeed, it is unambiguous when t is an integer.
Definition 2.5 ([HY03]). LetR be reduced, a Ď R an ideal containing a regular element, and
t a positive real number. Then we define τpR, atq to be the unique, smallest ideal J containing
a regular element such that ϕpF e˚Jq Ď J for all e and all ϕ P F e˚
`
artppe´1qs
˘
HomR pF e˚R,Rq.
People have also considered test ideals of triples pR, at,∆q, where one further restricts
the maps ϕ under consideration using a divisor ∆ on SpecR. This leads one to ask, more
generally, for which sets of maps F e˚R Ñ R can one define the test ideal of that set? The
answer is that this set of maps must form a Cartier Algebra.
Definition 2.6 ([Bli13, Sch11]). A Cartier algebra on R is an additive abelian group C “À
e Ce, with Ce Ď HomRpF e˚R,Rq for all e, that is closed under multiplication on the left
and right by elements in R and closed under composition. In other words, given ϕ1, ϕ2 P Ce,
ψ P Cd, and r P R, we have: ϕ1`ϕ2 P Ce, r ¨ϕ P Ce, ϕ ¨ r P Ce, and ϕ ¨ψ :“ ϕ˝ pF e˚ψq P Cd`e.
By convention, we also assume that C0 “ R. The full Cartier algebra on R is the Cartier
algebra C R :“Àeě0 HomRpF e˚R,Rq.
Here, F e˚ψ denotes the map F e`d˚ RÑ F e˚R given by
pF e˚ψq
`
F e`d˚ x
˘
:“ F e˚ψpF d˚xq
We note that Cartier algebras are typically not commutative rings. Further, they’re not
necessarily R-algebras, in the sense that R is typically not in the center of a given Cartier
algebra.
A NEW SUBADDITIVITY FORMULA FOR TEST IDEALS 5
Let Ψ “ ři ψi P C , where the sum is finite, each ψi is nonzero, and ψi P Cei for each i.
Then R has a natural left C -module structure given by
Ψ ¨ r :“
ÿ
i
ψi pF ei˚ rq
for each r P R. Further, we say Ψ has minimal degree e0 if e0 “ mini teiu.
If C is a Cartier algebra on a reduced ring R, then the test ideal τpR,C q, if it exists, is
defined to be the smallest ideal J Ď R containing a regular element such that ϕpF e˚Jq Ď J
for all e and for all ϕ P Ce. Schwede showed in [Sch11] that these test ideals exist whenever
C is nondegenerate2. This is a very weak condition. For instance, if R is a domain, then a
Cartier algebra C on R is nondegenerate whenever Ce ‰ 0 for some e ą 0.
We can also define τpR,C ,śi atii q for any nonzero ideals ai Ď R and real numbers ti ě 0:
this is the smallest nonzero ideal J Ď R such that ϕpF e˚Jq Ď J for all e and for all ϕ P
F e˚
´ś
i a
rtippe´1qs
i
¯
Ce. As before, this product
ś
i a
ti
i is just formal (though certainly useful)
notation.
Notation 2.7. Given a Cartier algebra C on R, a collection of nonzero ideals ai Ď R, and
rational numbers ti ě 0, we define
C R,
ś
i a
ti
i :“à
eě0
F e˚
˜ź
i
a
rtippe´1qs
i
¸
Ce.
Further, we define τpR,śi atii q :“ τpR,C R,śi atii q. In other words, when we omit C from
the test ideal notation, C is understood to be the full Cartier algebra C R. Note that
τpR,C ,śi atii q “ τ ´R,C R,śi atii ¯. We will stick to the first notation, mainly for historical
reasons.
Theorem 2.8 (Cf. [Sch11]). Let R be reduced, C a non-degenerate Cartier algebra on R,
and c P τpR,C q a regular element. Then
τpR,C q “
ÿ
eě0
ÿ
ϕPCe
ϕ pF e˚cq .
Given any map ϕ : F e˚R Ñ R and any multiplicative set W Ď R, we get an induced map
W´1ϕ : W´1F e˚R Ñ W´1R. Note that W´1F e˚R “ F e˚ pW´1Rq. Thus, any Cartier algebra
C on R induces a cartier algebra W´1C on W´1R.
Notation 2.9. Let C be a Cartier algebra on R and γ P R a regular element. Then C
induces a Cartier algebra on the localization Rγ. We denote this induced Cartier algebra by
Cγ.
An important notion in the study of test ideals is that of compatibility of ideals and Cartier
algebras.
Definition 2.10. Let S be a ring, J an ideal of S, and let ϕ : F e˚S Ñ S. We say that J is
compatible with ϕ, or ϕ-compatible, or that ϕ is compatible with J , if ϕpF e˚Jq Ď J . Let D
a Cartier algebra on S. Similarly, we say that J is compatible with D , or D-compatible, or
that D is compatible with J , if J is compatible with each map in D .
2A map ϕ : F e˚R Ñ R is called nondegenerate if ϕpF e˚RqRη ‰ 0 for all minimal primes η P SpecR. A
Cartier algebra C is called nondegenerate if Ce contains a nondegenerate map for some e ą 0.
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Finally, we collect some well-known and useful properties of test ideals.
Lemma 2.11 (Cf. [HH94, HY03, Sch11]). Let R be a reduced F -finite ring.
(a) Let C Ď D be two non-degenerate Cartier algebras on R. Then τpR,C q Ď τpR,Dq.
(b) Let ai be a collection of ideals of R and ti ě 0 a collection of rational numbers. For
each i, let bi “ ai be the integral closure of ai. Then τpR,śi atii q “ τpR,śi btii q.
(c) Let W Ď R be a multiplicative set consisting of regular elements. Then W´1τpR,C q “
τpW´1R,W´1C q.
(d) The Cartier algebra C R is non-degenerate.
3. Diagonal Cartier Algebras and Subadditivity
LetR be a noetherian ring in characteristic p and I Ď R an ideal. Then we have F e˚ pR{Iq “
F e˚R{F e˚I. Thus, each map ϕ : F e˚RÑ R satisfying ϕpF e˚Iq Ď I induces a map ϕ : F e˚pR{Iq Ñ
R{I. We can do something similar for Cartier algebras:
Definition 3.1. Let D be a Cartier algebra on R compatible with an ideal I Ď R. We
define the restriction of D to R{I, denoted D |R{I , to be the set of maps Àeě0De|R{I , where
De|R{I :“ tϕ : F e˚pR{Iq Ñ R{I | ϕ P Deu .
Proposition 3.2. Let D be a Cartier algebra on R compatible with an ideal I Ď R. Then
D |R{I is a Cartier algebra on R{I.
Proof. Let ϕ1, ϕ2 P Dd|R{I , ψ P De|R{I , and r P R{I. Then there exist some ϕ11, ϕ12 P Dd with
ϕ11 “ ϕ1 and ϕ12 “ ϕ2. As D is a Cartier algebra, we have ϕ11 ` ϕ12 P Dd, and we see that
ϕ1 ` ϕ2 “ ϕ11 ` ϕ12 P Dd|R{I .
A similar argument shows that rψ, ψr P De|R{I and ϕ1 ˝ F d˚ψ P Dd`e|R{I . It follows from the
definitions that D0|R{I “ R{I provided that D0 “ R. 
We define another useful operation on Cartier algebras.
Definition 3.3. Let C be a Cartier algebra on R and let I Ď R be an ideal. We define
the subalgebra of maps compatible with I, denoted C I ö , to be the set of maps
À
eě0 C
I ö
e ,
where
C I öe :“ tϕ | ϕ P Ce, ϕpF e˚Iq Ď Iu .
Proposition 3.4. Let C be a Cartier algebra on R and I Ď R an ideal. Then C I ö is a
Cartier algebra.
Proof. Suppose ϕ P Ce and ψ P Cd are two maps satisfying ϕ pF e˚Iq Ď I and ψ
`
F d˚ I
˘ Ď I.
Clearly, for all x P R, xϕpF e˚Iq Ď I and ϕpF e˚xIq Ď I. It’s also clear that ϕpF e˚Iq`ψpF d˚ Iq Ď
I. Further,
ϕ ˝ F e˚ψ
`
F e`d˚ I
˘ Ď ϕ pF e˚Iq Ď I.
Finally, note that C I ö0 “ R whenever C0 “ R. 
The next lemma is the key ingredient in proving our new subadditivity formula.
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Lemma 3.5. For any reduced ring R, Cartier algebra C on R, and radical ideal I Ď R we
have
τ
`
R{I,C I ö |R{I
˘ Ď τ pR,C qR{I,
provided that the right-hand side contains a regular element of R{I and the test ideal on the
left, τ
`
R{I,C I ö |R{I
˘
, exists.
Proof. Let ϕ P Ce|R{I . By definition there exists a lifting pϕ P Ce, so that the diagram
commutes:
F e˚R
pϕ //
F e˚pi

R
pi

F e˚pR{Iq ϕ // R{I
This means that
ϕ pF e˚τ pR,C qR{Iq “ pϕ pF e˚τ pR,C qqR{I
By definition of τ pR,C q, we see the right hand side is contained in τ pR,C qR{I. Then we
are done by the minimality of τ
`
R{I,C |R{I
˘
. 
Note that the above lemma does not apply when C is compatible with I, for then we
would have τpR,C q Ď I. This motivates Definition 4.4, Cf. Proposition 4.10.
Proposition 3.6. For all reduced rings R, Cartier algebras C on R, formal products
ś
i a
ti
i
of ideals on R, and radical ideals I Ď R, we have
τ
˜
R{I,C I ö |R{I ,
ź
i
paiR{Iqti
¸
Ď τ
˜
R,C ,
ź
i
atii
¸
R{I,
provided that the right-hand side contains a regular element of R{I and the test ideal on the
left-hand side exists.
Proof. Let D be a Cartier algebra on R compatible with I. Then we have`
D |R{I
˘ś
ipaiR{Iqti Ď
´
D
ś
i a
ti
i
¯ ˇˇˇ
R{I
.
It follows that
τ
˜
R{I,C I ö |R{I ,
ź
i
paiR{Iqti
¸
Ď τ
ˆ
R{I, `C I ö ˘śi atii ˇˇˇ
R{I
˙
,
by Lemma 2.11. Similarly, we note that`
C I ö
˘ś
i a
ti
i Ď
´
C
ś
i a
ti
i
¯I ö
.
Then we get
τ
ˆ
R{I, `C I ö ˘śi atii ˇˇˇ
R{I
˙
Ď τ
ˆ
R{I,
´
C
ś
i a
ti
i
¯I ö ˇˇˇ
R{I
˙
Ď τ
˜
R,C ,
ź
i
atii
¸
R{I,
where the second containment follows from Lemma 3.5. 
We obtain our subadditivity formula by applying Proposition 3.6 to the case where we
consider the ideal I∆ :“ kerpR bk R µÝÑ Rq. First, we introduce some notation which will be
used throughout the rest of this paper:
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Notation 3.7. Let R be a k-algebra essentially of finite type, where k is a perfect field of
positive characteristic.
˝ µ : R bk RÑ R is the map given by xb y ÞÑ xy.
˝ I∆ Ď R bk R denotes the kernel of µ. Geometrically, I∆ cuts out the diagonal
embedding SpecR Ď SpecRˆSpec k SpecR. Note that we can generate I∆ as an ideal
in the following way: I∆ “ xxb 1´ 1b x | x P Ry.
˝ We let C RbkR, I∆ ö :“ pC RbkRqI∆ ö denote the Cartier algebra on Rbk R of all maps
compatible with I∆. We say that such maps are compatible with the diagonal.
˝ We define the second diagonal Cartier algebra on R to be
D p2qpRq :“ C RbkR,I∆ ö ˇˇpRbkRq{I∆ .
If the ring R is understood from context, we will denote this Cartier algebra simply
as D p2q.
Remark 3.8. In particular, D p2qe pRq is the set of maps ϕ : F e˚R Ñ R that admit a lifting to
the tensor product R bk R:
F e˚ pR bk Rq //
F e˚µ

R bk R
µ

F e˚R
ϕ // R
The notation D p2q is meant to suggest that one can define D pnq as the Cartier algebra of maps
on R that lift to the n-fold tensor product Rbn. This theory will be developed, along with
applications to symbolic powers, in future work joint with Javier Carvajal-Rojas [CS18].
Before we may proceed, we need to recall a general fact about modules:
Lemma 3.9. Let R and S be commutative algebras over a field k. Let M and N be R-
modules and let U and V be S-modules. Suppose also that M and U are finitely presented
over their respective rings. Then the canonical map:
Θ: HomRpM,Nq bk HomSpU, V q Ñ HomRbkS pM bk U,N bk V q
is an isomorphism.
Proof. We have the following chain of natural isomorphisms:
HomRpM,Nq bk HomSpU, V q – HomR pM,N bk HomSpU, V qq(1)
– HomR pM,HomSpU,N bk V qq(2)
– HomR pM,HomSpU,HomRbkSpR bk S,N bk V qqq(3)
– HomR pM,HomRbkS pR bk U,N bk V qq(4)
– HomRbkS pM bR R bk U,N bk V q(5)
– HomRbkS pM bk U,N bk V q(6)
The isomorphism in (1) follows from the facts that M is finitely presented and HomSpU, V q is
a flat k-module (Cf. [Lan05, Chapter XVI, Exercise 11]). The isomorphism in (2) follows by
the same argument. The isomorphisms in (4) and (5) follow from Hom-Tensor adjunction.

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Corollary 3.10. Let k be a perfect field of characteristic p and let R and S be k-algebras
essentially of finite type. Then the canonical map
Θ: HomRpF e˚R,Rq bk HomSpF e˚S, Sq Ñ HomRbkSpF e˚pR bk Sq, R bk Sq
is an isomorphism.
Proof. As R is F -finite and Noetherian, we see that F e˚R is a finitely-presented R-module.
The same goes for S. Then this result follows from the above lemma. Note that, since k is
perfect, we have F e˚R bk F e˚R “ F e˚ pR bk Rq and similarly for S. 
Theorem 3.11. Let k be a perfect field of positive characteristic and let R be a reduced
k-algebra essentially of finite type. Then
τpR,D p2q, asbtq Ď τpR, asqτpR, btq
for all ideals a, b Ď R and real numbers s, t ě 0, provided that neither a nor b consists of
zero-divisors.
Proof. From Corollary 3.10 it’s easy to see that
τpR bk R, pabk Rqs ¨ pR bk bqtq Ď τpR, asq bk τpR, btq
by the minimality of the test ideal on the left. If we mod out the above equation by I∆, we
get τpR, asqτpR, btq on the right-hand side. By Proposition 3.6, we’re done if we can show
that
τpR bk R, pabk Rqs ¨ pR bk bqtq ¨ pR bk Rq{I∆
contains a regular element and that D p2qpRq is non-degenerate. To that end, let f P a and
g P b be regular elements such that Rf and Rg are regular. As we know pRbRqfbg “ RfbRg,
we see that
τpR bk R, pabk Rqs ¨ pR bk bqtqpR bRqfbg “ τpRf bk Rg, paRf bk Rgqs ¨ pRf bk bRgqtq
“ τpRf bk Rgq “ Rf bk Rg,
where the last equality follows from the regularity of Rf bk Rg. Thus, we have
pf b gqn P τpR bk R, pabk Rqs ¨ pR bk bqtq,
for some n, and so pfgqn P τpR bk R, pabk Rqs ¨ pR bk bqtq ¨ pR bk Rq{I∆.
It remains to check that D p2qpRq is non-degenerate. We know that C Re contains a non-
degenerate map ϕ for some e ą 0, by Lemma 2.11. Further, since R is reduced, we know
that Rη is regular for all minimal primes η P SpecR and that every zero-divisor of R is
contained in a minimal prime. As the singular locus of SpecR is Zariski-closed, it follows
by prime avoidance that there exists a regular element f P R such that Rf is regular. As
Rf bk Rf is regular3 and F -finite, we have F e˚pRf bk Rf q is a projective Rbk R-module, by
Theorem 2.3. It follows that there exists some pϕ P HomRbkRpF e˚pR bk Rq, R bk Rqfbf such
3Note that this relies on the fact that k is perfect. Indeed, Rbk R need not be regular if k is not perfect,
see [hz]. On the other hand, since k is perfect, we know that Rf is in fact smooth, and the tensor product
of two smooth k-algebras over k is smooth.
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that the diagram,
F e˚ pRf bk Rf q pϕ //
F e˚µ

Rf bk Rf
µ

F e˚Rf
ϕ // Rf
commutes. Thus there exists some N with pf bk fqN pϕ P HomRbkRpF e˚pR bk Rq, R bk Rq.
We see that f 2Nϕ is a non-degenerate element of D p2qe pRq, as desired. 
The next theorem shows that this subadditivity formula is sharper than the one found in
[Tak06].
Theorem 3.12. Let k be a perfect field of positive characteristic and let R be a k-algebra
essentially of finite type. Suppose also that R is equidimensional and reduced. Then we have
JacpRqC R Ď D p2qpRq. In particular,
JacpRqτ
˜
R,
ź
i
atii
¸
Ď τ
˜
R,D p2q,
ź
i
atii
¸
for all formal products of ideals
ś
atii such that each ai contains a regular element.
Proof. For any multiplicative subset W Ď R, one checks that
W´1pJacpRqC Rq “ JacpW´1RqCW´1R
and W´1D p2qpRq Ď D p2qpW´1Rq. Thus we may assume that R is a finitely generated k-
algebra.
Next, we reduce to the case that k is infinite. Suppose that k is finite, let t be an
indeterminate over k, and let L “ kpt1{p8q be the perfection of kptq. Set RL “ R bk L and
suppose JacpRL{LqC RL Ď D p2qpRLq. Let e ě 0 and set q “ pe. As L is perfect, any map
ϕ P C Re induces a map,
ϕL :“ pR bk Lq1{q “ R1{q bk LÑ R bk L,
in C RLe . Further, any x P JacR gives an element x bk 1 P JacpRL{Lq. By assumption, we
have a lifting,
(7)
R
1{q
L bL R1{qL
pϕ //
µ
1{q
L 
RL bL RL
µL

R
1{q
L
pxb1q¨ϕL // RL
Observe that the inclusion k Ď L splits as a map of k-modules. Indeed, we can write
k
`
t1{p8
˘
as the direct limit,
k
`
t1{p
8˘ “ limÝÑ´kptq FÝÑ kptq FÝÑ kptq FÝÑ ¨ ¨ ¨¯
where F is the Frobenius map. Define the k-linear map σ : kptq Ñ k as follows: any element
of kptq can be written as ti f
g
for some i P Z and some f, g P krts. Then we set
σ
ˆ
ti
f
g
˙
“
#
0, i ‰ 0
fp0q
gp0q , i “ 0
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As σ “ σ ˝F , this induces a map pσ : k `t1{p8˘Ñ k. Note that pσ `ti{p8˘ “ 0 for all i ‰ 0 and
that pσ acts as the identity on k. We consider k to be an L-module via pσ. Then all we have
to do is apply the functor ´bL k to the diagram in equation (7); this shows that pϕbL k is
a lifting of xϕ to C RbkRe , as desired.
Now assume that k is infinite. Let x P JacpRq and let ϕ P C Re . As k is infinite, we can use
[HH02, Theorem 3.4] (Cf.[HH99, Corollary 1.5.4]) to say there exists a (generically separable)
Noether normalization A Ď R such that xR1{q Ď A1{qrRs and A1{qrRs – A1{q bA R. As A is
a polynomial ring, we have A1{q is a free A-module, and so A1{q bA S is a free S-module for
any A-algebra S. In particular, we have that A1{qrRs bk R1{q – A1{q bA R bk R1{q is a free
R bk R1{q-module.
Further, the usual multiplication map
µ : R1{q bk R1{q Ñ R1{q
induces an R1{qbkR1{q-module structure on R1{q. By definition we have that µ is R1{qbkR1{q-
linear, and in particular R bk R1{q-linear. As A1{qrRs bk R1{q and R bk R1{q are contained
in R1{q bk R1{q, the map µ restricts to R bk R1{q-linear maps,
µ : A1{qrRs bk R1{q Ñ R1{q
µ : R bk R1{q Ñ R1{q.
It follows that there exists an R bk R1{q-linear (and, a fortiori, R bk R-linear) map,
Ψ: A1{qrRs bk R1{q Ñ R bk R1{q,
making the following diagram commute:
A1{qrRs bk R1{q Ψ //
µ

R bk R1{q
µ

R1{q id // R1{q
The fact that ϕ is R-linear means that the diagram
R bk R1{q 1bϕ //
µ

R bk R
µ

R1{q
ϕ // R
commutes. The map 1b ϕ is R bk R-linear as ϕ is R-linear. Finally, we have a commuting
diagram
R1{q bk R1{q xb1¨´ //
µ

A1{qrRs bk R1{q
µ

R1{q x¨´ // R1{q
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where the horizontal maps are given by multiplication. Putting these three diagrams to-
gether, we have a commutative diagram,
R1{q bk R1{q xb1¨´ //
µ

A1{qrRs bk R1{q Ψ //
µ

R bk R1{q 1bϕ //
µ

R bk R
µ

R1{q x¨´ // R1{q id // R1{q
ϕ // R
where each of the maps in the top row is Rbk R-linear. This proves the first assertion. The
second assertion follows from Theorem 2.8. 
4. Test ideals and multiplier ideals along a closed subscheme
In this section we introduce two new definitions. The first is a notion of test ideals “along
a closed subscheme.” This is a generalization of Takagi’s generalized test ideal along I
[Tak10, BSTZ10]. We also define a similar generalization of Takagi’s adjoint ideal. In the
next section, we show that the expected reduction theorem holds: the adjoint ideal reduces
to the test ideal mod p " 0. We use this result to show that our subadditivity formula for
test ideals is sharper than the one obtained by reducing [Eis10, Theorem 6.5] mod p " 0.
Remark 4.1. In this section and the next, we will make heavy use of the floor and ceiling
functions, t¨u and r¨s. It will be helpful to keep in mind the following inequalities: for any
a, b P R we have tau` tbu ď ta` bu and ta´ bu ď tau´ tbu. Similarly, ra` bs ď ras` rbs and
ras´ rbs ď ra´ bs.
4.1. Test Ideals along a Closed Subscheme. For the rest of this subsection, we will be
working in the following setting.
Setting 4.2. R is a Noetherian F -finite domain, I Ď R is a prime ideal, and C a nonzero
Cartier algebra on R such that I is compatible with C . We assume there exists e ą 0 and
ψ P Ce with ψpF e˚Rq Ę I.
Remark 4.3. We suspect that the constructions in this section can be done just as well in
the setting where I is an intersection of different prime ideals of a fixed height. However, for
our current purposes it suffices to work in the setting where I is prime.
Definition 4.4. Let R, I,C be as in Setting 4.2. Then we define the test ideal of C along I,
denoted τIpR,C q, to be the unique smallest ideal of R not contained in I that is compatible
with C . We also call this the test ideal of C along the closed subscheme SpecpR{Iq.
The proof that τIpR,C q exists is a standard though technical argument. We relegate it
to Appendix A. For now, we just note some examples of interest where the conditions of
Setting 4.2 are satisfied.
Example 4.5. Suppose R is a domain essentially of finite type over a field k. Then I “
I∆ Ď RbkR and C “ C RbkR, I∆ ö satisfy Setting 4.2. Indeed, we have that C is compatible
with I by construction, so we just need to check that there exists e ą 0 and ϕ P Ce with
ϕpRq Ę I. This is equivalent to checking that D p2qe pRq ‰ 0 for some e ą 0, which follows,
for instance, from Theorem 3.12.
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Notation 4.6. Let ai be a collection of ideals and ti a set of non-negative real numbers.
Then we denote, for all e,
artpp
e´1qs :“
ź
i
a
rtippe´1qs
i .
Notation 4.7. Work in Setting 4.2. If C “ C R,śi atii for some ideals ai and non-negative
numbers ti, then we denote
τI
˜
R,
ź
i
atii
¸
:“ τIpR,C q
Example 4.8. Suppose RI is regular, and dimRI “ c. Let tbiu be a set of ideals, none of
which is contained in I, and let ttiu be some collection of non-negative rational numbers.
Then Ic
ś
i b
ti
i ¨ C R satisfies the conditions of Setting 4.2. In this case, τI
`
R, Ic
ś
i b
ti
i
˘
is
what Takagi calls rτI `R,ś btii ˘. The Cartier algebras C R,Ipcqśi btii and C R,Icśi btii satisfy the
conditions of Setting 4.2 as well.
More generally, let taiu be any collection of ideals and ttiu any collection of non-negative
rational numbers, satisfying the following: for each i, suppose there exists some natural
number ni with aiRI “ IniRI , and suppose ři tini “ c. Further, for all i such that ai Ď I,
we assume the denominator of ti is not divisible by p. Then C R,
ś
i a
ti
i satisfies the conditions
of Setting 4.2. To see this, we need to check that
(a) C R,
ś
i a
ti
i is compatible with I, and
(b) There exist e ą 0 and ψ P F e˚
`
artppe´1qs
˘ ¨ HomRpF e˚R,Rq with ψpF e˚Rq Ę I.
To show condition (a), let x P artppe´1qs and let ϕ P HomRpF e˚R,Rq. We wish to show that
ϕpF e˚xIq Ď I. Whether or not ϕpF e˚xIq is contained in I is not affected by localizing at I, so
we localize at I. Then IRI is generated by c elements, since RI is regular, and x P Icpe´cRI ,
since
artpp
e´1qsRI “
ź
i
Inirtipp
e´1qs Ď
ź
i
I rnitipp
e´1qs Ď I rři nitippe´1qs “ Icpe´cRI .
Thus xIRI Ď Icpe´c`1RI Ď I rpesRI . This shows that (a) is satisfied. To see condition (b)
is satisfied, we notice again that this question can be checked locally at I. As RI is regular
local and F -finite, it follows from Theorem 2.3 that F e˚RI is a free RI module for all e. Then
it follows that ϕpF e˚xq P I for all ϕ P HomRI pF e˚RI , RIq if and only if x P I rpesRI . As the
denominator of each ti is not divisible by p, we know there exists some e so that tippe ´ 1q
is an integer for all i. For this q, we have artppe´1qsRI “ Icpe´c Ę I rpes, so we’re done.
4.2. Basic properties of τIpR,C q. Here we explore the basic theory of τIpR,C q. With the
exception of the restriction theorem found in Proposition 4.10, the following are properties
satisfied by all objects deserving of the name “test ideal.” The restriction theorem suggests
that τIpR,C q is a good candidate for a positive-characteristic analog to the adjoint ideals of
birational geometry.
Lemma 4.9. Suppose that C Ď D are two Cartier algebras on R satisfying Setting 4.2.
Then τIpR,C q Ď τIpR,Dq.
Proof. The ideal τIpR,C q is the minimum element of the set
SC :“ ta Ď R | a Ę I and a is C -compatibleu
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Similarly, τIpR,Dq is the minimum element of the set
SD :“ ta Ď R | a Ę I and a is D-compatibleu
We see that SC Ě SD , whence the minimum of SC is smaller than the minimum of SD . 
Proposition 4.10 (Restriction theorem). Let R, I, and C be as in Setting 4.2. Then
τIpR,C qR{I “ τpR{I,C |R{Iq.
Proof. The proof is very similar to that of Proposition 3.6. Let ϕ P Ce|R{I . By definition,
there exists some pϕ P Ce such that the following diagram commutes:
F e˚R
pϕ //
F e˚pi

R
pi

F e˚pR{Iq ϕ // R{I
We see that
ϕ pF e˚τIpR,C qR{Iq “ pϕpF e˚τIpR,C qqR{I Ď τIpR,C qR{I.
By the minimality of τpR{I,C |R{Iq, it follows that τIpR,C qR{I Ě τpR{I,C |R{Iq.
To get the reverse inclusion, it suffices to show that τIpR,C q Ď pi´1
`
τpR{I,C |R{Iq
˘
. By
definition, τpR{I,C |R{Iq ‰ 0, which means that pi´1
`
τpR{I,C |R{Iq
˘ Ę I. Thus it suffices to
check that pi´1
`
τpR{I,C |R{Iq
˘
is compatible with C . To that end, let ψ P Ce be arbitrary.
As C is compatible with I, there exists some ψ P C |R{I such that the following diagram
commutes:
F e˚R
ψ //
F e˚pi

R
pi

F e˚pR{Iq ψ // R{I
It follows from the above diagram and the C |R{I-compatibility of τpR{I,C |R{Iq that:
pi ˝ ψ `F e˚pi´1 `τpR{I,C |R{Iq˘˘ “ ψ ˝ F e˚pi `F e˚pi´1 `τpR{I,C |R{Iq˘˘
“ ψ `F e˚τpR{I,C |R{Iq˘
Ď τpR{I,C |R{Iq.
In other words,
ψ
`
F e˚pi
´1 `τpR{I,C |R{Iq˘˘ Ď pi´1 `τpR{I,C |R{Iq˘ ,
as desired. 
Definition 4.11. We say that an element b in τIpR,C qr I is a C -test element along I. If
C “ C R,śi atii , then we say that b is an śi atii -test element along I.
Lemma 4.12. Let c be a C -test element along I. Then τIpR,C q “ řeě0 řϕPCe ϕpF e˚cq.
Proof. For ease of notation, set
τIpR,C ; cq “
ÿ
eě0
ÿ
ϕPCe
ϕpF e˚cq.
As c R I, have that τIpR,C ; cq Ę I by Proposition A.4. Now let J Ę I be an ideal compatible
with C . By definition of τIpR,C q, we know that c P J . It follows that τIpR,C ; cq Ď J , since
J is compatible with C . 
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Lemma 4.13. Let c be a C -test element along I and let e1 ě 0. Then
τIpR,C q “
ÿ
eěe1
ÿ
ϕPCe
ϕpF e˚cq.
Proof. Set J “ řeěe1 řϕPCe ϕpF e˚cq. By Lemma 4.12, we see that J Ď τIpR,C q. Thus it
suffices to show that J Ę I and that J is compatible with C . The latter is obvious. To see
that J Ę I, note that there exists some e2 and ϕ P Ce2 with ϕpF e2˚ cq R I. This follows, for
instance, from Lemma 4.12. Then by Lemma A.3, we have ϕnpF ne2˚ cRq Ę I for all n. In
particular, we get the desired result by taking n ą e2{e1. 
Lemma 4.14. Work in Setting 4.2 and let W Ď Rr I be a multiplicative set. Then
W´1τIpR,C q “ τIW´1R
`
W´1R,W´1C
˘
.
Proof. As R is a domain and W X I “ H, the ideal τIW´1pW´1R,W´1C q is well-defined. As
R is F -finite and Noetherian, we have W´1HomRpF e˚R,Rq “ HomW´1R pF e˚W´1R,W´1Rq
for all e. Then this lemma follows quickly from Theorem A.5. 
4.3. Multiplier ideals along a closed subscheme.
Notation 4.15. Let pi : X 1 Ñ X be a birational map. By the exceptional locus of pi, or
excppiq, we mean the locus of points in X 1 at which pi is not an isomorphism.
Definition 4.16. Let A be a Q-Gorenstein scheme of finite type over a field of characteristic
0 and let X be a reduced subscheme of A of pure codimension c. Suppose also that A is
smooth at the generic points of X. Let Z be a formal Q-sum of subschemes of A such that
Z equals cX at the generic points of X. We define JXpA,Zq as follows: let pi : AÑ A be a
factorizing resolution4 of X Ď A such that pi´1ZY supppexcppiqq is a simple normal crossings
variety and the components of Z not vanishing along X lift to divisors. This is possible by
[Eis10, Corollary 3.2]. Let X Ď A be the strict transform of X in A and let ψ : A1 Ñ A be
the blow up of A along X. We get the following diagram:
X 1

Ď A1
ψ

X

Ď A
pi

X Ď A .
Then X 1 :“ excpψq is a prime divisor dominating X. Let f “ pi ˝ψ. We define the multiplier
ideal of pA,Zq along X to be the ideal:
JXpA,Zq :“ f˚OA1
`P
KA1{A ´ f´1Z
T`X 1˘ .
The following lemma shows that JXpA,Zq is a generalization of Takagi’s adjoint ideal.
4See [Eis10, Section 2] for the definition of a factorizing resolution. Note that, by definition, excppiq is a
divisor on A.
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Lemma 4.17 ([Eis10, Proof of proposition 3.5]). If X is a subscheme of A with pure codi-
mension c, and A is smooth at the generic points of X, and none of the Zi vanish at the
generic points of X, then, using Takagi’s definition for adjXpA,Zq,
adjXpA,Zq “JXpA,Z ` cXq
5. Comparison with Eisenstein’s Subadditivity theorem
Our main technical result in this section is that the adjoint ideal equals the test ideal along
a subscheme mod p " 0, even when A is singular. This extends earlier results by Takagi in
the setting where X is a divisor [Tak08] and in the setting where A is regular [Tak13]. We
will mainly work in the following setting.
Setting 5.1. R is a Q-Gorenstein ring essentially of finite type over a perfect field k. I Ď R
is a prime ideal of height c and RI is regular. ai Ď R is a collection of ideals, 1 ď i ď N ,
and ti ě 0 a collection of rational numbers. We further assume that aiRI “ IniRI for each
i and also
ř
i niti “ c. Set C “ C R,
ś
i a
ti
i .
Further, set A “ SpecR, X “ SpecpR{Iq Ď A, and Zi “ SpecpR{aiq Ď A. Let Z denote
the formal sum Z “ ři tiZi. If R has characteristic 0, let S Ď k be a descent datum5 and
let s P MaxSpecS. Set κ :“ κpsq and p “ charκ. Then we write Rκ to denote the mod-p
reduction of R at s, and similarly for I, ai, A,X, and Zi. We further denote
ř
i tipZiqκ by Zκ
and we denote
ś
ipaiqtiκ by atκ.
Note that this setting is agnostic to the characteristic of R.
Theorem 5.2. Work in Setting 5.1 and assume that charR “ 0. Then pJXpA,Zqqκ “
τIκpRκ, atκq for all s P MaxSpecS sufficiently general.
Remark 5.3 (Reduction mod p). Here we briefly review the process of reducing rings and
schemes modulo p. See [HH99, Chapter 2] for a detailed reference and [Tak13, Section 2] for
a succinct reference.
Let R be an algebra essentially of finite type over a field k of characteristic 0. We can find
a finitely generated Z-subalgebra B of k and a B-subalgebra RB of R such that the inclusion
RB Ď R induces an isomorphism R “ RB bB k. This algebra B is called descent datum for
R, and the algebra RB is called a model for R over B. For instance, if
R “ Crx1, . . . , xnspf1, . . . , fmq ,
we can choose B to be the Z-subalgebra of C generated by all of the coefficients of all of the
polynomials fi, and we can set
RB “ Brx1, . . . , xnspf1, . . . , fmq .
For any maximal ideal m Ď B, the residue field B{m will have positive characteristic p. Then
Rκpmq :“ RB bB B{m is a mod p reduction of R. More specifically, we call Rκpmq the mod p
reduction of R at m. For any finitely generated R-module M , we can find a model MB for
M over B in the same manner. The choice of descent datum B is not unique. However,
given two descent data B and B1, we can find a third descent datum C containing B and
5See Remark 5.3
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B1, such that RB bB C “ RB1 bB1 C. Given any descent datum B, many properties of R
will be preserved by Rκpmq for m sufficiently general, that is, for all m in a dense open subset
of MaxSpecB. For instance, if R is regular, then so is Rκpmq for all m sufficiently general.
Note that, for all N , the subset of m in MaxSpecB such that charκpmq ą N forms a
dense open set. Thus we have charRκpmq " 0 for m sufficiently general.
It will be useful for us later to note that reduction modulo p commutes with tensor
products, in the following sense. If B is a descent datum for R, then B is also a descent
datum for R bk R, and we have RB bB RB “ pR bk RqB. Then we compute:
Rκpmq bκpmq Rκpmq “ RB bB κpmq bκpmq RB bB κpmq
“ RB bB RB bB κpmq “ pR bk Rqκpmq
An important tool in the study of reduction modulo p is the generic freeness lemma [HH99,
(2.1.4)]. By this lemma, we can always enlarge our choice of descent datum B to ensure
that, for any finite collection tMiu of finitely generated R-modules, the models pMiqB will
be free.
Given any map φ : M ÑM 1 of finitely generated R-modules, we can find a suitable descent
datum B so that φpMBq Ď M 1B. Then we say φB :“ φ
ˇˇ
MB
is a model for φ, and we have
φBbBk “ φ. Given a bounded exact sequence of finitely generated R-modules, we can choose
our descent datum B so that the models of these maps over B form an exact sequence of
B-modules.
Similarly, given any scheme X of finite type over k, we can find a descent datum B Ď k
and a B-scheme XB of finite type such that X “ XB ˆSpecB Spec k. We can perform a
similar construction for coherent sheaves on X, morphisms f : Y Ñ X, and divisors on X.
Given any closed point µ P SpecB, the residue field κpµq will have positive characteristic p.
We call the fiber Xκpµq :“ pXBqµ a mod p reduction of X. Given a morphism of k-schemes
f : Y Ñ X, we get an induced morphism fκpµq : Yκpµq Ñ Xκpµq. If f is projective, then so is
fκpµq for all µ sufficiently general. If KX is the canonical divisor of X, then pKXqκpµq is the
canonical divisor of Xκpµq for all µ sufficiently general.
Remark 5.4. Working in the setting of Definition 4.16, we can find a descent datum B Ď k
and reduce the maps f : A1 ψÝÑ A piÝÑ A modulo p. For µ P MaxSpecB sufficiently general,
piµ : Aµ Ñ Aµ will still be a factorizing resolution of Xµ Ď Aµ. In this way, we can define the
multiplier ideal JXµpAµ, Zµq for µ sufficiently general. By generic freeness, we can choose
our descent datum so that OA1Bp
P
KA1B{AB ´ f´1B ZB
T `X 1Bq, as well as all of its cohomology
sheaves, are flat over B. It follows from [Har98, Lemma 4.1] that the mod p reduction
of JXpA,Zq at µ equals JXκpµq
`
Aκpµq, Zκpµq
˘
for µ sufficiently general. Thus, to prove
Theorem 5.2, it suffices to show that JXκpAκ, Zκq “ τIκ pRκ, atκq for all s P MaxSpecS
sufficiently general.
Before proving Theorem 5.2, we show how this theorem allows us to compare our subad-
ditivity formula with the one obtained in [Eis10]. Consider the following setting:
Setting 5.5. R is a Q-Gorenstein ring essentially of finite type over a field k of characteristic
0 and a, b Ď R are ideals. Set X “ SpecR, Z1 “ V paq, and Z2 “ V pbq. Let s, t ě 0 be
rational numbers. Let S Ď k be a descent datum and s P MaxSpecS. Set κ “ κpsq.
In [Eis10], Eisenstein derives a new formula for restriction multiplier ideals to closed
subschemes. By carefully studying the case ∆ Ď X ˆk X, where ∆ “ X is the diagonal, he
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arrives at the containment:
(8) adj∆ pX ˆk X, sp˚1Z1 ` tp˚2Z2q ¨ O∆ Ě JacXJ pX, sZ1 ` tZ2q
where pi : X ˆk X Ñ X are the projection maps [Eis10, Proof of Theorem 6.5]. The
left-hand side of (8) is easily seen to be contained in the product of multiplier ideals,
J pX,Z1qJ pX,Z2q [Eis10, Lemma 6.2]. Now,
adj∆ pX ˆk X, sp˚1Z1 ` tp˚2Z2q “J∆ pX ˆk X, sp˚1Z1 ` tp˚2Z2 ` d∆q
where d “ dimX. By [HY03], we have`
JacXJ pX, sZ1 ` tZ2q
˘
κ
“ JacpRκqτ
`
Rκ, paκqspbκqt
˘
for s sufficiently general. So we see, combining Theorem 5.2 with (8), that
τpI∆qκ
`pR bk Rqκ, pabk Rqsκ pR bk bqtκ pI∆qdκ˘ ¨ pR bk Rqκ{pI∆qκ Ě JacpRκqτ `Rκ, paκqspbκqt˘
for all s sufficiently general. As C pRbkRqκ,pI∆qdκ is compatible with pI∆qκ (Cf.Example 4.8), it
follows from Lemma 4.9 that
τpI∆qκ
`pR bk Rqκ, pabk Rqsκ ¨ pR bk bqtκ ¨ pI∆qdκ˘
ĎτpI∆qκ
`pR bk Rqκ,C RκbκRκ, pI∆qκ ö , pabk Rqsκ ¨ pR bk bqtκ˘
Here we’re using the fact that Rκ bκ Rκ “ pR bk Rqκ. By Proposition 4.10, we have
τpI∆qκ
`pR bk Rqκ,C RκbκRκ, pI∆qκ ö , pabk Rqsκ ¨ pR bk bqtκ˘ ¨ pR bk Rqκ{pI∆qκ
“τpRκ,D p2q, asκbtκq.
Thus we have shown, assuming Theorem 5.2:
Corollary 5.6. Work in Setting 5.5. Then
JacpRκqτpRκ, paκqspbκqtq Ď τpRκ,D p2q, paκqspbκqtq
for all s sufficiently general.
Namely, our subadditivity formula,
τpRκ,D p2q, paκqspbκqtq Ď τpRκ, paκqsqτpRκ, pbκqtq
is a sharper containment than the previously known formula,
JacpRκqτpRκ, paκqspbκqtq Ď τpRκ, paκqsqτpRκ, pbκqtq.
5.1. Proof that pJXpA,Zqqκ Ě τIκpRκ, atκq. We prove Theorem 5.2 in two parts. The first
part is easier and just uses the minimality of τI . The second part follows an argument similar
to [Tak08, Theorem 5.3] and requires a variant of Hara’s surjectivity theorem [Har98].
Recall that for any normal F -finite scheme6 X of characteristic p and any map ϕ : F e˚OX Ñ
OX we can associate an effective Q-divisor ∆ϕ on X such that KX `∆ϕ is Q-Cartier with
Cartier index not divisible by p (Cf.[BS13], [Sch09, Section 3]). If h is a global section of OX
and we set ϕh “ ϕpF e˚h ¨ ´q, then ∆ϕh “ ∆ϕ ` 1{ppe ´ 1q div h.
6Let X be a scheme of positive characteristic. Then the Frobenius map on each affine chart of X induces
a morphism of schemes F : X Ñ X called the absolute Frobenius morphism. We say X is F -finite if F e˚OX
is a coherent OX -module for some (equivalently, all) e ą 0.
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Now suppose that X is an F -finite integral scheme with fraction field sheaf K pXq.
As localization commutes with the F e˚ functor, any map ϕ : F e˚OX Ñ OX induces a mappϕ : F e˚K pXq Ñ K pXq.
Lemma 5.7 (Cf.[Sch08, HW02] ). Let R be a normal F -finite domain and set X “ SpecR.
Suppose pi : Y Ñ X is a log-resolution of the ideals ai Ď R and set aiOY “ OY p´Giq. Let
ti ą 0 be a collection of rational numbers. Then for any map ϕ : F e˚OX Ñ OX we have
pϕ˜F e˚artppe´1qsOY
˜S
KY ´ pi˚pKX `∆q ´
ÿ
i
tiGi
W
` E
¸¸
Ď OY
˜S
KY ´ pi˚pKX `∆q ´
ÿ
i
tiGi
W
` E
¸
,
where pϕ is the induced map F e˚K pXq Ñ K pXq, E is any effective divisor on Y , and ∆ is
any divisor on X such that ∆ ď ∆ϕ and KX `∆ is Q-Cartier.
Proof. We work locally, so that pi˚KY “ KX . Let h P artppe´1qs. Then ∆ϕh “ ∆ϕ ` 1{ppe ´
1q div h. By the proof of [Sch08, Theorem 6.7], we have
pϕhˆF e˚OY ˆRKY ´ pi˚ˆKX `∆ϕ ` 1pe ´ 1 div h
˙V
` F
˙˙
Ď OY
ˆR
KY ´ pi˚
ˆ
KX `∆ϕ ` 1
pe ´ 1 div h
˙V
` F
˙
for any integral effective divisor F . Set
F “
Q
KY ´ pi˚pKX `∆ϕq ´
ÿ
tiGi
U
´
R
KY ´ pi˚
ˆ
KX `∆ϕ ` 1
pe ´ 1 div h
˙V
Then F is integral. Also F is effective, as div h ě řrtippe ´ 1qsGi, which means 1{ppe ´
1q div h ě ř tiGi. Thus we havepϕh ´F e˚OY ´QKY ´ pi˚pKX `∆ϕq ´ÿ tiGiU¯¯ Ď OY ´QKY ´ pi˚pKX `∆ϕq ´ÿ tiGiU¯
Then for any effective divisor E we havepϕh ´F e˚OY ´QKY ´ pi˚pKX `∆ϕq ´ÿ tiGiU` E¯¯
Ď OY
´Q
KY ´ pi˚pKX `∆ϕq ´
ÿ
tiGi
U
` E
¯
using the projection formula, the fact that pF eq˚pOY pEqq “ OY ppeEq, and the fact that
E ď peE.
Similarly, for any ∆ ď ∆ϕ with KX `∆ Q-Cartier, we haveQ
KY ´ pi˚pKX `∆q ´
ÿ
tiGi
U
´
Q
KY ´ pi˚pKX `∆ϕq ´
ÿ
tiGi
U
ě 0,
and so pϕh ´F e˚OY ´QKY ´ pi˚pKX `∆q ´ÿ tiGiU` E 1¯¯
Ď OY
´Q
KY ´ pi˚pKX `∆q ´
ÿ
tiGi
U
` E 1
¯
,
for any effective divisor E 1, as desired. 
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Theorem 5.8. Work in Setting 5.1 and assume that charR “ 0. Then JXκpAκ, Zκq Ě
τIκpRκ, atκq for s sufficiently general.
Proof. For s sufficiently general, we have that p “ charκ does not divide the denominator of
any ti and thus τIκpRκ, atκq is well-defined. Fix such an s. We just need to prove two things:
˝ ϕ
´
F e˚a
rtppe´1qs
κ JXκpAκ, Zκq
¯
ĎJXκpAκ, Zκq, for all e ą 0 and ϕ P C Re , and
˝ JXκpAκ, Zκq Ę Iκ.
Set aiOA1 “ OA1p´Fiq. Then, by definition,
JXκpAκ, Zκq “ pfκq˚OA1κ
˜S
KA1κ ´ f˚κKAκ ´
ÿ
i
tipFiqκ
W
`X 1κ
¸
We see that the first assertion follows from Lemma 5.7, using ∆ “ 0.
The second assertion is something we can check locally at Iκ, so now we assume that Rκ is a
local ring with maximal ideal Iκ. But then, by assumption, OA1κ p´
ř
i tipFiqκq “ OA1κ p´cX 1κq.
So we see
JXκpAκ, Zκq “ pfκq˚OA1κ
`P
ψ˚KAκ ´ f˚κKAκ
T˘
and ψ˚KAκ ´ fκ˚KAκ has no support along X 1κ. 
5.2. Proof that pJXpA,Zqqκ Ď τIκpRκ, atκq. For the other containment, we use a similar
argument to the one in [Tak08]. First, we recall Hara’s surjectivity theorem. The following
statement is slightly stronger than the one found in [Har98]: in [Har98], the author assumes
that X is the blow up of an ideal sheaf on Y . However, the same proof actually shows the
following statement, where X is just assumed to be projective over Y and smooth.
Theorem 5.9 ([Har98, Section 4.3]). Let Y “ SpecR, where R is finitely generated over
a field k of characteristic 0, and let X be a smooth Noetherian scheme projective over Y .
Suppose E is a reduced simple normal crossings divisor on X and D an ample divisor with
supppD´tDuq Ď suppE. Choose some finitely generated Z-subalgebra B of k, over which we
do our reduction mod p. For any closed point s P S “ SpecB with residue field κ “ κpsq, let
Yκ, Xκ, Eκ, and Dκ be the fibers of the corresponding objects over s. Then, for sufficiently
general closed points s,
paq HjpXκ,ΩiXκ{κplogEκqp´Eκ ´ t´peDκuqq “ 0, i` j ą d, e ě 0pbq HjpXκ,ΩiXκ{κplogEκqp´Eκ ´ t´pe`1Dκuqq “ 0, i` j ą 0, e ě 0
where d “ dimX and p “ charκpsq.
Combined with [Har98, Proposition 3.6] (as stated), we obtain the following result:
Corollary 5.10 (Cf.[Har98, Section 4.4]). Using notation as in Theorem 5.9, the map
pF eq_ : H0pXκ, F e˚ωXκprpeDκsqq Ñ H0pXκ, ωXκprDκsqq
is surjective for e ą 0 and for sufficiently general s P S, where κ “ κpsq.
We will also need the following lemmas:
Lemma 5.11. Work in Setting 5.1 and assume that R has characteristic 0. There exists
d P RrI such that, for all sufficiently general s, a power of dκ (depending on s) is an atκ-test
element along Iκ in Rκ.
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Proof. If s is sufficiently general, then p “ charκpsq will not divide the denominator of any
ti and Cκ :“ C Rκ,atκ will satisfy the conditions of Setting 4.2. As RI is regular, we can find a
regular sequence px1, . . . , xcq in R such that px1, . . . , xcqRI “ IRI . Set J “ px1, . . . xcq. Then
there exists an element d P RrI such that Rd is regular, Rd{IRd is regular, and JniRd Ď aiRd
for all i. Note that pRdqκ is the same as Rκ localized at dκ. We set Rd,κ :“ pRκqdκ and
Cd,κ :“ pCκqdκ . Then we have
τIκpRκ,CκqRd,κ “ τIκRd,κpRd,κ,Cd,κq Ě τJκRd,κpRd,κ, J cκRd,κq,
where the containment follows quickly from the minimality of τJκRd,κpRd,κ, J cκRd,κq. By
Lemma 5.12, we see that τIκpRκ,CκqRd,κ “ Rd,κ. Thus, there exists some N such that
dNκ P τIκpRκ,Cκq. As dNκ P Rκ r Iκ, we’re done. 
Lemma 5.12. Let k be a perfect field of characteristic p. Let R be a regular k-algebra
essentially of finite type and I a prime ideal generated by a regular sequence of length c.
Suppose also that R{I is regular. Then τIpR, Icq “ R.
Proof. This fact is well-known to experts, and is essentially shown in [Tak13, Theorem
3.2]. 
Lemma 5.13. Let I Ď R be a prime ideal such that RI is regular. Let a Ď R be an ideal
such that aRI “ ImRI for some m ě 0. Then there exists some ξ P RrI such that ξan Ď an
for all integers n.
Proof. By [SH06, Proposition 5.3.4], there is some integer k, such that an “ an´kak for all
n ě k. As RI is regular, we have IRI is generated by a regular sequence and is therefore a
normal ideal, meaning InRI is integrally closed for all n (see, for instance, [SH06, Exercise
5.7]). As integral closure of ideals commutes with localization, we have
anRI “ anRI “ InmRI “ InmRI “ anRI ,
for all n. Thus, for n “ 1, . . . k there exist elements ξn P R r I satisfying xnan Ď an. Then
we can set ξ “ ξ1 ¨ ¨ ¨ ξk. 
Lemma 5.14. Work in Setting 5.1 and assume that charR “ 0. There exists some ξ P RrI
such that ξartpq´1qs Ď artpq´1qs for all p " 0 and all e ą 0 sufficiently divisible, where q “ pe.
Proof. For each i, write ti “ ai{bi. Set m to be the least common multiple of the bi, so that
for each i there exists an integer a1i such that ti “ a1i{m. For p sufficiently large, we have p
does not divide bi for each i. Then for e sufficiently divisible, we have m | ppe ´ 1q. Thus
ź
i
a
rtippe´1qs
i “
ź
i
a
a1ippe´1q{m
i “
˜ź
i
a
a1i
i
¸ pe´1
m
.
Then we can find the desired element ξ by applying Lemma 5.13 to the ideal a “
ź
i
a
a1i
i . 
Theorem 5.15. Work in Setting 5.1 and assume that charR “ 0. Then JXκpAκ, Zκq Ď
τIκpRκ, atκq for all s sufficiently general.
Proof. We start by finding a suitable resolultion of A. In particular, we need a resolution
f : B Ñ A that can be used to compute JXpA,Zq such that there exists a divisor V on B
satisfying the following:
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˝ f´1Z Y supppexcpfqq Y supppf˚KAq Y suppV is a simple normal crossings scheme, 7
˝ V does not dominate X, and
˝ ´εV ´ F is relatively ample over A for any ε ą 0 sufficiently small, where aiOB “
OBp´Fiq and F “ ři tiFi.
Let pi1 : A1 Ñ A be a factorizing resolution of X Ď A such that pi´11 Z Y supppexcppi1qq Y
suppppi1˚KAq is a simple normal crossings scheme. Let X1 Ď A1 be the strict transform of X
in A1 and let pi2 : A2 Ñ A1 be the blow up along X1. Let X2 be the reduced pi2-exceptional
divisor dominating X1. We have the following diagram:
X2

Ď A2
pi2

X1

Ď A1
pi1

X Ď A .
Let aiOA2 “ OA2p´F 1i q and set F 1 “
ř
tiF
1
i . Setting pi “ pi1 ˝ pi2, we get
JXpA,Zq “ pi˚OA2 pKA2 ´ tpi˚KA ` F 1u`X2q ,
by definition. However, we are not finished constructing the resolution we need, as we don’t
know whether a divisor V satisfying the properties above exists on A2.
Note that ´F 1 is relatively big and relatively semi-ample over A. The latter implies that
there exist natural numbers a,N ą 0 and a map γ1 : X2 Ñ PNA such that ´aF 1 “ pγ1q˚OPNA p1q.
As ´F 1 is relatively big, γ1 is birational onto its image, which we call B1. Note that γ1
is an embedding at the generic point of X2 and therefor an isomorphism over an open
neighborhood of X in A. Thus the exceptional locus of γ1 does not contain X2, and we can
perform a sequence of blowups of schemes not containing X2, call it γ : B Ñ A2, to get that
excpγ1 ˝γqYγ´1pi´1ZY supppγ˚pi˚KAq has simple normal crossings support. Let γ2 “ γ1 ˝γ2
and f “ pi ˝ γ. These definitions are illustrated by the following diagram:
B
A2 B
1
A1
A
γ γ2
fpi2
pi
γ1
pi1
Note that the exceptional locus of γ2 does not dominate γ1pX2q. Thus we can write γ1 as
the blow up of some ideal sheaf I Ď OB1 that does not vanish along γ1pX2q. Let W be the
effective divisor on B such that IOB “ OBp´W q. Then we see that OBp´W qbpγ2q˚OB1pbq
is very ample over A for all b sufficiently large. Set V “ 1
ab
W . Then ´V ´ F is ample over
A. Because W is effective, we may assume that
tf˚KA ` F ` V u “ tf˚KA ` F u,
7Recall from Notation 4.15 that by excpfq we mean the locus of points at which f is not an isomorphism.
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by choosing b sufficiently large. Fix canonical divisors KA1 , KA2 , and KB so that KA1{A is
pi1-exceptional, KA2{A1 “ pc´ 1qX2, and KB{A2 is γ-exceptional. Let rX “ γ´1˚ X2. Then
γ˚OB
´
KB ` rX ´ tf˚KA ` F u¯ “ OA2 pKA2 `X2 ´ tpi˚KA ` F 1uq ,
just because adjoint ideals are well-defined. Indeed, it suffices to check the above equality
after twisting each side by OA2p´pi2˚KA1q. As KA2 “ pc´ 1qX2 ` pi2˚KA1 , we get
γ˚OB
´
KB ` rX ´ tf˚KA ` F u¯b OA2 p´pi˚2KA1q
“γ˚OB
´
KB{A2 ` γ˚KA2 ´ γ˚pi˚2KA1 ` rX ´ tf˚KA ` F u¯
“γ˚OB
´
KB{A2 ` pc´ 1qγ˚X2 ` rX ´ tf˚KA ` F u¯ .
By our assumptions in Setting 5.1, we have F 1 “ cX2 `G for some effective SNC Q-divisor
G not supported along X2. Thus:
γ˚OB
´
KB{A2 ` pc´ 1qγ˚X2 ` rX ´ tf˚KA ` F u¯
“γ˚OB
´
KB{A2 ` pc´ 1qγ˚X2 ` rX ´ tf˚KA ` γ˚pcX2 `Gqu¯
“γ˚OB
´
KB{A2 ` rX ´ tf˚KA ` γ˚pX2 `Gqu¯ .
On the other hand, we have
OA2 pKA2 `X2 ´ tpi˚KA ` F 1uq b OA2 p´pi˚2KA1q
“OA2 ppc´ 1qX2 `X2 ´ tpi˚KA ` cX2 `Guq
“OA2 pX2 ´ tpi˚KA `X2 `Guq .
By definition, we have
adjXpA, pi˚2KA `Gq “ γ˚OB
´
KB{A2 ` rX ´ tf˚KA ` γ˚pX2 `Gqu¯
“ OA2 pX2 ´ tpi˚KA `X2 `Guq ,
because both γ and the identity map are log-resolutions of pi2˚KA `G. In particular, we get
JXpA,Zq “ f˚OB
´
KB ` rX ´ tf˚KA ` F u¯.
Employing Lemma 5.11, choose some d P RrI such that, for s sufficiently general, there is
some N such that dNκ is an a
t
κ-test element along Iκ in Rκ. Choose also an element ξ P Rr I
as in Lemma 5.14.
Next, we show there exists η P Rr I satisfying
KB{A2 ` γ˚pi˚2KA1 ´ tmf˚KAu´ divB η ď f˚ pp1´mqKAq ` γ˚X2 ´ rX
for all m such that p1 ´ mqKA is Cartier. As f˚ pp1´mqKAq is integral in this case, it
suffices to find η P Rr I satisfying
KB{A2 ` γ˚pi˚2KA1 ´ divB η ď tf˚KAu` γ˚X2 ´ rX.
We compute:
tf˚KAu` γ˚X2 ´ rX ´KB{A2 ´ γ˚pi˚2KA1 “ γ˚X2 ´ rX ´KB{A2 ´ rγ˚pi˚2KA1 ´ f˚KAs.
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Recall that the exceptional locus of γ does not contain rX, so γ˚X2 ´ rX ´ KB{A2 is not
supported on rX. Since the support of KA1 ´ pi1˚KA does not contain X1, the support of
γ˚pi˚2KA1 ´ f˚KA “ γ˚pi˚2 pKA1 ´ pi˚1KAq
does not contain rX. Further, this divisor is f -exceptional. Thus we have
H0
´
A, f˚OB
`
tf˚KAu` γ˚X2 ´ rX ´KB{A2 ´ γ˚pi˚2KA1˘¯ Ď R
and also
H0
´
A, f˚OB
`
tf˚KAu` γ˚X2 ´ rX ´KB{A2 ´ γ˚pi˚2KA1˘¯ Ę I,
so we can find the desired element η by taking
η P H0
´
A, f˚OB
`
tf˚KAu` γ˚X2 ´ rX ´KB{A2 ´ γ˚pi˚2KA1˘¯r I.
The utility of this η will be made apparent in Appendix B.
Next, we define
D “ f˚KA ` F ` V ` ε divBpdξηq,
where ε ą 0 is chosen to be small enough such that
tDu “ tf˚KA ` F u.
Note that D is f -anti-ample, as F ` V is f -anti-ample, f˚KA is f -numerically trivial, and
divBpdξηq is f -anti-nef. For all m P Ną0, we have a short exact sequence of sheaves on A1,
0 Ñ OB pKB ´ tmDuq Ñ OBpKB ´ tmDu` rXq Ñ Am Ñ 0.
for some Am supported on rX.
Then we get an exact sequence
0 Ñ H0pB,OBpKB ´ tmDuqq Ñ H0pB,OBpKB ´ tmDu` rXqq
Ñ H0p rX,Amq Ñ H1pB,OBpKB ´ tmDuqq,
Now, ´mD is an f -big and f -nef divisor whose fractional part has simple normal crossings
support. By Kawamata-Viehweg vanishing [Laz04, Corollary 9.1.20], we have
H1pB,OBpKB ´ tmDuqq “ H1pB,OBpKB ` r´mDsqq “ 0.
Thus, we have the short exact sequence,
0 Ñ H0pB,OBpKB ´ tmDuqq Ñ H0pB,OBpKB ´ tmDu` rXqq
Ñ H0p rX,Amq Ñ 0.
Next, we compute Am. By our assumptions in Setting 5.1, we can express F as F “ c rX`G,
where G is a Q-divisor whose support does not contain rX, and c is the codimension of X in
A. Thus, we get
OB
´
KB ´ tmf˚KA `mF `mV `mε divBpdξηqu` rX¯
“OB
´
KB ` rX ´ tmf˚KA `mG`mV `mε divBpdξηqu¯b OBp´mc rXq
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Now, OBpc rXq b O rX is a line bundle on rX, so we can fix some integral divisor Σ on rX so
that O rXpΣq – OBpc rXq b O rX . As pKB ` rXq| rX „ K rX , it follows that
Am – O rX
´
K rX ´
Y
m rD]¯
where we set rD – pf˚KA `G` V ` ε divBpdξηqq | rX ` Σ. Note that restricting to rX here
commutes with rounding down because D has simple normal crossings support and D is
supported on rX. Also, note that rD is anti-ample over A. As Σ is integral, the fractional
part of rD has simple normal crossings support.
Set p “ charκpsq. For s sufficiently general, we have:
˝ The map
pF eBκq_ : H0 pBκ, F e˚ωBκ p´tpeDκuqq Ñ H0 pBκ, ωBκ p´tDκuqq
is a surjection for all e ą 0. This is possible by Corollary 5.10.
˝ The map
pF erXκq_ : H0
´ rXκ, F e˚ω rXκ ´´Ype rDκ]¯¯Ñ H0 ´ rXκ, ω rXκ ´´Y rDκ]¯¯
is a surjection for all e. This is also possible by Corollary 5.10. Note that rX is
projective over X, so the original statement of Hara’s surjectivity theorem would not
apply to rX Ñ X.
˝ p does not divide the Cartier index of KA.
˝ p does not divide the denominator of any ti.
˝ Some power of d is an atκ-test element along Iκ in Rκ.˝ H0pB,ωBp´tmDuqqκ “ H0pBκ, ωBκp´tmDκuqq for all m P Ną0. This is possible be-
causeD is aQ-divisor. Indeed, let v be the least common multiple of the denominators
of the coefficients appearing in D. Then
ttmDu | m ě 0u “ tuvD ` tmDu | 0 ď m ă v, u ě 0u .
By generic freeness, we can choose our descent datum S to ensure that the coherent
sheaves ωBp´tmDuq and OBp´vDq, as well as their cohomologies, are flat for 0 ď
m ă v. Then the result follows from [Har98, Lemma 4.1].
˝ Similarly, we can ensure that H0pB,ωBp rX ´ tmDuqqκ “ H0pBκ, ωBκp rXκ ´ tmDκuqq
for all m P Ną0, and
˝ H0p rX,ω rXp´Ym rD]qqκ “ H0p rXκ, ω rXκp´Ym rDκ]qq for all m P Ną0.
Fix such an s. Fix also a number N so that dNκ is an a
t
κ-test element along Iκ in Rκ. Then
for all e P N sufficiently divisible we have:
˝ ξartppe´1qs Ď artppe´1qs,
˝ peε ą N ,
˝ p1´ peqKA is Cartier, and
˝ tippe ´ 1q P Z for all i.
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Fix such an e. With that taken care of, reduce the whole setup modulo p at κ and set q “ pe.
We get the following diagram:
0 H0pBκ, F e˚ωBκp´tqDκuqq H0pBκ, F e˚ωBκp rXκ ´ tqDκuqq H0p rXκ, F e˚ω rXκp´Yq rDκ]qq 0
0 H0pBκ, ωBκp´tDκuqq H0pBκ, ωBκp rXκ ´ tDκuqq H0p rXκ, ω rXκp´Y rDκ]qq 0
pF eBκq_ pF eBκq_ pF erXκq_
By the five lemma, as well as our assumptions on p, we see that
pF eBκq_ : H0pBκ, F e˚ωBκp rXκ ´ tqDκuqq Ñ H0pBκ, ωBκp rXκ ´ tDκuqq
is a surjection. But the right-hand side is exactly (the global sections of) JXκpAκ, Zκq by
Lemma 4.17. Thus it’s enough to show that the image of this map is contained in τIκpRκ, atκq.
It follows from a straightforward computation that
H0pBκ, F e˚ωBκp rXκ ´ tqDκuqq Ď Rκ pp1´ qqKAκqź
i
paiqtipq´1qκ dNκ ξNκ .
See Appendix B for details. By the construction of ξ, we have ξNκ
ś
i paiqtipq´1qκ Ď
ś
i paiqtipq´1qκ .
Thus we’re done, by Lemma 4.12. Indeed, the map pF eA1κq_ may be identified with the “eval-
uate at 1” map HomRκpF e˚Rκ, Rκq Ñ Rκ via the isomorphism
HomRκpF e˚Rκ, Rκq – F e˚Rκ pp1´ qqKAκq ,
see [Sch09]. So we have shown that
JXκpAκ, Zκq Ď ϕ
`
F e˚a
rtppe´1qs
κ d
N
κ
˘
for some ϕ P C Rκe . 
It’s worth noting the following analog to Lemma 2.11(b). This proposition follows from
Lemma 5.13, and it provides further evidence that τIpR,C q is well-behaved in Setting 5.1.
Proposition 5.16. Work in Setting 5.1 and assume that charR “ p. For each i, let bi “ ai
be the integral closure of ai. Then
τI
˜
R,
ź
i
atii
¸
“ τI
˜
R,
ź
i
btii
¸
.
Proof. The Ď inclusion follows from Lemma 4.9, so we prove the reverse inclusion. As
bni Ď ani for all i and n, it follows from Lemma 5.13 that there exists some ξ P R r I such
that
ξ
ź
i
b
tippe´1q
i Ď
ź
i
b
tippe´1q
i .
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Let d P τIpR,śi aiqr I be arbitrary. Then Lemma 4.12 tells us:
τI
˜
R,
ź
i
bi
¸
“
ÿ
eě0
ÿ
ϕPCR
ϕ
˜
F e˚dξ
ź
i
b
tippe´1q
i
¸
Ď
ÿ
eě0
ÿ
ϕPCR
ϕ
˜
F e˚d
ź
i
a
tippe´1q
i
¸
“ τI
˜
R,
ź
i
bi
¸
.

6. Computing D p2qpRq for Affine Toric Varieties
Our next goal is to find a nice description of D p2q that allows us to compute test ideals
τpR,D p2q,śi atii q. The case where R is a normal affine semigroup ring over a field k (equiv-
alently, SpecR is an affine toric variety over k) turns out to be quite tractable.
Setting 6.1. We let Σ be a fan in Rn and X “ XpΣq the associated toric variety over a
perfect field k of characteristic p ą 0. By Σp1q we mean the set of rays (i.e. 1-dimensional
cones) in Σ. We assume, for simplicity, that Σ has a unique n-dimensional cone σ. We
let R be the coordinate ring of X. In particular, R is a toric ring, that is, a normal affine
semigroup ring. For all rays ρ P Σp1q, we let vρ denote the primitive generator of ρ. That
is, vρ is the shortest nonzero vector in Zn X ρ.
Choose e ą 0 and set q “ pe. In this section, it will be more convenient to use the notation
R1{q rather than F e˚R. Working in Setting 6.1, we have a nice k-basis for HomRpR1{q, Rq. In
particular, we let
krT s “ k “x˘11 , . . . , x˘1n ‰
be the coordinate ring of the n-dimensional torus T . Similarly, we let
krT ˆ T s “ krT s bk krT s
be the coordinate ring of the 2n-dimensional torus, T ˆ T . We let q “ pe, and we adopt the
notation,
1
q
Zn :“
"ˆ
a1
q
, ¨ ¨ ¨ , an
q
˙ ˇˇˇˇ
a1, ¨ ¨ ¨ , an P Z
*
.
For any vector u P 1
q
Zn, we adopt the shorthand notation
xu :“
nź
i“1
xuii .
Then for all a P 1
q
Zn we define a map pia in terms of its action on monomials: for all u P 1qZn,
set
piapxuq “
#
xa`u, a` u P Zn
0, otherwise
It’s not hard to see that these maps pia generate all the maps krT s1{q Ñ krT s:
Lemma 6.2 ([Pay09]). In the notation above, the set tpia | a P 1qZnu is a k-vector space basis
of HomkrT s
`
krT s1{q, krT s˘.
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Further, every map R1{q Ñ R extends to a unique map krT s1{q Ñ krT s. Thus, each map
in HompR1{q, Rq is just a map krT s1{q Ñ krT s that happens to send R1{q into R. Payne has
characterized such maps: we define the anticanonical polytope of R,
P´KX “ tu P Rn | xu, vρy ě ´1 for all rays ρ P Σp1qu
Then we have:
Proposition 6.3 ([Pay09]). Work in Setting 6.1. Then the set of maps pia where a is in
intpP´KRq X 1qZn forms a k-vector space basis for HomRpR1{q, Rq.
Our characterization of D p2q is as follows:
Theorem 6.4. Work in Setting 6.1. Then D p2qe pRq is generated as a k-vector space by the
maps pia where a P 1peZn X intpP´KX q and the interior of P´KX X pa´ P´KX q contains a
representative of each equivalence class in 1
pe
Zn{Zn.
First, we must prove a lemma. This lemma is similar to [CHP`16, Theorem 7.3]. Note
however that we do not assume that ϕ is a splitting.
Lemma 6.5. Let ϕ “ ř ca,a1pia b pia1 be a map in HomkrTˆT s `krT ˆ T s1{q, krT ˆ T s˘. Then
ϕ is compatible with I∆ if and only if for all equivalence classes ru1s, ru2s P 1qZn{Zn, we have,
for all d P 1
q
Zn, ÿ
aPru1s
ca,d´a “
ÿ
bPru2s
cb,d´b
Proof. Note that the ideal I
1{q
∆ Ď krT ˆ T s1{q is generated by the elements"
xu b x´u ´ 1
ˇˇˇˇ
u P 1
q
Zn
*
.
Since krT ˆ T s is a smaller ring than krT ˆ T s1{q, we need more elements to generate I1{q∆ as
a krT ˆ T s-module. However, elements of the form xv b xv1 , where v and v1 are vectors in
1
q
Zn, generate krT ˆT s1{q as a krT ˆT s-module (indeed, as a k-vector space). Thus, the set"
xv b xv1 `xu b x´u ´ 1˘ ˇˇˇˇ u, v, v1 P 1
q
Zn
*
generates I
1{q
∆ as a module over krT ˆ T s.
Suppose ϕ “ řa,a1 ca,a1pia b pia1 is compatible with the diagonal. This is equivalent to
asserting that
(9) ϕ
´
xv b xv1 `xu b x´u ´ 1˘¯ ” 0 mod I∆
for all u, v, v1 P 1
q
Zn. Set ϕv,v1 :“ ϕpxv b xv1 ¨ q. Then the condition in (9) is equivalent to
saying
ϕv,v1
`
xu b x´u ´ 1˘ ” 0 mod I∆,
for all u, v, v1 P 1
q
Zn, or in other words,
(10) ϕv,v1
`
xu b x´u˘ ” ϕv,v1p1q mod I∆.
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Now, it’s easy to see that pia b pia1
`
xv b xv1 ¨ ˘ “ pia`v b pia1`v1 . Thus
ϕv,v1 “
ÿ
a,a1P 1
q
Zn
ca,a1pia`v b pia1`v1 “
ÿ
a,a1P 1
q
Zn
ca´v,a1´v1pia b pia1
This means that (10) is equivalent to sayingÿ
aP´u`Zn,
a1Pu`Zn
ca´v,a1´v1xa`u b xa1´u ”
ÿ
b,b1PZn
cb´v,b1´v1xb b xb1 mod I∆,
and this is the case if and only if
(11)
ÿ
aP´u`Zn,
a1Pu`Zn
ca´v,a1´v1xa`a
1 “
ÿ
b,b1PZn
cb´v,b1´v1xb`b
1
.
Now, the above is an equality of Laurent polynomials, so it holds if and only if the corre-
sponding coefficients for each exponent of x are the same. So our initial assertion (9) holds
if and only if, for all d P Zn and all u, v, v1 P 1
q
Zn, we have
ÿ
aP´u`Zn
ca´v,d´a´v1 “
ÿ
bPZn
cb´v,d´b´v1
(In other words, we’re setting d “ a ` a1 “ b ` b1 in (11).) By setting U “ ´u ´ v and
D “ d´ v1 ´ v, the above is equivalent toÿ
aPU`Zn
ca,D´a “
ÿ
bP´v`Zn
cb,D´b
where U, v, and D independently range over 1
q
Zn. This completes the proof. 
Corollary 6.6. Let R be a toric ring. The Cartier algebra C RbkR, I∆ ö is “graded”, in the
sense that the map
ř
a,a1 ca,a1pia b pia1 is compatible with the diagonal if and only if, for each
d P 1
q
Zn, we have
ř
a`a1“d ca,a1piabpia1 is compatible with the diagonal. It follows that D p2qpRq
is generated over k by the maps pid in D p2qpRq.
Proof. First, we focus on the case that R “ krT s. The first part follows immediately from
the above lemma: a map
ř
a,a1 ca,a1pia b pia1 satisfies the condition in Lemma 6.5 if and only
if the maps
ř
a`a1“d ca,a1pia b pia1 satisfy the condition in Lemma 6.5 for all d.
For the second assertion, let ψ P C RbkR, I∆ ö be arbitrary. Then ψ :“ ψˇˇ
RbkR{I∆ is an
arbitrary element of D p2qpRq. If
ψ “
ÿ
a,a1
ba,a1pia b pia1 ,
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then by the first assertion, we have ψ1 :“ řa`a1“u ba,a1pia b pia1 is also in C RbkR, I∆ ö for all
u P 1
q
Zn. Now let v P 1
q
Zn be arbitrary. We compute:
ψ1|∆pxvq “
˜ÿ
a
ba,u´apiapxvq b piu´ap1q
¸ˇˇˇˇ
ˇ
RbkR{I∆
(12)
“
¨˚
˝ ÿ
aP´v`Zn
where u´aPZn
ba,u´axa`v b xu´a‹˛‚
ˇˇˇˇ
ˇˇˇ
RbkR{I∆
(13)
“
#`ř
aP´v`Zn ba,u´a
˘
xu`v, u` v P Zn
0 otherwise
(14)
“
˜ ÿ
aP´v`Zn
ba,u´a
¸
piupxvq(15)
So if we write ψ “ řa capia, we see that ψ1|RbkR{I∆ “ cupiu. Thus either cu “ 0 or piu P
D p2qpRq, as desired.
For the general case, we just note that each map pR bk Rq1{q Ñ R bk R extends to a
unique map krT ˆ T s1{q Ñ krT ˆ T s, and one of these maps is compatible with the diagonal
whenever the other map is (Cf.[BK07, Lemma 1.1.7]). 
Note that, a priori, it looks like the coefficient of piupxvq in (15) depends on v (or even
worse, on our choice of lifting of xv to R bk R), but by Lemma 6.5, this is not the case.
Proof of Theorem 6.4. Any map in ψ P HomRbkRppR bk Rq1{q, R bk Rq extends to a mappψ P HomkrTˆT spkrT ˆ T s1{q, krT ˆ T sq, and two maps agree if and only if their extensions to
the torus agree. By [BK07, Lemma 1.1.7], ψ is compatible with the diagonal if and only ifpψ is compatible with the diagonal. This means the map pid is in D p2qpRq if and only if there
exists some map
ϕ “
ÿ
a,a1
ca,a1pia b pia1 : krT ˆ T s1{q Ñ krT ˆ T s
compatible with I∆ that restricts to a map pR bk Rq1{q Ñ R bk R, and such that the sumř
a`a1“d ca,a1 is non-zero. By Lemma 6.5, this means for all ru1s, ru2s P 1qZn{Zn, we haveÿ
aPru1s
ca,d´a “
ÿ
bPru2s
cb,d´b.
Further, if
ř
a`a1“d ca,a1 ‰ 0, then there exists some rus P 1qZn{Zn such that
ř
aPrus ca,d´a ‰ 0.
This is just because ÿ
a`a1“d
ca,a1 “
ÿ
rusP 1
q
Zn{Zn
ÿ
aPrus
ca,d´a
Using Lemma 6.5 again, this means that for all rus P 1
q
Zn{Zn, the sum řaPrus ca,d´a is
nonzero. In particular, for all rus P 1
q
Zn{Zn, there is some a P rus such that ca,d´a ‰ 0.
Since ϕ restricts to a map F e˚pR bk Rq Ñ R bk R, this means a, d ´ a P intpP´KX q, by
Proposition 6.3. In other words, a is in the interior of P´KX X pd´ P´KX q.
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Conversely, given some d, suppose that each equivalence class rus has a representative in
the interior of P´KXXpd´ P´KX q. Then we can label these representatives a1, . . . , aN . Thenř
i piaibpid´ai is a map compatible with the diagonal, and its restriction to the diagonal is pid.
This is just an application of equation (15); in this case, there is only one nonzero coefficient
ba,d´a where a is in any particular equivalence class of 1qZ
n{Zn. 
Remark 6.7. Theorem 6.4 can be seen as a generalization of [Pay09, Theorem 1.2]. Indeed,
the following lemma shows that an affine toric variety is diagonally F -split if and only if
pi0 P D p2q. Thus we recover [Pay09, Theorem 1.2] by setting a “ 0 in the statement of
Theorem 6.4.
Lemma 6.8. Let R be a toric ring. The following are equivalent:
(i) R is diagonally F -split
(ii) pi0 P D p2qe pRq for some e ą 0
(iii) pi0 P D p2q1 pRq.
Proof. To see that (i) implies (ii), suppose that R is diagonally F -split. By [Pay09, Propo-
sition 4.5], there exists some e ą 0 and some map
ϕ “
ÿ
aP 1
q
Zn
capia P D p2qe .
with c0 ‰ 0. By Corollary 6.6, we have pi0 P D p2qe pRq.
To see that (ii) implies (iii), suppose that pi0 P D p2qe pRq and set q “ pe. As R1{p Ď R1{q,
the map pi0 restricts to a map R
1{p Ñ R. One checks that this restriction is in D p2q1 pRq, for
instance by using Theorem 6.4.
Finally, (iii) implies (i) by definition. 
Example 6.9. Consider the case R “ krx, y, zs{pxy ´ z2q, and assume that char k ą 2. To
use the techniques in this section, we use the presentation R “ kry, xy, xy2s. Then Figure 1
shows the polytope P´KX . Using Theorem 6.4, one can compute D p2qpRq:
(16) D p2qpRq “à
eě0
F e˚
A
xp
e`1y
pe`1
2 , xp
e
y
pe`1
2 , xy
pe`1
2 , y
pe`1
2 , xp
e´1yp
e´1
E
HomRpF e˚R,Rq
In terms of the more familiar presentation, R – krx2, xy, y2s, this formula becomes
D p2qpRq “à
eě0
F e˚
@
xp
e`1, xp
e
y, xp
e´1yp
e´1, xyp
e
, yp
e`1DHomR pF e˚R,Rq
To see this, we will prove the following:
(i) If a ą ´1 and b ą a{2, then pipa,bq P D p2qpRq
(ii) If a ą 0 and b ą pa´ 1q{2, then pipa,bq P D p2qpRq
(iii) pip0,0q P D p2qpRq
(iv) The maps pip0,´1{qq, pip´1{q,´1{qq, and pip´2{q,´2{qq are not in D p2qpRq.
Because D p2qpRq is a Cartier algebra and piapxb ¨ ´q “ pia`b for all a, b P 1qZn, it follows from
(iv) that the maps described in (i)–(iii) are the only maps in D p2qpRq. (Another way to see
this is to notice that, for any map piv not among those described in (i)–(iii), the corresponding
polytope P´KX X pv´P´KX q is contained in the polytope corresponding to one of the maps
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Figure 1. The polytope P´KX for the quadric cone R “ kry, xy, x2ys, along
with the fractional lattice 1
5
Z2. The area in red denotes the set of maps not in
D p2q1 pRq. The points in blue denote the generators of D p2q1 pRq over F 1˚R.
described in (iv)). Consequently we see that D p2qe is generated over F e˚R by the maps piv,
where
v P
"ˆ
1´ q
q
,
pq ` 1q{2
q
˙
,
ˆ
2´ q
q
,
pq ` 1q{2
q
˙
, p0, 0q ,
ˆ
1
q
,
pq ` 1q{2
q
˙
,
ˆ
2
q
,
pq ` 1q{2
q
˙*
As HomRpF e˚R,Rq is generated as an F e˚R-module by pip 1´qq , 1´qq q, we get that D
p2qpRq has
the description given in equation (16).
So, let pa, bq, pα, βq P R2. Then
Ppa,bq :“ int pP´KX X ppa, bq ´ P´KX qq
“ tpx, yq | ´1 ă x ă a` 1,´1 ă 2y ´ x ă 1´ a` 2bu
We wish to find an integer translation of pα, βq in Ppa,bq, where pa, bq is as in (i) or (ii). Let
α “ α ´ rαs. If pa, bq is as in (i), then we have#
pα, β ´ tβuq P Ppa,bq, 2pβ ´ tβuq ´ α ď 1
pα, β ´ tβu´ 1q P Ppa,bq, 2pβ ´ tβuq ´ α ą 1
If pa, bq is as in (ii), then we have$’&’%
pα ` 1, β ´ tβu´ 1q P Ppa,bq, 12α ` 12 ă β ´ tβu
pα, β ´ tβu´ 1q P Ppa,bq, 12α ´ 12 ă β ´ tβu ď 12α ` 12
pα ` 1, β ´ tβuq P Ppa,bq, 0 ď β ´ tβu ď 12α ´ 12
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To check (iii), we note that$’&’%
pα, β ´ tβuq P Pp0,0q, 2pβ ´ tβuq ´ α ă 1
pα, β ´ tβu´ 1q P Pp0,0q, 2pβ ´ tβuq ´ α ą 1
pα ` 1, β ´ tβuq P Pp0,0q, 2pβ ´ tβuq ´ α “ 1
Here we’re using the fact that char k ‰ 2 to see that α ă 0 if 2pβ ´ tβuq ´ α “ 1. Indeed,
the point p0, 1
2
q has no integer translation in Pp0,0q, so pi0 R D p2qpRq if char k “ 2.
Finally, to check (iv), we note that p0, pq´1q{2
q
q has no integer translations in Pp0,´1{qq.
The polytope Pp´1{q,´1{qq has no integer translations of p0, pq´1q{2q q nor, for that matter, of
p´1
q
, pq´1q{2
q
q. The polytope Pp´2{q,´1{qq has no integer translations of p´1q , pq´1q{2q q.
We can use this calculation to compute the F -signature of D p2qpRq in the sense of [BST12].
Indeed, we see that the only splitting of R Ñ R1{q contained in D p2qpRq is pip0,0q. Thus
spD p2qpRqq “ 0.
Example 6.10. Let R “ krx, y, z, xyz´1s – krs, t, u, vs{pst´ uvq. The cone σ of R is given
by the extremal rays:
p1, 0, 0q , p0, 1, 0q , p1, 0, 1q , p0, 1, 1q
We will show the following:
Claim 6.11. Let e ą 0. If pa, b, cq P P´K X 1qZ3 and a` b` c ą ´1, then pipa,b,cq is in D p2qe .
To see this claim, it’s enough to consider the case ´1 ă a, b ď 0, since ϕpF e˚x ¨ ´q P D p2q
whenever ϕ P D p2q and x P R. The key point is that then
2` a` c ą 1´ b ě 1, and(17)
2` b` c ą 1´ a ě 1.(18)
Set ~d “ pa, b, cq. Let pα, β, γq P R3. We wish to find an integer translation of pα, β, γq is in
P X p~d ´ P q. We start by translating the polytope P X p~d ´ P q by p1, 1, 0q: the resulting
polytope is described as the set of px, y, zq satisfying the inequalities
0 ă x ă 2` a
0 ă y ă 2` b
0 ă x` z ă 2` a` c
0 ă y ` z ă 2` b` c
We may assume, without loss of generality, that 0 ă α, β ď 1 and 0 ď γ ă 1. Note that we
automatically have
0 ă α ă 2` a, 0 ă β ă 2` b, 0 ă α ` γ, 0 ă β ` γ
If we happen to have α` γ ă 2` a` c and β ` γ ă 2` b` c, then we’re done. So suppose
otherwise. Without loss of generality, we may assume that α`γ ě 2`a` c. If we also have
β ` γ ě 2 ` b ` c, then the point pα, β, γ ´ 1q is in P X p~d ´ P q: since α ` γ ă 2, we have
α ` γ ´ 1 ă 1 ă 2 ` a ` c by equation (17). On the other hand, α ` γ ě 2 ` b ` c ą 1, so
α ` γ ´ 1 ą 0. Similarly, we have 0 ă β ` γ ´ 1 ă 2` b` c.
Now suppose that α ` γ ě 2 ` a ` c but β ` γ ă 2 ` b ` c. If β ` γ ą 1, then the point
pα, β, γ ´ 1q is again in P X p~d ´ P q, as clearly we have 0 ă β ` γ ´ 1 ă 2 ` b ` c. On the
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other hand, if β ` γ ď 1, then pα, β ` 1, γ ´ 1q is in P X p~d ´ P q. Indeed, we just have to
check that β ` 1 ă 2` b, or in other words, that b ą β ´ 1. We know, by assumption, that
b ą ´1´ a´ c, so it suffices to check that ´a´ c ě β. As γ ě 2` a` c´ α, we have
β ď 1´ γ ď 1´ p2` a` c´ αq “ ´a´ c` α ´ 1 ă ´a´ c
The last inequality comes from the assumption that 0 ď α ă 1. This proves the claim.
By [vK11], the splittings of R1{q correspond to the points in 1
q
Z3 X Psig, where Psig is the
polytope given by
Psig :“
$’’&’’%x P R3
ˇˇˇˇ
ˇˇˇˇ ´1 ă x1, 0, 0y ¨ x ď 0´1 ă x0, 1, 0y ¨ x ď 0´1 ă x1, 0, 1y ¨ x ď 0
´1 ă x0, 1, 1y ¨ x ď 0
,//.//- .
This polytope is depicted in Figure 2. As seen in the figure, the plane x`y`z “ ´1 cuts this
polytope in half. This shows that spD p2qpRqq ě spRq{2 “ 1{3. Calculations in Macaulay2
[GS] suggest that there are no further maps in D p2qpRq and that spD p2qpRqq “ 1{3.
Figure 2. Comparison of maps in D p2qpRq and a polytope whose volume is
spRq, according to [vK11]. The plane is given by x`y`z “ ´1. All fractional
lattice points lying above the plane correspond to maps in D p2qpRq.
7. Classifying singularities in terms of D p2q
Theorem 3.12 suggests that rings with milder singularities have larger Cartier algebras
D p2q. We wonder whether the singularities of a ring can be well understood just by consid-
ering, in some sense, the size of D p2q. The following conjecture would be a natural place to
start in order to develop such a theory:
Conjecture 7.1. Let R be a finitely-generated algebra over a perfect field of positive char-
acteristic. Then D p2qpRq “ C R if and only if R is regular.
One direction is clear: if R is regular then so is R bk R, meaning that F e˚pR bk Rq is a
projective R bk R-module for all e ą 0. As R bk R Ñ R is a surjective map of R bk R
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modules, the universal property of projective modules tells us that any map F e˚R Ñ R will
lift:
F e˚pR bk Rq pϕ //
F e˚µ

R bk R
µ

F e˚R
ϕ // R
Here, we’re thinking of R and F e˚R as RbkR-modules via µ. We have the following partial
converses.
Proposition 7.2. Suppose k is a perfect field of positive characteristic and R is a reduced
k-algebra essentially of finite type. If D p2qpRq “ C R, then R is strongly F -regular.
Proof. Apply Corollary 5.6 to the case where a “ b “ R. We see that 0 ‰ τpRq Ď τpRq2, so
τpRq “ τpRq2. As τpRq contains a regular element of R, it follows from Nakayama’s lemma
that τpRq “ R. 
We also know that the converse of Conjecture 7.1 holds in the Q-Gorenstein toric case,
using Watanabe and Yoshida’s characterisation of the F -signature in that setting. The point
of the Q-Gorenstein condition is just so that we know P´KX is a translation of the dual cone
σ_ of R. Note that, by [CLS11, Proposition 4.2.7], this includes the case when the cone σ
of R is simplicial, and in particular all toric surfaces.
Proposition 7.3. Work in Setting 6.1. Suppose also that R is Q-Gorenstein and D p2qpRq “
C R. Then R is regular.
Proof. It follows from Lemma 7.4 that P´KX “ σ_ ` v for some v P Rn such that xv, vρy “´1 for all ρ P Σp1q. Let Q “ tx | @ρ P Σp1q : 0 ă xx, vρy ă 1u. By [vK11], we know that
spRq “ volpQq. The key point is to notice that
P´KX X pv ´ P´KX q “ pσ_ ` vq X p´σ_q “ tx | @ρ P Σp1q : ´1 ă xx, vρy ă 0u “ ´Q.
Thus spRq “ volpP´KX X pv ´ P´KX qq.
Now, the function Rn Ñ R given by d ÞÑ volpP´KX X pd ´ P´KX qq is continuous, as
this intersection is always compact. By taking e sufficiently large, we can find a lattice
point d P 1
pe
Zn X P´KX arbitrarily close to v. Thus we can make volpP´KX X pd ´ P´KX qq
arbitrarily close to volpP´KX Xpv´P´KX qq. Since D p2qpRq “ C R, we have that pid P D p2qpRq
and also that R is diagonally F -split. Then volpP´KX X pv ´ P´KX qq ě 1 by Lemma 7.5.
Thus spRq “ 1 and R is regular. 
Lemma 7.4. Work in Setting 6.1 and suppose that R is Q-Gorenstein. Then P´KX “ σ_`v
where v is a vector satisfying xv, vρy “ ´1 for all ρ P σp1q.
Proof. This can be seen in a few different ways, but here’s one. Let r be the Cartier index
of R, so that rKX is Cartier. As ´rKX “ řρPσp1q rDρ, we have by [CLS11, Theorem
4.2.8] that there exists w such that xw, vρy “ ´r for all ρ P σp1q. Then we certainly have
1
r
w ` σ_ Ď P´K . On the other hand, for any x P P´K we have
@
x´ 1
r
w, vρ
D ą 0 for all ρ,
meaning 1
r
w ` σ_ “ P´K . So we set v “ 1rw. 
Lemma 7.5. Let R be a diagonally split n-dimensional affine toric variety. For all e and
all d P 1
pe
Zn, if pid : F e˚RÑ R is in D p2qe pRq then volpP´KX X pd´ P´KX qq ě 1.
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Proof. For all e1 ą e, let pie1d “ pid ¨ ppi0qe1´e P C Re1 . This is the map F e1˚ R Ñ R corresponding
to the lattice point d P 1
pe1Z
n. The map pi0 is in D
p2q
1 pRq by (6.8), so we have pie1d P D p2qpRq
since D p2qpRq is a Cartier algebra. By Theorem 6.4 the polytope P´KXXpd´P´KX q contains
at least pe
1n fractional lattice points in 1
pe
1Zn. Then we’re done, as for any polytope P Ď Rn
we have
volpP q “ lim
mÑ8
#
 
1
m
Zn X P(
mn
This is a well-known fact; see for instance [MS06, Theorem 2.2]. 
Appendix A. Proof that Test Ideals Along Closed Subschemes Exist
In this appendix, we show there’s a notion of test elements for test ideals along closed
subschemes, working in Setting 4.2. Consequently, these test ideal exist. We remark that
these proofs are essentially the same as those in [Sch09, §6]. The salient difference between
our setting and the one in [Sch09] is that here we’re not assuming that I is an F -pure center
of R. Instead, we’re just assuming that C is compatible with I.
Lemma A.1. Work in Setting 4.2. There exists some γ P Rr I such that
(a) All proper ideals of Rγ compatible with Cγ are contained in IRγ, and
(b) The Cartier algebra Cγ is F -pure
Proof. Let pi : RÑ R{I be the quotient map. It follows from our assumptions in Setting 4.2
that C |R{I is a nondegenerate Cartier algebra on R{I, so τ
`
R{I,C |R{I
˘
is well-defined (and,
in particular, nonzero) [Sch11]. Choose γ1 P R so that pipγ1q P τ
`
R{I,C |R{I
˘
and pipγ1q ‰ 0.
Then all proper ideals of R compatible with Cγ1 are contained in IRγ1 . Indeed, we have the
following diagram for all ϕ P Cγ1 :
F e˚Rγ1
pi

ϕ // Rγ1
pi

F e˚pR{Iqγ1 ϕ // pR{Iqγ1
If ϕpJq Ď J , then ϕppipJqq Ď pipJq. Note that as ϕ runs through all maps in Cγ1 , ϕ will run
through all maps in
`
C |R{I
˘
γ1
. So if J is a proper ideal of Rγ1 compatible with Cγ1 , then pipJq
is compatible with pC |R{Iqγ1 . But we have that τpR{I, pC |R{Iqγ1q “ τpR{I,C |R{IqpR{Iqγ1 “pR{Iqγ1 , so pC |R{Iqγ1 is F -regular. This means that pipJq “ 0, meaning J Ď IRγ1 .
We note that all proper ideals of Rγ1γ2 compatible with Cγ1γ2 are contained in IRγ1γ2 , for
all γ2 P Rr I. So choose e ą 0 and ψ P Ce to be some map whose image is not contained in
I and let γ2 P ψpF e˚Rqr I. Then the element γ “ γ1γ2 satisfies the conclusion of the lemma.

Proposition A.2 (Cf.[Sch09, Lemma 6.12]). Work in Setting 4.2. There exists an element
γ P RrI such that, for all d P RrI, there exists an integer m and a map Ψ P C of minimal
degree greater than 0 such that γm “ Ψ ¨ d.
Proof. Choose γ as in Lemma A.1. It suffices to prove that
J :“
ÿ
eą0
ÿ
ϕPCe
ϕpF e˚dqRγ “ Rγ
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for all d P R r I. By definition of γ, it suffices to show that J is compatible with Cγ and
not contained in IRγ. It’s clear that J is compatible with Cγ, so we’ll just show J is not
contained in IRγ. Let pi : R Ñ R{I be the natural surjection. As pC |R{Iqγ is F -regular
and pipdq ‰ 0, there exist e and ϕ P pC |R{Iqγ such that ϕpF e˚pipdqq “ 1. This means that
ϕpF e˚dq “ 1`x for some x P I, where ϕ is any map in Cγ that induces ϕ. But then 1`x P J ,
so J is not contained in IRγ. 
Lemma A.3 (Cf.[Sch09, Lemma 6.13]). Suppose ϕ P C R, c P R, and b P ϕ ¨ pcRq. Then
b2 P ϕn ¨ pcRq for all n ą 0.
Proof. This proof is essentially the same as that of Lemma 6.13 of [Sch09]. We include it
here for completeness.
We proceed by induction. The base case is given by the hypothesis. Suppose that ϕ “ř
i ϕi, where ϕi P C Rei . Then we compute:
b2 P b ϕ ¨ pcRq “ b
ÿ
i
ϕi pF ei˚ cRq “
ÿ
i
ϕi
`
F ei˚ b
peicR
˘ Ďÿ
i
ϕi
`
F ei˚ b
2cR
˘
“ ϕ ¨ pb2cRq Ď ϕ ¨ ppϕn ¨ pcRqq cq Ď ϕn`1 ¨ pcRq

Proposition A.4 (Cf.[Sch09, Proposition 6.14]). There is an element b P R r I such that
for all d P Rr I, there exists Ψ P C such that b “ Ψ ¨ d.
Proof. This proof is essentially the same as that of Proposition 6.14 of [Sch09]. We include
it here for completeness.
Choose γ as in Proposition A.2. Then there exists m and Ψ, of minimal degree e0 ą 0,
such that γm “ Ψ ¨ 1. By Lemma A.3, γ2m P Ψn ¨R for all n ą 0. We will show that b “ γ3m
works.
Let d P RrI be arbitrary. Then there exists Ψ1 and m1 such that γm1 “ Ψ1¨d. If m1 ă 3m,
then we’re done. Otherwise, choose n such that m1 ă mpne0 and write Ψn “ ři ψi with
ψi P Cei for all i. Note that ei ě ne0 for all i. Then we have:
γ3m “ γmγ2m P γmΨn ¨ pRq “ γm
ÿ
i
ψipF ei˚ Rq “
ÿ
i
ψipF ei˚ γmpeiRq Ď
ÿ
i
ψipF ei˚ γmpne0Rq
Ď
ÿ
i
ψipF ei˚ γm1Rq “ Ψn ¨ pγm1Rq Ď ΨnΨ1 ¨ pdRq,
as desired. 
Theorem A.5 (Cf.[Sch09, Lemma 6.17 and Theorem 6.18]). Let b be as in Proposition A.4.
Then
τIpR,C q “
ÿ
eě0
ÿ
ϕPCe
ϕpF e˚bq
Proof. This proof is essentially the same as Lemma 6.17 and Theorem 6.18 of [Sch09]. We
include it here for completeness.
Let τIpR,C ; bq denote the ideal ÿ
eě0
ÿ
ϕPCe
ϕpF e˚bq,
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and note that we have
τIpR,C ; bq “
ÿ
ϕPC
ϕ ¨ b.
Then we need to show:
(a) τIpR,C ; bq Ę I,
(b) τIpR,C ; bq is compatible with C , and
(c) τIpR,C ; bq is contained in any other ideal satisfying (a) and (b).
For (a), it’s enough to show that b P τIpR,C ; bq. This follows from Proposition A.4, using
d “ b. Assertion (b) is clear from the construction of τIpR,C ; bq.
For the final assertion, let J be some ideal satisfying (a) and (b). Choose some d P J r I.
Then ÿ
ϕPC
ϕ ¨ d Ď
ÿ
ϕPC
ϕ ¨ J Ď J
By Proposition A.4, we have b P J . But then
τIpR, at; bq “
ÿ
ϕPC
ϕ ¨ b Ď
ÿ
ϕPC
ϕ ¨ J Ď J

Appendix B. Multiplier Ideal Computations
This appendix is devoted to proving the following containment, in the context of the proof
of Theorem 5.15:
H0pBκ, F e˚ωBκp rXκ ´ tqDκuqq Ď R pp1´ qqKAκqź
i
paiqtipq´1qκ dNκ ξNκ .
Recall the following notation: first, we work in Setting 5.1 with charR “ 0. Further,
pi1 : A1 Ñ A is a factorizing resolution of X Ď A. We denote by X1 the strict transform of X
in A1 and we let pi2 : A2 Ñ A1 be the blow up along X1. We set X2 to be the pi2-exceptional
divisor dominating X1. Finally, γ : B Ñ A2 is a blow up of a subscheme not containing X2
and set rX “ γ´1˚ X2. For each i, we set aiOB “ OBp´Fiq and we set F “ ři tiFi. We have
that Z “ cX at the generic point of X, where c is the codimension of X in A. Further, d
and ξ and elements of R, and ε ą 0. We also have that η P Rr I is an element satisfying
KB{A2 ` γ˚pi˚2KA1 ´ tqf˚KAu´ div η ď f˚ pp1´ qqKAq ` γ˚X2 ´ rX,
and V is an effective divisor on B. We define
D “ f˚KA ` F ` V ` ε divA1pdξηq.
We also choose e ą 0 so that tipq ´ 1q P Z and p1 ´ qqKA is Cartier, where q “ pe. We
also have an integer N ą 0 and we assume that qε ą N . From now on, we work exclusively
modulo p at κ and we abuse notation by omitting the subscripts κ. We compute:
H0pB,F e˚ωBp rX ´ tqDuqq
“ H0
´
A, f˚F e˚OB
´
KB ` rX ´ tqf˚KA ` qF ` qV ` qε divBpdξηqu¯¯
Ď H0
´
A, f˚F e˚OB
´
KB ` rX ´ tqf˚KAu´ tqF u´ tqV u´ tqεu divBpdξηq¯¯
Ď H0
´
A, f˚F e˚OB
´
KB ` rX ´ tqf˚KAu´ tqF u´N divBpdξηq¯¯
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Here, we’re using the fact that H is anti-effective. Note that KA2 “ pi2˚KA1 ` pc ´ 1qX2 by
[Har77, Exercise II.8.5], and so KB “ KB{A2 ` γ˚ppi2˚KA1 ` pc´ 1qX2q. Then it follows from
our choice of q and the construction of η that
H0
´
A, f˚F e˚OB
´
KB ` rX ´ tqf˚KAu´ tqF u´N divBpdξηq¯¯
“H0
´
A, f˚F e˚OB
´
KB{A2 ` γ˚pi˚2KA1 ` pc´ 1qγ˚X2 ` rX ´ tqf˚KAu´ tqF u´N divBpdξηq¯¯
ĎH0 pA, f˚F e˚OB pf˚ pp1´ qqKAq ` cγ˚X2 ´ tqf˚KAu´ tqF u´N divBpdξqqq
Next, we examine the term ´tqF u. For each i, we can write Fi “ rFi ` aiγ˚X for some
ai P N, where rFi is not supported along rX. Since we assumed Z “ cX at the generic point
of X, we have
ř
i tiai “ c. Then we see
´tqF u “ ´
[ÿ
i
qti rFi ` qtiaiγ˚X_ “ ´[ÿ
i
qti rFi_´ qcγ˚X.
Thus we have:
H0 pA, f˚F e˚OB pf˚ pp1´ qqKAq ` cγ˚X2 ´ tqf˚KAu´ tqF u´N divBpdξqqq
“H0
˜
A, f˚F e˚OB
˜
f˚ pp1´ qqKAq ´ tqf˚KAu´
[ÿ
i
qti rFi_` pc´ qcqγ˚X2 ´N divBpdξq¸¸
ĎH0
˜
A, f˚F e˚OB
˜
f˚ pp1´ qqKAq ´ tqf˚KAu´
ÿ
i
tqtiu rFi ` pc´ qcqγ˚X2 ´N divBpdξq¸¸
Note that for all i, tqtiu ě tpq ´ 1qtiu “ pq ´ 1qti. As rFi is effective for each i, we get
´
ÿ
i
tqtiu rFi ` pc´ qcqγ˚X2 ď ´ÿ
i
pq ´ 1qti rFi ´ pq ´ 1qcγ˚X2
ď ´
ÿ
i
´
pq ´ 1qti rFi ` pq ´ 1qtiaiγ˚X2¯
ď ´
ÿ
i
pq ´ 1qtiFi
By the construction of η, it follows that
H0
˜
A, f˚F e˚OB
˜
f˚ pp1´ qqKAq ´ tqf˚KAu´
ÿ
i
tqtiu rFi ` pc´ qcqγ˚X2 ´N divBpdξq¸¸
ĎH0
˜
A, f˚F e˚OB
˜
f˚pp1´ qqKAq ´
ÿ
i
pq ´ 1qtiFi ´N divBpdξq
¸¸
ĎR pp1´ qqKAq
ź
i
a
tipq´1q
i d
NξN ,
as desired.
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