Abstract: It has been rigorously shown in [11] that the complex susceptibility for chaotic maps of the interval can have a pole in the upper complex plane. I develop a numerical procedure allowing to exhibit this pole from time series. I then apply the same analysis to the Hénon map and conjecture that the complex susceptibility has also a pole in the upper half complex plane.
ing phenomenological equations/models (Langevin equations, Drude model, ...)
allowing to obtain linear response from an ad hoc microscopic dynamics.
The foundation of linear response theory from a realistic microscopic dynamics (e.g. Hamilton equations) is more problematic. In the context of classical (non quantum) dynamics, the properties invoked in the foundation of equilibrium statistical mechanics (molecular chaos, ergodicity, mixing) suggest that "chaotic" dynamical systems may be good candidates to establish a rigorous connexion between the microscopic dynamics and a mesoscopic linear response. However, the typical trajectories of chaotic systems exhibit initial conditions sensitivity and (local) exponential amplification of small perturbations. This "butterfly effect" is a serious obstacle toward a linear response theory in chaotic systems, as raised by Van Kampen [14] . On the other hand, statistical mechanics is not really concerned with microscopic trajectories but instead with ensemble averages or time averages [these averages being related by the ergodic hypothesis]. Averaging integrates all nonlinear effects of the microscopic dynamics and one may expect that "the nonlinear deviations of the microscopic motions somehow combine to produce a linear macroscopic response" (Van Kampen, [14] , page 282).
In the context of "chaotic" dynamical systems one can write down an explicit [but formal] expression relating the variation of the average value of an observable to a power expansion in the perturbation of the vector field [12] [for an example see eq. (5) below]. Ruelle has shown rigorously that this expression is well defined in uniformly hyperbolic mappings [8, 9, 10] and that the variation is indeed proportional to suitable perturbations with a sufficiently small amplitude [more precisely the variation of the average value of the observable is differentiable with respect to the perturbation]. This expression reveals clearly Kubo coefficients and Onsager theory [12] . But this expression also holds away from equilibrium and for dynamical systems having microscopic dissipation. This last result allows to use linear response out of the field of physics, for example to investigate the interplay between the network structure and dynamics in neural networks [1, 2, 3] .
However, even in classical examples of one dimensional "chaotic" dynamical systems, one can exhibit situations where linear response is violated: the series defining the complex susceptibility diverges. Obviously, this can occur for systems close to a bifurcation point, and the corresponding divergence of the susceptibility is reminiscent of second order phase transitions in statistical physics. Recently, Ruelle has shown a deeper result for chaotic maps of the interval: the complex susceptibility is well defined on the real axis (real frequencies) for some class of perturbations and diverges for some others [11] . More precisely, the complex susceptibility exhibits poles in the upper half complex plane, corresponding to certain types of perturbations. This surprising result is not a violation of causality but only means that there is no linear response to this type of perturbation. This suggests that obeying linear response is not an intrinsic property of the dynamical system, but depends also on the way it is perturbed.
B. Cessac
From this discussion two natural questions arise. Does this property exist in larger dimensional chaotic dynamical systems ? Is it possible to have an experimental/numerical characterization of this effect ? The first question is difficult to address from a mathematical point of view and is still unresolved even for classical examples such as the Hénon map. The second one is the main concern of the present paper. I indeed propose a numerical experimentation protocol allowing to compute the complex susceptibility and to investigate the numerically observable effects of having a pole in the upper half complex plane. This protocol is first used in the case of the logistic map where one can use the guidelines of Ruelle's mathematical results [11] as a validation. Then I apply it to the Hénon map for the standard parameter values and conjecture that this map may also exhibit a pole in the upper half complex plane. In the present paper I shall thus regard linear response theory, not in a statistical mechanics perspective, but instead from the point of view of dynamical systems theory and ergodic theory, in the spirit of [11] . Nevertheless, the mere fact that canonical examples of "chaotic maps" exhibit responses that are not proportional to an infinitesimal perturbation, raises interesting questions in the context of non equilibrium statistical mechanics [see discussion].
The paper is organized as follows. In the first section I recall briefly Ruelle's results and I give a qualitative explanation of the mechanism inducing a violation of linear response for certain perturbations. This is a key point to understanding the numerical effects observed. Then, I present, in a second section, the numerical method and apply it to the logistic map, with a careful discussion of the effects induced by numerics. Finally, I apply this method to the Hénon map. 
[Note that Ruelle's results holds for more general maps of the interval [11] ].
The corresponding dynamical system
has an absolutely continuous ergodic measure with density :
Denote by < A >= suitable function X(x, t), so that the perturbed dynamical system is:
By "suitable" it is meant that X(x t , t) is such that the trajectories of the perturbed system stay inside the interval [−1, 1], to avoid a trivial divergence of the trajectories.
If the perturbation is applied permanently from a distant past (in order to reach a "stationary regime") the variation of the average value of A, at time t, is formally given by:
If the series converges it is called the linear response of the observable A to the perturbation X. Note that the expression (5) includes all the "microscopic" nonlinearities, via the iterates
I shall consider perturbations of type X(x, t) ≡ X(x)e −iωt . Then:
where χ(ω) is called the complex susceptibility, and is formally given by:
where λ = e iω . As discussed in this paper, the convergence of the series depends on the class of perturbations applied.
The study of this series is easier if one uses the variable change x = sin( 
Ruelle has shown the following results [11] . One can decompose X in the form X = C − X − +C + X + +X 0 where C − , C + are some constants. The functions Numerical evidence of linear response violations in chaotic systems.
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X − , X + will be defined below. X 0 is any square integrable holomorphic function
following properties. Indeed, for square integrable, holomorphic perturbations, vanishing at {−1; 1} one has, using the variable y:
The series
where
and L is the Perron-Frobenius operator:
The eigenvalues of the Perron-Frobenius operator have the form λ n = n . Thus, all the poles of the susceptibility, related to a function
, where Y ′ 0 decomposes on the eigenbasis σ n , lie outside the unit disc [resp. in the lower half of the complex plane for the frequency ω]. Therefore, the series converge for real frequencies and the corresponding susceptibility is well defined. 
2. The series
|λ| |f ′ (−1)| < 1 and, in its domain of convergence, has the form
where G A is a constant depending on A. The complex susceptibility has there-
, inside the unit disk (resp. above ω = i log (2)).
Therefore, the series Ψ − diverges for real frequencies ω and there is no linear response for a perturbation X − .
From [11] X − writes:
where w is solution of:
w is not an analytic function. It can be obtained via the recursion: there is a pole in the upper half plane is more subtle and can be explain with the following argument [13] .
Consider the formal definition of the susceptibility (5). f (t−n) has t − n zeros and oscillates rapidly (for large t − n) with a period ∼ 4 n−t . One can decompose the integral
the zeros of f (t−n) . The density ρ has a strong variation about ±1 and small variations on the central part. The contribution of the first interval (containing −1) is given, for large t − n, by :
and has small variations on this interval, this contribution is ∼ ρ(x)f ′(t−n) (x)dx which behaves like e λ(t−n) = 2 (t−n) on the first interval 1 . Thus, the divergence of the linear part of the response is exactly due to the microscopic instability, even after performing a time average over one or several trajectories.
1 In fact, it is easy to show that the integral corresponding to this situation,
dx ... vanishes. This is because f t (x) is even ∀t > 0 thus f t (x)f t−1 (x) . . . x is odd. Therefore the complete integral is zero and the response is (−4) t × 0. This is due to the particular symmetry of the map. The remarkable thing is that in a numerical computation of type (19) below, one does not compute the exact integral of a strictly constant function, but instead there are round off fluctuations such that the numerically computed integral does not exactly vanish. One obtains, instead of 0, something like 2 t × η where η can be very small, but nevertheless finite. Thus, one can observe the instability of the response by considering a constant perturbation and the observable A(x) = x, as I checked.
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This effect may however look rather specific since the perturbation X − is specific. Actually, this non rigorous argument suggests that one may observe an effect of the upper pole provided that one considers perturbations that do not vanish at ±1 (but vanish outside the interval [−1, 1]).
1.2.
Numerical results for the logistic map.. The goal is now to define a numerical method allowing to compute the linear response, whenever it is defined, but also to investigate the numerical effects observed when there is a pole in the upper half complex plane. I use the following algorithm introduced in [6] and later on in [1, 2, 3] . An analytical justification of this method can be found in [6] . I give here the main idea.
Let us first consider the case where the complex susceptibility is well defined on the real axis by the series (7) (perturbations of type X 0 ). Then:
Since this quantity does not depend on time one may write:
The idea is to replace δρ t (A) by A(x ′ (t)) − A(x(t)) where x ′ (t) is a typical trajectory of the perturbed system, with a perturbation X(x)e −iωt and x(t) is a typical trajectory of the unperturbed system. As shown in [6] this approximation holds provided that ǫT is sufficiently large and ωT >> 1 (basically one uses ǫT ω >> 1).
B. Cessac
Any typical trajectory of (1) approaches the points ±1 within a distance of order ǫ with a characteristic time of order
. In a numerical simulation where ǫ is small but finite this arises often, especially if one respects the condition ǫT ω >> 1. However, in this case, a perturbation X(x)e −iωt can push the trajectory out of the interval [−1, 1] leading to an exponential divergence. To avoid this effect I have used instead a perturbation X(x, t) = X(x)(1 + e −iωt ) where X is positive about x = −1 and negative about x = +1, so that the perturbation is always directed inside the interval [−1, 1] whenever x = ±1. For such a equation (5) gives:
where :
In the case where the complex susceptibility is defined on the real axis this only adds a constant finite term C = χ(0) to δρ t (A). Then:
I have used the following procedure. I iterate the dynamical system (4) with a perturbation X(x, t) = X(x)(1 + e −iωt ) and I compute S T (ω,
. This quantity depends on the initial condition x and I performed an average over a large number of initial conditions. This allows to compute error bars and reduces the fluctuations.
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Remark The quantity obtained by this procedure is a priori not the linear response but the total response since one can apply it for arbitrary large ǫ. Thus, one must a priori check that the susceptibility is independent of ǫ on a certain range of small ǫ values [e.g. it does not vary if one replaces ǫ by 2ǫ].
I have first considered the case of a perturbation, corresponding to the RuellePollicott resonance 1 4 , where the complex susceptibility for real ω is well defined.
In the variable x this perturbation writes:
The observable A is also X 0 , in order to have a projection on the first Ruelle Pollicott mode and to select only the resonance What happens now if one applies the same procedure to a perturbation inducing a pole in the upper half plane ? As we saw the susceptibility is not defined on the real axis because the series diverges. However, when computing the expression (19) one is not dealing with a series, but with a finite sum. Moreover, according to the previous section, the susceptibility diverges because of the term 2 t in (14) . Numerically, the initial perturbation, of size ǫ, is thus amplified by the (2λ)
which writes, using the frequency ω:
Therefore, it exhibits oscillations due to the cut off t m . For longer time, mixing should lead to an exponential decay of the response.
To check this I have first computed (19) for the perturbation (11) and for the
[the derivative of A gives a maximal value for the term (14) The results are presented in Fig. 2a,b .
One observes indeed a clear dependency with ǫ. Moreover, the real and imaginary part exhibit the expected oscillations due to the cut-off, with a perfect agreement with the form (21). Taking the inverse Fourier series one obtains the linear response in Fig. 2b . One sees clearly the exponential growth 2 t and the ǫ dependent cut-off. Performing a fit in log scale one obtains ( fig. 3 ) an exponential increase with a rate 0.65 very close to the expect value log(2) = 0.693.
After this there is an exponential decay with an approximate rate −0.24. [I have only represented the fit for ǫ = 10 −6 but one sees easily in Fig.3 that the decay rate is similar for ǫ = 10 −4 , 10 −5 ]. This rate is slower than the first Ruelle Pollicott resonance − log(4) = −1.386. It might be that we are observing a crossover regime where exponential amplification and exponential mixing are competing.
[Note also that we are outside the linear regime].
Observe that the linear response vanishes for negative times: the presence of a pole in the upper half plane is not a sign of a violation of causality, but an evidence that linear response diverges as t grows.
Hénon map.
The Hénon map: 
where the linear response, is a 2 × 2 matrix: Let us also remark that there are no thin peak in the susceptibility (the frequency resolution is 0.00612) and the thickness of the peaks does not change with ǫ. This suggests that the imaginary part of the poles is bounded away from zero. This leads me to conjecture that there is no pole on the real axis.
Conclusion.
In this paper I have presented a numerical procedure allowing to detect a sub- to the Van Kampen discussion [14] . However, it remains to know whether this effect persists when increasing the dimension of the system. One possibility of investigation, which is somehow a direct continuation of the present work, could be to be consider a lattice of coupled logistic maps, to apply an harmonic perturbation at some point and look at the induced effects, in the spirit of this work.
There is a huge literature on coupled map lattices, but I don't know if such an experiment has already been done. y=a-log(4)t 
