Abstract: This paper proposes a novel application for estimating the size and evolution of web page populations, based on the capture-recapture experiments, which are predominantly used in wildlife biological studies. The necessary modifications for the web paradigm are explained, while the limitations confronted are discussed. The paper provides the implementation details of the proposed web capture recapture experiments along with their initial assessment. The anticipated outcome was to examine whether we can convey such kind of experiments in a sub-universe of the web (a search engine directory), in order to further estimate the evolution that occurs in its web page populations.
Introduction
In our work, we deal with the problem of measuring the active web pages on a sub-universe of the world wide web, such as a search engine's directory, at any given point in time. This approach is put into the context of capture-recapture experiments used in wildlife biological studies [1] . This implies that web pages are considered as animals living on the web and the specific types of web pages, as particular species of animals whose abundance, birth and survival rates is estimated. The concept behind capture-recapture experiments in biology is that animals are captured, marked and finally released on several trapping occasions. If a marked animal is captured on a subsequent trapping occasion, it is said to be recaptured. Based on the number of marked animals that are recaptured, one can estimate the total population size using statistical models and their estimators. The sampling scheme chosen for capturing, marking and recapturing the web pages is the robust design [1] , which extends the Jolly-Seber Model [2] . This model was chosen among other capturerecapture models since in wild-life experiments it is applied to open populations, in which there is possibly death, birth, immigration, and permanent emigration. In the web experiments, the role of the biologist who marks, identifies and record the history of the captured individuals (web pages) is assigned to a neural network-based probabilistic classifier that tackles the web page classification problem.
Capture-recapture and sampling protocol: setting the traps on the web
A typical capture-recapture experiment in nature is conducted with several primary sampling periods, which consist of at least two secondary sampling periods. In order to adopt the real-life experiments to our model, we considered the following four assumptions, which are described in [3] . Note that in our case, web pages are considered as animals, while the population under study consists of registered web pages. These assumptions are the followings: 1. Every web page, which is present in the population (either marked or unmarked) during the time of the i th sample (i = 1, 2,…, k) has the same probability p i of being captured. 2. Every marked web page present in the population immediately after the i th sample has the same probability of survival φ i until the (i+1) th sampling time (i = 1, 2, …, k-1). 3. Marks are not lost and not ignored. 4. All samples are instantaneous and each release is made immediately after the sample. In this model. M i is the number of marked web pages in the population at the time where the i th sample is collected (i = 1, 2, …, k; M 1 = 0), where k is the number of primary sampling periods, i N is the total number of web pages in the population at the time where the i th sample is collected and i B stands for the total number of new activated web pages entering the population between the i th and (i+1) th samples and still remain in the population at the time (i+1) th sample is collected (i = 1, 2, …, k-1). In addition, i ϕ defines the survival probability for all web pages between the i th and (i+1) th samples, while p i corresponds to the capture probability for all web pages during the i th sample. Moreover, m i and u i correspond to the number of the marked and unmarked web pages captured in the i th sample, while their sum defines the total number of web pages captured in this sample (n i ). Finally, R i is the number of the n i that were released after the i th sample, r i is the number of the R i web pages released at the i th sample that are captured again and z i is the number of web pages captured before the i th sample, not captured at the i th sample and captured again later. Taking the above parameters into consideration, the population size in sample i is given according to , where m i is the number of marked web pages in the i th sample and n i is the number of total web pages captured in the i th sample (i=2,3, …, k-1). Thus, the survival rate estimator is obtained by first considering the number of marked web pages in the population, immediately after i th sample was collected and it is defined by
, where M i -m i is the marked web pages not captured in the i th sample, whereas R i is the number of web pages captured, marked in the i th sample and then released. Thus, an intuitive survival rate estimator is given by
An estimator of the birth between the i th and the (i+1) th samples is provided from
, where i=2,…, k-2, highlighting the difference between the estimated population size at the (i+1) th sample and the expected survived web pages from the i th to (i+1) th , which is actually defined by
gives the capture probability p i , which can be estimated as the proportion of marked or total marked and unmarked active web pages that are captured in the i th sample, where i=2, …, k-1.
Finally, in order to estimate M i we use this formula defines the birth rate between i th and (i+1) th primary sampling periods. However, there is a serious limitation with respect to the transition from the capture re-capture experiments used in wildlife biological studies to the world wide web. As mentioned previously the role of the "biologist" who identifies and marks the web page "species" is assigned to a classifier, which is never (and never will be) 100% accurate, introducing by this some uncertainty in the above mentioned metrics. Instead, it assigns a probability to each type of being the correct one for a given web page. As mentioned previously, in real life experiments, traps are set up for a specified amount of time and the theory used assumes that all animals have the same probability of being caught in a trap. Thus, in our experiments we should ensure that web pages have the same probability of being captured during the sampling procedure. Taking into account these considerations the sampling method is depicted in Figure 1 . For a selected subuniverse of the web (e.g a record or a list with all the submitted URLs in a search engine directory) all entries are traversed sequentially. Then at each listed URL we include an entry to a poll under a probability value p 1 . This means that at each sampling period a sample that consist of about is drawn, where D stands for the total registered URLs of the list. Then all the sampled URLs are recorded and then we select a portion of them under a second probability value p 2 . The probability values p 1 and p 2 are fine-tuned according to the amount of the registered URLs in the initial list. With this process we allow each web page to have equal probability values of being included in each sample, independently of the other pages that have already been sampled. The probability of selection of an individual web page is defined by the product, while the interval between primary sampling periods as well as the time where the 'traps' must remain open (total time of the sampling method) is fine-tuned during pilot executions of the sampling method. NT Amount of web pages that appeared in the sampling set of the last sampling period and not appeared in any of the previous primary sampling periods.
NB Amount of new web pages that appeared in the sampling set of both first and second secondary sampling period NF Amount of new web pages that appeared in the sampling set of the first secondary sampling period and not in the sampling set of the second secondary sampling period NS Amount of new web pages that appeared in the sampling set of the second secondary sampling period and not in the sampling set of the first secondary sampling period PT Amount of web pages that appeared in the last primary sampling period and also appeared in at least one previous primary sampling period (old pages, which appeared in the last primary sampling period) TT Total amount of web pages, which appeared in the sampling set of the last primary sampling period Relative Indicators Description HT Amount of web pages that appeared in the sampling set of the last primary sampling period and appeared for last time in the current primary sampling period HB Amount of HT web pages that appeared in the sampling set of both first and second secondary sampling periods of the last primary sampling period HF Amount of HT web pages that appeared in the sampling set of the first secondary sampling period and not in the sampling set of the second secondary sampling period of the last primary sampling period HS Amount of HT pages that appeared in the sampling set of the second secondary sampling period and not in the sampling set of the first secondary sampling period of the last primary sampling period Furthermore, each sampled web page is labelled with five attributes. These are the primary and the secondary sampling period, the URL of the sampled web page, the domain name and finally the type of the web page as it is assigned by the classifier. These statistical indicators are grouped into two main classes. The first class involves the primary indicators, which are relevant to the current primary sampling period, while the second class involves the relative indicators, which are relevant to the relation between current primary sampling period and all the previous ones. 
The role of the classifier: identifying and marking the web pages
For the purposes of this work we used a Probabilistic Neural Network capable of classifying web pages under a specific taxonomy. As training and testing set we used web pages under the taxonomy of a RDF file, which was downloaded from the Open Directory (http://dmoz.org). This file includes over 271,954 topics if arranged in a tree hierarchy with depth of at least 6, containing a total of about 1,697,266 URLs. However, since the set of topics was very large and many of them had insufficient training data, we parsed the Open Directory's tree to a manageable subset with the help of a meta-search crawler described in [6] . In other words, we decided to use labeled web pages that belong to six different categories of the DMOZ RDF file. The crawler entered in each of the six categories extracting approximately 4000 web pages in a random way. Then, with information filtering techniques we checked the content validity (e.g. remove dead URLs, select web pages with rich content in English, etc) and we finally elected the web pages that best correspond to the needs of the addressed problem. Table 2 presents the six categories as well as the respective amount of the validated web pages used for training and testing purposes (#validated web pages = #training web pages + #testing web pages). The total amount of validated web pages was 8009 and 9464 for training and testing purposes respectively. The testing set was totally independent and separated from the training set. Table 2 also depicts the amount of the excluded web pages among the initial randomly selected and further evaluated pool per category. The topology of the classifier is z-8009-6. The input layer consists of z nodes that correspond to the number of the terms used in order to represent a web page. The z parameter depends on the feature selection method over the training set (in our case the feature selection method was the information gain technique and the number of the representative terms was 912). The second layer is the middle/pattern layer, which organises the training set in such a way, that an individual processing element represents each normalised input vector. Therefore, it consists of 8009 nodes, which correspond to the total amount of the used training patterns as shown in Table 2 . Finally, the network has an output layer that consists of six nodes, representing the six classes to be recognised. More details about the topology of the neural network, its functions as well as the feature selection method is described in [7] . Table 3 presents the confusion matrix between the six tested categories/classes. The diagonal cells correspond to the correctly classified web pages for each class respectively, while the other cells show the misclassified pages. Every row tests the system's ability in terms of correct classification over an 'a priori' known type of web pages. The diagonal cells correspond to the correctly predictions for each category respectively, while the other cells show the erroneous predictions over the testing set for the six DMOZ categories as depicted in Table 2 . For example, the web classifier categorised correctly about 82.15% (1290) out of the 1570 total web pages, which were used for testing its accuracy for the category C 2 (Computers and Internet). The rest 280 web pages were misclassified in the other five categories, with percentage probability values equal to 3.57%, 2.29%, 1.79%, 2.29% and 7.91% (categories C 1 , C 3 , C 4 , C 5 and C 6 respectively). Furthermore, having ensured through the sampling protocol described in section II, that each web page has equal probability value of being included in each sample and
outlines the probability of a web page to be classified in class i, when it actually belongs to type j, then
provides an estimation of the classification accuracy over an unknown sample set of web pages, where
is the probability of a web page to be correctly classified in class c i over the total 'a priori' sample set of class c i, ) c ( N i stands for the population of the tested web pages in class c i versus the population of the total sample, and ) c ( N i is the population of the tested web pages in class i c versus the population of the total sample. In other words, if the system classifies a page to class C 3 (Health category), it is expected that this decision would be 91.8% accurate (Predicted accuracy -P 3 ). In the last row of Table 3 the predicted accuracies of the classifier over the six DMOZ categories are presented. 
Simulation results -Discussion
The purpose of this section is to present and discuss the results of a pilot study of the methodology proposed for estimating the size and evolution of a web page population. Thus, a virtual population of web pages and its evolution over four equidistant moments in time was simulated. During the first moment the population consisted of 60 million web pages (ten million web pages per category). The evolution of the population between moments t and t+1 (t = 1, 2, 3, 4) was simulated as follows. We assumed that each web page has a probability of 0.1 to become inactive (dead) before the next moment. In this case, the page was removed from the population for all the subsequent moments.
On the other hand we simulated a number of new web page activations (births) between time t and t+1, using a binomial distribution. The assumption of the same probability value for births and deaths for each category is without doubt unrealistic. However, this assumption was considered for simplicity and has no significant effect in the evaluation of the methodology. After having obtained the virtual population in the four distinct points in time we simulated the capture and recapture of pages assuming that all web pages have the same probability of been captured at any given point in time. This probability changes through time due to the fact that the population evolves. However, without having major effects on the evaluation, we chose to keep it constant. We arbitrarily set the capture probability equal to 0.02. Finally, a last issue but important issue was the accuracy of the neural classifier. For each page captured at least once in our simulation, a type was chosen at random using the calculated accuracy of the classifier depicted in Table 3 . Thus, by inspecting the assigned type to each web page we estimated its classification and misclassification probabilities. It should be noted that a single type was assigned to the page irrespective of the number of times it was captured, keeping in parallel a record of the sampled web pages in order not to reassign a class to a recaptured page. The capture-recapture simulation measurements for each class were analyzed with the RDSURVIV statistical package [8] .
The analysis was carried out separately for each web page class. During the analysis we relied on the classifier's accuracy, assuming in parallel that the true type of each web page, the true population sizes, the survival probabilities and the number of births were not known. The true values and the estimates are shown in Table 4 . Parameters N 1 , N 2 , N 3 and N 4 correspond to the amount of active pages at sampling moments 1, 2, 3 and 4 respectively. Furthermore, parameters Φ 1 , Φ 2 and Φ 3 as well as B 1 , B 2 and B 3 define the survival probabilities and the number of births between sampling moments 1-2, 2-3 and 3-4 respectively. From the derived results, we observed that the estimation of parameters was not very satisfactory in respect to the population sizes and especially to the numbers of births. On the other hand, estimation performed better for the survival probability values, where most estimates clustered closely around the true value of 0.9 (
), especially in the classes where the classifier presents higher levels of predicted accuracy. An important factor that has a negative impact over the estimated results are the uncertainty, which is inserted from the decision of the classifier, since in many cases the statistical methodology treats the assigned page classes as the actual ones although this is not true. This leads to greater than expected variability of the results and hence greater distance between the estimated and the actual values. In other words, if we somehow managed to build an ideal classifier, where the values in all the diagonal cells of its confusion matrix were equal (or virtually close) to one, then we would be able to estimate the population characteristics in a more accurate way. Besides, the inaccuracy in the estimation of population sizes leads also to inaccuracy in the estimation of births. The number of births between sampling moments t and t+1 is estimated by the difference where all involved quantities are estimates. If the population sizes have been estimated inaccurately, the inaccuracy is also carried over the estimations of births. In addition, the estimate of births is a difference between the current estimated population size and an estimate of the expected number of web pages surviving from the previous moment. Thus, even if population sizes were accurately estimated, a large increase of population size due to unusually few 'deaths' could be attributed to the large amount of births. Equivalently, a large drop in population size due to unusually large amount of deaths could be attributed to a significantly low (even negative) amount of births. Future work should involve the development of a robust statistical methodology for analyzing the capture-recapture data and deal in parallel with the classifier's inaccuracy, which will always be present to a certain extent. Although the statistical package used in our simulation provides confidence intervals, it does not take into account the extra variability introduced by the inaccuracy of the classifier. If this limitation is surmounted we will be able to introduce confidence intervals for each of the involved parameters, producing more accurate simulation results for all the calculated parameters. 
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