In this paper, we propose a new strategy for a priori choice of regularization parameters in Tikhonov's regularization, based on the conditional stability estimate for ill-posed inverse problems. We show that it can be applied to a wide class of inverse problems. The convergence rate of the regularized solutions is also proved.
of coefficients in partial differential equations, are described by this kind of operator equation Kf = g.
We assume that K −1 is not continuous from Y to X or that the range
R(K)
is not closed in Y , which causes the ill-posed problem in solving f in Kf = g.
In modern science there is an increasingly important class of inverse problems which are not amenable to classical statistical estimation procedures and such problems are termed ill-posed. The notion of ill-posedness is usually attributed to Hadamard. Then, for stable reconstruction of f , some regularization techniques are necessary. The Tikhonov regularization techniques are widely applicable; for example, Bakushinsky and Goncharsky [2] , Beuneister [3] , Engle [9] , Groetsch [12] , Hofmann [13] , Lavrent'v et al [16] , Tikhonov and Arsenin [28] , Tikhonov et al [29] , Vasin and Ageev [32] , Varah [31] , Wahba [33] ,
Brianzi [5] , Essah and Delves [10] , Ang [1] , Gelfat [11] , Eggermont [8] , Bertero [4] , Pinkus [22] , and Bruckner [6] . For detailed bibliography, the reader should consult Piessens [20] , Piessens and Branders [21] . A review and comparison is given in Davies [7] , Talbot [25] , Istratov [14] , Shan [23] and Mead [17] .
Schematically, the Tikhonov regularization can be stated as follows:
For given data g in (1.1), we search for a minimizer of a functional
which is minimized over the subspace
Both norms in (1.2) are L 2 , f (p) denotes the p-th derivative of f and λ > 0 is the regularization parameter.
The minimizer of (1.2) in H p is given by
where z(ω; λ) is the filter function given by
We assume throughout that the support of each function f, g and k is essentially finite and contained within the interval [0, 1), possibly by a change of variable. It is then convenient to adopt the approximating function space T N of trigonometric polynomials of degree at most N and period 1, since then the disrcetization error in the convolution may be made exactly zero at the grid points and fast Fourier transforms (FFTs) may be employed in the solution procedure.
Let g and k be given at N equally spaced points x n = nh, n = 0, 1, 2, . . . , N − 1
with spacing = h = 1/N . Then g and k are interpolated by g N and k N ∈ T N , where
where
with similar expressions for K N .
If equation (1.2) is now replaced by
where K N is periodically continued outside [0, 1), then we can prove that the discretization error in the convolution is precisely zero at the grid points {x n }.
Since g = (g n ) interpolates g N (x) in (1.8) at the grid points, it follows that the discretization error in the convolution vanishes here.
In
where z q;λ is the discrete p-th order filter given by
The optimal λ in (1.10) is still to be determined and in next sections we discuss how to close it.
Determination of Regularization Parameter (λ) a) Turchin-Klein Method (TK).
An ensemble which describes the fidelity of the random vector Kf to the data g and which is characterized by an a priori multivariate normal distribution with conditional density function (c.d.f.) P (g/f ). Now an ensemble of smooth functions consistent with p-th order regularization and characterized by an a priori probability density function (p.d.f.) P λ (f ), Turchin [30] . The filtered solution (1.9) is then the mathematical expectation is then has an a
(see Klein [15] ).
The optimal λ is defined as that value, which makes the variance of the a posterior ensemble equal to the variance σ 2 . The regularization parameter λ is determined by solving the non-linear equation
k N,q with z q;λ is given in equation (1.10).
The idea of generalized cross-validation (GCV) [33] , is quite simple to understand. Suppose we ignore the j-th data point g j and define the filtered solution f
N,λ (x) ∈ T N as the minimizer of
Then we get a vector g
Clearly, the j-th element g
N,λ,j of equation (3.3) should 'predict' the missing value g j .
We may thus construct the weighted mean square prediction error over all j:
The principle of GCV applied to the deconvolution problem then says that the best filtered solution to the problem should minimize (2.4). Thus the optimal λ minimizes V (λ, p) for given p and does not require the knowledge of σ 2 .
To minimize V (λ, p) in (2.4) is a time-consuming problem. Wahba has suggested an alternative expression which depends on a particular choice of weights, resulting in considerable simplification. Let
and define
Then there exists a matrix A(λ), called an influence matrix, such that
Let k = diag(hK N,q ) and z = diag(z q;λ ). Then from (1.9), we see that
where ψ is the unitary matrix with elements
and has the property (Kf
Wahba [33] has shown, in a more general context, that the choice of weights
where A(λ) is the influence matrix in equation (2.7), enables the expression (2.4) to be written in the simpler form
Using equation (2.8) it follows that
Since the matrix in (2.8) is circulant, the weights in (2.9) are all unity. The optimal value of λ is determined by minimizing V (λ, p) in equation (2.11).
c) Bayesian Method
The filter in a stochastic setting
Here we relate the p-th order convolution filter (1.10) to certain spectral densities which play a role in the optimization of λ. Assume that the data {g n } are noisy and that there is an underlying function U n ∈ T N such that
We identify both {u n } and { n } with independent stationary stochastic processes. Since, in general, the expectation E(u n ) is not zero, it is suggested by Mead [17] , Yamanoto [35] , and Thompson [26, 27] , that the data {g n } be detrended so that U n becomes weakly stationary. This would involve subtracting from the data the values of a smooth function of roughly the same shape as
In this paper, we do not detrend. In the limit N → ∞, h → 0 for any discrete process X n we may write
where S X (ω) is a stochastic process defined on [0, 1). The essential property of S X we require is given below,
Lemma 1. The variance of any integral θ(ω)dS
Proof. G X (ω) may be interpreted as a spectral distribution function and accordingly we shall write dS X (ω) = P X (ω)dω where P X (ω) is a spectral density.
defined by (Kf ) n = u n , n = 0, 1, . . . , N − 1, where K is given by equation (2.9). From (2.13), we have
Assume that f n is estimated by
where { m } is a filter which we shall relate to z q;λ and {g n } is periodically continued for n ∈ [0, n). Then the
is given by
were N (ω) is defined as in equation (2.14).
The variance of the error is clearly
which is minimized when
Since the discrete Fourier coefficients of the filtered solution must satisfy
Thus, from the observation h N,q = N (qh), h k N,q = k(qh), we have from (2.18) the following theorem.
Theorem. In the limit N → ∞, h → 0, the variance of the error f
is minimized at x n by the choice of filter
Proof. We now simply relate the filter in (2.19) to the p-th order filter in (1.10). Assuming that the errors are uncorrelated, P (ω) has the form
where σ 2 is the unknown variance of the noise in the data. Choosing
Then we get (1.9) from equation (2.19). Moreover, the spectral density for {g n } is then
The statistical likelihood of any suggested values of σ 2 and λ may now be estimated from the data. Following Whittle [34] and Thompson [27] , the logarithm of the likelihood function of P g is given approximately by (Whittle
is the periodogram of the data with
M. Iqbal
We now maximize (2.22) with respect to σ 2 and λ. The partial maximum with respect to σ 2 may be found exactly (in terms of λ) with the maximizing value of σ 2 given by
The maximum with respect to λ may then be found by minimizing
Thus the optimal value of the regularization parameter λ is given by the minimizer of (2.24), which is a simple function of λ, depending upon the known 
Error Analysis
The order of convergence for trigonometric regularization is described in Theorem below. The proof requires the simple observation in Lemma 2.
Convergence of regularized solutions starting from data polluted with errors is an important issue. More precisely, when Kf = g where g is a data without noise. Assuming a noise level > 0 : g − g < , we have to reconstruct a stable approximation (Natterer [19] and Baumeister [3] ), to f by g .
Lemma 2. If the periodic function f has an absolutely continuous r-th derivative f (r) , then its exact Fourier coefficients f q satisfy
The proof is given in Stoer and Bulirsch [24] .
Proof. Let f 0 N ;λ be the filtered solution for exact data with given value of λ and f N ;λ be the filtered solution with inexact (noisy) data. The total error may be written as
where the three terms on the right hand side of (3.2) represent the aliasing error (projection onto T N ), the regularization error and the error resulting from the noise in the data respectively.
Assuming that these three sources of errors are mutually independent, we then have ( f Nr−q + f Nr+q ). Thus for the first term on the right of (3.3) we have
For the second term on the right hand side of (3.3), using Plancehrel's theorem, we have
For the third term on the right hand side of (3.3)
putting values we get the theorem immediately.
Addition of Random Noise to the Data Functions
In solving the ill-posed problems, which we shall discuss in the next section, where X denotes a chosen percentage, e.g. X = 0.7, 1.7, 3.3 and 6.7. Thus the random error n added to g n does not exceed 3X% of the maximum value of g(x).
Numerical Examples
Example 1. This example has been taken from Turchin [30] .
where f is the sum of two Gaussian functions
and K(x) is triangular with equation
The essential support of g(x) is −2.5 < x < 2.7.
Example 2. This example has been taken from Medgyessy [18] . The solution function is the sum of six Gaussians and the kernel is also Gaussian.
where The essential support of g(x) is 0 < x < 2. The kernel is The solution function is
with essential support (0.26, 1.74).
Numerical Solutions
In this section we describe the numerical results which we have obtained for each example and for each method. Throughout we use second order regularization exclusively, i.e., p = 2 and the number of data points N = 64.
a) TK Method (Turchin-Klein Method)
The results are shown in Table 1 . Table 1 Examples N Noise level Table   2 .
Example 2 For accurate data the results are very good but with 1.7% noise it is reasonably good and results are shown in Table 2 . 
c) Bayesian Method
As above the results are shown for both examples in Table 3 . 
Concluding Remarks
All the three methods worked very well over both the test examples, which are severely ill-posed and the results are shown in Tables 1, 2 and 3 respectively. For the comparison purposes cross-validation method has slight edge over the other two methods and it yields slightly better results and is little less time consuming.
Recently such research has been developed enough so that we can emphasize the wide applicability of these methods in real inverse problems including integral transforms, e.g., Laplace transforms and Mellin transforms inversion.
