Abstract. It is well known that most continuous functions are nowhere differentiable. Furthermore, in terms of Dini derivatives, most continuous functions are nondifferentiable in the strongest possible sense except in a small set of points. In this paper, we completely characterise families S of sets of points for which most continuous functions have the property that such small set of points belongs to S. The proof uses a topological zero-one law and the Banach-Mazur game.
Introduction
Since Banach [1] and Mazurkiewicz [4] independently proved in 1931 that most continuous functions are nowhere differentiable, many mathematicians have been investigating properties of most functions. In the study of most functions, we first have to make clear what 'most' means. Although a number of definitions have been invented, we shall use the most classical notion, upon which the above-mentioned papers by Banach and Mazurkiewicz are based. Let us begin by recalling the classical notion of Baire category.
We write I for the unit interval [0, 1], and C(I) for the set of all continuous functions from I to R. The space C(I) is a Banach space under the supremum norm · . Recall that a subset A of a topological space X is nowhere dense if IntĀ = ∅; it is meagre if it can be expressed as a countable union of nowhere dense subsets of X; it is residual (or comeagre) if A c is meagre. Properties of 'most' functions will be understood as those possessed by all functions in a residual subset of C(I): The oldest result about the behaviour of the Dini derivatives of a typical continuous function is the following theorem by Jarník [2] : For f ∈ C(I), we write N (f ) for the set of all points in I that are not knot points of f . Theorem 1.3 means that a typical function f ∈ C(I) has the property that N (f ) is Lebesgue null, i.e. small from the measure-theoretic viewpoint. It is natural to ask in what sense of smallness it is true that a typical function has the property that N (f ) is small. Zajíček and the first author answered this question in unpublished work [6] by giving a necessary and sufficient condition for a σ-ideal I to satisfy that a typical function f ∈ C(I) has the property that N (f ) ∈ I (see Theorem 2.4 for the precise statement). The purpose of this paper is to generalise this theorem by giving a necessary and sufficient condition for an arbitrary family S of subsets of I to satisfy that a typical function f ∈ C(I) has the property that N (f ) ∈ S (see Theorem 2.5 for the precise statement).
The paper is structured as follows. We first state the main theorem in Section 2. Section 3 gives basic properties of sets and functions that will be used later in this paper. Section 4 provides descriptive set-theoretic arguments and reduces the main theorem to what we call the key proposition. In Section 5 we prove the key proposition using the Banach-Mazur game. 2. Statement of the main theorem 2.1. Residuality of families of F σ sets. In order to state the main theorem, we need the definition of residuality of families of F σ sets, given in [7] .
We write K for the set of all closed subsets of I, and equip it with the Hausdorff metric d, where we define d(K, ∅) = 1 for any nonempty set K ∈ K. Excluding 0 from the set N of all positive integers, we denote by K N the set of all sequences of members of K, and by K N ր the subset of K N consisting of all increasing sequences:
The spaces K, K N , and K N ր are all compact metrisable topological spaces. We write F σ for the family of all F σ subsets of I. The following is the main theorem of [7] : Theorem 2.1 ( [7] ). For a subfamily F of F σ , the following are equivalent: 
2.2.
Statement of the main theorem. We are now ready to state the main theorem of this paper. The following theorem has been announced by Zajíček [9] and proved by Zajíček and the first author [6] :
. For a σ-ideal I on I, the following are equivalent:
(1) a typical function f ∈ C(I) has the property that N (f ) ∈ I; (2) I ∩ K is residual in K.
Our main theorem is the following:
Theorem 2.5 (Main Theorem). For a family S of subsets of I, the following are equivalent:
Definition 3.3. For f ∈ C(I) and a > 0, we define
Convention 3.4. We shall use the symbolÑ in a statement to mean that the statement withÑ replaced byN and the statement withÑ replaced byŇ are both true; for instance, byÑ (f, a)
Remark 3.5. The mean value theorem shows that
for all a, b > 0. This estimate will sometimes be used implicitly in this paper.
3.3. Descriptive properties of knot points. Proposition 3.7. For every f ∈ C(I) and a > 0, the sets N ± (f, a), N ± (f, a), N (f, a), and N (f, a) are all closed. Therefore N (f ) is F σ for every f ∈ C(I).
Proof.
Obviously it suffices to show that N + (f, a) is closed. Suppose that a sequence x n of points in
. By the continuity of f , we may assume that y ∈ (x, x + 2 −a ). Then since x n converges to x and f is continuous, there exists n ∈ N such that y ∈ (x n , x n + 2 −a ) and f (y) − f (x n ) > a(y − x n ), which contradicts x n belonging to N + (f, a).
By Proposition 3.7, we can restate our main theorem (Theorem 2.5) as follows:
Theorem 3.8 (Main Theorem). For a subfamily F of F σ , the following are equivalent:
(1) a typical function f ∈ C(I) has the property that N (f ) ∈ F ; (2) F is residual.
Continuity of N (f, a).
Proposition 3.9. Suppose that 0 < a < b and ε > 0. Then there exists δ > 0 such that whenever f, g ∈ C(I) satisfy f − g < δ, we haveÑ (f, a) ⊂ B Ñ (g, b), ε and
Proof. We may assume that ε < 2 −a − 2 −b without loss of generality. Choose δ > 0 with δ < ε(b − a)/2. We shall show that this δ satisfies the required condition. It suffices to prove that
, and let y 0 ∈ [x, x + 2 −a ] be a point at which the continuous function y −→ g(y) − by defined on [x, x + 2
−a ] attains its maximum. It is enough to show that x ≤ y 0 < x + ε and y 0 ∈ N + (g, b). The definition of y 0 gives g(y 0 ) − by 0 ≥ g(x) − bx, which implies
the definition of y 0 again gives g(y 0 )−by 0 ≥ g(y)−by, or equivalently g(y)−g(y 0 ) ≤ b(y − y 0 ). This completes the proof.
3.5. Properties of continuously differentiable functions.
Lemma 3.10. If f ∈ C 1 (I) and 0 < a < b, then there exists δ > 0 such that
Proof. By symmetry, it suffices to show that B N + (f, a), δ ⊂ N + (f, b) for some δ > 0. Suppose that this is false. For each n ∈ N, let δ n = (2 −a − 2 −b )/n and take x n ∈ B N + (f, a), δ n \ N + (f, b). We may assume that x n converges, say to x. Observe that
we may take y n ∈ (x n , x n + 2
We may assume that y n converges, say to y. The continuity of f shows that
−a . It follows that y = x. By the mean value theorem, we may take z n ∈ (x n , y n ) with
Since both x n and y n converge to x, so does z n . The continuity of f ′ shows that f ′ (x) ≥ b, which contradicts x ∈ N + (f, a).
Proof. Immediate from Lemma 3.10.
Proposition 3.12. Suppose that f ∈ C 1 (I) and 0 < a < b. Then there exists δ > 0 such that B Ñ (g, a), δ ⊂Ñ (f, b) for every g ∈ B(f, δ).
Proof. Set c = (a + b)/2, so that 0 < a < c < b. By Lemma 3.10 we may find ε > 0 with B Ñ (f, c), 2ε ⊂Ñ (f, b), and by Proposition 3.9 we may find τ > 0 such that N (g, a) ⊂ B Ñ (f, c), ε for all g ∈ B(f, τ ). We set δ = min{ε, τ }. Then for every g ∈ B(f, δ), we have
Lemma 3.13. Suppose that f ∈ C 1 (I) and 0 < a < c < b. Then there exists ε > 0 such that for each
Proof. Suppose that the lemma is false. Then for each n ∈ N, we may find
. We may assume that x n converges, say to
Now, it follows that f ′ (x) ≤ c, and so f ′ ≤ b in some neighbourhood of x because f ∈ C 1 (I). Take n ∈ N so large that the interval [x n , x n + 1/n] is contained in the neighbourhood. Then the mean value theorem shows that f (y) − f (x n ) ≤ b(y − x n ) for all y ∈ [x n , x n + 1/n]. This, together with the choice of x n , implies that
Proposition 3.14. Suppose that f ∈ C 1 (I) and 0 < a < b. Then there exists l > 0 such that every set of one of the following forms contains an open interval of length l:
Proof. Set c = (a + b)/2 and choose ε > 0 as in Lemma 3.13. Then take l > 0 so that l/2 < min{ε,
We shall show that this l satisfies the required condition. By symmetry, we only need to look at sets of the first form.
Let
By the choice of ε, we may find t ∈ (x + ε, x + 2
. It suffices to show that S contains the open interval (t − l/2, t + l/2). If y ∈ (t − l/2, t + l/2), then since
it follows that y ∈ S.
3.6. Bump functions.
Definition 3.15. LetĤ andȞ be disjoint finite subsets of I, and h and w be positive numbers. A bump function of height h and width w located atĤ andȞ is a function ϕ ∈ C 1 (I) with the following properties: 
Proof. It suffices to show thatĤ
, and we may assume that x ∈ N + (f, a) by symmetry. We have
It follows that x ∈ N + (g, a). 
Proof. Choose l > 0 as in Proposition 3.14. Take µ > 0 so small that µ < l/2, 2µ < 2 −a , and 2µ( f ′ + a) < h. We shall show that this µ satisfies the required condition. Let ϕ and g be as in the statement. By symmetry, it suffices to show that
which contradicts the assumption that x ∈ N + (g, a). Secondly, we show that x ∈ B(Ĥ, w). Because B(Ĥ, µ) = I, we may find
which implies that
It follows that x ∈ B(Ĥ, w).
) denotes a positive number µ with the property in Proposition 3.18.
A topological zero-one law and a key proposition
This section uses some terminology and concepts in descriptive set theory; see [3] for details.
A topological zero-one law.
Convention 4.1. We shall use boldface letters to denote sequences, and denote a term of a sequence by the corresponding normal letter accompanied with a subscript. For example, the nth term of a sequence x is x n . Definition 4.2. Let X be a set. A subset A of X N is said to be invariant under finite permutations if for every permutation σ on N that fixes all but finitely many positive integers and for every x ∈ A, we have (x σ(n) ) ∈ A. Remark 4.4. If G is a group of bijections on a set X and A is a subset of X, then the condition that ϕ(A) = A for all ϕ ∈ G is equivalent to the condition that ϕ(A) ⊂ A for all ϕ ∈ G.
For n ∈ N, set [n] = {1, . . . , n}. Proof. Since the proposition is obvious if X = ∅, we may assume that X = ∅ and take an element a ∈ X.
For each permutation σ on N, let ϕ σ be the homeomorphism on X N defined by ϕ σ (x) = (x σ(n) ) for x ∈ X N . Write G for the set of all ϕ σ where σ is a permutation that fixes all but finitely many positive integers. It is obvious that G is a group. In the light of Proposition 4.3, it suffices to show that for every pair of nonempty open subsets U and V of X N , there exists ϕ ∈ G such that ϕ(U ) ∩ V = ∅. Let U and V be nonempty open subsets of X N . Take u ∈ U and v ∈ V , and choose m ∈ N so that x ∈ U if x n = u n for all n ∈ [m], and x ∈ V if x n = v n for all n ∈ [m]. Define a permutation σ on N by setting
Then σ fixes all integers greater than 2m, and so ϕ σ ∈ G. Moreover, ϕ σ satisfies
This completes the proof.
Definition and basic properties of X .
Convention 4.6. Because the complexity of the discussion below forces us to use many indices, we shall often use superscripts as well as subscripts to denote indices rather than exponents. We do use powers occasionally, but the meaning will always be clear from the context.
Write Z + for the set of all nonnegative integers:
Definition 4.7.
(1) We put
These are Polish spaces in the relative topology because they are G δ subsets of the Polish spaces (0, ∞) N , (0, 1) N , and N N respectively. (2) For n ∈ Z and j, m ∈ N with j ≤ m, we define a finite subset
For n ∈ Z and k ∈ Z + , we define n k ∈ Z by setting n 
Proposition 4.11. Let n ∈ Z, δ ∈ Y , and k ∈ Z + .
Proof.
(1) Immediate from the definition. 
Immediate from the definition. (4) Suppose that K ∈ S k (n, δ) and 2 ≤ j ≤ m − 1. Then we have
which, together with (2), implies that
Hence we obtain K ∈ S k+1 (n, δ).
Proof. By Proposition 4.11 (3), we may assume that k = 0. For simplicity we write A 
which allows us to define i 0 as the minimum i ∈ N with x ∈ L i .
If
K n with |x m −x| < 1/m and choose k m ∈ A i0 with x m ∈ K km . If there exists k ∈ N such that k m = k for infinitely many m ∈ N, then x = lim m→∞ x m ∈ K k , contradicting our assumption; therefore such k does not exist. Consequently, for each i ≥ i 0 , we may take m i ∈ N with k mi / ∈ A i i0 , and we may assume that m i0 < m i0+1 < · · · → ∞. Then for each i ≥ i 0 we have
keeping in mind that K ∈ S 0 (n, δ) and δ ∈ Y . It follows that
which violates the minimality of i 0 . This completes the proof. Definition 4.13. For k ∈ Z + , we define Y k as the set of all
Remark 4.14. Note the difference between the subscripts of the two unions above.
Proof. Thanks to Proposition 4.11 (4), it suffices to prove that
whenever K ∈ K N , n ∈ Z, δ ∈ Y , and j ≤ m. Proposition 4.11 (2) shows that
Firstly, we prove that
for every j ∈ N, we have
Secondly, we prove that N (f ) ⊂ ∞ n=1 K n . For every j ∈ N, the definition of Y k and Proposition 4.12 show that
It follows that
Lemma 4.17. Let n ∈ Z, and suppose that a permutation σ on N and k ∈ N satisfy σ(n) = n for all n > n k . Then we have the following:
max{j,k} (n) whenever j ≤ m. Proof. Note that every subset of N that contains [n k ] is invariant under σ.
(1) The assertion follows from the observation that
Proof. Suppose that K belongs to the set and that σ is a permutation on N that fixes all but finitely many positive integers. Define
We need to prove that (K ′ , f ) ∈ X . Take n ∈ Z, δ ∈ Y , a, b ∈ X, and k ∈ Z + so that (K, f, n, δ, a, b) ∈ Y k . By Proposition 4.15, we may assume that k is so large that σ(n) = n for all n > n k .
By Lemma 4.17 (1), it is easy to see that
Then for j, m ∈ N with j ≤ m, Lemma 4.17 (2) shows that
Proposition 4.19. The set X is an analytic subset of K N × C(I).
Remark 4.20. For the following proof, tilde˜does not have its usual meaning and is not related to hatˆor checkˇin the usual way.
Proof of Proposition 4.19. Let pr :
be the projection. It suffices to prove that pr Y k = prȲ k for every k ∈ Z + , because it will imply that
from which it follows that X is analytic.
Let k ∈ Z + . We only need to prove that prȲ k ⊂ pr Y k , so let (K, f ) ∈ prȲ k be given. Take n ∈ Z, δ ∈ Y , a, b ∈ X with (K, f, n, δ, a, b) and that if n belongs to either of these sets, then d(K n , K n ) < ε/2. Accordingly, we have
Hence we obtain K ∈ S k (n, δ ′ ). Now what remains to be shown is that if j 0 ≤ m 0 , then
Fix such j 0 and m 0 , and take ε > 0 with ε < δ
), ε/2 , which can be established because of Proposition 3.9.
Observe that
and that if n belongs to either of these sets, then d(K n , K n ) < ε/2. Accordingly, we have
4.3. Key Proposition. We reduce the main theorem (Theorem 2.5 or equivalently Theorem 3.8) to a proposition, which we shall refer to as Key Proposition.
Proposition 4.21 (Key Proposition). If A is a residual subset of K
N , then a typical function f ∈ C(I) has the property that (K, f ) ∈ X for some K ∈ A .
The proof of the key proposition will be given in the next section; here we only show that it implies the main theorem.
Proposition 4.22. The key proposition implies the main theorem. That is to say, if the key proposition is true, then a subfamily F of F σ is residual if and only if N (f ) ∈ F for a typical function f ∈ C(I).
Proof. Suppose first that F is residual. Then the key proposition applied to A = {K ∈ K N | ∞ n=1 K n ∈ F } tells us that a typical function f ∈ C(I) has the property that (K, f ) ∈ X for some K ∈ A , which implies that N (f ) = ∞ n=1 K n ∈ F by Proposition 4.16.
Conversely, suppose that a typical function f ∈ C(I) has the property that N (f ) ∈ F . Then we may take a dense G δ subset G of C(I) contained in {f ∈ C(I) | N (f ) ∈ F }. Write A for the set of all K ∈ K N such that (K, f ) ∈ X for some f ∈ G. Observe that A is invariant under finite permutations because it is a union of sets invariant under finite permutations by Proposition 4.18. Since A is the projection of X ∩ (K N × G) to K N , Proposition 4.19 shows that A is analytic, and so A has the Baire property. Therefore Proposition 4.5 implies that A is either meagre or residual. If A is meagre, then the key proposition applied to A c and the residuality of G imply that (K, f ) ∈ X for some f ∈ G and K ∈ A c , which contradicts the definition of A . Hence A is residual. This completes the proof because if K ∈ A , then for some f ∈ G we have ∞ n=1 K n = N (f ) ∈ F by Proposition 4.16.
Proof of the key proposition
This section will be devoted to the proof of the key proposition (Proposition 4.21). Let A be a residual subset of K N , and define
We need to prove that S is residual in C(I).
Banach-Mazur game.
We use the Banach-Mazur game to prove that S is residual.
Definition 5.1 (Banach-Mazur game). The Banach-Mazur game is described as follows. Two players, called Player I and Player II, alternately choose an open ball in C(I) whose centre is a C 1 function, with the restriction that each player must choose a subset of the set chosen by the other player in the previous turn. Player II will win if the intersection of all the sets chosen by the players is contained in S; otherwise Player I will win.
There is an easy criterion for deciding whether Player II has a winning strategy in the Banach-Mazur game: Therefore it suffices to construct a winning strategy for Player II in the BanachMazur game. 
The numbers b j are defined in the strategy, each b j being determined in the jth round, and they satisfy b j < b j+1 and b j > j +2 for all j ∈ N. As soon as each b j is determined, the numbers b m,k j for m ≥ j and k ∈ [3] are chosen to satisfy . They will be chosen to satisfy a number of properties, but the following, written as (⋆ m ) afterwards, is essential to ensure that the induction proceeds: if f ∈ B(g m , β m ), then
where n = (n m ) is the sequence of positive integers whose mth term will be defined in the mth round by Player II. We must be careful exactly when A m j will be determined; it is true that the whole sequence n will be determined only after the game is over, but since A m j depends only on n k for k ∈ [max{j, m − 1}], we can use A m j once n max{j,m−1} is determined.
5.3. First round. Suppose that Player I has given his first move B (f 1 , α 1 ) .
Let D denote the dense subset of K N consisting of all sequences whose terms are pairwise disjoint finite sets. For M ∈ K N , l ∈ N, and r > 0, we set Proof.
(1) Remember the definition of µ m and property (4) This completes the proof of the key proposition (Proposition 4.21) and hence the main theorem has been proved.
