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Connexions contravariantes sur les groupes de Lie-Poisson
Résumé
Ce travail est consacré à l’étude d’une classe de groupes de Lie-Poisson à métriques in-
variantes à gauche. Plus précisément, les triplets (G,pi,< , >), où G est un groupe de Lie
simplement connexe, pi est un tenseur de Poisson multiplicatif et <, > est une métrique
riemannienne invariante à gauche telles que les conditions de Hawkins sont satisfaites.
Les conditions de Hawkins sont des conditions nécessaires, pour la déformation de l’al-
gèbre graduée des formes différentielles d’une variété riemannienne. Ces conditions pro-
viennent de la déformation non commutative du triplet spectral qui décrit la variété.
Le résultat principal de la thèse est l’équivalence entre le problème géométrique de
classification des groupes de Lie-Poisson riemanniens qui vérifient les conditions de Haw-
kins et le problème algébrique de classification des structures de bigèbres de Lie sur les
algèbres de Milnor qui vérifient certaines conditions.
Exploitant le fait que les structures de bigèbres de Lie sur les algèbres de Milnor, dans
certaines situations, peuvent être calculées, On a déterminé les groupes de Lie-Poisson
riemanniens satisfaisant les conditions de Hawkins dans le cas linéaire, dans le cas de
Heisenberg, dans le cas triangulaire et en petites dimensions (jusqu’à la dimension 5). Le
cas général reste un problème ouvert.
Mots clefs : Groupes de Lie-Poisson, connexions contravariantes, métacourbure.
Contravariant connections on Poisson-Lie groups
Abstract
This work is devoted to the study of a class of Poisson-Lie groups endowed with left inva-
riant metrics. The triples (G,pi,< , >) are considered, where G is a simply connected Lie
group, pi is a multiplicative Poisson tensor and <, > is a left invariant riemannian metric
such that Hawkins conditions are satisfied. Hawkins conditions are necessary conditions
for the deformation of the graded algebra of differential forms of a riemannian mani-
fold. These conditions come from the deformation of the noncommutative spectral triple
describing the manifold. The main result of this thesis is the equivalence between, on one
2
hand, the geometric problem of classifying riemannian Poisson-Lie groups that satisfy the
conditions of Hawkins and, secondly, the problem of classifying algebraic structures of
Lie bialgebras on Milnor algebras that satisfy certain conditions. Exploiting the fact that
the structures of Lie bialgebras on Milnor algebras, in certain situations, can be calcula-
ted, we determine riemannian Poisson-Lie groups that satisfy Hawkins in the linear case,
in the case of Heisenberg in the triangular case and in low dimensions (up to dimension
5). The general case remains an open problem.
Keywords : Poisson-Lie groups, contravariant connections, metacurvature.
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Introduction
Le problème mathématique traité dans cette thèse trouve son origine dans un travail
récent de Hawkins ([Haw1] et [Haw2]). Animé par des motivations physiques, Haw-
kins a étudié les déformations non commutatives de l’algèbre différentielle d’une variété
différentielle. Plus précisément, étant donnée une variété différentielle M, l’espace des
formes différentielles (Ω∗(M),∧,d) muni du produit extérieur ∧ et de la différentielle d
est une algèbre différentielle graduée, associative et commutative (au sens gradué). Il
est connu que cette algèbre encode d’une certaine manière la géométrie de M 1. Une
manière de chercher d’autres géométries (non commutatives) est de déformer cette al-
gèbre. Une déformation non commutative de (Ω∗(M),∧,d) est la donnée d’une algèbre
différentielle graduée (A, ·,δ), non nécessairement commutative, qui soit une extension
de (Ω∗(M),∧,d), c’est-à-dire, qu’il existe un homomorphisme (surjectif) d’algèbres dif-
férentielles graduées 2
P :A −→Ω∗(M).
Si α,β sont deux éléments de Ω∗(M), la formule
{α,β} = P
(
[α˜, β˜]
)
, (1)
où α˜, β˜ sont deux antécédents de α et β, définit sur Ω∗(M) un crochet, appelé par
Hawkins crochet de Poisson généralisé. Hawkins montre alors que (Ω∗(M),∧,d, { , }) est
une algèbre de Poisson différentielle graduée (voir chapitre 2). Il montre aussi que le
crochet de Poisson généralisé sur Ω∗(M) est entièrement déterminé par les crochets
{f ,g} et {f ,α} f ,g ∈ C∞(M), α ∈Ω1(M). (2)
Le premier crochet donne naissance à une structure de Poisson 3 sur M et donc un tenseur
de Poisson pi ∈ Γ(∧2TM) et, en posant
Ddf α := {f ,α} , (3)
on définit
D :Ω1(M)×Ω1(M) −→Ω1(M),
1. En fait, c’est l’idée de base et l’origine de la géométrie non commutative à la Connes.
2. Cet homomorphisme vérifie d’autres hypothèses que nous omettons ici, par souci de clarté.
3. C’est la première notion fondamentale de ce travail.
qui est en fait une connexion contravariante 4 associée à pi. Cette connexion est sans
courbure ni torsion.
Inversement, étant donnée une structure de Poisson sur M et une connexion contrava-
riante sans courbure ni torsion D, les formules (2.6) et (2.7) se généralisent pour définir
sur Ω∗(M) un crochet { , } compatible avec ∧ et d (voir chapitre 2). En général, ce
crochet ne vérifie pas l’identité de Jacobi graduée. Hawkins a mis en évidence un tenseur
M de type (2,3) appelé métacourbure 5 et a montré que ce crochet { , } vérifie l’identité
de Jacobi graduée, si et seulement si, M est identiquement nul.
En conclusion, toute déformation non commutative de (Ω∗(M),∧,d) définit sur Ω∗(M)
un crochet de Poisson généralisé { , }. Ce crochet est entièrement déterminé par la don-
née d’un tenseur de Poisson pi sur M, d’une connexion contravariante D associée à pi
qui est sans courbure ni torsion et dont le tenseur de métacourbure est identiquement
nul.
Problème mathématique étudié
Dans [Haw1] et [Haw2], Hawkins a montré que si une déformation de l’algèbre des formes
différentielles d’une variété riemannienne (M,g) provient d’une déformation du triplet
spectrale 6 décrivant la structure riemannienne, alors le tenseur de Poisson pi (associé à
la déformation) et la métrique riemannienne vérifient les conditions suivantes :
1. la connexion de Levi-Civita contravariante D associée au couple (pi,g) est plate,
2. la métacourbure de D est nulle,
3. le tenseur de Poisson est unimodulaire par rapport au volume riemannien µ, c’est-
à-dire, d(ipiµ) = 0.
La connexion de Levi-Civita contravariante D associée au couple (pi,g) est l’analogue
de la connexion de Levi-Civita classique ; elle a été introduite dans [Bou1]. Un triplet
(M,pi,g) satisfaisant les conditions 1. et 2. (respectivement, 1., 2. et .3) sera dit com-
patible (respectivement, fortement compatible) au sens de Hawkins.
Dans [Haw2], Hawkins a étudié la géométrie des triplets (M,pi,g) fortement compa-
tibles, lorsque la variété M est compacte. L’étude des triplets (M,pi,g) compatibles ou
fortement compatibles au sens de Hawkins dans le cas général reste un problème ouvert
et dans [Bou3] une large classe d’exemples a été donnée. On est maintenant en mesure
d’énoncer le problème mathématique, objet de cette thèse.
4. C’est la deuxième notion fondamentale de ce travail.
5. C’est la troisième notion fondamentale de ce travail.
6. La notion de triplet spectrale est une notion clef de la géométrie non commutative, nous invitons le
lecteur curieux à consulter l’abondante littérature sur le sujet. (Voir [Var]).
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Problème. Caractériser les triplets (G,pi,〈 , 〉) compatibles ou fortement compatibles au
sens de Hawkins, où G est un groupe de Lie connexe, pi un tenseur de Lie-Poisson sur G
et 〈 , 〉 une métrique riemannienne invariante à gauche sur G.
Solution du problème
Nous allons maintenant décrire la solution, du problème ci-dessus, telle qu’elle a été éla-
borée dans ce travail. Cette solution, formulée d’une manière précise dans les théorèmes
(1)-(3), constitue le cœur de cette thèse. Vu l’importance des groupes de Heisenberg,
nous les avons traités séparément dans le Théorème 4 qui donne la solution du problème
dans le cas particulier de ces groupes.
Avant d’énoncer ces théorèmes nous allons faire quelques rappels. Plus précisément, on
va introduire la notion d’algèbre de Milnor, notion centrale de la thèse, et rappeler briè-
vement la définition des groupes de Lie-Poisson et leurs propriétés essentielles. La notion
de groupe de Lie-Poisson a été introduite par Drinfel’d [Dr1] et étudiée par Semenov
Tian Shansky [STS2] (voir aussi [Lu-We1]).
1. Une algèbre de Milnor G est une algèbre de Lie réelle de dimension finie, munie
d’un produit scalaire 〈 , 〉 (défini-positif) telle que :
(a) la sous-algèbre S = {u ∈ G | adu +ad
t
u = 0} est abélienne (où ad
t
u dénote
l’adjoint de adu par rapport à 〈 , 〉),
(b) l’idéal dérivé [G,G] est abélien et S⊥ = [G,G] (où S⊥ est l’orthogonal de S
par rapport au produit scalaire 〈 , 〉).
Cette terminologie est justifiée par un résultat classique de Milnor. En ef-
fet, dans [Mil], Milnor a montré qu’une métrique riemannienne invariante à
gauche sur un groupe de Lie est plate, si et seulement si, son algèbre de
Lie est une somme semi-directe d’une algèbre abélienne b avec un idéal abé-
lien u et, pour tout u ∈ b, adu est antisymétrique. Ce résultat peut être
reformulé de façon plus précise et, en Proposition 14, on va montrer qu’une
métrique riemannienne invariante à gauche sur un groupe de Lie est plate, si
et seulement si, son algèbre de Lie est de Milnor.
2. Soit G un groupe de Lie et soit G son algèbre de Lie. Un tenseur de Poisson pi sur
G est dit multiplicatif si, pour tout a,b ∈ G,
pi(ab) = (La)∗pi(b) + (Rb)∗pi(a),
où (La)∗ (resp. (Rb)∗) dénote l’application tangente de la translation à gauche de
G par a (resp. translation à droite de G par b). En ramenant pi à l’élément neutre
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e de G par translation à droite, on obtient l’application pir : G −→ G ∧G, définie
par pir(g) = (Rg−1)∗pi(g). Soit
ξ := depir : G −→ G ∧G,
la dérivée intrinsèque de pir en e. Le fait que pi est multiplicatif et de Poisson
entraîne que (G, [ , ],ξ) est une bigèbre de Lie, c’est-à-dire, ξ est un 1-cocycle par
rapport à la représentation adjointe de G sur G ∧G, et l’application duale de ξ,
[ , ]∗ : G∗ ×G∗ −→ G∗,
est un crochet de Lie sur G∗. La bigèbre (G, [ , ],ξ) est appelé bigèbre de Lie
associée à (G,pi). La correspondance
(G,pi) −→ (G, [ , ],ξ)
entre l’ensemble des groupes de Lie-Poisson connexes et simplement connexes et
l’ensemble des bigèbres de Lie est bi-univoque (Voir Théorème 6, chapitre 1).
D’un autre côté, (G∗, [ , ]∗,ρ) est aussi une bigèbre de Lie, où ρ : G∗ −→ G∗ ∧ G∗
est l’application duale du crochet de Lie de G. La bigèbre de Lie (G∗, [ , ]∗,ρ) est
appelée bigèbre de Lie duale de (G,pi) ou (G, [ , ],ξ). En vertu de ce qui précède,
il existe un groupe de Lie-Poisson connexe et simplement connexe (G∗,pi∗) associé
canoniquement à (G∗, [ , ]∗,ρ). C’est le groupe de Lie-Poisson dual de (G,pi).
À noter que si G est connexe et simplement connexe alors (G,pi) est le dual
de (G∗,pi∗). À remarquer aussi, que si G∗ est identifiée à l’espace des 1-formes
différentielles invariantes à gauche et si d : G∗ −→ G∗ ∧ G∗ est la différentielle
extérieure alors
ρ = −d. (4)
3. Un groupe de Lie-Poisson muni d’une métrique riemannienne invariante à gauche
sera appelé groupe de Lie-Poisson riemannien.
La donnée d’une métrique invariante à gauche sur G est équivalente à la donnée
d’un produit scalaire 〈 , 〉 sur son algèbre de Lie G. On notera 〈 , 〉∗ le produit
scalaire associé sur G∗, défini par
〈α,β〉∗ = 〈#(α),#(β)〉,
où # : G∗ −→ G est l’isomorphisme défini par 〈 , 〉.
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Exposons maintenant, nos principaux résultats :
Théorème 1. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien et (G∗, [ , ]∗,ρ) sa
bigèbre de Lie duale. Alors (G,pi,〈 , 〉) est compatible au sens de Hawkins, si et seulement
si :
1. (G∗, [ , ]∗,〈 , 〉∗e) est une algèbre de Milnor,
2. pour tout α,β,γ ∈ S = {α ∈ G∗ | adα+adtα = 0},
adα adβ ρ(γ) = 0. (5)
Théorème 2. Soit (G,pi) un groupe de Lie-Poisson connexe et unimodulaire et soit µ une
forme volume invariante à gauche sur G. Alors d (ipiµ) = 0, si et seulement si :
1. (G∗, [ , ]∗) est une algèbre de Lie unimodulaire,
2. pour tout u ∈ G,
ρ(iξ(u)µe) = 0, (6)
où ξ est le 1-cocycle associé à pi et ρ = −d est le 1-cocycle dual prolongé comme
différentiel à ∧dimG−2G∗.
On va voir (cf. Proposition 15) que pour un groupe de Lie-Poisson connexe quel-
conque, la condition d (ipiµ) = 0 implique (6).
Si G est abélien alors ρ = 0 et on peut déduire des Théorèmes (1) et (2) le résultat
suivant.
Corollaire 1. Soit (G,〈 , 〉) une algèbre de Lie munie d’un produit scalaire et soit piℓ la
structure de Poisson linéaire canonique sur G∗. Alors (G∗,piℓ ,〈 , 〉∗) est fortement compa-
tible au sens de Hawkins si et seulement si (G,〈 , 〉) est une algèbre de Milnor.
Le Théorème suivant est une conséquence intéressante des Théorèmes (1) et (2).
Théorème 3. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien. Si G est compact
semi-simple, 〈 , 〉 est bi-invariant et pi = r−−r+ où r+ (resp. r−) est le champ de bivecteurs
invariant à gauche (resp. invariant à droite) associé à r ∈ ∧2G. Alors (G,pi,〈 , 〉) est
fortement compatible au sens de Hawkins, si et seulement si, [r,r] = 0.
Soit Hn le groupe de Heisenberg de dimension 2n + 1, Hn son algèbre de Lie et z
un élément non nul du centre de Hn. Il existe une 2-forme ω sur Hn, telle que izω = 0,
la projection de ω sur Hn/(Rz) est non-dégénérée et, pour tous u,v ∈ Hn,
[u,v] = ω(u,v)z.
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Théorème 4. Soient pi et 〈 , 〉, respectivement, un tenseur de Poisson multiplicatif et
une métrique riemannienne invariante à gauche sur Hn. Alors (Hn,pi,〈 , 〉) est fortement
compatible au sens de Hawkins, si et seulement si :
1. il existe un endomorphisme J : Hn −→ Hn antisymétrique par rapport à 〈 , 〉e tel
que J(z) = 0 et, pour tout u ∈ Hn, ξ(u) = z ∧ Ju, où ξ : Hn −→ Hn ∧Hn est le
1-cocycle associé à pi,
2. pour tous u,v ∈ Hn, ω(J2u,v) +ω(u, J2v) + 2ω(Ju, Jv) = 0.
Au vu des Théorèmes 1 et 2, on peut dire que :
1. La classification des groupes de Lie-Poisson riemanniens connexes et simplement
connexes qui sont compatibles au sens de Hawkins, est équivalent à la classification
des structures de bigèbres de Lie sur les algèbres de Milnor pour lesquelles (5) est
vérifiée.
2. La classification des groupes de Lie-Poisson riemanniens unimodulaires, connexes
et simplement connexes qui sont fortement compatibles au sens de Hawkins, est
équivalent à la classification des structures de bigèbres de Lie sur les algèbres de
Milnor pour lesquelles (5) et (6) sont vérifiées.
En conclusion, nous avons donc réduit le problème géométrique à un problème algébrique
largement plus simple, comme le montre les calculs faits en petites dimensions. En effet,
les structures de bigèbres de Lie sur les algèbres de Milnor de dimension ≤ 5 peuvent
être calculées, et donc les groupes de Lie-Poisson riemanniens de dimension ≤ 5 fortment
compatibles au sens de Hawkins peuvent être déduits. (Voir chapitre 4).
Plan de la thèse
Cette thèse se présente de la façon suivante :
1. Premier chapitre de généralités, où on rappelle brièvement les notions et résul-
tats classiques sur les variétés de Poisson, les groupes de Lie-Poisson et la classe
modulaire des structures de Poisson.
2. Deuxième chapitre, consacré à la notion de connexion contravariante, le crochet
de Poisson généralisé et la notion de métacourbure. Ce sont des notions moins
connues et nous avons tenu à les introduire d’une manière détaillée.
3. Le troisième chapitre est consacré aux démonstration des Théorèmes 1 et 2.
4. Le quatrième chapitre est consacré aux exemples :
(a) on détermine tous les triplets (V,pi,〈 , 〉) compatibles au sens de Hawkins,
où V est un R-espace vectoriel, pi un tenseur de Poisson linéaire et 〈 , 〉 un
produit scalaire sur V,
10
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(b) on démontre le Théorème 4,
(c) on démontre le Théorème 3,
(d) on détermine tous les triplets (G,pi,〈 , 〉) fortement compatibles au sens de
Hawkins, quand dimG≤ 5.
5. Dans l’annexe on indique quelques méthodes pour intégrer les bigèbres de Lie, on
donne quelques définitions utiles, attachées à différentes notions de cohomologie.
On termine avec une conclusion, où on indique quelques problèmes ouverts qui consti-
tuent la suite logique de ce travail. À la fin, on donne une bibliographie, forcément non
exhaustive, de l’abondante littérature qui existe sur les sujets liés à cette thèse.
CHAPITRE 1
GÉNÉRALITÉS SUR LES STRUCTURES DE
POISSON
La musique est une mathématique sonore, la mathé-
matique une musique silencieuse.
Edouard Herriot.
DANS ce premier chapitre, on introduit les notions essentielles qui sont attachéesà une variété de Poisson. Tout le matériel exposé ici est connu, mais on l’intro-duit pour avoir un texte "complet", avec un minimum de renvois à des références
extérieures. Pour un traitement détaillé de ces thèmes, le lecteur pourra consulter les ou-
vrages de Vaisman [Vai], Dufour & Zung [Duf-Zun].
1.1 Éléments de géométrie de Poisson
Le crochet de Poisson de fonctions a été introduit par D. Poisson [Poi], comme ou-
til pour l’étude du mouvement des planètes. Par la suite, les structures de Poisson sont
apparues comme généralisation des variétés symplectiques, qui formalisent la mécanique
hamiltonienne.
Les variétés de Poisson, comme on les connait aujourd’hui, ont été introduites par Lich-
nerowicz [Lich1], [Lich2]. Leur importance a été rapidement reconnue par Weinstein qui
en a étudié les propriétés locales [We1]. Elles jouent aussi un rôle fondamental en phy-
sique dans la transition mécanique classique-mécanique quantique (théorie de quantifi-
cation). Depuis, les articles de Weinstein, plusieurs aspects de la géométrie de Poisson
ont fait l’objet d’intenses recherches, citons notamment : le problème de linéarisation, la
cohomologie de Poisson-Lichnerowicz, la quantification par déformation, les groupes de
Lie-Poisson...
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Variété de Poisson. Un crochet de Poisson sur une variété différentiable M est une
application R-bilinéaire { , } sur l’algèbre C∞(M) des fonctions lisses sur M vérifiant
(i) L’antisymétrie
{f ,g} = −{g, f }, pour tout f ,g ∈ C∞(M).
(ii) La règle de Leibniz
{f ,gh} = {f ,g}h+ g{f ,h}, pour tout f ,g,h ∈ C∞(M).
(iii) L’identité de Jacobi
{f , {g,h}}+ {g, {h, f }}+ {h, {f ,g}} = 0, pour tout f ,g,h ∈ C∞(M).
Une variété munie d’un crochet de Poisson est appelée variété de Poisson.
Soient (M, { , }) une variété de Poisson et A = C∞(M). Le crochet de Poisson fait de A
une algèbre de Lie. La règle de Leibniz implique, pour toute fonction lisse f sur M, que
l’application linéaire g 7→ {f ,g} est une dérivation de A. À chaque fonction f corres-
pond un champ de vecteurs Xf , appelé l’hamiltonien de f , défini par Xf (g) = {f ,g}. De
l’identité de Jacobi on déduit également que
[Xf ,Xg] = X{f ,g}. (1.1)
Autrement dit, l’ensemble des champs de vecteurs hamiltoniens est une sous-algèbre de
l’algèbre de Lie des champs de vecteurs (X(M), [ , ]) et l’application f 7→ Xf définit un
homomorphisme d’algèbres de Lie de A dans X(M).
Pour tout crochet { , }, sur l’algèbre des fonctions d’une variété différentielle M, bili-
néaire, antisymétrique qui vérifie l’identité de Leibniz, est associé un unique tenseur 2-
fois contravariant antisymétrique, noté pi, tel que
{f ,g} = pi(df ,dg). (1.2)
Si de plus { , } vérifie l’identité de Jacobi, pi est appelé tenseur de Poisson de M.
En coordonnées locales (U,x1, ...,xn) un tel tenseur s’écrit :
pi =
∑
i<j
piij ∂xi ∧∂xj =
1
2
∑
i,j
piij ∂xi ∧∂xj ,
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où les piij sont des fonctions C∞ sur U, tel que piij = −pij i .
L’identité de Jacobi pour {, } est équivalente à la condition :
∮
j kℓ
n∑
i=1
∂pikℓ
∂xi
piij = 0, pour tout j ,k,ℓ = 1, ...,n (1.3)
où
∮
j kℓ
aj kℓ dénote la somme circulaire aj kℓ + akℓj + aℓj k. En effet, compte tenu de (1.2),
le jacobiateur
J(f ,g,h) = {f , {g,h}}+ {g, {h, f }}+ {h, {f ,g}},
est égal à
J(f ,g,h) =
∑
j ,k,ℓ

n∑
i=1
(
∂pikℓ
∂xi
piij +
∂piℓj
∂xi
piik +
∂pij k
∂xi
piiℓ
)
(
∂f
∂xk
∂g
∂xℓ
∂h
∂xj
)
.
Notons Xk(M) l’ensemble des champs de multivecteurs de degré k, avec
X0(M) = C∞(M), X1(M) = X(M) et X∗(M) = ⊕nk=0X
k(M).
On peut définir les structures de Poisson grâce au crochet de Schouten [Duf-Zun], qui
est l’unique extension du crochet de Lie à l’espace des champs de multivecteurs X∗(M),
caractérisé par
1. [P,Q] ∈ Xp+q−1(M),
2. [f ,g] = 0 et [X,P] =LXP,
3. [P,Q] = − (−1)(p−1)(q−1) [Q,P],
4. [P,Q ∧R] = [P,Q]∧R+ (−1)(p−1)qQ ∧ [P,R],
5. (−1)(p−1)(r−1) [P, [Q,R]] + (−1)(q−1)(p−1) [Q, [R,P]] + (−1)(r−1)(q−1) [R, [P,Q]] = 0,
pour P ∈ Xp(M), Q ∈ Xq(M), R ∈ Xr(M), X ∈ X(M) et f ,g ∈ C∞(M).
Une autre définition équivalente du crochet de Schouten, due à Lichnerowicz, est donnée
par la proposition suivante 1
Proposition 1. Pour tout P ∈ Xp(M), Q ∈ Xq(M) et ω ∈Ωp+q−1(M).
< ω, [P,Q] >= (−1)(p−1)(q−1) < d(iQω),P > − < d(iPω),Q > +(−1)
p < dω,P∧Q > .
(1.4)
Démonstration. Voir l’article de Lichnerowicz [Lich1].
1. Cette formule a l’avantage d’être adaptée aux calculs de nature globals.
Généralités sur les structures de Poisson c© BAHAYOU 15
Il en résulte, en particulier, que le crochet de Schouten de deux champs de multivec-
teurs nuls en un point, est un champs de multivecteurs nul aussi en ce point.
Soit pi un bivecteur sur une variété différentielle M et soit { , } le crochet associé sur
C∞(M), c’est-à-dire
{f ,g} =< df ∧ dg,pi > .
Le Lemme suivant permet d’exprimer l’identité de Jacobi en terme du tenseur pi.
Lemme 1. Le jacobiateur est égale à la moitié du crochet de Schouten de pi par lui même,
c’est-à-dire pour tout f ,g,h ∈ C∞(M)
{f , {g,h}}+ {g, {h, f }}+ {h, {f ,g}} =
1
2
[pi,pi] (df ,dg,dh) . (1.5)
Ceci permet de considérer le jacobiateur comme un tenseur 3-fois contravariant ; donc
nul sur toute variété de dimension ≤ 2.
Démonstration. On a d’après la formule de Lichnerowicz (1.4)
< df ∧ dg ∧ dh, [pi,pi] >=− 2 < d (ipi(df ∧ dg ∧ dh)) ,pi >
=− 2 < d ({g,h}df − {f ,h}dg + {f ,g}dh) ,pi >
=− 2 < d{g,h} ∧ df − d{f ,h} ∧ dg + d{f ,g} ∧ dh,pi >
= 2({f , {g,h}}+ {g, {h, f }}+ {h, {f ,g}})
On peut définir donc une variété de Poisson M par la donnée d’un tenseur 2-fois
contravariant antisymétrique pi sur M, qui vérifie [pi,pi] = 0.
Exemple 1 (Variétés symplectiques). Une variété différentielle M est dite symplec-
tique si elle est munie d’une 2-forme différentielleω fermée et non dégénérée, c’est-à-dire
le morphisme de fibrés ω♭ : TM → T∗M défini par ω♭(X) = iXω, pour tout X ∈ X(M),
est un isomorphisme. Pour tout f ∈ C∞(M), il existe un unique champ de vecteurs Xf tel
que iXf ω = −df . On montre alors que le crochet
{f ,g} = ω
(
Xf ,Xg
)
= −〈df ,Xg〉 = −Xg(f ) = Xf (g),
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est un crochet de Poisson, de sorte que toute variété symplectique est de Poisson. En effet,
0 = dω
(
Xf ,Xg ,Xh
)
= Xf ·ω
(
Xg ,Xh
)
−Xg ·ω
(
Xf ,Xh
)
+Xh ·ω
(
Xf ,Xg
)
−ω
(
[Xf ,Xg ],Xh
)
+ω
(
[Xf ,Xh],Xg
)
−ω
(
[Xg ,Xh],Xf
)
= Xf ·Xg(h) + Xg ·Xh(f ) + Xh ·Xf (g)− [Xf ,Xg ](h) + [Xf ,Xh](g)− [Xg ,Xh](f )
=−
(
{f , {g,h}}+ {g, {h, f }}+ {h, {f ,g}}
)
.
Exemple 2 (Variétés de Poisson Linéaires). Une structure de variété de Poisson, qui
n’est pas symplectique, est donnée canoniquement sur le dual G∗ d’une algèbre de Lie G
par le tenseur, appelé tenseur de Poisson linéaire :
pix(X,Y) = 〈x, [X,Y]〉, pour tout X,Y ∈ G, x ∈ G∗.
En d’autres termes, pour tout f ,g ∈ C∞(G∗)
{f ,g}(x) = 〈x, [dxf ,dxg]〉,
avec l’identification de G avec son bidual G∗∗, ce qui permet de considérer la différentielle
d’une fonction sur G∗ comme un élément de G.
Si X1, ...,Xn est une base de G et x1, ...,xn le système de coordonnées globales de G∗,
associé à cette base, alors
{xi ,xj } =
n∑
k=1
ckijxk , (1.6)
où les ckij sont les constantes de structure de G.
Exemple 3 (Groupes de Lie-Poisson). Les groupes de Lie munis d’un tenseur de Pois-
son mutliplicatif constituent une classe importante de variétés de Poisson. Ils jouent un
rôle central dans ce travail, c’est pour cela que nous leur consacrons toute une section
(voir Section 1.3)
Morphisme de Poisson.
Soient (M, { , }M) et (N, { , }N) deux variétés de Poisson. Une application ϕ : M → N de
classe C∞ est un morphisme de Poisson si ϕ∗ : C∞(M) → C∞(N) est un morphisme
d’algèbres de Lie, c’est-à-dire, pour tout f ,g ∈ C∞(N)
{ϕ∗f ,ϕ∗g}M = ϕ
∗{f ,g}N , (1.7)
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où ϕ∗f désigne l’image réciproque de f par ϕ, c’est-à-dire l’application f ◦ϕ.
Algébroïde de Lie associé à une variété de Poisson.
Soit (M,pi) une variété de Poisson. Il est associé au champ de tenseurs pi un morphisme
de fibrés vectoriels pi♯ : T∗M→ TM, appelé ancrage, ou application ancre, défini, pour
tout α,β ∈Ω1(M), par
β
(
pi♯(α)
)
= pi(α,β).
Noter que pour tout f ∈ C∞(M), le champ hamiltonien associé est donné par
Xf = pi♯(df ).
En coordonnées locales, si pi = 12
∑n
i,j piij ∂xi ∧∂xj alors
pi♯(dxi) =
n∑
j=1
piij ∂xj .
On appelle rang du tenseur de Poisson pi au point x, le rang de l’application linéaire
pi♯(x) : T
∗
xM→ TxM. On le note
ρ(x) = rangpi♯(x) = dimImpi♯(x).
En coordonnées locales, c’est le rang de la matrice (piij (x))1≤i,j≤n.
Un point x ∈M est dit régulier s’il existe un voisinage de x sur lequel le rang est constant
(égal à ρ(x)). Une variété de Poisson est dite régulière si son tenseur est de rang constant.
La proposition suivante résume les propriétés du rang.
Proposition 2. 1. Pour tout x ∈M, ρ(x) est paire.
2. L’application x 7→ ρ(x) est semi-continue inférieurement.
3. L’ensemble des points réguliers est un ouvert dense. 2
Démonstration. 1. La matrice (piij (x))1≤i,j≤n est antisymétrique, donc de rang paire.
2. Si ρ(x) = k alors le plus grand mineur de la matrice (piij (x))1≤i,j≤n, de déterminant
non nul, est de type k × k. Par continuité, ce mineur est de déterminant non nul sur
un voisinage V de x et donc le rang est au moins égal à k sur ce voisinage.
3. Par définition même, l’ensemble des points réguliers est un ouvert. Notons U1 l’ou-
vert de M sur lequel le rang est maximal. La restriction de pi à l’ouvert M \ U1
2. L’ensemble des points régulier est appelé l’ouvert régulier de (M,pi).
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est un tenseur de Poisson ; soit U2 l’ouvert de M \U1 où le rang est maximal. En
réitérant ce processus, on construit une famille fini d’ouverts U1, U2,...,Uk tels que
sur chaque Ui le rang de pi est constant et tel que l’ensemble des points réguliers
est exactement Mrég = ∪ki=1Ui qui est dense dans M.
Soit (M,pi) une variété de Poisson. On définit un crochet sur l’ensemble des 1-formes,
appelé crochet de Koszul des 1-formes, pour tout α,β ∈Ω1(M), par
[α,β]pi =Lpi♯(α)β −Lpi♯(β)α − d (pi(α,β)) . (1.8)
Pour simplifier, on notera ce crochet simplement par [ , ] (sans l’indice pi).
La proposition suivante résume les propriétés essentielles de ce crochet.
Proposition 3. Soit (M,pi) une variété de Poisson. Alors le crochet de Koszul vérifie les
propriétés suivantes :
1. [α, f β] = pi♯(α)(f )β + f [α,β], α,β ∈Ω1(M) et f ∈ C∞(M).
2. [ , ] est un crochet de Lie sur Ω1(M) et, pour tout f ,g ∈ C∞(M)
[df ,dg] = d{f ,g}.
3. pi♯ : Ω1(M) → X(M) est un morphisme d’algèbres de Lie, c’est-à-dire, pour tout
α,β ∈Ω1(M),
pi♯ ([α,β]) = [pi♯(α),pi♯(β)].
Démonstration. Voir le livre de Vaisman [Vai], pages 41-42.
Cette proposition signifie que le triplet (pi♯,T∗M,M) est un algébroïde de Lie au sens
de Pradines [Pr].
Structure locale d’une variété de Poisson. Le Théorème de décomposition de Wein-
stein [We1], affirme que toute variété de Poisson est localement le produit d’une variété
symplectique par une variété de Poisson dont le rang s’annule en un point. Plus précisé-
ment, tout point x0 d’une variété de Poisson (M,pi), où le rang de pi est égal à 2k, admet
un voisinage U isomorphe, par un difféomorphisme de Poisson, au produit d’une variété
symplectique de dimension 2k et d’une variété de Poisson de rang nul en x0. De plus, cette
décomposition est unique à un isomorphisme local près. Le Théorème s’énonce comme
suit :
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Théorème 5. Soit (M,pi) une variété de Poisson de dimension n = 2k+r, et a un point de
M où pi est de rang 2k. Il existe alors un système de coordonnées (U,x1, ...x2k ,y1, ...,yr)
centré en a tel que
pi =
k∑
i=1
∂xi ∧∂xi+k +
1
2
∑
i<j
φij (y)∂yi ∧∂yj , (1.9)
où chaque φij ne dépend que des coordonnées y1, ...,yr et φij (a) = 0.
Démonstration. Voir l’article de Weinstein [We1], on encore [Duf-Zun], [Vai].
On a les corollaires importants suivants :
Corollaire 2 (Théorème de Lie). Si pi est un tenseur de Poisson sur M, de rang localement
constant, alors tout point de M possède un voisinage dans lequel la matrice (pi♯ij ) est
constante.
Corollaire 3. Soit G∗ le dual d’une algèbre de Lie G, muni de sa structure de Lie-Poisson
canonique. Le tenseur de Poisson de G∗ à l’origine est de la forme :
pi =
1
2
∑
i<j
ϕij (y)∂yi ∧∂yj ,
c’est-à-dire, sans la partie symplectique et les fonctions φij sont linéaires.
Corollaire 4. Une variété de Poisson (M,pi) est symplectique, si et seulement si, pi est de
rang constant égal à la dimension, nécessairement paire, de M. De plus, si dimM = 2n,
alors M est localement isomorphe à un ouvert de R2n muni de sa structure symplectique
canonique.
On retrouve, en particulier le Théorème de Darboux [Ber] (connu pour les variétés
symplectiques). On déduit aussi que la décomposition, dans le Théorème (5) ci-dessus,
est unique à un isomorphisme local près.
Feuilletage symplectique Étant donnée une variété de Poisson (M,pi), on lui associe la
distribution D=
⋃
x∈MDx où chaque Dx est le sous-espace vectoriel de TxM :
Dx = {Xf (x) | f ∈ C
∞(M)},
où Xf est le champ de vecteurs hamiltonien associé à f . Cette distribution est involutive,
puisque
[Xf ,Xg ] = X{f ,g} pour tout f ,g ∈ C∞(M).
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Si M est régulière, c’est-à-dire, si les Dx sont tous de même dimension, (ou, ce qui revient
au même, que l’application x 7→ rangpi♯(x) est constante), alors la distribution est inté-
grable d’après le Théorème de Frobenius (où le fait d’être de rang constant est essentiel).
Dans le cas général, cette distribution est singulière (dite aussi généralisée), dans le sens
que les Dx ne sont pas tous de même dimension. Il existe cependant d’autres arguments,
Théorème de Stefan-Sussmann entre autres, pour montrer l’intégrabilité. En effet, dans ce
cas l’involutivité est remplacée par l’invariance de la distribution par l’action des champs
hamiltoniens
(exp tX)∗Dx = Dexp tX(x),
pour tout x ∈ M, pour tout champ hamiltonien X et pour tout t pour lequel le flot lo-
cal de X, exp tX est défini. Si Dx est de dimension k et si X1, ...,Xk sont des champs
hamiltoniens tels que X1(x), ...,Xk(x) engendrent Dx alors l’application
(t1, ..., tk) 7→ exp t1X1 ◦ ... ◦ exp tkXk (x)
définit une immersion d’une boule ouverte B(0, r) de Rk dans une sous-variété de M de
dimension k, contenant x. Ce qui donne l’intégrabilité de la distribution.
On peut montrer l’intégrabilité de cette distribution, directement à partir du Théorème
Weinstein. En effet, on muni M de la relation d’équivalence ∼ définie par : x ∼ y, si
et seulement si, il existe une courbe joignant x et y, dont chaque segment est un mor-
ceau de courbe intégrale d’un champ de vecteurs hamiltonien sur M. Alors chaque classe
d’équivalence Sx0 est une sous-variété de dimension k = rangpi♯(x0). De plus, chaque
sous-variété Sx0 possède une structure symplectique. (Voir [Duf-Zun], page 20).
Cohomologie de Poisson-Lichnerowicz C’est une cohomologie relative à toute struc-
ture de Poisson ; elle a été introduite par A. Lichnerowicz et c’est une notion centrale dans
la théorie de déformation des structures de Poisson ; (voir [Gam]).
Soit (M,pi) une variété de Poisson et soit δpi : X∗(M) → X∗+1(M) l’opérateur défini
par
δpi := [pi, ·].
L’identité de Jacobi graduée du crochet de Schouten permet de montrer que δpi est un
opérateur de cohomologie, c’est-à-dire δpi◦δpi = 0. En effet, pour tout X ∈ Xk(M), δpi(P) ∈
Xk+1(M) et, d’après l’identité de Jacobi généralisée pour le crochet de Schouten,
(−1)k−1[pi, [pi,X]]− [pi, [X,pi]] + (−1)k−1[X, [pi,pi]] = 0.
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Comme [pi,pi] = 0 et [X,pi] = −(−1)k−1[pi,X], alors [pi, [pi,X]] = 0.
Le complexe (X∗(M),δpi) est le complexe de Poisson de M et la cohomologie associée,
que l’on notera par H∗pi(M), s’appelle la cohomologie de Poisson de M.
Hkpi(M) =
ker
(
δpi : X
k(M)→ Xk+1(M)
)
Im
(
δpi : Xk−1(M)→ Xk(M)
) . (1.10)
Pour un tenseur de Poisson donné, on notera l’opérateur de cobord simplement par δ et le
kième espace de cohomologie par Hk(M).
L’opérateur de cobord δ peut être défini par :
δX(α1, ...,αk+1) =
k+1∑
i=1
(−1)i−1pi♯(αi) ·X(α1, ..., α̂i , ...,αk+1) (1.11)
+
∑
1≤i<j≤k+1
(−1)i+jX
(
[αi ,αj ],α1, ..., α̂i , ..., α̂j , ...,αk+1
)
,
où le symbole “̂ ′′ signifie que le terme correspondant est omis.
En effet, pour toute f ∈ C∞(M) et toute α ∈Ω1(M)
δf (α) = −Xf (α) = pi♯(α) · f ,
et pour tout champs de multivecteurs X,Y ∈ X∗(M)
δ (X∧Y) = δX∧Y+ (−1)degXX∧ δY,
ce qui montre, de la même manière que dans le cas de la différentielle usuelle sur les
formes, que δ coïncide avec l’opérateur (1.11). L’application d’ancrage pi♯ : ω1(M) →
X(M), qui est un morphisme d’algèbres de Lie, s’étend aux formes de tout degrés par
♯ (α1 ∧ ...∧αk) = pi♯(α1)∧ ...∧pi♯(αk),
et induit un homomorphisme entre la cohomologie de de Rham H∗d(M) et la cohomologie
de Poisson H∗pi(M). En effet, pour toute k-forme α on a :
♯(dα) = −δpi (♯(α)) ,
ce qui entrelace δpi et la différentielle extérieure d de de Rham. Cet homomorphisme est
un isomorphisme dans le cas symplectique. Comme en général pour toute cohomologie,
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les espaces de bas degrés admettent des interprétations simples, H0(M) est l’ensemble
des fonctions Casimir (éléments du centre de l’algèbre C∞(M)), H1(M) est le quotient
des champs de vecteurs de Poisson par les champs hamiltoniens, H2(M) est le quotient
des bivecteurs compatibles avec pi par les dérivées de Lie de ce crochet. On voit donc
l’intérêt de calculer la cohomologie de Poisson. Une question ouverte et difficile est de
déterminer les structures de cohomologie de Poisson finie (i.e à groupes de cohomologie
Hkpi(M) de dimension finie), en dehors du cas symplectique.
1.2 Classe modulaire d’une variété de Poisson
Soit (M,pi) une variété de Poisson. On dit que M est unimodulaire 3 si elle possède
une forme volume µ invariante par tous les champs hamiltoniens, c’est-à-dire
LXf µ = 0, pour tout f ∈ C
∞(M).
On montre que ceci équivaut à l’existence d’un champ modulaire nul.
Champ de vecteurs modulaire Soit (M,pi) une variété de Poisson de dimension n,
munie d’une forme volume µ. Comme Ωn(M) est de dimension 1, en tant que C∞(M)-
module, il est engendré par µ et on peut associer à tout champ de vecteurs X ∈ X(M) la
fonction, notée par divµX, définie par
LXµ =
(
divµX
)
µ,
appelée divergence de X par rapport à µ.
La divergence possède les propriétés suivantes, pour tout X,Y ∈ X(M) :
divµ[X,Y] = X
(
divµ Y
)
−Y
(
divµX
)
, (1.12)
divµ(f X) = f divµX+X(f ), pour tout f ∈ C∞(M), (1.13)
et pour tout f > 0
divf µX = divµX+X(log f ). (1.14)
Pour la preuve de ces propriétés, on procède comme suit : On déduit (1.12) de l’égalité
L[X,Y]µ =LX (LYµ)−LY (LXµ) .
3. Si la variété n’est pas orientable, on peut définir la classe modulaire en remplaçant forme volume par
densité.
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Pour (1.13), on a
Lf Xµ = f LXµ + df ∧ iXµ = f LXµ +X(f )µ.
Pour (1.14) on a, pour tout f > 0
LX(f µ) =X(f )µ + f LXµ =
X(f )
f
f µ + f divµXµ
=
(
X(log f ) + divµX
)
f µ.
On définit maintenant le champ modulaire, on montre que c’est un champ de vecteurs de
Poisson, et que sa classe modulo les champs hamiltoniens, ne dépend pas du choix de la
forme volume µ.
Définition 1 (Champ modulaire). Soit (M,pi,µ) une variété de Poisson orientable. On
définit le champ modulaire , pour toute f ∈ C∞(M), par
Xµ(f ) = divµXf .
Le champ modulaire possède les propriétés suivantes :
Proposition 4.
1. Xµ est un champ de vecteurs de Poisson.
2. Pour tout f > 0, on a
Xf µ = −Xlog f +Xµ. (1.15)
Démonstration.
1. Montrons tout d’abord que Xµ est un champ de vecteurs, c’est-à-dire une dérivation.
Pour cela soient f ,g ∈ C∞(M)
Xµ(f g) = divµ(Xf g) = divµ(f Xg + gXf )
(1.13)
= f Xµ(g) + Xg(f ) + gXµ(f ) + Xf (g)
= f Xµ(g) + {g, f }+ gXµ(f ) + {f ,g}
= f Xµ(g) + gXµ(f ).
Rappelons qu’un champ de vecteurs X est de Poisson si son flot préserve le tenseur
de Poisson, c’est-à-direLXpi = 0. On montre que ceci équivaut à
X{f ,g} = {X(f ),g}+ {f ,X(g)}. (1.16)
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En effet, on a
X{f ,g} =LX〈pi,df ∧ dg〉
=〈LXpi,df ∧ dg〉+ 〈pi,LX (df ∧ dg)〉
=〈LXpi,df ∧ dg〉+ 〈pi,dX(f )∧ dg〉+ 〈pi,df ∧ dX(g)〉
=〈LXpi,df ∧ dg〉+ {X(f ),g}+ {f ,X(g)}.
Montrons maintenant (1.16) pour Xµ.
Xµ ({f ,g}) =divµ
(
X{f ,g}
)
= divµ
(
[Xf ,Xg ]
)
(1.12)
= Xf
(
Xµ(g)
)
−Xg
(
Xµ(f )
)
= {f ,Xµ(g)}+ {Xµ(f ),g}.
2. Pour tout f > 0, on a
Xf µ(g) = divf µ(Xg)
(1.14)
= Xµ(g) + Xg (log f ) = Xµ(g)−Xlog f (g).
En vertu de la Proposition ci-dessus on déduit que, dans le premier espace de coho-
mologie de Poisson H1pi(M), le champ modulaire Xµ représente une classe qui ne dépend
pas de la forme volume choisie, puisque [Xf µ] = [Xµ] pour tout f > 0. On notera cette
classe par M et on l’appellera la classe modulaire de pi. La structure de Poisson est dite
unimodulaire si M = 0. On va comprendre l’origine de cette appellation lorsqu’on étudie
le cas d’une variété de Poisson linéaire et son lien avec l’unimodularité de l’algèbre de
Lie.
Proposition 5. On a l’équivalence des propriétés suivantes :
1. (M,pi) est unimodulaire.
2. Il existe une forme volume µ sur M invariante par tout champ hamiltonien, c’est-à-
dire
LXf µ = 0, pour toute f ∈ C
∞(M).
3. Il existe une forme volume µ, sur M, telle que d (ipiµ) = 0.
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Démonstration. Il est clair que les propositions 1 et 2 sont équivalentes puisque
LXf µ = 0, ∀f ∈ C
∞(M)⇐⇒ divµXf = 0, ∀f ∈ C
∞(M)
⇐⇒ Xµ(f ) = 0, ∀f ∈ C
∞(M)
⇐⇒ Xµ = 0.
Pour montrer que 1 et 3 sont équivalentes, il suffit de montrer l’égalité
d (ipiµ) = ixµµ, (1.17)
et de remarquer que, pour toute forme volume µ, iXµ = 0⇐⇒ X = 0.
Dans une carte locale connexe (U,x1, ...,xn), la forme volume s’écrit µ =Φ dx1∧ ...∧dxn
avec Φ > 0, le tenseur de Poisson s’écrit pi =
∑
i<j piij ∂xi ∧ ∂xj et le champ hamiltonien
s’écrit Xf =
∑n
j=1
(∑n
i=1piij
∂f
∂xi
)
∂xj . On a
Xµ(f ) = divµXf
(1.14)
= divdx1∧...∧dxn Xf +Xf (logΦ)
(1.13)
=
n∑
j=1

n∑
j=1
piij
∂f
∂xi
divdx1∧...∧dxn ∂xj +
n∑
j=1
n∑
i=1
∂xj
(
piij
∂f
∂xi
)
+
1
Φ
n∑
j=1
n∑
i=1
piij
∂f
∂xi
∂Φ
∂xj
.
comme
divdx1∧...∧dxn ∂xj = 0, j = 1, ...,n et
n∑
j=1
n∑
i=1
piij
∂2f
∂xi∂xj
= 0,
on a Xµ =
∑n
i=1
(∑n
j=1
∂piij
∂xj
+ 1Φpiij
∂Φ
∂xj
)
∂xi , et donc
iXµµ =
n∑
i=1
(−1)i+1
( n∑
j=1
∂xj (piijΦ)
)
dx1∧ ...∧ d̂xi ∧ ...∧ dxn.
D’autre part l’égalité
dω(X1, ...,Xk+1) =
k+1∑
i=1
(−1)i+1Xi ·ω
(
X1, ..., X̂i , ...,Xk+1
)
+
∑
1≤i<j≤k+1
(−1)i+jω
(
[Xi ,Xj ],X1, ..., X̂i , ..., X̂j , ...,Xk+1
)
,
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appliquée à ω = ipiµ et aux champs Xi = ∂xi , qui commutent deux à deux, donne
d (ipiµ) (∂̂x1 ,∂x2 , ...,∂xn ) = ∂x2(pi12Φ) + ...+∂xn(pi1nΦ)
d (ipiµ) (∂x1 , ∂̂x2 , ...,∂xn ) =−∂x1(pi21Φ)− ...−∂xn(pi2nΦ)
= . . .
d (ipiµ) (∂x1 ,∂x2 , ..., ∂̂xn ) =(−1)
n+1∂x1(pin1Φ) + ...+ (−1)
n+1∂xn−1(pinn−1Φ).
On déduit que
d (ipiµ) =
n∑
i=1
(−1)i+1
( n∑
j=1
∂xj (piijΦ)
)
dx1∧ ...∧ d̂xi ∧ ...∧ dxn,
ce qui donne l’égalité (1.17).
Ayant caractérisé l’unimodularité des structures de Poisson, passons à l’étude de quelques
exemples.
Variétés symplectiques Toute variété symplectique (M,ω) est unimodulaire ; la forme
volume µ = ∧ dimM2 ω étant invariante par tout champ hamiltonien. En effet, la forme sym-
plectique ω est invariante par tout champ hamiltonien, (donc aussi µ) :
LXf ω = diXf ω + iXf dω = diXf ω = d (−df ) = 0.
Variétés de Poisson linéaires Soit G une algèbre de Lie. Rappelons que G est dite uni-
modulaire si pour tout u ∈ G
tr(adu) = 0.
On a le résultat suivant qui justifie le terme d’unimodularité.
Proposition 6. La structure de Poisson linéaire sur G∗ est unimodulaire (en tant que
variété de Poisson), si et seulement si, G est unimodulaire (en tant qu’algèbre de Lie).
Démonstration. On choisit un système de coordonnées linéaires {x1, . . . ,xn} sur G∗ asso-
cié à une base (e1, . . . , en) et on considère une forme volume
µ =Φ dx1∧ . . .∧ dxn.
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On a, d’après la preuve de la Proposition 2,
Xµ =
n∑
i=1

n∑
j=1
∂piij
∂xj
+
1
Φ
piij
∂Φ
∂xj
∂xi .
Or, d’après (1.6),
∂piij
∂xj
= c
j
ij ,
et
n∑
j=1
c
j
ij = tr(adei ).
On obtient alors que
Xµ =
n∑
i=1
(
tr(adei ) +
1
Φ
piij
∂Φ
∂xj
)
∂xj .
Si G est unimodulaire, on prend Φ = 1 et on obtient Xµ = 0. Inversement, si Xµ = 0, alors
Xµ(0) = 0, ce qui entraîne que G est unimodulaire.
1.3 Groupes de Lie-Poisson
La notion de groupe de Lie-Poisson a été introduite par Drinfeld dans [Dr1], puis
étudiée systématiquement par Semenov-Tian Shansky dans [STS2]. On peut se référer
à l’excellent article de Lu & Weinstein [Lu-We1] et à la thèse de Lu [Lu], ou encore à
[Duf-Zun] et [Vai].
Définition 2. Un groupe de Lie-Poisson est un groupe de Lie muni d’une structure de
variété de Poisson, tel que la multiplication m : G×G→ G soit un morphisme de Poisson.
Si pi désigne le 2-tenseur de Poisson sur G, on a pour tout g,h ∈ G :
pi(gh) = Lg∗pi(h) + Rh∗pi(g).
Plus généralement, un k-tenseur K sur un groupe de Lie G est multiplicatif s’il vérifie
la relation précédente, c’est-à-dire :
K(gh) = Lg∗K(h) + Rh∗K(g). (1.18)
Soit un k-tenseur K, et soient Kℓ et Kr : G→∧kG définis par les formules :
Kℓ(g) = Lg−1∗K(g), Kr(g) = Rg−1∗K(g).
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De l’égalité :
Kr(gh)−Kr(g)−Ad(g) ·Kr(h) =R(gh)−1∗K(gh)−Rg−1∗K(g)
− Lg∗Rg−1∗Rh−1∗K(h)
=R(gh)−1∗K(gh)−Rg−1∗K(g)
−R(gh)−1∗Lg∗K(h)
= R(gh)−1∗
[
K(gh)−Rh∗K(g)− Lg∗K(h)
]
,
on déduit une première caractérisation :
Un k-tenseur K est multiplicatif, si et seulement si, son translaté à droite Kr est un 1-
cocycle de G dans ∧kG pour la représentation adjointe
Kr(gh) = Kr(g) +Ad(g) ·Kr(h).
(Voir l’annexe pour la cohomologie des groupes et des algèbres de Lie). On a une carac-
térisation analogue par Kℓ, c’est-à-dire
Kℓ(gh) = Kℓ(h) +Ad(h
−1) ·Kℓ(g).
Si le groupe de Lie G est connexe, alors on a une autre caractérisation importante :
Un k-tenseur K est multiplicatif, si et seulement si, K(e) = 0 et LXK est invariant à
gauche pour tout champ de vecteur X invariant à gauche. En effet, l’égalité (1.18) appli-
quée à g = h = e montre que K(e) = 0, et :
LXK(g) =
d
dt
∣∣∣
t=0
(exp tX)∗K(exp tX(g))
=
d
dt
∣∣∣
t=0
R∗exptXK(g exp tX)
=
d
dt
∣∣∣
t=0
R∗exptXLg∗K(exp tX)+
d
dt
∣∣∣
t=0
R∗exptXRexptX∗K(g)
=Lg∗
d
dt
∣∣∣
t=0
R∗exptXK(exp tX)
=Lg∗ (LXK)(e),
ce qui veut dire que LXK est invariant à gauche. Le raisonnement est le même pour les
champs invariants à droite, en utilisant Kℓ.
Réciproquement, si LXK est invariant à gauche pour tout champ invariant à gauche X,
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c’est-à-dire
LXKr(gh) = Ad(g) ·LXKr(h)
4,
alors
d
dt
[
Kr(g exp tX)−Kr(g)−Ad(g) ·Kr(exp tX)
]
= R∗exptX (LXKr) (g exp tX)−Ad(g) ·R
∗
exptX (LXKr) (exp tX)
= R∗exptX
[
(LXKr) (g exp tX)−Ad(g) · (LXKr) (exp tX)
]
= 0,
car LXKr est équivariant. On a donc, pour tout g ∈ G et tout h dans un voisinage de e,
Kr(gh) = Kr(g) +Ad(g) ·Kr(h).
Comme G est connexe, il est engendré par l’image de l’application exponentielle exp :
G → G, on déduit que Kr est un 1-cocycle pour la représentation adjointe de G sur ∧2G.
Dérivée intrinsèque Soit K un k-tenseur s’annulant en e. La dérivée intrinsèque de K
en e est l’application linéaire :
deK : G −→ ∧
kG
v 7−→ LXK(e)
où X est un champ de vecteurs quelconque, tel que X(e) = v.
Cette application est bien définie car elle ne dépend que de la valeur de X en e. En effet,
comme K(e) = 0 alorsLXK(e) = 0, pour tout champ de vecteurs X tel que X(e) = 0. 5
Proposition 7. Soit G un groupe de Lie connexe Alors :
1. Un k-tenseur multiplicatif K sur G est nul, si et seulement si, deK = 0.
2. Soient K un k-tenseur et L un ℓ-tenseur. Si K et L sont multiplicatifs, leur crochet
de Schouten [K,L] est un (k + ℓ − 1)-tenseur multiplicatif.
Démonstration.
1. Si K est multiplicatif et deK = 0, alors en particulierLXK(e) = 0 pour tout champ X
invariant à gauche. OrLXK est lui-même invariant à gauche, doncLXK = 0. Mais
4. En fait un k-tenseur T est invariant à gauche, si et seulement si, son translaté à droite Tr(g) =
Rg−1∗T(g) est équivariant, c’est-à-dire Tr(gh) = Ad(g) · Tr(h)
5. Le crochet de Schouten de deux champs nuls en un point, est un champs nul nul en ce point (1.4).
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G étant connexe et la dérivée de Lie de K par rapport à tout champ de vecteurs
invariant à gauche X est nulle, K est donc invariant à droite, et donc nul puisque nul
en e.
2. Soit X (resp. Y) un champ de vecteurs invariant à gauche (respectivement, à droite).
On a, grâce à la formule de Leibniz :
LYLX[K,L] = [LYLXK,L] + [LXK,LYL] + [LYK,LXL] + [K,LYLXL],
orLXK etLXL sont invariants à gauche, tandis queLYK etLYL sont invariants à
droite. Donc
LYLXK =LYLXL = [LXK,LYL] = [LYK,LXL] = 0,
d’où
LYLX[K,L] = 0.
Donc LX[K,L] est invariant à gauche. Comme de plus [K,L](e) = 0, le Théorème
précèdent montre que [K,L] est multiplicatif.
Le crochet de Koszul de deux 1-formes invariantes à gauche, sur un groupe de Lie-
Poisson, est une 1-forme invariante à gauche. Plus précisément
Proposition 8. Si (G,pi) est un groupe de Lie-Poisson et si α,β ∈Ω1(G) sont des 1-formes
invariantes à gauche, alors, pour tout champ de vecteurs invariant à gauche sur G,
[α,β](X) = (LXpi) (α,β). (1.19)
Démonstration. Soient α,β deux 1-formes invariantes à gauche sur un groupe de Lie-
Poisson (G,pi). Soit X un champ invariant à gauche. On a d’après (1.11)
(LXpi) (α,β) = [X,pi](α,β) =− δpi(X)(α,β)
=−pi♯(α) ·X(β) +pi♯(β) ·X(α) + X([α,β])
=X([α,β]) = [α,β](X).
Comme pi est multiplicatif et X est invariant à gauche, LXpi est invariant à gauche.
(LXpi) (α,β) est constante et donc aussi [α,β](X) ; ce qui signifie que [α,β] est invariant
à gauche. Pour une autre preuve, voir [We6].
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Bigèbres de Lie Ayant caractérisé les tenseurs multiplicatifs, nous passerons mainte-
nant à la structure infinitésimale des groupes de Lie-Poisson.
Définition 3. Une bigèbre de Lie est la donnée d’un triplet (G,ξ,G∗), où G est une algèbre
de Lie, G∗ son espace vectoriel dual et ξ : G → ∧2G, est un 1-cocycle par rapport à
l’action adjointe de G sur ∧2G :
ξ([x,y]) = adx ξ(y)− ady ξ(x), pour tout x,y ∈ G,
tels que l’adjoint de ξ, ξt : ∧2G∗→G∗, définit un crochet de Lie sur G∗.
Le théorème suivant montre qu’à tout groupe de Lie-Poisson est canoniquement asso-
ciée une structure de bigèbre de Lie et réciproquement :
Théorème 6. Soit G un groupe de Lie et G son algèbre de Lie.
1. Si K est un k-multivecteur multiplicatif sur G, alors deK est un 1-cocycle pour
la représentation de G sur ∧kG. Réciproquement, si G est connexe et simplement
connexe, alors pour tout 1-cocycle ξ : G → ∧kG il existe un unique k-multivecteur
K ∈ ∧kTG tel que deK = ξ.
2. Si pi est un tenseur de Poisson sur G tel que pi(e) = 0 et si ξ = depi, alors l’appli-
cation adjointe tξ définit une structure de Lie canonique sur le cotangent G∗ qui
coïncide avec la restriction du crochet de Koszul des 1-formes invariantes à gauche
en e.
Démonstration. (Voir [Lu-We1], [Duf-Zun].)
1. Soit K un k-multivecteur sur un groupe G. Soient X,Y deux éléments de G considé-
rée comme l’espace des champs invariants à gauche. On pose ξ = deK et on montre
que
ξ ([X,Y]) = adX ξ(Y)− adY ξ(X).
On a
adX ξ(Y) =adX (LYK(e)) =
d
dt
∣∣∣∣
t=0
Adexp(tX) ·LYK(e)
=
d
dt
∣∣∣∣
t=0
Rexp(−tX)∗Lexp(tX)∗ (LYK(e))
=
d
dt
∣∣∣∣
t=0
Rexp(−tX)∗ (LYK)(exp(tX))
=(LXLYK)(e),
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et donc
adX ξ(Y)− adY ξ(X) =(LXLYK)(e)− (LYLXK)(e)
=
(
L[X,Y]K
)
(e) = ξ ([X,Y]) .
Réciproquement 6, soit G le groupe de Lie connexe et simplement connexe d’al-
gèbre de Lie G et soit ξ : G → ∧kG un 1-cocycle pour la représentation adjointe.
Il existe un unique 1-cocycle Λ : G→ ∧kG, qui intègre ξ, c’est-à-dire dΛ = ξ et,
pour tout g,h ∈ G
Λ(gh) =Λ(g) +Ad(g) ·Λ(h).
Le champ de k-multivecteurs K(g) = Rg∗Λ est multiplicatif et deK = ξ.
2. Soient α,β ∈ G∗ et x ∈ G. Notons par α+,β+ les 1-formee invariantes à gauche
associées à α,β et X le champ de vecteurs invariant à gauche associé à x. On a
d’après l’égalité (1.19)
[α,β](x) =[α+,β+]e(X(e)) = (LXpi) (e)(α,β)
=ξ(x)(α,β) = ξt(α,β)(x)
ce qui signifie que ξt coïncide avec le crochet de Koszul des 1-formes invariantes à
gauche.
Remarque. Ce qui est remarquable dans les bigèbres de Lie est le fait symétrique sui-
vant : Si (G,ξ,G∗) est une bigèbre de Lie, alors (G∗,ρ,G) est aussi une bigèbre de Lie,
appelée bigèbre de Lie duale, où ρ : G∗ → ∧2G∗ est le 1-cocycle relative à l’action ad-
jointe de G∗ sur ∧2G∗, dont la transposée est le crochet de Lie de G. (Voir [Duf-Zun], page
137).
Équation de Yang-Baxter
Définition 4. Soit G une algèbre de Lie réelle de dimension finie. On appelle équation de
Yang-Baxter généralisée, l’équation dont la variable est r ∈ ∧2G :
adx[r,r] = 0, pour tout x ∈ G. (1.20)
6. On reprend ici la preuve donnée dans [Lu-We1]. Voir aussi [KS-Ma], [Lu].
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On appelle équation de Yang-Baxter classique, l’équation dont la variable est r ∈ ∧2G :
[r,r] = 0. (1.21)
Soient G un groupe de Lie et G son algèbre de Lie. On considère la restriction du
crochet de Schouten sur les champs de multi-vecteurs invariants à gauche qui étend le
crochet de Lie de G.
Soit r ∈ ∧2G et soit l’application associée r♯ : G∗→G définie, pour tout α,β ∈ G∗, par :
β
(
r♯(α)
)
= r(α,β).
On considère le 1-cobord associé à r, c’est-à-dire le cocycle ξ : G → ∧2G défini par
ξ(x) = adx r.
Il est naturel de se demander à quelles conditions sur r, le triplet (G,ξ,G) correspondant
est une bigèbre de Lie. Le Lemme suivant donne la condition, nécessaire et suffisante
pour que ξt définit un crochet de Lie sur G∗.
Lemme 2. 1. Le crochet défini par ξt sur G∗ est donné par
[α,β]r = ad
∗
r♯(β)
α − ad∗r♯(α) β.
2. Le crochet [ , ]r est de Lie, si et seulement si, r est solution de l’équation de Yang-
Baxter, c’est-à-dire si adx[r,r] = 0 pour tout x ∈ G.
Démonstration. En effet, on a
1. Pour tout α,β ∈ G∗ et x ∈ G,
[α,β]r(x) =〈α∧ β,adx r〉 = r (ad
∗
x(α∧ β)) = r (ad
∗
xα∧ β) + r (α∧ ad
∗
x β)
=− ad∗xα
(
r♯(β)
)
+ad∗x β
(
r♯(α)
)
= ad∗r♯(β)α(x)− ad
∗
r♯(α)
β(x),
où on a utilisé l’égalité
〈ad∗xα,y〉 = 〈α,adx y〉 = −〈α,ady x〉 = −〈ad
∗
y α,x〉.
2. Soit G un groupe de Lie connexe d’algèbre de Lie G. Notons par r+, respectivement
r−, le champ invariant à gauche, respectivement invariant à droite, associé à r. Soit
le champ de bivecteurs pi = r+ − r−. On a pi(e) = 0 et, pour tout champ de vecteurs
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X invariant à gauche,LXpi =LXr+ est aussi invariant à gauche et donc pi est mul-
tiplicatif. On déduit aussi que depi = ξ, car LXpi(e) =LXr+(e) = ξ(X(e)). D’autre
part, comme
[r+, r−] = 0, [r+, r+] = [r,r]+ et [r−, r−] = −[r,r]−,
on déduit que
[pi,pi] = 0⇐⇒[r,r]+ = [r,r]−
⇐⇒Ad(g) · [r,r] = [r,r], pour tout g ∈ G.
Comme G est connexe, alors
Ad(g) · [r,r] = [r,r], pour tout g ∈ G⇐⇒ adx[r,r] = 0, pour tout x ∈ G.
D’après le théorème (6), ξt définit un crochet de Lie sur G∗, si et seulement si,
[pi,pi] = 0. On déduit alors que
ξt définit un crochet de Lie sur G∗⇐⇒ adx[r,r] = 0, pour tout x ∈ G.
Pour une preuve purement algébrique voir [KS-Ma].
On termine cette partie par un résultat de cohomologie.
Théorème 7. Soit G un groupe de Lie connexe. Si G est compact ou semi-simple, alors
tout tenseur de Poisson multiplicatif sur G est de la forme
pi = r+ − r−
pour un r ∈ ∧2G tel que [r,r] est invariant, par l’action adjointe de G sur ∧3G.
Démonstration. Voir Théorème 1.10 de l’article de Lu & Wienstein [Lu-We1].
Soit pir le translaté à droite du tenseur de Poisson multiplicatif pi. Comme G est compact,
tout 1-cocycle pour l’action adjointe de G sur∧2G est un 1-cobord. En particulier, comme
pir est un 1-cocycle, il existe alors r ∈ ∧2G tel que pir = Ad(g) · r − r. On a donc
pi = Rg∗pir = Rg∗ (Ad(g) · r − r) = Lg∗r −Rg∗r = r
+ − r−.
Si G est semi-simple, tout 1-cocycle pour l’action adjointe de G sur ∧2G est un 1-cobord.
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En particulier, comme depi = ξ est un 1-cocycle, il existe alors r ∈ ∧2G tel que ξ = δr
et le tenseur de Poisson multiplicatif associé est r+ − r−. Par unicité (voir Théorème 6,
page 31), ce tenseur r+ − r− doit être égal à pi.
CHAPITRE 2
DÉFORMATIONS DES STRUCTURES
RIEMANNIENNES
Nous devons nous rappeler que ce que nous observons
n’est pas la Nature elle-même, mais la Nature soumise
à notre méthode de questionnement.
Werner Heisenberg
ÉTANT donnée une variété de Poisson (M,pi) et ∇ une connexion covariante surM, il est naturel de considérer des conditions de compatibilités entre le tenseurde Poisson pi et la connexion ∇.
Si l’on convient de dire que pi et ∇ sont compatibles si pi est parallèle 1, c’est-à-dire si
∇pi = 0,
alors dans ce cas le tenseur pi doit être de rang constant. Ceci est dû au fait que la dérivée
covariante préserve le rang du tenseur. On va bien que cette notion ne convient que pour
étudier les variétés de Poisson régulières ; ce qui exclue tout les exemples intéressants de :
variétés de Poisson linéaires, groupes de Lie-Poisson...
La notion de dérivation contravariante était introduite par Vaisman dans [Vai], puis la
notion de connexion contravariante été étudié systématiquement par Fernandes dans [Fer].
Soit (M,pi) une variété de Poisson et soit pi♯ : T∗M→ TM l’ancrage défini par
β
(
pi♯(α)
)
= pi(α,β).
1. Par analogie avec la compatibilité habituelle entre une métrique riemannienne et sa connexion de
Levi-Civita associée.
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Rappelons que l’ensemble des 1-formes est une algèbres de Lie, pour le crochet de Koszul
[α,β] =Lpi♯(α)β −Lpi♯(β)α − d (pi(α,β)) .
Cette structure d’algébroïde de Lie (voir [Pr]) de (T∗M,pi♯,TM) fournit tout les ingré-
dients pour définir la notion de connexion contravariante sur toute variété de Poisson.
Définition 5. Une connexion contravariante, sur une variété de Poisson (M,pi) est la
donnée d’une application R-bilinéaire D : Ω1(M) ×Ω1(M) → Ω1(M) telle que, pour
tout f ∈ C∞(M) et tout α,β ∈Ω1(M),
Dα (f β) = f Dαβ +pi♯(α)(f )β et Df αβ = f Dαβ.
À noter que la définition d’une connexion contravariante est similaire à la définition
d’une connexion covariante : les 1-formes remplacent les champs de vecteurs, le crochet
de Koszul remplace le crochet de Lie et la dérivée suivant une 1-forme α est la dérivée de
Lie suivant le champ de vecteurs pi♯(α).
On peut traduire beaucoup de notions, liées aux connexions covariantes (transport paral-
lèle, géodésiques, courbures...), au cas des connexions contravariantes. Toutefois, il y a
des résultats qui ne subsistent plus dans le cas contravariant (voir [Fer]).
On peut définir, comme dans le cas covariant, la torsion :
T(α,β) =Dαβ −Dβα − [α,β],
c’est un tenseur de type (2,1). On peut montrer que si ∇ est une connexion covariante
alors Dα = ∇pi♯(α) défini une connexion contravariante, et si M est symplectique, c’est-à-
dire si pi♯ est un isomorphisme, alors toute connexion contravariante est de cette forme.
La différence majeure avec le cas covariant est que Dα n’induit pas nécessairement
une dérivation. En effet, si α ∈Ω1(M) et si pi♯(α) = 0, alors
Dα(f β) = f Dαβ,
contrairement aux connexions covariantes.
Exemples. 1. Si ∇ est une connexion covariante, alorsDα = ∇pi♯(α) est une connexion
contravariante spéciale, elle vérifie :
pi♯(α) = 0 =⇒Dα = 0. (2.1)
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Si M est symplectique alors l’ancrage pi♯ : T∗M → TM est un isomorphisme et
toute connexion contravariante D est induite de la connexion covariante :
∇x =Dα, où α = pi−1♯ (x).
2. Il existe des connexions contravariantes qui ne sont pas induites d’une connexion
covariante ; c’est les connexions qui ne vérifient pas 2.1. En voici un exemple :
Soit le groupe de Lie-Poisson G= (R2,+,pi), avec pi = y ∂x ∧ ∂y. On considère la
connexion contravariante sur G∗, définie par
Dαβ =
1
2
[α,β].
On peut vérifier que D est sans torsion et Dpi = 0. Mais pi♯(dx) = y∂y est nul sur
tout point (x,0) alors que Ddxdy = 12 [dx,dy] =
1
2d{x,y} =
1
2dy ne s’annule en
aucun point.
La notion de connexion contravariante est devenue une notion centrale en géométrie
de Poisson. Pour ses application, on peut citer :
1. Les travaux de Boucetta sur la compatibilité des structures de Riemann et de Pois-
son. Voir [Bou1] et [Bou2].
2. La réalisation symplectique. Une réalisation d’une variété de Poisson M est un
morphisme de Poisson surjectif J : S→M où S est une variété symplectique et J est
une submersion. L’existence d’une réalisation symplectique pour toute variété de
Poisson est un résultat important dû à Karasev [Ka] et Weinstein [We3]. Il s’énonce
comme suit :
Théorème 8. Toute variété de Poisson de dimension n, admet une réalisation sym-
plectique de dimension 2n.
Crainic & Marcut ont donné, dans [Cra-Mar], une autre preuve de l’existence de la
réalisation symplectique utilisant la notion de connexion contravariante.
3. Le problème de linéarisation. Si pi = 12
∑
i<j piij ∂xi ∧∂xj est un tenseur de Poisson,
sur une variété M, qui s’annule en un point a, on peut considérer le développement
en série de Taylor de piij
piij (x) =
n∑
k=1
Ckij xk +O(x
2)
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Les (Ckij ) forment des constantes de structure d’une algèbre de Lie Ga, appelée al-
gèbre d’isotropie, qui n’est autre que le cotangent T∗aM, muni du crochet de Koszul
[α,β] = [α,β](a),
où α,β ∈ T∗aM et α et β sont des 1-formes qui prolongent α et β respectivement. Le
problème de linéarisation s’énonce comme suit :
Existe-t-il un ϕ : TaM→M tel que ϕ∗pi = piℓ ?
où piℓ est le tenseur de Poisson linéaire canonique de TaM. On dira que pi est for-
mellement (resp. analytiquement, C∞)-linéarisable, au voisinage de a, suivant que
ϕ est formel, analytique ou C∞-difféomorphisme local. On a le résultat suivant
(voir Conn [Co1], [Co2] et Fernandes et Monnier [Fer-Mon])
Théorème 9. Si l’algèbre d’isotropie Ga est semi-simple, alors pi est formellement
et analytiquement linéarisable.
On définit alors le produit A : T∗aM × T∗aM→ T∗aM par
2 < Aαβ,γ >=< [α,β],γ > + < [γ,α],β > + < [γ,β],α > .
On peut vérifier que
Aαβ = (Dαβ)(a).
Ainsi les courbures de D en a coïncident avec les courbures de A. L’étude de la
courbure des algèbres de Lie munies d’un produit scalaire a été faite dans [Mil].
4. La théorie de déformation. Hawkins ajoute de l’importance à cette notion de connexion.
Il a en fait, montré que le couple (C∞(M),d), où d est la différentielle extérieure,
est déformable s’il existe un crochet de Poisson { , } sur M et ce crochet s’étend
à l’ensemble Ω1(M) des 1-formes comme crochet de Lie gradué, s’il existe une
connexion contravariante D définie par
{f ,α} = Ddf α
qui est plate et sans torsion. Voir [Haw1] et [Haw2].
2.1 Connexion de Levi-Civita contravariante
Soit (M,pi,<,>) une variété de Poisson munie d’une métrique riemannienne. Soit
Ω1(M) l’espace de ses 1-formes différentielles muni du crochet de Koszul.
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On peut définir, sur M, une connexion appelée connexion de Levi-Civita contravariante
associée au couple (pi,<,>) :
D : Ω1(M)×Ω1(M) → Ω1(M)
(α,β) 7→ Dαβ
telles que :
1. D est R-bilinéaire,
2. D est C∞(M)-linéaire par rapport α, c’est-à-dire, pour tout f ∈ C∞(M)
Df α = f Dα,
3. D est une dérivation par rapport β, c’est-à-dire, pour tout f ∈ C∞(M)
D (f β) = f Dαβ +pi♯(α)(f )β,
4. Dαβ −Dβα = [α,β] (sans torsion),
5. pi♯(α)· < β,γ >=< Dαβ,γ > + < β,Dαγ > (métrique),
où [ , ] est le crochet de Koszul.
Proposition 9. La connexion de Levi-Civita contravariante est entièrement déterminée
par :
2 < Dαβ,γ >= pi♯(α)· < β,γ > +pi♯(β)· < α,γ > −pi♯(γ)· < α,β >
+ < [α,β],γ > + < [γ,α],β > + < [γ,β],α > .
Démonstration. La preuve ne diffère guère de celle de la connexion de Levi-Civita cova-
riante. En effet, comme la connexion D est métrique, on a
pi♯(α)· < β,γ >= <Dαβ,γ > + < β,Dαγ >,
pi♯(β)· < α,γ >= <Dβα,γ > + < α,Dβγ >,
pi♯(γ)· < α,β >= <Dγα,β > + < α,Dγβ >,
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et comme la connexion D est sans torsion, alors
pi♯(α)· < β,γ > +pi♯(β)· < α,γ > −pi♯(γ)· < α,β >=< Dαβ,γ >
+ <Dαβ − [α,β],γ > − < [γ,α],β > − < [γ,β],α > .
Ce qui donne la formule de Koszul.
Définition 6. La courbure associée à la connexion D est l’opérateur
R :Ω1(M)×Ω1(M)×Ω1(M) −→Ω1(M) défini par :
R(α,β)γ =D[α,β]γ −
(
DαDβγ −DβDαγ
)
. (2.2)
Proposition 10. L’opérateur de courbure R est un tenseur de type (1,3) qui vérifie :
1. R(α,β) = −R(β,α),
2. R(f α,β)γ = R(α, f β)γ = R(α,β)f γ = f R(α,β)γ, pour tout f ∈ C∞(M),
3. R(α,β)γ +R(β,γ)α +R(γ,α)β = 0. (Identité de Bianchi),
4. < R(α,β)γ,µ >= − < γ,R(α,β)µ >,
5. < R(α,β)γ,µ >=< R(γ,µ)α,β >.
Démonstration. L’opérateur R s’identifie à
T : X(M)×Ω1(M)×Ω1(M)×Ω1(M) −→ C∞(M)
(X,α,β,γ) 7−→ 〈R(α,β)γ,X〉
qui est symétrique par rapport à (α,β) et C∞(M)-linéaire par rapport à chacune des com-
posantes (α,β,γ). En effet,
1. R(β,α)γ =D[β,α]γ −DβDαγ +DαDβγ = −R(α,β)γ.
2. Pour tout f ∈ C∞(M), on a
R(α, f β)γ =D[α,f β]γ −DαDf βγ +Df βDαγ
=D(f [α,β]+(pi♯(α)f )β)γ −Dα
(
f Dβγ
)
+ f DαDβγ
=f D[α,β]γ +
(
pi♯(α)f
)
Dβγ − f DαDβγ −
(
pi♯(α)f
)
Dβγ + f DαDβγ
=f R(α,β)γ,
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et R(f α,β)γ = −R(β, f α)γ = −f R(β,α)γ = f R(α,β)γ, et
R(α,β)f γ =D[α,β]f γ −DαDβf γ +DβDαf γ
=f D[α,β]γ +
(
pi♯([α,β])f
)
γ −Dα
(
f Dβγ +
(
pi♯(β)f
)
γ
)
+Dβ
(
f Dαγ +
(
pi♯(α)f
)
γ
)
=f D[α,β]γ +
(
pi♯([α,β])f
)
γ − f DαDβγ −
(
pi♯(α)f
)
Dβγ
−
(
pi♯(β)f
)
Dαγ −
(
pi♯(α)(pi♯(β)f )
)
γ + f DβDαγ +
(
pi♯(β)f
)
Dαγ
+
(
pi♯(α)f
)
Dβγ +
(
pi♯(β)(pi♯(α)f )
)
γ
=f R(α,β)γ +
(
pi♯([α,β])f
)
γ −
(
[pi♯(α),pi♯(β)]f
)
γ
=f R(α,β)γ,
car [pi♯(α),pi♯(β)] = pi♯ ([α,β]).
3. Comme la connexion D est sans torsion, alors
R(α,β)γ = Dγ[α,β] + [[α,β],γ]−DαDβγ +DβDαγ
= DγDαβ −DαDγβ + [[α,β],γ]−DαDβγ +DβDαγ.
On déduit que
R(α,β)γ +R(β,γ)α +R(γ,α)β +R(α,β)γ = [[α,β],γ] + [[β,γ],β] + [[γ,α],β] = 0.
4. Il suffit de montrer que < R(α,β)γ,γ >= 0, pour tout γ ∈Ω1(M), puis de conclure
en développant l’identité
< R(α,β)(γ + µ),γ + µ >= 0.
Comme la connexion D est métrique, on a
pi♯(α) ·pi♯(β)· < γ,γ >=pi♯(α) · 2 <Dβγ,γ >
=2 <DαDβγ,γ > +2 <Dβγ,Dαγ > .
De même, pi♯(β) ·pi♯(α)· < γ,γ >= 2 <DβDαγ,γ > +2 <Dαγ,Dβγ >.
On déduit que
pi♯ ([α,β]) · < γ,γ >= [pi♯(α),pi♯(γ)]· < γ,γ >, (2.3)
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et comme, d’autre part on a
pi♯ ([α,β]) · < γ,γ >= 2 <D[α,β]γ,γ >, (2.4)
on déduit alors, de (2.3) et (2.4), que
< R(α,β)γ,γ >= 0, pour tout γ ∈Ω1(M).
5. La preuve de cette propriété est plus subtile. Il s’agit d’utiliser judicieusement les
autres propriétés ci-dessus. La preuve est identique au cas covariant qu’on peut
trouver, par exemple, dans le livre de Lee [Lee], page 123.
2.2 Crochet de Poisson généralisé et métacourbure
Soit M une variété différentielle et soit (Ω∗(M),∧) l’espace de ses formes différen-
tielles muni du produit extérieur ∧, qui est une algèbre commutative au sens gradué
α∧ β = (−1)degαdegββ∧α.
Une déformation non commutative de (Ω∗(M),∧) est la donnée d’une algèbre graduée
(A, ·), non nécessairement commutative, qui soit une extension de (Ω∗(M),∧), c’est-à-
dire, qu’il existe une suite exacte d’algèbres sur R :
0→N →A
P
−→Ω∗(M)→ 0,
où N s’identifie à une sous-algèbre centrale de A et P est surjectif et réalise un isomor-
phisme entre Ω∗(M) et A/N . Si α,β sont deux éléments de Ω∗(M), la formule
{α,β} = P
(
[α˜, β˜]
)
, (2.5)
où α˜, β˜ sont deux antécédents de α et β, définit sur Ω∗(M) un crochet, appelé par Haw-
kins crochet de Poisson généralisé. Hawkins montre alors que (Ω∗(M),∧,d, { , }) est une
algèbre de Poisson différentielle graduée (voir chapitre 2). Il montre aussi que le crochet
de Poisson généralisé sur Ω∗(M) est entièrement déterminé par les crochets
{f ,g} et {f ,α} f ,g ∈ C∞(M), α ∈Ω1(M). (2.6)
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Le premier crochet donne naissance à une structure de Poisson sur M et donc un tenseur
de Poisson pi ∈ Γ(∧2TM) et, en posant
Ddf α := {f ,α} , (2.7)
on définit
D :Ω1(M)×Ω1(M) −→Ω1(M),
qui est en fait une connexion contravariante.
Inversement, étant donnée une structure de Poisson sur M et une connexion contravariante
sans courbure ni torsion D, les formules (2.6) et (2.7) se généralisent pour définir sur
Ω∗(M) un crochet { , } compatible avec ∧ et d (voir chapitre 2). En général, ce crochet
ne vérifie pas l’identité de Jacobi graduée. Hawkins a mis en évidence un tenseur M de
type (2,3) appelé métacourbure et a montré que ce crochet { , } vérifie l’identité de Jacobi
graduée, si et seulement si, M est identiquement nul.
En conclusion, une structure d’algèbre de Poisson graduée sur Ω⋆(M) est déterminée par
des "crochets initiaux"
{f ,g} = pi(df ,dg), {f ,α} =Ddf α, {α,β} =Ψ(α,β),
où pi est un bivecteur Poisson, D est une connexion contravariante plate et sans torsion et
Ψ est un opérateur bi-différentiel d’ordre 1 qui satisfait des condition assurent l’identité
de Jacobi. Le tenseur de métacourbure est un objet géométrique intéressant qui est l’os-
truction à la déformation non commutative de l’algèbre différentielle de Poisson graduée
(Ω∗(M),∧,d, { , }).
Métacourbure Soit (M,pi) une variété de Poisson et soit D une connexion contrava-
riante sans torsion sur M. Il existe un unique crochet sur l’espace des formes différen-
tielles Ω∗(M) tel que :
1. { , } est R-bilinéaire, antisymétrique et de degré 0, c’est-à-dire
{α,β} = −(−1)degαdegβ{β,α}, deg{α,β} = degα +degβ.
2. La différentielle extérieure d est une dérivation par rapport à { , }, c’est-à-dire
d{α,β} = {dα,β}+ (−1)degα{α,dβ}.
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3. Le crochet { , } vérifie l’identité du produit
{α,β∧ γ} = {α,β} ∧ γ + (−1)degαdegβ β∧ {α,γ}.
4. Pour tout f ,g ∈ C∞(M) et pour tout α ∈Ω⋆(M), le crochet {f ,g} coincide avec le
crochet de Poisson initial sur M et
{f ,α} =Ddf α.
Ce crochet est appelé crochet de Poisson généralisé.
On associe à tout crochet de Poisson généralisé, un crochet R-trilinéaire, appelé jacobia-
teur J :Ω⋆(M)×Ω⋆(M)×Ω⋆(M)→Ω⋆(M), défini par
J(α,β,γ) = {{α,β},γ} − {α, {β,γ}}+ (−1)degαdegβ {β, {α,γ}}. (2.8)
On peut vérifier que
J(β,α,γ) = − (−1)degαdegβ J(α,β,γ), J(α,γ,β) = − (−1)degβdegγ J(α,β,γ), (2.9)
dJ(α,β,γ) = J(dα,β,γ) + (−1)degα J(α,dβ,γ) + (−1)degα+degβ J(α,β,dγ). (2.10)
À noter que
J(f ,g,h) = {{f ,g},h}+ {{g,h}, f }+ {{h, f },g} = 0, (2.11)
et
J(f ,g,α) = D[df ,dg]α −
(
Ddf Ddgα −DdgDdf α
)
= R(df ,dg)α, (2.12)
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où R est la courbure de D. On a
J(α∧ β,γ,µ) = {{α∧ β,γ},µ} − {α∧ β, {γ,µ}}+ (−1)(degα+degβ)degγ {γ, {α∧ β,µ}}
= {α∧ {β,γ},µ}+ (−1)degβdegγ{{α,γ} ∧ β,µ}
−α∧ {β, {γ,µ}} − (−1)degβ(degγ+degµ){α, {γ,µ}} ∧ β
+ (−1)(degα+degβ)degγ{γ,α∧ {β,µ}}
+ (−1)(degα+degβ)degγ(−1)degβdegµ{γ, {α,µ} ∧ β}
= α∧ {{β,γ},µ}+ (−1)(degβ+degγ)degµ{α,µ} ∧ {β,γ}
+ (−1)degβdegγ{α,γ} ∧ {β,µ}+ (−1)degβ(degγ+degµ){{α,γ},µ} ∧ β
−α∧ {β, {γ,µ}} − (−1)degβ(degγ+degµ){α, {γ,µ}} ∧ β
+ (−1)(degα+degβ)degγ{γ,α} ∧ {β,µ}
+ (−1)(degα+degβ)degγ(−1)degαdegγα∧ {γ, {β,µ}}
+ (−1)(degα+degβ)degγ(−1)degβdegµ{γ, {α,µ}} ∧ β
+ (−1)(degα+degβ)degγ(−1)degβdegµ(−1)(degα+degµ)degγ{α,µ} ∧ {γ,β}
= α∧
(
{{β,γ},µ} − {β, {γ,µ}}+ (−1)deg βdegγ{γ, {β,µ}}
)
+ (−1)degβ(degγ+degµ)
(
{{α,γ},µ} − {α, {γ,µ}}
+ (−1)degαdegγ{γ, {α,µ}}
)
∧ β
= α∧ J(β,γ,µ) + (−1)degβ(degγ+degµ) J(α,γ,µ)∧ β,
et donc
J(α∧ β,γ,µ) = α∧ J(β,γ,µ) + (−1)degβ(degγ+degµ) J(α,γ,µ)∧ β. (2.13)
On déduit que, pour tout f ,g ∈ C∞(M) et tout α,β ∈Ω1(M),
J(f g,α,β) =f J(g,α,β) + gJ(f ,α,β), (2.14)
J(f ,gα,β) =gJ(f ,α,β) +α∧R(df ,dg)β. (2.15)
Le jacobiateur défini un tenseur symétrique de type (2,3)
Proposition 11. Si la courbure R de la connexion contravariante D est nulle, alors la
quantité
M(df ,α,β) = J(f ,α,β), (2.16)
définit, pour tout f ∈ C∞(M) et tout α,β ∈Ω1(M), un tenseur symétrique 2-fois covariant
et 3-fois contravariant.
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Démonstration. De 2.14, on déduit que M : Ω1(M) ×Ω1(M) ×Ω1(M) → Ω2(M), est
telle que M(df ,α,β) est C∞(M)-linéaire par rapport à α (et par rapport à β). Comme M
s’identifie à
T : X(M)×X(M)×Ω1(M)×Ω1(M)×Ω1(M) −→ C∞(M)
(X,Y,α,β,γ) 7−→ 〈M(α,β,γ),X∧Y〉
alors M est un tenseur de type (2,3).
D’autre part, on a M(df ,α,β) =M(df ,β,α) et comme R ≡ 0 alors
0 = d (R(df ,dg)dh) = dJ(f ,g,dh) = J(df ,g,dh) + J(f ,dg,dh),
et donc
M(df ,dg,dh) = J(f ,dg,dh) = −J(df ,g,dh) = J(g,df ,dh) =M(dg,df ,dh),
d’où M est symétrique.
Le tenseur M est appelé métacourbure 2 et c’est l’obstruction à la nullité du jacobia-
teur. En effet, Si J ≡ 0 alors M ≡ 0 et réciproquement si M est nulle alors pour tout
f ,g,h ∈ C∞(M) et tout α,β ∈Ω1(M)
J(f ,g,h) = 0, J(f ,g,α) = R(df ,dg)α = 0, J(f ,α,β) =M(df ,α,β) = 0.
On va donner une formule explicite pour le crochet de Poisson généralisé de deux 1-
formes différentielles. Pour cela, on a besoin du résultat suivant
Définition 7. Soi (M,pi) une variété de Poisson et soit [ , ] le crochet de Koszul. Il existe
sur Ω⋆(M) un crochet, qu’on notera simplement [ , ], appelé crochet de Koszul généra-
lisé, tel que :
1. le crochet est de degré −1, c’est-à-dire
deg[α,β] = degα +degβ − 1,
2. le crochet vérifie une antisymétrie graduée
[α,β] = −(−1)(degα−1)(degβ−1)[β,α],
2. Voir l’article de Hawkins.
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3. le crochet vérifie l’identité de Leibniz
[α,β∧ γ] =[α,β]∧ γ + (−1)(degα−1)degββ∧ [α,γ] (2.17)
[α∧ β,γ] =α∧ [β,γ] + (−1)(degγ−1)degβ[α,γ]∧ β, (2.18)
4. le crochet vérifie l’identité de Jacobi graduée
(−1)(degα−1)(degγ−1)[α, [β,γ]] + (−1)(deg β−1)(degα−1)[β, [γ,α]]
+ (−1)(degγ−1)(degβ−1)[γ, [α,β]] = 0, (2.19)
5. le crochet généralisé de deux 1-formes coïncide avec leur crochet de Koszul et
[α, f ] = pi♯(α)(f ),
pour toute f ∈ C∞(M) et toute α ∈Ω1(M).
À remarquer l’analogie de la définition du crochet de Koszul généralisé, pour les formes
différentielles, avec la définition du crochet de Schouten, pour les champs de multivec-
teurs. L’existence se démontre donc de la même façon.
Proposition 12. Soit (M,pi) une variété de Poisson et D une connexion contravariante
sans torsion. Pour toutes α,β ∈Ω1(M) on a
{α,β} = −Dαdβ −Dβdα + dDβα + [α,dβ]. (2.20)
Démonstration. Soient α,β ∈Ω1(P), avec β = f dg où f ,g ∈ C∞(M). On a
{α, f dg} ={α, f } ∧ dg + f {α,dg}
=−Ddf α∧ dg + f
(
dDdgα −Ddgdα
)
=−Df dgdα + dDf dgα −Ddf α∧ dg − df ∧Ddgα
=−Df dgdα + dDf dgα −Dα (df ∧ dg)− [df ,α]∧ dg − df ∧ [dg,α]
=−Df dgdα −Dα (d(f dg)) + dDf dgα − [df ,α]∧ dg − df ∧ [dg,α]
=−Df dgdα −Dα (d(f dg)) + dDf dgα + [α,d(f dg)]
=−Dαdβ −Dβdα + dDβα + [α,dβ].
Pour le calcul de métacourbure, on dispose du résultat suivant
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Proposition 13.
1. Pour toute 1-forme parallèle α et pour toute 1-forme β,
{α,β} = −Dβdα. (2.21)
2. Pour toutes 1-formes parallèles β, γ et pour toute 1-forme α,
M(α,β,γ) = −DαDβdγ. (2.22)
Démonstration. Si α est une 1-forme parallèle, c’est-à-dire Dα = 0 et si β = f dg, alors
{α,β} = {α, f dg} = {α, f } ∧ dg + f {α,dg} = −Ddf α∧ dg + f {dg,α}
= f (d{g,α} − {g,dα}) = −f {g,dα} = −f Ddgdα
= −Df dgdα = −Dβdα.
Si β et γ sont parallèles alors
M(df ,β,γ) =Ddf {β,γ} = −Ddf Dβdγ,
ce qui donne l’égalité (2.22) pour tout α ∈Ω1(M).
CHAPITRE 3
PROBLÈME ALGÉBRIQUE DE
DÉFORMATION
La fantaisie et la liberté d’imagination ne s’acquièrent
pas comme ça, qu’il y faut du temps, de l’obstination,
de la sévérité, de la rigueur, des mathématiques, de la
raison.
Philippe Sollers.
DANS ce chapitre, on va montrer que le problème géométrique de déformation,au sens de Hawkins, est équivalent à un problème algébrique. Pour cela on vaconsidérer un groupe de Lie-Poisson (G,pi,〈 , 〉) muni d’une métrique rieman-
nienne invariante à gauche et on va traduire, une à une, les conditions de déformation de
Hawkins :
Première condition. La connexion de Levi-Civita contravariante D, associée au couple
(pi,〈 , 〉), doit être plate.
Deuxième condition. La métacourbure M de la connexion D doit être nulle (D est mé-
taplate).
Troisième condition. Le tenseur de Poisson pi doit être compatible avec toute forme rie-
mannien µ, c’est-à-dire
d (ipiµ) = 0.
On va montrer que
1. La première condition équivaut à dire que G∗ est de Milnor. Ceci signifie que G∗
se décompose en somme orthogonale de S = {α ∈ G∗ | adα+adtα = 0} (qui est une
sous-algèbre abélienne) et de son idéal dérivé [G∗,G∗] (qui est abélien de dimension
paire).
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2. La deuxième condition équivaut à dire que adα adβ ρ(γ) = 0 pour tout α,β,γ ∈ S,
où ρ est le 1-cocyle de la bigèbre de Lie duale de (G,ξ).
3. La troisième condition (qui est indépendante des des deux premières) est équiva-
lente, dans le cas où G et G∗ sont unimodulaire, à la condition 1
d
(
iξ(x)µ
)
= 0,
pour tout x ∈ G, où ξ est le 1-cocycle de la bigèbre de Lie (G,G∗).
3.1 Algèbres de Milnor
Une algèbre de Lie réelle de dimension finie G, est appelée algèbre de Milnor si elle
est munie d’un produit scalaire 〈 , 〉 (défini positif) telles que :
1. La sous-algèbre de Lie S = {x ∈ G | adx+adtx = 0} est commutative, où adtx est
l’application adjointe de adx par rapport à 〈 , 〉.
2. L’idéal dérivé [G,G] est abélien et est l’orthogonal de S par rapport à 〈 , 〉,
S⊥ = [G,G].
La terminologie se justifie par un résultat de Milnor qui, dans [Mil], a montré qu’un
groupe de Lie muni d’une métrique riemannienne invariante à gauche est plat, si et seule-
ment si, son algèbre de Lie est une somme semi-directe d’une sous-algèbre commutative
b et d’un idéal abélien u tel que, pour tout b ∈ b, adb est antisymétrique.
Proposition 14. Soit (G,〈 , 〉) un groupe de Lie muni d’une métrique riemannienne in-
variante à gauche. La connexion de Levi-Civita de G est plate, si et seulement si, son
algèbre de Lie G, munie du produit scalaire 〈 , 〉e, est de Milnor.
Démonstration. C’est essentiellement la preuve de Milnor, dans [Mil], du Théorème 1.5
pages 298 et 326-327, mais avec une amélioration de la décomposition de l’algèbre G en
somme orthogonale de S et de l’idéal dérivé [G,G].
La connexion de Levi-Civita de 〈 , 〉 est entièrement déterminée par l’application bili-
néaire A : G ×G → G donnée par
2〈Axy,z〉e = 〈[x,y], z〉e + 〈[z,x],y〉e + 〈[z,y],x〉e.
1. Cette condition est toujours nécessaire. Elle est suffisante si G et G∗ sont unimodulaires. À noter
que si G∗ est de Milnor alors elle est unimodulaire et l’hypothèse d’unimodularité d’une algèbre de Lie
n’est pas restrictive, puisque l’ensemble des algèbres de Lie unimodulaires, de dimension n, est dense dans
l’ensemble de toutes les algèbres de Lie de dimension n.
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Si G = S⊕ [G,G] est une algèbre de Milnor alors
Ax =
 adx, si x ∈ S0, si x ∈ [G,G]
et donc la courbure s’annule, puisque ad[x,y] = adx ady −ady adx.
Réciproquement, supposons que la courbure est nulle. Si u = {u ∈ G | Au = 0}, alors u est
un idéal car, pour tout x ∈ G, y ∈ u, A[x,y] = [Ax,Ay] = 0. L’idéal u est abélien, puisque
pour tout x,y ∈ u, [x,y] = Axy −Ayx = 0. Soit maintenant b = u⊥. Pour tout x,y ∈ b et
tout z ∈ u on a
〈[x,y], z〉 = 2〈Azy,x〉 −
[
〈[z,y],x〉+ 〈[x,z],y〉
]
= 0,
puisque z, [x,z], [y,z] ∈ u. On en déduit que b est une sous algèbre.
Pour tout x,y ∈ b et tout z ∈ u on a
2〈Axy,z〉 = 〈[x,y], z〉+ 〈[z,y],x〉+ 〈[z,x],y〉
]
= 〈[x,y], z〉 = 0,
de sorte que Axy ∈ b, c’est-à-dire la connexion infinitésimale A se restreint à b et est
donc plate. Considérons l’algèbre de Lie b et remarquons que le groupe de Lie connexe
et simplement connexe B, qui lui est associé, est isométrique à Rp, en tant que variété
riemannienne complète à connexion plate (C’est le théorème de Cartan-Hadamard, dont
une preuve est donnée dans [Lee] page 196). D’autre part, b possède un produit scalaire
bi-invariant défini par
b(x,y) = − tr(AxAy).
En effet, si x ∈ b, alors Ax : b→ b est antisymétrique et donc à valeurs propres complexes
pures {iλ1, ..., iλp } et est diagonalisable :
Ax = P
 iλ1 . . .
iλp
P−1.
Par suite b(x,x) =
∑p
i=1λ
2
i ≥ 0 et b(x,x) = 0, si et seulement si, Ax = 0 (car Ax serais
antisymétrique et nilpotente). Ce qui signifie que x ∈ u et donc x = 0. Comme le produit
scalaire b est bi-invariant, l’orthogonal par rapport à b de tout idéal est un idéal et donc
b se décompose en somme directe d’idéaux simples b = b1 ⊕ ...⊕ bk . Si l’un des bi n’est
pas commutatif, il serais compact d’après le Théorème de Myers (voir [Lee] page 201),
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puisque la courbure de Ricci r(x) > 0 pour tout x non nul. 2 Mais ceci serais en contra-
diction avec le fait que B est isométrique à Rp (Rp aurait un sous-groupe compact non
trivial). Donc tout les bi sont commutatifs et b aussi. Comme adx est antisymétrique, pour
tout x ∈ b, b ⊂ S et [G,G] = [b,u] et on a, pour tout y ∈ b
〈adx y,z〉+ 〈y,adx z〉 = 2〈Ayz,x〉 − 〈[y,z],x〉 = −〈[y,z],x〉.
On en déduit que S = [G,G]⊥ et la sous-algèbre S est commutative car, pour tout x,y ∈ S,
[x,y] ∈ S∩ [G,G] = {0}.
Remarques. 1. Une algèbre de Milnor est toujours résoluble, puisque son idéal dé-
rivé est commutatif.
2. Une algèbre de Milnor est unimodulaire, car tradx = 0 pour tout x ∈ [G,G] et aussi
pour tout x ∈ S (un endomorphisme antisymétrique est de trace nulle).
3. Une algèbre de Minlor n’est nilpotente que si elle est abélienne. En effet, pour tout
x ∈ S, adx = 0 (un endomorphisme antisymétrique et nilpotent est nul) et donc
G = S et G est abélienne.
Le Théorème suivant caractérise complètement les algèbres de Milnor.
Théorème 10. Si G = S ⊕ [G,G] est une algèbre de Milnor non abélienne, alors son
idéal dérivé [G,G] est de dimension paire et il existe une base {e1, ..., ep} de S et une base
orthonormée {f1, ..., f2r} de [G,G] telles que
[ei , f2j−1] = δij f2j , [ei , f2j ] = −δij f2j−1 (i, j = 1, ..., ℓ) et
[ei , f2j−1] = λij f2j , [ei , f2j ] = −λij f2j−1 (i = 1, ..., ℓ, j = ℓ +1, ..., r),
avec ℓ ≤min(p,r) et le centre de G est engendré par {eℓ+1, ..., ep}.
Démonstration. Soit {s1, ..., sp } une base de S. La restriction de ads1 à [G,G] est antisymé-
trique, donc de noyau K1 de codimension paire dans [G,G]. Comme ads2 commute avec
2. Dans ce cas, le centre de bi est réduit à 0 et la courbure sectionnelle est donnée par
K(x,y) =
1
4
‖[x,y]‖2.
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ads1 , il laisse invariant K1, et le même argument ci-dessus montre que K1 ∩ kerads2 est
de codimension paire dans K1 et donc aussi dans [G,G]. On en déduit que
Kp = [G,G]∩

p⋂
i=1
keradsi

est de codimension paire dans [G,G]. De sa définition, Kp est contenu dans le centre de G,
et donc dans S ; ce qui signifie que Kp = {0} et [G,G] est de dimension paire.
Il existe une famille de formes linéaires λ1, . . . ,λr de S, toutes non nulles, et une base
orthonormée (f1, . . . , f2r) de [G,G] telles que, pour tout j = 1, . . . , r et pour tout s ∈ S,
[s, f2j−1] = λj (s)f2j et [s, f2j ] = −λj (s)f2j−1. (3.1)
Notons ℓ la dimension de Vect{λ1, . . . ,λr}. Quitte à permuter les λi , on peut supposer que
(λ1, . . . ,λℓ) est une base de Vect{λ1, . . . ,λr}. Pour tout j = ℓ +1, . . . , r, on a
λj =
ℓ∑
k=1
akjλk . (3.2)
Si ♯ : G∗ → G est l’isomorphisme associé à 〈 , 〉 et si S0 = Vect{♯(λ1), . . . , ♯(λℓ)}, alors
S = S0 ⊕Z(G). En effet, si x ∈ S alors
x ∈ S⊥0 ⇐⇒ 〈x,♯(λj )〉 = 0, ∀j = 1, ..., r ⇐⇒ λj (x) = 0, ∀j = 1, ..., r
⇐⇒ [x, f2j−1] = [x, f2j ] = 0, ∀j = 1, ..., r
⇐⇒ x ∈ Z(G).
D’autre part, il existe une base (e1, . . . , eℓ) de S0 telle que pour tout i, j = 1, ..., ℓ, λi(ej ) =
δij . En effet, si ei =
∑n
j=1 bj i ♯(λj ), alors les conditions λi(ej ) = δij s’écrivent
n∑
j=1
bj i 〈λi ,λj 〉
∗ = δij ,
et ce système admet une unique solution, puisque la matrice
(
〈λi ,λj 〉
∗
)
est inversible, du
fait que la famille {λ1, ...,λℓ} est libre. Ainsi, pour tout i, j = 1, . . . , ℓ et pour tout k =
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ℓ +1, . . . , r,
[ei , f2j−1] = δij f2j , [ei , f2j ] = −δij f2j−1, (3.3)
[ei , f2k−1] = aikf2k , [ei , f2k] = −aikf2k−1.
3.2 Groupes de Lie-Poisson plats et métaplats
Le résultat suivant est fondamental pour toute la suite. C’est une version contravariante
du résultat de Milnor, pour un groupe de Lie-Poisson à métrique riemannienne invariante
à gauche plate (métrique sur le cotangent), où une formule simple de la métacourbure sera
établie.
Théorème 11. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien. alors
1. (pi,〈 , 〉) est plat, si et seulement si, l’algèbre de Lie duale (G∗,〈 , 〉∗) est de Milnor.
2. Si (pi,〈 , 〉) est plat, et si on identifie G∗ avec l’espace des 1-formes invariantes à
gauche, alors la métacourbure M est donnée par
M(α,β,γ) =
 adα adβ ρ(γ), pour tout α,β,γ ∈ S,0, si α,β ou γ ∈ [G∗,G∗],
où S = {α ∈ G∗ | adα+adtα = 0} et ρ : G∗→G∗∧G∗ est le 1-cocycle dual.
Démonstration. Tout d’abord, le crochet de Koszul de deux 1-formes invariantes à gauche
est une 1-forme invariante à gauche qui coïncide avec le crochet de Lie de G∗ (en tant que
bigèbre de Lie), si on l’identifie avec l’espace des 1-formes invariantes à gauche. (Voir
Proposition 8, page 30 et Théorème 6, page 31).
1. On dénote par 〈 , 〉∗ la métrique invariante à gauche sur T∗G associée à 〈 , 〉 et
on dénote par D la connexion de Levi-Civita contravariante associée à (pi,〈 , 〉∗).
Comme la métrique riemannienne est invariante à gauche, pour tout α,β,γ ∈ G∗, on
a
2〈Dαβ,γ〉
∗ = 〈[α,β],γ〉∗ + 〈[γ,α],β〉∗ + 〈[γ,β],α〉∗.
Donc la restriction de D à G∗×G∗ définit un produit sur G∗. La nullité de la courbure
de D est équivalente à la nullité de la courbure de ce produit. Soit G∗ le groupe de
Lie connexe et simplement connexe associé à G∗. La connexion D s’identifie à la
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connexion de Levi-Civita (covariante) associée à la métrique riemannienne sur G∗
(considérée comme algèbre de Lie des champs de vecteurs invariants à gauche sur
G∗) ; cette connexion est plate et donc, d’après la Proposition 14, page 51, G∗ est de
Milnor.
2. Supposons maintenant que la connexion associée à (pi,〈 , 〉) est plate et donc,
d’après la première partie, G∗ = S
⊥
⊕ [G∗,G∗] où S = {α ∈ G∗ | adα+ad∗α = 0} et S et
[G∗,G∗] sont commutatifs. À noter que pour tout α ∈ G∗, dα (X,Y) = −α ([X,Y]) et
donc ρ = −d.
De la formule de Koszul, pour la connexion D, on déduit que, pour tout γ ∈ G∗,
Dαγ =
 0 si α ∈ [G
∗,G∗]
[α,γ] = adα γ si α ∈ S,
(3.4)
et, pour tout α ∈ S, Dα = 0.
(a) Soient α,β,γ ∈ S. Comme Dα =Dβ = Dγ = 0, on déduit de (2.22) que
M(α,β,γ) = −DαDβdγ
(3.4)
= adαadβρ(γ).
(b) Soient α,γ ∈ S et soit β ∈ [G∗,G∗], comme Dα = Dγ = 0, on déduit de (2.22)
que
M(α,β,γ) = −DβDαdγ
(3.4)
= 0.
(c) Soient α,β ∈ [G∗,G∗] et soit γ ∈ S. On a localement α = ∑ f idgi et on déduit
de (2.16) que
M(α,β,γ) =
∑
f i{gi , {β,γ}} − f i{{gi ,β},γ} − f i{{gi ,γ},β}.
De (2.22) et (3.4), on a {β,γ} = −Dβdγ = 0. D’autre part, en utilisant (3.4),
{gi ,γ} =Ddgiγ = 0 et donc
M(α,β,γ) =
∑
−f i{{gi ,β},γ} =
∑
f iDDdgi βdγ = DDαβdγ = 0.
(d) Pour α,β ∈ [G∗,G∗], le calcul de M(α,β,β) est plus difficile. Tout d’abord,
en comparant M(α,β,β) et [β, [β,dα]], on montre qu’ils sont égaux à un signe
près, puis, on montre que [β, [β,dα]] = 0 et on aura obtenu le résultat souhaité.
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Soit α =
∑
f idgi . En utilisant (2.16), on a
M(α,β,β) =
∑
f i{gi , {β,β}} − 2f i{{gi ,β},β}
=
∑
f iDdgi {β,β} − 2
∑
f i{Ddgiβ,β}
=Dα{β,β} − 2
∑
f i{Ddgiβ,β}
(∗)
= − 2
∑
f i{Ddgiβ,β}
=− 2
∑(
{f iDdgiβ,β}+Ddf iβ∧Ddgiβ
)
=− 2{Dαβ,β} − 2
∑
Ddf iβ∧Ddgiβ
=− 2
∑
Ddf iβ∧Ddgiβ.
Dans (∗) on a utilisé (3.4) et le fait que {α,β} ∈ ∧2G∗, qui peut être déduit de
(2.20). D’autre part,
[β, [β,dα]] =
∑
[β, [β,df i ∧ dgi]]
=
∑
[β, [β,df i ]∧ dgi] + [β,df i ∧ [β,dgi]]
=
∑
[β, [β,df i ]]∧ dgi + [β,df i]∧ [β,dgi]
+ [β,df i]∧ [β,dgi] + df i ∧ [β, [β,dgi]].
On choisit une base orthonormée {α1, ...,αn} de G∗. pour toute 1-forme γ ∈
Ω1(G), on a γ =
∑
〈γ,αi〉
∗αi , et
[β,γ] =
∑
pi♯(β) · 〈γ,αi〉
∗αi + 〈γ,αi〉
∗[β,αi]
=Dβγ +
∑
〈γ,αi〉
∗[β,αi].
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Donc
[β, [β,γ]] =[β,Dβγ] +
∑
pi♯(β) · 〈γ,αi〉
∗[β,αi] +
∑
〈γ,αi〉
∗[β, [β,αi ]]
(∗)
=[β,Dβγ]−
∑
〈Dβγ,αi〉
∗Dαiβ
=[β,Dβγ]−DDβγβ
=DβDβγ − 2D(Dβγ)β
=DβDβγ − 2D[β,γ]β +2
∑
〈γ,αi〉
∗D[β,αi ]β
(∗∗)
=DβDβγ − 2D[β,γ]β
=DβDβγ − 2(K(β,γ)β +DβDγβ −DγDββ)
=DβDβγ − 2DβDγβ.
On a utilisé, dans les égalités (∗) et (∗∗), le fait que [G∗,G∗] est abélien et donc
[β, [β,αi ]] = −D[β,αi ]β = 0.
En utilisant cette formule, on a
[β, [β,df i]]∧ dgi =DβDβdf i ∧ dgi − 2DβDdf iβ∧ dgi
=Dβ
(
Dβdf i ∧ dgi
)
−Dβdf i ∧Dβdgi
− 2Dβ
(
Ddf iβ∧ dgi
)
+2Ddf iβ∧Dβdgi ,
df i ∧ [β, [β,dgi]] =−Dβ
(
Dβdgi ∧ df i
)
+Dβdgi ∧Dβdf i
+2Dβ
(
Ddgiβ∧ df i
)
− 2Ddgiβ∧Dβdf i .
D’autre part,
2[β,df i ]∧ [β,dgi] =2Dβdf i ∧Dβdgi − 2Dβdf i ∧Ddgiβ
− 2Ddf iβ∧Dβdgi +2Ddf iβ∧Ddgiβ.
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Donc
[β, [β,dα]] =DβDβdα +2
∑
Ddf iβ∧Ddgiβ − 2Dβ
(
Ddf iβ∧ dgi
)
− 2Dβ
(
df i ∧Ddgiβ
)
=DβDβdα +2
∑
Ddf iβ∧Ddgiβ +2Dβ ([β,df i]∧ dgi)
− 2Dβ
(
Dβdf i ∧ dgi
)
+2Dβ (df i ∧ [β,dgi])− 2Dβ
(
df i ∧Dβdgi
)
=−DβDβdα −M(α,β,β) + 2Dβ[β,dα]
=−M(α,β,β).
Montrons maintenant que [β, [β,dα]] = 0. On a α =
∑
[γi ,γj ] et comme d est
un 1-cocycle par rapport à l’action adjointe de G∗,
dα =
∑(
[dγi ,γj ] + [γi ,dγj ]
)
.
Cette relation implique que dα = α1 + α2, où α1 ∈ S ∧ [G∗,G∗] et α2 ∈
∧2[G∗,G∗]. De cette décomposition et du fait que [G∗,G∗] est abélien, on peut
déduire que [β, [β,dα]] = 0 et doncM(α,β,β) = 0. CommeM est symétrique,
on déduit que, pour tout α,β,γ ∈ [G∗,G∗], M(α,β,γ) = 0.
3.3 Classe modulaire des groupes de Lie-Poisson
Dans cette section on va considérer la question d’unimodularité des structures de Pois-
son. Dans le cas d’un groupe de Lie-Poisson, une condition nécessaire d’unimodularité
est donnée par
Proposition 15. Soit (G,pi) un groupe de Lie-Poisson, muni d’une forme volume µ. Si
(G,pi) est unimodulaire alors
ρ
(
iξ(x)µe
)
= 0, pour tout x ∈ G. (3.5)
où ξ est le 1-cocycle de la bigèbre de Lie (G,G∗) et ρ est le 1-cocycle dual.
Démonstration. Rappelons que ρ : G∗→∧2G∗ est égal à −d (la restriction de la différen-
tielle extérieure aux 1-formes invariantes à gauche) et s’étend, comme la différentielle d,
aux formes invariantes à gauche de tout degrés.
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La formule de Koszul [Ko], satisfaite pour tout champ de vecteurs X et pour tout champ
de multivecteurs Q, est donnée par :
i[X,Q]µ = iXdiQµ + (−1)
degQdiXiQµ − iQdiXµ. (3.6)
On a, pour Q = pi et X un champ de vecteurs invariant à gauche,
i[X,pi]µ = iXdipiµ + diXipiµ − ipidiXµ.
Dans le cas d’un groupe de Lie unimodulaire on a le résultat suivant :
Théorème 12. ([Bah-Bou2]) Soient pi et 〈 , 〉, respectivement, un tenseur de Poisson mul-
tiplicatif et une métrique riemannienne invariante à gauche sur un groupe de Lie G uni-
modulaire, et soit µ la forme volume associée à 〈 , 〉. Alors d (ipiµ) = 0, si et seulement si,
G∗ est une algèbre de Lie unimodulaire et si, pour tout x ∈ G, δ
(
iξ(x)µ
)
= 0, où δ est la
restriction de la différentielle d aux formes invariantes à gauche.
Démonstration. Soit le champ modulaire Xµ donné par d (ipiµ) = iXµµ, et soit la forme
modulaire κ : G∗ → R donnée par κ(α) = tradα, où adα β = [α,β]∗ (l’action adjointe de
(G∗, [ , ]∗)). La forme modulaire définit un vecteur dans G, qu’on continu de noter κ, et on
note κ+ le champ invariant à gauche associée à κ. Montrons que
Xµ(e) = κ. (3.7)
Si X1, ...,Xn et α, ...,αn sont des bases orthonormées respectivement de (G,〈 , 〉e) et de
(G∗,〈 , 〉∗e), on notera X
+
i , respectivement α
+
i , le champ invariant à gauche associé Xi , res-
pectivement la forme invariante à gauche associée à αi . On a alors µ = α+1 ∧ ...∧α+n , pi =∑
i<j piij X
+
i ∧X
+
j et le champ hamiltonien est donné par Xf =
∑n
j=1
(∑n
i=1piij < df ,Xi >
)
X+j .
On a
Xµ(f ) =divα+1∧...∧α
+
n
n∑
j=1

n∑
i=1
piij < df ,Xi >
X+j
=
n∑
j=1

n∑
i=1
piijXi(f )
divα+1∧...∧α+n X+j +
n∑
j=1
n∑
i=1
X+j
(
piij < df ,Xi >
)
.
Comme, pour tout i, j = 1, ...,n,
divα+1∧...∧α
+
n
X+j = 0, et piij (e) = 0,
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on a
Xµ(e) =
n∑
i=1

n∑
j=1
LXjpiij (e)
Xi ,
en plus
< αi ,Xµ(e) >=
n∑
j=1
LX+j
piij (e) =
n∑
j=1
< αi ∧αj ,ξ(Xj ) >
=
n∑
j=1
[αi ,αj ]
∗(Xj ) =
n∑
j=1
〈 n∑
k=1
[αi ,αj ]
∗(Xk)αk ,αj
〉∗
=
n∑
j=1
〈[αi ,αj ]
∗,αj 〉
∗ = tradαi = κ(αi).
Comme ceci est vrai pour tout i = 1, ...,n, on en déduit que Xµ(e) = κ.
La formule de Koszul (3.6)
i[X,Q]µ = iXdiQµ + (−1)
degQdiXiQµ − iQdiXµ. (3.8)
Soit X un champ de vecteurs invariant gauche. Comme G est unimodulaire,
LXµ = 0 et diXµ =LXµ − iXdµ = 0.
En appliquant la formule de Koszul à [X,Xµ] et [X,pi] on a
i[X,Xµ]µ =iXdiXµµ − diXiXµµ − iXµdiXµ
=− diXiXµµ,
et d’autre part
i[X,pi]µ =iXdipiµ − diXipiµ − ipidiXµ
=iXiXµµ − diXipiµ.
Donc
d
(
i[X,pi]µ
)
= −i[X,Xµ]µ. (3.9)
Comme [X,pi] et µ sont invariants à gauche, on déduit de (3.9) que [X,Xµ] est invariant
à gauche. Si Xm = Xµ − κ+ alors [X,Xm] = [X,Xµ] + [X,κ+] est invariant à gauche et
Xm(e) = 0, c’est-à-dire Xm est un champ de vecteurs multiplicatif et Xµ = 0, si seulement
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si, κ = 0 et Xm = 0, c’est-à-dire (G∗, [ , ]∗) est unimodulaire. Mais Xm = 0, si et seulement
si, [X,Xm](e) = 0, pour tout champ invariant à gauche X, puisque Xm est multiplicatif et
G est connexe. Dans ce cas la formule (3.9) en e donne
δ
(
iξ(X)µ
)
= 0.
CHAPITRE 4
GROUPES DE LIE-POISSON
RIEMANNIENS DÉFORMABLES
C’est avec la logique que nous prouvons et avec l’in-
tuition que nous trouvons.
Henri Poincaré.
DANS ce chapitre on déterminera, en petites dimensions (jusqu’à la dimensioncinq) et à isomorphisme près, tous les groupes de Lie-Poisson à métriques rie-manniennes invariantes à gauche vérifiant les trois conditions de déformations
de Hawkins.
Soit (G,pi) un groupe de Lie-Poisson, (G, [ , ]) son algèbre de Lie et ξ : G → G × G le 1-
cocycle associé. On notera (G∗, [ , ]∗) l’algèbre de Lie duale et G∗ le groupe de Lie connexe
et simplement connexe associé. Soit l’application linéaire ρ : G∗→G∗×G∗ le dual du cro-
chet de Lie de G. Il est connu que ρ est un 1-cocycle pour la représentation adjointe de
(G∗, [ , ]∗) (Voir [Duf-Zun]), et définit un tenseur de Lie Poisson pi∗ sur G∗. D’un autre côté,
tout produit scalaire 〈 , 〉, sur G∗ (ou G ) muni à la fois G et G∗ d’une métrique invariante
à gauche.
On commencera par déterminer les bigèbres de Lie (G∗,ρ) telles que :
1. G∗ = S⊕ [G∗,G∗] est de Milnor,
2. adα adβ ρ(γ) = 0, pour tout α,β,γ ∈ S,
3. la condition d
(
iξ(x)µ
)
= 0 est satisfaite pour tout x ∈ G, dans le cas où G est unimo-
dulaire. (µ est une forme volume et ξ est le cocycle correspondant de la bigèbre de
Lie duale.)
Puis, on déterminera les groupes de Lie connexes et simplement connexes 1 correspon-
dants aux algèbres de Lie trouvées G, et les tenseurs de Poisson multiplicatifs en intégrant
1. Parfois on se contentera de trouver un goupe de Lie G dont l’algèbre de Lie est G.
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les cocycles ξ trouvés.
Tout d’abord, on examinera quelques structures de Riemann-Poisson qui sont déformables.
4.1 Quelques familles génériques
4.1.1 Structures de Poisson linéaires
Soit G = S⊕ [G,G] une algèbre de Milnor. Comme S est une sous-algèbre commuta-
tive qui agit sur l’idéal dérivé [G,G] par endomorphismes anti-symétriques, il existe une
famille de vecteurs non nuls u1, ...,ur de S et une base orthonormale {f1, ..., f2r} de [G,G]
telle que, pour tout j = 1, ..., r et tout s ∈ S
[s, f2j−1] =< s,uj > f2j , [s, f2j ] = − < s,uj > f2j−1 (4.1)
D’après le Corollaire, le triplet (G∗,piℓ,〈 , 〉) satisfait les conditions de Hawkins. Il existe
une famille de constantes (aij )1≤i,j≤q telles que (G∗,piℓ ,〈 , 〉) est isomorphe à (Rq+2r ,pi0,〈 , 〉0),
où 〈 , 〉0 est la métrique euclidienne et
pi0 =
r∑
i=1
(a1i∂x1 + . . .+ aqi∂xq )∧ (y2i∂y2i−1 − y2i−1∂y2i ).
4.1.2 Structures triangulaires d’un groupe compact semi-simple
Démonstration. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien tel que G est com-
pact semi-simple, 〈 , 〉 est bi-invariante est pi est exact, c’est-à-dire il existe r ∈ ∧2G tel
que pi = r− − r+, où r+ (resp. r−) est le champ de bivecteurs invariant à gauche (resp. à
droite) associé à r. Il est connu que [r,r] est ad-invariant et la structure d’algèbre de Lie
duale sur G∗ est donnée par
[α,β]∗ = ad∗r#(α)β − ad
∗
r#(β)
α,
où r# : G∗ −→ G est la contraction associée à r. Comme 〈 , 〉 est bi-invariante, la connexion
de Levi-Civita contravariante D associée à (pi,〈 , 〉) est donnée par
Dαβ = ad
∗
r#(α)
β, α,β ∈ G∗, (4.2)
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et sa courbure est donnée par (see [Haw1])
K(α,β)γ = ad∗[r,r](α,β,.)γ. (4.3)
Comme G est semi-simple, K s’annulle, si et seulement si, [r,r] = 0. Supposons que
[r,r] = 0 et montrons que (pi,〈 , 〉) est métaplat et vérifie la troisième condition de Haw-
kins.
Comme (pi,〈 , 〉) est plat, en vertu du Théorème 1, G∗ = S⊕ [G∗,G∗], où la sous-algèbre
S = {α ∈ G∗, adα+ad
t
α = 0} est abélienne et l’idéal dérive [G∗,G∗] est abélien. En utilisant
la preuve du Lemme ?? et (4.2), il est facile de montrer que
S = {α ∈ G∗,ad∗r#(β)α = 0 for all β ∈ G
∗}. (4.4)
D’autre part, on peut vérifier que kerr# ⊂ S. De plus, G = Imr# ⊕ Imr⊥# and Imr# est
unimodulaire et symplectique et donc résoluble (voir[li-med]).
Comme Imr# admet un produit scalaire bi-invariant, il est nécessairement abélien (voir
[?]).Montrons que (5) est vérifiée. Soit B1 = {e1, . . . , e2p} une base orthonormale de Imr#,
soit B2 = {f1, . . . , fn−2p} une base orthonormale de Imr⊥# et soit {α1, . . . ,α2p ,β1, . . . ,βn−2p}
la base duale de B1∪B2. Soient α,γ ∈ S. Pour tout r#(µ1), r#(µ2) ∈ Imr# et tout u ∈ Imr⊥# ,
on a
dγ(r#(µ1), r#(µ2)) = −γ([r#(µ1), r#(µ2)])
= 0,
dγ(r#(µ1),u) = −ad
∗
r#(µ1)
γ(u)
(4.4)
= 0,
et donc
dγ =
∑
i,j
ai,jβi ∧ βj ,
où ai,j ∈ R. Ona
adαdγ =
∑
i,j
ai,j
(
adαβi ∧ βj + βi ∧ adαβj
)
.
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Or
adαβi = [α,βi]
∗
= ad∗r#(α)βi − ad
∗
r#(βi )
α
(4.4)
= ad∗r#(α)βi ,
et βi , l’annulateur de Imr#, est égal à kerr#. On a montré que kerr# ⊂ S et, suivant (4.4),
ad∗r#(α)βi = 0, alors adαdγ = 0 et (5) est vérifiée. Pour conclure, on va montrer que (6) est
vérifiée et on obtient le résultat, suivant le Théorème 2 (puisque G est unimodulaire). À
noter que dans notre cas G is ξ(u) = [u,r] et, en utilisant (??), on obtient
i[u,r]µ = iudirµ + diuirµ − irdiuµ. (4.5)
Mais comme G est unimodulaire, diuµ = 0. D’autre part, r =
∑
i,j bij ei ∧ ej et donc
d(irµ) = d

∑
i,j
bij iei∧ej µ

=
∑
i,j
bij
(
i[ei ,ej ]µ − ieiLej µ − iej )Leiµ
)
= 0,
ce qui achève la démonstration.
4.1.3 Groupes de Heisenberg
On reprend ici le cas des groupes de Heisenberg de toutes dimensions, étudié dans
[Bah-Bou1]. Soit Hn le groupe de Heisenberg de dimension 2n+1, c’est-à-dire le groupe
des matrices 
1 Xt C
0 idn Y
0 0 1
 ,
où c ∈ R et X,Y ∈ Rn. Soit Hn son algèbre de Lie et z un élément non-nul du centre de
Hn. Il existe une 2-forme ω sur Hn, telle que izω = 0. La projection de ω sur Hn/(Rz)
est non-dégénérée et, pour tous u,v ∈ Hn, [u,v] = ω(u,v)z. On a alors
Théorème 13. Soient pi et 〈 , 〉, respectivement, un tenseur de Poisson multiplicatif et
une métrique riemannienne invariante à gauche sur Hn. Alors pi et 〈 , 〉 sont compatibles
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dans le sens de Hawkins, si et seulement si :
1. il existe un endomorphisme J : Hn −→ Hn antisymétrique par rapport à 〈 , 〉e tel
que J(z) = 0 et, pour tout u ∈ Hn, ξ(u) = z ∧ Ju,
2. pour tout u,v ∈ Hn, ω(J2u,v) +ω(u, J2v) + 2ω(Ju, Jv) = 0.
Démonstration. La nullité de la courbure. Soit H∗n le groupe de Lie connexe et simple-
ment connexe associé à l’algèbre de Lie (H∗n, [ , ]∗) et soit g une métrique rieman-
nienne invariante à gauche sur H∗n de valeur 〈 , 〉e en l’élément neutre. La nullité
de la courbure de g est équivalente à la nullité de la courbure de la connexion de
Levi-Civita contravariante D, associée à (pi,〈 , 〉). Si D est plate, alors d’après le
Théorème H∗n = S ⊕ [H∗n,H∗n]. De plus, il existent λ1, ...,λr ∈ S \ {0} et une base
orthonormale (α1,β1, ...,αr ,βr) tels que, pour tout s ∈ S et tout i = 1, ..., r,
[s,αi]
∗ = 〈s,λi〉
∗βi et [s,βi]
∗ = −〈s,λi〉
∗αi
Soit ♯ : H∗n →Hn l’isomorphisme induit par la métrique et soient vi = ♯(λi), ej =
♯(αj ) et f j = ♯(βj ). On a, pour tout i = 1, ..., r, ξ(ei) = −vi ∧ f i , ξ(f i) = vi ∧ ei et
♯(S) = kerξ. En effet
α ∈ S⇔〈α, [β,γ]∗〉∗ = 0,∀β,γ ∈ H∗n
⇔〈♯(α), ♯ ([β,γ]∗)〉 = 0,∀β,γ ∈ H∗n
⇔[β,γ]∗ (♯(α)) = 0,∀β,γ ∈ H∗n
⇔〈ξ (♯(α)) ,β∧ γ〉 = 0,∀β,γ ∈ H∗n
⇔♯(α) ∈ kerξ.
Il reste à montrer que ξ(z) = 0 et que v1, ...,vr sont dans le centre deHn. Si z < kerξ
alors kerξ est une sous algèbre abélienne, car pour tout x,y ∈ kerξ
0 = ξ([x,y]) = ξ (ω(x,y)z) = ω(x,y)ξ(z),
c’est-à-dire ω(x,y) = 0 et donc [x,y] = ω(x,y)z = 0. Il existent u0 ∈ kerξ et
v0 ∈ kerξ
⊥ tels que [u0,v0] = z et on a ξ(z) = ξ([u0,v0]) = adu0 ξ(v0) = X∧ z, où
X =
r∑
i=1
(−〈v0, ei〉ω(u0, f i) + 〈v0, f i〉ω(u0, ei))vi ∈ kerξ \ {0}.
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On a, pour tout u ∈ kerξ et tout i = 1, ..., r,
ω(u,ei)X∧ z = ξ ([u,ei]) = adu ξ(ei) =−ω(u, f i)vi ∧ z et
ω(u, f i)X∧ z = ξ ([u, f i]) = adu ξ(f i) = ω(u,ei)vi ∧ z.
Comme z < kerξ, ω(u,ei)X + ω(u, f i)vi = 0 et ω(u, f i)X − ω(u,ei)vi = 0. Il en
résulte que ω(u,ei)2+ω(u, f i)2 = 0 et donc ω(u,ei)ω(u, f i) = 0, ceci signifie que u
est un élément central ce qui est en contradiction avec z < kerξ. Par suite, z ∈ kerξ.
La condition de cocycle, appliquée à (ei , f j ) et à (ui , ei) donne
0 = adei ξ(f j )− adf j ξ(ei) =ω(ei ,vj )z ∧ ej +ω(ei , ej )vj ∧ z +ω(f j ,vi)z ∧ f i
+ω(f j , f i)vi ∧ z
0 = adu ξ(ei) =−ω(u,vi)z ∧ f i −ω(u, f i)vi ∧ z.
On déduit des relations ci-dessus que, ω(ei ,vj ) = ω(f j ,vi) = ω(u,vi) = 0 et donc
v1, ...,vr sont dans le centre de Hn.
La nullité de la métacourbure. Si la courbure est nulle alors H∗n = S⊕ [H∗n,H∗n] est de
Milnor et d’après le Théorème, la métacourbure serait nulle, si et seulement si,
[α, [β,dγ]] = 0, pour tous α,β,γ ∈ S. Comme, pour tout u ∈ Hn, ξ(u) = z ∧ J(u)
avec J antisymétrique et J(z) = 0, il existe une base orthonormée (z1, ..., z2n−2r , e1, f1, ..., er , f r)
de (Rz)⊥ et a1, ...,ar ∈ R∗ tels que, pour tout j = 1...,2n − 2r, J(zj ) = 0, J(ei) = aif i
et J(f i) = −aiei , pour tout i = 1, ..., r. Soit (λ,λ1, ...,λ2n−2r ,α1,β1, ...,αr ,βr) la base
duale de (z,z1, ..., z2n−2r , e1, f1, ..., er , f r). On peut vérifier que S est engendrée par
λ,λ1, ...,λ2n−2r , que λ1, ...,λ2n−2r sont dans le centre deH∗n et dλ1 = ... = dλ2n−2r =
0. La métacourbure est donc nulle, si et seulement si, [λ, [λ,dλ]] = 0. Pour conclure,
il suffit de remarquer que dλ = −ω et que, pour toute 2-forme ρ invariante à gauche,
[λ,ρ](u,v) = ρ(Ju,v) + ρ(u, Jv).
La nullité de la classe modulaire. La forme volume est donnée par
µ = λ∧ λ1∧ ...∧ λ2n−2r ∧α1∧ β1∧ ...∧αr ∧ βr.
Toutes les formes λ1,λ2n−2r ,α1,β1, ...,αr ,βr sont fermées et comme
iξ(u)µ = iz∧J(u)µ = iJ(u) (λ1 ∧ ...∧ λ2n−2r ∧α1∧ β1∧ ...∧αr ∧ βr) ,
pour tout u ∈ Hn, d(iξ(u)µ) = 0. On déduit la nullité de la classe modulaire, puisque
Hn et H∗n sont unimodulaires.
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4.2 Groupes de Lie-Poisson riemanniens déformables en
petites dimensions
Dans cette partie on déterminera, à isomorphisme près, tous les groupes de Lie-
Poisson de petites dimensions vérifiant les conditions de déformation de Hawkins.
4.2.1 Dimension deux
Comme toute algèbre de Milnor de dimension 2 est commutative, un groupe de Lie-
Poisson riemannien (G,pi,〈 , 〉) de dimension 2 vérifie les conditions de Hawkins, si et
seulement si, son tenseur de Poisson est trivial.
4.2.2 Dimension trois
Si G∗ est une algèbre de Milnor de dimension 3, alors il existe un réel non nul λ et une
base orthonormale {e∗1, e∗2, e∗3} de G∗ telle que :
[e∗1, e
∗
2] = λe
∗
3, [e
∗
1, e
∗
3] = −λe
∗
2, [e
∗
2, e
∗
3] = 0.
Un 1-cocycle ρ : G∗→G∗ ∧G∗ est nécessairement de la forme :
ρ(e∗1) = ae
∗
2∧ e
∗
3, ρ(e
∗
2) = b e
∗
1∧ e
∗
2, ρ(e
∗
3) = b e
∗
1∧ e
∗
3. (4.6)
On considère maintenant G muni du crochet associé à ρ, et du produit scalaire dual. Le
1-cocycle associé ξ : G → G∧G est donné par :
ξ(e1) = 0, ξ(e2) = −λe1∧ e3, ξ(e3) = λe1∧ e2, (4.7)
où {e1, e2, e3} est la base duale de {e∗1, e∗2, e∗3}. Le crochet de Lie de G est donné par :
[e1, e2] = be2, [e1, e3] = be3, [e2, e3] = ae1. (4.8)
L’identité de Jacobi est donnée par :
[e1, [e2, e3]] + [e2, [e3, e1]] + [e3, [e1, e2]] = −2abe1
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Pour µ = e∗1∧ e
∗
2∧ e
∗
3 on a
ρ
(
iξ(e2)µ
)
= λρ(e∗2) = λb e
∗
1∧ e
∗
2, ρ
(
iξ(e3)µ
)
= λρ(e∗3) = λb e
∗
1∧ e
∗
3.
En conclusion, ρ définit une structure de bigèbre de Lie sur G∗, qui vérifie, si et seulement
si :
ρ(e∗1) = ae
∗
2∧ e
∗
3, ρ(e
∗
2) = ρ(e
∗
3) = 0. (4.9)
À noter que dans ce cas l’algèbre de Lie G est unimodulaire. La Proposition qui suit
résume tout ce qui précède.
Proposition 16. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien de dimension 3,
connexe et simplement connexe. Soit (G,ξ,〈 , 〉e) son algèbre de Lie, munie du 1-cocycle ξ,
associé à pi, et du produit scalaire 〈 , 〉e, la valeur de la métrique riemannienne à l’élément
neutre. Alors (G,pi,〈 , 〉) vérifie les conditions de Hawkins, si et seulement si, le triplet
(G,ξ,〈 , 〉e) est isomorphe à l’un des triplets :
1. (R3,ξ0,〈 , 〉0), où R3 est muni de sa structure d’algèbre de Lie abélienne, ξ0 est
donné par
ξ0(e1) = 0, ξ0(e2) = −λe1 ∧ e3, ξ0(e3) = λe1∧ e2 (λ , 0)
et 〈 , 〉0 est le produit scalaire euclidien de R3.
2. (H3,ξ0,〈 , 〉0), où H3 est l’algèbre de Heisenberg
{ (0 x z
0 0 y
0 0 0
)
, x,y,z ∈ R
}
, ξ0 est
donné par :
ξ0(e3) = 0, ξ0(e1) = −λe3 ∧ e2, ξ0(e2) = λe3∧ e1 (λ , 0)
et 〈 , 〉0 est le produit scalaire sur H3 dont la matrice dans la base (e1, e2, e3) est
donnée par
(
1 0 0
0 1 0
0 0 a
)
, a > 0.
On peut intégrer ces bigèbres de Lie et on a alors le Théorème
Théorème 14. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien de dimension 3,
connexe et simplement connexe. Alors le triplet (G,pi,〈 , 〉) vérifie les conditions de Haw-
kins, si et seulement si, il est isomorphe à l’un des triplets :
1. (R3,pi,〈 , 〉), où R3 est muni de sa structure de groupe de Lie abélien, 〈 , 〉 étant le
produit scalaire euclidien, et le tenseur de Poisson est donné par
pi = λ∂x ∧
(
z∂y − y∂z
)
, λ ∈R.
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2. (H3,pi,〈 , 〉), où H3 =
{(
1 x z
0 1 y
0 0 1
)
, x,y,z ∈R
}
(groupe de Heisenberg) et
pi = λ
(
x∂y − y∂x
)
∧∂z, 〈 , 〉 = dx
2 + dy2 + a (dz − xdy)2 , (λ ∈ R, a > 0).
4.2.3 Dimension quatre
Si G∗ est une algèbre de Milnor de dimension 4, elle admet une base orthogonale
{e∗1, e
∗
2, e
∗
3, e
∗
4} telle que
[e∗1, e
∗
3] = e
∗
4, [e
∗
1, e
∗
4] = −e
∗
3,
avec ‖e∗2‖ = ‖e
∗
3‖ = ‖e
∗
4‖ = 1.
Un 1-cocycle ρ : G∗→G∗∧G∗, pour l’action adjointe, qui vérifie est nécessairement de la
forme 
ρ(e∗1) = ae
∗
3∧ e
∗
4
ρ(e∗2) = b e
∗
3∧ e
∗
4
ρ(e∗3) = c e
∗
1∧ e
∗
3 + d e
∗
2∧ e
∗
3 + e e
∗
2∧ e
∗
4
ρ(e∗4) = c e
∗
1∧ e
∗
4 − e e
∗
2∧ e
∗
3 + d e
∗
2∧ e
∗
4
On considère maintenant G muni du crochet associé à ρ, et du produit scalaire dual. Le
1-cocycle associé ξ : G → G∧G est donné par :
ξ(e1) = ξ(e2) = 0, ξ(e3) = −e1∧ e4, ξ(e4) = e1∧ e3, (4.10)
où {e1, e2, e3, e4} est la base duale de {e∗1, e∗2, e∗3, e∗4}. Le crochet de Lie de G est donné par :
[e1, e2] = 0,[e1, e3] = ce3, [e1, e4] = ce4
[e2, e3] = de3 − ee4,[e2, e4] = ee3 + de4,[e3, e4] = ae1 + be2.
On a
[e1, [e2, e3]] + [e2, [e3, e1]] + [e3, [e1, e2]] = 0
[e1, [e2, e4]] + [e2, [e4, e1]] + [e4, [e1, e2]] = 0
[e1, [e3, e4]] + [e3, [e4, e1]] + [e4, [e1, e3]] =− 2c[e3, e4]
[e2, [e3, e4]] + [e3, [e4, e2]] + [e4, [e2, e3]] =− 2d[e3, e4].
L’identité de Jacobi est donc satisfaite, si et seulement si, a = b = 0 ou c = d = 0. Comme
trade1 = 2c, trade2 = 2d et trade3 = trade4 = 0, G est unimodulaire, si et seulement si,
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c = d = 0.
D’autre part, pour µ = e∗1∧ e
∗
2∧ e
∗
3∧ e
∗
4 on a
ρ
(
iξ(e3)µ
)
= c e∗1∧ e
∗
2∧ e
∗
3, ρ
(
iξ(e4)µ
)
= c e∗1∧ e
∗
2∧ e
∗
4.
En remplaçant e1 par e1‖e1‖ et en renommant les constantes de structures, on obtient
Proposition 17. Soit (G,pi,〈 , 〉) un groupe de Lie-Poisson riemannien de dimension 4,
connexe et simplement connexe. Soit (G,ξ,〈 , 〉e) son algèbre de Lie, munie du 1-cocycle ξ,
associé à pi, et du produit scalaire 〈 , 〉e, la valeur de la métrique riemannienne à l’élément
neutre. Alors (G,pi,〈 , 〉) vérifie les conditions de Hawkins, si et seulement si, le triplet
(G,ξ,〈 , 〉e) est isomorphe à (R4,ξ0,〈 , 〉0) où :
1. dans la base canonique (e1, e2, e3, e4) le crochet de Lie est donné par
[e1, ei] = 0, [e2, e3] = ae3 − be4, [e2, e4] = be3 + ae4, [e3, e4] = ce1 + de2
avec a = 0 ou c = d = 0,
2. ξ0(e1) = ξ0(e2) = 0, ξ0(e3) = −λe1∧ e4, ξ0(e4) = λe1∧ e3, (λ , 0) et
3. 〈 , 〉0 est le produit scalaire euclidien de R4.
Remarque. Lorsque a = 0 les algèbres de Lie ci-dessus sont unimodulaires, qu’on peut
intégrer en triplets (G,pi,〈 , 〉0) vérifiant les conditions de Hawkins. Cependant, même
dans le cas non unimodulaire, c’est-à-dire a , 0, nous allons voir que le triplet (G,pi,〈 , 〉0)
associé vérifie les conditions de Hawkins. Ce qui montre que la condition d’unimodularité
du groupe, n’est pas nécessaire, en général, pour que la troisième condition de Hawkins
soit satisfaite.
Maintenant, il va falloir identifier les algèbres de Lie, dans la Proposition ci-dessus
pour pouvoir les intégrer. Comme ces algèbres de Lie sont des produits directs, ou semi-
directs, d’algèbres de Lie classiques, la détermination des groupes de Lie ne pose pas de
difficultés particulières. Ensuite, pour déterminer les tenseurs de Poisson multiplicatifs, à
partir des 1-cocycles, on va utiliser la méthode décrite dans Zung & Dufour (on peut aussi
se référer à l’annexe).
Cas unimodulaire a = 0.
1. Si b = c = d = 0, alors (G,pi,〈 , 〉) est isomorphe à (R4,pi0,〈 , 〉0), où R4 est muni
de sa structure de groupe abélien et
pi0 = λ∂x ∧ (t∂z − z∂t) , (λ ∈ R) 〈 , 〉0 = dx
2 + dy2 + dz2 + dt2.
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2. Si a = 0 et c , 0, alors (G,pi,〈 , 〉) est isomorphe au groupe
G=
{(x 0 0 0
0 1 y t
0 0 1 z
0 0 0 1
)
, x > 0, y,z, t ∈R
}
,
avec le tenseur de Poisson multiplicatif
pi = (∂t −αx∂x)∧
(
y∂z − z∂y
)
+
1
2
α
(
z2 − y2
)
x∂x ∧∂t
et la métrique riemannienne invariante à gauche
〈 , 〉 =
(
1
x
dx +αdt −αydz
)2
+ dy2 + dz2 +α (dt − ydz)2 .
3. Si a = 0 et β , 0, alors (G,pi,〈 , 〉) est isomorphe au groupe
G=
{(x 0 0 0
0 1 y t
0 0 1 z
0 0 0 1
)
, x > 0, y,z, t ∈R
}
,
avec le tenseur de Poisson multiplicatif
pi = x∂x ∧
(
y∂z − z∂y
)
+
1
2
α
(
y2 − z2
)
x∂x ∧∂t
et la métrique riemannienne invariante à gauche
〈 , 〉 =
1
x2
dx2 + dy2 + dz2 +α (dt − ydz)2 .
4. Si a , 0 et α = β = 0, alors (G,pi,〈 , 〉) est isomorphe à (R4,pi0,〈 , 〉0), où R4 est
muni du produit
X ·X′ = (x + x′,y + y′, z + z′ cosy + t′ siny, t − z′ siny + t′ cosy) ,
où X = (x,y,z, t) et X′ = (x′,y′, z′, t′), pi0 = ∂x ∧ (z∂t − t∂z) et
〈 , 〉 = dx2 + ady2 + dz2 + dt2, (a > 0).
5. Si b , 0, α , 0 et β = 0, alors (G,pi,〈 , 〉) est isomorphe à (R2 ×C,pi0,〈 , 〉0), où
R2 ×C est muni de la structure de groupe oscillateurs
(t, s,z) · (t′ , s′, z′) =
(
t + t′, s + s′ +
1
2
Im(z exp(it)z′), z + exp(it)z′
)
,
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pi0 = ∂s ∧
(
x∂y − y∂x
)
et
〈 , 〉0 = adt
2 + bds2 + ds(ydx − xdy) +
1
4
(ydx − xdy)2, avec a,b > 0.
6. Si b , 0 et β , 0, alors (G,pi,〈 , 〉) est isomorphe à (R × G0,pi0,〈 , 〉0), où R ×
G0 est le produit du groupe abélien R avec G0 qui est soit SU(2) ou ˜SL(2,R) (le
revêtement universel de SL(2,R). Si {E1,E2,E3} est une base de l’algèbre de Lie de
G0 telle que
[E1,E2] = E3, [E3,E1] = E2 [E2,E3] = ±E1,
alors pi = ∂t∧
(
E+1 − E
−
1
)
, où E+1 (respectivement E−1) est le champ invariant à gauche
(respectivement à droite) associé à E1. La métrique invariante à gauche 〈 , 〉0 est
donnée par sa valeur en l’identité, dans la base {E0,E1,E2,E3}, par la matrice
a b 0 0
b c 0 0
0 0 d 0
0 0 0 d

.
Cas non unimodulaire, a , 0. Dans ce cas (G,pi,〈 , 〉) est isomorphe à (R4,pi0,〈 , 〉0),
où R4 est muni du produit
X·X′ =
(
x + x′,y + y′, z + ebx (z′ cos(cx) + t′ sin(cx)) , t + ebx (−z′ sin(cx) + t′ cos(cx))
)
et X = (x,y,z, t), X′ = (x′,y′, z′, t′), pi0 = ∂y ∧ (z∂t − t∂z) et
〈 , 〉0 = dx
2 + dy2 + exp(−2bx)
(
dz2 + dt2
)
.
Le volume riemannien est donné par
µ = exp(−2bx)dx∧ dy ∧ dz∧ dt,
et
ipiµ = −exp(−2bx) (zdx∧ dz + tdx∧ dt) .
Donc d (ipiµ) = 0, et la troisième condition de Hawkins est satisfaite.
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4.2.4 Dimension cinq
Si G∗ est une algèbre de Milnor non commutative, de dimension 5, alors son idéal
dérivé est de dimension 2 ou 4.
Cas où dim[G∗,G∗] = 2 : Il existe une base orthogonale {e∗1, e∗2, e∗3, e∗4, e∗5} de G∗ telle que
‖e∗i ‖ = 1 pour i = 2,3,4,5. La structure d’algèbre de Lie est donnée par
[e∗1, e
∗
4] = e
∗
5, [e
∗
1, e
∗
5] = −e
∗
4 (4.11)
et les autres crochets sont nuls, ou obtenus par antisymétrie.
Le cocycle ξ sur G, dual du crochet de Lie [ , ] : G∗ × G∗ → G∗ est donné, dans la base
duale, par :
ξ(e1) = ξ(e2) = ξ(e3) = 0, ξ(e4) = −e1∧ e5, ξ(e5) = e1∧ e4.
Soit ρ : G∗→∧2G∗ le 1-cocycle dual de la bigèbre de Lie (G,ξ). La condition
ade∗1 ade
∗
1
ρ(e∗i ) = 0, i = 1,2,3
donne, pour i = 1,2,3
ρ(e∗i ) = α
i
12e
∗
1∧ e
∗
2 +α
i
13e
∗
1∧ e
∗
3 +α
i
23e
∗
2∧ e
∗
3 +α
i
45e
∗
4∧ e
∗
5.
La condition de cocycle, ρ
(
[ei , ej ]
)
= adei ρ(ej )− adej ρ(ei) donne

ρ(e∗i ) = aie
∗
2 ∧ e
∗
3 + bie
∗
4∧ e
∗
5 pour tout i = 1,2,3
ρ(e∗4) = Ae
∗
1 ∧ e
∗
4 +Be
∗
2∧ e
∗
4 +Ce
∗
2∧ e
∗
5 +De
∗
3∧ e
∗
4 + Ee
∗
3∧ e
∗
5
ρ(e∗5) = Ae
∗
1 ∧ e
∗
5 −Ce
∗
2∧ e
∗
4 +Be
∗
2∧ e
∗
5 − Ee
∗
3∧ e
∗
4 +De
∗
3∧ e
∗
5.
La condition nécessaire d’unimodularité, d
(
iξ(ei )µ
)
= 0, i = 1, ...,5, où µ est la forme
volume invariante à gauche e∗1∧ e
∗
2∧ e
∗
3∧ e
∗
4∧ e
∗
5, donne
d
(
iξ(e4)µ
)
= d
(
e∗2 ∧ e
∗
3∧ e
∗
4
)
= −ρ(e∗2)∧ e
∗
3∧ e
∗
4 + e
∗
2∧ ρ(e
∗
3)∧ e
∗
4 − e
∗
2∧ e
∗
3∧ ρ(e
∗
4)
= −e∗2∧ e
∗
3∧ ρ(e
∗
4) = −Ae
∗
1∧ e
∗
2∧ e
∗
3∧ e
∗
4
d
(
iξ(e5)µ
)
= d
(
e∗2 ∧ e
∗
3∧ e
∗
5
)
= −ρ(e∗2)∧ e
∗
3∧ e
∗
5 + e
∗
2∧ ρ(e
∗
3)∧ e
∗
5 − e
∗
2∧ e
∗
3∧ ρ(e
∗
5)
= −e∗2∧ e
∗
3∧ ρ(e
∗
5) = −Ae
∗
1 ∧ e
∗
2∧ e
∗
3∧ e5∗
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et donc A= 0 et ρ est donné par

ρ(e∗i ) = aie
∗
2∧ e
∗
3 + bie
∗
4∧ e
∗
5 pour tout i = 1,2,3
ρ(e∗4) = Ae
∗
2∧ e
∗
4 +Be
∗
2∧ e
∗
5 +Ce
∗
3∧ e
∗
4 +De
∗
3∧ e
∗
5
ρ(e∗5) = −Be
∗
2∧ e
∗
4 +Ae
∗
2 ∧ e
∗
5 −De
∗
3∧ e
∗
4 +Ce
∗
3 ∧ e
∗
5.
La structure d’algèbre de Lie de G est donnée, dans la base duale, par
[e2, e3] = a1e1 + a2e2 + a3e3, [e2, e4] = Ae4 − Be5, [e2, e5] = Be4 +Ae5,
[e3, e4] = Ce4 −De5, [e3, e5] = De4 +Ce5, [e4, e5] = b1e1 + b2e2 + b3e3.
Examinons la condition de Jacobi :
J(e2, e3, e4) = −(a2A+ a3C)e4 + (a2B+ a3D)e5
J(e2, e3, e5) = −(a2B+ a3D)e4 − (a2A+ a3C)e5
J(e2, e4, e5) = (a1b3 − 2b1A)e1 + (a2b3 − 2b2A)e2 + b3(a3 − 2A)e3
J(e3, e4, e5) = −(a1b2 +2b1C)e1 − b2(a2 +2C)e2 − (a3b2 +2b3C)e3.
Les vecteurs, v1 =
(
a2
a3
)
, v2 =
(
−C
A
)
et v3 =
(
−D
B
)
sont liés et l’identité de Jacobi est
vérifiée, si et seulement si
1. a1 = a2 = a3 = 0, A= C = 0, c’est-à-dire
[e4, e5] = b1e1 + b2e2 + b3e3.
2. a2 = a3 = 0, b1 = b2 = b3 = 0, c’est-à-dire
[e2, e3] = a1e1, [e2, e4] = Ae4 − Be5, [e2, e5] = Be4 +Ae5,
[e3, e4] = Ce4 −De5, [e3, e5] = De4 +Ce5, [e4, e5] = 0.
3. a2 = a3 = 0, b2 = b3 = 0, A= C = 0, c’est-à-dire
[e2, e3] = a1e1, [e2, e4] = −Be5, [e2, e5] = Be4,
[e3, e4] = −De5, [e3, e5] = De4, [e4, e5] = b1e1.
Si (a2,a3) , (0,0), alors il existe α,β ∈R tels que
A= αa3, B = βa3, C= −αa2, D= −βa2
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et on a le système

(1− 2α)a2b2 = 0, (1− 2α)a3b3 = 0
a2b3 − 2αa3b2 = 0, 2αa2b3 − a3b2 = 0
a1b3 − 2αa3b1 = 0, a1b2 − 2αa2b1 = 0.
(4.12)
Par suite :
1. b1 = b2 = b3 = 0, A= αa3, B = βa3, C = −αa2, D= −βa2, c’est-à-dire
[e2, e3] = a1e1 + a2e2 + a3e3, [e2, e4] = a3αe4 − a3βe5, [e2, e5] = a3βe4 − a3αe5,
[e3, e4] = −a2αe4 + a2βe5, [e3, e5] = −a2βe4 − a2αe5, [e4, e5] = 0.
2. b2 = b3 = 0, A= C = 0, B = βa3, D= −βa2, c’est-à-dire
[e2, e3] = a1e1 + a2e2 + a3e3, [e2, e4] = −a3βe5, [e2, e5] = a3αe5,
[e3, e4] = a2βe5, [e3, e5] = −a2βe4, [e4, e5] = b1e1.
3. A = 12a3, B = βa3, C = −
1
2a2, D = −βa2, bi = γai (i = 1,2,3). En effet, si α =
1
2 ,
le système (4.12) devient 
a2b3 − a3b2 = 0,
a1b3 − a3b1 = 0,
a1b2 − a2b1 = 0,
c’est-à-dire
(
a1
a2
a3
)
∧
(
b1
b2
b3
)
= 0 et donc, il existe γ ∈ R tel que bi = γai , (i = 1,2,3).
Dans ce cas on a
[e2, e3] = a1e1 + a2e2 + a3e3, [e2, e4] =
1
2a3e4 − a3βe5, [e2, e5] = a3βe4 −
1
2a3e5,
[e3, e4] = −
1
2a2e4 + a2βe5, [e3, e5] = −a2βe4
1
2a2e5, [e4, e5] = γ (a1e1 + a2e2 + a3e3) .
Cas où dim[G∗,G∗] = 4 : Il existe une base orthogonale {e∗1, e∗2, e∗3, e∗4, e∗5} de G∗ telle que
‖e∗i ‖ = 1 pour i = 2,3,4,5. La structure d’algèbre de Lie est donnée par
[e∗1, e
∗
2] = e
∗
3, [e
∗
1, e
∗
3] = −e
∗
2, [e
∗
1, e
∗
4] = λe
∗
5, [e
∗
1, e
∗
5] = −λe
∗
4 (λ , 0) (4.13)
et les autres crochets sont nuls, ou obtenus par antisymétrie.
Le cocycle ξ sur G, dual du crochet de Lie [ , ] : G∗ × G∗ → G∗, est donné, dans la base
duale par :
ξ(e1) = 0, ξ(e2) = −e1∧ e3, ξ(e3) = e1∧ e2, ξ(e4) = −λe1 ∧ e5, ξ(e5) = λe1∧ e4.
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Soit ρ : G∗→∧2G∗ le 1-cocycle dual de la bigèbre de Lie (G,ξ). La condition
ade∗1 ade
∗
1
ρ(e∗1) = 0,
donne
ρ(e∗1) =
 Ae
∗
2 ∧ e
∗
3 +Be
∗
2∧ e
∗
4 +Ce
∗
2∧ e
∗
5∓Ce
∗
3∧ e
∗
4 ± Be
∗
3∧ e
∗
5 +De
∗
4∧ e
∗
5, si λ = ±1
Ae∗2 ∧ e
∗
3 +Be
∗
4∧ e
∗
5, sinon.
(4.14)
Examinons maintenant la condition nécessaire d’unimodularité :
d
(
iξ(ei )µ
)
= 0, i = 1, ...,5,
où µ est la forme volume invariante à gauche e∗1∧ e
∗
2∧ e
∗
3∧ e
∗
4∧ e
∗
5. On a
iξ(e2)µ = e
∗
2 ∧ e
∗
4∧ e
∗
5
iξ(e3)µ = e
∗
3 ∧ e
∗
4∧ e
∗
5
iξ(e4)µ = λe
∗
2 ∧ e
∗
3∧ e
∗
4
iξ(e5)µ = λe
∗
2 ∧ e
∗
3∧ e
∗
5.
Pour toute 1-forme invariante à gauche α, et pour tout couple de champs invariants à
gauche (X,Y), on a dα (X,Y) = LXα(Y) −LYα(X) − α([X,Y]) = −α([X,Y]), de sorte
que la restriction de la différentielle extérieur aux 1-formes invariantes à gauche, coïncide
avec −ρ ; donc

d
(
iξ(e2)µ
)
= −ρ(e∗2)∧ e
∗
4∧ e
∗
5 + e
∗
2∧ ρ(e
∗
4)∧ e
∗
5 − e
∗
2∧ e
∗
4∧ ρ(e
∗
5)
d
(
iξ(e3)µ
)
= −ρ(e∗3)∧ e
∗
4∧ e
∗
5 + e
∗
3∧ ρ(e
∗
4)∧ e
∗
5 − e
∗
3∧ e
∗
4∧ ρ(e
∗
5)
d
(
iξ(e4)µ
)
= −λ
(
ρ(e∗2)∧ e
∗
3∧ e
∗
4 − e
∗
2∧ ρ(e
∗
3)∧ e
∗
4 + e
∗
2∧ e
∗
3∧ ρ(e
∗
4)
)
d
(
iξ(e5)µ
)
= −λ
(
ρ(e∗2)∧ e
∗
3∧ e
∗
5 − e
∗
2∧ ρ(e
∗
3)∧ e
∗
5 + e
∗
2∧ e
∗
3∧ ρ(e
∗
5)
)
.
On en déduit que 
ρ(e∗i )(e1, ej ) = 0 pour tout i, j = 2, ...,5
ρ(e∗2)(e2, e3)− ρ(e
∗
4)(e3, e4)− ρ(e
∗
5)(e3, e5) = 0
ρ(e∗2)(e2, e4) + ρ(e
∗
3)(e3, e4)− ρ(e
∗
5)(e4, e5) = 0
ρ(e∗2)(e2, e5) + ρ(e
∗
3)(e3, e5) + ρ(e
∗
4)(e4, e5) = 0
ρ(e∗3)(e2, e3) + ρ(e
∗
4)(e2, e4) + ρ(e
∗
5)(e2, e5) = 0.
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D’autre part, la condition de cocycle pour ρ donne ρ(e∗i )(e2, e3) = ρ(e
∗
i )(e4, e5) = 0, pour
tout i = 2, ...,5, et 
ρ(e∗2) = −ade∗1 ρ(e
∗
3)
ρ(e∗3) = ade∗1 ρ(e
∗
2)
ρ(e∗4) = −
1
λ ade∗1 ρ(e
∗
5)
ρ(e∗5) =
1
λ ade∗1 ρ(e
∗
4).
On en déduit alors, grâce à l’identité de Jacobi du crochet de Lie de G, que ρ(e∗i ) = 0 pour
tout i = 2,3,4,5.
Cas λ < {−1,1} Dans ce cas ρ(e∗1) = ae∗2∧ e∗3 + b e∗4∧ e
∗
5 et la structure d’algèbre de Lie
de G est donnée par
[e2, e3] = ae1, [e4, e5] = be1.
Si a = b = 0, alors G est l’algèbre commutativeR5.
Si a = 0 et b , 0 (resp. a , 0 et b = 0), alors G est la somme directe de l’algèbre commu-
tative R2 et l’algèbre de Heisenberg h3
G =< e2, e3 > ⊕ < e1, e4, e5 > resp. < e4, e5 > ⊕ < e1, e2, e3 >
Si (a,b) , (0,0) alors G est l’algèbre de Heisenberg h5.
Cas λ = −1 ρ(e∗1) = ae∗2∧ e∗3+ b e∗2∧ e∗4 + c e
∗
2∧ e
∗
5+ c e
∗
3∧ e
∗
4 − b e
∗
3∧ e
∗
5+ d e
∗
4∧ e
∗
5 et la
structure d’algèbre de Lie de G est donnée par
[e2, e3] = ae1,[e2, e4] = be1, [e2, e5] = ce1
[e3, e4] = ce1,[e3, e5] = −be1,[e4, e5] = de1.
Cas λ = 1 ρ(e∗1) = ae∗2 ∧ e∗3 + b e∗2∧ e∗4 + c e
∗
2 ∧ e
∗
5 − c e
∗
3 ∧ e
∗
4 + b e
∗
3 ∧ e
∗
5 + d e
∗
4 ∧ e
∗
5 et la
structure d’algèbre de Lie de G est donnée par
[e2, e3] = ae1,[e2, e4] = be1, [e2, e5] = ce1
[e3, e4] = −ce1,[e3, e5] = be1,[e4, e5] = de1.
CHAPITRE 5
ANNEXE
LE but de cette annexe est d’introduire les objets mathématiques utilisés dans cettethèse. Nous donnons les définitions et les résultats fondamentaux, illustrés dequelques exemples.
5.1 Théorie de déformations et cohomologies
Pourquoi la déformation non commutative ?
Pour comprendre les origines de la géométrie non commutative, Il faut faire un saut vers
la fin du 19ème siècle.
La physique classique est constituée de la mécanique classique (théorie de la ma-
tière, mouvement des particules...), de l’électromagnétisme (théorie des champs) et des
équations les gouvernants (équation de Newton, équation de Maxwell). Cette théorie était
expérimentalement très bien vérifiée. Toutefois, quelques problèmes surgissaient, en dé-
but du 20ème siècle avec l’évolution de la physique expérimentale, notamment les deux
problèmes majeurs suivants :
1. Le spectre des atomes n’est pas continu, comme prédisait la théorie, mais plutôt
discret.
2. La vitesse de la lumière est constante, indépendamment du mouvement de l’obser-
vateur.
La mécanique quantique La théorie était initiée et développé par Heisenberg, Bohr,
De Broglie, Schrödinger, Dirac et d’autres en 1924-1925. Elle portait des réponses au
premier problème en décrivant “l’état d’un point" par un vecteur unitaire dans un espace
de Hilbert. Les coordonnées de cet espace ne commutent plus entre eux, d’après le prin-
cipe d’incertitude de Heisenberg (on ne peut pas mesurer avec précision une coordonnée
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sans perturber la mesure d’une autre). Il fallait surmonter la difficulté, de définir une no-
tion de point de l’espace “quantique”. Dirac a eu l’idée géniale d’interpréter la mécanique
quantique dans un formalisme géométrique non commutatif ! Cette idée heuristique était
appuyée par le Théorème de Gelfand-Naïmark, qui établissait un pont entre la topologie
et l’algèbre. Plus précisément, le Théorème de Gelfand-Naimark reconstitue parfaitement
la notion de point parce que l’algèbre C0(X) (des fonction continues, nulles à l’infini
sur un espace topologique localement compact X) est une C⋆-algèbre commutative. On
a ainsi une bijection naturelle entre les espaces topologiques localement compacts et les
C⋆-algèbres commutatives, de sorte que le spectre de C0(X), avec une topologie natu-
relle, est alors homéomorphe à l’espace X. On reconstitue donc non seulement la notion
de point, mais toute la topologie de l’espace.
La théorie de la relativité Suite aux idées de Poincaré et de Minkowski, Einstein sug-
géra dans sa théorie de la relativité restreinte en 1905, un modèle dans lequel l’espace et le
temps forment un espace de dimension 4 et où la signification du temps et de l’espace dé-
pend de l’observateur. Cet espace est muni d’une forme bilinéaire, et les transformations
qui laissent cette forme invariante sont les transformations de Lorentz et toutes les équa-
tions, sur cet espace, doivent être invariantes par ces transformations de Lorentz. Plus tard,
en 1912, Einstein publia sa théorie de relativité générale, où il interpréta l’espace-temps
comme variété pseudo-riemannienne et la gravitation comme la courbure de l’espace-
temps.
La physique théorique s’est vite confrontée à un problème de taille qui continue, jus-
qu’à nos jours, à défier l’ensemble des mathématiciens et physiciens : comment fusionner
dans un même cadre conceptuel, l’aspect opératoriel de la mécanique quantique (théorie
des opérateurs, C⋆-algèbre, Théorème de Gelfand-Naimark...) et l’aspect géométrique de
la relativité générale (géométrie pseudo-riemannienne, courbure de l’espace-temps, théo-
rie de jauges ou les connexions sur les fibrés principaux...). Deux théories récentes, sont
prometteuses :
Théorie des cordes Cette théorie qui existe depuis 25 ans n’est pas capable de faire des
prédictions qui peuvent être vérifiées expérimentalement ; ce qui la laisse au rang
d’une métathéorie ! Toutefois, Kontsevich s’est inspiré de cette théorie dans son
Théorème de formalité, pour montrer que toute variété de Poisson admet une défor-
mation (formelle) par quantification.
Géométrie non commutative La géométrie non commutative est devenue en quelques
années un sujet de recherche très actif, aussi bien en physique théorique qu’en ma-
thématiques.
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La géométrie non commutative trouve son origine dans la mécanique quantique qui, dans
sa première formulation, apparaît sous forme comparable à la mécanique hamiltonienne
où les coordonnées de l’espaces de phases sont remplacées par des opérateurs sur un es-
pace de Hilbert, qui ne commutent pas entre eux. Le principe d’incertitude de Heisenberg
affirme qu’on ne peut pas localiser une particule, avec une précision infinie, mais on peut
seulement parler de la probabilité de sa présence à un point donné. Ce sont les fonctions
d’ondes (les solutions de l’équation de Schrödinger) qui permettent de calculer la pro-
babilité de présence de la particule. Dans le but de fusionner l’aspect opératoriel de la
mécanique quantique avec l’aspect géométrique de la théorie de relativité, on a cherché
des équations de type Schrödinger qui sont d’ordre 1 et invariantes par les transforma-
tions de Lorentz ; d’où l’introduction de l’opérateur de Dirac. La géométrie non commu-
tative... (à compléter) La théorie mathématique de la déformation est née avec la physique
quantique. L’ensemble des observables de l’espace n’est plus l’algèbre commutative des
fonctions numériques ; mais plutôt
Si A0 est une algèbre, une extension infinitésimale de A0 est une algèbre associative
sur l’espace vectoriel A0 ⊕A0~, où ~ est un élément central et ~2 = 0 qui coincide avec
la structure initiale sur A0 modulo ~. L’exemple trivial est donné par
(a+ b~)(c + d~) = ac+ (ad + bc)~
Ceci revient à multiplier, comme polynômes en ~, et prendre ~2 = 0. Les exemples non
triviaux sont de la forme
(a+ b~) ⋆f (c + d~) = ac + (ad + bc+ f (a,c))~
où f : A×A→ A est bilinéaire, et vérifie quelques conditions (qui résultent de l’associa-
tivité), dites la condition de 2-cocycle de Hochschild.
En géométrie non commutative un triplet spectral est un ensemble de données qui en-
code la géométrie de manière analytique. La définition comprend généralement un espace
de Hilbert, une algèbre d’opérateurs sur cet espace et un opérateur non borné autoadjoint
muni de structures supplémentaires. Ces notions ont été introduite par Alain Connes pour
généraliser le Théorème de l’indice d’Atiyah-Singer aux espaces non commutatifs. On
trouve ces notions avec d’autres appellations comme K-cycles non bornés ou modules de
Fredholm.
Un triplet spectral est un triplet (A,H,D), où H est un espace de de Hilbert, A est une
algèbre d’opérateurs de H (stable par passage à l’adjoint) et D est un opérateur non borné
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autoadjoint, à domaine dense tel que
‖[a,D]‖ <∞, pour tout a ∈ A (5.1)
Déformation La théorie de déformation constitue un volet important de l’algèbre ho-
mologique. SoitA une algèbre (un module sur un anneauK, muni d’un produit bilinéaire,
associatif). Une extension de A est une courte suite exacte
0→ N→ E→A→ 0
d’algèbres (sur le même anneau). Cela veut dire que les flèches représentent des homo-
morphismes d’algèbres et que l’image de l’une est égale au noyau de la suivante. En
particulier, l’homomorphisme de N dans E est injectif et celui de E dans A est surjectif.
On identifie alors N à son image qui, étant le noyau d’un homomorphisme, est un
idéal de E. De plus, A s’identifie au quotient E/N.
Une déformation d’une algèbre A0 est une extension de la forme
0→ ~A→A
P
→A0 → 0
où ~ est un élément central de A0 et pour tout a ∈A,
~
2a = 0 =⇒ a ∈ ~A.
5.2 Cohomologie des groupes et des algèbres de Lie
Soit G un groupe qui agit sur un espace vectoriel V,
G×V −→ V
(g,x) 7−→ g · x
Soit les espaces :
C0(G,V) = V,
Ck(G,V) = {les applications ω : G× ...×G−→ V}.
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On définit un opérateur δ : Ck(G,V) −→ Ck+1(G,V), par :
(δω)(g1, ...,gk+1) = g1 ·ω(g2, ...,gk+1) +
k∑
i=1
(−1)kω(g1, ...,gigi+1, ...,gk+1)
+ (−1)k+1ω(g1, ...,gk).
• (δω)(g) = g ·ω −ω, (pour k = 0).
• (δω)(g,h) = g ·ω(h)−ω(gh) +ω(g), (pour k = 1).
On peut vérifier que δ est un opérateur de cobord, c’est-à-dire δ ◦ δ = 0, ceci permet de
définir les espaces de cohomologie :
Hk(G,V) =
ker{δ : Ck(G,V)→ Ck+1(G,V)}
Im{δ : Ck−1(G,V)→ Ck(G,V)}
On dit que ω ∈ V est un 0-cocycle, pour l’action du groupe G sur V, si
g ·ω = ω, pour tout g ∈ G.
On dit qu’une application ω : G→ V est un 1-cocycle, pour l’action du groupe G sur V,
si pour tout g,h ∈ G
ω(gh) = ω(g) + g ·ω(h) (5.2)
et ω ∈ Ck(G,V) est un k-cocycle, pour l’action du groupe G sur V, si δω = 0.
Cohomologie des algèbres de Lie Soit (G, [, ]) une algèbre de Lie réelle de dimension
finie n, et soit V un R-espace vectoriel de dimension finie. Une représentation de G est un
morphisme d’algèbres de Lie
ρ : G → gℓ(V)
tel que pour tout X,Y ∈ G
ρ ([X,Y]) = ρ(X) ◦ ρ(Y)− ρ(Y) ◦ ρ(X).
On dit aussi que V est un G-module.
Une k-forme sur G à valeurs dans V est une application : ω : G× ...×G → V, k-linéaire al-
ternée. On notera l’ensemble de ces k-formes par Ck(G,V), avec la convention C0(G,V) =
V et C1(G,V) =L (G,V).
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On définit l’opérateur de cobord δ : Ck(G,V)→ Ck+1(G,V) par
(δω)(X1, ...,Xk+1) =
k+1∑
i=1
(−1)i+1ρ(Xi) ·ω
(
X1, . . . , Xˆi , . . . ,Xk+1
)
+
∑
i<j
(−1)i+jω
(
[Xi ,Xj ],X1, . . . , Xˆi , . . . , Xˆj , . . . ,Xk+1
)
• Pour k = 0, (δω)(X) = ρ(X) ·ω, pour tout X ∈ G, ω ∈ V.
• Pour k = 1, (δω)(X,Y) = ρ(X) ·ω(Y)− ρ(Y) ·ω(X)−ω ([X,Y]).
Proposition 18. δ est un opérateur de cobord, c’est-à-dire δ ◦ δ = 0.
Démonstration. compléter...
Un k-cocycle est une k-forme fermée, c’est-à-dire ω ∈ Ck(G,V) et δω = 0. On note leur
ensemble par Bk(G,V).
Un k-cobord est une k-forme exacte, c’est-à-dire ω ∈ Ck(G,V) et il existe η ∈ Ck−1(G,V)
telle que ω = δη . On note leur ensemble par Zk(G,V).
Lemme 3. Bk(G,V) et Zk(G,V) sont des R-espaces vectoriels, et Zk(G,V) est un sous-
espace de Bk(G,V).
Démonstration. C’est immédiat. Le deuxième point résulte de la Proposition ci-dessus.
On appel kème groupe de cohomologie de G, à coefficients dans V (ou par rapport à la
représentation ρ), l’espace vectoriel quotient
Hk(G,V) = Bk(G,V)/Zk(G,V).
Si G est un groupe de Lie connexe d’algèbre de Lie G, alors l’espace Ω∗L(G) des 1-formes
différentielles invariantes à gauche sur G est un sous-complexe du complexe de de Rham
de G qui est naturellement isomorphe au complexe de Chevalley-Eilenberg C∗(G,R) pour
l’action triviale de G sur R, qui implique que leurs cohomologies sont isomorphes :
H∗L(G)  H
∗(G,R). (5.3)
(L’isomorphisme de Ω∗L(G) sur C∗(G,R) associe toute 1-forme invariante à gauche à sa
valeur en l’élément neutre e de G, après identification de G∗ avec TeG). En particulier,
lorsque G est compact le processus de la moyenne α 7→
∫
G
Lαg dg (α dénote une forme
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différentielle sur G, et Lg dénote la translation à gauche par g ∈ G) induit un isomorphisme
de H∗dRG dans H
∗
L(G), et on a HdR(G)  H
∗(G,R).
Théorème 15 (Whitehead1). Si G est semi-simple et V est un G-module de dimension
finie, alors H1(G,V) = 0 et H2(G,V) = 0.
Théorème 16 (Whitehead2). Si G est semi-simple et V est un G-module de dimension
finie, et VG = 0 où VG = {v ∈ V, ρ(x) ·v = 0, pour tout x ∈ G} est l’ensemble des éléments
de V qui sont invariants par l’action de G, alors
Hk(G,V) = 0, pour tout k ≥ 0.
Représentation adjointe Le cas important, qui nous intéresse, est la cohomologie rela-
tive à la représentation adjointe, c’est-à-dire au morphisme d’algèbres de Lie
ad : G → gℓ(G)
x 7→ adx,
avec
adx : G → G
y 7→ adx(y) = [x,y]
V = ∧2G et ρ = ad(2) : G → gℓ(∧2G), x 7→ ad(2)x o
ad
(2)
x : ∧
2G → ∧2G
y 7→ adx(y)∧ z + y ∧ adx(z)
Autrement dit, puisque adx(y) = [x,y] on a
ρ(x)(y ∧ z) = [x,y]∧ z + y ∧ [x,z].
5.3 Intégration des algèbres et des bigèbres de Lie
Soit G une algèbre de Lie réelle de dimension finie et soit G son groupe de Lie connexe
et simplement connexe. Soit ξ : G →∧2G un 1-cocycle pour la représentation adjointe de
G sur ∧2G. Pour tout champ de vecteurs X ∈ X(G) on associé la 1-forme différentielle P
à valeurs dans ∧2G, définie par
< P,X > (g) = Ad(g) · ξ
(
Lg ∗X
)
. (5.4)
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On a
< L∗gP,X > (h) = < P,Lg∗X > (gh)
=Ad(gh) · ξ
(
L∗ghLg∗X
)
=Ad(g)Ad(h) · ξ
(
L∗hX
)
=Ad(g)· < P,X > (h),
donc P est équivariante, c’est-à-dire
L∗gP = Ad(g) · P. (5.5)
D’autre part, dP = 0 puisque ξ est un cocycle. En effet,
Comme G est simplement connexe, P est exacte et donc il existe une unique fonction Λ
à valeurs dans ∧2G, Λ : G 7→ ∧2G, telle que dΛ = P et Λ(e) = 0. On définit un champ de
bivecteurs par
pi(g) = Rg∗Λ(g) (5.6)
D’après le Théorème, pi est multiplicatif, si et seulement si, Λ est un 1-cocycle pour la
représentation adjointe de G sur ∧2G, c’est-à-dire
Λ(gh) =Λ(g) +Ad(g) ·Λ(h)
et ceci est vérifié, puisque P est équivariante.
CHAPITRE 6
CONCLUSION
La “simplicité” de l’approche algébrique nous a permis de construire des exemples de
structures déformables au sens de Hawkins, où l’approche géométrique est avare d’exemples.
Toutefois, l’approche algébrique n’est pas entièrement résolue, donc elle peut faire l’objet
d’un travail futur. Cette approche peut se résumer comme suit :
Soit G = Rn, muni d’une structure de Lie résoluble (non abélienne), d’un tenseur de
Poisson multiplicatif pi et d’une métrique riemannienne 〈 , 〉 invariante à gauche plate.
L’algèbre de Lie G de G est donc de Milnor. On suppose que le 1-cocycle ξ = G → ∧2G
associé à pi vérifie :
adx adx ξ(z) = 0, pour tout x,y,z ∈ S,
où S est la sous-algèbre abélienne S = {x ∈ G | adx+adtx = 0}. Alors,
1. Comment caractériser la bigèbre de Lie duale (G∗,ρ) ?
2. Si de plus, pour une base {X1, ...,Xn} de G on a
ξ
(
iρ(α)(X1 ∧ ...∧Xn)
)
= 0, pour tout α ∈ G∗,
alors comment caractériser la bigèbre duale (G∗,ρ) ?
Sur un autre registre, on a vu l’importance du tenseur de métacourbure dans le problème
géométrique de déformation et qu’il n’existe pas de formule locale de ce tenseur. D’autre
part, comme toute structure d’algèbre de Poisson graduée sur Ω⋆(M) est déterminée par
des "crochets initiaux"
{f ,g} = pi(df ,dg), {f ,α} = Ddf α, {α,β} =Ψ(α,β),
où pi est un bivecteur Poisson, D est une connexion contravariante plate et sans torsion
et Ψ est un opérateur bi-différentiel d’ordre 1 qui satisfait des condition assurent l’iden-
tité de Jacobi. Il serais donc intéressant, d’étudier la déformation de l’algèbre des formes
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complètement symétriques (en plus des formes différentielles), comme dans l’article de
Mitiric et Vaisman [Mi-Vai], pour mieux comprendre le tenseur de métacourbure avec de
possibles résultats nouveaux.
Notons enfin qu’il sera très intéressant de considérer la déformation non commutative
dans le cas des structures de Poisson affines, c’est-à-dire le cas d’un groupe de Lie muni
d’un tenseur de Poisson pi vérifiant
pi(gh) = Lg∗pi(h) + Rh∗pi(g) + Lg∗Rh∗pi(e)
Ces structures ont été introduites est étudiées dans [Da-So]. Ce sont des structures qui
contiennent les groupes de Lie-Poisson et les structures de Poisson invariantes à gauche.
Elles possèdent des propriétés simples : leurs feuilles symplectiques sont les orbites des
actions d’habillage, leur cohomologie de Poisson se réalise comme la cohomologie d’al-
gèbres de Lie, de leur algèbres de Lie duales. Je suis particulièrement curieux de savoir
si les résultats que j’ai obtenu pour les groupes de Lie-Poisson, subsistent dans le cas des
structures de Poisson affines munies de métriques riemanniennes invariantes à gauche. Un
sujet qui peut être, une suite logique de cette thèse.
CHAPITRE 7
BIBLIOGRAPHIE
[Ab-Ma] Abraham, R. & Marsden, J. E., Foundations of Mechanics, 2nd ed. New York,
Benjamin/Cummings (1978).
[Bah-Bou1] Bahayou, M. A. & Boucetta, M., Multiplicative noncommutative deforma-
tions of left invariant riemannian metrics on Heisenberg groups, C. R. Acad. Sci.
Paris, Ser. I 347 (2009) 791–796.
[Bah-Bou2] Bahayou, M. A. & Boucetta, M., Metacurvature of riemannian Poisson-Lie
groups, J. Lie. Theo. 19 (2009), no., 439-462.
[Ber] Berndt, R., An Introduction to Symplectic Geometry, American Mathematical So-
ciety (2001).
[Bou1] Boucetta, M., Compatibilité des structures pseudo-riemanniennes et des struc-
tures de Poisson, C. R. Acad. Sci. Paris tome 333, srie I (2001), 763-768.
[Bou2] Boucetta, M. On the Riemann-Lie algebras and Riemann-Poisson Lie groups, J.
Lie Theo. 15 (2005), no.1, 183-195.
[Bou3] Boucetta, M., Solutions of the classical Yang-Baxter equation and non-
commutative deformations, Let. in Math. Phy. Vol 83, N.1, 69-81
[Bo] Bourbaki, N., Groupes et algèbres de Lie, Chapitres 2 et 3, Hermann, Paris 1972.
[Ca-Gu-Ra] Cahen, M., Gutt, S., Rawnsley, J., Some remarks on the classification of
Poisson-Lie groups Contemporary Math. 179 (1994), 1-16.
[Ch] Chu, B. Y., Symplectic homogeneous spaces Trans. Amer. Math. Soc. 197 (1974),
145-159.
[Co1] Conn, J.,Normal forms for analytic Poisson structures, Ann. of Math. 119, (1984),
576-601.
[Co2] Conn, J., Normal forms for smooth Poisson structures, Ann. of Math (2) 121,
(1985), 565-593.
[Ct-D-W] Coste, A., Dazord, P., Weinstein, A., Groupoides symplectiques, (notes d’un
cours de A. Weinstein), Publ. Dept. Math., Universite Claude Bernard Lyon I,
(1987).
[Cra-Mar] Crainic, M. & Marcut, I., On the existence of symplectic realizations, http:
//arxiv.org/abs/1009.2085v1.
BIBLIOGRAPHIE c© BAHAYOU 91
[Da-So] Dazord, P., Sondaz, D., Groupes de Poisson affines, Proceedings of the Semi-
naire Sud-Rhodanien de Géométrie, 1989, Springer-MSRI series.
[Dr1] Drinfel’d, V. G., Hamiltonian structures on Lie groups, Lie bialgebras and the
geometric meaning of the classical Yang - Baxter equations, Soviet Math. Dokl. 27
(1) (1983), 68-71.
[Dr2] Drinfel’d, V. G., Quantum groups, Proc. ICM, Berkeley, 1 (1986), 789-820.
[Duf-Zun] Dufour, J.-P. & Zung, N.T., Poisson Structures and Their Normal Forms, Pro-
gress in Mathematics, Vol 242, Birkhäuser, Berlin 2005.
[Fer] Fernandes, R. L., Connections in Poisson geometry I. Holonomy and invariants, J.
Differential Geom. 54, (2000), no. 2, 303-365.
[Fer-Mon] Fernandes, R. L., & Monnier, P., Linearization of Poisson brackets, Lett.
Math. Phys. 69 (2004), 89–114.
[Gam] Gammella, A., Déformations sur les variétés de Poisson et cohomologies appro-
priées, Thèse de Doctorat de l’université de Metz (2001).
[Gor] Gorbatsevich, V., V., The construction of a simply connected Lie group with a given
Lie algebra, Russian Math. Surveys 41 (1986), 207–208.
[Gu-St] Guillemin, V. and Sternberg, S., Symplectic techniques in physics, Cambridge
Univ. Press, (1984).
[Haw1] Hawkins, E., Noncommutative rigidity, Commun. Math. Phys. 246 (2004), 211-
235.
[Haw2] Hawkins, E., The structure of noncommutative deformations, J. Diff.Geo. 77
(2007), 385-424.
[He] Helgason, S., Differential Geometry, Lie Groups and Symmetric Spaces, Academic
Press, New York, (1978).
[Jac] Jacobson, N., Lie Algebras, Interscience Publishers, 1962.
[Ka] Karasev, M. V., Analogues of objects of the theory of Lie groups for nonlinear Pois-
son brackets, Math. USSR Izvestiya, 28 (1987), 497-527.
[KS] Kosmann-Schwarzbach, Y., Poisson-Drinfel’d groups, Topics in soliton theory and
exactly solvable nonlinear equations, M. Ablowitz, B. Fuchsteiner and M. Kruskal,
eds., World Scientific, Singapore (1987), 191-215.
[KS-Ma] Kosmann-Schwarzbach, Y., Magri, F., Poisson-Lie groups and complete inte-
grability, part 1, Drinfel’d bialgebras, dual extensions and their canonical represen-
tations, Annales Inst. Henri Poincaré, Série A (Physique Théorique), 49 (4) (1988),
433-460.
[Ko] Koszul, J.-L., Crochet de Schouten-Nijenhuis et cohomologie, Astérisque, hors sé-
rie, Soc. Math. France, Paris (1985), 257-271.
[Lan] Landsman, N.P., Mathematical Topics between Classical and Quantum Mechanics,
manuscript, 1997.
[Lee] Lee, J.M., Riemannian Manifolds, An Introduction to Curvature, New York : Sprin-
ger Verlag. 1997.
BIBLIOGRAPHIE c© BAHAYOU 92
[lib-mar] Libermann, P., & Marle, C.-M., Symplectic Geometry and Analytical Mecha-
nics, Reidel, Dordrecht, 1987.
[Lich1] Lichnerowicz, A., Les variétés de Poisson et leurs algèbres de Lie associées,
Diff.J.Geom., 12 (1977), 253-300.
[Lich2] Lichnerowicz, A., Variétés de Poisson et feuilletages, Ann. Fac. Toulouse (1982),
195-262.
[li-med] Lichnerowicz, A. & Medina, A., On Lie groups with left-invariant symplectic or
Kählerian structures. Lett. Math. Phys. 16 (1988), no. 3, 225-235.
[Lu] Lu, J. H., Multiplicative and affine Poisson structures on Lie groups, Ph.D thesis,
Berkley.
[Lu-We1] Lu, J. H. & Weinstein, A., Poisson Lie groups, dressing transformations, and
Bruhat decompositions, Journal of Differential Geometry, 31 (1990), 501-526.
[Mcz1] Mackenzie, K., General Theory of Lie Groupoids and Lie Algebroids, LMS, Lec-
ture Note Series, 213, Cambridge University Press, (2005).
[Mi] Mikami, K., Symplectic double groupoids over Poisson (ax + b)-groups, Trans.
Amer. Math. Soc.
[Mil] Milnor, J., Curvature of left invariant metrics on Lie groups, Adv. in Math. 21
(1976), 283-329.
[Mi-Vai] Mitric, G., & Vaisman, I., Poisson structures on tangent bundles, Diff. Geom.
Appl. 18 (2003), 207-228.
[Mo] Moser, J., On the volume elements on a manifold, Trans. Amer. Math. Soc. 120
(1965), 280-296.
[Poi] Poisson, D., Sur la variation des constantes arbitraires dans les questions de mé-
canique, J. École Polytechnique 8 Cahier 5 (1809), 266-344.
[Pr] Pradines, J., Troisième Théorème de Lie sur les groupoïdes différentiables, C. R.
Acad. Sc. Paris, 267 (1968), 21-23.
[STS1] Semenov-Tian-Shansky, M. A., What is a classical r-matrix ?, Funct. Anal. Appl.
17 (4) (1983), 259-272.
[STS2] Semenov-Tian-Shansky, M. A., Dressing transformations and Poisson Lie group
actions, Publ. RIMS, Kyoto University, 21 (1985), 1237-1260.
[Sp1] Spivak, M., A Comprehensive Introduction to Differential Geometry, Vol. 1, Pu-
blish or Perish, (1970).
[Szy-Zak] Szymczack, I. & Zakrewski, S., Quantum deformations of the Heisenberg
group obtained by geometric quantization, J. Gom. Phys. 7 (4) (1991).
[Vai] Vaisman, I., Lectures on the Geometry of Poisson Manifolds, Progress in Mathema-
tics. Vol 118, Birkhäuser, Basel 1994.
[Var] Vàrilly, J. C., An Introduction to Noncommutative Geometry, EMS Series of Lec-
tures in Mathematics, 2006.
[Ve] Verdier, J.-L., Groupes quantiques, Séminaire Bourbaki, (1986/1987), Astérisque
152-153, 5, (1988) 305-319.
BIBLIOGRAPHIE c© BAHAYOU 93
[We1] Weinstein, A.,The local structure of Poisson manifolds, J. Diff. Geometry, 18
(1983), 523-557.
[We3] Weinstein, A., Symplectic groupoids and Poisson Manifolds. Bull. Amer. Math.
Soc., 16 (1987), 101-104.
[We4] Weinstein, A., Coisotropic calculus and Poisson groupoids, J. Math. Soc. Japan,
40 (4) (1988), 705-727.
[We5] Weinstein, A., The geometry of Poisson brackets, University of Tokyo lecture
notes, (1988).
[We6] Weinstein, A., Some remarks on dressing transformations, J. Fac. Sci. Univ. To-
kyo. Sect. 1A, Math. 36 (1988), 163-167.
[We7] Weinstein, A., Affine Poisson structures, Berkeley preprint, (1989).
[Wo1] Woronowicz, S. L., Compact matrix pseudogroups, Commun. Math. Phys. 111
(1987), 613-665.
[Wo2] Woronowicz, S. L., Twisted SU(2) group. An example of a non-commutative dif-
ferential calculus, Publ. RIMS, Kyoto University, 23 (1987), 117-181.
