Monte-Carlo methods are widely used numerical tools in various fields of application, like rarefied gas dynamics, vacuum technology, stellar dynamics or nuclear physics. A central part is the generation of random variates according to a given probability law. Fundamental techniques are the inversion principle or the acceptance-rejection method--both may be quite time-consuming if the given probability law has a complicated structure. In this paper probability laws depending on a small parameter are considered and the use of asymptotic expansions to generate random variates is investigated. The results given in the paper are restricted to first order expansions. Error estimates for the discrepancy as well as for the bounded Lipschitz distance of the asymptotic expansion are derived. Furthermore the integration error for some special classes of functions is given. The efficiency of the method is proved by a numerical example from rarefied gas flows.
I. Introduction
The generation of random variates according to a given density function f, the so-called f-distributed pointsets, is a crucial part in Monte-Carlo methods. General techniques --like the inversion principle or the rejection method --are given in the book of Devroye [2] together with a lot of concrete algorithms for special density functions.
In this paper we consider a density f(x; e) which depends on a small parameter E > 0 and investigate the use of asymptotic expansions to generate f-distributed pointsets. We start our investigation with the following simple example: Let 3 f(x;e)= 3+E(l+ex2) be the density of a probability law on [0, 1] and E > 0 a small parameter.
We try to generate a sequence of random variables {x}} N ~ n which are f-distributed using the inversion principle.
Denote by F the distribution function of f, i.e.
F(x;e)= foXf(t;e)dt
Because f(x; we get x (°) = t, xO)= 1/3 t(1 -t2), as second order approximation of the solution x" of F(x'; e) = t.
Hence, instead of computing the roots of the cubic equation, we can take
and may expect that
The expectation value of x" is and, if E ~ O, Ix~-~'l =o(~).
3(2 + e)
4(3 + E)
On the other hand we have
1
~(~') = ,:(x ~°)) + ~E(x% = ~ + ~.
Remark 1. Throughout the paper we will work with the measure theoretical aspect of f-distributed sequences of R:
We interpret the density f of a probability law on R as the density of an absolutely continuous measure tL on R and consider a sequence of f-distributed pointsets U U {Xl ,..., XN }U ~ ~ as a sequence of discrete measures ~IL u with
Using this notation we study the weak* convergence of ~1£ N to ~t£. Furthermore we introduce distances between measures based on the fact that measure spaces are equiped with a metric structure.
In the next section we give some basic notations concerning asymptotic expansions and measure theory. In Section 3 we will investigate first order expansions to generate f-distributed pointsets. Finally we present a numerical example.
2, Basic Notations

Order Relations
Definition 1. Suppose that f(x) and g(x) are two continuous functions on R. 
1) If there exists a constant M and a neighborhood N o of x = 0 such that
holds for all M < N and x ~ ~.
Remark 2.
1) Together with Definition 1 we have
2) If the convergence in Definition 2 is uniformly with respect to x, we call the asymptotic expansion uniform. In the following we consider probability measures tz on (~, •) where B denotes the o--algebra of Borel sets on E and p~(E)= 1. We denote the space of such measures by M. Measure spaces are metric spaces hence one may introduce metrices on the space ~. We will use the following two metrices 1) the discrepancy D(/.~, v) and 2) the bounded Lipschitz distance p( tz, v). 
Discrepancy
(WN).
The weak convergence of sequences is equivalent to the convergence of the discrepancy if the limit measure is absolutely continuous (a.c.).
Definition 5. /, ~ ~ is called a.c., if their exists a non-negative function f such that
We call the function f a probability density on ~. Theorem 1 [4] .
Assume that ~ ~ ~ is a.c., then the sequence (lX,), ~ ~ c ~ converges weakly to t~ ~ ~ iff lim D( t~,/~n) = 0
The main advantage using the discrepancy is the Koksma inequality [5] which gives an error estimate for the integration of functions.
Theorem 2. Suppose f is a probability density on ~ and (].,LN)
Proof." Using the proof of Niederreiter [5] for the unit interval [0, 1] the generalization to measures on R is straightforward.
• 
Bounded Lipschitz Distance
First Order Expansions
In this section we investigate asymptotic expansions of probability densities f(x; E) with respect to the small parameter E> 0. We restrict ourselves to asymptotic expansions containing two terms, i.e.
f(x;e)~ao(x )+Eal(x ) if E--+0
Furthermore we assume
The first problem is to derive an asymptotic expansion for the distribution function F(x; e). If f(x; E) can not be integrated explicitly we try to find the asymptotic expansion by integrating ao(x) and al(x): 
f(Y) -f(Y,) ~cf'(y)
Proof." Because of (3) 
If(Y) ~f(Y~) cf'(y)
If(Y) -~--f(Y~) cf'(y)] = f(y) -f(y-• ec-h(•))
or
f(Y)-f(Y~)• cf'(y) = c 1 + • --~c +--h-(-E)
Because of •c +h(•) ~-,o 0 and (5) [f(Y)~j(Y~) cf,(y) ~--'0 0
In order to apply Lemma 1 we first notice that
F(x~; •) •--A°(x e) _Al(X(0) ) E~o O, -cf'(y) I (3)
-c?'(y) 
t~t" (AloAol)(t) ,_,o 0
is strictly increasing and differentiable hence using Lemma 1 we get
AI(x(O))
÷ which completes the proof of the theorem.
x}°)=Aol(t N)
X}I)= AI(x}0,)
ao(Xl °))
Furthermore we denote by /X(N °) the discrete measure 
D( f , IXN ) = D( a o , ix(~ ) )
Concerning the discrepancy D(f, ~N) we get 
for all functions c19 : ~ --+ ~ which are bounded by M < ~ and Lipschitz-continuous with Lipschitz constant L.
Proof." The Corollary follows directly from Theorems 4 and 9.
• We use the problem:
A Numerical Example
results of the previous section together with the following test
The density f(x; e) given by (8) is a simplification of the so-called modified Chapman-Enskog density [7] . This type of probability function is used in Computational Fluid Dynamics for the numerical coupling of the Navier-Stokes equations for continuum flows and the Boltzmann equation for rarefied gas flows.
One computes that I~" i=1 I 1 N Table 3 . Integration error for ~(X 2) using the optimal pointset w~ pt N e E(~N) The function ~(x)=X 2 is not Lipschitz-continuous and has unbounded variation on E --hence one can not apply Theorem 9 or Corollary 4 to estimate the integration error.
O( w~f t) E(~)) E(~)) E(~)) E(~))
E~(~N ) E~(~ ) )
We again take first the pointset O)~lPt to compute /~N respectively /z~ ). The results are shown in Table 3 .
With the same notation we have the results given in Table 4 using pseudo-random numbers.
The algorithm given in this section may be used directly in a complex simulation problem for the numerical coupling of Navier-Stokes and the Boltzmann equation. Here one has to generate particle sets according to a density function similar to the one considered above.
This approach as well as some other applications remain to investigate.
