for single subject's motion. We employ ℜ transform descriptor and Linear-chain Conditional Random Fields for representation and classification. What it solves is that global features are described and adjacent states are independent. We extract binary silhouettes from a video sequence and segment them into groups by cycle after building the background model within Gaussian mixture model. Then low-level features are represented by ℜ transform and principal vectors are obtained by Principal Component Analysis. After forming these vectors into a matrix, we utilize Linear-chain Conditional Random Fields to train and classify these groups, and demonstrate its usability in practice. Compared with the state-of-the-arts, our approach is simple in motion representation and independent between adjacent frames, and recognition accuracy improves to about 96% in average. It can be implemented in video surveillance where the background is known.
I. INTRODUCTION
Analyzing human motions has always remained a topic of great interest in computer vision. It is seen as a stepping stone for applications such as automatic environment surveillance, assisted living and human computer interaction. The surveys by Aggarwal et al. [1] , Gavrila [2] , Moeslund et al. [3, 4] , Turaga et al. [5] and Ronald Poppe [6] provide a broad overview of hundreds of papers and numerous approaches for analyzing human motions in videos, including human motion capturing, tracking, segmentation and recognition.
Building a general motion classification system is a challenging task, because of variations in environments, objects and actions. Variations in the environment can be caused by cluttered or moving background, camera motion, occlusion, weather and illumination. Variations in the objects are due to differences in appearance, size or posture of the objects or due to self-motion which is not itself part of the activity. Variations in action can make it difficult to recognize equivalent activities in semantic.
In this study, contrary to highlight local feature excessively, we present a discriminative method that takes into account silhouette-based shape feature of human motion ( ℜ transform descriptor) and conditional models (Linear-chain Conditional Random Fields, LCRFs) in motion recognition. Our aim is to offer a discriminative solution to human motion categorization via flexible yet highly descriptive LCRFs. It has advantages not only in utilizing internal and external information of images, but also in easiness to distinguish similar shape sequences. Furthermore, it is not affected by many factors, i.e. video alignment, noise and images segmentation. Our contribution is that we represent the global features of each motion image with ℜ transform and apply them into recognition, rather than highlight many local features excessively. Meanwhile, LCRFs outperform hidden Markov models (HMMs) in the independency between states. Therefore, this method rarely suffers from adjacent postures in recognition and is applicable in video surveillance. This paper is organized as follows. Section 2 reviews the approaches with local and global features and conditional models, and summaries their characteristics. Section 3 describes our method and highlights the details in global feature representation and motion classification. After that, we discuss the parameters and experimental results and compare average recognition accuracy with the state-of-the-arts in motion recognition. In the last section, we conclude the paper with discussing future works.
*corresponding author.
II. RELATED WORKS
Recent work on motion recognition can be roughly classified into three types of approaches: local, global and system-theoretic.
Local approaches use local spatiotemporal features to represent human activity in a video, e.g. [7] [8] [9] . Niebles [10] presented an unsupervised method similar to the bag-of-words approach for learning the probability distributions of space-time interest points in human action videos. Ikizler et al. [11] presented a method whereby limb motion model units are learnt from labeled motion capture data and used to detect more complex unseen motions in a test video using search queries specific to the limb motion in the desired activity. The works [12, 13] represent human activities by 3-D space-time shapes. Classification is performed by comparing geometric properties of these shapes against training data. However, an important limitation of the aforementioned approaches is that they do not incorporate global characteristics of the activity as a whole.
Global approaches use global features such as optical flow to represent the state of motion in the whole frame at a time instant. With static background, one can represent the type of motion of the foreground object by computing features from the optical flow. In [14] , optical flow histograms were used to match the motion of a player in a soccer match to that of a subject in a control video. Tran et al. [15] presented an optical flow and shape based approach that uses separate histograms for the horizontal and vertical components of the optical flow as well as the silhouette of the person as a motion descriptor. All these approaches, however, do not model the characteristic temporal dynamics of these features. Moreover, comparison is done either on a frame-by-frame basis or using other ad-hoc methods. Clearly, the natural way to compare human activities is to compare their temporal evolution as a whole.
System-theoretic approaches to recognition of human actions model feature variations with dynamical systems and hence specifically consider the dynamics of the activity. The recognition pipeline is composed of 1) finding features in every frame, 2) modeling the temporal evolution of these features with a dynamical system, 3) using similar criteria, e.g. distances or kernels between dynamical systems, to train classifiers, and 4) using them on novel video sequences. Bissacco et al. used joint-angle trajectories [16] as well as joint trajectories from motioncapture data and features extracted from silhouettes [17] to represent the action profiles. Ali et al. [18] used joint trajectories to extract invariant features to model the nonlinear dynamics of human activities.
For its advantages in the independency over Hidden Markov Models (HMMs) [19] , Conditional Random Fields (CRFs) [20] were presented as a frame work for building probabilistic models to segment and label sequence data. Sminchisescu et al. [21] described algorithms for recognizing human motion in monocular video sequences, based on discriminative CRFs and maximum entropy Markov models (MEMMs). As they used the real image as input, the procedure of train and test costs more in time complexity. Sequentially, Huang et al. [22] proposed an approach of human behavior modeling based on Classical CRFs extending to spatiotemporal fields. Though their models are more accurate for behavior recognition, it is less obtainable for human skeleton in real scenarios. Both of their contributions are significant and need studying furthermore. We proposed a recognition method [23] based on key-frame and transform previously, but it suffers from accurate key-frame detection.
In this paper, we introduce the simple motion descriptor and conditional models for representation and recognition, i.e. ℜ transform and LCRFs. The whole procedure contains four stages, i.e. segmenting motion sequences, representing global features, selecting the features, classifying human motions. We perform our approach, obtain comprehensive results on the CASIA dataset, and elaborate on parameters. We also compare our method with the state-of-the-arts and provide result evaluations. Herein, the training sequence is termed "gallery" and the test one is "probe".
III. OUR APPROACH
Our approach includes four key stages, i.e. sequence segmentation, feature representation, feature selection, and motion recognition, as shown in Fig. 1 . Firstly, we build the background model by Gaussian mixture model (GMM) from video sequences before extracting the object from the foreground. Then we segment the sequences by cycle and represent human dynamical information with ℜ transform descriptor. In addition, after selecting principal vectors by Principal Component Analysis (PCA), we form them into a matrix. Finally, we implement the probes for classification until the galleries are employed to train in the LCRFs.
A. Sequence Segmentation
These videos are shot by Institute of Automation, Chinese Academy of Sciences (CASIA). We can see that six motions are all simple and periodic, as shown in Fig.  2 . They are labeled from m1 to m6, respectively. To analyze these motions articulately and individually, e.g. walking, running, bending and jumping, we segmented the total sequences into several serials by cycle. On the contrary, both motions, e.g. crouching and fainting, rarely need segmenting, as there is only one cycle in each sequence.
B. Feature Representation
Feature representation is a key step of human activity recognition because it is an abstraction of original data to a compact and reliable format for latter processing. In this study, we adopt a novel feature descriptor, ℜ transform, which is an extended version of Radon transform [24] .
Two dimensional Radon transform is the integral of a function over the set of lines in all directions, which is roughly equivalent to finding the projection of a shape on any given line. For a discrete binary image f(x,y), its Radon transform is defined by [25] From (4)- (7), one can see that:
(1) Translation in the plane does not change the result of ℜ transform, and it is particularly suitable for measuring the similarity in recognition.
(2) A scaling of the original image only induces the change of amplitude. For the known scenario, the scale of human is variable slightly, so the fluctuation of amplitude is not evident actually. Therefore, ℜ transform is robust to geometry transformation, which is appropriate for activity representation. Generally, the translation and periodicity act significantly both in the context of activity recognition and in our method, and the scaling does less actively than the two properties mentioned, and then the rotation does rarely in all.
We build the background model with Gaussian Mixture Models (GMMs). Then the foreground images are subtracted by background subtraction and noise is removed with a median filter by a 3×3 template. Finally, a predetermined threshold is utilized to obtain binary images, as shown in first column of Fig. 3. By (1)-(3) , the global features are represented by ℜ transform in every frame of binary image, and some curves are shown in latter two column of Fig. 3 . For different number of ℜ transform of mono-frame and some key-frames for different motions cycles in each motion, we select different frame number f m (m=m1,…,m6) to train and test.
C. Feature Selection
We assume that 
We assume the set of eigenvalues as 
D. Motion Recognition
As CRFs shown in Fig. 4(a) are especially suitable for recognition problems with rich and interrelated observations, we employ them for activity. Actions are composed by a combination of primitive motions, many of them common to different actions, so context and long-term dependences are necessary for removing ambiguities.
A detailed study about CRF can be found in [27] . Basically, a CRF is an undirected graphical model, G, that factorizes the conditional distribution into a product of real-valued functions, which are called potentials.
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where {Ψ A } is the set of factors in G. Z(x) is the normalizing partition function. Potentials are usually described by log-linear combinations of feature functions f. These feature functions can be designed for extracting the better possible information from data. Here, we also use a linear-chain CRF shown in Fig. 4(b) , where each state depends only on previous one, but in contrast to HMMs and extensions we use observations from any time. The conditional probability is: otherwise. This function measures the transition between labels, so that captures the dynamic among activities. This model do not try to learn the hidden structure underling the human action, but to learn a function assigning each observation to its most probable class.
IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experiment Data
In our experiment, the number of cycles and average frames per cycle in 6 types of activities is shown in Table  1 . Each category is divided into 2 parts, i.e. gallery and probe frames. Note that we select 50 frames with equal interval according to different length of sequences, i.e. crouching and fainting, because of their length and only one cycle in each video.
B. Result Discussion
We detach column vectors of R transform into different sizes, e.g. 90×2, 60×3, 45×4. Obviously, employing as many vectors of ℜ transform as possible,
we can obtain high recognition accuracy regardless of computational cost, as shown in Fig. 5 . Simultaneously, we can see that the accuracy decreases sharply in Fig. 5 (fi) than in Fig. 5(a-e) . Moreover, in our experiments, we can also find that the number of valid vectors is disproportionate to detached vectors, so we have to determine the number of valid numbers to reduce computational complexity. For the sake of high classification accuracy and low time complexity, we decide that j is 5 and t is 3. From Table 1 we can obtain the cycle number of gallery and probe. According to (8) - (11), the galleries are combined and trained in the LCRFs. Then we implement the probes one by one for classification and acquire the results, as shown in Fig. 6 , and obtain more than 96% in average recognition accuracy.
C. Results Comparison
Our method not only outperforms other methods in Table 2 , but also has three advantages as follows. Firstly, its representation is simple. Though the work [21] employs whole image to represent human motions, it is more complex and ambiguous than ours. Secondly, it has lower computational complexity. In contrast with [21] , we represent the motion features with ℜ transform from each original image, instead of inputting directly.
Obviously, ℜ transform is beneficial to reduce the computational complexity in LCRFs. Thirdly, compared with [28] , our method employs one descriptor to represent all motions in the database, and it is applicable for many cases, regardless of other descriptors as supplement. Finally, our method is general for different motion recognition. We adopt ℜ transform as a general descriptor to represent six different motions and represent their features. In common scenarios, it outperforms the work [22] that is only dependent on human skeleton from each image. In general, our method improves remarkably and comparably in different aspects.
V. CONCLUSIONS
In this paper, we have studied the problem of human motion recognition and employed a new motion descriptor based on ℜ transform and an independent conditional model based on LCRFs. Our motion descriptor is simple and effective, since we extract activity features from a human silhouette in whole image and form a temporal model. We show that, by effective classification of such model, reliable human activity recognition is possible. We demonstrate the effectiveness of our method over the state-of-the-arts dataset from CASIA in motion recognition literature. Our results are comparable and superior to other reported results.
Our experiment showed that human motions encapsulate many useful pieces of information about the motion itself, therefore one can start with a good motion estimator in the frame, before going into the details of dynamics. In motion recognition, the model of LCRFs is independent between states, so it benefits from the overlapped states in whole sequence. We show how we can obtain efficient activity recognition with the minimum of dynamics information and complex modeling. Result is an intuitive and fast activity recognition system with high accuracy rates, even in challenging conditions.
One shortcoming of our approach lies in its compatibility that needs one cycle in sequences to represent every motion. Therefore, for parts of cycle, this approach is less effective and compatible in recognition. We also argue that cycle sequences will induce higher accuracy eventually.
Future work includes implementing our method to multiview. We also plan to extend it to cover the viewinvariance case, by means of orthographic projections. 
Method
Average accuracy (%) Huang et al. [21] 83.67 Sminchisescu et al. [20] 91.32 Ikizler and Duygulu [28] 94.68 Our method 96.15
