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ABSTRACT 
One class of dual matrix methods is given, dependent on three parameters which 
can he chosen arbitrarily. It is proven that the minimum of a quadratic form with n 
variables will be obtained in at most n + 1 steps in the case of an arbitrary choice of 
parameters. This method class enables concrete methods to be developed. Finally, it 
is shown how two known dual matrix methods are obtained as special cases. 
1. INTFtODUCTION 
Methods not using linear minimization and enabling the minimum of a 
quadratic form with a positive definite symmetric Hesse matrix to be 
determined in finite steps have only begun to be dealt with in recent years. 
This is accounted for by the fact that for nonquadratic functions the linear 
minimizations are very operation intensive. This led to the development of 
the method of dual matrices, in which field two papers have appeared so far 
[3, 41. 
For reasons similar to those of Broyden [l] and Huang [S] in the case of 
quasi-Newton methods, we intend to construct a class of dual matrix 
methods. We note, in addition, that the method class considered also 
contains processes of nonsymmetric type, but in this connection we refer to 
the paper of Broyden, Dennis and More [2], in which the authors show that 
in the “direct prediction” methods the nonsymmetric Pearson method is 
locally convergent, but at the same time there exists a rank-l symmetric 
method which is not. As we do not use linear minimization in the method 
class considered, we think that the nonsymmetric procedures can also be of 
interest. 
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2. DESCRIPTION OF ONE CLASS OF DUAL MATRIX METHODS 
In order to understand the method of dual matrices, let us start from the 
paper of Huang [4]. 
Let us consider the following quadratic function: 
f(x) = +x=Ax + b=x + c (x,bER”, CER’), (24 
where A is a positive semidefinite symmetric n X n matrix with r(A) = m < n. 
The gradient of f[x] at the point x is 
g(x) = Ax + b. (2.2) 
Let yi=gi+l-gi and si=xi+r -xi, where gi is the gradient of f(x) at the 
point xI E R “; the series xi, i = 1,2,. . . , n, will be defined later. 
It follows from (2.2) that 
yi = Asi (i=l,2 ,..., n). (2.3) 
As the rank of A is m <n, there obviously exist at most m linearly indepen- 
dent y,. 
Let the series xi, i = 1,2,. . . , n, be determined so that for the directions sir 
i=1,2 ,..., n, 
s,TAsl = 0 (l<i<i-1) (2.4) 
should be satisfied, i.e., the direction si should be A-conjugated. 
Assume that g, obtained in the lth step is a linear combination of the 
previous y, directions. Then we can get in the next step the minimum of f(x). 
As 
Z-l 
gr = x ciyi (ciER’,i=1,2 ,..., Z-l), (2.5) 
i=l 
we have, because of the equality (2.3), 
I-l 
gi = izl ciAsi* 
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By muhiplicating this from left by ST and using (2.4), we obtain that 
Let 
l-1 SST 
S[ = - 2 *g,. 
i=l sjyi 
(2.6) 
Then for gl+, we obtain the following: 
g,,, = g, + As, = x --Asi - i$ $gl = 0, l-1 sTg, 
j=l ST 
I Yi i=l sjyj 
Then in fact x [+ i = xl + s1 is the minimum point of f(x), because 
It follows from the above that if m = n, then we get the minimum after 
at most n + 1 steps. It is clear from the relation (2.6) that in order to 
determine s1 we need a matrix series defined the following way: 
Bi+1 
sis; 
= Bi+F (i=1,2,...,n) 
% Yi 
(2.7) 
with B, the zero matrix. 
It can be seen at once that this matrix series has the following properties: 
B,+lYi = si (l<j<i, i=1,2 )..., n) (2.8) 
On the basis of the property (2.8) we define a matrix series more general 
than the previous one. 
Let us seek now Bi + 1 in the form Bj + 1 = Bj + Ci. Hence 
Bi+IYi = BiYi + CiY/ = St (i=l,Z ,...) i). (2.9) 
Note the following property of the matrix Ci. Denote by Yi (1 < i <i - 1) 
the matrix obtained from the vectors yi. Then Ci yi =0 ( i = 1,2,. . . ,i - l), 
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because of the conditions (2.8) and (2.9). Let the directions zi, gi be such that 
zl’yt = 1, q;yi = 1 (j=1,2 )..., i), (2.10) 
and define the matrix C, as follows: 
ci = srqr - lJyrzi=. 
The above mentioned property of matrix Ci holds, of course, in case of such 
a choice, too. 
We require directions zf,qi to be such that (2.10) is fulfilled. Let, e.g., 
s; = 1 - PjYiTBfYf T 
sTJ? 
St +piy;E$ (PiERi, j=1,2 ,...) (2.11) 
and 
By using (2.11) and (2.12) we obtained the following: 
q+1 = B,+ 
l- PfYfTBIYj T 
et 
W + &Yi 
TB _ fyi I I 
6. %y.+ 1 
f 
STYi 
BfYfST + 8jBfYfY& 
(2.13) 
THEOREM 2.1. The choice of the matrix sequence Bf according to (2.13) 
with arbitrary constants fli,&/ satisfies the cond~tkm (2.8). 
Proof It follows at once from the relation (2.10), the expression (2.9) 
and the definition of C, for an arbitrary index i > 1 that 
Bf+lYi = Sf* (2.14) 
Assume now that 
BfYi = si (l<i<j) (2.15) 
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and note that (2.15) remains correct if +j+ 1. By making use of the 
definition, the above described property of Ci, the choice of the vectors q/, zi 
according to the condition (2.10), and the property (2.14), we obtain that 
Bi + lyi = Biy, + cjyi = Biy, = si> (1 <i < j) (2.16) 
by which we have realized the statement of Theorem 2.1. 
Note that the choice of the weaker limitations 
Z:~J # 0 and qry/ # 0, 
instead of the conditions (2.10), leads us back to the conditions (2.10) after 
all, for because of the property of the matrices Ci following from (2.9) and 
the definition of Cj, the two constants have to coincide. 
Furthermore the question arises whether in the expressions (2.11) and 
(2.12) q: or z: could be chosen as arbitrary linear combinations of the 
vectors sj and y& Let e.g. 
q; = E& + i$y;Bi. 
Because of the condition corresponding to (2.10), the equality 
T 
SjYj = qsj Yj T + 8/y;Bjyi = 1 
has to be fulfilled for every i; therefore the relation 
Ei = 
1 - $y;Biyi 
siTYi 
must hold between sj and 3, which requires the choice (2.11). 
The set of points x1, xs, . . . has to be determined so that the directions 
Sl,ssV... determined from them satisfy the condition (2.4). We seek the set of 
points {x,} in the following form. 
Let Hr be a positive definite matrix, xr ER” an arbitrary vector, and 
Xi+1 =x,+si, 
si = - ~@&~g, a,#O, cu,ER’ 
(i=l,2,...). 
We do not assume for q that is is minimizing in the direction si. 
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The condition (2.4) can be transformed in the following way: 
s;Asi = - ag;Hiyi = 0. (2.17) 
Thus the matrix Hi has to be constructed so that 
Hiyt = 0 (l<j<i-1, i=2,3...) (2.18) 
holds; then to any direction gj # 0 all Hiyi will be orthogonal. The matrix Hi 
too is sought in the recursive form Hi = Hi _ 1 + Di. 
Because of the condition (2.18), 
Hi_,yi + Di+yi = 0 (O<j<i-2, i=2,3,...) 
Let the direction wI be such that the equality wFyi = 1 holds for every i. and 
define Di _ 1 in the following way: 
Di_l = -H,_, yiw;. 
Let w: be as follows: 
wi’ = - y/s; + 
Then 
(2.19) 
Hi= Hi_,+yi_,Hi_,yi_Is;__,- 
yi-ls,T_,yi_,+ 1 
Y:- $4 - IY~ - 1 
Hi-ryi-r YiTrHi-1. 
(2.20) 
THEOREM 2.2. If H, is a positive definite matrix, then the matrix set 
a&mined by (2.20) satisfies the condition 
Proof. First we notice that 
Hzyl = 0. 
According to the definition, 
(2.18). 
(2.21) 
4Yl = HlYl + YlHlYdYl - 
YdYl + 1 
YTHlYl 
HlYlYWlYl = 0. (2.22) 
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Assume that 
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Hiyk = 0 (l<k<i-1) (2.23) 
exists, and note that (2.23) holds also when hi + 1. This takes place in two 
parts. By applying (2.22) to substitute the index 2 by i + 1 and the index 1 by 
i, it follows that 
&+,y, = 0. (2.24) 
It is sufficient therefore to realize that 
Hi+lyk = 0 (1 <k<i). 
By utilizing (2.20) we obtain that 
H,+lyk=HiYk+YiHiYd"Yk- 
y,s,Ty,+ 1 
YiTHiYi 
HiYiYTHiYk (1 <k<i). 
Because of the inductive assumption (2.23) Hiyk = 0, on the other hand, 
s,Tyk = - aig,THiyk = 0 
also holds, and therefore 
Hi+lYk = 0 (l<k<i) (2.25) 
The equalities (2.24) and (2.25) prove the statement of the theorem. n 
On this basis we can construct a general class of the dual matrices which 
determines the minimum of the quadratic function f(x) in at most m + 1 
steps, and this class does not require any linear minimization along the 
direction-only a nonzero step. 
Let H, be a positive definite matrix, xi E R” be such that g(xJ #O and B, 
be an arbitrary matrix. Then the class is defined by the following algorithm: 
si = - qHiTgi. (2.26) 
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Here q #O, and for an arbitrary nonquadratic function such that f(xi+ 1) < 
f (xi) we require 
xi + 1 = xi + si, (2.27) 
H = Hi + y,H,y,s; - 
yjS,Tyi + l 
i+1 
YiTHiYi 
H,YiY,TH,~ 
B i+1 
= B 
i 
+ l- &PiYi 
GYi 
sis; + ,djsiy;Bi 
Gjy;Biyj + 1 - 
'sTYi 
Bi yjs; + Si Bi yi yiTBj, 
(2.28) 
(2.29) 
and if the direction g, is a linear combination of yi, ys, . . . , yI_ i, then 
sz = -4g1* (2.30) 
As the algorithm has free parameters, it is possible to choose the 
parameters for each step. 
3. SYMMETRIC CASE OF THE GENERAL SCHEME 
In this section that case of the general scheme will be described when 
both matrix sets Hj and Bi are symmetric. 
If yj=o (i=1,2,... ), then instead of (2.28) we obtain 
H 
= H, _ HIYd% 
j+1 I 
YITHiYi * 
If, on the other hand, j3, = - (GjyTl$y, + l)/sFy,, then 
Thus in the symmetric case the matrix set Hi is determined unambiguously, 
while in the matrix set Bi the parameter /l, can be chosen arbitrarily. 
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4. DERIVATION OF THE KNOWN METHODS FROM THE 
GENERAL SCHEME 
The dual matrix methods described in the foregoing are symmetric. 
Every method uses the expression (3.1) to determine the matrix set Hi. If in 
(3.2) pi=0 (i=1,2 ,... ), th en we get Algorithm II in Huang’s paper [4], in 
which 
Bi+, 
BiYiY,TB, . sis; = Bi : T 
‘i Yi Yf”iYi 
If pi = l/(si - B,Y,)~Y,, then we get Algorithm III in Huang’s paper, in which 
Bi+l 
= ~~ + (‘i - BiYi)(si - BiYi)’ 
(Si - B,Yi)‘Yi ’ 
The subsequent known algorithms present themselves in a way quite 
similar to the foregoing. 
5. CONDITION FOR THE CHOICE OF STEP (2.30) AND 
CONTINUATION IN THE CASE OF NONQUADRATIC 
FUNCTIONS 
As the linear dependence of the gradient direction on the directions 
Y17Y27*** can be decided on the computer only within a certain accuracy, we 
have to specify a tolerance E > 0 in advance. In his paper. Huang obtained the 
following condition for this. 
If for an index 1 
then we have to continue the algorithm with the step (2.30). As in the case of 
a nonquadratic function, the procedure probably does not come to an end 
with this step; we have to determine the continuing matrices H,, Bl too. As 
the matrices H,,B, are positive definite, therefore, if the matrix set Bl is 
symmetric and & < 0, we can make the choice 
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The expression (3.2) determines just the Broyden class, whose positive 
definiteness was proved by Broyden. As the Broyden class is obtained by the 
choice pi = - Gi, we get a positive definite and symmetric matrix set if 
In every other case we can make the choice 
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