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Which mechanisms rule the current flow across 
a nanostructure? We address in this thesis two 
aspects concerning this question. At first, we 
deal with a theory of electron transfer through 
a quantum system weakly coupled to metallic 
leads. The charge carriers can only be exchanged 
by tunnelling processes. Although the tunnelling 
probability decreases with the number of simul-
taneously tunnelling electrons, still such higher 
order processes are responsible for various re-
markable effects. We reveal a new structuring 
within the transport theory, which eases nume-
rical as well as analytical studies of these higher 
order events. In the second part of this work, we
apply the theory to four different quantum-
dot systems. A single-level quantum-dot and a 
double-quantum-dot system serve as simple mo-
dels for the investigation of transport up to fourth 
order (simultaneous tunnelling of two electrons). 
Narrow graphene nanoribbons and thin carbon 
nanotubes require first a sophisticated theoreti-
cal description to determine their complex elec-
tronic spectra and eigenstates. In particular, the 
peculiar spin configurations of the eigenstates 
manifest themselves for both systems in specific 
phenomena in unpolarised as well as in spin-po-
larised transport with or without magnetic field.
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INTRODUCTION
Figure 1: (a) Typical measurement circuit for transport across a quantum-dot. (b) Left:
Exemplary dependence of the current on the bias and gate voltage. Right: In a stability
diagram, the differential conductance dI/dVbias is plotted versus bias and gate voltage.
In December 1947, the world saw the first version of the device the digital age is
founded on: the transistor [1]. Nine years later, John Bardeen, Walter Brattain and
William Shockley were awarded the Nobel prize for the famous invention, allowing to
control high power current flows in an output circuit by a low power signal current in
an input circuit. Since then, these all-electrical switches have revolutionised commu-
nication industry [2], thanks to ongoing minimisation and optimisation of transistor
devices. In April 2008, the University of Manchester announced [3] the fabrication of
“the world’s smallest transistor” by the group of Kostya Novoselov and Andre Geim,
with one atom in thickness and ten atoms in width, several thousand times smaller
than the exemplar presented sixty-one years earlier.
Crucially, however, once the system size compares or falls below the phase coherence
length of the intrinsic charge carriers, those start to feel that they live in a confined ob-
ject, a so-called quantum-dot [4, 5, 6]. The experimental progress in fabrication of such
ultra-small electrical devices has made them one of the standard components in fun-
damental as well as application oriented research. Apart from coherence phenomena,
upon shrinking in dimension different types of scattering processes can gain an impor-
tant role: While impurity scattering is excluded in ballistic (defect-free) quantum-dots,
there remains the scattering at the boundaries and between quasi-particles, in partic-
ular Coulomb induced repulsion among the charge carriers. A necessary condition
for the relevance of the latter is a weak coupling between quantum-dot and ‘the outer
world’, such that particles cannot freely enter or escape from the system. In this thesis,
we focus, as sketched in Fig. 1(a), on gate controlled transport across weakly coupled
ballistic quantum-dots. ‘The outer world’ is formed by two electronic reservoirs, the
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source and drain lead, which can exchange electrons with the quantum-dot via a suffi-
ciently large tunnelling barrier. A source-drain voltage Vbias is applied in order to drive
a current across the device, while via the gate voltage Vgate the number of electrons on
the device is moderated capacitively.
Experimentally, the actual preparation of the setup strongly depends on the type of
quantum-dot studied. Semiconducting heterostructures can directly be grown on a
waver by epitaxy. Carbon allotropes as nanotubes (formed by settling out of subli-
mated carbon) or graphene (obtained by cleaving of natural graphite flakes) have to
be deposited on the oxidised surface of a waver, which might previously be prepared
to serve as a back-gate. Metallic contacts and, in case, side gate structures can be
realized by electron-beam lithography. The wavers have to be broken down into slices
with some millimetres edge length in order to fit on a chip carrier. Thus, different
samples can easily be mounted on measurement instruments and tested at tempera-
tures ranging typically from 4.2 K in a standard liquid helium bath, down to 20 mK in
dilution cryostates.
Nowadays, high-resolution transport measurements in the low temperature regime
have reached a high degree of sophistication and reveal data dominated by complex
many-body phenomena [7, 8, 9]. Thereby, the observed effects strongly depend on the
transparency of the tunnelling barrier.
In the limit of extremely weak coupling, only single electrons can be transferred se-
quentially onto or out of the dot [4, 10] [single electron/sequential tunnelling, Fig. 2,
leftmost]. Fig. 1(b) shows an example for a typical current characteristic (left) and
the resulting stability diagram (right) for this case. The stability diagram encodes in
colour the differential conductance dI/dVbias, measured versus gate and bias voltage.
The lines mark thus changes in the current I. Central to the plots is a Coulomb block-
ade diamond, where the quantum-dot is populated with a fixed electron number, and
the current flow is widely blocked [red region in the middle of Fig. 1(b), left]. The
diamond shape can be explained in simple terms upon assuming that quantum-dot
and gate form a capacitor with charging energy Ec: Let the gate voltage be adjusted
such that the dot is charged with N electrons, and source (s) and drain (d) contact be
biased with voltages Vs/d = ±Vbias/2. An N+1st electron can now only enter the dot
when the energy gain for leaving the positively biased lead is higher than an energy
cost Ec demanded for putting an additional charge onto the dot. In turn, due to the
gate potential, the Nth electron also cannot leave the quantum-dot unless putting it
into the negatively biased electrode brings more energy than must be paid for removing
the charge from the dot. This translates into respective energy conditions for transport
(−e is the electron charge)
1
2
Ec
(
(N ± 1)2 −N2)− eVgate ((N ± 1)−N) = Ec(±N + 1
2
)
∓ eVgate
!
< e
|Vbias|
2
,
or equivalently
Ec
2
!
< e
|Vbias|
2
+ |eVgate − EcN | .
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Figure 2: Exemplary sketch of a one-electron and of correlated two-electron processes. The height
difference between the gray blocks symbolising the source and drain electrodes reflects the applied bias
voltage eVbias. The orange lines mark the energy cost for populating a certain level of the quantum-
dot. The green arrows denote tunnelling of a single electron onto or out of the quantum-dot, whereas
dashed connections indicate a correlation between two such events.
At eVgate = EcN , we reside in the middle of the Coulomb diamond, where a maximum
value |eVbias| = Ec of the bias voltage of is required to let current flow. Raising/lowering
the gate voltage, the value of |eVbias| necessary for adding/removing an electron shrinks
linearly. Thus the typical shape arises.
While this Coulomb blockade is a universal feature, i.e. observable for any interact-
ing quantum-dot device, the positions of the additional lines in the stability diagram
Fig. 1(b) are specific to the spectrum of the studied nanostructure. Their intensity is
ruled by the tunnelling properties of the involved eigenstates, and these properties are
not purely determined intrinsically, but also dependent on parameters concerning the
coupling to the contacts. In particular, the spin of electrons, in connection with a con-
tact magnetisation, can be source of rich phenomena. Since the discovery of the giant
magneto-resistance1 in 1988, the field of spintronics has been exploring possibilities to
make use not only of the charge, but also of the electrons’ spin degree of freedom, and
hence both universal, but also strongly system specific spin effects in quantum-dots
are always of particular interest.
In the contrary limit of extremely high coupling, Coulomb interactions loose their im-
portance as the quantum-dot can now freely exchange particles with the electronic
reservoirs. In this regime, Green’s function based methods allow a description of elec-
tron transport non-perturbative in the tunnelling coupling. The conductance as a
function of the gate voltage exhibits irregular, but reproducible mesoscopic fluctua-
tions determined by interference of coherent electron wave packets, which scatter at
impurities or at the system boundaries [5].
As already anticipated, the focus of thesis is set far from that latter limit. We are
going to fully account for electron interactions on the quantum-dot, while assuming
1 The 2007 Nobel laureates Albert Fert [11] and Peter Gru¨nberg [12] demonstrated – in independent
experiments – control of conductivity in certain structured materials via an external magnetic field,
relying on a blocked transmission of electrons across anti-parallel magnetised layers.
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values of the tunnelling coupling small enough to justify a perturbative treatment in
the related parameter. However, we will not restrict to sequential tunnelling, which
corresponds to the lowest order of the perturbation theory, but also allow for coherent
processes involving up to two electrons.
Among those events, the probably most prominent one is cotunnelling (Fig. 2, right-
most and second to right), theoretically studied and experimentally observed in nu-
merous works: While one electron enters the dot from the source, another electron
leaves to the drain, resulting in a net transfer of a single charge. If the energy gained
thereby (= eVbias) is high enough, the quantum-dot can be left in an excited state, a
process called inelastic cotunnelling.
Another possibility is electron pair-tunnelling (Fig. 2, second to left) [13]: two electrons
enter (or leave) the dot simultaneously from (or to) the same electrode.
Also comprised are all kinds of charge fluctuations during a single electron tunnelling
process, yielding a correction to that sequential tunnelling event. However, to repro-
duce related, experimentally observed level renormalisation effects [14, 15, 16] , in-
clusion of such terms in all orders of the tunnelling coupling is required (we give an
outlook to this towards the end of the thesis).
Due to its famousness, a last phenomenon which should be mentioned at this place
is the Kondo effect [17, 18]. Though we lay in the following the cornerstones for ap-
proaching the Kondo regime, the effect itself cannot be reproduced in the framework
of this thesis, as the underlying process involves three correlated electrons.
The work at hand splits into two parts, presenting both an approach to the transport
problem and its application to specific quantum-dot systems, where a focus is on spin
effects.
The first part forms the theoretical transport core of the thesis.
In Sect. 1 we explain how to set up an equation of motion which is exact up to fourth
order in the tunnelling coupling to the leads and thus covers a description of single
electron and correlated two electron tunnelling processes, referred as second and fourth
order transport, respectively. In Sect. 2 the arising terms are visualised in form of dia-
grams and a closer examination of those results in a classification which has not been
described so far and brings advantage from the numerical, analytical and interpreta-
tional point of view. Importantly, the presented theory is valid on a very general level.
It imposes normal conducting metals for the electronic reservoirs, but does not specify
the type of quantum-dot studied. The eigenstates and spectrum of this system enter
the transport equations as input parameters.
In the second part we investigate, applying our theoretical concepts, spin phenomena
and higher order effects in transport across two classes of systems:
In Sect. 3 we study minimal models for an interacting quantum single- and double-
dot. The former is minimally described by an isolated level with Coulomb interaction,
while for the latter two such levels are assumed to be coupled, permitting a hopping of
electrons and leading to the distinction of on-site and inter-site Coulomb interactions.
INTRODUCTION | 11
In the focus of Sect. 4 and Sect. 5 are two kinds of metallic quasi one-dimensional
carbon based structures, armchair nanoribbons (Sect. 4) and single wall armchair nan-
otubes (Sect. 5), respectively. For both these systems, short-ranged electron-electron
interactions gain crucial importance on scaling down in dimension, i.e. with shrinking
width of a ribbon, respectively with shrinking diameter of a tube. The impact on car-
bon armchair nanoribbons has not been discussed before and is investigated within
this thesis.
Various evaluations too lengthy to appear in the main part of the thesis have been
moved to the appendices App. A and App. B. While the former belongs to the transport
theoretical part, Sects. 1-2, the latter holds calculations related to the low energy
description of carbon armchair nanoribbons, Sect. 4.
12 |
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THEORY:
TRANSPORT ACROSS QUANTUM-DOTS
This first part of the thesis is dedicated to an analysis of the generalised fourth order
quantum master equation, which accounts for electron transfer across quantum-dots
up to fourth order in the tunnelling coupling, i.e., includes all tunnelling processes
involving one or two electrons.
A compact introduction to this theory is provided in Sect. 1, where we briefly review
notations, present our model and derive the basic equations. Founding on these prepa-
rations, Sect. 2 shows the explicit connection to the diagrammatic representation [19]
and exploits it for a thorough investigation of the fourth order contributions to the
generalised master equation. Major insights are given by a so far unrecognised group-
ing of diagrams as discussed in Sect. 2.3. It allows to draw a relation to underlying
physical processes as well as to T-matrix based rate approaches. Further, it leads to
improvements in the KinEq [20] project, which offers a numerical implementation of
the theory addressed here.
The contents of Sects. 1-2 were worked out in collaboration with Martin Leijnse,
Maarten Wegewijs and Milena Grifoni.
For the understanding of the transport properties of the miscellaneous quantum-dot
systems discussed in the second part of this thesis, the theoretical background conveyed
by Sect. 1 is sufficient.
14 |
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1 Generalised fourth order quantum master equation
The standard approach to transport across a quantum-dot which is separated from
the electronic reservoirs by large tunnelling barriers is provided by the Pauli-master
equation [21, 22]. To calculate the occupations of the dot states, the resulting current
and other transport quantities, it invokes rates calculated by Fermi’s Golden rule to
second order in the tunnelling coupling [21]. The validity of this technique is limited,
as it does not take into account coherences : all non-diagonal element of a density ma-
trix describing the dot are assumed to be zero. For more complex quantum-dots with
degenerate states [23, 24, 25, 26, 27] and/or non-collinearly polarised magnetic elec-
trodes [28, 29, 30, 31, 32], this is fatal as the non-diagonal density matrix elements give
crucial contributions to the state occupations and can thus not be neglected. Instead,
the solution of a generalised master equation for the full density matrix is required.
Such an equation can be obtained by various different methods [33], whereas the rela-
tions among those are not always obvious.
In the following we provide a short formal introduction to the basics of a generalised
master equation approach. We start in Sect. 1.1 with the model, defining the Hamil-
tonian, the reduced density matrix (RDM) describing the quantum-dot as part of the
whole system as well as the time-evolution and transport kernels. Subsequently, in Sect.
1.2, the generalised fourth order quantum master equation for the time-evolution of
the RDM is derived in iterative steps from the Liouville equation. Amendments to
this can be found in App. A.1. Finally, Sect. 1.3 addresses the secular approximation.
This concept is often applied in order to reduce the number of non-vanishing entries
in a density matrix, as it sets to zero all coherences between non-degenerate states.
Importantly, however, it turns out that in fourth order an inclusion of non-secular
contributions is required.
1.1 Model and generalised master equation
The standard Hamilton operator of a quantum-dot system coupled to contacts reads
Hˆtot = Hˆ + HˆT + HˆR . (1)
The Hamiltonian
HˆR =
∑
l=s,d
∑
σ
∑
q
(q − µl) cˆ†lσq cˆlσq
models the reservoirs, i.e., the source and the drain contact; the operator cˆlσq annihi-
lates a quasi-particle in a state q with kinetic energy q in the source (l = s) or drain
lead (l = d), where σ denotes the spin degree of freedom. The source respectively drain
voltage Vs/d = ±Vbias/2 is included in µl, which is the chemical potential for electrons
in lead l with spin σ. The tunnelling Hamiltonian,
HˆT =
∑
l
HˆT l ≡
∑
l
∑
mσq
(
Tlmq dˆ
†
mσ cˆlσq + T
∗
lmq cˆ
†
lσqdˆmσ
)
, (2)
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characterises the coupling between the quantum-dot and the leads. The first term
describes tunnelling into, the second term tunnelling out of the quantum-dot. The
condition for weak coupling is that the linewidth ~Γ, which scales with the squares
|Tlmq|2 of the tunnelling coefficients, is small compared to the thermal energy kBT .
Finally, the Hamiltonian Hˆ stands for the central part of the system, the quantum-
dot. It already includes the effect of the gate voltage:
Hˆ = Hˆ
(0)
 − eαVgateNˆc, (3)
with Nˆc :=
∑
σ dˆ
†
mσdˆmσ denoting the particle counting operator on the dot, Hˆ
(0)
 the
Hamiltonian of the isolated quantum-dot, and a dimensionless conversion factor α in-
corporating the complexity (influence of source and drain electrodes, dielectricity of
the substrate, etc.) of the whole setup.
Under the assumption that the coupling to the leads is weak, it is convenient to split
Hˆtot in a main part Hˆ0 = Hˆ + HˆR plus the perturbation HˆI = HˆT .
The object we are finally interested in is the reduced density matrix [34] (RDM),
ρˆ(t) = TrR {ρˆtot(t)} , (4)
which describes the state of the quantum-dot in the presence of the leads, which
are traced out of the total density matrix ρˆtot, as prescribed by TrR. All relevant
information required to calculate observables of the total system – as e.g. the current
across the device – is thus contained in the RDM. Before the interaction HˆT is switched
on at time t = t0, the system is unperturbed and the total density matrix ρˆtot is
the direct product of the (arbitrary) initial state ρˆ(t0) of the quantum-dot and the
equilibrium state ρˆR of the leads. Afterwards, i.e. for times t > t0, correlations, which
are of the order of the tunnelling coupling [34], build up between leads and quantum-
dot, causing ρˆtot(t) to deviate from the factorised form:
ρˆtot(t) = e
− i~ Hˆtot(t−t0)ρˆtot(t0)e
i
~ Hˆtot(t−t0)
= e−Zˆe−
i
~ HˆI(t−t0) e−
i
~ Hˆ0(t−t0) ρˆ(t0)ρˆR e
i
~ Hˆ0(t−t0) e
i
~ HˆI(t−t0)eZˆ
= ρˆ(t)ρˆR(t) + θ(t− t0)O(HˆI). (5)
Here, Zˆ emerges from the Baker-Campbell-Hausdorff/Zassenhaus relation and con-
tains commutators involving both Hˆ0 and HˆI . Therefore the last equality is certainly
justified. In the following we will always set ρˆR(t) ≡ ρˆR, because each lead is assumed
to be in contact with a larger bath of constant temperature and chemical potential
and thus stays in thermal equilibrium all the time.
A crucial point is a consistent calculation of the correlations between leads and quantum-
dot. There are several ways to obtain an equation of motion (also called kinetic
equation) for the time evolution of the RDM, and both the derivation we present
in Sect. 1.2 as well as the well-known Nakajima-Zwanzig projection operator tech-
nique [35, 36, 37, 38] which is shortly revised in Sect. A.1.3 account for these corre-
lations by explicitly solving for the deviation from the factorised state. In contrast,
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a real-time approach, famous for its diagrammatic representation [39, 40, 19], incor-
porates them automatically by directly integrating out the leads for times t > t0, as
sketched in Sect. A.1.4. All these methods, when consistently applied, are perfectly
equivalent [41], leading to the same time-nonlocal2 generalised quantum master equa-
tion for the RDM, in the form:
˙ˆρ(t) = − i~
[
Hˆ0, ρˆ(t)
]
+
ˆ t
t0
dt′ Kˆ(t− t′)ρˆ(t′). (6)
Here, the first term accounts for the time evolution due to the local dynamics of the
quantum-dot. In the second term, the time evolution kernel Kˆ(t−t′) is a superoperator
acting on the density matrix operator. Convoluted in time with ρˆ(t′), it gives that
part of the time evolution which is generated by the tunnelling.
We are interested in the steady state limit t0 → −∞ and ˙ˆρ(t) = 0 ∀t, where the
density matrix has become time independent: limt→∞ ρˆ(t) = ρˆ∞ = limλ→0 λρˆ(λ). In
this limit, Eq. (6) yields
lim
t→∞
˙ˆρ(t) = 0 = − i~
[
Hˆ0, ρˆ
∞

]
+ lim
λ→0
λKˆ(λ)ρˆ(λ) = − i~
[
Hˆ0, ρˆ
∞

]
+ Kˆ(λ = 0)ρˆ∞ , (7)
where Kˆ(λ) =
´∞
0
dτ e−λτ Kˆ(τ) is the Laplace transform of the time evolution kernel
Kˆ(τ). Taking matrix elements with respect to Hˆ, we obtain from Eq. (6) a set of
linear coupled equations for all states a, a′ of the RDM:
lim
t→∞
(
˙ˆρ(t)
)
bb′
= 0bb′ = − i~
∑
aa′
δab δa′b′ (Ea − Ea′) ρaa′ +
∑
aa′
Kaa
′
bb′ ρaa′ , (8)
with Kaa
′
bb′ := 〈b| Kˆ[ |a 〉〈 a′| ] |b′〉, where we use square brackets to make clear that the
kernel superoperator must first act on the density operator ρˆ∞ =:
∑
aa′ ρaa′ |a 〉〈 a′|,
and then the elements of the resulting matrix are taken. Throughout this work we
use the convention that whenever such square brackets are omitted, it implies that a
superoperator is just to be applied to all objects to its right.
Each diagonal element of the RDM reflects the probability of finding the system in a
certain state. Thus, the normalisation condition∑
a
ρaa = 1. (9)
must be fulfilled and is indeed preserved by the kinetic equation. The restriction Eq.
(9) is actually required to solve the system of linear equations obtained from Eq. (8),
because they are under-determined due to the existence of the sum-rule∑
b
Kaa
′
bb = 0 ∀ a, a′. (10)
2 App. A.1.1 provides some information on a time-local quantum master equation.
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The demand of Eq. (10) holds for arbitrary a, a′ and hence in particular for a = a′,
where it guarantees that gain and loss of probability are balanced in the stationary
state. In Sect. 2.3, gain and loss relations for the fourth order will be a key ingredient
for physical classification and grouping of terms.
The expectation value of any non-local observable can be expressed in a form similar
to Eq. (6). In particular, we can write the current through lead l as
Il(t) = Trtot
{
Iˆlρˆtot(t)
}
= Tr
ˆ t
t0
dt′ KˆIl(t− t′)ρˆ(t′), (11)
with KˆIl the kernel associated to the current operator
Iˆl = −i e~
[
HˆT l, Nˆl
]
= −i e
~
∑
mσq
(
Tlmqdˆ
†
mσ cˆlσq − T ∗lmq cˆ†lσqdˆmσ
)
. (12)
Here, Nˆl =
∑
σq cˆ
†
lσq cˆlσq is the number operator in lead l and Il(t) describes the net
particle current flowing out of lead l (i.e. the number of electrons leaving lead l per
unit time). Taking the steady state limit of Eq. (11), the DC current is given by the
zero-frequency component KˆIl := KˆIl(λ = 0) of the Laplace transform of the current
kernel and the stationary density matrix ρˆ∞ :
lim
t→∞
Il(t) = Tr
{
KˆIl(λ = 0)ρˆ
∞

}
=
∑
aa′
∑
b
(KˆIl)
aa′
bb ρaa′ . (13)
We will now shortly address how to explicitly derive Eq. (6) and Eq. (11) with the
related time evolution and current kernels up to fourth order in the tunnelling cou-
pling. We thereby employ an iterative procedure in the time domain [42, 43, 44]. Two
previously mentioned alternative methods, namely the Nakajima-Zwanzig projection
operator technique and the real-time approach, can be found in appendices Sect. A.1.3
and Sect. A.1.4, respectively.
1.2 Derivation of the fourth order quantum master equation
For the derivation of the generalised master equation, no other ingredient is needed
than the Liouville equation for the total density matrix ρˆtot in the interaction pic-
ture [34]:
˙ˆρItot(t) = −i LˆIT (t)ρˆItot(t), (14)
where we have introduced a Liouville superoperator by the abbreviation
LˆIT (t)XˆI :=
1
~
[
HˆIT (t), Xˆ
I
]
, (15)
with XˆI in general an arbitrary product of time-dependent operators and HˆIT (t) the
tunnelling Hamiltonian Eq. (2) in the interaction picture. Here,
BˆI(t) = e+
i
~ Hˆ0t Bˆ e−
i
~ Hˆ0t , |n(t)〉I = e+
i
~ Hˆ0t |n(t)〉 = e− i~ HˆI t |n(0)〉 ,
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if Bˆ is an operator and |n(t)〉 a state in the Schro¨dinger picture.
The method to be applied now [45] is the same as normally invoked to derive the second
order quantum master equation [34]: Eq. (14) has to be integrated and reinserted into
itself to obtain the expression
˙ˆρItot(t) = −i LˆIT (t)ρˆItot(t0)−
ˆ t
t0
dτ LˆIT (t)LˆIT (τ)ρˆItot(τ). (16)
As we are interested in an equation to fourth order in the tunnelling coupling, we
do not stop at this stage but repeat the iteration steps: we transform Eq. (16) to an
integral equation,
ρˆItot(t) = ρˆ
I
tot(t0)− i
ˆ t
t0
dτ LˆIT (τ)ρˆItot(t0)−
ˆ t
t0
dτ1
ˆ τ1
t0
dτ LˆIT (τ1)LˆIT (τ)ρˆItot(τ), (17)
which is once more reinserted into Eq. (14). After integration of the such obtained
equation for ρˆItot, one arrives at
ρˆItot(t) = ρˆ
I
tot(t0)− i
ˆ t
t0
dτ LˆIT (τ)ρˆItot(t0)−
ˆ t
t0
dτ1
ˆ τ1
t0
dτ LˆIT (τ1)LˆIT (τ)ρˆItot(t0)
+ i
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ LˆIT (τ2)LˆIT (τ1)LˆIT (τ)ρˆItot(τ). (18)
After a final back-insertion of Eq. (18) into the Liouville equation Eq. (14) we perform
the trace over the leads in order to obtain the RDM. Thereby, terms involving in total
an odd number of lead operators – which are contained linearly in LˆIT – vanish. Due
to the relations ρˆItot(t0) = ρˆ
I
(t0)ρˆR and with Eq. (5) we are thus allowed to write in
fourth order perturbation:
˙ˆρI(t) =−
ˆ t
t0
dτ2 TrR
{
LˆIT (t)LˆIT (τ2)ρˆI(t0)ρˆR
}
+
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
+O
(
(LˆIT )6
)
.
(19)
The second order contribution in Eq. (19) contains ρˆI(t0) instead of ρˆ
I
(τ). This is not
desirable, but can be healed easily. Setting the upper integration limit to τ2 instead of
t and taking the trace over the leads, from Eq. (17) follows:
ρˆI(τ2) = ρˆ
I
(t0)−
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
+O
(
(LˆIT )4
)
. (20)
The time dependence on τ2 is crucial to obtain a convolution form. In contrast, the
dependence on t would lead to a time-local quantum master equation, as it is shortly
discussed in App. A.1.1. Upon setting Eq. (20) into Eq. (19) in order to eliminate the
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initial condition we arrive at the so-called time-nonlocal fourth order quantum master
equation,
˙ˆρI(t) =−
ˆ t
t0
dτ TrR
{
LˆIT (t)LˆIT (τ)ρˆI(τ)ρˆR
}
(i) +
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
(ii)−
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ2)TrR
{
LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
ρˆR
}
.
(21)
The fourth order parts of this equation, (21(i)) and (21(ii)), have the following signif-
icance: from (21(i)) all possible fourth order contributions emerge, among them also
reducible ones, which basically describe two sequential, but uncorrelated second order
events. Those are already accounted for in the second order contribution and thus need
to be excluded, which is indeed achieved by the subtraction (21(ii)). Notice that the
Markov-approximation was neither needed for the derivation of Eq. (21), nor for the
following reformulation.
If the nested integrations in Eq. (21) are rewritten according to
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ →
ˆ t
t0
dτ
ˆ t
τ
dτ1
ˆ t
τ1
dτ2 ,
we can introduce the kernel superoperator
KˆI(t, τ) := KˆI(2)(t, τ) +
ˆ t
τ
dτ1
ˆ t
τ1
dτ2 KˆI(4)(t, τ2, τ1, τ) , (22a)
which absorbs all the Liouville operators via the definitions
KˆI(2)(t, τ)XˆI :=− TrR
{
LˆIT (t)LˆIT (τ)XˆI ρˆR
}
,
KˆI(4)(t, τ2, τ1, τ)XˆI := + TrR
{
LˆIT (t)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)XˆI ρˆR
}
− TrR
{
LˆIT (t)LˆIT (τ2)TrR
{
LˆIT (τ1)LˆIT (τ)XˆI ρˆR
}
ρˆR
}
,
(22b)
and allows to cast Eq. (21) in a compact form:
˙ˆρI(t) =
ˆ t
t0
dτ KˆI(t, τ)ρˆI(τ) . (23)
While the equivalence with the Nakajima-Zwanzig technique, Sect. A.1.3, is obvi-
ous upon comparison of Eqs. (22a), (22b) to Eq. (111), the relation to the real-time
approach, i.e. between Eqs. (22a), (22b) and Eq. (118), is perhaps not so perfectly
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evident. The key difference between the two is related to Wick’s theorem for the trace
over the lead operators: in the real-time approach it has already been applied, allow-
ing the reservoirs to be integrated out explicitly, at the earliest possible stage of the
derivation of the fourth order master equation. In Eq. (21), however, as well as in the
projection operator result Eq. (111), Wick’s theorem has not yet been exploited: Line
(i) of Eq. (21) will build all possible contractions, and then line (ii) cancels the ones
which are reducible.
As the correct condition for the steady state of the quantum-dot is ˙ˆρ(t) = 0, we
still have to transform Eq. (23) to the Schro¨dinger picture, which is achieved with the
relation
˙ˆρI(t) = e
+ i~ Hˆ0t ˙ˆρ(t) e−
i
~ Hˆ0t + e+
i
~ Hˆ0t
i
~
[
Hˆ0, ρˆ(t)
]
e−
i
~ Hˆ0t.
We arrive then at the generalised master equation, as it was anticipated in Eq. (6),
with the kernel superoperator
Kˆ(t− τ)[ρˆ(τ)] = e− i~ Hˆ0t
(
KˆI(2)(t, τ)[e+ i~ Hˆ0τ ρˆ(τ) e− i~ Hˆ0τ ]
)
e+
i
~ Hˆ0t
+ e−
i
~ Hˆ0t
(ˆ t
τ
dτ1
ˆ t
τ1
dτ2 KˆI(4)(t, τ2, τ1, τ)[e+ i~ Hˆ0τ ρˆ(τ) e− i~ Hˆ0τ ]
)
e+
i
~ Hˆ0t. (24)
Square brackets were introduced here to point out on which quantities the kernel
superoperators act. In fact the kernel in the Schro¨dinger picture depends merely on
the time difference t−τ =: τ ′, as it will further be clarified in Sect. 2.1 and App. A.2.2.
Current kernel With the knowledge gathered during the derivation of the time
evolution kernel, we can come back now to the current formula Eq. (11), which can be
equivalently formulated in the interaction picture as
Il(t) = Trtot
(
IˆIl (t)ρˆ
I
tot(t)
)
= Tr
ˆ t
t0
dτ KˆIIl(t, τ)ρˆI(τ), (25)
where it is clear that IˆIl (t) is the operator for electron loss from lead l:
IˆIl (t) = −
i
~
[
HˆIT l(t), Nˆ Il (t)
]
= −i LˆIT (t)Nˆ Il (t)
(8)
= − ˙ˆN Il (t).
We know from Eq. (12) that the current operator Iˆl(t) differs, besides a prefactor,
from HˆT l only in the fact that the part related to out-tunnelling from the quantum-
dot has to be counted negative. In particular, it is also of first order in the tunnelling
coupling. Thus, to evaluate a DC current which is correct up to fourth order, we have
to use in the first equality of Eq. (25) the total density matrix ρˆItot(t) in its (exact)
representation Eq. (18). When it is inserted into Eq. (25), the contributions involving
8() Here we deal with the time evolution of an operator in the interaction picture, while the density
matrix evolves according to a state, Eq. (14).
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Figure 3: Under the assumption that the dot is always in
a state with defined electron number, the reduced density
matrix splits into blocks belonging to fixed charge N .
zero and two Liouville operators drop immediately, as they yield in the product with
IˆIl (t) an odd number of lead operators under the trace. The highest order term in Eq.
(18) can remain as it is, while in the one containing the single Liouville operator, ρˆ(t0)
has to be replaced with help of Eq. (20). This results in
Il(t) =− iTr
ˆ t
t0
dτ TrR
{
IˆIl (t)LˆIT (τ)ρˆI(τ)ρˆR
}
+ iTr
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
IˆIl (t)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
− iTr
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
IˆIl (t)LˆIT (τ2)TrR
{
LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
ρˆR
}
.
(26)
Upon comparison with Eq. (21) it is obvious that current kernel KˆIIl(t, τ) employed in
Eq. (25) differs, besides the i as prefactor, from the time evolution kernel KˆI(t, τ), Eq.
(22a), just in the fact the Liouvillian LˆIT (t) is to be substituted by IˆIl (t). This will be
of importance for the diagrammatic analysis in Sect. 2.1.
1.3 The role of coherences
Including the full set of emerging second and fourth order contributions, Eq. (26) pro-
vides together with Eq. (21) for any gate and bias voltage the correct non divergent
second and fourth order solution for the current across a quantum-dot. But due to the
fact that a system which lives in an l-dimensional Hilbert space is in general described
by a l× l density matrix, this comes at the price of calculating a time evolution kernel
of dimension l4, which means a rather drastic numerical effort even for systems with
a moderate number of states.
Fortunately, for most actual problems there exist selection rules which allow to set to
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zero certain elements of the density matrix from the beginning: Whenever two states
a and a′ of the system differ by some quantum number which is conserved in the to-
tal system (including the reservoirs), a coherence can be excluded, i.e. for the related
element of the RDM it holds 〈a|ρˆ∞ |a′〉 = ρaa′ = 0. Throughout this work, only one
of such selection rules is postulated a priori: the conservation of total charge3. As a
consequence, the RDM acquires a block matrix form, as depicted in Fig. 3.
Additionally, very commonly coherences between non-degenerate states are neglected
with the statement that they correspond to rapidly oscillating terms [34]. However,
as was shown in [47], it is only valid to apply this so-called secular approximation to
the terms containing the highest considered order in the perturbation expansion. The
reason is that in fact non-secular contributions produce corrections of the order of the
linewidth ~Γ (as introduced in Sect. 1.1, this quantity scales with the squares |Tlmq|2
of the tunnelling coefficients and the condition for weak coupling is ~Γ kBT ).
Expanding and generalising the discussion in [47], we show now that nevertheless there
exists a way to effectively eliminate density matrix elements between non-degenerate
states.
We start by splitting the density matrix into two parts,
ρˆ∞ =:
(
ρˆs
ρˆn
)
,
where ρˆs is the secular (energy diagonal) part and ρˆn is the non-secular (energy non-
diagonal) part, containing all matrix elements ρaa′ between states with an energy
difference exceeding what is provided by temperature, |Ea − Ea′ | > kBT . All other
elements can be found in ρˆs (including the diagonal components, a = a
′, corresponding
to the populations).
Our aim is to include the effect of non-secular elements ρˆn as corrections to the rates
determining the secular part. For this purpose we write Eq. (8) in block matrix form,(
0
0
)
=
(
(Kˆ0)ss+Kˆ
(2)
ss +Kˆ
(4)
ss Kˆ
(2)
sn +Kˆ
(4)
sn
Kˆ
(2)
ns +Kˆ
(4)
ns (Kˆ0)nn+Kˆ
(2)
nn +Kˆ
(4)
nn
)(
ρˆs
ρˆn
)
,
where the free evolution of the system, cf. Eq. (6), is taken into account via (Kˆ0)
aa′
bb′ ≡
i δabδa′b′ ~−1(Ea′ − Ea), which is thus zero in the ns and sn blocks. Solving for ρˆn one
obtains
ρˆn = −
(
(Kˆ0)nn + Kˆ
(2)
nn + Kˆ
(4)
nn
)−1(
Kˆ(2)ns + Kˆ
(4)
ns
)
ρˆs, (27)
which obviously contains all orders in Γ due to the inverse,(
(Kˆ0)nn + Kˆ
(2)
nn + Kˆ
(4)
nn
)−1
=
(
(Kˆ0)nn
)−1 [
1 +
(
(Kˆ0)nn
)−1(
Kˆ(2)nn + Kˆ
(4)
nn
)]−1
. (28)
3 Conservation of total charge is violated only in the case of superconducting electrodes, where the
present theory has to be modified, see e.g. Ref. [46]. Besides charge, another example for a good
quantum number can be the total spin-projection in case of un- or collinearly polarised electrodes.
24 | 1 Generalised fourth order quantum master equation
Since we assumed kBT  ~Γ and hence by construction |Γ/(Kˆ0)nn|  1, we can
expand [
1 +
(
(Kˆ0)nn
)−1(
Kˆ(2)nn + Kˆ
(4)
nn
)]−1 ≈ 1− ((Kˆ0)nn)−1(Kˆ(2)nn + Kˆ(4)nn ) ≈ 1,
and use it together with Eq. (28) in Eq. (27). Neglecting all contributions beyond order
Γ2 we can then set up the following equation for the energy diagonal part of the RDM:
0 =
(
(Kˆ0)ss + Kˆ
(2)
ss + Kˆ
(4)
ss
)
ρˆs +
(
Kˆ(2)sn + Kˆ
(4)
sn
)
ρˆn =
(
(Kˆ0)ss + Kˆ
(2)
ss + Kˆ
(4)
eff
)
ρˆs,
(29a)
where we have defined the effectively secular fourth order part of the time evolution
kernel
Kˆ
(4)
eff := Kˆ
(4)
ss + KˆC (29b)
containing the correction
KˆC = −Kˆ(2)sn
(
(Kˆ0)nn
)−1
Kˆ(2)ns (29c)
to the secular density matrix due to coherences between non-secular states.
This effective treatment allows to restrict the master equation to the purely secular
part ρˆs of the density matrix, which significantly reduces the numerical effort needed
to evaluate the kernels and solve the generalised master equation.
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2 Diagrammatic analysis
A powerful tool for perturbative quantum transport calculations has been introduced
in the mid-1990s [39, 48, 49, 50] by Gerd Scho¨n together with Herbert Schoeller and
Ju¨rgen Ko¨nig. The diagrammatic technique allows a formulation of the quantum mas-
ter equation in a completely graphical language. Each term in the perturbation ex-
pansion can be visualised as a diagram. Cleverly, there exist simple rules ([19], App.
A.2.3), which permit to directly extract from the diagram the corresponding analytical
expression.
While the basic ingredients for our studies of transport across different types of inter-
acting quantum-dots, Sects. 3-5, were given in Sect. 1, the present section is dedicated
to a closer look on the transport theory itself.
In the following we exploit the convenience of the diagrammatic representation for a
more detailed analysis of the contributions to the effectively secular generalised fourth
order steady state master equation, Eq. (29a),(
(Kˆ0)ss + Kˆ
(2)
ss + Kˆ
(4)
ss + KˆC
)
ρˆs = 0.
As a preparation, Sect. 2.1 demonstrates on an explicit level a one-to-one mapping be-
tween the single contributions to the kernels Kˆ(2) and Kˆ(4) as they arise from Eq. (22b)
and irreducible diagrams. A compact overview is given in Tab. 1, and supplements to
the main text can be found in A.2, in particular a full list of second and fourth order
contributions to the master equation in analytical form, along with the corresponding
diagrams. Importantly, also the correction KˆC , Eq. (29c), can be depicted, in form of
reducible diagrams.
The further goal is to analyse the resulting effectively secular fourth order part of
the kernel, Kˆ
(4)
eff = Kˆ
(4)
ss + KˆC , Eq. (29b). For an assignment of its components to
underlying physical processes, gain and loss relations, as exemplified in Sect. 2.2, play
an important role. We demonstrate in Sect. 2.3 how the contributions to Kˆ
(4)
eff can
be classified. Sorting them into 3×3 groups, according to Fig. 6, allows a significant
simplification for the actual analytical as well as numerical evaluation of the trans-
port rates, as partial cancellations occur among the members of each group. App. A.3
holds some additional details on this. On the basis of Sect. 2.2, we further explore the
physical background of the grouped expressions.
Finally, with help of the grouping we can trace in Sect. 2.4 the relation to T-matrix
based rate approaches and the origin of divergences encountered within those.
2.1 Kernel components and diagrammatic representation
Our starting point is Eq. (22b), and for an evaluation we have to substitute the def-
inition of the Liouville operator, Eq. (15). Splitting the tunnelling Hamiltonian Eq.
(2) contained in there into an in-tunnelling (+) and out-tunnelling part (-), we can
26 | 2 Diagrammatic analysis
b′
b a
a′
Figure 4: Time ordering in a diagram associated to a fourth order process. Ev-
ery term arising from Eq. (21) can uniquely be translated into a specific diagram.
While the time-order is crucial for this mapping, the resulting diagram itself is time
independent and represents the Laplace transformed expression.
represent ~−1HˆIT (ti) as
1
~
HˆIT (ti) = Aˆ
+
i + Aˆ
−
i , with Aˆ
+
i =: Dˆ
+
i Cˆ
−
i :=
∑
lmσq
(
~−1dˆ†mσ(τi)
)(
Tlmq cˆlσq(τi)
)
,
Aˆ−i =: Cˆ
+
i Dˆ
−
i :=
∑
lmσq
(
T ∗lmq cˆ
†
lσq(τi)
)(
~−1dˆmσ(τi)
)
,
(30)
and τ0 = τ , τ3 = t (see also Fig. 4). It holds Cˆ
±
i Dˆ
∓
i = −Dˆ∓i Cˆ±i , as the fermionic
operators of the leads anti-commute with the quantum-dot operators. The inverse
~−1 of the Planck constant appearing in Eq. (15) was also included here. The kernel
components as defined in Eq. (22b) then read
KˆI(2)(t, τ)ρˆI(τ) = −
∑
p0,p3
∈{+,−}
TrR
[
Aˆp33 ,
[
Aˆp00 , ρˆ
I
(τ)ρˆR
] ]
, (31a)
KˆI(4)(t, τ2, τ1, τ)ρˆI(τ) =
∑
p0,p1,p2,p3∈{+,−}
(
TrR
[
Aˆp33 ,
[
Aˆp22 ,
[
Aˆp11 ,
[
Aˆp00 , ρˆ
I
(τ)ρˆR
] ] ] ]
−TrR
[
Aˆp33 ,
[
Aˆp22 ,TrR
{[
Aˆp11 ,
[
Aˆp00 , ρˆ
I
(τ)ρˆR
] ]}
ρˆR
] ] )
. (31b)
Evaluating the multiple commutators is a lengthy but standard task, which is carried
out in App. A.2.1. The cyclic property of the trace, as well as Wick’s theorem must be
invoked to split off and contract two fermionic operators each. Relying on the outcomes
of this procedure, Eqs. (120a), (120b), we list in Tab. 1, under exclusion of hermitian
conjugate terms, all resulting second and fourth order contributions, alongside with a
related diagram each. The assignment to it works as follows:
In general we take as basis a 2n-th order contribution in the interaction picture,∏
α
〈
CˆIα
〉
〈b| DˆI |a〉 〈a| ρˆI(τ) |a′〉 〈a′| Dˆ′I |b′〉 ,
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where each CˆIα is formed by a product of two (time dependent) lead operators,
∏
α〈CˆIα〉
denotes the product of n Wick contractions of those two lead operators and DˆI , Dˆ′I
contain together the associated 2n dot operators (also time dependent). As depicted
in Fig. 4 for the fourth order case, the diagram consists of an upper and a lower con-
tour, taking the state b′ to a′ and a to b, as indicated by the arrows. Throughout
the diagram, time grows from right to left4, such that states a, a′ (associated with
ρˆI(τ)) are called the initial, and b, b
′ are called the final states. In the shaded area an
irreducible processes of fourth (in general 2nth) order in the tunnelling takes place,
starting at time τ and ending at time t. Every quantum-dot operator standing to the
left (DˆI) of the RDM creates a vertex at its given time (see Tab. 1) on the upper,
every quantum-dot operator on the right (Dˆ′I) of the RDM creates a vertex on the
lower contour. At each vertex, the charge of the evolving state changes by ±1. The
vertices of two quantum-dot operators which are contracted via their lead operators
have to be connected by a fermion line, which points to the creation operator vertex,
because here the charge grows by 1, while the action of the annihilation operator is to
reduce the charge by 1. It is important to mention that upon writing out the sum over
the leads and spin-projections in Eq. (30), each fermion line acquires a lead index li
as well spin index σi.
In Tab. 1, the sums are still hidden in the placeholders C p¯iD
p
i /C
p¯′
i D
p′
i and correspond-
ingly these indices are omitted in the diagrammatic representation. Further, no direc-
tions were assigned to the fermion lines, because we also did not specify p and p′, i.e.
which are the creation and which the annihilation operators. The hermitian conjugated
terms, which are not shown, would in terms of diagrams just correspond to a hori-
zontal mirroring, i.e. all vertices on the upper contour have to be flipped to the lower
one and vice versa. So each second order diagram shown in Tab. 1 stands for a sum of
four, each fourth order diagram for a sum of eight distinct diagrams. A complete list
of the hence emerging 8+128 single diagrams is found in App. A.2.4. Notice that from
the diagrams it can be verified at a glance that all our contributions are irreducible:
Between the first and the last vertex at times t, respectively τ , there is no time point
at which the diagram could be separated into two parts without cutting a fermion line:
the two tunnelling processes represented by the fermion lines are correlated.
A big advantage of the diagrams is that there exist simple rules [39, 40, 19], explained
at length in App. A.2.3, which directly allow to read off the contribution to Kˆ(λ = 0),
i.e. the zero frequency component of the Laplace transformed time evolution kernel.
This is in fact the object we are finally looking for in order to calculate the stationary
state RDM ρˆ∞ , see Eq. (7).
The formulation in terms of single kernel elements, which is given by Eq. (8), can now
symbolically be rewritten as
4 Time is unrelated to the direction of the contours.
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KˆI(2)(t, τ)ρˆI(τ) Kˆ(2)
+
〈
Cˆp0 Cˆ
p¯
3
〉(
Dˆp3 ρˆ
I
(τ) Dˆ
p¯
0
)
−
〈
Cˆ p¯3 Cˆ
p
0
〉(
Dˆp3Dˆ
p¯
0 ρˆ
I
(τ)
)
Table 1: On the top we give the sec-
ond, on the right the fourth order con-
tributions to the time evolution kernel,
both as they arise in the time domain
from the fourth order quantum mas-
ter equation in the interaction picture,
Eqs. (31a), (31b), as well as the corre-
sponding diagrammatic representations,
which absorbs any negative signs. We
use placeholders p, p′ = ± and p¯ =
−p, p¯′ = −p′, which means for the di-
agrams that we do not specify the direc-
tions of the fermion lines. Moreover we
omit hermitian conjugates. Importantly,
the diagrammatic rules, App. A.2.3, al-
low to read off automatically the Laplace
transform of the time evolution kernel
contributions, which are needed for the
calculation of the steady state RDM, see
Eqs. (7), (8). In App. A.2.4 we explicitly
list all 8 second and 128 fourth order
contributions emerging upon specifying
p and p′ and including hermitian conju-
gates.
KˆI(4)(t, τ2, τ1, τ)ρˆI(τ) Kˆ(4)
+
〈
Cˆ p¯
′
2 Cˆ
p′
1
〉〈
Cˆ p¯3 Cˆ
p
0
〉
Dˆp3Dˆ
p′
2 Dˆ
p¯′
1 Dˆ
p¯
0 ρˆ
I
(τ)
−
〈
Cˆ p¯3 Cˆ
p
1
〉〈
Cˆ p¯
′
2 Cˆ
p′
0
〉
Dˆp3Dˆ
p′
2 Dˆ
p¯
1Dˆ
p¯′
0 ρˆ
I
(τ)
+
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉
Dˆp3Dˆ
p′
2 ρˆ
I
(τ) Dˆ
p¯′
0 Dˆ
p¯
1
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆp
′
1 Cˆ
p¯′
2
〉
Dˆp3Dˆ
p′
2 ρˆ
I
(τ) Dˆ
p¯
0Dˆ
p¯′
1
+
〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
Cˆ p¯3 Cˆ
p
1
〉
Dˆp3Dˆ
p¯
1 ρˆ
I
(τ) Dˆ
p¯′
0 Dˆ
p′
2
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆ p¯
′
2 Cˆ
p′
1
〉
Dˆp3Dˆ
p¯′
1 ρˆ
I
(τ) Dˆ
p¯
0Dˆ
p′
2
+
〈
Cˆp
′
1 Cˆ
p¯′
2
〉〈
Cˆ p¯3 Cˆ
p
0
〉
Dˆp3Dˆ
p¯
0 ρˆ
I
(τ) Dˆ
p¯′
1 Dˆ
p′
2
−
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆ p¯
′
2 Cˆ
p′
0
〉
Dˆp3Dˆ
p¯′
0 ρˆ
I
(τ) Dˆ
p¯
1Dˆ
p′
2
+
〈
Cˆ p¯
′
2 Cˆ
p′
1
〉〈
Cˆ p¯3 Cˆ
p
0
〉
Dˆp3Dˆ
p¯′
1 Dˆ
p¯
0 ρˆ
I
(τ) Dˆ
p′
2
−
〈
Cˆ p¯3 Cˆ
p
1
〉〈
Cˆ p¯
′
2 Cˆ
p′
0
〉
Dˆp3Dˆ
p¯
1Dˆ
p¯′
0 ρˆ
I
(τ) Dˆ
p′
2
+
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉
Dˆp3 ρˆ
I
(τ) Dˆ
p¯′
0 Dˆ
p¯
1Dˆ
p′
2
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆp
′
1 Cˆ
p¯′
2
〉
Dˆp3 ρˆ
I
(τ) Dˆ
p¯
0Dˆ
p¯′
1 Dˆ
p′
2
+
〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
Cˆ p¯3 Cˆ
p
1
〉
Dˆp3Dˆ
p′
2 Dˆ
p¯
1 ρˆ
I
(τ) Dˆ
p¯′
0
−
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Cˆp0 Cˆ
p¯
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〉〈
Cˆ p¯
′
2 Cˆ
p′
1
〉
Dˆp3Dˆ
p′
2 Dˆ
p¯′
1 ρˆ
I
(τ) Dˆ
p¯
0
+
〈
Cˆp
′
1 Cˆ
p¯′
2
〉〈
Cˆ p¯3 Cˆ
p
0
〉
Dˆp3Dˆ
p′
2 Dˆ
p¯
0 ρˆ
I
(τ) Dˆ
p¯′
1
−
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆ p¯
′
2 Cˆ
p′
0
〉
Dˆp3Dˆ
p′
2 Dˆ
p¯′
0 ρˆ
I
(τ) Dˆ
p¯
1
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ρ˙∞bb′ = 0 =
∑
aa′K
aa′
bb′ ρ
∞
aa′ =
∑
aa′
(
ρ∞aa′
)
.
a
a′
b
b′
To make the relation between Kˆ(λ = 0) and our expression for the time evolution
kernel, Eq. (24), which is still in time space, more explicit, we write the element Kaa
′
bb′
as a sum determined by the order in the tunnelling coupling,
(Kˆ)aa
′
bb′ = (Kˆ
(2))aa
′
bb′ + (Kˆ
(4))aa
′
bb′ + · · · ,
and find(
Kˆ(2)
)aa′
bb′
= lim
λ→0
ˆ ∞
0
dτ ′ e−λτ
′
e
i
~ (Ea−Ea′ )(t−τ ′)e−
i
~ (Eb−Eb′ )t
〈
b
∣∣∣KˆI(2)(t, t− τ ′)[|a〉 〈a′|]∣∣∣ b′〉 ,(
Kˆ(4)
)aa′
bb′
= lim
λ→0
ˆ ∞
0
dτ ′ e−λτ
′
ˆ τ ′
0
dτ ′1
ˆ τ ′1
0
dτ ′2 e
i
~ (Ea−Ea′ )(t−τ ′)e−
i
~ (Eb−Eb′ )t
×
〈
b
∣∣∣KˆI(4)(t, t− τ ′2, t− τ ′1, t− τ ′)[|a〉 〈a′|]∣∣∣ b′〉 .
(32)
Here we shifted integration variables according to τ ′ = t − τ, τ ′1 = t − τ1, τ ′2 = t − τ2.
The kernel components are, see Tab. 1, time dependent only via the involved lead and
dot operators, which decompose as〈
Cˆpii Cˆ
pj
j
〉
D
p¯i/j
i/j · · ·D
p¯j/i
j/i = δpj ,−pi~
−2
ˆ
dω fpil (ω) ρ˜lσ
∑
q|ω
epi
i
~ω (τi−τj)
×
∑
σ
∑
mm′
TlmqT
∗
lm′q
{
e
i
~ Hˆτi/j dˆm′σe
− i~ Hˆτi/j · · · e i~ Hˆτj/i dˆ†mσe−
i
~ Hˆτj/i pi = +,
e
i
~ Hˆτi/j dˆ†mσe
− i~ Hˆτi/j · · · e i~ Hˆτj/i dˆm′σe− i~ Hˆτj/i pi = −,
(33)
with f+l (ω) ≡ f(βω + βeVl) = (eβω+βeVl + 1)−1 the Fermi function for the lead l,
f−l (ω) ≡ 1− fl(ω), β = (kBT )−1 the inverse of the thermal energy and ρ˜lσ in general
being the spin-dependent density of states in lead l. The sum over q is restricted to
states of the electron with energy ω. For simplicity, we assume here energy-independent
tunnelling couplings, such that we can define tunnelling matrix elements (TMEs)
T+lσ(a, b) :=
√
ρ˜lσ
∑
m
∑
q|ω
Tlmq〈a|dˆ†mσ|b〉 respectively T−lσ(a, b) := [T+lσ(b, a)]† (34)
which are not dependent on ω. Using Eq. (33) for all operators contained in Eq. (32)
it turns out in general that the dependence on t cancels among all the exponentials
in the integrands. This is clearly seen in App. A.2.2, where we give examples for the
calculation of a kernel element in second and fourth order starting from Eq. (32).
Further, it is found that the expression for (Kˆ(2))aa
′
bb′ respectively (Kˆ
(4))aa
′
bb′ splits into
a product of TMEs multiplied by an energy dependent function. As explained in
Sect. A.2.3, that result is also obtained directly from the diagrams by applying the
aforementioned diagrammatic rules.
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Current kernel Having learned of the convenience of the diagrammatic represen-
tation, it would be advantageous to also formulate the current kernel in terms of
diagrams. We have demonstrated in Sect. 1.2 that there is a close similarity between
the equation of motion for the RDM, Eq. (26), and the expression for the current, Eq.
(21). The fact that the current kernel KˆIIl(t, τ) differs from the time evolution kernel
KˆI(t, τ) only by replacement of the Liouville superoperator LˆIT (t) with the current
operator Iˆl(t) has actually the implication that KˆIl(λ = 0) is constructed from the
same diagrams as Kˆ(λ = 0), except for the following restrictions:
1. As Iˆl contains only operators from lead l, there is no sum over the lead index
of the fermion line connected to the latest vertex (at time t), because it must
exclusively belong to lead l.
2. As Iˆl, being a normal operator instead of a superoperator, involves no commu-
tator, the vertex at time t must lie on the upper contour.
3. As Iˆl differs from HˆT l by the sign of the out-tunnelling contribution, the sign
of diagrams with the fermion line pointing away from the latest vertex must be
inverted.
The cyclic property of the full trace in Eq. (25) allows actually to rephrase the second
and third condition: alternative to these two rules, one can also employ all diagrams
with the latest vertex on the upper contour and the fermion line pointing towards this
vertex, as well as all the diagrams with the latest vertex on the lower contour and the
fermion line pointing away from it, whereas the sign of these must be inverted.
Non-secular corrections We stated, and now demonstrate, that the correction
term KˆC , Eq. (29c),
KˆC = −Kˆ(2)sn
(
(Kˆ0)nn
)−1
Kˆ(2)ns ,
in the effectively secular fourth order part Kˆ
(4)
eff of the time evolution kernel can be
seen as a sum of reducible fourth order diagrams:
The inverse of the kernel (Kˆ0)
aa′
aa′ , which corresponds to free evolution of the state a
on the upper contour and a′ on the lower contour, agrees with what is obtained from
the diagrammatic rules for a diagram without tunnelling lines, see App. A.2.3,
~
[(
Kˆ0
)−1]aa′
aa′
=
−i
Ea′ − Ea ≡
a
a′ .
a
a′
Note that this ”free evolution” term is always finite since the expansion is only carried
out in the non-secular subspace.
Representing a general second order contribution diagrammatically as
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[
Kˆ(2)
]aa′
bb′
≡
a
a′ ,
b
b′
the correction term due to coherences between non-secular states is given by
(
Kˆ
(4)
C
)aa′
bb′
=
∑
cd
c
d
a
a′ ,
b
b′
where the sum is performed over all pairs of states c and d with |Ed−Ec| > kBT  ~Γ.
Hence Kˆ
(4)
C as represented in Eq. (29c) can be evaluated by using the diagrammatic
rules, App. A.2.3, as for an irreducible fourth order diagram5.
We have thus shown that the non-secular corrections can be included through an ad-
ditional sum of reducible diagrams, to which the same diagrammatic rules as for irre-
ducible terms apply. Since the intermediate free evolution only involves non-degenerate
states c, d there is no problem with divergences.
2.2 Intermezzo: Gain and loss relations
Before we continue, we have to get a basic understanding of what we call gain and loss
relations. To anticipate, the idea is to identify gain-loss partners, i.e., diagram pairs
which cancel in the sum-rule Eq. (10). The gain-loss partnerships are crucial for the
upcoming core section, Sect. 2.3, with respect to both the group formation and the
subsequent assignment of underlying physical processes.
To realize what is the connection between the rates of physical events and the elements
of the kernel ruling the time evolution, it is sufficient to consider a very simple example
system: a single-level quantum-dot, also known as Anderson impurity model with
Coulomb interaction and spin. The system, addressed in more detail later in Sect.
3.1, is characterised by the four states |0〉, |↑〉, |↓〉, |2〉, corresponding respectively to
zero, one spin-up, one spin-down or two spin-paired electrons on the dot. Assuming
unpolarised or collinearly polarised contacts, spin is a conserved quantity such that
there exist no coherences between |↑〉 and |↓〉 sectors. The density matrix has only
the diagonal entries 〈0 |ρˆ| 0〉 =: P0, 〈↑ |ρˆ|↑〉 =: P↑, 〈↓ |ρˆ|↓〉 =: P↓, 〈2 |ρˆ| 2〉 =: P2.
With Γα→β denoting the rate for a transition from state |α〉 to state |β〉, the equations
determining the time evolution of the single-level populations can be written down
formally as (σ ∈ {↑, ↓}, σ =↑⇒ σ¯ =↓, σ =↓⇒ σ¯ =↑):
5 Thereby, the minus sign in Eq. (29c) is indeed correct, as by putting the three parts together and
applying the diagrammatic rules to the reducible fourth order diagram, one misses an additional
i2 which would arise from the two isolated second order contributions.
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Figure 5: Constructing gain and loss partners in second order.
P˙0 = −
(∑
σ
Γ0→σ + Γ0→2
)︸ ︷︷ ︸
=K0000
P0 +
∑
σ
Γσ→0︸ ︷︷ ︸
=Kσσ00
Pσ + Γ
2→0︸ ︷︷ ︸
=K2200
P2,
P˙σ = −
(
Γσ→0 + Γσ→σ¯ + Γσ→2
)︸ ︷︷ ︸
=Kσσσσ
Pσ + Γ
0→σ︸ ︷︷ ︸
=K00σσ
P0 + Γ
σ¯→σ︸ ︷︷ ︸
=Kσ¯σ¯σσ
Pσ¯ + Γ
2→σ︸ ︷︷ ︸
=K22σσ
P2,
P˙2 = −
(∑
σ
Γ2→σ + Γ2→0
)︸ ︷︷ ︸
=K2222
P2 +
∑
σ
Γσ→2︸ ︷︷ ︸
=Kσσ22
Pσ + Γ
0→2︸ ︷︷ ︸
=K0022
P0.
(35)
We identified here all the nonzero components of the time evolution kernel, such that
it is easy to verify the sum-rule Eq. (10). For instance for the processes starting from
the state |2〉 it holds:
K2222︸︷︷︸
‘loss’
= −
(
K2200︸︷︷︸
‘gain’
+
∑
σ
K22σσ︸︷︷︸
‘gain’
)
.
We denoted K2222 as a loss contribution. The reason is that it appears in the equation
for P˙2, and it comprises all rates of processes depopulating the initial state |2〉. On the
other hand, each rate Γ2→α contained in K2222 must appear in a second place, namely
in the equation for P˙α, inside K
22
αα. Here, it is a gain contribution, as the process feeds
the population of state |α〉. This is the physical background of the sum-rule Eq. (10).
Importantly, we can further conclude that not every kernel component, and therewith
not every diagram, has a physical meaning of its own.
Let us visualise this for the second order. Here, Γ2→0 = 0 = K2200 , so the gain con-
tributions are K22σσ = Γ
2→σ, σ ∈ {↑, ↓}, and the loss term is K2222 = −
∑
σ Γ
2→σ.
Diagrammatically,
K2222 = −
∑
σ Γ
2→σ;
−Γ2→σ =
σ
2
2
2
2
σ
+
2
2
2
2
,
K22σσ = +Γ
2→σ =
σ
σ
2
2
+
σ
σ
.
2
2
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First, notice that every rate is constructed from more than one diagram. In our sim-
ple second order example, it is only the hermitian conjugate partners, but for fourth
order diagrams there can be several contributions. The physical interpretation of K22σσ
is obvious: both diagrams it is constructed of describe electron tunnelling out of the
quantum-dot, changing its state from |2〉 to |σ〉 (remember that time evolves from
right to left throughout the diagram). For K2222 , the first look at the two upper ‘bubble’
diagrams might suggest that they describe a temporary tunnelling event from state |2〉
to |σ〉. That is not true, as it can be seen from the construction Fig. 5: upon moving
the vertex at the latest time t to the opposite contour, one diagram emerges from
the other. According to the diagrammatic rules, this manipulation changes merely the
sign of the analytical contribution associated with a diagram, such that it is really
these gain-loss partners which originate from one and the same tunnelling process and
cancel in the sum-rule Eq. (10). A necessary condition is that the final states – named
b in Eq. (10) – are diagonal, otherwise shifting the vertex as depicted in Fig. 5 is not
possible.
Temporary (so-called virtual) transitions are in fact incorporated in any second order
diagram via the imaginary part of the related energy dependent function Eq. (124a),
where energy is integrated over (i.e. due to its temporary nature the virtual tunnelling
process may be energy non-conserving). That imaginary part, however, cancels out
upon summation of hermitian conjugates, except for bubble diagrams off-diagonal in
the initial or final states. So the association of bubble diagrams with quantum fluctu-
ations can also be justified.
At this point, let us underline that it is not a choice, but a physical demand that
we move the vertex at the latest (and not the one at the earliest) time6: A physical
process leading from state |α〉 to a state |β〉 must always start initially from state |α〉,
but influences the population of both |α〉 and |β〉, which requires diagrams differing
in their final states.
In the following, the identification of gain-loss partners will help us for the grouping
as well as for a physical interpretation of the fourth order diagrams.
2.3 Grouping of diagrams
We have arrived now at the core section of the first, transport theoretical, part of this
thesis. In the following we consider the full set of diagrams required for an effectively
secular fourth order calculation, i.e., all the – irreducible – entries of Tab. 1 construct-
ing Kˆ
(4)
ss plus all possible reducible diagrams needed for KˆC .
In Sect. 2.3.1 we wish to demonstrate that within this full set, there exists a structure,
namely the grouping, which allows analytical simplifications and as a consequence nu-
merical speed-ups for the evaluation of Eq. (29a) for the effectively secular density
matrix ρˆs.
6 Translating for the sum-rule Eq. (10) into the summation over diagonal final states b.
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In Sect. 2.3.2 we treat the physical aspect behind the new structure. While, unsatis-
fyingly, single diagrams cannot straightforwardly be assigned to underlying physical
processes, the grouping opens a possibility for such interpretations. An important in-
gredient for the progress in this direction are the previously addressed gain and loss
relations.
2.3.1 The grouping
The basic figure we will refer to throughout this section is Fig. 6. It contains 16+8
representatives for the 128 irreducible plus 64 reducible fourth order diagrams con-
structing the effectively secular fourth order part of the time evolution kernel,
Kˆ
(4)
eff ≡ Kˆ(4)ss + Kˆ(4)C ,
according to Eq. (29b). Allowing both reducible and irreducible diagrams, there are 24
distinct ways to place four vertices time ordered on the contours, and – without spe-
cifying directions of the fermion lines – three different ways to connect them. Picking
one representative for each hermitian conjugate pair, we arrive thus at the 24 diagrams
shown in Fig. 6. Notice that unlike in Fig. 1 we have not always chosen the represen-
tative with the latest vertex on the upper contour, which is for reasons of clarity in
the upcoming gain-loss discussion.
The first step is now to acquire a basic understanding of the structure of Fig. 6. After-
wards we analyse the advantage of the grouping from the analytical side and finally
we turn to a physical interpretation.
Grouping structure In Fig. 6 we have identified three supergroups, labelled A, B
and C, corresponding to three different ways of connecting the vertices.
Within each supergroups G∈ {A,B,C}, the diagrams are subdivided into groups G.(0),
G.(1) and G.(2) according to the number of vertices on their upper contour. Further,
as indicated in the figure, we distinguish between stand-alone diagrams (s) and groups
of three diagrams (t). Group G.(0) consists of only one ‘basic’ diagram G.(0)(s), with
all the vertices on the lower contour, exactly reflecting the three possible types of con-
necting.
Supergroup A obviously collects the diagrams where the fermion lines are crossed.
These are all irreducible. Supergroups B and C contain both irreducible and reducible
diagrams. Except for the diagram C.(0)(s), supergroup C comprises all diagrams with
the earliest (rightmost) vertex on the upper contour connected to the earliest ver-
tex on the lower contour. The connection to C.(0)(s) is its gain-loss partnership with
C.(1)(s): as described in Sect. 2.2, moving the latest vertex to the opposite contour,
the diagrams transform into each other.
As just explained for supergroup C, we can verify in general that the diagrams G.(0)(s)
2.3 Grouping of diagrams | 35
A.(0)
A.(1)
A.(2)
B.(0)
B.(1)
B.(2)
C.(0)
C.(1)
C.(2)
Figure 6: The sixteen irreducible 4th order diagrams, together with the eight reducible correction
diagrams, can be sorted by topology into three supergroups A, B and C. Within each supergroup,
there exist the subgroups (0),(1) and (2), labelled by the number of vertices on the upper contour.
Further we distinguish between stand-alone diagrams (s) and triple groups (t).
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and G.(1)(s) are gain-loss partners7. There remain the triple groups, consisting either of
diagrams with two vertices on each contour, groups G.(2)≡G.(2)(t), or three vertices,
among those the latest one, on the lower contour, giving the three diagrams in groups
G.(1)(t). Diagrams with three vertices on the upper contour are hermitian conjugates
of diagrams contained in G.(1) and thus omitted, and for the same reason, group
G.(2)(t) contains just 1
2
× (4
2
)
=3 diagrams. Again we can observe a gain-loss relation:
each diagram from a G.(1)(t) group has its gain-loss partner in the G.(2)(t) group.
Diagram summations We have stated in Sect. 2.1 and confirmed in App. A.2.2 that
the analytical expression related to a diagram splits into two parts, namely on the one
hand into a product of tunnelling matrix elements, as defined in Eq. (34), and on the
other hand an energy dependent function. This is also clear from the diagrammatic
rules, App. A.2.3.
Within any group G.(x), x ∈ {0, 1, 2}, all diagrams have the same topology. As a
consequence, for a fixed sequence of states, the members of the group always come
with the same tunnelling matrix elements8, such that the energy dependent parts of
their analytical expressions can be added up to a new energy dependent function G˜(x).
This allows in general to condense the group’s contribution to the time evolution
kernel into one compact analytical expression, as shown in Tab. 2, with the functions
G˜(x) given in App. A.3.1, Eq. (129). Specifically, an arbitrary element of the effectively
secular kernel can then – in full generality – be written as9(
Kˆ
(4)
eff
)aa′
bb′
=
∑
x∈{0,1,2}
((
A(x)
)aa′
bb′ +
(
B(x)
)aa′
bb′ +
(
C(x)
)aa′
bb′ + c.c.
)
. (36)
Moreover, given now the condition that the chosen initial states a, a′ have the same en-
ergy (i.e. diagonal or secular non-diagonal states), the three diagrams in the subgroups
G.(1)(t) or G.(2)(t) have an additional property which allows to perform the summa-
tion of their energy dependent parts at the earliest possible stage. From Tab. 1 we can
read off their specific contributions to the kernel component Kˆ(4)(t, τ2, τ1, τ)[ρˆI(τ)], Eq.
(22b). It is easy to verify that for all groups G.(x)(t) (x∈ {1, 2}), those can formally
be written as
GˆI(x)(t, τ2, τ1, τ)[ρˆI(τ)] + GˆI(x)(t, τ1, τ2, τ)[ρˆI(τ)] + GˆI(x)(t, τ, τ2, τ1)[ρˆI(τ)], (37)
because the ordering of the operators is for the three diagrams of the group identical
up to the permutation of time arguments (for an explicit assignment see App. A.3.1,
7 They are stand-alone diagrams, as there exists, concerning diagrams G.(0)(s), only one way to
distribute the four vertices on the lower contour, respectively for the resulting gain-loss partners
G.(1)(s) only one choice in putting the latest vertex on the upper and all others on the lower
contour.
8 Of course, for special values of the state indices this may coincidentally also hold for diagrams
from different groups, such that the reverse is not true in general.
9 The complex conjugate must be added because G(x), as defined in Tab. 2, refers only to one out
of a hermitian conjugate pair of diagrams.
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(
A(0)
)aa′
bb′ = −
∑
m′1,m
′
2,m
′
3
∑
pp′
∑
ll′
(∑
σσ′
T p¯lσ(a
′,m′3)T
p¯′
l′σ′(m
′
3,m
′
2)T
p
lσ(m
′
2,m
′
1)T
p′
l′σ′(m
′
1, b
′)
)
× A˜(0)(Eam′1 − p′eVl′ , Eam′3 − peVl, Eam′2 − peVl − p′eVl′)(
A(1)
)aa′
bb′ = +
∑
m′1,m
′
2
∑
pp′
∑
ll′
(∑
σ,σ′
T plσ(b, a)T
p¯′
l′σ′(a
′,m′2)T
p¯
lσ(m
′
2,m
′
1)T
p′
l′σ′(m
′
1, b
′)
)
× A˜(1)(Eam′2 − p′eVl′ , Eba + peVl, Eam′1 − peVl − p′eVl′ ;Eaa′ , Ebb′)(
A(2)
)aa′
bb′ = −
∑
m,m′
∑
pp′
∑
ll′
(∑
σ,σ′
T plσ(b,m)T
p′
l′σ′(m, a)T
p¯
lσ(a
′,m′)T p¯
′
l′σ′(m
′, b′)
)
× A˜(2)(Eam′ − peVl, Ema + p′eVl′ , Eab′ − peVl − p′eVl′ ;Eaa′)
(
B(0)
)aa′
bb′ = +
∑
m′1,m
′
2,m
′
3
∑
pp′
∑
ll′
(∑
σσ′
T p¯
′
l′σ′(a
′,m′3)T
p′
l′σ′(m
′
3,m
′
2)T
p¯
lσ(m
′
2,m
′
1)T
p
lσ(m
′
1, b
′)
)
× B˜(0)(Eam′1 − peVl, Eam′3 − p′eVl′ , Eam′2)(
B(1)
)aa′
bb′ = −
∑
m′1,m
′
2
∑
pp′
∑
ll′
(∑
σσ′
T plσ(b, a)T
p¯′
l′σ′(a
′,m′2)T
p′
l′σ′(m
′
2,m
′
1)T
p¯
lσ(m
′
1, b
′)
)
× B˜(1)(Eam′2 − p′eVl′ , Eba + peVl, Eam′1 ;Eaa′ , Ebb′)(
B(2)
)aa′
bb′ = +
∑
m,m′
∑
pp′
∑
ll′
(∑
σσ′
T p¯lσ(b,m)T
p
lσ(m, a
′)T p¯
′
l′σ′(a
′,m′)T p
′
l′σ′(m
′, b′)
)
× B˜(2)(Eam′ − p′eVl′ , Ema + peVl, Eab′ ;Eaa′)
(
C(0)
)aa′
bb′ = +
∑
m′1,m
′
2,m
′
3
∑
pp′
∑
ll′
(∑
σσ′
T p¯
′
l′σ′(a
′,m′3)T
p¯
lσ(m
′
3,m
′
2)T
p
lσ(m
′
2,m
′
1)T
p′
l′σ′(m
′
1, b
′)
)
× C˜(0)(Eam′1 − p′eVl′ , Eam′3 − p′eVl′ , Eam′2 − peVl − p′eVl′)(
C(1)
)aa′
bb′ = −
∑
m′1,m
′
2
∑
pp′
∑
ll′
(∑
σσ′
T p
′
l′σ′(b, a)T
p¯′
l′σ′(a
′,m′2)T
p¯
lσ(m
′
2,m
′
1)T
p
lσ(m
′
1, b
′)
)
× C˜(1)(Eam′2 − p′eVl′ , Eba + p′eVl′ , Eam′1 − peVl − p′eVl′ ;Eaa′ , Ebb′)(
C(2)
)aa′
bb′ = +
∑
m,m′
∑
pp′
∑
ll′
(∑
σσ′
T plσ(b,m)T
p′
l′σ′(m, a)T
p¯′
l′σ′(a
′,m′)T p¯lσ(m
′, b′)
)
× C˜(2)(Eam′ − p′eVl′ , Ema + p′eVl′ , Eab′ − peVl − p′eVl′ ;Eaa′)
Table 2: In the three boxes for G∈ {A,B,C}, the analytical expressions related to the groups G.(0),
G.(1) and G.(2) from Fig. 6 are listed. For the omitted hermitian conjugate diagrams, the correspond-
ing expressions are just the complex conjugate of the listed contributions. The involved intermediate
states are summed over; for clarity, we have numbered them according to their order of appearance
on the contour. Additionally, the states on the lower contour are primed. The definition of the energy
dependent functions is given in App. A.3 in Eq. (129) for the general, and in Eq. (130) for the special
case of secular initial states, i.e. Eaa′ = 0.
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177 ff.). For the contribution to (Kˆ(4))aa
′
bb′ this means we deal, according to Eq. (32),
with
lim
λ→0
ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′≥τ ′1≥τ ′2≥0
e−λτ
′
e
i
~ (Ea−Ea′ )(t−τ ′)e−
i
~ (Eb−Eb′ )t
×
〈
b
∣∣∣GˆI(x)(t, t− τ ′2, t− τ ′1, t− τ ′)[|a〉 〈a′|]
+ GˆI(x)(t, t− τ ′1, t− τ ′2, t− τ ′)[|a〉 〈a′|]
+ GˆI(x)(t, t− τ ′, t− τ ′2, t− τ ′1)[|a〉 〈a′|]
∣∣∣ b′〉
Ea=Ea′= lim
λ→0
(ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′≥τ ′1≥τ ′2≥0
e−λτ
′
+
ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′≥τ ′2≥τ ′1≥0
e−λτ
′
+
ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′1≥τ ′2≥τ ′≥0
e−λτ
′
2
)
×
〈
b
∣∣∣GˆI(x)(t, t− τ ′2, t− τ ′1, t− τ ′)[|a〉 〈a′|]∣∣∣ b′〉 e− i~ (Eb−Eb′ )t =
= lim
λ→0
ˆ
dτ ′ dτ ′1
∞≥τ ′≥τ ′1≥0
e−λτ
′
ˆ
dτ2
∞≥τ ′2≥0
e−λτ
′
2e−
i
~ (Eb−Eb′ )t
×
〈
b
∣∣∣GˆI(x)(t, t− τ ′2, t− τ ′1, t− τ ′)[|a〉 〈a′|]∣∣∣ b′〉 . (38)
In order to combine the integrations we had to introduce a factor exp(−λτ ′2) into the
first and second, and exp(−λτ ′) into the third integrand (importantly, doing so is
perfectly valid from the mathematical point of view, as explained in App. A.3.1).
Consequently, the summation over the three contributions separates off the integration
over τ ′2: it is taken out of the time order, running now from 0 to ∞ independent of τ ′1
and τ ′. In the language of the diagrams, this means that time ordering of the vertices
on the single contour is preserved (t > τ1 = t− τ ′1 > τ = t− τ ′, t > τ2 = t− τ ′2), but
there is no further restriction on τ2 (or, equivalently, τ
′
2). Visually, this implies that
the three earliest vertices can be shifted around freely without overtaking each other
as long as the vertex at time t remains the latest. And actually, this is obvious by
inspecting the diagrams within any of the G.(1)(t) or G.(2)(t) groups.
The resulting simplified versions of the generally valid analytical expressions Eq. (129)
are listed in App. A.3.1, Eq. (130). They hold for secular initial states. We remark that
if the initial states are not degenerate, still two out of the three analytical expressions,
namely the first two, which differ from each other by an interchange of τ1 and τ2, can
be combined in the way shown in Eq. (38). As a consequence, also in the generally
valid case, Eq. (129), partial cancellations are expected in the sums over the different
energy dependent functions.
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To demonstrate the practical relevance of this finding, we pick as specific exam-
ple the contribution (C(2))
aa
bb of group C.(2)(t) to a diagonal component (Kˆ
(4)
eff )
aa
bb =
(Kˆ
(4)
ss )aabb + (Kˆ
(4)
C )
aa
bb of the effective time evolution kernel for a secular density matrix.
Later, in Sect. 2.4, (C(2))
aa
bb will turn out to be tightly related with the typical regular-
isation demanding T-matrix cotunnelling expressions.
To (Kˆ(4))aabb , the only two contributions from group C.(2)(t) are the single irreducible
diagram,
a
a
b
b
m
m′
,
and its hermitian conjugate, which is omitted here as it just yields the complex conju-
gate to the contribution of our example. The associated term in time domain can be
read off Tab. 1:〈
b
∣∣∣CˆI(2)(t, τ2, τ1, τ)[|a〉〈〈a|]∣∣∣ b〉 = ∑
pp′
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
b
∣∣∣Dˆp3Dˆp′2 ∣∣∣ a〉〈a ∣∣∣Dˆp¯′0 Dˆp¯1∣∣∣ b〉 .
For space reasons, the intermediate states have not yet been labelled to m,m′ as in the
above sketch of our example. We have to consider all possibilities for the intermediate
states, hence m and m′ must be summed over, and for a non-secular constellation,
Em 6= Em′ , also the two reducible members of the group,〈
b
∣∣∣CˆI(2)(t, τ1, τ2, τ)[|a〉〈〈a|]∣∣∣ b〉+ 〈b ∣∣∣CˆI(2)(t, τ, τ2, τ1)[|a〉〈〈a|]∣∣∣ b〉 ,
need to be taken into account via (Kˆ
(4)
C )
aa
bb . For this case, we can apply Eq. (38):
lim
λ→0
∑
p,p′∈{+,−}
ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′≥τ ′1≥τ ′2≥0
e−λτ
′
e
i
~ (Ea−Ea′ )(t−τ ′)e−
i
~ (Eb−Eb′ )t
×
(〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
b
∣∣∣Dˆp3Dˆp′2 ∣∣∣ a〉〈a ∣∣∣Dˆp¯′0 Dˆp¯1∣∣∣ b〉
+
〈
Cˆp2 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
1
〉〈
b
∣∣∣Dˆp3Dˆp′1 ∣∣∣ a〉〈a ∣∣∣Dˆp¯′0 Dˆp¯2∣∣∣ b〉
+
〈
Cˆp2 Cˆ
p¯
3
〉〈
Cˆp
′
1 Cˆ
p¯′
0
〉〈
b
∣∣∣Dˆp3Dˆp′0 ∣∣∣ a〉〈a ∣∣∣Dˆp¯′1 Dˆp¯2∣∣∣ b〉)
= lim
λ→0
ˆ
dτ ′ dτ ′1
∞≥τ ′1≥τ ′≥0
e−λτ
′
ˆ
dτ2
∞≥τ ′2≥0
e−λτ
′
2e−
i
~ (Eb−Eb′ )t
×
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
b
∣∣∣Dˆp3Dˆp′2 ∣∣∣ a〉〈a ∣∣∣Dˆp¯′0 Dˆp¯1∣∣∣ b〉 .
The combination of all three terms is allowed for our example, as the initial states (a)
are diagonal. Labelling the intermediated states as in the above sketch with m,m′, the
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contribution can in general be written as:
(
C(2)
)aa
bb
=
∑
m,m′
∑
pp′
(∑
σσ′
T pσ (b,m)T
p′
σ′ (m, a)T
p¯′
σ′ (a,m
′)T p¯σ (m
′, b)
)
×
(∑
ll′
C˜(2)(Emb + peVl, Eam′ + p
′eVl′ , Eab′ + peVl + p′eVl′)
)
.
Here, p, p′ ∈ {+,−}. As we stated before, the contribution is split into a part containing
merely the tunnelling matrix elements and an energy dependent function C˜(2) specific
for the diagram group. This function distinguishes the two cases of secular (Em = Em′)
and non-secular (Em 6= Em′) intermediate states,
C˜(2)(µ, µ
′,∆) =
β
i~
ˆ
dω
ˆ
dω′ f−(ω) f−(ω′)
×

limη→0 1ω−βµ+iη
1
ω′−βµ′+iη
1
ω+ω′−β∆+iη µ+ µ
′ = ∆ ,
− limη→0 1ω−βµ′+iη 1ω+β(∆−µ)−iη 1ω+ω′−β∆+iη µ+ µ′ 6= ∆ .
(39)
Here, as usual, β = (kBT )
−1. We remark that the second expression is one commonly
encountered in T-matrix based rate approach calculations and diverges in the limit
µ + µ′ → ∆ (which is equivalent to Em → Em′). We investigate it in more detail in
Sect. 2.4, where we show in particular that the typical regularisation cannot recover
the solution for Em = Em′ exactly.
2.3.2 Physical background
So far we have succeeded to identify three supergroups G∈ {A, B, C} of topologically
related diagrams, which can be subdivided into groups G.(0), G.(1), G.(2). Within
each of these groups, diagrams have the same number of vertices – namely zero, one
or two, respectively – on the upper contour and add up, as they always come with the
same matrix elements. We further could classify stand-alone diagrams (s) and triple
groups (t). The grouping allowed us to condense into Tab. 2 the full set of analytical
contributions relevant for a secular calculation including effectively non-secular cor-
rections (cf. Sect. 1.3). Hence, the structuring clearly brings advantage from both the
numerical and the analytical point of view. However, it is also of use for the physical
understanding of the diagrams. In particular, one can trace three prominent higher
order effects: pair-tunnelling, cotunnelling and level renormalisation.
For reasons of clarity, it is best to refer to the single-level model introduced in Sect.
2.2. We start with explicitly setting up Eq. (36) for the kernel elements appearing in
Eq. (35). Thereby notice that G.(0) / G.(1) can contribute just if the charge between
the initial and final state differs by 0/±1, while G(2) can connect initial and final
states of same charge as well as of a charge difference ±2. We can identify in fourth
2.3 Grouping of diagrams | 41
order the following nonzero contributions:
(Kˆ(4))0000 = −
(∑
σ
Γ0→σ(4) + Γ
0→2
(4)
)
= (A(0))
00
00 + (C(0))
00
00 + (B(2))
00
00 + (C(2))
00
00,
(Kˆ(4))σσ00 = +Γ
σ→0
(4) = (A(1))
σσ
00 + (B(1))
σσ
00 + (C(1))
σσ
00 ,
(Kˆ(4))2200 = +Γ
2→0
(4) = (A(2))
22
00 + (C(2))
22
00,
(Kˆ(4))σσσσ = −
(
Γσ→0(4) + Γ
σ→σ¯
(4) + Γ
σ→2
(4)
)
= (A(0))
σσ
σσ + (C(0))
σσ
σσ + (A(2))
σσ
σσ + (B(2))
σσ
σσ + (C(2))
σσ
σσ,
(Kˆ(4))σ¯σ¯σσ = +Γ
σ¯→σ
(4) = (A(2))
σ¯σ¯
σσ + (C(2))
σ¯σ¯
σσ,
(Kˆ(4))00σσ = +Γ
0→σ
(4) = (A(1))
00
σσ + (B(1))
00
σσ + (C(1))
00
σσ,
(Kˆ(4))22σσ = +Γ
σ→2
(4) = (A(1))
22
σσ + (B(1))
22
σσ + (C(1))
22
σσ,
(Kˆ(4))2222 = −
(∑
σ
Γ2→σ(4) + Γ
2→0
(4)
)
= (A(0))
22
22 + (C(0))
22
22 + (B(2))
22
22 + (C(2))
22
22,
(Kˆ(4))σσ22 = +Γ
σ→2
(4) = (A(1))
σσ
22 + (B(1))
σσ
22 + (C(1))
σσ
22 ,
(Kˆ(4))0022 = +Γ
0→2
(4) = (A(2))
22
00 + (C(2))
00
22.
(40)
Thereby, Γα→β(4) denotes the fourth order part of a rate Γ
α→β =
∑∞
n∈N Γ
α→β
(2n) . Notice
that in this sum a nonzero contribution for n = 1 only exists if |Nα − Nβ| 6= 1. The
reducible stand-alone diagram B.(0) can never be involved due to the secularity of all
states for each charge, and contributions from supergroup A can partially be ruled out
from the equation for P˙0/P˙2, because they demand transitions to a higher as well as
to a lower charge state.
Setting in the analytical expressions given in Tab. 2 and App. A.3.1, we can make
now Eq. (35) more explicit. The intention is to first extract the physical meaning of
the contributions to the single rates and afterwards draw a relation to the diagram
groups. We want to anticipate that inconveniently, there exist almost no one-to-one
relations between a certain physical process and a single diagram class. Neverthe-
less, the upcoming analysis brings some light into the relation between diagrammatic
representation and physical reality. Due to the number and complexity of the in-
volved expressions, it is sensible, and for our purpose sufficient, to analyse Eq. (35) at
zero bias voltage, which keeps the involved formulas rather compact. Moreover we as-
sume the symmetric unpolarised case, where all tunnelling matrix elements simplify to∑
σ T
+
lσ(n,m) = ±
√
~Γ/2δNn,Nm+1. For the energy dependent functions the analytical
expressions found in App. A.3.1, Eq. (130) are in the case of the single-level quantum-
dot appropriate. We use E1 := E↑(= E↓) and Eab = Ea − Eb − eαVgate{Na − Nb}.
42 | 2 Diagrammatic analysis
Then, Eq. (35) can be reformulated as:
P˙0
1
2
Γ
=− P0
(
2f+(E10) +
~Γ
kBT
{γ−II (E10)− 2γ+II (E10) + γ+pt(E10, E21)− γ+III(E10, E21, 0)}
)
+
1
2
(P↑ + P↓)
(
2f−(E10) +
~Γ
kBT
{2γ+II (E10)− γ−II (E10) + γ−III(E10, E21, 1)}
)
+ P2
~Γ
kBT
γ−pt(E21, E10), (41a)
P˙σ
1
2
Γ
=− 1
2
Pσ
(
2f+(E21) + 2f
−(E10) +
~Γ
kBT
{γ−III(E10, E21, 1) + γ+III(E21, E10, 1)
− γ−II (E10)− γ+II (E21) + γ−cot(E10, E21) + γ+cot(E21, E10) + 2γ+II (E10) + 2γ−II (E21)}
)
+
1
2
P0
(
2f+(E10) +
~Γ
kBT
{γ−II (E10)− 2γ+II (E10)− γ+III(E10, E21, 0)}
)
+
1
2
Pσ¯
~Γ
kBT
(
γ−cot(E10, E21) + γ
+
cot(E21, E10)
)
+
1
2
P2
(
2f−(E21) +
~Γ
kBT
{γ+II (E21)− 2γ−II (E21)− γ−III(E21, E10, 0)}
)
, (41b)
P˙2
1
2
Γ
=− P2
(
2f−(E21) +
~Γ
kBT
{γ+II (E21)− 2γ−II (E21) + γ−pt(E21, E10)− γ−III(E21, E10, 0)}
)
+
1
2
(P↑ + P↓)
(
2f+(E21) +
~Γ
kBT
{2γ−II (E21)− γ+II (E21) + γ+III(E21, E10, 1)}
)
+ P0
~Γ
kBT
γ+pt(E10, E21). (41c)
Noticeably, we have achieved to express the fourth order contributions to the rate
completely in terms of four physically meaningful functions,
γ±II (µ) =±
(
Ψ˜1 (µ) f±(µ)∓ 2pif+(µ)f−(µ)Ψ˜ (µ)
)
,
γ±III(µ, µ
′, δ) =±
([
f±(µ′)− δ] Ψ˜1 (µ)± 2pif+(µ)f−(µ) Ψ˜ (µ′) + 4pi Ψ˜ (µ)− Ψ˜ (µ′)
µ− µ′ f
±(µ)
)
,
γ±cot(µ, µ
′) =±
(
± 1
2pi
Ψ˜2 (µ)− Ψ˜1 (µ) f±(µ)− Ψ˜1 (µ′) f±(µ′)± Ψ˜1 (µ)− Ψ˜1 (µ
′)
µ− µ′
)
,
γ±pt(µ, µ
′) =±
({
b±(µ+ µ′) + f±(µ)
}
Ψ˜1 (µ′) +
{
b±(µ+ µ′) + f±(µ′)
}
Ψ˜1 (µ)
− 4pi Ψ˜ (µ)− Ψ˜ (µ
′)
µ− µ′ b
±(µ+ µ′)
)
.
(42)
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Thereby, we abbreviated the polygamma functions Ψ(n) corresponding to the nth
derivative of the digamma function Ψ(0) [51] according to Ψ˜0(µ) = ReΨ
(0)
(
1
2
+ iβµ
2pi
)−
Ψ(0)
(
1
2
+ W
2pi
)
, Ψ˜1(µ) = ImΨ
(1)
(
1
2
+ iβµ
2pi
)
, Ψ˜2(µ) = ReΨ
(2)
(
1
2
+ iβµ
2pi
)
, where W denotes
the bandwidth.
The interpretation of the functions γcot and γ
±
pt is straightforward: they belong to
processes which transfer two electrons between quantum-dot and leads, namely co-
tunnelling, N → N , and pair-tunnelling, N → N ± 2, respectively. In addition, there
are also fourth order processes which merely transfer one electron, N → N ± 1 while
a second electron undergoes a virtual transition. We want to speak of fourth order
amendments to the sequential tunnelling, to which the functions γ±III and γ
±
II belong.
Thereby, the former function relates to processes involving all three, the latter pro-
cesses involving only two charge states.
As promised, we establish now a connection between these three classes of physical
events and the diagram groups.
Pair-tunnelling Let us pick for our explanations the process |2〉 → |0〉, where two
electrons leave the fully populated dot coherently. We have already exploited in Eq.
(40) for K2200 ≡ +Γ2→0(4) , which represents the related ‘gain’ rate for the state |0〉, that
the only diagrams which can transfer two electrons are the ones in groups A.(2) and
C.(2). In Fig. 7(a), one representative for each of the two groups is shown [leftmost]
along with its loss partner [middle left], which is found among the diagrams in group
A.(1)(t) respectively C.(1)(t). Those merely carry the ‘loss’ rate −Γ2→0(4) by which
the state |2〉 is depopulated and hence describe no physical process of their own.
What is flustering, however, is that A.(1)(t) and C.(1)(t), see their indices in Fig. 7(a)
and/or Eq. (40), obviously add to the kernel element K22σσ instead of K
22
22 . The latter
is the one corresponding to the loss term for the state |2〉, i.e., where −Γ2→0(4) should
appear, cf. Eq. (40). Hereby, the connection to A.(1)(s) and C.(1)(s) [Fig. 7(a), middle
right] is crucial: Those add up with A.(1)(t) and C.(1)(t) in K22σσ, and must include a
contribution +Γ2→0(4) in order to cancel out this misplaced rate from K
22
σσ. And indeed,
it makes perfectly sense: namely in turn, their loss partners A.(0)(s) and C.(0)(s) [Fig.
7(a), rightmost], which contribute to K2222 , must then contain −Γ2→0(4) . So via the gain-
loss chain depicted in Fig. 7(a), the loss rate −Γ2→0(4) has actually been transferred into
the correct kernel element K2222 describing the depopulation of the state |2〉.
These claims are also nicely backed by Eqs. (41a)-(41c). The function γ−pt(E21, E10)
holds the Bose function b−(E20) and relates to the pair-tunnelling process |2〉 → |0〉.
It appears on the ‘gain side’ for P˙0, namely in the last line of Eq. (41a), which emerges
from the sum (A(2))
22
00 + (C(2))
22
00. Its second occurrence is in the loss term for P˙2, in
the first line of Eq. (41c). In the equation for P˙σ, Eq. (41b), the remnant of the gain-
loss chain Fig. 7(a) is a fourth order correction to the sequential tunnelling in form
of the function γ−I (E10, E21, 0): Indeed the diagrams in groups A.(1)(t) and C.(1)(t),
as loss partners of the ‘physical’ pair-tunnelling diagrams A.(2)(t) and C.(2)(t), carry
only the rate −Γ2→0(4) and have no physical background of their own. But the stand-
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Figure 7: Examples for gain-loss chains in the single level quantum-dot model. For the triple groups
(t), only one of the three diagrams is representatively drawn. (a) The full set of diagrams describing
the pair-tunnelling process |2〉 → |0〉. (b) For the single-level quantum-dot, supergroup A can only
contribute to cotunnelling events |σ〉 → |σ¯〉 due to spin selection rules and because its crossed structure
demands inclusion of a higher as well as a lower charge state. Supergroup C supports all kinds of
cotunnelling events in the single-level quantum-dot, but here we focus on the process |σ〉 → |σ¯〉.
(c) For supergroup B, the stand-alone diagrams are reducible and cannot contribute in our example.
alone diagram A.(1)(s) and C.(1)(s) can, in addition to the physical necessary, but
meaningless annihilation term +Γ2→0(4) , contain a contribution to Γ
2→σ
(4) . It reflects the
possibility that in course of an out-tunnelling process |2〉 → |σ〉, also a second electron
might have temporarily left the dot, taking the dot intermediately to charge state zero
[verify from Fig. 7(a), (1)(s)].
Cotunnelling In order to contribute to pair-tunnelling, N → N ± 2, the fermion
lines in the diagrams of groups A.(2) and C.(2) had, as seen from Fig. 7(a), to point
towards the same contour. If one fermion line inverts its direction, initial and final
states of the diagram are of the same charge and it describes a cotunnelling process
N → N . As an example, we choose the process |σ〉 → |σ¯〉 as depicted in Fig. 7(b). We
thereby restrict to the diagrams influencing the charge state N = 0. Upon exchanging
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the charges N = 0 and N = 2, the full set of contributions to this process would be
obtained. Upon comparison with Eq. (40) it is confirmed that only groups A.(2) and
C.(2) contribute to the corresponding (‘gain’-)rate +Γσ→σ¯(4) ≡ Kσσσ¯σ¯ , and the gain-loss
chains are constructed in analogy to the one for the pair-tunnelling, as it can be seen
upon comparison of Fig. 7(b) and (a). Let us trace now the signatures of the cotun-
nelling event |σ〉 → |σ¯〉 in the equations for the populations, Eqs. (41a)-(41c). The
functions γ−cot(E10, E21) and γ
+
cot(E21, E10) occur merely in the time evolution of Pσ,
Eq. (41b). In the first line, they come as a loss contributions, relating in fact to the
‘reverse’ event |σ〉 → |σ¯〉, while the fourth line is the gain term stemming from the
process |σ〉 → |σ¯〉. Notice that for our assumptions on the TMEs and due to the degen-
eracy of the two singly occupied states it holds in our case Pσ = Pσ¯ and Γ
σ→σ¯ = Γσ¯→σ.
Additionally, as for the pair-tunnelling, the gain-loss chain shown in Fig. 7(b) leaves
another fingerprint, in form of a fourth order amendment to the out-tunnelling process
|σ〉 → 0, caused by a temporary in-tunnelling of another electron. Thereby, notice that
the A.(1)(s) diagram involves all three charge states, while C.(1)(s) employs only the
empty and the singly occupied states. Analytically, the effect is contained in the second
line of Eq. (41a), in the functions γ−III(E21, E10, 1) and γ
−
II (E10), respectively. The latter
function comes with a prefactor of 2 as the diagram group C.(2) supports another
cotunnelling process involving the lower charge state, namely |σ〉 → |σ〉, with identical
involved energies. Notice that by spin selection rules, this process is forbidden for dia-
gram group A.(2). (C(0))
σσ
σσ and (C(2))
σσ
σσ add up directly in K
σσ
σσ , see Eq. (40), cancelling
out any rate Γσ→σ(4) , which should indeed not appear in an equation for the populations.
So far we have not spent any words on diagrams from supergroup B. Intuitively,
it seems that those cannot describe a transfer of two electrons, as we have related
‘bubbles’ in Sect. 2.2 either to the loss contribution of a single electron transfer or to
charge fluctuations. In more detail, by inspection of Fig. 6 or Fig. 7(c), it becomes
obvious that starting in general from some state with charge N , B diagrams will just
contain other N or N ±1 electron states: not even virtually they can connect to states
with N ±2 electrons. Thus it is clear that they can never contribute to pair-tunnelling
events. Further, unlike as for the A and C supergroups, Fig. 7(a)/(b), a gain-loss chain
between the B.(2)(t) group and the B.(0)(s) stand-alone diagram does not always
exist [as shown e.g. in Fig. 7(c) on the single-level quantum-dot example]: Only if the
energies of the initial and the final state in the diagram B.(2)(t) differ, the reducible
stand-alone diagrams B.(0)(s) and B.(1)(s) must be included for reasons of non-secular
corrections. Consequently, supergroup B will never contribute to elastic cotunnelling.
Last but not least, also a a connection to the inelastic cotunnelling can be ruled out in
general: First, as it can be verified with help of Eq. (130), there appears never a Bose
function in the energy dependent function B˜(2), Tab. 2. However, some occurrence
of a Bose function, as it is the case for both A˜(2) and C˜(2) would be expected for a
cotunnelling contribution. Second, the fact that within the gain-loss chain Fig. 7(c)
– given it exists – it is for all diagrams the same fermion line which connects to the
latest vertex at time t has the implication that any N → N rate stemming from these
supergroup would drop from the current. This can be proven by recalling from which
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diagrams the current kernel is constructed of, Sect. 2.1. It is only a little exercise to
verify that for supergroups A and C, the cotunnelling rate drops due to compensation
of the contributions among groups A.(0) and A.(2) respectively C.(0) and C.(2) exactly
when both involved fermion lines belong to the same lead. In contrast, for supergroup
B the elimination always takes place. Thus, all what is physically left from supergroup
B are corrections to single electron tunnelling processes, contained in Eqs. (41a)-(41c)
via the functions γ±III or γ
±
II , depending on whether two or three different charge states
are involved.
Amendments to sequential tunnelling So far we have not given a proper distinc-
tion between the fourth order amendments the single supergroups yield to sequential
tunnelling N → N ± 1. In fact we can go beyond the classification by the number
of involved charge states. We have pointed out before that for supergroups A and C,
the diagram carrying the effects is A.(1)(s) respectively C.(1)(s), because the groups
A.(1)(t) respectively C.(1)(t) provide merely the loss terms for the two electron trans-
fer processes. For supergroup B, the case is different. If initial and final states of the
group B.(2) diagrams are identical in energy, no stand-alone diagrams must be in-
cluded. This is in particular the case if initial and final states of the group B.(2)(t)
diagrams are identical, as in our example Fig. 7(c) where a=a′=b=b′. Then group B.(2)
holds just the loss partners for the group B.(1)(t) diagrams describing an N → N ± 1
process. Subtlety, for non-identical, but energy degenerate initial and final states (e.g.
a=a′ 6= b=b′, Ea = Eb) neither the group B.(2) nor the group B.(1)(t) contributes to
a ‘loss’ rate −Γa→b in Kaaaa . This, however, does not contradict our considerations: in
fact, such case can only occur if selection rules do not exclude a coherence between
states a and b. Then, the corresponding off-diagonal element must be kept in the den-
sity matrix. Hence an argumentation which restricts to populations and rates as we
can apply for the single-level quantum-dot model, Eq. (35), is not sufficient any longer.
In any case, we can verify from Fig. 7 at one glance that all diagrams A.(1)(s), B.(1)
and C.(1)(s) which can describe a fourth order process N → N ± 1 have a common
property: the fermion line connecting upper and lower contour starts or ends in the
latest vertex, which means that it is strictly the electron transfer event which ends at
the time t.
What concerns the starting time, for supergroup A the virtual transition is always
initiated before the transfer event. Due to their structure, the group A.(1)(s) diagrams
always involve three different charge states, such that their contributions are exclu-
sively contained in γ±III, where they are the origin of the term scaling with the difference
µ− µ′ in Eq. (42).
For supergroups B and C, the diagrams in group B.(1) respectively C.(1)(s) have a
concrete interpretation: they describe a charge fluctuation in the initial respectively
final state. In both cases, either two or three different charge states can be involved,
compare e.g. C.(1)(s) in Fig. 7(a) and (b). In correspondence, from the charge fluctu-
ations – no matter if taking place in the initial or final state – the function γ±II and the
first two contributions γ±III emerge. The similarity is obvious in Eq. (42), in fact the
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Figure 8: Fourth order corrections in the rate Γσ→0 by the processes depicted in Fig. 7(b) and (c).
The effect is carried by the diagrams A.(1)(s), B.(1)(t) and C.(1)(s). The latter two describe a charge
fluctuation in the initial respectively final state and involve merely charges 0 and 1. Therefore their
contribution is large around the resonance N = 0 ↔ N = 1 at Vgate = 0. In contrast, A.(1)(s) is of
minor relevance, because for any gate voltage at least one of the three charge states it involves is
strongly disfavoured.
main difference is the inclusion of a third energy for the contributions in γ±III, as they
relate to an additional charge states. Particularly related to the charge fluctuation, as
not appearing in any other function in Eq. (42), is the term involving the derivative
of the Fermi function. In fact, it forms the linear contribution to a Taylor expansion
in a renormalisation of the energy argument of the Fermi function. In fact, summing
diagrams in all orders, the complete series can be obtained and yields what is known
as tunnelling-induced level renormalisation effects [15, 16], as sketched in an outlook
in Sect. 5.3.3.
Finally, we compare in Fig. 8 for the three supergroups their contributions to the out-
tunnelling event |σ〉 → |0〉 as emerging from the processes shown in Fig. 7(b), A.(1)(s)
and C.(1)(s) and Fig. 7(c), B.(1)(t), respectively.
The first thing one notices is the minor relevance of the A.(1)(s) contribution, which
on the scale of the curves in Fig. 8 is practically zero everywhere except around the
resonance N = 1 ↔ N = 2 (at eαVgate = 1.0). The behaviour can be explained by
the fact that the process it describes involves besides states of charges N = 0 and
N = 1 also the doubly occupied state |2〉. For any gate voltage, at least one of the
three charge states is energetically strongly disfavoured. In particular, the temporary
transition |σ〉 → |2〉, which must be initiated before the out-tunnelling event can take
place, is only favourable for gate voltages eαVgate > 1.0, where we find a small positive
contribution, i.e. a slight enhancement of the rate Γσ→0.
For B.(1)(t) as well as for C.(1)(s), the situation is different, because these diagrams
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merely involve the charge states N = 0 and N = 1. Therefore, their contribution is
largest around the N = 0 ↔ N = 1 resonance at Vgate = 0, and decaying on increas-
ing distance from this degeneracy point. The finding that B.(1)(t) yields an increase,
C.(1)(s) instead a decrease of the rate Γσ→0 can be understood as follows. Upon consult-
ing Fig. 7(b) and (c), we realize for the B.(1)(t) diagrams that the charge fluctuation
has a kind of ‘forward’ character, as it takes one of the initial states |σ〉 temporarily to
the final state |0〉. It can be seen as an enhanced feeding of this state, which raises the
rate Γσ→0. In contrast, C.(1)(s) describes a ‘backward’ fluctuation from the state |0〉
to the higher charge state. The rate Γσ→0 at which |0〉 is populated thereby diminishes.
2.4 Relation to a T-matrix based rate approach
A well-known tool for the derivation of cotunnelling rates is a T-matrix based rate ap-
proach utilising a generalised Fermi’s golden rule [21]. In this section, we want to clarify
the connection to our results and show that the grouping is of crucial importance. In
particular, we can reveal the origin of the divergences occurring in the unregularised
rates obtained in T-matrix based calculations.
The idea behind the approach is to apply scattering theory for the description of
quantum transport. To calculate the time evolution P˙n˜(t) of the occupation probability
for a state |n˜〉 of the total system, all transition amplitudes
〈n˜ | m˜(t)〉 =
〈
n˜
∣∣∣ e i~ ´ tt0 HˆII (τ) dτ ∣∣∣ m˜〉 (43)
are needed [21]. Let us underline at this point that one usually only takes into account
the occupation probabilities of single states, i.e., the diagonal elements of the RDM.
In general, this can be insufficient, as coherences play an important role for various
models10; however, the shortcoming could rather easily be healed by a canonical gen-
eralisation of the method from Pn(t) = ρˆnn(t) to ρˆnm(t) (which we will not pursue here
as it is unessential for what we like to demonstrate).
In Eq. (43) it is assumed that up to a time t0, when the interaction was switched on,
the total system was in its eigenstate |m˜〉, which could be written as a direct product
of leads and quantum-dot state. From time t0 on this state evolved as a consequence
of the interaction to |m˜(t)〉, which is no longer separable. Expanding the exponential,
one obtains
〈n˜ | m˜(t)〉 =
〈
n˜
∣∣∣ 1 + i~
ˆ t
t0
HˆII (τ) dτ
+
(
i
~
)2 ˆ t
t0
HˆII (τ) dτ
ˆ τ
t0
HˆII (τ1) dτ1 + · · ·
∣∣∣m˜〉. (44)
10 As pointed out before this is e.g. the case for orbital degeneracies [23, 24, 25, 26, 27] and/or
non-collinear lead polarisations [28, 29, 30, 31, 32].
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The corresponding transition rate is calculated from the amplitudes via
Γm˜→n˜(t, t0) =
d
dt
|〈n˜ | m˜(t)〉|2 = Re
{(
d
dt
〈n˜ | m˜(t)〉
)
〈m˜(t) | n˜〉
}
.
This gives us two ways to proceed. Either we perform the integrations first, and obtain
from Eq. (44) the well-known result [21]
|〈n˜ | m˜(t)〉| =
∣∣∣∣ eηtEn˜ − Em˜ + iη
〈
n˜
∣∣∣Tˆ ∣∣∣ m˜〉∣∣∣∣ , Γm˜→n˜ = 2piδ(En˜ − Em˜) ∣∣∣〈n˜ ∣∣∣Tˆ ∣∣∣ m˜〉∣∣∣2 ,
where η is an infinitesimal quantity such that Γm˜→n˜ is finally independent of t, as
expected for the steady state (t0 → −∞). Here, the T-matrix Tˆ is defined by a
Dyson-like equation as
Tˆ = HˆI + HˆI
1
Em˜ + Hˆ0 + iη
Tˆ ,
which can be truncated at the desired order.
Alternatively, let us calculate Γm˜→n˜ to fourth order without dissolving the integrations
over time. Thereby we set t3 = t and, to keep formal correctness, use the time order
operator Tˆ :
Re
{(
d
dt
〈n˜ | m˜(t)〉
)
〈m˜(t) | n˜〉
}
= Re
{〈
n˜
∣∣∣ i~HˆII (t)(1 +
3∑
j=1
(
i
~
)4−j
Tˆ
3∏
k=j
ˆ tk
t0
dtk−1HˆII (tk−1)
) ∣∣∣m˜〉
×
〈
n˜
∣∣∣ 1 + 3∑
j=1
(
i
~
)4−j
Tˆ
3∏
k=j
ˆ tk
t0
dtk−1HˆII (tk−1)
]∣∣∣m˜〉†}
=: Γ
(2)
m˜→n˜(t, t0) + Γ
(4)
m˜→n˜(t, t0) . (45)
With the hint that for the fourth order rate, the principle behind Eq. (38) must be
applied backwards, it is easy to show the following equalities:
Γ
(2)
m˜→n˜(t, t0) = −Re
〈
n˜
∣∣∣ ˆ t
t0
dτ LˆIT (t)LˆIT (τ)
[|m˜ 〉〈 m˜|]∣∣∣n˜〉, (46a)
Γ
(4)
m˜→n˜(t, t0) = +Re
〈
n˜
∣∣∣ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ LˆIT (t)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)
[|m˜ 〉〈 m˜|]∣∣∣n˜〉.
(46b)
These relations establish a connection to the expressions appearing in the fourth or-
der quantum master equation, which we discussed in Sect. 1.2. Taking the trace over
the leads – which can safely be done because leads and quantum-dot states are by
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definition not entangled in |n˜〉 and |m˜〉 – Eq. (46a) will reproduce the second order
contribution in Eq. (21), while the fourth order rate obtained from the Fermi’s golden
rule corresponds to Eq. (21)(i).
What is obviously missing, however, is the subtraction of all the reducible parts among
the fourth order contributions, as achieved by Eq. (21)(ii).
Nevertheless, the derivation from Eq. (43) is perfectly correct. The right question to
ask is actually which amplitude we calculate with Eq. (43): It is the probability for a
transition to the state |n˜〉 at time t, given that at time t0 the system was prepared in
state |m˜〉. This translates into the following rate equation:
P˙n˜(t) = Γm˜→n˜(t, t0)Pm˜(t0)− Γn˜→m˜(t, t0)Pn˜(t0).
As a matter of fact, this equation is not of the form we have investigated so far: In-
stead, in Eq. (21), the probabilities, or, more general, the density matrix elements on
the right hand side of the equation are not to be taken at the initial time t0, but at
some time τ > t0 where the system has already approached the steady state. As it can
be seen from Eq. (20), such discrepancy translates into corrections of order (LˆIT )2, and
thus is irrelevant in the terms of highest considered order. But from all lower orders,
non-negligible corrections arise; explicitly, we had found in Sect. 1.2 that by replacing
ρˆ(t0) in the second order term of Eq. (19), exactly the contribution Eq. (21)(ii), which
is missing in Eq. (46b), emerged.
Nevertheless, the typical – regularised – rates obtained from a T-matrix based ap-
proach [52] are rather similar to our expressions A(2) and C(2) as given in Tab. 2 (with
the corresponding energy dependent functions A˜(2) and C˜(2) to be found at length in
App. A.3.1). Before we compare in detail, let us uncover the deeper relation between
the fourth order contributions in Eq. (45) and the diagram groups:
As explained in Sect. 1.3, in order to work with a secular density matrix it is actu-
ally necessary to re-include part of the reducible contributions in form of non-secular
corrections Kˆ
(4)
C , Eq. (29c), into an effective fourth order kernel Kˆ
(4)
eff , Eq. (29b). This
kernel is constructed from the nine diagram groups, as shown in Fig. 6, and to each a
single analytical contribution is assigned, Tab. 2. The important fact that Kˆ
(4)
C contains
not all, but exactly those reducible diagrams which exhibit non-secular intermediate
free propagating states warrants finite contributions and is expressed in the fact that
the energy dependent functions B˜(0/1/2) and C˜(1/2) of Tab. 2 have to distinguish a spe-
cial secular case, compare App. A.3.
Contrary to this, the fourth order based T-matrix rates emerging from Eq. (45) a priori
comprise, as immediately seen from Eq. (46b), all reducible contributions – and thus
automatically the divergences occurring, see Sect. 1.3, for any combination of secular
intermediate free propagating states. On the other hand, the analytical grouping ac-
cording to Eq. (38) becomes applicable11 without case distinction, which established
11 Thereby, the secularity demand Ea = Ea′ for Eq. (38) does not pose any problems as merely
populations are considered (i.e. a = a′).
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Figure 9: Comparison between C˜(2) and the corresponding T-matrix based expression C˜Tmat(2) for
one of the contributions to the cotunnelling rate Γσ→σ in a SD model (parameters as for Fig. 8). In
contributions related to supergroup A, both approaches are identical: A˜(2) = A˜Tmat(2) (not shown).
the connection between Eq. (46b) and Eq. (45). From the latter, in principle the same
nine contributions as listed in Tab. 2 emerge, with the subtle, but crucial, difference
that the corresponding energy dependent functions B˜Tmat(0/1/2) and C˜
Tmat
(1/2) do not distin-
guish a special secular case and therefore require regularisation.
We illustrate this on our example from Sect. 2.3.1, namely the contribution C˜(2), Eq.
(39), which obviously distinguishes the cases of secular (Em = Em′) and non-secular
(Em 6= Em′) intermediate free propagating states, in order to avoid the inclusion of the
divergent reducible term. For the corresponding expression emerging from Eq. (45),
there is no such distinction and always the function for the non-secular case,
− lim
η→0
Re
[
β
i~
ˆ
dω
ˆ
dω′
1
ω − βµ′ + iη
1
ω + β(∆− µ) + iη
f−(ω) f−(ω′)
ω + ω′ − β∆ + iη
]
,
is to be considered. To ensures convergence for the secular case µ + µ′ = ∆, the
expression is regularised in the following way [53, 54]:
ˆ
dω
g(ω)
ω2 + η2
=
ˆ
dω
g(0)
ω2 + η2
+
ˆ
dω
g(ω)− g(0)
ω2 + η2
=
pi
η
g(0)︸ ︷︷ ︸
=O(η−1)
+
ˆ ′
dω
g(ω)
ω2 + η2
,
where
´ ′
denotes a principal part integration. The contribution ∝ 1/η is assigned to
sequential tunnelling processes and hence must be disregarded. One obtains
C˜Tmat(2) (∆− µ′, µ′,∆)
=
β
~
Re
(
i
ˆ
dω
ˆ
dω′
1
ω − βµ′ + iη
1
ω − βµ′ − iη
f−(ω) f−(ω′)
ω + ω′ − β∆ + iη
)
−O(η−1) =
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=
piβ
~
ˆ ′
dω
f−(ω) f+(ω − β∆)
(ω − βµ′)2 + η2 =
piβ
~
b−(β∆)
d
d(βµ′)
ˆ ′
dω
1− f−(ω)− f+(ω − β∆)
ω − βµ′
= − β
2~
b−(β∆)
(
ImΨ(1)
(
1
2
+
iβµ′
2pi
)
+ ImΨ(1)
(
1
2
+
iβ(∆− µ′)
2pi
))
. (47a)
This result has to be compared with the correct expression for C˜(2) as given in Eq.
(130). In the limit µ+ µ′ = ∆:
~C˜(2)(∆− µ′, µ′,∆) = −β
2
(
b−(β∆) + f−(β∆− βµ′)) ImΨ(1)(1
2
+
iβµ′
2pi
)
− β
2
(
b−(β∆) + f−(βµ′)
)
ImΨ(1)
(
1
2
+
iβ(∆− µ′)
2pi
)
. (47b)
The expressions Eq. (47a) and Eq. (47b) obvious match in the two terms involving
the Bose function, while the two terms involving the Fermi function are absent in
Eq. (47a). To visualise the discrepancy, we compare the two expressions in Fig. 9, for
the elastic cotunnelling processes |σ〉 → |σ〉 in a SD model at zero bias [compare the
sketch Fig. 7(c)]. Thereby, ∆ = 0, µ′ = E10 := Eσ − E0. Though the deviations seem
dramatic in Fig. 9, their impact on the current is in fact of minor nature. This for the
following reasons: On the one hand, populations are untouched by a process |σ〉 → |σ〉
anyway. On the other hand, our two Fermi functions f+(βE10) and f
−(βE10) are
already present in second order inside the rates Γ0→σ(2) and Γ
σ→0
(2) , respectively. In the
current, these sequential contributions effectively dominate over the contributions the
Fermi function appear with in fourth order, such that whether or not putting them
causes only a small relative difference.
Nevertheless, we have demonstrated that there exists a built-in fundamental discrep-
ancy between T-matrix based rate equations and our generalised master equation Eq.
(21). Importantly, the fourth order rates as emerging from Eq. (21) are not completely
recovered from the T-matrix based expression by the usual regularisation procedure.
Having demonstrated this explicitly for the function C˜(2) related to supergroup C, we
want to amend that all expressions from supergroup A, as it contains no reducible
diagrams, are identically reproduced by the T-matrix based approach. What concerns
supergroup B, the related functions B˜Tmat(0/1/2) scale inversely with the energy difference
of the free propagating intermediate states12. Thus, a regularisation dropping terms
∝ η−1 corresponds to a complete neglect in the special secular case, whereas the real
B˜(1/2) do not vanish.
As a matter of fact, T-matrix based rate approaches further commonly invoke cer-
tain standard approximations, leading to additional deviations on top of the built-in
difference:
• Neglect of corrections to sequential tunnelling: As addressed above, sequential
contributions are of second order and thus usually dominate over any fourth order
12 See in App. A.3, Eqs. (129), (130) the definition of B˜(0/1/2) for the non-secular case.
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correction. Therefore the idea is to keep no fourth order contributions to rates
ΓN→N±1. This translates into omitting supergroup B diagrams completely13, and
further dropping the groups A.(1) and C.(1). The latter approximation violates
the fragile gain-loss chains shown in examples in Fig. 7 and would per se break
the sum-rule Eq. (10). The reason why no problems arise from this fact is simply
that in the T-matrix based rate approaches, no time evolution kernel, but just
the pure rates are calculated. The desired ones emerge from diagram groups
A.(2) and C.(2) and using them in a canonical rate equation, as e.g. in Eq. (35),
one automatically complies with the sum-rule. Diagram groups A.(0) and C.(0)
become redundant.
• Neglect of pair-tunnelling: Processes changing the charge state of the quantum-
dot by two, N → N ± 2, are indeed strongly suppressed as any gate voltage
favours at most two charge states N and N + 1. Disregarding such events trans-
lates into omitting within the groups A.(2) and C.(2) those contributions where
p = p′, which means in the language of the diagrams that both fermion lines
point towards the same contour [for an example see the leftmost diagrams in
Fig. 7(a)]. Only recently, the existence of a pair-tunnelling resonance line, which
had so far been overlooked due to this approximation, has been pointed out [13].
In Sect. 3.2 we compare, for the rather complex model of a quantum double-dot, an
exact calculation according to out theory and a T-matrix based calculation incorpo-
rating these additional approximations. Good agreement is found inside the Coulomb
blockade regions and apart from resonance lines.
Major acceleration of calculations, but at the price of a shrunken validity range, is
achieved upon invoking two more simplifications [21]:
• Fixed charge limit: By a Schrieffer-Wolff transformation [55], effectively all pop-
ulations of states with charge other than N are set to zero inside the N electron
Coulomb blockade diamond. Notice that this automatically excludes all sequen-
tial tunnelling events.
• Low bias limit: Under the assumption eVbias  µ′ is is possible to neglect the
ω dependence in denominators [21], with the effect that the sum over the two
trigamma functions in Eq. (47a) turn into a constant with a simple energy de-
pendence of 1/(βµ′)2.
A comparison in Sect. 3.2 shows still good agreement with the exact calculation for a
limited gate and bias voltage region inside the Coulomb blockade diamond.
2.5 Conclusion
The first part of this thesis was dedicated to the theoretical description of transport
across quantum-dots weakly connected to metallic contacts. Thereby, all the analysis
13 We explained in Sect. 2.3.2 that supergroup B relates exclusively to fourth order amendments to
sequential tunnelling.
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carried out in Sect. 2 was built upon the compact introduction to the known theory
given in Sect. 1, where we have followed a perturbative approach to account for elec-
tron transfer in second and fourth order of the tunnelling coupling, which includes all
tunnelling processes involving one or two electrons.
In the course of the present section we have highlighted in particular the correspon-
dence between the single terms emerging in the equation of motion and the diagram-
matic representation [19], see Tab. 1. The equation of motion determines the time
evolution of the quantum-dot density matrix. By inclusion of correction terms, which
also can be represented diagrammatically, those elements of the matrix which are re-
lated to coherences between non-degenerate states can be set to zero. Amending the
original terms by these corrections led to a central achievement: the grouping of dia-
grams, as depicted in Fig. 6. Such structuring has not been noticed so far and brings
advantage from both the analytical and the numerical point of view, because within
the 3×3 groups, contributions of diagrams combine and partially cancel. It should be
mentioned that as a part of my work, the new possibility of diagram grouping was
numerically implemented within the KinEq [20] project, speeding up calculations by
factor of 10-20. Moreover, it opened a way for a physical interpretation of diagrams: we
analysed and distinguished between the pure fourth order phenomena of cotunnelling
and pair-tunnelling as well as fourth order amendments to sequential transport. Fi-
nally, the diagram grouping established a connection to the widely used T-matrix based
rate equations. In particular, we revealed the origin of the divergences contained in
those equations and that the typical regularisation does not completely reproduce our
expressions.
A programming task for the near future is a numerically efficient implementation of
those fourth order calculations which require coherences between secular states (as
e.g. the case of non-collinearly magnetised electrodes). A long term challenge is clearly
posed by a controlled inclusion of terms beyond fourth order. The most prominent
motivation for this might be the Kondo effect. Frequently encountered in experimen-
tal reality, it can appear in the theory only from sixth order on. Level renormalisation
effects (which can e.g. cause tunnelling magneto-resistance oscillations, a gate voltage
dependence of the inelastic cotunnelling threshold or a splitting of the Kondo peak)
demand even inclusion of certain contributions to all orders in the tunnelling coupling,
in form of a Taylor series – an outlook to this is given in Sect. 5.3.3.
A problem which rapidly increases with the order of our perturbation theory is the
number of terms (resp. diagrams) to be calculated. Already for the fourth order the
numerical effort puts limits, at the moment to quantum-dot models with less than one
hundred states (for a systematic analysis). Therefore, in particular for even higher or-
ders, in addition to numerical optimisation most probably approximation methods will
have to be invoked14. If thereby a selection among a full set of terms of a certain order
shall take place, the knowledge on the underlying physical processes is a precondition
14 In this context we compare in Sect. 3.2, on the example of a double quantum-dot model, between
our theory and the two T-matrix based approximation methods introduced in Sect. 2.4.
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for a consistent choice of diagrams. A tool for this working also beyond fourth order
is certainly the grouping.
To conclude, the Liouville equation based perturbative approach to quantum trans-
port, though known for years, still deserves to be topic of investigations. As we have
seen here for the fourth order, the prize for a careful analysis can be rich insights into
the physics of electron transfer across double-barrier structures.
Related publications:
S. Koller, M. Leijnse, M. R. Wegewijs, M. Grifoni. Prepared for Phys. Rev. B. (2010)
Density-operator approaches to transport through interacting quantum-dots: simplifications in fourth
order perturbation theory.15
15 The title of the final publication might differ.
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APPLICATION:
TRANSPORT PHENOMENA IN INTERACTING QUANTUM-DOTS
This second part of the thesis, dedicated to results on transport across specific quantum-
dot devices, is subdivided into three sections. First, the focus of Sect. 3 is on most
easy, yet already quite instructive, minimal models for a one and two site system,
which we refer to as quantum single-dot (SD) and quantum double-dot (DD), Sect.
3.1 and Sect. 3.2, respectively. Two examples of real carbon based systems are stud-
ied subsequently, namely graphene armchair nanoribbons (ACNRs), Sect. 4 and single
wall carbon armchair nanotubes (SWCNTs), Sect. 5.
These latter systems require a more demanding theoretical modelling, which leaves
already in second order transport a magnitude of signatures to be explained. Hence,
to preserve the level of complexity, it is sensible to restrict for the analysis of fourth
order transport to the minimal model systems, where the eigenstate problem does not
pose a major problem by itself, and the Hilbert spaces are low-dimensional.
It should be mentioned that all transport data presented in the following was obtained
with help of the KinEq [20] kinetic equation solver, which incorporates the transport
theory presented in Sect. 1 in full generality. As model specific external input it requires
the energy spectrum and the tunnelling matrix elements (TMEs) of that particular
quantum-dot system which is to be subject of investigations, and an important part
of my work was to provide for each of these systems a user-friendly program, allowing
upon specification of the model specific parameters an automatic generation of the
necessary input information for KinEq.
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3 Minimal model systems
In a minimal model, a quantum-dot is accounted for with a single spin-degenerate level.
This yields for the single/double quantum-dot (SD/DD) a four-/sixteen-dimensional
Hilbert space, respectively. An eigenbasis of the former is formed trivially by the
canonical set of states employed already in Sect. 2, in which the Coulomb interacting
Hamiltonian is diagonal. For the DD, there exists on-site as well as inter-site Coulomb
interaction and once hopping between the two sites is allowed, the canonical localised
basis provides no longer the eigenstates. However, an analytical diagonalization is
possible in case of an equal gate voltage dependence of both levels. The limited number
of states makes the minimal models for SD and DD good candidates for in general
costly numerical investigations of transport up to fourth order.
3.1 Quantum single-dots
Though – or maybe because – fourth order transport in the single-impurity Ander-
son model [56] (this is how the single-level description of a SD is called) is well-
investigated [13, 30, 57, 58], it makes sense to shortly address it here. The stability
diagrams we present in Fig. 10 in fact contain several universal features which are also
encountered for more complex quantum-dots, but can be explained in clearer manner
for this few-state system. In this way, we provide an easy start to fourth order and spin
phenomena in transport. Besides, having made use of the single-impurity Anderson
model in Sect. 2 for the analysis of fourth order rates, it is a matter of completeness
to show the corresponding transport results.
The isolated level, as it is assumed, can be occupied at most with up to two electrons
of opposite spin. The associated creation operators are dˆ†↑ and dˆ
†
↓, which we let act in
the order dˆ†↑dˆ
†
↓|0〉 on the vacuum state |0〉. The Hamilton operator,
Hˆ =
∑
σ
εσNˆσ + UNˆ↑Nˆ↓,
with Nˆσ = dˆ†σdˆσ the number operator, lives in a four-dimensional Hilbert space,
spanned by the eigenstates listed in Tab. 3. There are three charge states the sys-
tem can take, Nc ∈ {0, 1, 2}, where for putting two electrons on the dot, Nc = 2,
Coulomb repulsion demands a charging energy U to be paid. For a single occupation,
Nc = 1, the states |↑〉, |↓〉 have to be distinguished due to the electron spin. The asso-
ciated level positions are ε↑ = ε↓, unless an external magnetic field lifts the degeneracy
by a Zeeman splitting of ε↓ − ε↑ = 2Ez. Particle exchange with the source (l = s) and
drain lead (l = d) is described by the tunnelling Hamiltonian Eq. (2) as presented in
Sect. 1, where for the single level no orbital index is needed. Allowing for a parallel
contact polarisation of magnitude Pl, 0 ≤ Pl ≤ 1 in the respective lead l, all nonzero
TMEs which are needed in the transport calculations are given by
Tl↑(0, ↑) = Tl↑(↓, 2) =
√
~Γl
√
1 + Pl
2
, Tl↓(0, ↓) = −Tl↓(↑, 2) =
√
~Γl
√
1− Pl
2
.
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energy : state Sz [~] S [~]
0 : |0〉 0 0
ε↓ + Ez : |↓〉 −1/2 1/2
ε↑ − Ez : |↑〉 +1/2 1/2
U : |2〉 0 0
Table 3: The four states considered in the sin-
gle impurity Anderson model, along with their
eigenenergies and spin-projection Sz as well as
total spin S.
Thermal energy kBT 0.01 meV
Tunnelling coupling ~Γ 0.8µeV
On-site Coulomb U 1.0 meV
Level position εσ 0.25 meV
Zeeman splitting Ez
0.0 meV /
0.1 meV
Table 4: Parameters employed for the shown
plots. Notice that the value of εσ = ε↑ = ε↓ just
causes a shift in the gate voltage.
Due to its simplicity, the single-impurity Anderson model is a preferred tool for many
kinds of studies on interacting quantum-dot systems. Indeed, its small Hilbert space
provides the possibility of deeper analytical investigation as well as of fast numerical
implementation. Nevertheless, it should not be forgotten that it misses many features
of real systems, like triplet formation or orbital degrees of freedom, which are rich
sources of system specific effects and hence cannot be neglected in advanced analysis
of realistic quantum-dots.
On the other hand, the absence of these complications makes the single-impurity An-
derson model a good starting point for the study of universal effects in quantum
transport physics, and as such we have already employed it in Sect. 2.
Fig. 10 shows the differential conductance across the single level for a full fourth order
transport calculation in three distinct cases. Common to all three plots is the central
Coulomb diamond belonging to a predominant single-electron occupation, Nc = 1, of
the quantum-dot. In the leftmost plot of the figure, the unpolarised case without a
Zeeman splitting is treated, i.e. the leads are non-magnetic and the two Nc = 1 states
are degenerate. The basic structure of the figure is build on four transition lines, which
cross to form the edges of the central diamond. They belong to two types of transitions:
either Nc = 0↔ Nc = 1, |0〉 ↔ |σ〉 or Nc = 1↔ Nc = 2, |σ〉 ↔ |2〉. In the plot itself,
we have directly indicated the underlying transition at each section of each line. Notice
that the slope of a transition line determines whether it belongs to the opening of a
forward (Nc → Nc+1) or a backward (Nc+1→ Nc) channel. Forward transition lines
are slanted leftwards/rightwards for positive/negative bias voltage, and vice versa for
the backwards case.
Fourth order contributions to transport comprise all correlated tunnelling events of
two electrons at a time. They give rise to a small nonzero current even in the Coulomb
blockade regime – manifesting in a lighter bluish interior of the diamond – as elastic
cotunnelling allows to transfer an electron across the quantum-dot device preserving
its charge and energy in the final state. During the process, virtual transitions to
higher or lower charge states can take place, because any potential violation of energy
conservation is temporary. Another effect is electron pair-tunnelling [13], i.e. charge
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Figure 10: Differential conductance across a single level, in the spin degenerate case (left), with a
Zeeman splitting Ez = 0.1 (middle) and for in parallel polarised leads, Ps = Pd = 0.8 (right). Due to
elastic cotunnelling, there is always a small nonzero current flow inside the Coulomb diamond, which
is hardly resolvable. In the presence of a magnetic field, the onset of inelastic cotunnelling for the
Zeeman split levels is clearly visible. Upon assuming on top of the Zeeman splitting ferromagnetic
contacts magnetised along the external field, the plot acquires a pronounced asymmetry, including
negative differential conductance features. The origin is the preference of transport channels mediated
by ↑ - electrons.
non-conserving processes Nc → Nc ± 2, setting in exactly in the middle between the
parallel single electron transition lines, marked by white dashes in Fig. 10. A close
look on the plot also exhibits a drop in the differential conductance just (in terms of
|eVbias|) below these resonances.
In fact, for a non-logarithmic scale these fourth order effects can only be resolved
with a well-adapted colour gradient, because to justify the truncation of perturbation
theory in fourth order, the tunnelling couplings have still to be taken rather small16.
In the middle plot of Fig. 10, a Zeeman splitting is introduced such that |↓〉 becomes an
excited state: its energy is raised by Ez, while the energy of |↑〉 is lowered by the same
amount. Thus the Coulomb diamond widens by 2Ez and all single electron transition
lines get split by this energy. Moreover, both elastic and inelastic cotunnelling is now
observed inside the Coulomb blockade: below a bias threshold of 2Ez, which coincides
with the position where the excitation lines hit the edges of the Coulomb diamond,
merely channels involving the Nc = 1 groundstate |↑〉 are available for electron trans-
fer. Consequently, compared to the case of Ez = 0 (which offers two groundstates),
the differential conductance has visibly decreased. Only above the bias threshold, the
energy gain for transferring one electron across the device allows to lift the quantum-
dot into the excited |↓〉 state, and the differential conductance regains a higher value.
Adding to this situation a parallel contact polarisation, of value Ps = Pd = 0.8, point-
ing along the external field, the plot changes according to the rightmost image of Fig.
10. The perfect mirror symmetry exhibited in the left and middle plot with respect
16 In fact, numerical instabilities arise for too high values of the tunnelling coupling, as partly – and
thus inconsistently – contained sixth order corrections gain weight.
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to the central Coulomb diamond is completely broken. The reason is that due to the
polarisation, the density of ↓ - electrons in the leads is diminished in favour of ↑ -
electrons. Therefore transport via an ↑ - electron channel is strongly preferred. With
| ↑〉 as Nc = 1 groundstate, this amplifies the Nc = 0 ↔ Nc = 1 conductance peak,
while the groundstate transition Nc = 1 ↔ Nc = 2, which demands tunnelling of a ↓
- electron, gets suppressed. The resonance lines belonging to the transition |0〉 → |↓〉
have transformed to strong negative differential conductance (NDC), as opening of
this weak channel bears the possibility that from time to time the system gets trapped
in the | ↓〉 state, from which it can return to |0〉 only by out-tunnelling of a minority
charge carrier.
The two other, less pronounced, NDC lines on the right side of the diamond mark the
back-transition | ↓〉 → |0〉, after which the ↑ - electron mediated forward transition
|0〉 → |↑〉 is likely to follow. For gate voltages favouring occupations Nc = 1 or Nc = 2,
the state | ↑〉 is of blocking nature, because it is connected to the doubly occupied
state |2〉 only by a disfavoured ↓ - electron transition.
What concerns the interior of the Nc = 1 Coulomb blockade diamond, there is the
possibility of elastic cotunnelling | ↑〉 → |↑〉 via C.(2) diagrams involving as an inter-
mediate state merely |0〉, such that the process is completely mediated by ↑ - elec-
trons, i.e. majority charge carriers. However, this polarisation favoured process, which
dominates the left side of the Coulomb diamond, gets energetically suppressed with
increasing distance from the Nc = 0 ↔ Nc = 1 resonance, being replaced by elastic
cotunnelling | ↑〉 → | ↑〉 involving the |2〉 state. Purely carried by ↓ - electrons, that
cotunnelling process is rare compared to the inelastic process | ↑〉 → | ↓〉, which de-
mands in-tunnelling of a minority, but out-tunnelling of a majority electron. Hence,
the inelastic cotunnelling threshold is pronounced in the right half of the diamond.
For further investigations we turn in the upcoming section to the more sophisticated
model of a quantum double-dot, where excited states are already present without the
need of an external magnetic field.
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3.2 Quantum double-dots
Experimentally, two coupled quantum-dots in se-
ries, so-called double quantum-dots, have been
realised in various kinds of systems, e.g. in semi-
conducting structures [59] or in carbon allotropes
like nanotubes [60, 61] or graphene [62, 63], and
are very attractive for studying fundamental spin
correlations. Consisting of two sites modelled
by a single spin-degenerate level each, the total
number Nc of electrons that can reside on the DD
ranges from zero to four. Taking into account all
occupation possibilities we count sixteen states.
A basis of this Hilbert space is given by localised
states built up as a direct product of the SD
states, |i, j〉 := |i〉1 · |j〉2, with i, j ∈ {0, ↑, ↓, 2}
characterising the occupation of sites 1 and 2,
respectively.
Figure 11: Relevant Coulomb in-
teractions in a quantum double-dot
Importantly, the exchange Coulomb interaction between these two sites induces for the
filling Nc = 2 a singlet-triplet splitting which can be used to perform logic gates [64].
Moreover, Coulomb interaction together with the Pauli principle can lead to a spin-
blockade in case the two electrons have triplet correlations [65, 66, 67, 68]. This effect
can be used to obtain a spin-polarised current even in the absence of spin-polarised
leads, but it requires a strong asymmetry between the two on-site energies of the left
and right dot.
This section, in contrast, will focus on a symmetric DD with equal on-site energies. Its
theoretical description as well as the result on second order spin-polarised transport
presented in the following have been published in collaboration with Ralph Peter
Hornberger, Georg Begemann, Andrea Donarini and Milena Grifoni, Ref. [32]. The
fourth order investigations have been carried out together with Georg Begemann,
Jens Paaske and Milena Grifoni and are being prepared for publication.
3.2.1 Hamilton operator
The DD Hamiltonian emerging from a two-site Hubbard model with hopping and
Coulomb interaction [69, 70] is the simplest variant of a Pariser-Parr-Popel Hamilto-
nian [71, 72] for a many site system, reading
Hˆ =
2∑
m=1
∑
σ
εmdˆ
†
mσdˆmσ + U
2∑
m=1
nm↑nm↓ + V
(
n1↑ + n1↓
)(
n2↑ + n2↓
)
+
+b
∑
σ
(
dˆ†1σdˆ2σ + dˆ
†
2σdˆ1σ
)
−
(
U
2
+ V
) 2∑
m=1
∑
σ
dˆ†mσdˆmσ. (48)
Here, dˆ†mσ are the creation operators for an electron with spin σ ∈ {↑, ↓} on site m ∈
{1, 2}, from which all states of the localised basis can be constructed when applied to
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eigenvalue : eigenstate abbr. total spin S [~]
0 : |0, 0〉 |0〉 0
b : 1√
2
(|σ, 0〉+ |0, σ〉) |1eσ〉 1/2
−b : 1√
2
(|σ, 0〉 − |0, σ〉) |1oσ〉 1/2
1
2
(U + V −∆) :
β0√
2
(|↑, ↓〉+ |↓, ↑〉)
+ α0√
2
(|2, 0〉+ |0, 2〉) |2〉 0
V : |↓, ↓〉 |2′(−1)〉 1
V : 1√
2
(|↑, ↓〉 − |↓, ↑〉) |2′(0)〉 1
V : |↑, ↑〉 |2′(+1)〉 1
U : 1√
2
(|2, 0〉 − |0, 2〉) |2′′〉 0
1
2
(U + V + ∆) :
β0√
2
(|↑, ↓〉+ |↓, ↑〉)
− α0√
2
(|2, 0〉+ |0, 2〉) |2
′′′〉 0
U + 2V + b : 1√
2
(|2, σ〉+ |σ, 2〉) |3oσ〉 1/2
U + 2V − b : 1√
2
(|2, σ〉 − |σ, 2〉) |3eσ〉 1/2
2U + 4V : |2, 2〉 |4〉 0
in terms of R = (U − V )/(4|b|):
∆ = 4|b|√1 +R2, α0 = 1√2 1√1+R2−R√1+R2 , β0 =
√
1− α20
Table 5: Eigenstates of the double-dot system, corresponding eigenvalues and total spin. In the limit
|b| → ∞, where the inter-dot hopping is unhindered, R → 0 and α0 → β0. For |b| → 0, i.e. no inter-
dot hopping takes place, we find, if U > V , that R → +∞ and α0 → 1, β0 → 0; the state |2〉 then
becomes degenerate with |2′(0)〉, forming a Heitler-London state. In turn, if U < V then R → −∞
and α0 → 0, β0 → 1.
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Figure 12: Transport setup with a quantum
double-dot weakly coupled to source and drain
contacts. The contact magnetisations, as indi-
cated by the arrows, enclose an angle θ. The
gate electrode, which acts on both sites, allows
to shift the chemical potential.
Thermal energy kBT 0.04 meV
Tunnelling coupling ~Γ 0.4 µeV
On-site Coulomb U 6.0 meV
Inter-site Coulomb V 1.6 meV
Hopping parameter b −1.0 meV
Table 6: Parameters employed for the shown
plots unless specified differently. The hopping
parameter has a negative value because delo-
calisation of electrons lowers the system en-
ergy. In case of polarised leads, contact polar-
isations Ps = Pd = 0.8 were chosen.
the vacuum state in the defined order dˆ†1↑dˆ
†
2↑dˆ
†
1↓dˆ
†
2↓|0〉. The tunnelling coupling between
the two sites is b, which is of negative value because the delocalisation of electrons
decreases the system energy. Further, U and V are the on-site and inter-site Coulomb
interaction potentials. Notice that for the symmetric DD considered throughout this
section, the action of the gate is uniform on both sites, and thus can be modelled by
the standard term given in Sect. 1, Eq. (3). To understand transport properties of
the two-site system in the weak tunnelling regime, we have to analyse the eigenstates
of the isolated interacting system. These states, expressed in terms of the localised
states, and the corresponding eigenvalues are listed in Tab. 5. The table also indicates
the eigenvalues of the total spin operator. The groundstates of the DD with odd
particle number are spin degenerate. In contrast, the groundstates with even particle
number have total spin S = 0 and are non-degenerate. In the case of the two particles
groundstate the parameters α0 and β0 determine whether the electrons prefer two pair
in the same dot or are delocalised over the DD structure. Since the eigenstates are
normalised to one, the condition α20 +β
2
0 = 1 holds. The energy difference between the
S = 0 groundstate and the triplet is given by the exchange energy
J =
1
2
(∆− U + V ) = 2|b|(R +
√
1 +R2) ,
where ∆ = 4|b|√1 +R2 and R = (U − V )/(4|b|). Besides a triplet formation, one
observes the presence of higher two-particles excited states with total spin S = 0.
3.2.2 Inclusion of spin-polarised leads
We have learned in Sects. 1-2 that a central system specific input to the equation of
motion, besides the quantum-dot energy spectrum, are the tunnelling matrix elements
Tl(a, b), for all those states a, b from Tab. 5 which differ in charge by one, |Na−Nb| = 1.
For the description of tunnelling into or out of the DD, we can adopt the Hamiltonian
Eq. (2), associating the orbital index m with our two sites, m ∈ {1, 2}. We must
pay attention to the fact that in our DD model each site is coupled exclusively to
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one of the leads17. A further slight complication arising in case of non-parallel spin-
polarised leads, as depicted in Fig. 12, is posed by the necessity of an unique spin
coordinate system on the dot. The choice is arbitrary, as long as the transformations
of the electron operators into the new common coordinate system are set up properly.
In what follows we employ the basis of one of the leads18, e.g. the drain. Thus, the
operator acting on site 2 is untouched, dˆ2σ(d) = dˆ2σ, where the index (l) indicates
the spin coordinate system of lead l and intuitively, σ(l) =↑(l)⇒ σ =↑, sgn(σ) =
+; σ(l) =↓(l)⇒ σ =↓, sgn(σ) = −. From Fig. 12 it is evident that a rotation by the
angle θ around the yd-axis maps the drain onto the source coordinate system. With
the help of the corresponding spin-1/2 rotation matrix one obtains for the electron
operator of site 1, dˆ1σ(s) = cos(θ/2)dˆ1σ + sgn(σ) sin(θ/2)dˆ1σ¯. The TMEs are then given
by
T−sσ(s)(a, b) =
√
~Γs
√
1 + sgn(σ)Ps
2
〈
a
∣∣∣cos(θ/2)dˆ1σ + sgn(σ) sin(θ/2)dˆ1σ¯∣∣∣ b〉 ,
T−dσ(d)(a, b) =
√
~Γd
√
1 + sgn(σ)Pd
2
〈
a
∣∣∣dˆ2σ∣∣∣ b〉 .
This choice has the advantage that for the anti-parallel configuration, θ = pi, it sim-
ply yields dˆ1↑(s) = dˆ1↓, dˆ1↓(s) = −dˆ1↑, i.e. there is no mixing between source spin-
↑ and -↓ operators. Only then spin remains a good quantum number, because at
least one of the TMEs Tl↑l(a, b) or Tl↓l(a, b) is zero for every combination of states
|a〉, |b〉. As a consequence, the RDM cannot contain nonzero off-diagonal elements
between states differing in Sz. For all non-collinear configurations, however, those
coherences between states of different spin-projection Sz arise and must not be ne-
glected. Replacing a, b by states from Tab. 5 written in terms of electron operators
acting on the vacuum state, respecting the defined ordering of the electron operators
(e.g. dˆ2↑| ↑, 2〉 = dˆ2↑dˆ†1↑dˆ†2↑dˆ†2↓|0〉 = −| ↑, ↓〉) and exploiting the orthogonality of the
localised basis, the value of any TME is obtained straightforwardly.
3.2.3 Linear conductance
For a quantum double-dot attached to leads whose magnetisation directions enclose an
angle θ, a gate trace in the linear low bias regime yields a pattern of four peaks accord-
ing to Fig. 13. While the right plot encodes in colour the magnitude of the conductance
for arbitrary θ (mod 2pi), for the left plot three exemplary angles θ = 0, θ = pi
2
, θ = pi
were picked. Thereby, the temperature was increased to clearly resolve the differ-
ences between the three curves. Common to any θ is a mirror symmetry with re-
spect to the half-filling (Nc = 2) gate voltage eαVgate = 7.0 meV. Characteristi-
cally, the height of the two outer peaks exceeds the one of the inner peaks. For the
17 The source can only exchange electrons with site 1, while the drain merely connects to site 2. For
Eq. (2), this translates into Ts2q = 0 = Td1q ∀ q.
18 For the numerics, this is quite a practical choice. For analytical purposes, it can be convenient
to let one axis of the dot coordinate system bisect the angle θ, because of the symmetry [d ↔
s] =ˆ [θ/2↔ −θ/2] in the resulting transformations [28, 29, 31, 32].
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Figure 13: Conductance as a function of the polarisation angle and of the gate voltage. For the
left plot, temperature was increased by a factor of five to reach a thermal energy of kBT = 0.2 meV,
where the peaks are nicely resolved. The minimum peak heights occur as expected at θ = pi.
collinear polarisations θ ∈ {0, pi} the height ratio is solely determined by the ratio
|〈0|dˆlσ|1eσ〉|2/|〈1eσ¯|dˆlσ|2〉|2 = |〈3oσ¯|dˆlσ|4〉|2/|〈2|dˆlσ|3oσ〉|2 of the squared absolute val-
ues of the corresponding groundstate transition matrix elements. Of particular interest
is of course the angular dependence of the conductance. The colourmap plot Fig. 13,
right, nicely captures an expected mirror symmetry with respect to the θ = pi, as
well as the monotonous decrease of conductance towards this angle marking the anti-
parallel configuration.
It has been shown [28, 29, 31, 32] that for non-collinear contact magnetisations, an
effective exchange field builds up on the quantum-dot. Thereby, one must distinguish
between two contributions to such a field. Intrinsic to our transport theory are vir-
tual tunnelling processes, i.e. quantum fluctuations which are temporary in- or out-
tunnelling events and hence not subjected to energy conservation. They are incor-
porated in the energy dependent function [Eq. (124a)] relating to the second order
diagrams, via its imaginary part. The latter, however, is eliminated by the summation
of hermitian conjugates for all except bubble diagrams off-diagonal in the initial or
final states19. A contribution in similar form arises from interfacial exchange effects
with the ferromagnetic contacts. During reflections at the interface between those and
the quantum-dot, electrons pick up a phase depending on the orientation of their spin
relative to the magnetisation of the ferromagnet. Concerning the order of magnitude of
that effect, theoretically a contribution comparable to the aforementioned virtual pro-
cesses has been claimed [29], demanding a perturbative treatment. Importantly, under
the influence of any effective exchange field, an unpaired spin on the dot starts to pre-
cess, easing tunnelling from and to the polarised contacts. That is why for θ = pi/2 in
Fig. 13, left, the peaks are noticeably shifted towards the Nc = 1 respectively Nc = 3
Coulomb blockade, as for these odd fillings an excess spin is present and the exchange
field can act. A still more pronounced signature of the exchange field is expected in
the nonlinear bias regime investigated in the next subsection.
19 Connected to this is the absence of gain-loss partner diagrams, see Sect. 2.2.
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Figure 14: Differential conductance for the parallel (θ = 0), perpendicular (θ = pi/2) and anti-parallel
(θ = pi) contact magnetisations. Only second order contributions in the tunnelling are included. The
two half diamonds and three complete diamonds correspond to regions of the bias and gate voltage
where transport is Coulomb blocked. Bright excitation lines appear whenever transitions involving
excited states become energetically available for transport. However, some of those excitation lines
are hardly visible in the anti-parallel configuration and a negative differential conductance in form of
pink shades is observed in the perpendicular case.
3.2.4 Differential conductance
The differential conductance of a quantum double-dot with specification as given in
Tab. 6 is plotted in Fig. 14, for three distinct values θ = 0, θ = pi
2
and θ = pi for
the angle enclosed by the contact magnetisation directions. The results confirm the
electron-hole-symmetry and the symmetry upon bias voltage inversion. In all of the
three cases we can nicely see the expected three closed and the two half-open dia-
monds, where the current is blocked and the occupation Nc of the double-dot system
stays constant. At higher bias voltages the contribution of excited states is manifested
in the appearance of several excitation lines. One clearly sees that several transition
lines present in the parallel case are extremely suppressed in the anti-parallel case.
Moreover, for a non-collinear polarisation, θ = pi/2, negative differential conductance
is observed in form of light pink shades along certain transition lines.
In the following, we want not only to explain the origin of these two features, but
alongside give another example for spin-blockade effects, which play a decisive role in
the DD physics.
As a starting point, Fig. 15 (top) provides a bias trace of current through the system for
the three different angles. The gate voltage is fixed at eαVgate = 3 meV, and we restrict
to the positive bias voltages (see dashed white lines in Fig. 14). We recognise, that for
eVbias < 2.4 meV the current is Coulomb-blocked in all of the three cases. In this con-
figuration exactly one electron stays in the double-dot. From about eVbias ≥ 2.4 meV
the channel |1eσ〉 → |2〉 opens and current begins to flow. With increasing bias more
and more transport channels become energetically accessible. In particular, for all the
polarisation angles θ we observe two consecutive steps corresponding to the backward
transition |1eσ〉 → |0〉 and the forward transition |1eσ〉 → |2′〉, respectively. The lat-
ter, occurring at about eVbias = 4 meV, involves the excited two-particle triplet states
|2′(Sz)〉. The next excitation step, indicated with a circle in Fig. 15 (top), belongs
to the transition |1oσ〉 → |2′′〉. The associated line is hardly resolvable for the anti-
parallel configuration, as well as the lines corresponding to |1oσ〉 → |2′′′〉; |1eσ〉 → |2′′〉;
|2〉 → |3oσ〉; |1eσ〉 ↔ |2′′′〉. Crucially, in all of these transitions a two-particle state
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Figure 15: Current (top) and triplet occu-
pation (bottom) along a positive bias trace
for the two collinear (θ = 0, θ = pi) cases
and the perpendicular case (θ = pi2 ) at a
fixed gate voltage eαVgate = 3 meV. Notice
the occurrence of a pronounced negative dif-
ferential conductance for the perpendicular
polarisation θ = pi/2, while for θ = pi the
outstanding feature is a large enhancement
of the triplet state population. A schemati-
cal explanation of the latter effect is provided
in Fig. 16.
Figure 16: Schematic explaining the manifes-
tation of a triplet blockade for anti-parallel lead
magnetisations. Starting from a singly occupied
DD in a spin-up state, preferably a ↓ - elec-
tron enters (i), while it is the ↑ - electron which
is more likely to subsequently leave the DD
(ii). The result is a spin flip. If now the triplet
state |2(−1)〉 is accessible, transitions to any
other Nc = 2 state become very unlikely, as in-
tunnelling of ↑ - electrons is dispreferred (iii).
Due to the spin-up polarisation of the drain,
|2(−1)〉 forms then a trapping state.
with total spin zero is involved. In order to explain the weakness of these lines, let us
e.g. focus on the first missing step in Fig. 15 (top), corresponding to the |1oσ〉 → |2′′〉
resonance. In the parallel case (both contacts polarised spin-up) there is always an
open channel corresponding to the situation in which the spin in the DD is anti-
parallel to that in the leads (i.e. |1o↓〉). In the anti-parallel case (source polarised
spin-down, drain polarised spin-up) originally a ↑ - electron might be present in the
dot. An electron which enters the DD from the source must then be spin-down, Fig.
16(i) (in order to form the state |2′′〉), but as the drain is up-polarised, it will be the
↑ - electron which leaves the DD, which corresponds to a spin flip, Fig. 16(ii). For a
transition to a two-particle state with total spin S = 0, in-tunnelling of an ↑ - electron
is required, but as those are minority charge carriers in the source, such a transition
is strongly suppressed. Instead, if |2′(−1)〉 is energetically reachable, a second effect
comes into play as another ↓ - electron will enter the DD, Fig. 16(iii). Due to the fact
that the spin-up polarisation of the drain hinders the out-tunnelling of ↓ - electrons,
it remains there for a long time: |2′(−1)〉 acts as a blocking state in the anti-parallel
configuration. This fact is nicely reflected in the occupation of the triplet state, Fig. 15
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(bottom). Naturally, for all angles the probability to be in the triplet state increases
above the resonance at eVbias = 4 meV, but for a parallel configuration a majority (i.e.
↑ -) electron can easily be transmitted through the DD via the triplet states |2′(1)〉 or
|2′(0)〉. Notice that the here discussed spin-blockade effects are different from the Pauli
spin-blockade [65, 67, 66, 68]: There, it is the asymmetry between the on-site energies
which permanently traps an electron and thus localises a certain spin on one of the
two dots; consequently, only electrons of the other spin species can be transmitted.
Moreover, the formation of a |2′(−1)〉 trapping state, relying on the existence of the
degenerate triplet, is also different from the spin-blockade found for a single-level
quantum-dot [28], which requires non-collinear magnetisations. Rather the latter block-
ade effect, in interplay with the effective exchange field, is responsible for the negative
differential conductance occurring for non-collinearly polarised leads as observed in
Figs. 14, 15 for θ = pi/2. Without exchange field, we would just expect the magni-
tude of the current for the non-collinear polarisations to lie somewhere in between the
values for the parallel and the anti-parallel current, because the source polarisation
(Fig. 12) could in principle be rewritten in a terms of a component parallel and one
anti-parallel with respect to the drain configuration. For a transition to a DD state
with an unpaired spin, there is unhindered transmission via the parallel contribution,
but the anti-parallel part leads to an accumulation of an average spin on the DD
pointing in opposite direction to the drain polarisation, which causes a spin-blockade.
The exchange field, inducing spin-precession, counteracts the blocking and enhances
the current. The decisive point here is that the effective field is not only gate, but also
bias voltage dependent, and reaches for our bias trace at eαVgate = 3 meV a minimum
around eVbias ≈ 8 meV. This explains the decreasing of the current – Fig. 15 (top),
dashed blue line – up to this point. Afterwards the influence of the spin-precession
regains weight. The blocking state in this case is |2′(−1)〉, affecting accordingly the
triplet occupation, Fig. 15 (bottom), dashed blue line. Completely analogue consid-
erations apply to the other NDC regions observed as glowing pink shades of certain
resonance lines in Fig. 14 (middle), namely at a gate voltages eαVgate . 1.4 meV for
the transition |0〉 → |1e↓〉 (which is equivalent to the one described in Ref. [28]) and
around eαVgate ≈ 4.5 meV for the transition |2〉 → |1e ↓〉. Their electron-hole mirror
images involve |3o↓〉 instead of |1e↓〉 as state with unpaired spin.
3.2.5 Fourth order transport
The differential conductance obtained from our transport theory by an effectively secu-
lar fourth order calculation is shown in Figs. 17(a)/(b) for an unpolarised setup. Unlike
as for the SD, Fig. 10, we directly employ a logarithmic scale and have restricted the
bias range to clearly resolve the fourth order features. The parameters used for Fig.
17(a) differ from Tab. 6 merely in an enhanced tunnelling coupling ~Γ, while for Fig.
17(b) we have additionally changed the hopping parameter to b = −0.2 meV. As a
consequence, the Nc = 1 and Nc = 3 Coulomb blockade regions in plot (b) have, com-
pared to plot (a), shrunken in width. Also, several excitation lines have moved closer
together.
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Figure 17: Differential conductance under inclusion of all fourth order contributions arising from
our transport theory, Sect. 1. For plot (a) parameters were chosen according to Tab. 6, except for
an enlarged tunnelling coupling ~Γ = 2.5µeV. Inelastic cotunnelling as well as cotunnelling assisted
sequential tunnelling can nicely be observed in the central (Nc = 2) Coulomb diamond. Plot (b)
differs from plot (a) by a change in the hopping parameter b from −1.0 meV to −0.2 meV. This in
particular brings closer together the transition lines involving the singly occupied states |1eσ〉 and
1oσ〉. The frame marks that region of gate and bias voltage for which we compare in Fig. 18 to
non-exact calculations.
Due to the presence of excited states for the charge numbers Nc ∈ {1, 2, 3}, inelastic
cotunnelling can in fact take place at – in contrast to the single-level quantum-dot –
zero external magnetic field. We observe the corresponding thresholds for occupation
of the triplet in the central (Nc = 2) and for the |1oσ〉 states at the tips of the adjacent
(Nc = 1/Nc = 3) diamonds in Fig. 17(a), while in Fig. 17(b) inelastic cotunnelling, due
to the shift in the resonance energies, is pronounced in the Nc = 1/Nc = 3 diamonds
only.
What is moreover nicely visible in the central diamond of plot (a) is the onset of cotun-
nelling assisted sequential tunnelling [73]: From the higher lying triplet states, a transi-
tion to the Nc = 1 /Nc = 3 groundstates requires less bias voltage as from the ground-
state |2〉. In second order, the lines related to those transitions |2′〉 → |1e〉 / |2′〉 → |3o〉
must nevertheless end at the edges of the Nc = 2 Coulomb blockade diamond, because
only the groundstate |2〉 is available in there. But in fourth order the triplet gets
significantly populated inside the diamond once inelastic cotunnelling sets in, which
enables the sequential transitions. The corresponding resonance lines run in parallel
to the Coulomb diamond edges, which is the reason for the typical feature as seen in
Fig. 17(a): above the inelastic cotunnelling threshold, the region where the current is
carried exclusively by cotunnelling processes is limited to a small inner triangle (dark).
Outside of it, the cotunnelling assisted sequential tunnelling leads to a significant cur-
rent increase (lighter surrounding of the dark inner region).
A weakly resolved feature is the direct continuation of certain resonance lines below
the inelastic cotunnelling threshold (see e.g. black arrows), where the differential con-
ductance along them is reduced. The origin is a tiny nonzero population of states with
charge Nc±1, which exists, as we pointed in Sect. 2.3.1, throughout the Coulomb dia-
mond. But below the inelastic cotunnelling threshold, the current gain from sequential
tunnelling involving these states is vanishing enough to be overlaid by another effect:
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Figure 18: Relative differences 1−Iapp/I between the exact current I as obtained from the transport
theory presented in Sect. 1 and the currents Iapp obtained upon invoking certain approximations. We
focus on the Nc = 1 coulomb blockade diamond as indicated in Fig. 17(b). The black lines mark
positions of resonance lines (solid: groundstate-to-groundstate transitions, dashed: groundstate and
excited state involved, dotted: transition between excited states). Left: Iapp as arising from a T-matrix
based approach under neglect of both pair-tunnelling and corrections to sequential tunnelling. Middle:
Iapp as arising under the additional assumption of low bias as well as population of Nc = 1 charge
states only. Right: Iapp as arising from a secular calculation omitting non-secular corrections, which
is in fact no approximation but a crucial mistake, as the rightmost plot proves.
around the resonances, within an energy window provided by temperature, transitions
can be reversed, i.e electrons can not only tunnel out of but also back into the posi-
tively biased lead. This competes with the elastic cotunnelling processes and therefore
reduces the differential conductance along the positions of the resonance lines a bit.
Comparison with T-matrix based approaches As plots of the quality of Fig.
17 already require quite some numerical effort20, there is the desire to invoke faster
methods. Zooming on the Nc = 1 Coulomb diamond
21 in Fig. 17(b), the left and middle
plot of Fig. 18 give a comparison between the full fourth order calculation according
to our theory and the T-matrix based approximation methods addressed in Sect. 2.4.
In detail, for the leftmost plot, a T-matrix based rate equation neglecting corrections
to sequential tunnelling as well as pair-tunnelling was invoked, as described in more
detail on page 52. A non-negligible relative difference exists mainly in the vicinity of
the resonance lines (their positions are indicated in the figure), which is exactly where
the corrections to the sequential tunnelling are expected to act. To this approximation
corresponds a reduction of computational time of about 80%. For the middle plot, two
further approximations were applied, resulting in an even several hundred times faster
computation. But, as predicted in the introduction of these further approximations on
page 53, both come at some cost. The first one sets to zero the populations of states
with charge other than Nc = 1, and this restricts the validity not only to inside of
the Coulomb blockade diamond: in fact, every transition leading from an N electron
20 I.e. in the order of few hours of computation on a standard year 2008 desktop machine.
21 Here we can exclude coincidental cancellations by symmetry effects (as it could happen in the
central diamond).
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state to some state of charge Nc± 1 must be energetically out of reach. Only then the
population of these other charge states by fourth order processes is vanishing enough to
be neglected. This is the case in the middle plot of Fig. 18 within the innermost central
triangular region enclosed by the transition lines |0〉 → |1oσ〉 and |1oσ〉 → |2〉 (dashed).
Actually, for a hopping parameter b = −1.0 meV these resonances overtake each other
such that this region no longer exists, which is why we employ for the comparison Fig.
17(b) with the reduced value of b = −0.2 meV. The second approximation assumes a
low bias limit, and indeed the raise of deviations with the bias voltage is clearly seen
in the middle plot of Fig. 18. To summarise, a reduction of computational time is in
any case connected with a loss of exactness. However, depending on what features in
which gate and bias region one desires to analyse, it might be sensible to make use of
the time saving T-matrix based calculations.
Importance of non-secular corrections The right plot in Fig. 18 finally shows
the relevance of the non-secular corrections in an effectively secular fourth order cal-
culation. We have worked out in Sect. 1.3 that a correction KˆC must be added to
the secular part of the fourth order kernel Kˆ
(4)
ss in order to exclude coherences be-
tween non-secular states. The huge relative difference inside the Coulomb blockade
region emphasises that KˆC has in fact a non-negligible influence and its inclusion is
absolutely required for a qualitative as well as quantitative correct result.
3.3 Conclusion
We have shortly revised the well-known single-level description of a quantum-dot and
shown results for fourth order transport. We thereby encountered several universal
effects. For unpolarised contacts, elastic cotunnelling gives rise to a nonzero current
inside the Coulomb blockade diamond for the single occupation (Nc = 1). Electron
pair-tunnelling leaves a weak signature. With an external magnetic field applied, in-
elastic cotunnelling becomes observable due to the Zeeman splitting of the formerly
spin-degenerate singly occupied states |↑〉, |↓〉. Assuming on top a contact polarisation
along the magnetic field breaks the perfect mirror symmetry of the differential con-
ductance with respect to the Nc = 1 filling gate voltage. The reason is the connection
of the | ↑〉 groundstate to the empty state via the preferred ↑ - channel, but to the
doubly occupied state via the dispreferred ↓ - electron channel. As a consequence, the
differential conductance changes for certain transition lines from positive to negative
values, marking an opening of a weak transport channel.
Due to its simplicity, the single-level model is always a good starting point for trans-
port investigations on quantum-dots. In particular, it is a good reference point for the
distinction between universal and system specific effects in more complex quantum-dot
models.
For what concerns quantum double-dots, we have investigated linear and nonlinear
spin-polarised transport through a double quantum-dot (DD) modelled by two spin-
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degenerate levels.
The linear conductance characteristic of this system exhibits a typical pattern of four
peaks with fixed peak height ratios and mirror-symmetric with respect to the half-
filling gate voltage (Nc = 2), as a consequence of electron-hole-symmetry.
For non-collinear polarisations an interaction-induced exchange field causes a preces-
sion of the accumulated spin on the dot and therewith eases the tunnelling to and from
the magnetised electrodes. This effect has various implications. It determines e.g. the
gate voltage and angular dependence, the height of single conductance peaks and can
yield negative differential conductance features in the nonlinear bias regime.
There, the presence of various excited states gives rise to interesting DD specific fea-
tures. For example, a suppression of several excitation lines for an anti-parallel lead
configuration originates from a spin-blockade effect. It occurs because a trapping state
is formed whenever a transition involves a two-electron state with total spin zero. A
second spin-blockade effect involves the two-electron triplet state. The common mech-
anism of these two spin-blockades is the following: in both cases, a tunnelling event
can only occur if initially the dot is populated with an unpaired electron possessing the
majority spin of the drain. The second step is that a majority electron of the source
will enter, forming a spin-zero state. Then the first electron can leave the dot, causing
a spin-flip. If the triplet state is involved, the dot will be left in a trapping state once
a second majority electron from the source enters. Otherwise, we are directly in a
blocking state.
Finally we compared the fourth order transport characteristics of double quantum-dots
for two different values of the hopping parameter. As the splitting between various DD
states depends upon this quantity, it influences the position (and therewith resolvabil-
ity) of the inelastic cotunnelling threshold in the Coulomb diamonds for the fillings
Nc = 1, 2, 3 and, consequently, of the cotunnelling assisted sequential tunnelling in the
Nc = 2 diamond. The formation of a triplet as well as of even and odd states within
a small Hilbert space makes the DD model a good candidate for comparison between
an exact fourth order calculation and approximation approaches and to exemplify the
importance of the non-secular corrections. We have considered two T-matrix based
methods, which both provide a considerable speed-up of computations. The fastest
method is valid only at a low bias voltage deep inside the Coulomb blockade, where it
shows good agreement with the exact results. In contrast, upon a neglect of non-secular
corrections, wrong values are obtained throughout the Coulomb diamond. The other
T-matrix based approximation covers the whole gate and bias range, showing devia-
tions in the vicinity of the resonance lines. Depending on which features are subject
of interest, it can, at least for a pre-analysis, be useful to invoke one of these time sav-
ing approximations. This concerns in particular investigations on quantum-dot models
with high-dimensional Hilbert spaces, where the multitude of states can gigantify the
time scale for a full fourth order calculation.
In summary, double quantum-dot systems are particularly attractive for investiga-
tions, both on the theoretical and on the experimental side, because of a rather simple
structure and universality, nevertheless combined with a multiplicity of properties. To
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comply with experiments on double-dots with separately gated sites, a project has
been started in collaboration with Sebastian Pfaller, Alexander Hupfer, Georg Bege-
mann, Andrea Donarini and Milena Grifoni. A first success in the creation of an input
generator for KinEq [20] is to be followed by systematic investigations.
Related publications:
R. P. Hornberger, S. Koller, G. Begemann, A. Donarini, M. Grifoni. Phys. Rev. B 77, 245313 (2008)
Transport through a double-quantum-dot system with noncollinearly polarized leads. [32]
G. Begemann, S. Koller, J. Paaske, M. Grifoni. In preparation.
Inelastic cotunneling in complex quantum dots.22
22 The title of the final publication might differ.
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4 Carbon armchair nanoribbons
Figure 19: Graphene armchair nanoribbon.
The introduction to this thesis mentioned the “world smallest transistor”, 1×10 atoms
in dimension, which attracted some broader interest [3] in spring 2008. By end of 2008,
IBM researchers had achieved to build the “world fastest transistor” [74]. Both devices
were actually based on the same promising material: graphene. And actually, only four
years had passed since the first successful separation of such a one atom thick sheet
of graphite by Novoselov and Geim and coworkers [75].
Not only a great potential for applications [76, 77], but also fundamental physics is-
sues [78] arise from the linear dispersion relation in the electronic band structure of
graphene. Already decades ago, a Dirac-like behaviour was predicted for charge carriers
in a honeycomb lattice theoretically [79] and indeed confirmed for graphene experi-
mentally nearly sixty year later [75, 80, 81, 82].
Increasing effort is presently put in the understanding of the electronic properties of
graphene nanodevices, which can be obtained by etching or lithographic techniques
and may achieve lateral dimensions of a few tenth of nm [83, 84, 85]. Studies on the
effects of electron-electron interactions and confinement in transport across graphene
nanodevices have been carried out on single-dots [84, 86] and, only recently, on double-
dot structures [62, 63]. Conductance quantisation has also been observed in 30nm wide
ribbons [85], while an energy gap near the charge neutrality point scaling with the in-
verse ribbon width was reported in [83] and theoretically [87, 88] attributed to Coulomb
interaction effects.
A desirable goal of course is the fabrication of clearly defined geometries, and of partic-
ular interest for applications [76] could be narrow stripes of graphene, so-called carbon
nanoribbons. Crucial for the properties of such an object is the form of its ends. The
two most regular possibilities are an armchair and a zig-zag end (see Fig. 19). At
present, the shape of the ends cannot be controlled, but there is ongoing progress in
developing methods to fabricate stripes with clear edges, by scanning tunnelling micro-
scope lithography [89], chemical synthesis [90] or by unrolling carbon nanotubes [91].
Moreover, there exist theoretical studies [92, 93] claiming that any narrow stripe should
78 | 4 Carbon armchair nanoribbons
show either the behaviour of a zig-zag or of an armchair ribbon (ACNR), where the
names specify the form of the long side edges.
A peculiar property of the zig-zag edge is the existence of localised states [94] which
were indeed observed experimentally by means of scanning tunnelling microscopy [95,
96, 97]. Due to their high degeneracy, flat-band ferromagnetism is expected from the
Hubbard model, leading to a spin-polarised many particle groundstate, and it was sug-
gested [98, 99] to exploit this property for spintronic applications. Thereby, the focus
was on zig-zag non-interacting ribbons, where transport is carried by the oppositely
polarised channels along the two long edges.
In contrast, the following investigations concern interacting armchair ribbons. Inter-
estingly, it turns out that the presence of localised states at the far apart zig-zag ends
still is of crucial importance for the transport properties.
This section splits into three parts: First, we derive the Bloch waves for an unter-
minated layer of graphene, Eq. (50). These serve as basis for the analysis of special
geometries, as the armchair nanoribbons which we study here in Sect. 4, or the arm-
chair single wall nanotubes investigated Sect. 5, which both impose their characteristic
boundary conditions onto the Bloch wave functions. Subsequently, we present in de-
tail how a low energy theory for ACNRs is derived. It is based on the framework of a
Tomonaga-Luttinger model for interacting fermions in one dimension, but importantly,
our approaches go beyond the density-density interactions this model accounts for.
Namely, the sublattice structure of graphene gives rise to a distinction between elec-
tron interactions on the same and on different sublattices and besides the long-ranged
density-density processes, also short-ranged non-density-density interaction processes
must be accounted for in narrow carbon nanoribbons as well as in small diameter car-
bon nanotubes [100, 101, 102, 103]. While a detailed low energy theory for the latter is
provided in [104], an analogous description for ACNRs is found at length in this thesis.
Remarkably, it turns out that for narrow ribbons short-ranged Coulomb interactions
induce entanglement between the extended bulk states and the states localised at the
ribbon ends. This has a decisive impact on eigenstates and transport properties.
The structure is held such that the technical sections can be skipped without loosing
the track.
4.1 Charge carriers in the graphene honeycomb lattice
We shortly revise here the properties of carbon atoms arranged in a honeycomb lattice,
because the resulting Bloch waves, Eq. (50), are the starting point for constructing
the appropriate wave functions of specific graphene based systems.
As shown Fig. 20, the hexagonal lattice is not a Bravais lattice itself, but formed by
a triangular lattice with two atoms per unit cell such that we can define two different
sublattices p = ±. In carbon, 6C : 1s22s22p2, hybridization of the 2s-orbital with the
2px- and 2py-orbitals leads to strong σ-bonds in the lattice plane. The electrons in the
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Figure 20: The sublattice structure of the graphene honeycomb lattice, where a0 ≈
0.14 nm. The underlying Bravais lattice is triangular, with a basis of two sites labelled
p = ±. We chose the orientation of the coordinate system such that the x-axis points
along the zig-zag ends, the y-axis along the long armchair edges of the stripe.
remaining 2pz-orbitals form pi-bands which determine the electronic properties at low
energies. Characteristic for the structure of the pi-band are the valence and conduction
bands that touch at the corner points of the first Brillouin zone, also called Dirac
points, Fig. 21. Since there is one pz-electron per carbon atom, in isolated graphene
the valence band is completely filled whereas the conduction band is empty. In the
vicinity of the Dirac points the band structure exhibits a linear dispersion relation,
Fig. 22a, resembling, up to a reduced propagation velocity of v = 8.1 · 105 m/s, the
one of massless relativistic particles. From now on we focus on the region of linear
dispersion, which extends up to energies beyond 1 meV, i.e. far above room temper-
ature. A description in terms of a Dirac equation for the pz-electrons capturing the
essential features of the pi-band close to the Dirac points can be obtained by a nearest
neighbour tight binding calculation [105].
The six corner points of the first Brillouin zone can be decomposed into two subsets
of equivalent Dirac points. As particular representatives we choose (see also Fig. 21)
~KF = F
4pi
3
√
3a0
kˆx =: F ~K0, F = ± (49)
where a0 ≈ 0.14 nm is the nearest neighbour distance. Restricting the discussion to
the vicinity of ± ~K0, the pi-electrons are described by Bloch waves
ϕFα(~r,~κ) =
1√
2NL
∑
p=±
ηFαp(~κ)
∑
~R
ei(
~KF+~κ)·~Rχ~R p(~r)
=:
∑
p=±
ηFαp(~κ)ϕFp(~r,~κ), (50)
where ~r, ~R ∈ R2, NL is the number of sites of the considered lattice, α = ± denotes the
conduction and valence band, respectively, and χ~R p(~r) is the pz-orbital on sublattice p
at lattice site ~R. Finally, ~κ is the wave vector relative to the Dirac point ~KF . Defining
the spinors
ηFα(~κ) :=
(
ηFα−(κx, κy)
ηFα+(κx, κy)
)
, κx/y ≡ kˆx/y · ~κ, (51)
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Figure 21: The band structure of graphene is characterised by two
bands α = ± touching at six Fermi points. The two inequivalent
Fermi points are denoted by ± ~K0(= ~K±).
it is found that they fulfil the Dirac equation
~v (−Fσxκx + σyκy) ηFα(κx, κy) = α ε(κx, κy) ηFα(κx, κy), (52)
where
ε(κx, κy) = ~v
√
κ2x + κ
2
y (53)
reflects the linear dispersion relation and σx, σy are the Pauli matrices. From (52) it
follows that for κy 6= ±iκx it holds the relation
ηFα+(κx, κy) = −αFκx − iκy√
κ2x + κ
2
y
ηFα−(κx, κy). (54)
A specific solution of Eq. (54) we will use in the remaining thesis is given by
ηFα−(κx, κy) = 1, ηFα+(κx, κy) = −αFκx − iκy√
κ2x + κ
2
y
.
4.2 The low energy theory of ACNRs
Based on noninteracting bulk and end states emerging from proper boundary condi-
tions in a finite graphene ribbon, we construct in Sect. 4.2.1 the electron operator,
Eq. (60), of a metallic ACNR. The associated Hamiltonian Hˆ0 does not yet describe
a realistic system, as Coulomb interaction between the electrons still have to be taken
into account. For this reason, the Hamiltonians accounting for scattering processes
between bulk electrons, as well as between end and bulk electrons, are set up and
discussed in Sect. 4.2.2. It turns out that they can be divided into easily diagonaliz-
able density-density interactions Vˆρρ plus non-density-density corrections Vˆnρρ. Sect.
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4.2.3 describes the diagonalization process for Hˆ0 + Vˆρρ, where the key results are the
diagonal Hamiltonian Eq. (79) and its eigenstates, Eq. (81). It is important that those
form not yet an eigenbasis of the real ACNR, but get mixed under the influence of
Vˆnρρ. We calculate, partly in App. B, its matrix elements in terms of the truncated
eigenbasis, arriving at Eq. (82) for the non-density-density bulk-bulk and Eq. (87) for
the non-density-density end-bulk interaction.
4.2.1 Noninteracting metallic ACNRs
On the wave functions of graphene, Eq. (50), so far no boundary conditions have been
imposed. However, we wish to discuss the electronic properties of finite size ACNRs,
where the wave functions must vanish all along the borders of the sheet. Thereby we are
interested in a geometry as depicted in Fig. 19: the long edges of the ribbon, along the
y direction, are assumed in an armchair configuration, while the narrow terminations
of the ribbon, along the x axis, have zig-zag character. Furthermore, we want to focus
on quasi one-dimensional ribbons and thus restrict our discussion to ACNRs with a
large aspect ratio Ly  Lx where Lx and Ly are the extensions in x and y direction,
respectively.
Boundary conditions From Fig. 20 we can easily see that the two zig-zag ends each
consist of atoms either sitting on sublattice p = + or p = −. We will use the convention
that the “left” end at y = 0 is formed by atoms living on sublattice p = − whereas on
the other end (at y = Ly) we have atoms from sublattice p = + only. The appropriate
boundary condition for the zig-zag ends is to demand that the wave functions ϕ˜Fα(~r,~κ)
have to vanish on the “missing” atoms at the ends, namely on sublattice p = + on the
left end and p = − on the other end. A lengthy but straightforward calculation leads
to
ϕ˜Fα (~r,~κ = (κx, κy)) = Czz(Fκx, κy) [ϕFα (~r, (κx, κy))− ϕFα (~r, (κx,−κy))] , (55a)
with a normalisation constant23 Czz(Fκx, κy) ∈ C and the quantisation condition [106]
ei2κyLy =
Fκx + iκy
Fκx − iκy . (55b)
Additionally, we ask the wave function to vanish at the armchair edges. In contrast to
the zig-zag end, the terminating atoms where the wave function is required to vanish
are from both sublattices. In order to build up suited linear combinations of the Bloch
waves ϕFα(~r,~κ), we have to mix states of Eq. (55a) which belong to different Dirac
points. Then, the resulting wave function ϕα(~r,~κ) vanishes on the lattice sites with
Rx = 0 and Rx = Lx for
ϕα (~r,~κ = (κx, κy)) = Cac(κx, κy)
[
ϕ˜K+α (~r, (κx, κy))− ϕ˜K−α (~r, (−κx, κy))
]
, (56a)
23 The normalisation constant is non-trivial as the functions given in Eq. (50) are non-orthogonal.
To verify that there is the dependence on Fκx and κy, but not on α, Eq. (50) must be consulted
in combination with Eqs. (49), (54).
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with Cac(κx, κy) ∈ C another normalisation constant, and the quantisation [106]
K± ± κx = pi
Lx
nx, nx ∈ Z. (56b)
Due to the relation K± = ±K0, the two conditions in Eq. (56b) are in fact equivalent.
The eigenstates of metallic ACNRs In total we obtain with Eqs. (55a) and (56a)
the following expression for the eigenstates of noninteracting electrons in finite size
ACNRs,
ϕα (~r, (κx, κy)) = C(κx, κy)
∑
F,r=±
(Fr)ϕFα (~r, (Fκx, rκy)) , (57)
where the generally complex number C(κx, κy) = Czz(κx, κy)Cac(κx, κy) guarantees
that ϕα(~r, (κx, κy)) is normalised to 1.
We want to investigate now the solutions of the Dirac equation fulfilling our quanti-
sation conditions Eqs. (55b) and (56b). It has been shown [94, 92] that the presence
of zig-zag ends leads to the formation of localised states characterised by a purely
imaginary κy giving rise to an enhanced density of states around the Dirac energy.
Though those states are localised at the zig-zag ends with an exponential decay in y
direction, they will be of decisive relevance for the transport properties of ACNRs.
At first, however, let us focus on the bulk states, where both κx and κy are real
numbers. Since Ly  Lx, the quantisation condition Eq. (56b) leads to the formation
of subbands assigned to different κx. For a metallic ACNR, the subband must cross
the Dirac points F = K±, which demands κx = 0, or equivalently nx = Lxpi K0, nx ∈ N,
which follows from Eq. (56b). The width Lx depends on the number M of hexagons
in a row parallel to xˆ like Lx =
√
3a0(M + 1/2) (compare Fig 19). Hence nx =
[Eq. (49)]=1
3
(4M+2). Obviously, this means that the geometrical condition for having
metallic ACNRs with gapless subbands reads M mod 3 = 1.
Focussing on such ribbons, ~κ ∝ kˆy as κx = 0, which corresponds to a cut through the
Dirac cone as shown in Fig. 22(a). The corresponding states are characterised by the
band index α and κy, see Eq. (56a). With κx = 0, Eq. (55b) yields as allowed values
of κy:
κy = (n+
1
2
)
pi
Ly
, n ∈ Z. (58)
Since by definition, Eq. (57), ϕα (~r, (0, κy)) = −ϕα (~r, (0,−κy)), we can further restrict
for each α our analysis to either κy > 0 or κy < 0. Thus it is an allowed choice to just
consider states with sgn(κy) = sgn(α), which we define as
ϕbκy(~r) := ϕα=sgn(κy) (~r, (0, κy)) .
Doing so, we select the positive slope of the two branches of the dispersion relation
Fig 22(a). Bearing in mind the form of the graphene Bloch waves, Eq. (50), we can of
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Figure 22: The dispersion relation of graphene, Eq. (53), for (a) real and (b) imaginary momenta
κy. In both cases the boundary condition at the armchair edge mixes wave functions belonging to
both Dirac points. (a) For solutions with real κy, in the low energy regime only subbands with κx = 0
play a role due to the condition Lx  Ly. The corresponding dispersion relation emerges thus from
the intersection of the Dirac cone with the plane kx = 0. (b) For solutions with imaginary κy the cone
opens along ikˆy and is stretched perpendicular to the momentum plane by ~v. As for the eigenstates
it must hold κy = ±iκx, the corresponding dispersion relation is obtained from the intersection of
the cone with the two planes kx = ±iky. There is only tangency along two straight lines within the
kx-iky-plane, resulting in a dispersion which is identically zero.
course express the states ϕbκy in terms of the sublattice wave functions ϕFp,
ϕbκy(~r) =
1
2
∑
Fpr
fFprϕFp (~r, (0, rκy)) ,
where up to a complex prefactor the coefficients fFpr are given by
fF+r = rF , fF−r = iF. (59)
Note that the index r here denotes right (r = +) and left (r = −) moving waves
[compare also to Fig. 22(a)].
Now we turn to the end states , emerging for purely imaginary κy [105], which are
allowed by both the Dirac equation Eq. (52) and the quantisation condition Eq. (55b).
In more detail, there exist two imaginary solutions for each κx > 1/Ly, which holds
in ACNRs for all κx = npi/Lx, n ∈ N. Besides, the relation Lx  Ly causes that to a
very good approximation
κy = ±iκx,
satisfies Eq. (52) and Eq. (55b). The corresponding dispersion relation is given in Fig.
22(b). Notice that Eq. (54) is not applicable to κy = ±iκx (as explicitly exempted
before), and instead the spinors fulfilling the Dirac equation Eq. (52) are given by
ηFαp(κx,±iκx) = δp,±F .
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Using this in Eq. (50) and following the steps leading to Eq. (57), we obtain instead
after straightforward insertions
ϕα(~r, (κx,±iκx)) = ±C(κx,±iκx)
∑
Fp
FpϕFp (~r, (Fκx, ipκx)) .
The corresponding ACNR eigenstates can be chosen such that they live on one sub-
lattice p = ± only:
ϕepκx(~r) = C˜(κx)
∑
F
FϕFp (~r, (Fκx, ipκx)) ,
where C˜(κx) is a normalisation constant. It is evident that the decay length of ϕ
e
pκx(~r)
from one of the ends to the interior of a specific ACNR is Lx/(nxpi), which is always
much shorter than the length of the ribbon. That is why one speaks of localised end
states.
From the dispersion relation Eq. (53) it is easy to see that the energy of the end states
is zero. Consequently, they will be unpopulated below half filling, but as soon as the
Dirac point is reached, one electron will get trapped at each end (in an interacting
system, Coulomb repulsion will hinder a second electron to enter). So we can conclude
that at energies around the Dirac energy, not only the extended states with κx = 0,
but also the localised end states can be of importance.
Electron and Hamilton operator of the metallic ACNR All in all, the appropriate
operator describing an electron with spin σ at position ~r reads in the low energy regime
Ψˆσ(~r) =
∑
κy=(Z+0.5)pi/Ly
ϕbκy(~r)cˆσκy︸ ︷︷ ︸
=:ψˆσ(~r)
+
∑
p
∑
κx=Npi/Lx
ϕepκx(~r)dˆσpκx︸ ︷︷ ︸
=:ψepσ(~r)
, (60)
where cˆσk, dˆσpk are the annihilation operators for electrons of momentum k and spin σ
in the bulk or end states, respectively. The one-dimensional (1D) character of ACNRs
at low energies becomes evident by defining the slowly varying electron operators
ψˆrσ(y) :=
1√
2Ly
∑
κy=(Z+0.5)pi/Ly
eirκy cˆσκy (61)
such that we obtain
ψˆσ(~r) =
√
Ly/2
∑
Fpr
fFprϕFp(~r)ψˆrσ(y), (62)
with ϕFp(~r) := ϕFp(~r,~κ = (0, 0)).
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From the dispersion relations Fig. 22, it is easy to give the Hamilton operator of the
noninteracting metallic ACNR,
Hˆ0 = ~v
∑
σκy
κy cˆ
†
σκy cˆσκy , (63)
with the Fermi velocity v = 8.1× 105 m/s corresponding to the absolute value of the
slopes of the linear branches in Fig. 22(a). There is no contribution of the end states
as those have zero energy, see Fig. 22(b). With the allowed values for κy, Eq. (58),
there results obviously a level spacing
ε0 :=
~piv
Ly
. (64)
4.2.2 The interaction Hamiltonian
In the following we concentrate both on interaction effects regarding the extended
bulk states in ACNRs as well as on correlations between end and bulk states. Ignoring
exchange effects [98, 107], the many-body end states can be spin- or edge- degenerate.
As claimed before, the charging energy of the end states exceeds, due to the strong
localisation in position space, the charging energy of the extended states by far. A
simple estimation modelling the Coulomb repulsion between two electrons localised at
the same ribbon end via the Ohno potential given below, Eq. (67), yields energies of the
order of 0.1 eV for ribbon width around 10 nm. In contrast, typical charging energies
for the bulk states of such ACNRs range around 1−10 meV. We can therefore assume
that above half filling, within a reasonable energy range, both end states are populated
with one single electron and the only relevant scattering processes between bulk and
end states mediated by the Coulomb interaction are of the form
Vˆe−b =
∑
σσ′
∑
p˜
ˆ ˆ
d3r d3r′
(
ψˆ†σ(~r)ψˆ
e†
σ′p˜(~r
′)U(~r − ~r ′)ψˆeσ′p˜(~r ′)ψˆσ(~r)
+ψˆ†σ(~r)ψˆ
e†
σ′p˜(~r
′) U(~r − ~r ′)ψˆσ′(~r ′)ψˆeσp˜(~r)
)
. (65)
All other processes should be strongly suppressed for energy reasons. For the bulk-bulk
interaction, our scattering potential is described by the expression
Vˆb−b =
1
2
∑
σσ′
ˆ ˆ
d3r d3r′ ψˆ†σ(~r)ψˆ
†
σ′(~r
′)U(~r − ~r ′)ψˆσ(~r)ψˆσ′(~r ′). (66)
In both Eqs. (65) and (66), the function U(~r − ~r ′) models the screened 3D Coulomb
interaction potential. For our calculations we use the Ohno potential [108],
U(~r − ~r ′) = U0
(
1 +
(
U0|~r − ~r ′|
14.397[A˚ eV]
)2)− 12
, (67)
with U0 = 15 eV [109] and  ' 1.4− 2.4 [100] the dielectric constant of graphene.
We proceed now with an analysis of the two different expressions. We start with the
bulk-bulk processes, where the analysis follows largely the lines of an earlier work on
interaction effects in metallic single wall carbon nanotubes (SWCNTs) [103].
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Bulk-bulk interaction With the help of the reformulation of the 3D electron oper-
ator in terms of the 1D operators ψˆrσ(y), Eq. (62), we obtain after integrating over
the coordinates perpendicular to the ribbon axis an effectively 1D expression for the
interaction,
Vˆb−b =
∑
{[r]}
∑
σσ′
ˆ ˆ
dy dy′ ψˆ†r1σ(y)ψˆ
†
r2σ′(y
′)
1
2
U[r](y, y
′)ψˆr3σ′(y
′)ψˆr4σ(y)︸ ︷︷ ︸
=:Vˆ b−b
[r][σ,σ′,σ′,σ]
, (68)
where
∑
{[I]} denotes the sum over all possible quadruples [I1, I2, I3, I4], in the former
case for the band index I = r. The spin-independent 1D interaction potential U[r](y, y
′)
reads
U[r](y, y
′) =
L2y
4
∑
pp′
∑
{[F ]}
f ∗F1pr1f
∗
F2p′r2fF3p′r3fF4pr4
×
ˆ
⊥
ˆ
⊥
d2r d2r′ ϕF1p(~r)ϕF2p′(~r
′)U(~r − ~r ′)ϕF3p′(~r ′)ϕF4p(~r), (69)
with
´
⊥ indicating that the integration has to be performed over the coordinates
perpendicular to y, y′ (i.e. x, x′, z, z′). Exploiting the explicit form, Eq. (59), of the
coefficients fFpr we can easily identify those scattering processes which are indeed
mediated by U[r](y, y
′). In detail,
U[r](y, y
′) =
1 + r1r2r3r4
2
U intra(y, y′) +
r1r4 + r2r3
2
U inter(y, y′), (70)
where we have defined the potentials
U intra/inter(y, y′) :=
L2y
2
∑
p
∑
{[F ]}
F1F2F3F4
×
ˆ
⊥
ˆ
⊥
d2r d2r′ ϕ∗F1p(~r)ϕ
∗
F2±p(~r
′)U(~r − ~r ′)ϕF3±p(~r ′)ϕF4p(~r),
describing interactions between electrons residing on the same/different sublattices.
From Eq. (70) it is clear that a non-vanishing interaction potential can only be assigned
to processes characterised by r1r4 = r2r3, and those are the forward (f)-, back (b)-,
and umklapp (u)- scattering. Denoting the scattering type by SI , the corresponding
quadruples are [I]SI=f± = [I,±I,±I, I], [I]b = [I,−I, I,−I] and [I]u = [I, I,−I,−I].
In total this means that we can rewrite Eq. (68) as24
Vˆb−b =
∑
Sr=u,b,f±
∑
Sσ=f±
Vˆ b−bSrSσ .
In the case of umklapp- and back-scattering with respect to r, the potential U[r](y, y
′) is
proportional to the difference of the inter- and intra-lattice interaction potential. Since
24 The spin quadruple [σ, σ′, σ′, σ] yields possible configurations [σ]f± = [σ,±σ,±σ, σ].
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the latter potentials differ only on the length scale of the lattice spacing a0 ≈ 0.14 nm,
this means that in the case of Sr = u, b the effective 1D potential U[r](y, y
′) can be
considered as point-like. Introducing the coupling constant
u :=
1
4L2y
ˆ ˆ
dy dy′
(
U intra(y, y′)− U inter(y, y′)) ,
we can set in good approximation U[r](y, y
′) = u δ(y − y′) and write the short-ranged
interaction processes as
Vˆ b−bbf± =
u
2
∑
rσ
ˆ
dy ψˆ†rσ(y)ψˆ
†
−r±σ(y)ψˆr±σ(y)ψˆ−rσ(y), (71a)
Vˆ b−buf− =
u
2
∑
rσ
ˆ
dy ψˆ†rσ(y)ψˆ
†
r−σ(y)ψˆ−r−σ(y)ψˆ−rσ(y). (71b)
Since u is derived from a short-ranged interaction it scales inversely with the size of the
underlying ribbon. We find typical values [110] of uLx/ε0 = 0.1 nm for a level spacing
ε0, Eq. (64). The process V
b−b
uf+ vanishes identically, because it involves the operator
product ψˆ−rσ(y)ψˆ−rσ(y) = 0. Only the forward scattering processes V b−bf±f± are long
ranged.
Since easily diagonalizable by bosonisation, it is convenient to identify the density-
density processes among the relevant bulk-bulk interaction processes, such that Vˆb−b
can be decomposed into
Vˆb−b = Vˆ b−bρρ + Vˆ
b−b
nρρ ,
with the density-density and non-density-density parts given by
Vˆ b−bρρ = Vˆ
b−b
f±f± + Vˆ
b−b
bf+ and Vˆ
b−b
nρρ = Vˆ
b−b
bf− + Vˆ
b−b
uf− ,
respectively.
End-bulk interaction In ACNRs, we additionally have to consider scattering be-
tween the electrons living in the bulk of the ribbon and the electrons trapped in the
end state existing at both zig-zag terminations of the stripe. Below half-filling, the end
states are unpopulated and thus all terms discussed in the following would be zero a
priori. The range we want to concentrate on is the low energy regime above half-filling,
where exactly one electron will permanently occupy each end state, so that we have
in total two end electrons interacting with our bulk electrons.
If we insert into Eq. (65) the decomposition Eq. (62) for the bulk electron operator
and ψep˜σ(~r) =
∑
κx
ϕep˜κx(~r)dˆσp˜κx for the end electron operator, we obtain:
Vˆe−b =
Ly
2
∑
κx
∑
σσ′
∑
rr′
∑
FF ′
∑
p
f ∗rFpfr′F ′p
ˆ ˆ
d3r d3r′ (72)
×
(
ψˆ†rσ(y)ψˆr′σ(y)ϕ
∗
Fp(~r)ϕF ′p(~r)U(~r − ~r ′)
∑
p˜
∣∣ϕep˜κx(~r ′)∣∣2 dˆ†σ′p˜κx dˆσ′p˜κx
−ψˆ†rσ(y)ψˆr′σ′(y′)ϕ∗Fp(~r)ϕF ′p(~r ′)U(~r − ~r ′) ϕe∗pκx(~r ′)ϕe∗pκx(~r)dˆ†σ′pκx dˆσpκx
)
.
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Here we imposed that the wave functions of the localised pz-orbitals have non-vanishing
overlap for electrons on the same sublattice only. Moreover we demand that both end
electron operators have to belong to the same end, and thus to the same sublattice,
in order to give a nonzero contribution25. By setting in the coefficients from Eq. (59),
Eq. (72) acquires the form:
Vˆe−b =
Ly
2
∑
κx
∑
σσ′
∑
rr′
∑
p˜
ˆ ˆ
dy dy′ dˆ†σ′p˜κxψˆ
†
rσ(y)
×
(
ψˆr′σ(y)
[
U eρ
]κxp˜
rr′ (y, y
′)dˆσ′p˜κx − ψˆr′σ′(y′)
[
U enρ
]κxp˜
rr′ (y, y
′)dˆσp˜κx
)
.
We introduced an interaction potential related to densities,[
U eρ
]κxp˜
rr′ (y, y
′) =
∑
FF ′
ˆ
⊥
ˆ
⊥
d2r d2r′ FF ′ U(~r − ~r ′)
× (rr′ϕ∗F+(~r)ϕF ′+(~r) + ϕ∗F−(~r)ϕF ′−(~r)) ∣∣ϕep˜κx(~r ′)∣∣2 ,
which for symmetry reasons fulfils both
[
U eρ
]κxp˜
rr′ (y, y
′) = δr,r′
[
U eρ
]κxp˜
++
(y, y′) and further
ˆ
dy′
[
U eρ
]κx+
++
(y, y′) =
ˆ
dy′
[
U eρ
]κx−
++
(y, y′) ≡ tκxρ (y) ≈ tρ(y) ∀κx.
We define a density-density part of the end-bulk interaction correspondingly as
Vˆ e−bρρ = Ly
ˆ
dy tρ(y)
(∑
rσ
ψˆ†rσ(y)ψˆrσ(y)
)
, (73)
where we exploited that each end state is populated with exactly one electron.
The second potential,[
U enρ
]κxp˜
rr′ (y, y
′) =
∑
FF ′
ˆ
⊥
ˆ
⊥
d2r d2r′ FF ′ U(~r − ~r ′) (δp˜,+rr′ + δp˜,−)
× ϕ∗F p˜(~r)ϕF ′p˜(~r ′)ϕe∗p˜κx(~r ′)ϕep˜κx(~r),
can be considered point-like due to the localisation of the end states at yp˜=− = 0 or
yp˜=+ = Ly, and hence simplifies to[
U enρ
]κxp˜
rr′ (y, y
′) = (δp˜,−δ(y − 0)δ(y′ − 0) + δp˜,+rr′δ(y − Ly)δ(y′ − Ly)) tκxnρ,
with a short-range coupling constant which is independent of p˜ for symmetry reasons,
tκxnρ :=
∑
FF ′
ˆ ˆ
d3r d3r′ FF ′ U(~r − ~r ′)ϕ∗F+(~r)ϕF ′+(~r ′)ϕe∗+κx(~r ′)ϕe+κx(~r).
25 Operators acting on different ends would change the population of each end state, which is not
allowed.
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For an ACNR of width Lx ranging from 5 to 25 nm, one finds [110] t
κx
nρ ≈ tnρ, with
tnρLx/ε0 ≈ 0.55 nm, practically independent of κx. This means that the short-ranged
end-bulk scattering is comparable in strength to the exchange interactions induced
by the bipartite sublattice structure, and consequently we have to account for a non-
negligible contribution
Vˆ e−bnρρ = −
Ly
2
∑
σσ′
∑
rr′
∑
p
(δp,+rr
′ + δp,−) ψˆ†rσ(yp)ψˆr′σ′(yp) tnρ
∑
κx
dˆ†σ′pκx dˆσpκx (74)
in the total end-bulk interaction potential
Vˆe−b = Vˆ e−bρρ + Vˆ
e−b
nρρ .
4.2.3 Diagonalization of the ACNR Hamiltonian
In this section we calculate the spectrum and the eigenstates of the interacting pz-
electrons in metallic ACNRs. For this purpose we first diagonalize the Hamiltonian
Hˆ0 + Vˆ
b−b
ρρ + Vˆ
e−b
ρρ by bosonisation and subsequently express the total ACNR Hamil-
tonian,
Hˆ := Hˆ0 + Vˆ b−bρρ + Vˆ
e−b
ρρ︸ ︷︷ ︸
=:Vˆρρ
+ Vˆ b−bnρρ + Vˆ
e−b
nρρ︸ ︷︷ ︸
=:Vˆnρρ
, (75)
in the eigenbasis of Hˆ0 + Vˆρρ. Here, Hˆ0 describes the noninteracting extended ACNR
eigenstates discussed in Sect. 4.2.1. A numerical diagonalization of the so constructed
total Hamiltonian, however, yields reliable results only away from half-filling: as the
eigenbasis needs to be truncated for the calculation, it is crucial that Vˆnρρ is just a
perturbation to Hˆ0 + Vˆρρ in the sense that it only mixes states close in energy to each
other. In the direct vicinity of the Dirac points, the process Vˆ b−buf− breaks this demand,
while it vanishes away from half-filling, as it will become clear in the course of this
section.
Diagonalization of the density-density part Diagonalization of Hˆ0 + Vˆρρ can
be achieved by bosonisation. We start by rewriting Hˆ0 + Vˆρρ in terms of collective
bosonic excitations. Concretely, we Fourier-expand the 1D electron densities ρˆrσ(y) =
ψˆ†rσ(y)ψˆrσ(y),
ρˆrσ(y) =
1
2Ly
∑
q
eirqyρˆσq, (76)
where the summation is over the wave numbers q = pi
L
nq, nq ∈ Z. Then as shown e.g.
in [111] the operators
bˆσq :=
1√
nq
ρˆσq , bˆ
†
σq :=
1√
nq
ρˆσ−q, q > 0, (77)
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fulfil the canonical bosonic commutation relations [bˆσq, bˆ
†
σ′q′ ] = δσσ′δqq′ .
As well known [111] the bosonisation of Hˆ0 yields
Hˆ0 = ε0
(∑
σ
∑
q>0
nq bˆ
†
σq bˆσq +
1
2
∑
σ
Nˆ 2σ
)
, (78a)
where Nˆσ =
∑
κy
cˆ†σκy cˆσκy counts the number of electrons with spin σ. The first term
in Eq. (78a) accounts for collective particle-hole excitations, whereas the second term
is due to Pauli’s principle and describes the energy cost for filling up the spin degen-
erate single-electron states. Terms proportional to the total number of electrons have
been omitted since they merely lead to a shift of the chemical potential in transport
experiments.
Bosonisation of Vˆ b−bρρ can be achieved by rewriting the involved potentials in terms of
electron densities and inserting the Fourier expansion Eq. (76), thereby making use of
the definition Eq. (77). We obtain
Vˆ b−bρρ = Vˆ
b−b
f+f+ + Vˆ
b−b
f+f− + Vˆ
b−b
f−f+ + Vˆ
b−b
f−f− + Vˆ
b−b
bf+
=
1
4
∑
σσ′
∑
q
nqWq
(
bˆσq + bˆ
†
σq
)(
bˆσ′q′ + bˆ
†
σ′q′
)
−u
4
∑
σ
∑
q>0
nq
(
bˆσq bˆσq + bˆ
†
σq bˆ
†
σq
)
+
1
2
W0Nˆ 2c −
u
4
∑
σ
Nˆ 2σ , (78b)
where the coefficientsWq determine the strength of the long-ranged interactions Vˆf±f±+
Vˆbf+ via
Wq =
1
L2y
ˆ Ly
0
dy
ˆ Ly
0
dy′
(
U intra(y, y′) + U inter(y, y′)
)
cos(qy) cos(qy′).
The last line of Eq. (78b) describes the contribution of Vˆ b−bρρ to the system energy
depending on the number of electrons in the two spin-bands. Here, Ec = W0 is the
ACNR charging energy; Nˆc = Nˆ↑ + Nˆ↓ counts the total number of electrons. Spin
alignment of electrons is favoured by the term proportional to u, because it counteracts
the energy cost for the shell filling in Eq. (78a).
Finally, the bosonised form of the end-bulk contribution Eq. (73) to Vˆρρ is
Vˆ e−bρρ =
1
4
ˆ
dy tρ(y)
∑
σ
∑
q>0
√
nq
(
bˆσq + bˆ
†
σq
)
cos(qy), (78c)
which is linear in the bosonic operators, while those appear quadratically in Eqs.
(78a), (78b).
In fact, terms of in the form of Eq. (78c) are absorbed in the quadratic part of the
Hamiltonian without any relevant impact on the spectrum [112], and we remain with
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Hˆ0+Vˆ
b−b
ρρ , which can be diagonalized in a standard way [111]: Introducing new bosonic
operators aˆjq and aˆ
†
jq via the Bogoliubov transformation [113] given below by Eq. (80a),
we obtain
Hˆ0 + Vˆρρ =
1
2
W0Nˆ 2c +
1
2
ε0Nˆc + 1
2
(
ε0 − u
2
)∑
σ
Nˆ 2σ +
∑
j=c,s
∑
q>0
εjq aˆ
†
jqaˆjq. (79)
The first three purely fermionic contributions in Eq. (79) account for charging and
shell filling and have already been explained above. The newly arising last term counts
the bosonic excitations of the system, created/annihilated by the operators aˆ†jq / aˆjq.
The two channels j = c, s are associated to charge (c) and spin (s) excitations. The
decoupling of these two modes, the so called spin-charge separation, will, in contrast
to what is found for SWCNTs [103], hardly be affected by the non-diagonal bulk-
bulk interaction Vˆ b−bnρρ . The excitation energies εjq and the relation between the new
bosonic operators aˆjq and the old operators bˆσq are determined by the Bogoliubov
transformation. In detail, we find
εjq =
√
X2jq − A2jq , with Xjq = nq [δj,cWq + ε0] , Ajq = nq
[
δj,cWq − u
2
]
.
The energies of the charge channel are dominated by the long-ranged interactions via
Wq. For the transformation from the old bosonic operators, bˆσq, to the new ones, aˆjq,
we have
bˆσq =
∑
j
Λjσ
(
Bjqaˆjq +Djqaˆ
†
jq
)
q > 0, (80a)
where
Λcσ =
1√
2
, Λsσ =
sgn(σ)√
2
. (80b)
The transformation coefficients Bjq and Djq can be expressed in terms of Xjq and Ajq:
Bjq =
εjq +Xjq√
(εjq +Xjq)2 − A2q
, Djq = − Ajq√
(εjq +Xjq)2 − A2q
.
With our values for Xjq and Ajq we find approximately
εcq = ε0nq
√
1 +
Wq
ε0
, εsq = ε0nq
√
1−
(
u
2ε0
)2
≈ ε0nq,
and for the transformation coefficients to the spin mode
Bsq = 1, Dsq = 0. (80c)
The transformation coefficients for the charge modes depend, as for SWCNTs [103,
114], on the ratio gq = ε0q/εcq:
Bcq =
1
2
(√
gq +
1√
gq
)
, Dcq =
1
2
(√
gq − 1√
gq
)
. (80d)
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Finally, we can give the eigenbasis of H0 + V
b−b
ρρ in terms of states
∣∣∣ ~N, ~σe, ~m〉 = ∏
j=c,s
∏
q>0
(
a†jq
)mjq√
mjq!
∣∣∣ ~N, ~σe, 0〉 , (81)
where | ~N, ~σe, 0〉 has no bosonic excitation. The fermionic configuration ~N = (N↑, N↓)
defines the number of electrons in each spin band. The occupation of the end states
is determined by ~σe = (σe+, σ
e
−), where ‘−’ relates to y− = 0 and ‘+’ to y+ = Ly as
before. Below half filling the end states are empty, such that there is only one possible
configuration: σe+ = 0 = σ
e
−. Above half filling, exactly one electron occupies each end
state and thus σe+, σ
e
− ∈ {↑, ↓}. Finally, ~m = (~ms, ~mc), with mjq = (~mj)q containing
the information how many bosonic excitations are present in level q for mode j = c, s.
Non-density-density interaction In the following we use the states from Eq. (81)
as basis to examine the effect of Vˆnρρ. For this purpose we evaluate the matrix elements
of the potentials Vˆ b−bnρρ and Vˆ
e−b
nρρ , using the bosonisation identity for the 1D electron
operators.
The matrix elements
〈
~N~σe ~m
∣∣∣Vˆ b−bnρρ ∣∣∣ ~N ′~σe′ ~m′〉 Generally, Vˆ b−bnρρ does not conserve
the quantity ~m, while it must neither mix states with different electron configurations
~N , nor with different end spin configurations ~σe: the Coulomb interaction between
bulk electrons cannot change the quantity Sz =
1
2
(N↑ −N↓), and it cannot touch the
end states. Further, we already know that both processes Vˆ b−buf− and Vˆ
b−b
bf− contained
in Vˆ b−bnρρ are effectively local interactions, see Eqs. (71a), (71b), such that the matrix
elements of the non-diagonal bulk-bulk interaction scale with the exchange-coupling
parameter u,
〈
~N~σe ~m
∣∣∣Vˆ b−bnρρ ∣∣∣ ~N ′~σe ~′m′〉 = u2Ly δ ~N, ~N ′δ~mc, ~m′cδ~σe,~σe′
×
∑
rσ
ˆ
dy
e
−i 2pi
Ly
sgn(r)(Nσ−N−σ)y
4 sin2 (piy/Ly)
∏
q
F (λ˜sq[r]b[σ]f−
(y),msq,m
′
sq). (82)
The derivation of this expression is given in App. B.1, as well as the definitions of
F (λ,m,m′) and λ˜jq[r][σ](y), Eq. (145) and Eq. (143), respectively. In fact it turns out that
in comparison to the end-bulk non-diagonal interaction, the bulk-bulk non-diagonal
interaction has only minor impact on spectrum and transport properties of narrow
ACNRs.
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The matrix elements
〈
~N~σe ~m
∣∣∣Vˆ e−bnρρ ∣∣∣ ~N ′~σe′ ~m′〉 For the non-diagonal end-bulk in-
teraction, we have to evaluate matrix elements of Eq. (74), of the form
Mprσr′σ′(
~N, ~σe, ~m, ~N ′, ~σe′, ~m′) :=〈
~N~σe ~m
∣∣∣ψˆ†rσ(yp)ψˆr′σ′(yp)∑
κx
dˆ†σ′pκx dˆσpκx
∣∣∣ ~N ′~σe′ ~m′〉 , (83)
with y−=0, y+=Ly as employed previously. We can factorise the matrix elements into
a fermionic, a bosonic, and an end part
Mprσr′σ′(
~N, ~σe, ~m, ~N ′, ~σe′, ~m′) = Mprσr′σ′( ~N, ~N
′)Mprσr′σ′(~m, ~m
′)Mpσσ′(~σ
e, ~σe′).
The easiest to give is the end contribution:
Mpσσ′(~σ
e, ~σe′) =
∑
κx
〈
~σe
∣∣∣d†σ′pκxdσpκx∣∣∣~σe′〉 = δσep¯,σep¯′ δσep,σ′ δσep′,σ. (84a)
The end electron operators act on the configuration at the p-end only, trying to trans-
form the spin from σ to σ′, while the spin at p¯ = −p must be untouched.
What remains is 〈 ~N ~m|ψˆ†rσ(yp)ψˆr′σ′(yp)| ~N ′ ~m′〉. Upon applying the bosonisation identity
Eq. (135) to rewrite ψˆrσ(yp), it becomes a product of the bosonic part M
p
rσr′σ′(~m, ~m
′),
which is calculated in App. B.2, and the fermionic part
Mprσr′σ′(
~N, ~N ′) =
〈
~N
∣∣∣ Kˆ†rσ(yp)ηˆ†σηˆσ′Kˆr′σ′(yp) ∣∣∣ ~N ′〉 =
1
2Ly
δ ~N, ~N ′+~eσ−~eσ′ (−1)
(1−δσ,σ′ )(N ′↑−δσ,↓)ei
pi
Ly
[r′(N ′σ′+
1
2)−r(N ′σ+ 32)]yp , (84b)
where the Klein factors ηˆσ, Eq. (136a), and the phase factors Kˆrσ(y), Eq. (136b), were
straightforward to evaluate. We split now the sum
∑
σσ′ contained in Vˆ
e−b
nρρ , Eq. (74),
and therewith the further analysis, into two cases.
First, let σ′ = σ hold. Then,
Mprσr′σ(
~N, ~N ′) =
δ ~N, ~N ′
2Ly
{
e
−isgn(r) pi
Ly
yp r = r′
e
isgn(r′) 2pi
Ly
(N ′σ+1)yp r = −r′
}
=
{
δ ~N, ~N ′/ (2Ly) yp = y− = 0 ,
−sgn(rr′) δ ~N, ~N ′/ (2Ly) yp = y+ = Ly .
The total contribution related to this case is
tnρ
4
δ ~N, ~N ′
∑
σ
∑
rr′
∑
p
(δp,+ − δp,−)Mprσr′σ(~m, ~m′)δσep¯,σep¯′ δσ,σep δσ,σep′ .
As it is derived in App. B.2, Eq. (150), in fact M+rσr′σ(~m, ~m
′) = M−rσr′σ(~m, ~m
′) ≡ const.
and so this contribution identically vanishes.
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We are left with the part of the sum where σ′ 6= σ, for which we can read off the
following fermionic contributions from Eq. (84b):
Mp=−rσr′−σ( ~N, ~N ′) =
1
2Ly
δ ~N, ~N ′+~eσ−~e−σsgn(σ)(−1)N
′
↑ ,
Mp=+rσr′−σ( ~N, ~N ′) = −
1
2Ly
δ ~N, ~N ′+~eσ−~e−σsgn(σrr
′)(−1)N ′↓ . (85)
To obtain the first equality we used (−1)N ′↑−δσ,↓ = −(−1)N ′↑sgn(σ), while for the second
one we needed exp {ipi[r′(N ′−σ + 0.5)− r(N ′σ + 1.5)]} = −sgn(rr′)(−1)N ′σ(−1)N ′−σ .
The bosonic part is given in Eq. (150), App. B.2, as
Mprσr′−σ(~m, ~m
′) = 〈~m| e−iφˆ†rσ(yp)e−iφˆrσ(yp)eiφˆ†r′−σ(yp)eiφˆr′−σ(yp) |~m′〉 =
= δ~mc, ~m′c
∏
q>0
F (sgn(pσ)
√
2/nq,msq,m
′
sq). (86)
Putting Eqs. (84a), (85) and (86) together, the final result for the non-diagonal end-
bulk-scattering is (t := tnρ):〈
~N ~σe = (σ+, σ−) ~m
∣∣∣Vˆ e−bnρρ ∣∣∣ ~N ′ ~σe′ = (σ′+, σ′−) ~m′〉
= t
∑
p
δ ~N, ~N ′+~eσ′p−~eσp
δ~mc, ~m′cδσp,−σ′pδσp¯,σ′¯p
[
δp,−(−1)N ′↑ − δp,+(−1)N ′↓
]
× sgn(σp)
∏
q
F
(
p sgn(σ′p)
√
2/nq,msq,m
′
sq
)
. (87)
The action of this scattering process is to flip the localised spin at the p end, σ′p →
σp
!
= −σ′p, while at the same time a bulk spin must be inverted to preserve the spin-
projection Sz: N
′
σ′p → Nσ′p
!
= N ′σ′p + 1 , N
′
−σ′p → N−σ′p
!
= N ′−σ′p − 1. The localised spin
at the p¯ end must be conserved: σp¯ = σ
′
p¯.
4.3 The spectrum of ACNRs
In Sect. 4.2.3 we have shown how to exactly diagonalize the Hamiltonian Hˆ0 + Vˆρρ
describing a graphene armchair nanoribbon with long-ranged Coulomb interaction
plus diagonal – density-density, i.e. ~N, ~m and ~σe (fermionic, bosonic and end spin
configuration) conserving – short-range contributions. We have further determined the
matrix elements of the short-ranged non-density-density interaction, giving rise to
corrections non-diagonal in the eigenbasis Eq. (81) of Hˆ0 + Vˆρρ. Fortunately, away
from half filling, all those off-diagonal matrix elements of the full Hamiltonian Hˆ =
Hˆ0 + Vˆρρ + Vˆnρρ are small and in particular introduce no significant mixing between
states far apart in energy. So we can still use our basis vectors from Eq. (81) as a
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Figure 23: The energy spectrum of a graphene armchair nanoribbon of 572 nm length and 7.8 nm
width, filled with an odd number of electrons. We show the different numerical results if all scattering
processes (brown diamonds), just bulk-bulk scattering (green disks) or only long-ranged bulk-bulk
interactions (blue boxes) are included. The inset zooms on the lowest lying 50 states, where both the
influence of the short-ranged bulk-bulk scattering as well as the separation due to end-bulk interaction
becomes evident.
truncated eigenbasis to represent the ACNR system. With help of Eqs. (82), (87) for
the non-diagonal bulk-bulk respectively end-bulk scattering terms, it is straightforward
to numerically calculate and diagonalize the full ACNR Hamiltonian Hˆ.
In Sect. 4.3.1, we shortly discuss the resulting eigenspectrum of an ACNR. Afterwards,
Sect. 4.3.2, we analyse a minimal set of states relevant for the explanation of features
in transport across ACNRs. Specifically, we find that scattering between end and bulk
electrons causes an entanglement of states with the same total spin-projection Sz, but
different configurations of end and bulk spins, which could be a handicap for proposed
quantum information applications [76].
4.3.1 Full spectrum
The energies of the 250 lowest lying states of a 572 nm × 7.8 nm ribbon of odd filling
can be found in Fig. 23. We plot not only the result including all types of scattering
(brown diamonds), but for a comparison we also give the energies without the end-bulk
interaction (green disks) and for only long-ranged interactions (blue boxes). Remark-
ably, in contrast to what was found for SWCNTs [103], the short-ranged bulk-bulk
interactions do not spoil the spin-charge separation of the spectrum. This is due to the
fact that, unlike as for nanotubes, only the spin-modes are affected by short-ranged
processes, which can be seen from Eq. (82): while there is a mixing between all states
of the same fermionic ~N = ~N ′, but different bosonic s-configuration (~ms 6= ~m′s), states
with different c-excitations cannot be combined (~mc
!
= ~m′c).
We will, however, discover in Sect. 4.3.2 that the presence of the end states leads to
formations of peculiar linear combinations between states of different bulk and end spin
configurations, preserving total charge and spin-projection Sz. This induces a mixing
between the various kinds of excited states and the groundstates, which smears out
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the spectrum as observed in Fig. 23.
4.3.2 Minimal model
In the following, we examine how the lowest-lying states in the truncated eigenbasis Eq.
(81) transform under the influence of Vˆnρρ. To explain the most outstanding effects, it
is sufficient to restrict to a minimal set of states: For the even fillings, Nc = 2n, n ∈ N,
we have to take into account twelve states, allowing up to one fermionic excitation.
The reason is that without an unpaired bulk spin no mixing can take place26. For the
odd fillings, Nc = 2n+1, it is enough to include the eightfold degenerate groundstate of
Hˆ0 + Vˆρρ. To preserve lucidity, bosonically excited states are left out from our analysis,
as they do not change qualitatively the mechanisms behind the observed effects. The
~N and ~mc conserving bulk-bulk scattering Vˆ
b−b
nρρ can also be disregarded: besides for
slight shifts in energy, forming linear combinations of states differing just in ~ms but
identical in ~N , ~mc has not much impact. The restriction to the minimal model applies
only for the subsequent analytics. Concerning the numerical calculations, an energy
cutoff of 7.90 above the groundstates was used for the spectrum, respectively 1.90 for
the transport, including every energetically allowed bosonic or fermionic excitation.
Even electron fillings For even electron fillings, Nc = 2n, we want to restrict to
the following subset of the states described by Eq. (81):
~N = (N↑, N↓) ∈ {(n, n), (n± 1, n∓ 1)} n ∈ N,
~σe = (σe+, σ
e
−) ∈ {(↑, ↑), (↑, ↓), (↓, ↑), (↓, ↓)},
~m = (~mc, ~ms) = (~0,~0).
To abbreviate our notation we introduce
∣∣∣ ~N, ~σe,~0〉 :=

∣∣σe−, ↑↓ , σe+〉 N↑ = N↓ = n,∣∣σe−, ↑↑ , σe+〉 N↑ = n+ 1, N↓ = n− 1,∣∣σe−, ↓↓ , σe+〉 N↑ = n− 1, N↓ = n+ 1.
Notice that the second and the third case describes fermionically excited states. Build-
ing now all possible combinations for our minimal set of states for even fillings, we get
the following set of possibilities:
• Sz = 0: four states |a〉, |b〉, |c±〉
|↑, ↑↓, ↓〉 =: |a〉, |↓, ↑↓, ↑〉 =: |b〉,
|↑, ↓↓, ↑〉 =: |c+〉, |↓, ↑↑, ↓〉 =: |c−〉,
26 For transport, this is fatal, as introducing the end spins degree of freedom a priori yields four
identical, completely decoupled channels. This makes the kinetic equations ill-defined [115, 116].
Only the end-bulk interaction induced mixing guarantees a unique solution for the transport
problem.
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• Sz = ±~: six states |dσσ〉, |fσσ〉, |gσσ〉 (σ ∈ {↑, ↓})
|↑, ↑↓, ↑〉 =: |d↑↑〉, |↓, ↑↓, ↓〉 =: |d↓↓〉,
|↑, ↑↑, ↓〉 =: |f↑↑〉, |↑, ↓↓, ↓〉 =: |f↓↓〉,
|↓, ↑↑, ↑〉 =: |g↑↑〉, |↓, ↓↓, ↑〉 =: |g↓↓〉,
• Sz = ±2~: two states |σ, σσ, σ〉 (σ ∈ {↑, ↓})
|↑, ↑↑, ↑〉 , |↓, ↓↓, ↓〉 .
There are four degenerate groundstates |a〉, |b〉, |dσσ〉 with energy E(0)Nc = E(0)2n , while
the remaining singly fermionic excited states |fσσ〉, |gσσ〉, |σ, σσ, σ〉 have an energy
E
(f)
2n .
The end-bulk interaction can only mix states with same spin-projection Sz. To the
highest values, Sz = ±2~, it belongs only one state and thus no mixing occurs. In
contrast, the three states |dσσ〉, |fσσ〉, |gσσ〉 with Sz = sgn(σ)~ get coupled to each
other. Also the four states |a〉, |b〉, |c±〉 with Sz = 0 can in principle transform into
one another under the influence of end-bulk scattering. With help of Eq. (87) we can
set up the corresponding blocks of the full Hamiltonian Hˆ in the truncated eigenbasis
(assuming n even27):
|a〉 |b〉 |c+〉 |c−〉
(
Hˆ
)
Nc=2n,Sz=0
=

E
(0)
2n 0 −t −t
0 E
(0)
2n +t +t
−t +t E(f)2n 0
−t +t 0 E(f)2n

|a〉
|b〉
|c+〉
|c−〉 ,
|dσσ〉 |fσσ〉 |gσσ〉(
Hˆ
)
Nc=2n,Sz=±~
=
 E
(0)
2n +t −t
+t E
(f)
2n 0
−t 0 E(f)2n
 |dσσ〉|fσσ〉
|gσσ〉 .
Diagonalization leads to the eigenstates and eigenenergies listed in Tab. 7. We employ
there the abbreviation
ξαα′(γ) =
1
2
(
E
(f)
2n + αE
(0)
2n + α
′
√(
E
(f)
2n − E(0)2n
)2
+ γ2
)
, (88a)
with α, α′ ∈ {±1}. Obviously, ξ++(γ) > ξ+−(γ) , ξ−+(γ) > ξ−−(γ), and as in our
context γ ' t, and hence γ  E(f)2n − E(0)2n holds, we can rely on the relations
ξ++(γ) ≈ E(f)2n , ξ+−(γ) ≈ E(0)2n , ξ−+(γ) t , ξ−−(γ) t. (88b)
27 For odd n the sign of the off-diagonal entries must be inverted.
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Nc = 2n
energy : eigenstate (not normalised) abbr. spin Sz [~]
ξ+−(4t) ≈ 0 : 2
√
2t
ξ−−(4t)
(|a〉 − |b〉)− (|c+〉+ |c−〉) (g1) 0
ξ+−(2
√
2t) ≈ 0 : 2
√
2t
ξ−−(2
√
2t)
|dσσ〉+ (|fσσ〉 − |gσσ〉) (g2)σσ sgn(σ)
0 :
√
1
2
(|a〉+ |b〉) (g3) 0
ξ++(4t) ≈ ε0 : 2
√
2t
ξ−+(4t)
(|a〉 − |b〉)− (|c+〉+ |c−〉) (e1) 0
E
(f)
2n ≈ ε0 : 1√2 (|fσσ〉+ |gσσ〉) sgn(σ)
E
(f)
2n ≈ ε0 :
√
1
2
(|c+〉+ |c−〉) 0
E
(f)
2n ≈ ε0 : |σ, σσ, σ〉 2sgn(σ)
ξ++(2
√
2t) ≈ ε0 : 2
√
2t
ξ−+(2
√
2t)
|dσσ〉+ (|fσσ〉 − |gσσ〉) (e2)σσ sgn(σ)
Table 7: The minimal model consists of twelve different states for even electron fillings of the ACNR
(σ ∈ {↑, ↓}). We have set E(0)2n = 0. Importantly, fermionically excited states mix with non excited
ones. States relevant for explanations in the main text are marked with text labels. The colour and
shape of the symbols encodes the nature of the state, classified by spin-projection and behaviour
under exchange of the end spins. The boxes indicate Sz = 0, related colours are red (symmetric
component |a〉+ |b〉) and blue (antisymmetric combination |a〉 − |b〉). For the disks |Sz| = ~, colours
olive (symmetric components) and green (antisymmetric: |fσσ〉 − |gσσ〉). Grey diamonds: |Sz| = 2~.
The resulting energy landscape is sketched on the left side of Fig. 24, where we used
differently coloured and shaped symbols to indicate the composition of states. In our
simple model, we find then from Tab. 7 that the interaction has hardly lifted the
degeneracies between the various states. It can be verified with Eq. (88a) that there is
a slight splitting in the groundstates, such that their energy grows from (g1) to (g3).
Also the excited states, of which only the two labelled ones turn out to be important for
later explanations, are listed increasing in energy. Crucial is the mixing of states with
different bulk and end configurations. We can single out linear combinations which are
either symmetric or antisymmetric under exchange of the end spins. For the features
we will observe in transport, the decisive entanglement is the one between the four
Sz = 0 states |a〉, |b〉, |c+〉, |c−〉, leading to two states containing the antisymmetric
combination |a〉 − |b〉: A groundstate (g1) with small contribution of the fermionically
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Figure 24: Energy landscape for a minimal set of lowest ACNR eigenstates for even (Nc = 2n)
and odd (Nc = 2n + 1) electron fillings, in accordance with Tabs. 7, 8. To visualise the relevant
contributions in the composition of the eigenstates, different coloured and shaped symbols were used.
The states relevant for later considerations are labelled.
excited states |c+〉 + |c−〉, and an excited state (e1) where those dominate [as found
with Eq. (88b)].
Odd electron fillings Here, due to the fact that with Nc = 2n + 1 we necessarily
always have an unpaired spin, it is sufficient to consider merely the groundstates with
energy E
(0)
Nc
= E
(0)
2n+1 emerging from Eq. (81):
~N = (N↑, N↓) ∈ {(n+ 1, n), (n, n+ 1)} n ∈ N,
~σe = (σe+, σ
e
−) ∈ {(↑, ↑), (↑, ↓), (↓, ↑), (↓, ↓)},
~m = (~mc, ~ms) = (~0,~0).
Again we abbreviate our notation and introduce∣∣∣ ~N, ~σe,~0〉 := { ∣∣σe−, ↑ , σe+〉 N↑ = n+ 1, N↓ = n,∣∣σe−, ↓ , σe+〉 N↑ = n, N↓ = n+ 1.
We get the following set of possibilities:
• Sz = ±~/2: six states |aσ〉, |bσ〉, |cσ〉 (σ ∈ {↑, ↓})
|↑, σ, ↓〉 =: |aσ〉, |↓, σ, ↑〉 =: |bσ〉, |σ, σ¯, σ〉 =: |cσ〉,
• Sz = ±3~/2: two states |σ, σ, σ〉 (σ ∈ {↑, ↓})
|↑, ↑, ↑〉 , |↓, ↓, ↓〉 .
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Nc = 2n+ 1
energy : eigenstate (normalised) abbr. spin Sz [~]
−√2t : 1
2
(|aσ〉+ |bσ〉) +
√
1
2
|cσ〉 (t1)σ sgn(σ)/2
0 :
√
1
2
(|aσ〉 − |bσ〉) (t2)σ sgn(σ)/2
0 : |σ, σ, σ〉 3sgn(σ)/2
+
√
2t : 1
2
(|aσ〉+ |bσ〉)−
√
1
2
|cσ〉 (t3)σ sgn(σ)/2
Table 8: Lowest lying eigenstates of an ACNR filled with an odd number of electrons (σ ∈ {↑, ↓}).
Due to spin-degeneracy, the total number of possible states is eight. The two states with |Sz| = 3~/2
are marked by grey diamonds. Red and olive boxes stand for the symmetric components |aσ〉+ |bσ〉
and |cσ〉, respectively. Blue boxes label the antisymmetric combinations |aσ〉 − |bσ〉. Notice that all
states behave purely symmetric or antisymmetric with respect to end spin exchange.
In the case of Sz = ±3~/2 there is only one state each.
For the three states with Sz = ±~/2, from Eqs. (79) and (87) the following mixing
matrix is found (still n is assumed even):
|aσ〉 |bσ〉 |cσ〉(
Hˆ
)
Nc=2n+1,Sz=±~/2
=
 E(0)2n+10
−t
0
E
(0)
2n+1
−t
−t
−t
E
(0)
2n+1
 |aσ〉|bσ〉
|cσ〉 .
The matrix is easily diagonalizable and yields eigenstates according to Tab. 8 at three
distinct eigenenergies (compare also to Fig. 24, right). Notice that for the odd filling
all emerging states are purely symmetric or antisymmetric under exchange of the two
end spins. Thereby, the symmetric states (t1)σ and (t3)σ essentially have the same
tunnelling properties, because they only differ by the sign in front of |cσ〉. It is of
crucial importance that the state (t2)σ is formed by the antisymmetric combination
|aσ〉 − |bσ〉. Comparing the definition of the 2n states |a〉, |b〉 and |aσ〉, |bσ〉, we see
that from the 2n groundstate (g3), a tunnelling event can exclusively lead to one of
the 2n+ 1 states (t1)σ or (t3)σ. Via their |cσ〉 components, these connect to |c+〉+ |c−〉
as well as to |dσσ〉, and thus to all the other labelled 2n states from Tab. 7, but the
link to (g1), (e2)σσ is weak due to Eq. (88b). This will be the key ingredient for the
explanation of the stability diagrams in Sect. 4.4.
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Figure 25: For our results on spin-
polarised transport, we assume the ACNR
to be attached to magnetised leads. Rela-
tive to the ↑ - polarised drain, the spin of
the source is either aligned in parallel (PA)
or in anti-parallel (AP) configuration. The
number of electrons on the device can be
controlled via a gate electrode.
Energy cutoff Emax 1.9ε0
Thermal energy kBT 0.01 meV
Charging energy [110] W0 2.31 meV
Ribbon length Ly 572 nm
Level spacing 0 2.93 meV
Ribbon width Lx 7.8 nm
Bulk-bulk exchange u 0.036 meV
End-bulk exchange t 0.21 meV
Table 9: Parameters employed for all viewed plots
unless specified differently. The values of charging
energy, bulk-bulk and end-bulk exchange-coupling
were numerically verified for ribbon lengths rang-
ing from 5 − 20 nm. For the spectrum calculation,
Fig. 23, bosonic and fermionic excitations up to an
energy of 7.9 ε0 above the groundstate for a certain
filling were taken into account.
4.4 Transport across quantum-dot ACNRs
While without a special signature in the spectrum, the formation of states symmetric
or antisymmetric under the exchange of end spins leaves strong fingerprints in trans-
port. The most prominent features are pronounced negative differential conductance
(NDC) lines occurring for a completely symmetric and unpolarised setup, which is dis-
cussed in Sect. 4.4.1. We furthermore investigate spin-dependent transport for collinear
lead magnetisations, predicting negative tunnelling magneto-resistance (TMR) within
a narrow region along the edges of the Coulomb diamonds for even fillings, Sect. 4.4.2.
Finally we explain how the transport characteristic is expected to change under appli-
cation of an external magnetic field, both for non-magnetic and collinearly polarised
contacts, Sect. 4.4.3.
Besides the energy spectrum, the other system specific input required for transport
calculations are the tunnelling matrix elements of the ACNR bulk electron operator,
〈
~N~σe ~m
∣∣∣Ψˆσ(~r)∣∣∣ ~N ′~σe′ ~m′〉 = 1
2
δ ~N, ~N ′+~eσδ~σe,~σe′ (−1)
δσ,↓N↑
×
∑
Fpr
fFprϕFp(~r)e
i pi
Ly
(Nσ+
1
2
)ry
∏
q>0
∏
j=s,c
F (λjqrσ(y),mjq,m
′
jq), (89)
with the function F (λ,m,m′) and the parameter λjqrσ(y) as given in App. B.1 in Eq.
(145) respectively Eq. (142). We omit here the calculation of this identity, because
the fermionic contribution follows straightforward from Eqs. (135)-(136b), while the
bosonic contribution emerges in the same manner as for the more complicated matrix
elements involving more than one electron operator evaluated in App. B.1. Moreover,
the detailed derivation of the corresponding expression for SWCNTs can be found in
Ref. [114].
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Figure 26: Differential conductance for a completely symmet-
ric ACNR transport setup. Strong negative differential conduc-
tance (NDC) arises if the external voltages are adjusted such
that a transition from (t1)σ to (e1) is allowed, while a transition
from (g1) to (t2)σ is forbidden.
Figure 27: Occupation prob-
ability of the trapping state
(g1) around the region ex-
hibiting various NDC features.
Notice that no numerically
stable data can be obtained
inside the Coulomb diamond.
4.4.1 Unpolarised transport for a symmetrical setup
Fig. 26 shows the stability diagram obtained for an ACNR completely symmetrically
coupled to unpolarised leads. Due to electron-hole symmetry around the 2n filling, the
diagram is mirror-symmetric with respect to the central diamond. Already for such
a standard measurement, end states leave various signatures, which result from the
mixing of states with same spin-projection Sz, but distinct end spin configurations.
The mechanisms behind the main features of the plot can be explained in terms of
the minimal set of states discussed in Sect. 4.3.2, Tabs. 7, 8. Let us shortly recall their
properties and alongside explain in which points we have to expect discrepancy with
respect to the full set of real eigenstates which was employed for all calculations:
First, the eight states from Tab. 8, (t1)σ, (t2)σ, (t3)σ and |σ, σ, σ〉, will in the following
frequently be called the lowest lying 2n + 1 states. They occur at only three distinct
energies ±√2t, 0.0. Inclusion of excitations within an energy cutoff of 1.9 ε0 slightly
lifts the degeneracy of (t2)σ and |σ, σ, σ〉, and introduces eight high lying excited states
which are almost degenerate. Second, for what concerns the even fillings, we refer to
(g1), (g2)σσ, (g3) as 2n groundstates. The fact that they are almost, but not perfectly
degenerate, and that their energy grows from (g1) to (g3), is not changed upon the
inclusion of further excitations and plays some role in the following. Moreover, mixing
between the states from Tab. 7 and bosonically excited 2n states takes place in general,
but actually preserves the types of linear combinations occurring in Tab. 7, which is
the relevant point for our explanations. In summary, the main effect of inclusion of
excitations within an energy cutoff of 1.9 ε0 is the lifting of the degeneracies among
the excited 2n states. In fact, the lowest lying excited state will be of the same nature
as (e1), and the separation to the state corresponding to (e2)σσ exceeds
√
2t, thus it
is well resolvable. With this additional information to Tabs. 7, 8 we can now start to
explain the features marked by the different arrows in Fig. 26.
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Figure 28: Schematic explaining the mechanisms causing the NDC features (I), (II) and (III) in Fig.
26. Only states and transitions relevant for the NDCs are drawn. The crucial transition is marked by
a big arrow head. (I)/(II) Opening of the channel (t1)σ→(e2)σσ, respectively (t1)σ→(e1), leads to a
decay into the trapping state (g1), depleting the transport channel (g3)↔(t1)σ. (III) Opening of the
channel (t2)σ→(e1) depletes the transport channel (g1)↔(t2)σ.
The dashed red arrow points towards a triple of three parallel lines which are
split by
√
2t. Those mark transitions from the 2n groundstates to the 2n + 1 lowest
lying states. Hereby, the antisymmetric state (t2)σ, associated to the second line of the
triple, is special, because it is the only one strongly connected to the 2n state (g1).
The first line of the triple is the (g3)→(t1)σ groundstate transition line.
The blue dotted arrow marks the lines around the tip of the Coulomb diamond.
Those appear in four clearly distinct positions, separated by about
√
2t . The lower
lying triple of lines arises from transitions of the lowest lying 2n + 1 states to the
2n + 2 groundstates. By coincidence of parameters, the highest line, which is split,
follows also in a distance of about
√
2t and marks transitions from 2n groundstates to
the aforementioned higher lying excited 2n+1 states arising upon inclusion of bosonic
excitations.
The solid green arrow highlights the negative differential conductance features
(I), (II) and (III). The former two originate from trapping in the state (g1), while the
latter occurs due to depletion of the transport channel (t2)σ↔(g1).
The mechanisms work as follows:
The NDCs (I) and (II) mark the opening of the 2n+ 1→ 2n back-transition channels
(t1)σ→(e2)σσ and (t1)σ→(e1), respectively. The situation is sketched in Fig. 28. Once
they get populated, from both of these excited 2n states the system can decay into
any of the lowest lying 2n + 1 states, and in particular there is a chance to populate
the antisymmetric state (t2)σ. This state is strongly connected to the 2n groundstate
(g1), which contains a large contribution of the antisymmetric combination |a〉 − |b〉.
But in the region where the NDCs occurs, the forward channel (g1)→(t2)σ is not yet
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Figure 29: Differential conductance for an ACNR quantum-
dot connected to anti-parallel polarised leads, with a polari-
sation strength P := Ps = Pd = 0.8. The number of visible
transition lines is strongly decreased as compared to the unpo-
larised case Fig. 26. Further, all NDC features have vanished.
Figure 30: Occupation prob-
ability of the state (g1) for
the same bias and gate range
as in Fig. 27. For an anti-
parallel contact configuration,
the population of the state is
strongly decreased.
within the bias window such that (g1) serves as a trapping state. Fig. 27 confirms this
explanation: the population of the state (g1) is strongly enhanced in the concerned
region where the back-transitions (t1)σ→(e2)σσ and (t1)σ→(e1) can take place, while
the forward transition (g1)→(t2)σ is still forbidden.
NDC (III) belongs to the back-transition (t2)σ→(e1), which is a weak channel because
(t2)σ is a purely antisymmetric state, while the antisymmetric contribution in (e1) is
rather small. From time to time, nevertheless the transition will take place, and once
it happens the system is unlikely to fall back to (t2)σ, but will rather change to a
symmetric 2n + 1 state. Thus the state (t2)σ is depleted, and with it the transport
channel (t2)σ↔(g1), which leads to NDC. The statement can also be verified from
the plot of the occupation probability for (g1), Fig. 27: a pronounced dark region of
decreased population follows upon the NDC transition.
4.4.2 Spin-polarised transport for collinear lead magnetisations
We investigate now the transport behaviour for an ACNR quantum-dot with collinearly
polarised leads, as shown in Fig. 25. Major changes in the stability diagram of the
ACNR are observed for anti-parallel contact configuration, Fig. 29: Compared to Fig.
26, various transitions lines are suppressed and the NDC features have vanished. The
reason is that an anti-parallel contact configuration as drawn in Fig. 25 favours (g2)↓↓
as 2n groundstate, because in-tunnelling of ↓ - electrons and subsequent out-tunnelling
of ↑ - electrons is preferred. As a consequence, all transport channels related to (g1) and
(g3) are of minor relevance, which weakens various transition lines and in particular
destroys the NDCs effects: in the anti-parallel configuration, the occupation of the
trapping state (g1) is significantly lowered, as seen in Fig. 30.
In detail, starting from the 2n groundstate (g3)=
1√
2
(|a〉 + |b〉), in-tunnelling of a
majority (↓ -) electron from the source takes the system to (t1)↓ = 1√2(|a↓〉+|b↓〉)+|c↓〉.
Via the |c↓〉 (= | ↓, ↑, ↓〉) - component of this state, it is possible to tunnel out with
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Figure 31: Tunnelling magneto-resistance IPA/IAP − 1, where IPA/AP denotes the
current for parallel/anti-parallel polarised leads. We observe a negative value, i.e. IPA <
IAP , along the edges of the 2n/2n + 2 Coulomb diamonds as soon as the channel
(t1)σ→(e1) has opened. The reason is the decreased population of the (g1) state in the
anti-parallel case (Fig. 30) as compared to the unpolarised or parallel case (Fig. 27).
a majority (↑ -) electron of the drain, yielding a transition to (g2)↓↓. Similarly, also
starting from (g1) in-tunnelling of a ↓ - and subsequent out-tunnelling of an ↑ - electron
changes the 2n groundstate to (g2)↓↓. Depending on the bias voltage, transport is either
carried by ↑ - electron via the groundstate channel (g2)↓↓ ↔ (t1)↓, or by ↓ - electrons
via (g2)↓↓ ↔ |↓, ↓, ↓〉, where |↓, ↓, ↓〉 forms a blocking state unless a back-transition to
the 2n excited state |↓, ↓↓, ↓〉 is energetically allowed.
In Fig. 31 we have plotted the tunnelling magneto-resistance (TMR),
TMR :=
IPA − IAP
IAP
,
which is a measure for the ratio of the current in the parallel configuration, IPA to
the current in the anti-parallel configuration, IPA. Along the edge of the 2n Coulomb
diamond, the TMR acquires a negative value, i.e. IAP exceeds IPA. This is unusual: for
lowest order calculations without Zeeman splitting between the spin species typically
strictly positive TMR is observed [31, 32]. For the ACNR, however, the effect originates
from a reduced feeding of the (g1) trapping state. This statement can be confirmed
by comparing its occupation probability for the unpolarised, Fig. 27, and anti-parallel
polarised case, Fig. 30, in the concerned region.
Namely, lying slightly lower in energy than (g3), (g1) can serve as a perfect trapping
state within a narrow region along the edge of the 2n Coulomb diamond: here, the
bias is high enough to allow the groundstate transition (g3)→(t1)σ, but not (g1)→(t1)σ.
Though the latter channel is weak in any case, it nevertheless provides a nonzero escape
rate from (g1). That is why in Fig. 27, in the region where the NDC mechanism Fig.
28 (II) can populate (g1), the occupation probability approaches 1 only straight along
the edge of the Coulomb diamond, and a value of 0.6 − 0.8 further apart from it. In
contrast, we observe no comparable increase of the (g1) population in Fig. 30, because
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Figure 32: Differential conductance in the region between the 2n and 2n + 1 Coulomb blockade
diamonds for an ACNR quantum-dot at three different values of an external magnetic field. The
contacts are assumed non-magnetic, i.e. unpolarised. The dashed white lines mark the gate voltage
at which the plots Fig. 33 are taken.
for the anti-parallel configuration, as explained above, the transition channels involved
in the NDC mechanisms are strongly disfavoured compared to (g2)↓↓ ↔ (t1)↓. For this
reason, no trapping occurs and IAP can exceed IPA, leading to the negative TMR.
4.4.3 Magnetic field sweep
Finally we study the transport behaviour under the influence of an external magnetic
field. In its presence, formerly degenerate states with different spin projections Sz
components become Zeeman split. This means, at a fixed gate voltage one half of the
transitions occur at a higher, one half at a lower bias compared to the situation with-
out magnetic field. In detail, simple thoughts can confirm that the forward transitions
involving ↑ - electrons, i.e. 2n → 2n+ 1, as well as all backward transitions mediated
by ↓ - electrons, i.e. 2n + 1 → 2n, are lowered in bias, while processes 2n → 2n + 1
and 2n+ 1
→ 2n are raised.
For three distinct values of the Zeeman splitting, Fig. 32 shows stability diagram
zooming on the region between the 2n and 2n+ 1 Coulomb blockade diamonds. Those
plots complement Fig. 33, where we show the differential conductance versus bias and
Zeeman splitting, at a fixed gate voltage eαVgate ≈ 2.0 meV (marked in Fig. 32 with
the dashed line). In turn, the three values of the Zeeman splitting considered in Fig.
32 are marked in Fig. 33 by dashed white lines.
At first we focus on Fig. 33(a), describing the case of unpolarised leads.
A small Zeeman splitting will actually select (g2)↑↑ as 2n groundstate. The 2n→ 2n+1
groundstate-to-groundstate transition is then (g2)↑↑→(t1)↑, as indicated left of the fig-
ure. It is the first line of a triple marking transitions to the lowest lying 2n+ 1 states.
Upon introducing a Zeeman energy, the spin-degeneracies of those are lifted, but only
the two excited lines split in “V”-like manner, while the groundstate-to-groundstate
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Figure 33: Differential conductance vs. bias voltage and Zeeman splitting at a fixed gate voltage
of approx. 2.0 meV, for an ACNR transport setup with (a) unpolarised and (b) parallel polarised
contacts. The sketch (P’) on the left explains why the channel (g2)↑↑ → (t1)↑ (dashed arrow) must
be open in order to see transitions (g3)↔ (t3)↑.
transition (g2)↑↑→(t1)↑ has only one rightwards slanted branch (i.e. raises in energy
with increasing field). The reason is that (g2)↑↑ is connected to the |c↑〉 (= | ↑, ↓, ↑〉)
- component of the energetically favoured state (t1)↑ = 1√2(|a↑〉 + |b↑〉) + |c↑〉 by in-
tunnelling of ↓ - electrons. There is no possibility for a transition with ↑ - electrons,
hence a left branch does not exist.
At a Zeeman splitting of
√
2t/2, the process (g2)↑↑
→ |↑, ↑, ↑〉 becomes the groundstate-
to-groundstate transition. The crossover is marked with (P) in Fig. 33(a). Due to the
in-tunnelling of ↑ - electrons, this resonance is continuously lowered in bias upon in-
creasing the Zeeman energy further.
At a Zeeman splitting of about 0.4 meV, we are exactly at resonance. As seen in the
middle plot of Fig. 32, a line triple has clearly separated from the groundstate tran-
sition line. Upon comparison with Fig. 33(a) it is immediately understood that it
belongs to ↓ - electron transitions to the lowest lying 2n + 1 states. Concerning the
corresponding ↑ - electron transitions, something interesting happens: In the point
(P’), the left branch of the second “V”-shaped pattern, which belongs to the 2n + 1
state (t3)↑, ends. The reason is that (t3)↑ consists of the same components as (t1)↑.
By in-tunnelling of ↑ - electrons, it can thus not be connected to (g2)↑↑, but rather to
(g3) [=
1√
2
(|a〉 + |b〉)], see Fig. 33, sketch (P’). This 2n state is, compared to (g2)↑↑,
lifted by the Zeeman energy and can only be populated by back-transitions from (t1)↑.
The state (t1)↑, however, is not available below the transition (g2)↑↑ → (t1)↑ [Fig.
33, sketch (P’), dashed arrow]. This explains why the point (P’) is positioned at the
crossing with the resonance line marking this transition.
Going on to a value of 0.8 meV of the Zeeman splitting, where the rightmost plot in
Fig. 32 is taken, we reside at low bias voltages within the 2n+1 Coulomb blockade di-
amond; the groundstate transition is now the out-tunnelling process |↑, ↑, ↑〉 → (g2)↑↑,
thus raising in bias for an increasing magnetic field. The behaviour reverts again in
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the point (P”), where the Zeeman splitting has lowered the excited 2n state |↑, ↑↑, ↑〉
enough to change the groundstate transition to |↑, ↑, ↑〉→|↑, ↑↑, ↑〉, which involves out-
tunnelling of ↓ - electrons.
Finally, the Fig. 33(b) shows the data obtained if the calculation yielding Fig. 33(a)
is performed for ferromagnetic leads, polarised in parallel to the applied field. The
only thing changing is the intensity of the lines. In particular, several of them are
transformed into negative differential conductance lines. This is a standard effect for
a single electron transistor with parallel polarised contacts in magnetic field: upon
opening a channel to a state from which the system can only escape via a weak
(in our case ↓ - mediated) transition, NDC occurs as such slow processes hinder the
current flow. The only exception are the groundstate-to-groundstate transitions, i.e.
the edges of the Coulomb diamonds, where current starts to flow: to those, of course
always positive differential conductance (PDC) lines belong. An obvious example is
the |↑, ↑, ↑〉 −↓→ |↑, ↑↑, ↑〉 transition, which turns from NDC to PDC beyond the point
(P”).
4.5 Conclusion
We have studied the spectrum and transport characteristics of fully interacting graphene
armchair nanoribbons (ACNRs).
We have taken advantage of the known theory [104] for quasi-onedimensional interact-
ing electrons in small diameter single wall carbon nanotubes to develop an analogous
theory for narrow metallic ACNRs. We discovered an essential impact of short-ranged
Coulomb interactions. Those lead to an entanglement between bulk states and the
ones localised at the zig-zag ends of the ribbon. As a consequence, degeneracies be-
tween various states get lifted, and we have in particular predicted a smearing of any
spin-charge separation.
Importantly, the entanglement makes the bulk spin-Sz component no longer a con-
served quantity, which leaves strong fingerprints in transport. There is a two-electron
periodicity distinguishing between even and odd electron fillings. For the latter, eight
formerly degenerate groundstates get split under the influence of the end-bulk in-
teraction, where the lifting is determined by the end-bulk exchange coupling t. This
shows up in form of a characteristic transition line triple. Further, pronounced nega-
tive differential conductance (NDC) occurs for a symmetric, unpolarised setup in zero
magnetic field. Its origin lies in the interaction-induced formation of states symmetric
or anti-symmetric under exchange of the ribbon ends. It is mainly the population of
an anti-symmetric trapping state which decreases the current in certain regions of the
gate and bias voltage.
For an anti-parallel contact polarisation, absence of various transition lines is observed
due to spin-blockade effects and also the NDC features have vanished. The reason is
that transition channels feeding the trapping state are disfavoured, which leads even
to a negative tunnelling magneto-resistance.
Finally we have investigated the transport behaviour in magnetic field, for unpolarised
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as well as for in parallel polarised contacts. A change of the odd filling groundstate
with Sz = ~/2 to one with Sz = 3~/2 is observed at a Zeeman splitting of
√
2t/2, such
that the value of the end-bulk exchange coupling t can directly be read off. Upon im-
posing a parallel contact magnetisation, standard effects change for several transition
lines the differential conductance from the positive to the negative regime, because all
↓ - mediated transport channels become weak.
All in all, we found that short-ranged Coulomb interactions yield a strong influence of
localised end states on the properties of ACNRs. Due to this fact, ACNRs might not be
as ideal candidates for certain spintronic devices as previously regarded. Instead, the
entanglement between bulk and end states is a rich source of ACNR specific features
in transport. Recent achievements in fabrication of carbon nanostripes with defined
geometries [90, 91] raise the hope of an experimental confirmation of our predictions
within the near future.
On the theoretical side, non-collinear contact magnetisations as well as higher order
effects in ACNRs wait to be explored.
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5 Single wall carbon armchair nanotubes
Figure 34: Single wall armchair carbon nanotube [119].
Graphene was known in rolled up form as single wall carbon nanotubes (SWCNTs)
already since 1993, when Iijima and Ichihashi [120] achieved synthesis of such abun-
dant single-shell tubular fullerenes. Outstanding qualities both from the mechanical
and the electrical point of view [121] have made them subject of ongoing intense inves-
tigation. They had soon been recognised as extraordinary strong and stiff molecules,
as well as excellent heat [122] and electricity conductors [123]. At low energies, they
represent an almost perfect realization of a one-dimensional (1D) system of interacting
electrons with an additional orbital degree of freedom due to the sublattice structure
of graphene. Nowadays experiments on carbon nanotubes touch quite a variety of fun-
damental physical topics, ranging from Luttinger liquid behaviour [124, 125] over the
Kondo effect [126, 127] to electron-vibron coupling in suspended tubes [128, 129, 130].
Around the half-filling regime, where there is exactly one electron per carbon atom
inside the tube, spin-orbit coupling [131, 132] and signatures of a Mott-insulating tran-
sition [133] have been observed. Also proximity-induced superconductivity [134, 135]
has been demonstrated and exploited for fabrication of gate-controllable carbon nan-
otube Josephson junctions [136, 137, 138].
Further, carbon nanotubes have also attracted much attention for their potential ap-
plications in spintronic devices [139]. They are particularly interesting because they
have a long spin lifetime and can be contacted with ferromagnetic materials. Indeed,
spin-dependent transport in carbon nanotube spin valves has been demonstrated by
various experimental groups [14, 140, 15], ranging from the Fabry-Perot [140, 14] to
the Kondo regime [15].
Accounting for spin and orbital degrees of freedom implies that for carbon nanotubes
an electronic shell structure is expected, where each shell can accommodate up to four
electrons. In the absence of Coulomb interaction the energy levels are spin degener-
ate, while the orbital degeneracy is usually lifted due to the nanotube finite length.
Coulomb interactions, however, modify this picture. Similar as for the armchair carbon
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Figure 35: Open boundary conditions (OBCs) in x direction map the low energy dispersions around
the two Fermi-points onto two linear branches, r = ±, of slopes ±~v determined by the Fermi
velocity v. The quantities 0 and ∆ are the intra-band level spacing and the orbital mismatch energy,
respectively.
nanoribbons (ACNRs), their short-ranged parts play a crucial role, causing in finite
size nanotubes exchange effects leading for a tube filling of 4n+ 2 to a non-degenerate
groundstate with either total spin S = 0 or a triplet with S = } [103]. Signatures of
the exchange interactions have indeed been inferred from stability diagrams of carbon-
nanotube-based quantum-dots [141, 142, 143]. In particular it was shown by Moriyama
et al. [141] that an applied magnetic field can be used to reversible change the ground-
state from the singlet to one of the triplet states.
This section is split into two parts: The first one contains some basic information on
a low energy description of SWCNTs. Like the spectrum and the results on lowest
order transport, discussed in the second part, it has been excerpted from a publication
in collaboration with Christoph Schenke, Leonhard Mayrhofer and Milena Grifoni,
Ref. [144]. The second part concludes with an outlook on the impact of higher order
effects, treated in collaboration with Jens Paaske and Milena Grifoni.
5.1 The low energy theory of SWCNTs
A theoretical description of SWCNTs valid in the linear dispersion regime above half-
filling is constructed widely in analogy to the one for ACNRs, Sect. 4, and has been
presented in great detail in Ref. [104]. Thus at this place we only sketch how to
obtain the electron operator, Eq. (94), and the density-density part of the interacting
Hamilton operator, Eq. (97), to which we need to refer in the subsequent second part.
5.1.1 Noninteracting electrons in finite size SWCNTs
As a starting point for the determination of the wave functions in armchair SWCNTs
serve the Bloch waves of the carbon honeycomb lattice, Eq. (50). Wrapping a sheet of
graphene up to form a tube, periodic boundary conditions around the circumference
must be imposed. This leads to the formation of transverse subbands. For the low
energy electronic structure of metallic SWCNTs, only the subbands touching at the
Fermi-points are of relevance. In the following we consider an armchair SWCNT, which
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is automatically metallic [121], of finite length L. In accordance with the previously
introduced coordinate system Fig. 20, the elongation of an armchair tube is along the
x-axis. At the two ends of the tube, x = 0 and x = L, open boundary conditions
are appropriate: the wave function must vanish at the armchair terminations. To fulfil
all boundary conditions, functions belonging to the two inequivalent Fermi points
K± = ±K0, Eq. (49), of the first Brillouin zone of graphene have to be mixed. The
appropriate linear combinations read [114, 103]
ϕrκx(~r) =
1√
2
∑
Fp
FfprϕFp(~r, (Fκx, 0)), (90)
with prefactors fpr given by
f+r = 1 , f−r = −r. (91)
The allowed values for the quasi-momentum are
κx =
pi
L
(n+ ∆), n ∈ Z, (92)
where L is the tube length and ∆ accounts for the fact that K0 might not be an integer
multiple of pi/L. The corresponding linear dispersion relation is depicted in Fig. 35. As
for ACNRs, it is characterised by two linear branches r = ±, corresponding to right
and left moving wave packets, with slopes ±~v, v ≈ 8.1 · 105m
s
as before denoting the
Fermi velocity. The field operator for an electron with spin σ at position ~r inside a
SWCNT is
Ψˆσ(~r) =
∑
κ∈(Z+∆)pi/L
ϕrκ(~r)cˆrσκ =
√
L
∑
Fpr
FfprϕFp(~r)ψˆrFσ(x), (93)
where ϕFp(~r) ≡ ϕFp(~r,~κ = (0, 0)T ). Further, cˆrσκ annihilates an electron in the
SWCNT with momentum κ and spin σ in branch r, and a slowly varying 1D elec-
tron operator was defined as
ψˆrFσ(x) =
1√
2L
∑
κ∈(Z+∆)pi/L
eiFκxcˆrσκ. (94)
The related noninteracting Hamilton operator of the SWCNT is
Hˆ0 = ~v
∑
rσκ
κcˆ†rσκcˆrσκ + ∆
∑
rσ
rNˆrσ, (95)
accounting for a level spacing 0 = }vpi/L as well as an offset energy ∆ ≡ 0∆ between
the two branches. Here, the operator Nˆrσ counts the total electron number in branch
r and of spin σ.
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5.1.2 The interacting Hamiltonian
For a realistic system, scattering between the electrons must be included by adding to
Hˆ0 the interaction part
Vˆ =
1
2
∑
σσ′
ˆ ˆ
d3r d3r′ Ψˆ†σ(~r)Ψˆ
†
σ′(~r
′)U(~r − ~r ′)Ψˆσ′(~r ′)Ψˆσ(~r), (96)
with the fermion field operators from Eq. (93) and the Ohno potential U(~r − ~r ′)
modelling the screened 3D Coulomb interaction as before, Eq. (67). Similar as for
ACNRs, one can split the interaction into density-density and non density-density
contributions [103], so that the total Hamiltonian reads
Hˆ = Hˆ0 + Vˆρρ + Vˆnρρ.
With the help of bosonisation [111] it is possible to diagonalize the density-density
part Hˆ0 + Vˆρρ, and to eventually arrive at a Hamiltonian taking the form [103]:
Hˆ0 + Vˆρρ =
1
2
EcNˆ 2c +
1
2
∑
rσ
Nˆrσ
[
−J
2
Nˆ−rσ +
(
0 − u+
) Nˆrσ + r∆]
+
∑
jδq>0
jδqaˆ
†
jδqaˆjδq. (97)
The last term counts the bosonic excitations, which are now fourfold distinguished by
total/relative (δ = +/−) charge (j = c) and spin (j = s) modes. Their energies jδq
are given by
jδq ∼= 0nq
√
1 + δj,cδδ,+8Wq/0
Hereby, q = nqpi/L for nq ∈ Z and
Wq =
1
N2L
∑
~R,~R′
cos(qRx) cos(qR
′
x)
[
U(~R− ~R ′) + U(~R− ~R ′ + ~τ+ − ~τ−)
]
.
Involving the sum of Coulomb interaction potentials for electrons living in the same
and different sublattices, Wq emerges from long-ranged density-density processes.
The first line of Eq. (97) starts with a charging term, stemming also from the long-
ranged part of the Coulomb interaction, and involving the charging energy Ec = Wq=0.
It determines the energy one has to spend to put Nc =
∑
rσNrσ electrons on the dot, no
matter what spin σ ∈ {↑, ↓} or pseudo-spin r ∈ {+,−} they have. In square brackets,
three contributions follow. The first one is an exchange term favouring spin alignment.
The exchange splitting,
J =
1
2N2L
∑
~R,~R ′
(1 + e−i2K+(Rx−R
′
x))
[
U(~R− ~R ′)− U(~R− ~R ′ + ~τ+ − ~τ−)
]
, (98)
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being proportional to the difference of the Coulomb interaction for electrons on the
same and on different sublattices, results from short-ranged processes. The next term
reflects the Pauli principle, demanding an extra energy cost for adding more and more
electrons of same spin into the same branch. The correction u+ is
u+ =
1
4N2L
∑
~R,~R ′
e−i2K+(Rx−R
′
x)
[
U(~R− ~R ′) + U(~R− ~R ′ + ~τ+ − ~τ−)
]
. (99)
Finally, the last term in the square brackets accounts for a possible band-mismatch,
see Fig. 35.
The eigenstates of Hˆ0 + Vˆρρ are spanned by
∣∣∣ ~N, ~m〉 = ∏
jδq
(
aˆ†jδq
)mjδq√
mjδq!
∣∣∣ ~N, 0〉 . (100)
Here ~N and ~m denote the fermionic and the bosonic configuration, respectively, such
that the state | ~N, 0〉 has no bosonic excitation. The fermionic configuration is given by
the number of electrons in each branch with a certain spin, ~N = (N−↑, N−↓, N+↑, N+↓).
These eigenstates can be used to calculate the contribution of the non-density-density
part of the interaction, i.e., 〈 ~N, ~m|Vnρρ| ~N ′, ~m′〉. Away from half-filling, they only couple
states close in energy and one is allowed to work with a truncated eigenbasis, while at
half-filling a Mott-insulating transition is expected for long SWCNTs due to umklapp
scattering [145]. Indeed, the here presented theory of finite size tubes breaks down
around half-filling, because umklapp processes acquire increasing weight [103], which
is a possible signature of the Mott instability. In recent experiments [133], actually the
observation of the Mott transition in SWCNT quantum-dots was claimed.
5.2 Low energy spectrum
A prerequisite for investigations on transport is the knowledge of how the low en-
ergy spectrum of SWCNTs is changed by the non-density-density interactions. As
demonstrated in the following, they crucially affect the groundstate for tube fillings
Nc = 2n+ 2, n ∈ N.
For our purposes, it is sufficient to restrict to the low energy regime, where the ener-
gies that can be transferred to the system by the bias voltage and the temperature
stay below 0. This means no bosonic excitations are present, i.e., ~m = (0, 0, 0, 0), and
also no fermionic excitations are allowed, i.e., the four bands will be filled as equal as
possible: |Nrσ −Nr′σ′ | ≤ 1∀ rσ, r′σ′. Our starting point are the eigenstates, Eq. (100),
of the Hamiltonian Eq. (97) which accounts for the kinetic and the density part of the
full Hamiltonian. Now we have to split the examination into two cases.
At first we consider states with total charge Nc equal to 4n, 4n+ 1 and 4n+ 3. Those
are unambiguously described by the fermionic configuration ~N because they are not
mixed by non-density-density effects. If fact, the only impact of Vˆnρρ terms on these
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Figure 36: Lowest lying states for fillings Nc =
4n+ 1 and Nc = 4n+ 3. For simplicity only the
configuration of the last partially filled shell is
shown.
Figure 37: Phase diagram to determine
the groundstate of different tubes of length
300nm. The chance to find a triplet ground-
state increases with increasing exchange pa-
rameter J , i.e., with decreasing tube diame-
ters.
states is given by an energy penalty for double occupation of one branch r, a common
shift for all eigenstates with fixed Nc 6= 4n+ 2. Therefore we are left with [103]
E ~N =
1
2
EcN
2
c + u
+
∑
r
min (Nr↑, Nr↓)
+
1
2
∑
rσ
Nrσ
[
−J
2
N−rσ +
(
0 − u+
)
Nrσ + r∆
]
(101)
for their energy. If ∆ 6= 0, states with the maximum allowed number of electrons in the
r = − branch will be the groundstates. For Nc = 4n the pseudo-spin branches r = ±
are equally occupied, yielding an unique Nc = 4n groundstate. The corresponding
configuration is taken as reference configuration for the Nc = 4n+1, 4n+2 and 4n+3
cases. The lowest lying states for Nc ∈ {4n+ 1, 4n+ 3} are presented in Fig. 36.
E.g., for the case Nc = 4n + 1 we obtain four possible states corresponding to ~N ∈
{(n+ 1, n, n, n), (n, n+ 1, n, n), (n, n, n+ 1, n), (n, n, n, n+ 1)}. For simplicity we
introduce for the states with an unpaired electron in the r = − branch the notation
|↑, ·〉, |↓, ·〉. For electrons in the r = + branch we set |·, ↑〉, |·, ↓〉.
Analogously, neglecting exchange effects and setting ∆ = 0 for the moment, the
groundstates for the Nc = 4n + 2 filling are represented by the six states | ↑, ↑〉,
|↓, ↓〉, |↑, ↓〉, |↓, ↑〉, |↑↓, ·〉 and |·, ↑↓〉28. Here the different fermionic configurations mix
under the influence of the Vnρρ processes and the groundstate structure will change
dramatically due to the off-diagonal contributions
〈↑, ↓ |Vnρρ|↓, ↑〉 = −J/2 , 〈↑↓, · |Vnρρ| ·, ↑↓〉 = J/2. (102)
The diagonal entries of the 6×6 mixing matrix are the energies of the considered 2n+2
states according to Eq. (101). Diagonalization yields the groundstate spectrum as it is
shown in Tab. 10. It is clear that the states |s〉 and |b〉 will always be excited states,
28 E.g., |↑, ↑〉 means each branch r = ± is occupied with one electron of spin ↑.
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relative energy : eigenstate (normalised) abbr. total spin S [~]
−J/2 : |↑, ↑〉 |t1〉 1
−J/2 : |↓, ↓〉 |t−1〉 1
−J/2 : 1√
2
(|↑, ↓〉+ |↓, ↑〉) |t0〉 1
u+ −
√(
J
2
)2
+ 2∆ :
1√
c21+1
(−c1 |↑↓, ·〉+ |·, ↑↓〉) |a〉 0
+J/2 : 1√
2
(|↑, ↓〉 − |↓, ↑〉) |s〉 0
u+ +
√(
J
2
)2
+ 2∆ :
1√
c22+1
(−c2 |↑↓, ·〉+ |·, ↑↓〉) |b〉 0
c1 =
2∆+
√
J2+(2∆)2
J
, c2 =
2∆−
√
J2+(2∆)2
J
Table 10: The six lowest lying eigenstates for the filling Nc = 4n+ 2 of an interacting SWNT. The
energies are given relative to E0,4n+2 = 12EcN
2
c + (2n
2 + 2n + 1)(0 − u+) − J2 (2n2 + 2n) + 2u+n.
Due to short-ranged interactions, the former degeneracy of the states is lifted and a triplet, i.e. three
degenerate states of total spin S = }, as well as three non-degenerate states of total spin S = 0
emerge.
while the spin triplet, S = }, is energy degenerate. Now the question arises which
states, the triplet or the |a〉 state, are the groundstate of the system. In accordance
with Tab. 10, the condition for a triplet groundstate is given by:
2∆ < (u
+)2 + Ju+.
For a dielectric constant  = 1.4 it holds J = 0.72 A˚ 0
d
and u+ = 0.22 A˚ 0
d
. Hence we
find in terms of the level spacing 0 and the tube diameter d:
|∆| < 0.4548 A˚ 0
d
.
Obviously this makes the triplet groundstate more unlikely compared to the S = 0
groundstate as it can be seen in Fig. 37. For a (6,6) nanotube of 300 nm length, the
band-mismatch must be ∆ < 0.3 meV ∼= 0.060 to be in a triplet groundstate. In the
experiments [142, 143] band-mismatches are of the order of 0.30 and, as expected
from our theory, |a〉 groundstates are observed. Due to the inverse proportionality
to the diameter, exchange effects are less pronounced for large diameter tubes. E.g.,
preserving the tube length but scaling up the diameter to d = 2.7 nm – a (20,20) tube –
the short-range parameters amount only to tiny fractions of 0, namely J/2 ≈ 0.0130
and u+ ≈ 0.0080, such that for ∆ = 0 practically no splitting and no mixing between
the six 4n+ 2 groundstates is expected.
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Table 11: Transport setup with a single-
walled carbon nanotube (SWCNT) which
is weakly attached to source and drain
contacts. The contact magnetisation may
either be parallel or anti-parallel. The gate
electrode allows to shift the chemical po-
tential inside the SWCNT.
Thermal energy kBT 4.0µeV
Charging energy [110] W0 6.7 meV
SWCNT length L 300 nm
Level spacing 0 5.6 meV
SWCNT diameter d 0.81 nm
Coulomb excess energy u+ 0.15 meV
Exchange energy J 0.49 meV
Band-mismatch ∆
0.0 meV /
1.68 meV
Table 12: Parameter set for the (6,6) SWCNT em-
ployed for all viewed plots unless specified differ-
ently. A triplet groundstate is obtained for ∆ =
0.0 meV, the other value yields the |a〉 groundstate.
For the investigated tube, the length variation de-
ciding upon these band-mismatches is about 0.02 %
and thus not relevant.
5.3 Transport across quantum-dot SWCNTs
In this section, the impact of the short-ranged interactions on the transport charac-
teristics of a SWCNT is studied, for the unpolarised current as well as in the differ-
ential conductance for collinearly polarised contacts, Sect. 5.3.1, as well as in small
and high magnetic fields, Sect. 5.3.2. Thereby, we observe characteristics and effects
distinguishing between the two types of potentially allowed groundstates of a small
diameter SWCNT filled with Nc = 2n + 2, n ∈ N electrons. These investigations
are amended by an outlook on higher order effects in transport across large diameter
tubes, Sect. 5.3.3.
Fig. 38 compares the sequential current as a function of the gate and the bias voltage
for a (6,6) and a (20,20) SWCNT, both for a band-mismatch ∆ = 1.68 meV [Fig. 38
(a)] and ∆ = 0.0 meV [Fig. 38 (b)]. All remaining parameters were taken from Tab.
12, and states with up to one bosonic excitation have been included in the calculation.
For all cases the four-electron periodicity of the Coulomb diamonds is clearly seen and
a mirror-symmetry with respect to the Nc = 4n+ 2 Coulomb blockade diamond exists
because of electron-hole symmetry. At high bias voltages a smearing of the transitions
due to the multitude of bosonic excitations is observed, in agreement with typical
experimental data [142, 143, 146, 147, 148].
The differences between the four plots are, as it is expected, most pronounced for
fillings Nc = 4n + 2, which we found to be strongly affected by the short-ranged
interactions, see Tab. 10. An interesting region is thus the intermediate bias regime,
eVbias ≤ 0, in between 4n+1 and 4n+2 diamonds, which should still be well resolvable
in experiment. Thereby, investigation of the small diameter tubes offers richer physics
because of the degeneracy lifting and mixing of the six Nc = 4n+2 lowest lying states,
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Figure 38: Unpolarised current versus gate and bias voltages across a (6,6) SWCNT (diameter
0.8 nm) as well as across a (20,20) SWCNT (diameter 2.7 nm), for which exchange effects do not
play a role. In total 176 states have been included, which corresponds to all states with at most one
bosonic excitation. For 4n+ 2-filling this amounts to 32 different states. In all cases the four-electron
periodicity of the Coulomb diamonds, stemming from the orbital and spin degree of freedom, is nicely
observed. (a) Band-mismatch ∆ = 0.30 corresponding to a |a〉, i.e. S = 0, groundstate for the 4n+2
filling. (b) Band-mismatch ∆ = 0 corresponding to a triplet, i.e. S = }, groundstate at filling 4n+ 2.
which manifests in the more diversified colour landscape for the (6,6) SWCNTs in the
plots Fig. 38.
In the upcoming three subsubsections on sequential, collinearly spin-polarised trans-
port in small diameter SWCNTs, the focus is on the gate voltage region around the
4n+ 1↔ 4n+ 2, which deserves particular interest because of the short-ranged inter-
action caused band-entanglement and energy lifting among the lowest lying states for
the Nc = 4n+ 2 filling.
Unless stated else, equal contact polarisations Ps = Pd = P = 0.9 are chosen.
For all following plots, bosonic excitations were omitted to avoid a multitude of tran-
sitions not relevant for the coming discussion.
The final ingredient necessary for transport calculations are the tunnelling matrix ele-
ments of the electron operator Eq. (93), under exclusion of bosonic excitations simply
reading [114]〈
~N~0
∣∣∣Ψˆσ(~r)∣∣∣ ~N ′~0〉 = 1√
2
(−1)δr,−δσ,↑N−↓+δr,+(N−↓+N−↑+δσ,↑N+↓)
×
∑
Fpr
FfprϕFp(~r) δ ~N, ~N ′+~erσe
i pi
L
(rNrσ+∆)Fx.
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Figure 39: Differential conductance for transi-
tions between 4n+1↔ 4n+2 fillings in the |a〉 -
groundstate. The polarisation has been chosen
to be P = 0.9. The four lowest lying states for
Nc = 4n + 1 and the six ones for Nc = 4n + 2
were included. The vertical white line is the bias
trace we follow to explain the distinct transition
lines in Fig. 41. (a) The leads are magnetised
in parallel. (b) Anti-parallel magnetised leads.
The intensity of various excitation lines has de-
creased compared to the parallel case. In partic-
ular a pronounced negative differential conduc-
tance (NDC) occurs in correspondence of the
transition between |σ, ·〉 and the triplet (line b).
Figure 40: Differential conductance for tran-
sitions between 4n + 1 ↔ 4n + 2 filling in the
triplet groundstate. The polarisation has again
been set to P = 0.9, and the four lowest ly-
ing states were included for Nc = 4n + 1, the
six lowest ones for Nc = 4n + 2. The leads are
magnetised (a) in parallel, (b) in anti-parallel.
From the stability diagrams it is possible to di-
rectly extract the exchange parameters u+ and
J since the bias voltage Vb/2 = u+ is needed to
open transition line b and Vb/2 = J for line c.
5.3.1 Differential conductance for collinear contact magnetisations
Figs. 39(a) and 39(b) show the stability diagrams for parallel and anti-parallel lead
magnetisations, respectively, for the case of the |a〉 groundstate. The two transition
lines h and e were emphasised by a dashed line because their intensity is too low to
resolve them together with the other, stronger, transitions. The most obvious difference
between the parallel and the anti-parallel setup is the weakness of all transition lines
beyond the triplet occupation (line b) for an anti-parallel configuration. Moreover in
line b an NDC feature not present in the parallel magnetisation case, is observed.
In order to explain the line positions in Fig. 39(a) and (b) we provide the schematic
Fig. 41 which is based on a bias trace at the particular gate voltage which aligns
the groundstates (white vertical lines in Fig. 39). The different arrows stand for new
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Figure 41: Schematic for the possible transitions occurring by sweeping the bias voltage at the
4n+ 1↔ 4n+ 2 resonance, i.e. the fixed gate voltage which aligns the |σ, ·〉 and the |a〉 state (white
dashed line in Fig. 39).
transport channels that open at certain bias voltages. The channels open in the order
of a to e for the forward transitions 4n + 1 → 4n + 2 and f to h for the backward
transitions 4n + 2 → 4n + 1. Sometimes opening of a new channel also opens other
channels that have been blocked before and one does not see distinct lines for these
transitions. Fig. 41 relates the concerned transitions to the required bias voltages. Line
g, which does not appear in Fig. 41, marks backward transitions from the triplet to the
|·, σ〉 states, i.e., tunnelling between excited states. To explain the NDC feature in Fig.
39(b) which follows upon line b in the range between lines f and line g, we observe that
– in correspondence of the b line – below that resonance only the transitions from |σ, ·〉
to the |a〉 state is possible. Above, also the triplet is accessible. For the case of anti-
parallel polarisation, both provide only weak transport channels: Below the resonance
transport is mostly mediated by ↑ - electrons, |↓, ·〉 ↔ |a〉, which are minority electrons
for the source contact. Above resonance, after some tunnelling processes the system
will always end up in |t−1〉 which is a trapping state. Just at the exact resonance, the
thermal energy allows electrons to tunnel forth and back, i.e., a ↓ - electron has the
possibility to tunnel back into the source contact and transport is slightly enhanced.
Once the bias voltage exceeds the exact resonance the trapping state |t−1〉 gets occupied
for long times and the current diminishes again. The fact that the | ↓, ·〉 ↔ |t−1〉
transition serves as the major transport channel once it has been opened is also the
reason why all transition lines above line b are so weak.
In Figs. 40(a) and 40(b) the stability diagrams for the triplet groundstate are shown.
They look a lot simpler than the ones in Fig. 39 due to the absence of a band-mismatch,
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causing a degeneracy of the four lowest lying state for the Nc = 4n + 1 filling. Line
a is the groundstate-to-groundstate transition. Lines b to d indicate transitions from
the 4n+ 1 groundstates to the 2n+ 2 excited states |a〉, |s〉 and |b〉, respectively. They
appear in the expected order, at an applied bias voltage eVbias/2 equal to u
+, J and
J + u+, as listed in Tab. 10. Line e stands for the back-transition from the triplet to
one of the 4n+ 1 groundstates. For the anti-parallel setup, Fig. 40(b), we observe the
same effect as in Fig. 39(b), i.e., all lines beyond the transition to the triplet decrease
in intensity. Since the triplet is the groundstate, this means all excitation lines are
weak and can practically not be resolved in the figure.
5.3.2 Transport in magnetic field
We now additionally allow for an externally applied magnetic field, which lifts all spin
degeneracies by a Zeeman splitting and supports the parallel contact configuration.
Linear conductance in small magnetic field Investigating the impact of contact
polarisation on the 2n+ 1↔ 2n+ 2 resonance peak in the low bias regime, a striking
effect, uniquely distinguishing the |a〉 and triplet groundstates, is found in small ex-
ternal magnetic fields. The corresponding plots can be seen in Figs. 42(a) and 43(a),
for |a〉 and triplet groundstate respectively, where we considered exposure to a field of
0.07 T in strength, causing a Zeeman splitting which equals in magnitude29 the thermal
energy of kBT = 4µeV. Both contacts are magnetised in parallel to the external field,
while for the SWCNT a situation with a finite occupation probability for all included
states is provided. Specifically, this means that also the energetically disfavoured states
with spin-projection Sz < 0 will be populated, but of course states with spin along the
field, Sz > 0, will be preferred. The first thing we observe in both Fig. 42(a) and 43(a)
is that the conductance depends on the polarisation, which is not the case without
Zeeman splitting [144]. Thereby, the peaks of the curves belonging to less polarised
leads continuously move to higher gate voltages and in particular the conductance
decreases/increases with increasing polarisation for the a/t cases, respectively.
Let us examine these results starting with the |a〉 groundstate, Fig. 42(a). We must
divide the analysis in two cases, slightly polarised leads and strongly polarised leads.
For only slightly polarised or non-polarised leads the situation is intricate as we have to
deal with competing processes. On the one hand the |↑, ·〉 state will be highly, the |↓, ·〉
state slightly populated. From this point of view, the system favours the transition
channel |↑, ·〉 ↔ |a〉 involving the preferred |↑, ·〉 state [Fig. 42, sketch (b), lower left
panel]. Only rarely, the ↑ - electron tunnels out, as this would result in a spin-flip to the
disfavoured |↓, ·〉 state [Fig. 42, sketch (b), upper left panel]. On the other hand, enter-
ing of ↓ - electrons is suppressed compared to transport of ↑ - electrons, not so much
by the small polarisation, but primarily due to the Zeeman splitting Ez: in-tunnelling
of ↓ - electrons is energetically more costly than in-tunnelling of ↑ - electrons. Due to
Ez ' kBT , the ↓ - channel is not completely forbidden but just disfavoured, and in
29 A gyro-magnetic value of g = 2 and hence Ez = µBB was found experimentally in transport
spectroscopy experiments with SWCNTs [141].
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Figure 42: (a) Conductance near the |σ, ·〉 ↔
|a〉 transition for parallel magnetised leads and
applied magnetic field. The peaks correspond-
ing to higher polarisations are shifted to lower
gate voltages. (b) Schematical explanation for
the amplitude and gate-voltage dependence of
the conductance curve for small (left sketch)
and large (right sketch) polarisation. The red
spin indicates the spin of the excess electron
initially present on the dot. The thick and
thin lines are frequent and less frequent tran-
sitions, while dashed lines indicate rare transi-
tions (for a detailed explanation see the main
text).
Figure 43: (a) Conductance near the triplet
resonance for parallel magnetised leads and
applied magnetic field. In contrast to the case
of a singlet resonance, Fig. 42, transport in-
creases as the polarisation is enhanced. (b)
Schematical explanation with colour and line
coding as in Fig. 42(b). All four possible tun-
nelling processes are depicted.
the end it will be a mixture of mainly ↓ - electrons and some ↑ - electrons responsible
for transport. This can be seen by the fact that the curves for small polarisations
are shifted to higher gate voltages which accounts for the higher chemical potential
of the ↓ - electrons. In addition, the total amplitude of the conductance is decreased
compared to a case without magnetic field [144], as either the small population of the
| ↓, ·〉 or the energy penalty for in-tunnelling ↓ - electrons hinders transport. In the
case of highly polarised leads only very few ↓ - electrons are available in the leads.
As temperature provides a small, but nonzero population of the slightly excited state
|↓, ·〉, current basically flows via the polarisation-favoured ↑ - electron channel. Since
those are energetically favoured for in-tunnelling, the transition takes place at slightly
lower gate voltages as compared to the cases of small lead polarisation. The situation
again is visualised in the sketch (b) of Fig. 42, in the upper and lower right panel. At
the triplet resonance we observe not only quantitative, but also qualitative changes.
The plot can be seen in Fig. 43(a) and all relevant tunnelling processes are sketched
in Fig. 43(b). First we focus again on unpolarised or just slightly polarised leads. For
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the filling Nc = 4n+ 1, there is a large population of the degenerate
30 states |↑, ·〉 and
|·, ↑〉. For Nc = 4n + 2, it is the |t1〉 triplet state which will be preferably occupied,
such that transport is mainly mediated via ↑ - electrons, i.e. majority charge carriers
[Fig. 43(b), upper right panel]. However, the resulting current is smaller than in the
case without magnetic field since it is harder to make use of the ↓ - electrons that are
still largely at disposal in the leads [Fig. 43(b), all left and lower right panels]. A high
polarisation decreases the number of these obstructive ↓ - electrons in the leads in
favour of the ↑ - electron number, resulting in a strong enhancement of transport via
the already preferred |t1〉 channel. As a consequence, the conductance by far exceeds
the conductance without magnetic field and polarisation.
Employing contact materials with a good gyro-magnetic ratio31, the effect should be
nicely detectable in an experimental setup and would clearly distinguish between the
triplet or the |a〉 state as groundstate.
Magnetic field sweep In a seminal experiment Moriyama et al. [141] demonstrated
a transition from a S = 0 groundstate to a Sz = ~ groundstate upon magnetic field
sweep in a SWCNT quantum-dot. We have computationally reproduced the experi-
mentally obtained data in Fig. 44(a), and moreover predict the measurement results
expected in case of ferromagnetic leads, Fig. 44(b) (a symmetric contact polarisation
of value P = 0.9 was assumed). With a band-mismatch of 0.240 (smaller than pre-
viously used) we start at B = 0 from the |a〉 groundstate. A change in groundstate
from |a〉 to the triplet state |t1〉 is observed at a magnetic field ' 6 T, as it has been
measured [141]. To observe well visible patterns, we increased the temperature by a
factor of ten compared to Tab. 12.
At gate voltages of approximately 0.322 and 0.323 meV, two “V ”-shaped transition
patterns (a and b) show up, each of width 2Ez = 2µBB. The separation between
a and b at zero field is the band-mismatch ∆. Interestingly, for polarised leads, Fig.
44(b), the rightwards slanted branches of the “V ”-patterns, which belong to transitions
involving |↓, ·〉 or |·, ↓〉, are NDC lines. The reason is the same as addressed already in
Sect. 4: once the ↓ - channel becomes available, there is some chance that from time
to time a minority charge carrier (↓ - electron) enters from the source. As the drain
is polarised in parallel to the source, it will take quite a while until this electron can
leave the SWCNT again, such that transport gets hindered. At the gate voltage of
approximately 0.328 meV, one enters the Nc = 4n+ 1 Coulomb diamond (line c) and
transport gets completely suppressed. For B 6= 0, |↑, ·〉 gets selected as groundstate.
At Vg ' 0.329 meV, we leave the 4n + 1 Coulomb blockade and transport to the |a〉
state is enabled (line d). Notice that this is a groundstate-to-groundstate transition
involving ↓ - electrons, and thus the corresponding line is slanted rightwards, while a
leftwards slanted branch does not exist. The next three patterns e, f and g involve
excited 4n + 2 states and are split by 2Ez each. In all cases, the positively sloped
branches are now again of NDC nature for a parallel lead polarisation. The first ”V ”,
30 ∆ = 0 in case of a triplet groundstate.
31 In order to be able to tune the polarisation without dramatically affecting the Zeeman splitting
for the SWCNT.
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Figure 44: (a) Differential conductance dI/dVgate for a B-field sweep in the case of an |a〉 ground-
state and non-magnetic contacts. The applied bias voltage was fixed at 5.8 meV. Red lines indicate
transitions that become possible at a certain gate voltage and blue lines show a transition that drops
out of the transport window. Under the influence of the magnetic field, most lines are split in “V”-
like manner by 2Ez. (b) Ferromagnetic leads, polarised in parallel with P = 0.9, are assumed. This
changes the intensity of the transitions, while their positions are preserved. Moreover, transitions
to excited states involving spin-down electrons are disfavoured channels and hence converted from
positive to negative differential conductance lines.
pattern e, belongs to the triplet and is of stronger intensity than the following two.
The transitions |↑, ·〉 ↔ |t1〉 and |↓, ·〉 ↔ |t0〉 contribute to the negatively sloped part,
while |↑, ·〉 ↔ |t0〉 and |↓, ·〉 ↔ |t−1〉 are responsible for the rightwards slanted branch.
The crossing of the e and d lines occurring at B ∼= 6 T, point (P), indicates the change
of the groundstate from |a〉 to the state |t1〉.
From the triplet pattern e an additional gate voltage equal to the exchange energy J
is needed to arrive at the last two ”V ” - shaped patterns f and g. Compared to the
lines for the triplet transition they are quite close to each other and of less intensity.
These lines belong to a transition from both the |↓, ·〉 and the |↑, ·〉 states to the |s〉
(pattern f ) and the |b〉 state (pattern g). Finally, the lines on the right edges of the
plots are mirror images and belong to backward transitions from 4n+ 2→ 4n+ 1. For
this reason they mark a decrease of current for both polarised and unpolarised leads.
5.3.3 Higher order level renormalisation
An important quantity in spin-polarised transport is the tunnelling magneto-resistance,
TMR :=
IPA − IAP
IAP
,
giving a measure for the ratio between the current in a parallel, IPA, and an anti-
parallel, IAP , lead configuration.
Interestingly, in many experiments on spin-polarised transport in SWCNTs, a gate
voltage dependent TMR which periodically becomes negative has been observed [14,
140], whereas second order transport theory predicts for equal lead polarisations Ps =
Pd = P and a coupling asymmetry γ = Γs/Γd in the linear bias regime a constant
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Figure 45: Parallel (IPA) and anti-parallel (IAP ) current along with the resulting tunnelling
magneto-resistance (TMR) for a large diameter SWCNT of 500 nm length and without band-
mismatch. The thermal energy was set to kBT = 0.3 meV, the contact polarisation to P = 0.4,
and a symmetric tunnelling coupling ~Γs = ~Γd = 3µeV was chosen. (a) For a full fourth order
calculation a mirror-symmetric TMR slightly oscillating around a value of 20% is obtained. (b) In
magnetic field, a Zeeman splitting can cause negative values of the TMR (without inclusion of any
fourth order contributions). (c) Taking into account level renormalisation terms to all orders, huge
qualitative changes in the gate voltage dependence of the TMR arise.
value of [31]
TMR =
4γP 2
(1− P 2) (1 + γ)2 .
It is thus reasonable to investigate the TMR under inclusion of higher orders in trans-
port. We concentrate on a large diameter SWCNT without band-mismatch and further
specifications as listed in the caption of Fig. 45. The outcome of a full consistent fourth
order calculation according to the theory presented in Sect. 1 is shown in Fig. 45(a).
A polarisation of P = 0.4 and a symmetric coupling to the leads, i.e. γ = 1, was
assumed. The TMR has acquired an oscillatory gate voltage dependence, but the vari-
ation is rather small. Notice that the increase at the edges of the plot is non-physical,
stemming from a limitation of the numerical calculation to six charge states. Thus,
the average value of the TMR is about 0.19, i.e. slightly higher than the prediction of
0.16 from the formula for the sequential regime and far away from becoming negative,
indicating that perturbation to fourth order in the tunnelling is clearly missing a cru-
cial ingredient.
An assured source of negative TMR is a Zeeman splitting in the SWCNT [32, 149]. The
origin of the splitting can be stray fields as well as phase shifts picked up by the elec-
trons on reflection at the interface to the ferromagnetic contacts [149]. The mechanism
causing negative TMR, as seen in Fig. 45(b), is that among the formerly degenerate
lowest lying states, the ones with maximum spin-projection Sz are selected as ground-
states. Specifically, those are |·, ·〉 for Nc = 4n, |↑, ·〉 and |↑, ·〉 for Nc = 4n + 1, |↑, ↑〉
for Nc = 4n + 2, |↑, ↑↓〉 and |↑↓, ↑〉 for Nc = 4n + 3 and |↑↓, ↑↓〉 for Nc = 4(n + 1).
Hence transport is mediated by ↑ - electrons at the first two, by ↓ - electrons at
the last two resonances. For an anti-parallel magnetisation of the contacts, both spin
species are minority charge carriers in one of the two leads and thus provide equally
weak transport channels. The mirror-symmetry of the conductance with respect to
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b a
ab
a; ck; ··· a; c1;
c′n−k; b; ··· c′1; b
Figure 46: Level renormalisation diagram with k charge fluctua-
tions in the initial and n− k charge fluctuations in the final state.
the Nc = 4n + 2 filling is thus preserved, see Fig. 45(b), red curve. For a parallel
configuration, however, transport via the ↑ - electron channel is strongly preferred,
while the rare density of ↓ - electrons in both contacts limits that channel. This breaks
the symmetry in the conductance curve, by enhancing the first two peaks while sup-
pressing the last two. Further, the heights of the first and second, as well as of third
and fourth resonance peak, equalise. Typically, for a large diameter SWCNT without
band-mismatch, a sequence of peak heights as in Fig. 45(a) and (c) is expected, due to
the sixfold degeneracy of the 4n+ 2 groundstate, compared to the unique groundstate
for Nc = 4n [25]. In magnetic field, the degeneracy is lifted and mainly the single state
|↑, ↑〉 contributes to transport, resulting in an assimilation of peak heights. All in all,
a change of TMR from positive to negative values is expected and indeed observed
around the half-filled shell Nc = 4n+ 2 in Fig. 45(b). The results exhibit similarity to
the respective findings in Ref. [149], where, however, a non-equilibrium Green’s func-
tion approach non-perturbative in the tunnelling coupling was used. What concerns
experimental data, see Fig. 47(b), still the shape of the magnetic field induced TMR
poorly matches the measurements.
At this point, an observation made before in Sect. 2 comes into play: we noticed that
certain diagrams, namely the ones describing charge fluctuations during a tunnelling
process, contain the first term of a Taylor expansion in a spin-dependent level renor-
malisation, i.e. an effective Zeeman splitting. This nourishes the presumption that
there should exist a class of diagrams, which, summed up in all orders, yields the
whole Taylor series and therewith an actual level shift. A promising choice is a dia-
gram associated to multiple charge fluctuations during a tunnelling event, as shown
e.g. in Fig. 46.
That sketch stands for a diagram of order 2n + 2 which corrects the tunnel event
|a〉 → |b〉 by k charge fluctuations in the initial state, i.e. k “bubbles” on the upper
contour, and n−k charge fluctuations in the final state, translating in n−k “bubbles”
on the lower contour. We thereby look at fluctuations isolated, in the sense of sepa-
rated in time, from each other: each bubble must start and end at consecutive times
τi, τi+1 (1 ≤ i, j ≤ 2n − 1). The electron transfer event is initialised at the earliest
time τ = τ0, and ending at the latest time τ2n+1 = t. This gives
(
n
k
)
possibilities for the
time ordering of the bubbles among the contours, and summing all those plus their
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Figure 47: (a) On inclusion of level renormalisation terms in all orders, negative TMR occurs for
a SWCNT asymmetrically coupled to the contacts. Except for Γs = 0.02Γd, all specification are the
same as in Fig. 45. The asymmetric coupling has amended dips negative to the characteristic shape
of the level renormalised TMR curve Fig. 45(c). (b) Though we selected only a tiny subset of terms
relevant for all order transport calculations, experimental data [14] exhibits dips and shoulders of
striking similarity to our results. Notice that our curves can just give an outlook to all order effects.
For quantitative agreement, concerning both TMR magnitude and dip positions, a more systematic
inclusion of higher order contributions to transport is required.
hermitian conjugates, the total contribution is:
(
n
k
)
Re
2i
~
ˆ
dωfpl (ω)
(
1
−pω − Eab + iη
)n+1
|T plσ(a, b)|2
×
 k∏
j=1
ˆ
dωj
f
pj
lj
(ωj)
∣∣∣T pjljσj(cj, a)∣∣∣2
pjωj − Ecjb − pω + iη
n−k∏
i=1
ˆ
dωi
fpili (ωi)
∣∣T piliσi(c′i, b)∣∣2
−piωi − Eac′i − pω + iη

=
(
n
k
)
Re
2i
~
ˆ
dωfpl (ω)
1
n!
(
d
dnEab
1
−pω − Eab + iη
)
|T plσ(a, b)|2
×
 k∏
j=1
ˆ
dωj
f
pj
lj
(ωj)
∣∣∣T pjljσj(cj, a)∣∣∣2
pjωj − Ecjb − pω + iη
n−k∏
i=1
ˆ
dωi
fpili (ωi)
∣∣T piliσi(c′i, b)∣∣2
−piωi − Eac′i − pω + iη
 .
Here cj, c
′
i serve as placeholders for the possible intermediate states; the lead indices
l, li, lj ∈ {s, d} as well as the spin indices σ, σi, σj are summed over in general.
A whole bunch of terms emerges from this expression when applying the decomposition
Eq. (126), page 168, for all fractions and expanding the product. We want to zoom
on a certain one, namely the combination where the first fraction, involving merely ω,
has been replaced by the delta function, and all others by their principal parts.
In terms of f+(ω) = f(ω) = (1+eω)−1, f−(ω) = 1−f(ω), f (n)(ω) = d
dnω
f(ω), consult
Eq. (122) for the necessary transformations, it reads:
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2pi
~
1
n!
f (n)(βEba + βpeVl) |T plσ(a, b)|2
× βn
(
n
k
)
Re
 k∏
j=1
ˆ ′
dωj
f+(ωj)
∣∣∣T pjljσj(cj, a)∣∣∣2
ωj − βEcja − pjβeVlj
n−k∏
i=1
ˆ ′
dωi
f−(ωi)
∣∣T piliσi(c′i, b)∣∣2
ωi − βEbc′i + piβeVli

=
2pi
~
1
n!
f (n)(βEba+βpeVl) |T plσ(a, b)|2
k∏
j=1
[∣∣∣T pjljσj(a, cj)∣∣∣2 Ψ(0)(12 + iβ(Ecja + pjeVlj)2pi )
]
× βn
(
n
k
) n−k∏
i=1
[
− ∣∣T piliσi(c′i, b)∣∣2 Ψ(0)(12 − iβ(Ec′ib + pieVli)2pi )
]
.
Exhausting all possibilities of choosing the states cj, c
′
i as well as setting k = 1 · · ·n, it
is clear that one generates all kinds of terms appearing in an expansion of the power
n of a quantity ∆ba defined as
∆ba =
∑
p∈{+,−}
∑
l∈{s,d}
∑
σ
(∑
c
∣∣∣T plσ(c, a)∣∣∣2Ψ(0)(12 + iβ(Eca + peVl)2pi )
−
∑
c′
∣∣∣T plσ(c′, b)∣∣∣2Ψ(0)(12 − iβ(Ec′b + peVl)2pi )
)
, (103)
where c and c′ run over all states connected to |a〉 respectively |b〉 via a charge fluc-
tuation. In total, we obtain the nth term 2pi~
1
n!
f (n)(β(Eba + peVl)) |T plσ(a, b)|2 (β∆ba)n
in the Taylor expansion of a Fermi function 2pi~ f(β(Eba + eVl + ∆ba)) |T plσ(a, b)|2. So
effectively, the considered contribution of the initial and final state charge fluctuations
renormalises any energy difference Eba to Eba + ∆ba.
An implementation of this selected effect in second order transport calculations leads
to results as shown in Fig. 45(c) and Fig. 47(a). While the zero field conductances Fig.
45(a) and Fig. 45(c) can hardly be distinguished by eye, the impact on the TMR is
tremendous: although its value still ranges around 0.19, the line shape has changed
completely, exhibiting now pronounced periodic humps as in the magnetic field case,
but of distinct appearance. In an effort to compare to experimental data, we pro-
duced as an outlook Fig. 47(a), putting an asymmetry of γ = 0.02 in the tunnelling
coupling. This is an absolutely realistic value for the ratio between the contact trans-
parencies [14], as experiments on spin polarised transport across quantum-dots exploit
asymmetric contact geometries to allow a switching of the leads to an anti-parallel
magnetisation32. Amazingly, we succeeded not only to obtain negative TMR, but also
characteristic features clearly resolved in the experimental data Fig. 47(b): the nega-
tive TMR occurs at narrow dips (dashed arrows) and shoulders in the TMR emerge
32 Typically, the contacts considerably differ in width. Performing a magnetic field sweep, due to
hysteresis effects, the contact magnetisation flips at a finite opposite field, and in particular the
field strength required for the switching depends on the contact width. Hence, for some range of
the magnetic field an anti-parallel configuration is obtained.
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(dotted arrow). Discrepancy between our curves and the measured data is clearly ob-
served in the relative positions of conductance peaks and TMR dips, but at this level,
missing in any case a consistent inclusion of higher order effects, quantitative agree-
ment should neither be expected nor enforced by a multi-parameter fit.
Instead, the message is that an effective, gate voltage dependent Zeeman splitting
induced by initial and final state charge fluctuation certainly plays a role for the
occurrence of negative TMR in transport across SWCNTs. In the same way as for
the sequential tunnelling, charge fluctuations during inelastic cotunnelling (appear-
ing first in sixth order) give a renormalisation of the inelastic cotunnelling threshold.
In the Kondo regime, measurements [15] have already quantitatively determined the
effectively acting Zeeman splitting. Besides a constant background, a gate voltage de-
pendent level renormalisation in the same form as contained in Eq. (103) has been
found.
5.4 Conclusion
We have shown results on spin dependent transport through fully interacting sin-
gle wall carbon armchair nanotubes (SWCNTs) in both the linear and the nonlinear
regime, with and without an applied magnetic field.
Peculiar of metallic small diameter SWCNTs is the possibility, due to exchange inter-
actions, to find the system at a filling with 4n+ 2 electrons either in a groundstate of
total spin S = 0 or S = ~. Which of the two groundstates occurs in a real nanotube
depends on the relation between the exchange energy and the orbital band-mismatch.
Thus, with focus on transitions involving 4n+1↔ 4n+2 fillings, we investigated both
situations and demonstrated pronounced differences in the current-voltage character-
istics depending on the considered groundstate.
For example in the linear regime the conductance for parallel lead magnetisation and
finite magnetic field increases by raising the polarisation for the case of a triplet ground-
state but it decreases for the S = 0 groundstate. This is due to the fact that for the
triplet groundstate transport is dominated by a majority electron channel involving
the triplet state with both spins aligned along the external field (Sz = +~). For the
S = 0 case transport via this preferred channel requires to make use of a Nc = 4n+ 1
states with Sz = −~/2, which is Zeeman split from the groundstate and hence less
favourable.
In the nonlinear regime we presented stability diagrams with parallel and anti-parallel
lead magnetisation for both groundstates. In the anti-parallel case it was possible to
observe a negative differential conductance (NDC) effect for the S = 0 groundstate,
following immediately after a conductance enhancement at the opening of a trapping
channel to the excited triplet state with Sz = −~. Right at that resonance, electrons
can, just by thermal activation, tunnel back and fourth, such that trapping can not
yet act, leading to an intermediate conductance increase. Away from resonance, the
blocking effect fully occurs, resulting in the NDC.
We also showed results for the differential conductance versus gate voltage and mag-
netic field at a finite fixed value of the bias. These magnetic field sweeps allow to
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instantaneously recognise the nature of the 4n+ 2 filling groundstate at zero field, as
well as to tune the nature of the groundstate from S = 0 to Sz = ~ upon variation
of the field amplitude. Our results for unpolarised leads quantitatively reproduce ex-
perimental data of Moriyama et al. [141] on a small-diameter SWCNT. Importantly,
the sweep at zero field also permits to directly read off the values of the short-range
quantities J and u+. Specifically, J is the singlet-triplet exchange splitting and u+
characterises at zero orbital mismatch the energy difference between two of the low
energy states of total spin S = 0. In the presence of polarised leads the magnetic field
sweep also reveals lines of NDC due to the trapping nature of all ↓ - channels.
The outcomes of our theory are in quantitative agreement with experimental results
obtained so far for unpolarised leads [141, 142, 143]. Due to recent achievements on
spin-polarised transport in SWCNTs [14, 140, 15], our predictions on spin-dependent
transport are within the reach of present experiments.
Those suggest also several extension of the applied theory, towards the regime of half-
filling, the inclusion of spin-orbit coupling as well as of vibrational degrees of freedom.
The latter two issues are subject of current investigations carried out by my colleagues
Magdalena Margan´ska- Lyz˙niak (spin-orbit coupling) and Abdullah Yar (vibrations).
Concerning higher order effects in SWCNTs, which have been subject of various re-
cent research activities, we sketched how an inclusion of terms in all orders of the
tunnelling coupling can lead to a spin-dependent level renormalisation, giving rise to
oscillations and sign inversion in the tunnelling magneto-resistance similar to experi-
mental observations. The logical continuation of the presented outlook is a systematic
and consistent investigation of such effects.
Related publications:
C. Schenke, S. Koller, L. Mayrhofer, M. Grifoni. Phys. Rev. B 80, 035412 (2009)
Exchange effects in spin polarized transport through carbon nanotube quantum-dots. [144]
S. Koller, J. Paaske, M. Grifoni. In preparation.
Tunneling induced level shifts in diagrammatic language.33
33 The title of the final publication might differ.
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APPENDIX A:
TRANSPORT THEORY
This first appendix relates completely to the transport theoretical sections Sect. 1
and Sect. 2. It provides several amendments to the main text. Thereby, Sect. A.1,
holds, for the interested reader, information ancillary to Sect. 1.2. In contrast, Sect.
A.2 works out details on the explicit evaluation of kernel elements from Sect. 2.1. In
particular, Sect. A.2.4 provides a full list of irreducible contributions in second and
fourth order, both as analytical expressions and in terms of diagrams. Finally, App.
A.3 is dedicated to details on the diagram grouping, Sect. 2.3.
A.1 Derivation of the quantum master equation
In the first subsections, Sect. A.1.1, the question about a time-local fourth order quan-
tum master equation is addressed, in the second subsection Sect. A.1.2 we shortly revise
two derivations of the time-nonlocal fourth order quantum master equation which a
completely equivalent to the approach presented in the main text.
A.1.1 A time-local 4QME
Assume we could find a generalised time-local quantum master equation, i.e.,
˙ˆρ(t) = − i~
[
Hˆ0, ρˆ(t)
]
+
ˆ t
t0
dt′ Fˆ(t− t′)ρˆ(t ). (104)
The steady state limit of this equation obviously yields the form of Eq. (7), without
performing the Laplace transform:
lim
t→∞
lim
t0→−∞
˙ˆρ(t) = 0 = − i~
[
Hˆ0, ρˆ
∞

]
+
ˆ ∞
0
dτ ′ Fˆ(τ ′) ρˆ∞ . (105)
In fact we have mentioned in Sect. 1.2 during the derivation of the time-nonlocal
kinetic equation how to equivalently obtain the time-local form. Namely, instead of
Eq. (20) we must set into Eq. (19) the relation
ρˆI(t0) = ρˆ
I
(t) +
ˆ t
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
+O
(
(LˆIT )4
)
, (106)
which directly emerges from Eq. (17) upon tracing out the leads. One obtains
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˙ˆρI(t) = −
ˆ t
t0
dτ TrR
{
LˆIT (t)LˆIT (τ)ρˆ(t)ρˆR
}
(i) +
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)ρˆI(t)ρˆR
}
(ii) −
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ2)TrR
{
LˆIT (τ1)LˆIT (τ)ρˆI(t)ρˆR
}
ρˆR
}
(iii) −
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ1)TrR
{
LˆIT (τ2)LˆIT (τ)ρˆI(t)ρˆR
}
ρˆR
}
(iv) −
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ TrR
{
LˆIT (t)LˆIT (τ)TrR
{
LˆIT (τ2)LˆIT (τ1)ρˆI(t)ρˆR
}
ρˆR
}
,
(107)
where we have exploited the following integral transformations to come to the time-
convolutionless quantum-master equation in a common form [37]:
´ t
t0
dτ2
´ t
t0
dτ1
´ τ1
t0
dτ → ´ t
t0
dτ2
´ τ2
t0
dτ1
´ τ1
t0
dτ +
´ t
t0
dτ2
´ t
τ2
dτ1
´ τ1
t0
dτ
´ t
t0
dτ2
´ t
τ2
dτ1
´ τ1
t0
dτ → ´ t
t0
dτ1
´ τ1
t0
dτ2
´ τ1
t0
dτ → ´ t
t0
dτ1
´ τ1
t0
dτ2
´ τ2
t0
dτ +
´ t
t0
dτ1
´ τ1
t0
dτ2
´ τ1
τ2
dτ
´ t
t0
dτ1
´ τ1
t0
dτ2
´ τ1
τ2
dτ → ´ t
t0
dτ1
´ τ1
t0
dτ
´ τ
t0
dτ2
Further, we were free to replace in the fourth order terms τ by t as this yields only
corrections of the order (LˆIT )6. For details on relation and equivalence with respect to
out time-nonlocal variant Eq. (21), we recommend the work of C. Timm, Ref. [33],
containing a broad discussion of the time-local fourth order quantum master equation.
A.1.2 Alternative derivations of the time-nonlocal 4QME
The main text referred to two alternative approaches to obtain Eq. (21) respectively
Eqs. (22a), (22b). As both methods are well-know, the aim of this section is a brief
review of the notation and the steps involved in the derivation of the time evolution
kernel in the time-domain, which is performed concisely in the interaction picture.
This enables a straightforward comparison to Sect. 1.2. Hereby, the current kernels
are not explicitly addressed as they relate in a similar fashion.
A.1.3 Nakajima-Zwanzig projection operator technique
The standard Nakajima-Zwanzig projection operator technique [35, 36] allows for a
compact and concise derivation of an exact expression for the kernel, see e.g. [37, 38]
and the references therein. One decomposes the total density matrix according to
ρˆItot = Pˆ ρˆItot + QˆρˆItot, thereby using operators Pˆ = ρˆRTrR and Qˆ = 1− Pˆ . These allow
to project the interaction-picture Liouville equation Eq. (14) for the full system
Pˆ ˙ˆρItot(t) = −i PˆLˆIT (t)Qˆ ρˆItot(t) (108a)
Qˆρ˙Itot(t) = −i QˆLˆIT (t)QˆρˆItot(t)− i QˆLˆIT (t)PˆρItot(t) (108b)
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Here, the crucial property PˆLˆIT (t)Pˆ = 0 was used, which is due to the fact that the
tunnelling Hamiltonian, Eq. (2), and thus also LˆIT , Eq. (15), contains exactly one lead
operator: the trace must yield zero. Next, the second equation is formally integrated
using QˆρˆItot(t0) = 0 and treating the term with PˆρItot as a given inhomogeneous term:
QˆρˆItot(t) = −i
ˆ t
t0
dτ Tˆ e−i
´ t
τ dτQˆLˆIT (τ)Qˆ QˆLˆIT (τ)Pˆ︸ ︷︷ ︸
=LˆIT (τ)Pˆ
ρˆItot(τ). (109)
Here Tˆ is the time-ordering superoperator as introduced before in Sect. 1.1. Substitu-
tion into Eq. (108a) and exploiting Pˆ ρˆItot(τ) = ρˆRρˆI(τ) gives the kinetic equation Eq.
(23) with the formally exact kernel:
KˆI(t, τ)[ρˆI(τ)] = −TrR
{
Tˆ LˆIT (t)e−iQˆ
´ t
τ dτ LˆIT (τ)QˆLˆIT (τ)ρˆI(τ)ρˆR
}
, (110)
which contains a non-trivial evolution operator that can be expanded in the pertur-
bation QˆLˆIT (τ)Qˆ,
e−iQˆ
´ t
τ dτ LˆIT (τ)Qˆ = 1− i
ˆ t
τ
dτ1 QˆLˆIT (τ1)Qˆ −
ˆ t
τ
dτ1
ˆ t
τ1
dτ2 QˆLˆIT (τ2)QˆLˆIT (τ1)Qˆ+ . . . .
Inserting Qˆ = 1−Pˆ everywhere and use that Pˆ gives nonzero only when acting on an
even number of LˆIT by Wick’s theorem, we obtain to fourth order the kernel
KˆI(t, τ)[ρˆI(τ)] =− TrR
{
LˆIT (t)LˆIT (τ)ρˆI(τ)ρˆR
}
+
ˆ t
τ
dτ1
ˆ t
τ1
dτ2TrR
{
LˆIT (t)LˆIT (τ2)(1− Pˆ)LˆIT (τ1)LˆIT (τ)ρˆI(τ)ρˆR
}
.
(111)
Alternatively, on may also first integrate Eq. (108a) for Pˆ ρˆItot with initial condition
Pˆ ρˆItot(t0) = ρˆItot(t0):
Pˆ ρˆItot(t) = ρˆItot(t0)− i
ˆ t
t0
dτ2 PˆLˆIT (τ2)QˆρˆItot(τ2) (112)
Substitution of Eq. (109) into the right hand side of Eq. (112) and taking the trace gives
an Dyson-type integro-differential equation for the reduced density operator ρˆI(t) =
TrRPˆ ρˆItot(t):
ρˆI(t) = ρˆ
I
(t0)− TrR
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1 Tˆ LˆIT (τ2)e−i
´ τ2
τ1
dτQˆLˆIT (τ1)QˆLˆIT (τ1)Pˆ ρˆItot(τ1).
This form allows to read off an equivalent equation for the propagator ΠˆI(t, t0) defined
via ρˆI(t) = Πˆ
I(t, t0)ρˆ
I
(t0), namely
ΠˆI(t, t0) = 1 +
ˆ t
t0
dτ2
ˆ τ2
t0
dτ1 KˆI(τ2, τ1) ΠˆI(τ1, t0), (113)
which is helpful for the comparison to the real-time approach Sect. A.1.4.
138 | APPENDIX A: Transport theory
A.1.4 Real-time diagrammatic technique
The real-time approach has been discussed on a general level in many works [39, 40, 19].
We shall just recall here how one efficiently arrives at the kinetic equation and its kernel
by exploiting Wick’s theorem. Starting from the Liouville equation Eq. (14) for the
full system in the interaction picture and formally integrating it yields
ρˆItot(t) = Tˆ e−i
´ t
t0
dτ LˆIT (τ)ρˆItot(t0), (114)
where Tˆ is the time-ordering superoperator. Using ρˆItot(t0) = ρˆtot(t0) = ρˆIR(t0)ρˆI(t0),
and defining the superoperator
ΠˆI(t, t0)X
I = TrR
{
Tˆ e−i
´ t
t0
dτ LˆIT (τ)XI ρˆR(t0)
}
, (115)
the time-evolution of the reduced density matrix can formally be written as:
ρˆI(t) = Πˆ
I(t, t0)ρˆ
I
(t0). (116)
Expanding the time-ordered exponential inside the superoperator, the trace over the
leads can be explicitly evaluated term by term by Wick’s theorem: Knowing that each
Liouvillian contains exactly one reservoir operator, one formally builds all possible
combinations for pair contractions between them, indicated by contraction lines. The
propagator to fourth order then reads:
ΠˆI(t, t0) =1−
ˆ t
t0
dτ3
ˆ τ3
t0
dτ LˆIT (τ3)LˆIT (τ)
+
ˆ t
t0
dτ3
ˆ τ3
t0
dτ2
ˆ τ2
t0
dτ1
ˆ τ1
t0
dτ
[
LˆIT (τ3)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)
+ LˆIT (τ3)LˆIT (τ2)LˆIT (τ1)LˆIT (τ) + LˆIT (τ3)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)
+O ((LˆIT )6) ,
(117)
where LˆIT (t)LˆIT (τ) := TrR{LˆIT (t)LˆIT (τ)ρˆR}. Importantly, when pairing reservoir oper-
ators, the dot operators are left in their order. The crucial step is now to decompose
ΠˆI(t, t0) into a reducible and an irreducible part, depending on whether or not the con-
tractions of the vertices separate into disconnected blocks. Collecting all irreducible
parts into the kernel
KˆI(τ3, τ) := −LˆIT (τ3)LˆIT (τ)
+
ˆ τ3
τ
dτ2
ˆ τ2
τ
dτ1
LˆIT (τ3)LˆIT (τ2)LˆIT (τ1)LˆIT (τ) + LˆIT (τ3)LˆIT (τ2)LˆIT (τ1)LˆIT (τ)
 , (118)
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a Dyson equation in the same form as Eq. (113) is obtained:
ΠˆI(t, t0) = 1 +
ˆ t
t0
dτ3
ˆ τ3
t0
dτ KˆI(τ3, τ)ΠˆI(τ, t0). (119)
The unity in Eq. (119) corresponds, in the interaction picture, to free propagation.
Applying this Dyson equation to ρˆ(t0) and taking the time derivative, one arrives
at the kinetic equation in the interaction picture, Eq. (23). Transformed back to the
Schro¨dinger picture we obtain Eq. (6).
A.2 Contributions to the kernel
In the following subsections contain details which appeared too lengthy for the main
text. First, in Sect. A.2.1 the contributions to the time evolution kernel in the inter-
action picture, listed Tab. 1 as KˆI(2)(t, τ)ρˆI(τ) and KˆI(4)(t, τ2, τ1, τ)ρˆI(τ), are derived.
Importantly, those still need to undergo some analytical transformation and evaluation
before yielding what we are looking for, i.e. the elements of Kˆ(λ = 0). This proce-
dure is shown in Sect. A.2.2 in an exemplary calculation of specific kernel elements
in second and fourth order. A shortcut avoiding such calculations is offered by the
diagrammatic rules, as explained in Sect. A.2.3, which allow to directly extract the
analytical expressions for any element of Kˆ(λ = 0) from irreducible diagrams. Finally,
a complete list of the 8 second and 128 fourth order irreducible diagrams, alongside
with their analytical contributions to all elements of a submatrix (Kˆ)nn′ of the time
evolution kernel, is provided in Sect. A.2.4. The thereby appearing energy dependent
functions are analysed in more detail in Sect. A.2.5.
A.2.1 Contributions in time domain as given in Tab. 1
We show how to come from Eqs. (31a), (31b) to the terms in given in Tab. 1. For
the second order part of the kernel, we have to dissolve a double-commmutator. This
procedure is easy, and one finds for Eq. (31a)
KˆI(2)(t, τ)ρˆI(τ) = −
∑
p0,p3
∈{+,−}
TrR
[
Aˆp33 ,
[
Aˆp00 , ρˆ
I
(τ)ρˆR
] ]
=
∑
p∈{+,−}
(〈
Cˆp0 Cˆ
p¯
3
〉(
Dˆp3 ρˆ
I
(τ)Dˆ
p¯
0
)
−
〈
Cˆ p¯3 Cˆ
p
0
〉(
Dˆp3Dˆ
p¯
0 ρˆ
I
(τ)
))
+ h.c. . (120a)
Here, we have invoked the cyclic property of the trace and set in the correlator
〈· · · 〉 ≡ TrR {· · · ρˆR}. Notice that it yields non-vanishing contributions only if exactly
one creation and one annihilation operator is involved, this means we have to combine
an in-tunnelling part with an out-tunnelling part, p := p3 = −p0.
The second order diagrams Eq. (120a) is mapped on are given in Tab. 1. Explicitly
specifying p and hermitian conjugates, four distinct diagrams arise; those are given in
App. A.2.4.
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The fourth order is more elaborate to treat as four nested commutators need to be
dissolved. The two contributions to Eq. (31b) are first
TrR
[
Aˆp33 ,
[
Aˆp22 ,
[
Aˆp11 ,
[
Aˆp00 , ρˆ
I
(τ)ρˆR
]]]]
=
[
+
〈
Cˆ p¯33 Cˆ
p¯2
2 Cˆ
p¯1
1 Cˆ
p¯0
0
〉
Dˆp33 Dˆ
p2
2 Dˆ
p1
1 Dˆ
p0
0 ρˆ
I
(τ)−
〈
Cˆ p¯22 Cˆ
p¯3
3 Cˆ
p¯1
1 Cˆ
p¯0
0
〉
Dˆp33 Dˆ
p1
1 Dˆ
p0
0 ρˆ
I
(τ)Dˆ
p2
2
+
〈
Cˆ p¯00 Cˆ
p¯1
1 Cˆ
p¯3
3 Cˆ
p¯2
2
〉
Dˆp33 Dˆ
p2
2 ρˆ
I
(τ)Dˆ
p0
0 Dˆ
p1
1 −
〈
Cˆ p¯00 Cˆ
p¯1
1 Cˆ
p¯2
2 Cˆ
p¯3
3
〉
Dˆp33 ρˆ
I
(τ)Dˆ
p0
0 Dˆ
p1
1 Dˆ
p2
2
−
〈
Cˆ p¯00 Cˆ
p¯3
3 Cˆ
p¯2
2 Cˆ
p¯1
1
〉
Dˆp33 Dˆ
p2
2 Dˆ
p1
1 ρˆ
I
(τ)Dˆ
p0
0 +
〈
Cˆ p¯00 Cˆ
p¯2
2 Cˆ
p¯3
3 Cˆ
p¯1
1
〉
Dˆp33 Dˆ
p1
1 ρˆ
I
(τ)Dˆ
p0
0 Dˆ
p2
2
−
〈
Cˆ p¯11 Cˆ
p¯3
3 Cˆ
p¯2
2 Cˆ
p¯0
0
〉
Dˆp33 Dˆ
p2
2 Dˆ
p0
0 ρˆ
I
(τ)Dˆ
p1
1 +
〈
Cˆ p¯11 Cˆ
p¯2
2 Cˆ
p¯3
3 Cˆ
p¯0
0
〉
Dˆp33 Dˆ
p0
0 ρˆ
I
(τ)Dˆ
p1
1 Dˆ
p2
2
]
+ h.c. ,
stemming from Eq. (21), line (i) and building all possible contractions upon applying
Wick’s rule for fermionic operators of noninteracting particles,
〈
Cˆpaa Cˆ
pb
b Cˆ
pc
c Cˆ
pd
d
〉
=
〈
Cˆpaa Cˆ
pb
b
〉〈
Cˆpcc Cˆ
pd
d
〉
︸ ︷︷ ︸
∝δpa,−pbδpc,−pd
−
〈
Cˆpaa Cˆ
pc
c
〉〈
Cˆpbb Cˆ
pd
d
〉
︸ ︷︷ ︸
∝δpa,−pcδpb,−pd
+
〈
Cˆpaa Cˆ
pd
d
〉〈
Cˆpbb Cˆ
pc
c
〉
︸ ︷︷ ︸
∝δpa,−pdδpb,−pc
.
and second the part cancelling out all reducible terms,
TrR
[
Aˆp,
[
Aˆp¯2,TrR
{[
Aˆp¯
′
1 ,
[
Aˆp
′
0 , ρˆ
I
(τ)ρˆR
]]}
ρˆR
]]
= +
〈
Cˆp
′
1 Cˆ
p¯′
0
〉〈
Cˆ p¯3 Cˆ
p
2
〉
DˆpDˆp¯2Dˆ
p¯′
1 Dˆ
p′
0 ρˆ
I
(τ)−
〈
Cˆp
′
1 Cˆ
p¯′
0
〉〈
Cˆp2 Cˆ
p¯
3
〉
DˆpDˆp¯
′
1 Dˆ
p′
0 ρˆ
I
(τ)Dˆ
p¯
2
+
〈
Cˆ p¯
′
0 Cˆ
p′
1
〉〈
Cˆ p¯3 Cˆ
p
2
〉
DˆpDˆp¯2ρˆ
I
(τ)Dˆ
p′
0 Dˆ
p¯′
1 −
〈
Cˆ p¯
′
0 Cˆ
p′
1
〉〈
Cˆp2 Cˆ
p¯
3
〉
DˆpρˆI(τ)Dˆ
p′
0 Dˆ
p¯′
1 Dˆ
p¯
2
−
〈
Cˆ p¯
′
0 Cˆ
p′
1
〉〈
Cˆ p¯3 Cˆ
p
2
〉
DˆpDˆp¯2Dˆ
p¯′
1 ρˆ
I
(τ)Dˆ
p′
0 +
〈
Cˆ p¯
′
0 Cˆ
p′
1
〉〈
Cˆp2 Cˆ
p¯
3
〉
DˆpDˆp¯
′
1 ρˆ
I
(τ)Dˆ
p′
0 Dˆ
p¯
2
−
〈
Cˆp
′
1 Cˆ
p¯′
0
〉〈
Cˆ p¯3 Cˆ
p
2
〉
DˆpDˆp¯2Dˆ
p′
0 ρˆ
I
(τ)Dˆ
p¯′
1 +
〈
Cˆp
′
1 Cˆ
p¯′
0
〉〈
Cˆp2 Cˆ
p¯
3
〉
DˆpDˆp
′
0 ρˆ
I
(τ)Dˆ
p¯′
1 Dˆ
p¯
2
+ h.c. ,
where we already set in p = p3 = −p2, p′ = p0 = −p1, such restricting to the nonzero
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contributions. Summing over, the following sixteen fourth order contributions are left:
KˆI(4)(t, τ2, τ1, τ)ρˆI(τ) =
∑
p,p′∈{+,−}[
+
〈
Cˆ p¯
′
2 Cˆ
p′
1
〉〈
Cˆ p¯3 Cˆ
p
0
〉(
Dˆp3Dˆ
p′
2 Dˆ
p¯′
1 Dˆ
p¯
0 ρˆ
I
(τ) + Dˆ
p
3Dˆ
p¯′
1 Dˆ
p¯
0 ρˆ
I
(τ) Dˆ
p′
2
)
−
〈
Cˆ p¯3 Cˆ
p
1
〉〈
Cˆ p¯
′
2 Cˆ
p′
0
〉(
Dˆp3Dˆ
p′
2 Dˆ
p¯
1Dˆ
p¯′
0 ρˆ
I
(τ) + Dˆ
p
3Dˆ
p¯
1Dˆ
p¯′
0 ρˆ
I
(τ) Dˆ
p′
2
)
+
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉(
Dˆp3Dˆ
p′
2 ρˆ
I
(τ) Dˆ
p¯′
0 Dˆ
p¯
1 + Dˆ
p
3 ρˆ
I
(τ) Dˆ
p¯′
0 Dˆ
p¯
1Dˆ
p′
2
)
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆp
′
1 Cˆ
p¯′
2
〉(
Dˆp3Dˆ
p′
2 ρˆ
I
(τ) Dˆ
p¯
0Dˆ
p¯′
1 + Dˆ
p
3 ρˆ
I
(τ) Dˆ
p¯
0Dˆ
p¯′
1 Dˆ
p′
2
)
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆ p¯
′
2 Cˆ
p′
1
〉(
Dˆp3Dˆ
p′
2 Dˆ
p¯′
1 ρˆ
I
(τ) Dˆ
p¯
0 + Dˆ
p
3Dˆ
p¯′
1 ρˆ
I
(τ) Dˆ
p¯
0Dˆ
p′
2
)
+
〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
Cˆ p¯3 Cˆ
p
1
〉(
Dˆp3Dˆ
p′
2 Dˆ
p¯
1 ρˆ
I
(τ) Dˆ
p¯′
0 + Dˆ
p
3Dˆ
p¯
1 ρˆ
I
(τ) Dˆ
p¯′
0 Dˆ
p′
2
)
−
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆ p¯
′
2 Cˆ
p′
0
〉(
Dˆp3Dˆ
p′
2 Dˆ
p¯′
0 ρˆ
I
(τ) Dˆ
p¯
1 + Dˆ
p
3Dˆ
p¯′
0 ρˆ
I
(τ) Dˆ
p¯
1Dˆ
p′
2
)
+
〈
Cˆp
′
1 Cˆ
p¯′
2
〉〈
Cˆ p¯3 Cˆ
p
0
〉(
Dˆp3Dˆ
p′
2 Dˆ
p¯
0 ρˆ
I
(τ) Dˆ
p¯′
1 + Dˆ
p
3Dˆ
p¯
0 ρˆ
I
(τ) Dˆ
p¯′
1 Dˆ
p′
2
) ]
+ h.c. (120b)
Still the placeholders Cˆpii and Dˆ
pi
i need to be expanded by Eq. (30). By the sum over
p, p′ ∈ {+,−}, each correlator generates two combinations of lead operators, producing
four non-vanishing possibilities per term. Together with all the hermitian conjugates,
this makes up for 128 terms in total. All of them are listed in App. A.2.4 along with
their diagrammatic representation and analytical contribution.
Eqs. (120a), (120b) are mapped on the real-time diagrams as shown in Tab. 1.
A.2.2 Exemplary calculation of specific kernel elements
As a basis for App. A.2.3, we explicitly show here how to calculate, starting from Eq.
(32), one contribution for the second and fourth order of the time evolution kernel
element (Kˆ)2222 of the single-level model for a quantum-dot, which was addressed in the
main text both in Sect. 2.2 and in Sect. 3.1. It works with the four states |0〉, | ↑〉,
|↓〉, |2〉, denoting occupation of the single level with zero, an ↑ - or a ↓ - electron or
both of them, with associated eigenenergies E0, E↑, E↓ and E2, respectively. We will
employ the abbreviation σ ∈ {↑, ↓} for the two possible spin projections.
2nd order The quantity to be evaluated in second order is(
Kˆ(2)
)22
22
= lim
λ→0
ˆ ∞
0
dτ ′ e−λτ
′
〈
2
∣∣∣KˆI(2)(t, t− τ ′)[|2〉 〈2|]∣∣∣ 2〉 .
Here, the exponentials from Eq. (32) have already been evaluated by exploiting Hˆ0|2〉 =
E2|2〉 and cancelled against each other.
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From Tab. 1, we can immediately the nonzero contributions to the kernel diagram-
matically,
(
Kˆ(2)
)22
22
=
∑
σ
(
σ
2
2
2
2
σ
+
2
2
2
2
)
= −
∑
σ
lim
λ→0
ˆ ∞
0
dτ ′ e−λτ
′
〈
Cˆ−3 Cˆ
+
0
〉
〈2| Dˆ+3 |σ〉 〈σ| Dˆ−0 |2〉+ h.c. . (121)
We have now to re-substitute the placeholders C+0 , C
−
3 and D
−
0 , D
+
3 by the contact and
dot operators, according to Eq. (30). In general the thermal correlators of two contact
operators, 〈Cˆpaa Cˆpbb 〉, is only nonzero if exactly one creation and one annihilation oper-
ator is involved and all quantum numbers are identical. Setting in the decomposition
Eq. (33), the definition Eq. (34) as well as η := ~λ, Eq. (121) becomes (remember that
τ3 = t, τ0 = τ, τ
′ = t− τ)
(
Kˆ(2)
)22
22
= −~−2 lim
η→0
∑
lσ
ˆ
dω f−l (ω)
ˆ ∞
0
dτ ′ e
i
~ (E2−Eσ−ω+iη)τ ′T+lσ(2, σ)T
−
lσ(σ, 2)+h.c.
= − i
~
lim
η→0
∑
lσ
ˆ
dω
f−l (ω)
−ω + E2 − Eσ + iη
∣∣T+lσ(2, σ)∣∣2 + h.c. .
As stated in the main part of the text in Sect. 1.1, no dependence on t is left. Notice
that in terms of f+(ω) = f(ω) = (1 + eω)−1, f−(ω) = 1− f(ω),
ˆ
dω
fpl (ω)
dω − µ =
ˆ
dω
fp(βω + βeVl)
dω − µ =
ˆ
dω˜
β
fp(ω˜)
d(ω˜β−1 − eVl)− µ =ˆ
d˜˜ω
fp(d ˜˜ω)
˜˜ω − dβeVl − βµ
=
ˆ
dω
fpd(ω)
ω − dβeVl − βµ. (122)
Using this transformation it becomes clear that the energy dependent part of this
contribution corresponds to the analytical function Y ++ (Eσ2 − eVl) as defined in Eq.
(124a) and calculated in App. A.2.5. It splits into an energy conserving real part,
corresponding to the out-tunnelling process 2 → σ, and an imaginary part allowing
for an energy non-conserving process, a so-called virtual transition, where the electron
tunnels out only temporarily.
Overall, it is clear that the energy dependence of any 2nd order contribution will be
of the form
− i
~
ˆ
dω
fpl (ω)
∆0
.
The denominator ∆0 emerges from the exponential e
i
~∆0τ
′
, the sign p ∈ {+,−} depends
on the order of the contact operators, compare Eq. (33).
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4th order For the fourth order we have to deal with(
Kˆ(4)
)22
22
= lim
λ→0
ˆ ∞
0
dτ ′ e−λτ
′
ˆ τ ′
0
dτ ′1
ˆ τ ′1
0
dτ ′2
〈
2
∣∣∣KˆI(4)(t, t− τ ′2, t− τ ′1, t− τ ′)[|2〉 〈2|]∣∣∣ 2〉
=
∑
σ
(
σ 2 σ
2
2
2
2
+
σ 0 σ
2
2
2
2
+
∑
σ′
{
σ
σ′
2
2
2
2
σ
σ′
+
2
2
2
2
}
+
σ 0 σ¯
2
2
2
2
+
σ
σ
2
2
2
2
+h.c.
)
.
Here, we want to focus exemplarily on the contribution related to the last shown
diagram. Employing Eqs. (33), (34) and further definitions as used in the previous
paragraph we obtain
lim
λ→0
∑
σ
ˆ ∞
0
dτ ′ e−λτ
′
ˆ τ ′
0
dτ ′1
ˆ τ ′1
0
dτ ′2
〈
Cˆ+1 Cˆ
−
3
〉〈
Cˆ−0 Cˆ
+
2
〉
×
〈
2
∣∣∣Dˆ+3 ∣∣∣σ〉〈σ ∣∣∣Dˆ−2 ∣∣∣ 2〉〈2 ∣∣∣Dˆ+0 ∣∣∣σ〉〈σ ∣∣∣Dˆ−1 ∣∣∣ 2〉
= ~−4 lim
η→∞
∑
ll′σ
ˆ ∞
0
dτ ′2
ˆ ∞
τ ′2
dτ ′1
ˆ ∞
τ ′1
dτ ′
ˆ
dω
ˆ
dω′ f+l (ω) f
−
l′ (ω
′)
× e i~ (−ω+E2−Eσ)τ ′1 e i~ (−ω′+E2−Eσ)τ ′2e i~ (ω′−E2+Eσ+iη)τ ′
× T+lσ(2, σ)T−l′σ(σ, 2)T+l′σ(2, σ)T−lσ(σ, 2)
= − i
~
lim
η→0
∑
ll′σ
ˆ
dω
ˆ
dω′ f+l (ω)f
−
l′ (ω
′)
∣∣T+lσ(2, σ)∣∣2 ∣∣T+l′σ(2, σ)∣∣2
× 1−ω + ω′ + iη
1
−ω + E2 − Eσ + iη
1
ω′ − E2 + Eσ + iη .
For the evaluation of the time ordered integrations in the last step, the variable trans-
formations τ˜1 = τ
′
1 − τ ′2, τ˜ = τ ′ − τ ′1, which decouple the three time integrations, were
applied. In terms of the helper function defined in Eq. (124b), the energy dependent
part of this contribution corresponds to +X+−−+ (E2σ + eVl, E2σ + eVl′ ,−eVl + eVl′) =
+X−−++ (Eσ2 − eVl, E2σ + eVl′ ,−eVl + eVl′).
The common structure of the integrals appearing in the fourth order contributions is:
− i
~
ˆ
dω
ˆ
dω′ fpl (ω) f
p′
l′ (ω
′)
1
∆0
1
∆0 + ∆1
1
∆0 + ∆1 + ∆2
.
Here, i~∆0/1/2 were the arguments of the exponentials containing τ
′, τ ′1, τ
′
2 respectively.
Again, p/p′ ∈ {+,−}, depending on the order of the associated contact operators.
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A.2.3 Diagrammatic rules
As announced in Sect. 2.1, we shortly review the diagrammatic rules [19], by which
one can directly extract from any diagram the corresponding analytical contribution.
In general, as we have seen previously, e.g. in Sect. A.2.2, any nth order contribu-
tion splits into a product of n tunnelling matrix elements and an energy dependent
function. By construction, as explained in Sect. 2.1, there is the one-to-one correspon-
dence between the structure of the diagrams and the kernel components in the time
domain – see also Tab. 1. Therefore, from any diagram the tunnelling matrix elements
are straightforward to obtain: each vertex yields T plσ(b, a), where – with respect to the
contour – state a is the one before, state b the one after the vertex. Further, p = +/−
for the fermion line pointing towards/away from the concerned vertex and l/σ is the
lead respectively the spin assigned to the connected fermion line.
For the energy dependent function, it is less obvious how one manages to directly
extract the Laplace transformed expression from the diagram. We list the single steps
and afterwards explain how they work. Alongside, our previous 2nd and 4th order
examples are employed to demonstrate the procedure. In general we start from a
diagram of order 2n (recall that any odd order vanishes when tracing over the lead
operators).
1a. To each of the n fermion lines, assign an energy ωi, as well as the lead and spin
indices indices li, σi, respectively. (1 ≤ i ≤ n)
1b. To each section on the contours, assign the energy of the corresponding state.
2a. Between two consecutive times τj and τj+1, perform a vertical cut.
(0 ≤ j ≤ 2n− 2, τ0 = τ, τ2n−1 = t)
2nd
2
2 2
2
E2
EσE2 E2
ω 4th
2
2 2
2
E2 E2Eσ
E2 E2Eσ
ω ω′
2b. From each cut obtain a denominator Aj: for each intersection of the cut with a
fermion line or a contour, one adds up with a specific sign the energy assigned
to the fermion line, respectively to the contour at the intersection. Thereby, the
sign is determined by the directions of the fermion line, respectively the contour:
If they hit the cut from the right, their energy has to be counted negative, if
they come from the left, the sign is positive.
2nd ⇒ A0 = E2 − ω − Eσ,
4th ⇒ A0 = Eσ + ω′ − E2, A1 = E2 − ω + ω′ − E2, A2 = E2 − ω + Eσ.
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3. For each fermion line, determine a sign pi, which tells whether it belongs to an
in-tunnelling (pi = +) or an out-tunnelling process (pi = −): if the connected
vertices lie on the same contour, for a forward33 pointing line it is pi = −, for
a backward33 pointing line pi = +. If the vertices lie on different contours, it is
the other way round.
2nd ⇒ p = −, 4th ⇒ p = +, p′ = −.
4. Determine q, which is the number of vertices on the lower contour plus the num-
ber of crossings of fermion lines.
2nd ⇒ q = 0, 4th ⇒ q = 0 + 2 = 2.
5. Write down your final integral:
− (−1)q i
~
lim
η→0
2n∏
i=1
ˆ
dωi f
pi
li
(ωi)
2n−2∏
j=0
1
Aj + iη
. (123)
2nd ⇒ − i~ limη→0
´
dω
f−l (ω)
−ω+E2−Eσ+iη ,
4th ⇒ − i~ limη→0
´
dω
´
dω′ 1−ω+ω′+iη
f+l (ω)
−ω+E2−Eσ+iη
f−
l′ (ω
′)
ω′−E2+Eσ+iη .
Now we investigate how by applying these rules the calculation of contributions, as
shown in App. A.2.2, is performed automatically.
In reverse order, we start with the prefactor −i~−1 occurring in step 5;
From the iteration procedure in the derivation of the quantum master equation, each
step gives a factor i~ . Further, dissolving the nested integrations, from each of the
2n− 1 time dependent exponentials i~ comes; together:(
i
~
)2n
(i~)2n−1 = i4n︸︷︷︸
=+1
1
~
1
i︸︷︷︸
=−i
= − i
~
.
Rule 4 fixes the number q and hence the overall sign of a contribution;
Thereby, the number of interchanges due to the commutators contained in the Liou-
ville superoperators is relevant. For an odd number of interchanges, i.e. an odd number
of electron operators to each side of the RDM, a relative negative sign has to be put,
while for an even number of interchanges (even number of operators to each side of
the RDM), the relative sign is positive. So one could just take for q the number on
either, e.g. the lower, contour. From the fourth order on, however, dissolving the lead
correlators by Wick’s theorem also yields relative signs. Thus, the correct rule is to
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a′
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EaEm
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Ea′Em′
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(b)
Figure 48: Obtaining A0 via the diagrammatic
rules, for the vertex at τ lying on the upper (a)
or lower (b) contour.
ω
ω
Em1Em2
Em1Em2
E
(i)
lower
E
(i)
lower
(a)
(b)
Figure 49: Obtaining Ai via the diagrammatic
rules, for the fermion line connecting to the ver-
tex at τi from the right (a) or the left (b).
take for q the number of vertices on the lower contour plus the number of crossings of
fermion lines. A quick look on Tab. 1 confirms the validity of this statement.
Rule 3 determines the sign pi;
Its value can be extracted from the direction of the corresponding fermion line in
the diagram: If the connected vertices lie on the same contour, this means that
the ordering of the associated lead operators has not to be changed when tracing
over the leads, compare Sect. A.2.1. Then a forward34 pointing line belongs to neg-
ative pi (Dˆ
+
a · · · Dˆ−b → 〈Cˆ−a Cˆ+b 〉 → f−), a backward34 pointing line to positive pi
(Dˆ−a · · · Dˆ+b → 〈Cˆ+a Cˆ−b 〉 → f+). If the vertices lie on different contour, a cyclic per-
mutation of operators in needed before tracing and the assignment is the other way
round.
Rule 2b yields the denominators A0, . . . , A2n−2. We need to understand why they
match exactly the values of ∆0, ∆0 + ∆1, . . . , ∆0 + · · · + ∆2n−2, as defined in Sect.
A.2.2.
For A0, obtained from the earliest cut, i.e. the one between τ and τ1, we can easily
understand why it yields the argument of the exponential e
i
~∆0τ
′
. The two possible
situations are sketched in Fig. 48, where we decided for the fermion line to point
towards the vertex, i.e. p0 = +. The vertex at time τ can either lie on the upper [Fig.
48(a)] or the lower contour [Fig. 48(b)], and the state of the quantum-dot is assumed
to changes at the vertex from a to m or from m′ to a′, respectively. Rule 2b gives then
A0 = ω + E
(0)
lower − E(0)upper =
{
ω + Ea′ − Em, (vertex on upper contour)
ω + Em′ − Ea. (vertex on lower contour)
In general, E
(i)
upper/lower denotes the energy assigned to the upper/lower contour at the
intersection with the cut between times τi and τi+1.
34 Forward/backward with respect to the direction of the contours.
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What concerns ∆0, three contributions emerge in a calculation: first, from the trans-
formation to the Schro¨dinger picture there is the exponential
e
i
~ (Ea−Ea′ )τ ,
compare Eq. (24). Second, there is the time dependence of the dot operator Dp00 .
Depending on whether the vertex at time τ is located on the upper or on the lower
contour, it appears in 〈m| Dˆp00 |a〉 respectively 〈a′| Dˆp00 |m′〉, resulting, independent of
p0, in an exponential
e
i
~ (Em−Ea)τ respectively e
i
~ (Ea′−Em′ )τ .
Finally, there is the associated contact operator C p¯00 yielding, compare Eq. (33),
e−p0
i
~ωτ .
In total, respecting τ = t− τ ′, this leads for our example (p0 = +) to
∆0 = ω − Em + Ea′ respectively ∆0 = ω − Ea + Em′ ,
in perfect agreement with the result for A0 obtained from the diagrammatic rules.
Upon inversion of the fermion line direction, the sign of ω changes in A0 as well as
in ∆0. So we have shown in general that A0 = ∆0, which we use as basic step for a
mathematical induction.
With the assumption Ai−1 =: E
(i−1)
lower −E(i−1)upper +E(i−1)ω = ∆0 + · · ·+ ∆i−1, where E(i−1)ω
cumulates the energy contributions from all fermion lines crossing a cut between times
τi−1 and τi, we can start the inductive step:
Ai is obtained from a vertical cut between times τi and τi+1. Let us for simplicity as-
sume that the vertex τi, where the quantum-dot state changes from m1 to m2, is placed
on the upper contour, and that the fermion line points towards this vertex35. The sit-
uation is illustrated in Fig. 49 and we immediately obtain therewith E
(i)
lower = E
(i−1)
lower .
Further, E
(i)
upper = E
(i−1)
upper+(E
(i)
upper−E(i−1)upper) = E(i−1)upper+Em2−Em1 . The energies summed
in E
(i)
ω can differ from E
(i−1)
ω only by the contribution of the fermion line ending in the
vertex at τi, actually independent on whether it connects to a vertex at a time τh larger
or smaller then τi: If τh < τi, Fig. 49(a), the contribution of that fermion line is −ω
and contained in E
(i−1)
ω but must not appear in E
(i)
ω : E
(i)
ω = E
(i−1)
ω −(−ω) = E(i−1)ω +ω.
If τh > τi, Fig. 49(b), the contribution is +ω and not contained in E
(i−1)
ω . Thus we
also get E
(i)
ω = E
(i−1)
ω + ω. In total, Ai − Ai−1 = Em1 − Em2 + ω.
On the other hand, from the time dependences of C−i and 〈m2| Dˆ+i |m1〉 we would
obtain an exponential e
i
~ (Em1−Em2+ω)τ ′i ≡ e i~∆iτ ′i .
Obviously, this confirms Ai = Ai−1 + ∆i, which completes our proof.
35 For the vertex lying on the lower contour and/or for a fermion line pointing away from the vertex,
all arguments can be used in the analogous manner.
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A.2.4 All irreducible second and fourth order diagrams
In order to list along with the second and fourth order irreducible diagrams their ana-
lytical contribution to (Kˆ(2))nn′ respectively (Kˆ
(4))nn′ , some abbreviations for lengthy
analytical expressions are necessary (and have already been mentioned in Sect. A.2.2).
First, we define a function
Y pd (µ) := (i~)
−1 lim
η→0
ˆ
dωfp(ω)
1
d(ω − βµ) + iη , (124a)
which is found in the second order irreducible diagrams as well as for the non-secular
corrections addressed in App. A.3. An integral transformation ω → kBTω = β−1ω has
allowed to use for the Fermi functions simply temperature independent expressions,
f+(ω) = f(ω) = (1 + eω)−1 and f−(ω) = 1− f(ω).
For the fourth order we have to introduce two types ±X pp
′
dd′ and
±D pp
′
dd′ of double inte-
grals, where p, p′ ∈ {±}, d, d′ ∈ {±1} and t:
±X pp
′
dd′ (µ, µ
′,∆) =
β
i~
lim
η→0
ˆ
dω
ˆ
dω′ fp(ω)fp
′
(ω′)
× 1
d(ω − µ˜) + iη
1
dω + d′ω′ − ∆˜ + iη
1
d′(±ω′ − µ˜′) + iη , (124b)
±D pp
′
dd′ (µ, µ
′,∆) =
β
i~
lim
η→0
ˆ
dω
ˆ
dω′ fp(ω)fp
′
(ω′)
× 1
d(ω − µ˜) + iη
1
dω + d′ω′ − ∆˜ + iη
1
d(±ω − µ˜′) + iη , (124c)
with µ˜ = βµ, µ˜′ = βµ′, ∆˜ = β∆ and the prefactor β stemming from the integral
transformation. It is straightforward to show the following identities:
Y pd (µ) = Y
pd
+ (dµ),
±X pp
′
dd′ (µ, µ
′,∆) = ±X (dp)(d
′p′)
++ (dµ, d
′µ′,∆),
±D pp
′
dd′ (µ, µ
′,∆) = ±D (dp)(d
′p′)
++ (dµ, dµ
′,∆).
These definitions allow an elegant formulation of all the energy-dependent expressions
involved in. For the function Eq. (124a), which contains only the single integration, it
is possible to give both its real and its imaginary part in one line:
~Y p+(µ) = −pifp(µ˜)− ip
(
ReΨ(0)
(
1
2
+
iµ˜
2pi
)
− C
)
.
The explicit calculation is carried out in Sect. A.2.5. The digamma function Ψ(0) was
already introduced in the main text, Sect. 2.3.1. The constant C = Ψ(0)(0.5+0.5W/pi)
is finite if a finite bandwidth W is assumed. Typically, the constant drops from the
A.2 Contributions to the kernel | 149
final results due to a summation over in-, as well as out-tunnelling processes (p = ±).
The analytical expression for the functions Eqs. (124b), (124c), which involve two inte-
grations, are to lengthy to be written down in full generality at this place. An evaluation
of their real parts is sufficient for certain kinds of calculations and also given in Sect.
A.2.5.
The last ingredient for the listing of all irreducible second and fourth order contri-
butions are the following correspondences for colours/symbols used in the upcoming
diagrammatic representations:
fermion lines contours
symbol ↔ Fermi function
↔ f+
↔ f−
symbol ↔ number of electrons
↔ N
↔ N − 1
↔ N − 2
↔ N + 1
↔ N + 2
Notice that those are merely introduced for clarity in the visual appearance.
Further, the electron operators of the quantum-dot will be called Ψˆσ, and ρˆ
N
 denotes
that block of the reduced density matrix which belongs to charge N .
The structure of the next one+sixteen pages is as follows:
We explicitly show all 8+128 irreducible second+fourth order diagrams constructing
the full36 kernels Kˆ(2) + Kˆ(4) as emerge from Eq. (22b). Alongside, the corresponding
analytical expression like in Tab. 1, but also the resulting term as appearing in the
final form of the generalised master equation, are given:
diagram.
expression like in Tab. 1,
term in final form,
36 There is no restriction to secular states, thus no non-secular corrections are to be included and
consequently just the irreducible diagrams contribute.
150 | APPENDIX A: Transport theory All irreducible 2nd order diagrams
−
D
cˆ†σ(t) cˆσ(τ)
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n
˛˛˛
Ψˆσ(t)Ψˆ
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σ(τ)ρˆ
I
(τ)
˛˛˛
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E
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)
jn′ Y
+
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n
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†
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n′
E
− (ρˆN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σ′ (τ2) cˆσ′ (τ1)
ED
n
˛˛˛
Ψˆ†σ(t)Ψˆ†σ′ (τ1)Ψˆσ(τ)ρˆ
I
(τ)Ψˆσ′ (τ2)
˛˛˛
n′
E
++D++++(Ei˜2n′ − eVl, Ei˜1i′ − eVl, Ei˜2i′ − eVl + eVl′)
×T+lσ(n, i˜2)T+l′σ′ (˜i2, i˜1)T−lσ (˜i1, i)(ρˆN−1 )ii′T−l′σ′(i′, n′)
i˜2 i˜1
i˜′2 i˜
′
1
+
D
cˆσ(τ) cˆ
†
σ(t)
ED
cˆ†
σ′ (τ1) cˆσ′ (τ2)
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n
˛˛˛
Ψˆ†
σ′ (τ2)ρˆ
I
(τ)Ψˆ
†
σ(τ)Ψˆσ′ (τ1)Ψˆσ(t)
˛˛˛
n′
E
++D−−++(Eni˜′2 + eVl, Ei˜i′1 + eVl, Ei˜i′2 + eVl − eVl′)
×T+l′σ′(n, i)(ρˆN−1 )ii′T+lσ(i′, i˜′1)T−l′σ′ (˜i′1, i˜′2)T−lσ (˜i′2, n′)
+
D
cˆ†σ(t) cˆσ(τ)
ED
cˆσ′ (τ2) cˆ
†
σ′ (τ1)
ED
n
˛˛˛
Ψˆσ(t)Ψˆσ′ (τ1)Ψˆ
†
σ(τ)ρˆ
I
(τ)Ψˆ
†
σ′ (τ2)
˛˛˛
n′
E
++D++++(Ek˜2n′ + eVl, Ek˜1k′ + eVl, Ek˜2k′ + eVl − eVl′)
×T−lσ(n, k˜2)T−l′σ′(k˜2, k˜1)T+lσ(k˜1, k)(ρˆN+1 )kk′T+l′σ′(k′, n′)
k˜2 k˜1
k˜′2 k˜
′
1
+
D
cˆ†σ(τ) cˆσ(t)
ED
cˆσ′ (τ1) cˆ
†
σ′ (τ2)
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n
˛˛˛
Ψˆσ′ (τ2)ρˆ
I
(τ)Ψˆσ(τ)Ψˆ
†
σ′ (τ1)Ψˆ
†
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˛˛˛
n′
E
++D−−++(Enk˜′2 − eVl, Ekk˜′1 − eVl, Ekk˜′2 − eVl + eVl′)
×T−l′σ′(n, k)(ρˆN+1 )kk′T−lσ(k′, k˜′1)T+l′σ′(k˜′1, k˜′2)T+lσ(k˜′2, n′)
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−
D
cˆ†σ(t) cˆσ(τ1)
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cˆ†
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˛˛˛
Ψˆσ(t)Ψˆ
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σ(τ1)Ψˆ
†
σ′ (τ)ρˆ
I
(τ)Ψˆσ′ (τ2)
˛˛˛
n′
E
−+X++++ (Ek˜n′ + eVl, En˜i′ + eVl′ , Ek˜i′ + eVl + eVl′)
×T−lσ(n, k˜)T+lσ(k˜, n˜)T+l′σ′(n˜, i)(ρˆN−1 )ii′T−l′σ′(i′, n′)
k˜ n˜
k˜’ n˜’
−
D
cˆ†σ(τ1) cˆσ(t)
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cˆ†
σ′ (τ) cˆσ′ (τ2)
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n
˛˛˛
Ψˆ†
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I
(τ)Ψˆσ′ (τ)Ψˆσ(τ1)Ψˆ
†
σ(t)
˛˛˛
n′
E
−+X−−++ (Enk˜′ − eVl, Ein˜′ − eVl′ , Eik˜′ − eVl − eVl′)
×T+l′σ′(n, i)(ρˆN−1 )ii′T−l′σ′(i′, n˜′)T−lσ(n˜′, k˜′)T+lσ(k˜′, n′)
−
D
cˆσ(t) cˆ
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†
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(τ)Ψˆ
†
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˛˛˛
n′
E
−+X++++ (Ei˜n′ − eVl, En˜k′ − eVl′ , Ei˜k′ − eVl − eVl′)
×T+lσ(n, i˜)T−lσ (˜i, n˜)T−l′σ′(n˜, k)(ρˆN+1 )kk′T+l′σ′(k′, n′)
i˜ n˜
i˜’ n˜’
−
D
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†
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†
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˛˛˛
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E
−+X−−++ (Eni˜′ + eVl, Ekn˜′ + eVl′ , Eki˜′ + eVl + eVl′)
×T−l′σ′(n, k)(ρˆN+1 )kk′T+l′σ′(k′, n˜′)T+lσ(n˜′, i˜′)T−lσ (˜i′, n′)
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cˆσ(t) cˆ
†
σ(τ1)
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(τ)Ψˆσ′ (τ2)
˛˛˛
n′
E
−+X++++ (Ei˜n′ − eVl, En˜i′ + eVl′ , Ei˜i′ − eVl + eVl′)
×T+lσ(n, i˜)T−lσ (˜i, n˜)T+l′σ′(n˜, i)(ρˆN−1 )ii′T−l′σ′(i′, n′)
i˜ n˜
i˜’ n˜’
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†
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†
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˛˛˛
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E
−+X−−++ (Eni˜′ + eVl, Ein˜′ − eVl′ , Ei˜i′ + eVl − eVl′)
×T+l′σ′(n, i)(ρˆN−1 )ii′T−l′σ′(i′, n˜′)T+lσ(n˜′, i˜′)T−lσ (˜i′, n′)
−
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(τ)Ψˆ
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˛˛˛
n′
E
−+X++++ (Ek˜n′ + eVl, En˜k′ − eVl′ , Ek˜k′ + eVl − eVl′)
×T−lσ(n, k˜)T+lσ(k˜, n˜)T−l′σ′(n˜, k)(ρˆN+1 )kk′T+l′σ′(k′, n′)
k˜ n˜
k˜’ n˜’
−
D
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˛˛˛
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E
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×T−l′σ′(n, k)(ρˆN+1 )kk′T+l′σ′(k′, n˜′)T−lσ(n˜′, k˜′)T+lσ(k˜′, n′)
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+
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˛˛˛
Ψˆ†σ(t)ρˆI(τ)Ψˆσ′ (τ)Ψˆσ(τ1)Ψˆ
†
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˛˛˛
n′
E
++X−−++ (Ein′ − eVl, Ein˜′ − eVl′ , Eik˜′ − eVl − eVl′)
×T+lσ(n, i)(ρˆN−1 )ii′T−l′σ′(i′, n˜′)T−lσ(n˜′, k˜′)T+l′σ′(k˜′, n′)
k˜’ n˜’
k˜ n˜
+
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cˆ†σ(t) cˆσ(τ1)
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(τ)Ψˆσ(t)
˛˛˛
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E
++X++++ (Eni′ + eVl, En˜i′ + eVl′ , Ek˜i′ + eVl + eVl′)
×T−l′σ′(n, k˜)T+lσ(k˜, n˜)T+l′σ′(n˜, i)(ρˆN−1 )ii′T−lσ(i′, n′)
+
D
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†
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ED
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†
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†
σ′ (τ)Ψˆ
†
σ(τ1)Ψˆσ′ (τ2)
˛˛˛
n′
E
++X−−++ (Ekn′ + eVl, Ekn˜′ + eVl′ , Eki˜′ + eVl + eVl′)
×T−lσ(n, k)(ρˆN+1 )kk′T+l′σ′(k′, n˜′)T+lσ(n˜′, i˜′)T−l′σ′ (˜i′, n′)
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×T+l′σ′(n, i˜)T−lσ (˜i, n˜)T−l′σ′(n˜, k)(ρˆN+1 )kk′T+lσ(k′, n′)
+
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×T−lσ(n, k)(ρˆN+1 )kk′T−l′σ′(k′, k˜′2)T+lσ(k˜′2, k˜′1)T+l′σ′(k˜′1, n′)
k˜′1 k˜
′
2
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D
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†
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†
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I
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†
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˛˛˛
n′
E
++X++++ (Enk′ − eVl, Ek˜2k′ + eVl′ , Ek˜1k′ − eVl + eVl′)
×T−l′σ′(n, k˜1)T−lσ(k˜1, k˜2)T+l′σ′(k˜2, k)(ρˆN+1 )kk′T+lσ(k′, n′)
+
D
cˆ†σ(τ1) cˆσ(t)
ED
cˆσ′ (τ) cˆ
†
σ′ (τ2)
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n
˛˛˛
Ψˆ†σ(t)ρˆI(τ)Ψˆ
†
σ′ (τ)Ψˆσ(τ1)Ψˆσ′ (τ2)
˛˛˛
n′
E
++X−−++ (Ein′ − eVl, Ei˜i′2 + eVl′ , Ei˜i′1 − eVl + eVl′)
×T+lσ(n, i)(ρˆN−1 )ii′T+l′σ′(i′, i˜′2)T−lσ (˜i′2, i˜′1)T−l′σ′ (˜i′1, n′)
i˜′1 i˜
′
2
i˜1 i˜2
+
D
cˆ†σ(t) cˆσ(τ1)
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†
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E
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×T+l′σ′(n, i˜1)T+lσ (˜i1, i˜2)T−l′σ′ (˜i2, i)(ρˆN−1 )ii′T−lσ(i′, n′)
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A.2.5 Calculation of Y, X and D
Finally we show how to evaluate the functions Y, X and D as defined in Eq. (124a),
Eq. (124b) and Eq. (124c), respectively. In those equations we employed µ˜ = βµ, µ˜′ =
βµ′, ∆˜ = β∆ on the right hand side of the equations. For reasons of clarity, we want
to avoid the tildes in this whole section. Such we assume that these quantities µ, µ,∆
are always given in units of temperature. Consequently, to stay compliant with the
definitions of the functions Eq. (124a), Eq. (124b) and Eq. (124c), we have to set in
µ/β, µ′/β,∆/β on the left hand side.
The functions Eqs. (124b), (124c) describing the energy dependence of most fourth or-
der processes, relate to two different types of integrations. To solve those, it is necessary
to apply partial fraction decompositions [150]. For the ‘X’-type integrals, belonging to
Eq. (124b) we need
1
ω − µ+ iη
1
ω + ω′ −∆ + iη
1
±ω′ − µ′ + iη =
(
± 1
ω − µ+ iη +
1
±ω′ − µ′ + iη
)
×

d
d∆
1
ω+ω′−∆+iη
1
µ±µ′−∆
(
1
ω+ω′−µ∓µ′+iη − 1ω+ω′−∆+iη
) if µ± µ′ = ∆ ,
if µ± µ′ 6= ∆ ,
(125a)
and for Eq. (124c), the ‘D’-type integrals,
1
ω − µ+ iη
1
ω + ω′ −∆ + iη
1
ω − µ′ + iη
=

d
dµ
1
ω−µ+iη
1
ω+ω′−∆+iη
1
µ−µ′
1
ω+ω′−∆+iη
(
1
ω−µ+iη − 1ω−µ′+iη
) if µ = µ′ ,
if µ 6= µ′ ,
1
ω − µ+ iη
1
ω + ω′ −∆ + iη
1
−ω − µ′ + iη
=
1
µ+ µ′
1
ω + ω′ −∆ + iη
(
− 1
ω − µ+ iη +
1
−ω − µ′ + iη
)
if µ 6= −µ′ .
(125b)
In any of the end results of Eqs. (125a), (125b), we have achieved that either ω or ω′
appears only in one of the fractions. The trick is now to perform first the integration
over this singled out variable, which means nothing else than to solve the integration
of the form contained in Eq. (124a),
ˆ
dω fp(ω)
1
±ω − µ+ iη =
ˆ
dω f±p(ω)
1
ω − µ+ iη .
Given that there exists ε such that f(ω) is has no poles within the proximity Bε(µ)
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Figure 50: Integration paths and the positions of the poles in
the complex plane as needed for the evaluation of Eq. (124a).
– which is true for the Fermi function – Cauchy’s formula can help us to for the task,
see Fig. 50. The analytical solution reads:
lim
η→0
ˆ ∞
−∞
dω
fp(ω)
ω − µ+ iη
= lim
η→0
lim
ε→0
(ˆ µ−ε
−∞
dω
fp(ω)
ω − µ+ iη +
ˆ +∞
µ+ε
dω
fp(ω)
ω − µ+ iη +
ˆ µ+ε
µ−ε
dω
fp(ω)
ω − µ+ iη
)
= lim
η→0
ˆ ′
dω
fp(ω)
ω − µ+ iη + limη→0 lim→0 f
p(µ)
(‰
J 
dω
1
ω + iη︸ ︷︷ ︸
=0
−
˛
x
dω
1
ω + iη︸ ︷︷ ︸
=ipi
)
=
ˆ ′
dω
fp(ω)
ω − µ − ipi f
p(µ) . (126)
Here, f±(ω) = (1 + e±ω)−1 and
´ ′
marks a principal part integration.
From this we can extract:
Re
(
lim
η→0
ˆ +∞
−∞
dω fp(ω)
ω − µ+ iη
)
=
ˆ ′
dω
fp(ω)
ω − µ , Im
(
lim
η→0
ˆ +∞
−∞
dω fp(ω)
ω − µ+ iη
)
= −pi fp(µ) .
To obtain the solution for the principal part integration, we at first apply a trick by
introducing the Lorentzian L(ω,W ):
Re
ˆ ∞
−∞
dω
fp(ω)
ω − µ+ iη = limW→∞ Re
ˆ ∞
−∞
dω
fp(ω)
ω − µ+ iη
W 2
W 2 + ω2︸ ︷︷ ︸
=:L(ω,W )
.
The Lorentzian ensures that the integrand vanishes along the bow by which we close
the contour. For the evaluation, the following table helps:
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function pole residuum
fp(ω) iωk = 2pii
(
k + 12
)
, k ∈ Z −p
L(ω,W ) ω = ±iW 12 (∓iW )
(ω − µ+ iη)−1 ω = µ− iη +1
Closing the contour in the upper half of the complex plane, we obtain in the limit
η → 0, as appearing in all Eqs. (124a)-(124c):
lim
η→0
Re
ˆ ∞
−∞
dω
fp(ω)L(ω,W )
±ω − µ+ iη = limη→0Re
ˆ ∞
−∞
dω
f±p(ω)L(ω,W )
ω − µ+ iη
= Re 2pi
(
i
∞∑
k=0
L(iωk)
iωk − µ︸ ︷︷ ︸
(a)
(∓p) + f (±p)(+iW )︸ ︷︷ ︸
(b)
i
iW − µ
(
−1
2
iW
))
.
Some lines of reformulation show that
(a) L(iωk)
iωk−µ =
W 2
W 2−ω2k
1
iωk−µ = iL(µ,W )
[
1
2
(
1−iµ/W
ωk−W +
1+iµ/W
ωk+W
)
− 1
ωk+iµ
]
,
(b) f (±p)(iW ) = 1
2
(
1∓ p tanh (iW/2)
)
= 1
2
(
1∓ ip tan (W/2)
)
.
Thus:
lim
η→0
Re
ˆ ∞
−∞
dω
fp(ω)L(ω,W )
±ω − µ+ iη
= L(µ,W )
(
±
∞∑
k=0
[
pip
ωk −W +
pip
ωk +W
− Re 2pip
ωk + iµ
]
− pi
2W
Re
[
(µ+ iW )
(
1∓ ip tan (W/2)
)])
= L(µ,W )
(
− µpi
2W
∓ p
[
pi
2
tan
W
2
− 1
2
∞∑
k=0
(
1
k + 12 − W2pi
+
1
k + 12 +
W
2pi
− 2Re 1
k + 12 +
iµ
2pi
)])
(?)
= L(µ,W )
(
− µpi
2W
∓ p
[
pi
2
tan
W
2
+
1
2
{
Ψ(0)
(
pi −W
2pi
)
+ Ψ(0)
(
pi +W
2pi
)}
− ReΨ(0)
(
pi + iµ
2pi
)])
(•)
= L(µ,W )
(
− µpi
2W
∓ p
[
Ψ(0)
(
1
2
+
W
2pi
)
− ReΨ(0)
(
1
2
+
iµ
2pi
)])
W→∞−→ ±p
(
ReΨ(0)
(
1
2
+
iµ
2pi
)
− C
)
,
where we introduced the digamma function (see e.g. [51]),
(?) : Ψ(0)(z) = −
∞∑
n=0
1
n+ z
+
∞∑
n=1
log(1 + 1/n) ,
and exploited the relation
(•) : Ψ(0)(0.5 + x) + Ψ(0)(0.5− x) = pi tan(xpi) .
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For numerical calculations, a large, but still finite bandwidth W is assumed, such that
C = Ψ(0)(0.5 + 0.5W/pi) is well behaved. Typically, the constant drops from the final
results due to a summation over in-, as well as out-tunnelling processes (p = ±).
A second integral that will appear in the calculations is
lim
η→0
ˆ ∞
−∞
dω
fp(ω)
(±ω − µ+ iη)2 = 2pii
( ∞∑
k=0
1
(iωk − µ)2
(∓p)− f+(µ)f−(µ)
)
= ∓ p
2pi
ImΨ(1)
(
1
2
+
iµ
2pi
)
± i
(
p
2pi
ReΨ(1)
(
1
2
+
iµ
2pi
)
∓ 2pif+(µ)f−(µ)
)
,
which is solvable by a usual contour integral. The definition of the involved trigamma
function [51] is:
Ψ(1) (z) =
∞∑
n=0
1
(n+ z)2
.
The last important ingredient is the expansion of the Fermi function product according
to fp(ω)fp(ω′) = bp(ω + ω′)(1− fp(ω)− fp(ω′)), leading to the more general equality
fp(ω)fp
′
(ω′) = bp(ω + ω′)
(
δp,p′ − fp′(ω′)
)
− bp′(ω + ω′)fp(ω) . (127)
Knowing that b±() = (1− ep)−1 is the Bose function, this equivalence is trivial to
prove.
On the following pages, we evaluate the real parts of the functions ±X pp
′
++(µ, µ
′,∆)
and ±D pp
′
++(µ, µ
′,∆), Eq. (124b) and Eq. (124c), respectively, as well as of the helper
function
DXpp
′
++(µ, µ
′,∆) := +Xpp
′
++(µ, µ
′,∆) + +Dpp
′
++(µ,∆− µ′,∆). (128)
The obtained expressions are the ones relevant for a diagonal calculation involving real
tunnelling matrix elements. Actually, various models comply with these restrictions in
the case of no or collinear spin-polarisation, see e.g. the cases investigated in Sect. 3
of this thesis.
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X.i Given µ± µ′ = ∆.
~/β Re±X pp
′
++ (µ/β, µ
′/β,∆/β) =
=Im
ˆ
dω
ˆ
dω′
fp(ω)
ω − µ+ iη
1
ω + ω′ −∆ + iη
fp
′
(ω′)
±ω′ − µ′ + iη
= [Eq. 125a] = Im
ˆ
dω
ˆ
dω′
d
d∆
fp(ω)fp
′
(ω′)
ω + ω′ −∆ + iη
„
± 1
ω − µ+ iη +
1
±ω′ − µ′ + iη
«
= [Eq. (127)] = ∓pi
ˆ ′
dω
d
d∆
δp,p′ b
p(∆)− fp(ω) bp′ (∆)− fp′ (∆− ω) bp(∆)
ω − µ+ iη
− pi
ˆ ′
dω′
d
d∆
δp,p′ b
p(∆)− fp(∆− ω′) bp′ (∆)− fp′ (ω′) bp(∆)
±ω′ − µ′ + iη
∓ pi
ˆ ′
dω′
d
d∆
fp(µ)fp
′
(ω′)
µ+ ω′ −∆ + iη − pi
ˆ ′
dω
d
d∆
fp(ω)fp
′
(±µ′)
ω ± µ′ −∆ + iη
=pi
„
±δp,p′ pβ bp(∆) bp¯(∆)
ˆ ′ dω
ω − µ+ iη ∓ p
′β bp
′
(∆) bp¯
′
(∆)
ˆ ′
dω
fp(ω)
ω − µ+ iη
∓pβ bp(∆) bp¯(∆)
ˆ ′
dω˜
fp
′
(ω˜)
∆− ω˜ − µ+ iη ∓ b
p(∆)
ˆ ′
dω˜
fp
′
(ω˜)
(∆− ω˜ − µ+ iη)2
+ δp,p′ p β b
p(∆) bp¯(∆)
ˆ ′ dω′
±ω′ − µ′ + iη − p
′β bp
′
(∆) bp¯
′
(∆)
ˆ ′
dω˜
fp(ω˜)
±∆∓ ω˜ − µ′ + iη
∓ bp′ (∆)
ˆ ′
dω˜
fp(ω˜)
(±∆∓ ω˜ − µ′ + iη)2 − pβ b
p(∆) bp¯(∆)
ˆ ′
dω′
fp
′
(ω′)
±ω′ − µ′ + iη
∓fp(µ)
ˆ ′
dω′
fp
′
(ω′)
(µ+ ω′ −∆ + iη)2 − f
p′ (±µ′)
ˆ ′
dω
fp(ω)
(ω ± µ′ −∆ + iη)2
!
=± piβpp′ bp(∆) bp¯(∆)

Re Ψ(0)
„
1
2
− i(∆− µ)
2pi
«
− Re Ψ(0)
„
1
2
+
iµ′
2pi
«ff
± piβpp′ bp′ (∆) bp¯′ (∆)

Re Ψ(0)
„
1
2
− i(∆− µ
′)
2pi
«
− Re Ψ(0)
„
1
2
+
iµ
2pi
«ff
± p
′
2
bp(∆) Im Ψ(1)
„
1
2
+
i(∆− µ)
2pi
«
± p
2
bp
′
(∆) Im Ψ(1)
„
1
2
+
i(∆∓ µ′)
2pi
«
± p
′
2
fp(µ) Im Ψ(1)
„
1
2
+
i(∆− µ)
2pi
«
+
p
2
fp
′
(±µ′) Im Ψ(1)
„
1
2
+
i(∆∓ µ′)
2pi
«
=
h
∆− µ = ±µ′,∆∓ µ′ = µ
i
=
=
8>><>>:
p′
2
(bp(∆) + fp(µ)) Im Ψ(1)
„
1
2
+
iµ′
2pi
«
+
p
2
“
±bp′ (∆) + fp′ (±µ′)
”
Im Ψ(1)
„
1
2
+
iµ
2pi
«
∆ 6= 0,
1
2
“
pfp
′
(−µ)∓ p′fp(µ)
”
) Im Ψ(1)
„
1
2
+
iµ
2pi
«
± pp
′
4pi
Re Ψ(2)
„
1
2
+
iµ
2pi
«
∆ = 0.
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X.ii Given µ± µ′ = Σ 6= ∆.
~/β Re±X pp
′
++ (µ/β, µ
′/β,∆/β) =
=Im
ˆ
dω
ˆ
dω′
fp(ω)
ω − µ+ iη
1
ω + ω′ −∆ + iη
fp
′
(ω′)
±ω′ − µ′ + iη
= [Eq. (125a)] =
1
µ± µ′ −∆ Im
ˆ
dω
ˆ
dω′
„
± 1
ω − µ+ iη +
1
±ω′ − µ′ + iη
«
×
 
fp(ω)fp
′
(ω′)
ω + ω′ − µ∓ µ′ + iη −
fp(ω)fp
′
(ω′)
ω + ω′ −∆ + iη
!
= [Eq. (127)] = ∓ pi
µ± µ′ −∆
ˆ ′
dω′
 
fp(µ)fp
′
(ω′)
ω′ ∓ µ′ + iη −
fp(µ)fp
′
(ω′)
µ+ ω′ −∆ + iη
!
+
−pi
µ± µ′ −∆
ˆ ′
dω
 
fp(ω)fp
′
(±µ′)
ω − µ+ iη −
fp(ω)fp
′
(±µ′)
ω ± µ′ −∆ + iη
!
± −pi
µ± µ′ −∆
ˆ ′
dω
δp,p′ b
p(Σ)− fp(ω) bp′ (Σ)− fp′ (Σ− ω) bp(Σ)
ω − µ+ iη
+
−pi
µ± µ′ −∆
ˆ ′
dω′
δp,p′ b
p(Σ)− fp(Σ− ω′) bp′ (Σ)− fp′ (ω′) bp(Σ)
±ω′ − µ′ + iη
∓ −pi
µ± µ′ −∆
ˆ ′
dω
δp,p′ b
p(∆)− fp(ω) bp′ (∆)− fp′ (∆− ω) bp(∆)
ω − µ+ iη
− −pi
µ± µ′ −∆
ˆ ′
dω′
δp,p′ b
p(∆)− fp(∆− ω′) bp′ (∆)− fp′ (ω′) bp(∆)
±ω′ − µ′ + iη
=
pi
µ± µ′ −∆
„
∓p′ fp(µ)

Re Ψ(0)
„
1
2
± iµ
′
2pi
«
− Re Ψ(0)
„
1
2
+
i(∆− µ)
2pi
«ff
− p fp′ (±µ′)

Re Ψ(0)
„
1
2
+
iµ
2pi
«
− Re Ψ(0)
„
1
2
+
i(∆∓ µ′)
2pi
«ff
± p′ bp(Σ)

Re Ψ(0)
„
1
2
+
iµ′
2pi
«
− Re Ψ(0)
„
1
2
− i(Σ− µ)
2pi
«ff
± p bp′ (Σ)

Re Ψ(0)
„
1
2
+
iµ
2pi
«
− Re Ψ(0)
„
1
2
∓ i(Σ∓ µ
′)
2pi
«ff
∓ p′ bp(∆)

Re Ψ(0)
„
1
2
+
iµ′
2pi
«
− Re Ψ(0)
„
1
2
− i(∆− µ)
2pi
«ff
∓p bp′ (∆)

Re Ψ(0)
„
1
2
+
iµ
2pi
«
− Re Ψ(0)
„
1
2
∓ i(∆∓ µ
′)
2pi
«ff «
=
h
Σ− µ = ±µ′,Σ∓ µ′ = µ
i
=
=
8>>>>>>><>>>>>>>:
pi
µ± µ′ −∆
„
±p′ (fp(µ) + bp(∆))

Re Ψ(0)
„
1
2
+
i(∆− µ)
2pi
«
− Re Ψ(0)
„
1
2
+
iµ′
2pi
«ff
+p
“
fp
′
(±µ′)± bp′ (∆)
”
Re Ψ(0)
„
1
2
+
i(∆∓ µ′)
2pi
«
− Re Ψ(0)
„
1
2
+
iµ
2pi
«ff«
∆ 6= 0,
pi
µ± µ′
“
±p′fp(µ)− pfp′ (±µ′)
”„
Re Ψ(0)
„
1
2
+
iµ
2pi
«
− Re Ψ(0)
„
1
2
+
iµ′
2pi
««
±pp
′
2
1
µ± µ′
„
Im Ψ(1)
„
1
2
+
iµ
2pi
«
± Im Ψ(1)
„
1
2
+
iµ′
2pi
««
∆ = 0.
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D.i Given µ = µ′.
~/β Re +D pp
′
++ (µ/β, µ/β,∆/β) =
=Im
ˆ
dω
ˆ
dω′
fp(ω)
ω − µ+ iη
1
ω + ω′ −∆ + iη
fp
′
(ω′)
ω − µ+ iη
=Eq. (125b) = Im
ˆ
dω
ˆ
dω′
d
dµ
1
ω − µ+ iη
fp(ω)fp
′
(ω′)
ω + ω′ −∆ + iη
=Eq. (127) = −pi
ˆ ′
dω′
d
dµ
fp(µ)fp
′
(ω′)
µ+ ω′ −∆ + iη − pi
ˆ ′
dω′
d
dµ
δp,p′ b
p(∆)− fp(∆− ω′) bp′ (∆)− fp′ (ω′) bp(∆)
∆− ω′ − µ+ iη
=− pi
 
δp,p′b
p(∆)
ˆ ′ dω′
(∆− ω′ − µ+ iη)2 − b
p′ (∆)
ˆ ′
dω˜
fp(ω˜)
(ω˜ − µ+ iη)2 − b
p(∆)
ˆ ′
dω′
fp
′
(ω′)
(∆− ω′ − µ+ iη)2
−fp(µ)
ˆ ′
dω′
fp
′
(ω′)
(ω′ + µ−∆ + iη)2 − pβ f
p(µ)f p¯(µ)
ˆ ′
dω′
fp
′
(ω′)
ω′ + µ−∆ + iη
!
=
8>>>>>>><>>>>>>>:
−p
2
bp
′
(∆) Im Ψ(1)
„
1
2
+
iµ
2pi
«
− p
′
2
(bp(∆) + fp(µ)) Im Ψ(1)
„
1
2
+
i(∆− µ)
2pi
«
+piβpp′ f+(µ)f−(µ)

Re Ψ(0)
„
1
2
+
i(∆− µ)
2pi
«
− C
ff
∆ 6= 0,
−pp
′
4pi
Re Ψ(2)
„
1
2
+
iµ
2pi
«
+
p′
2
fp(µ) Im Ψ(1)
„
1
2
+
iµ
2pi
«
+piβpp′ f+(µ)f−(µ)

Re Ψ(0)
„
1
2
+
iµ
2pi
«
− C
ff
∆ = 0.
DX.i Given µ+ µ′ = ∆.
DX pp
′
++ (µ, µ
′,∆) =+Dpp
′
++(µ,∆− µ′,∆) + +Xpp
′
++(µ, µ
′,∆),
~/β ReDX pp
′
++ (µ/β, µ
′/β,∆/β) =
p
2
fp
′
(µ′) Im Ψ(1)
„
1
2
+
iµ
2pi
«
+ piβpp′ f+(µ)f−(µ)

Re Ψ(0)
„
1
2
+
iµ′
2pi
«
− C
ff
.
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D.ii Given µ 6= ±µ′.
~/β Re±D pp
′
++ (µ/β, µ
′/β,∆/β) =
=Im
ˆ
dω
ˆ
dω′
fp(ω)
ω − µ+ iη
1
ω + ω′ −∆ + iη
fp
′
(ω′)
±ω − µ′ + iη
=Eq. (125b) =
1
µ∓ µ′ Im
ˆ
dω
ˆ
dω′
fp(ω)fp
′
(ω′)
ω + ω′ −∆ + iη
„
± 1
ω − µ+ iη −
1
±ω − µ′ + iη
«
=Eq. (127) = − pi
µ∓ µ′
ˆ ′
dω′
 
± f
p(µ)fp
′
(ω′)
µ+ ω′ −∆ + iη −
fp(±µ′)fp′ (ω′)
±µ′ + ω′ −∆ + iη
!
− pi
µ∓ µ′
ˆ ′
dω
 
± δp,p′ b
p(∆)− fp(ω) bp′ (∆)− fp′ (∆− ω) bp(∆)
ω − µ+ iη
− δp,p′ b
p(∆)− fp(ω) bp′ (∆)− fp′ (∆− ω) bp(∆)
ω − µ′ + iη
!
=
8>>>>>>>>>><>>>>>>>>>>:
pi
µ∓ µ′
„
±p bp′ (∆)

Re Ψ(0)
„
1
2
+
iµ
2pi
«
− Re Ψ(0)
„
1
2
± iµ
′
2pi
«ff
+p′
`
fp(±µ′)± bp(∆)´Re Ψ(0) „1
2
+
i(∆∓ µ′)
2pi
«
− C
ff
∓p′ (fp(µ) + bp(∆))

Re Ψ(0)
„
1
2
+
i(∆− µ)
2pi
«
− C
ff«
∆ 6= 0,
pi
µ∓ µ′
„
p′ fp(±µ′)

Re Ψ(0)
„
1
2
+
iµ′
2pi
«
− C
ff
∓ p′ fp(µ)

Re Ψ(0)
„
1
2
+
iµ
2pi
«
− C
ff«
+
pp′
2
1
µ∓ µ′
„
Im Ψ(1)
„
1
2
+
iµ′
2pi
«
∓ Im Ψ(1)
„
1
2
+
iµ
2pi
««
∆ = 0.
DX.ii Given µ+ µ′ 6= ∆.
DX pp
′
++ (µ, µ
′,∆) =+Dpp
′
++(µ,∆− µ′,∆) + +Xpp
′
++(µ, µ
′,∆),
~/β ReDX pp
′
++ (µ/β, µ
′/β,∆/β) =
pi
µ+ µ′ −∆
„
p′
`
fp(∆− µ′)− fp(µ)´Re Ψ(0) „1
2
+
iµ′
2pi
«
− C
ff
+pfp
′
(µ′)

Re Ψ(0)
„
1
2
+
i(∆− µ′)
2pi
«
− Re Ψ(0)
„
1
2
+
iµ
2pi
«ff«
.
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A.3 Diagram grouping
In Sect. 1.3 of the main part of this thesis we showed that an effectively secular fourth
order kernel, Eq. (29b),
Kˆ
(4)
eff ≡ Kˆ(4)ss + KˆC ,
which already incorporates the influence of any coherence between non-secular states
in the RDM, is constructed of 128 irreducible diagram plus 64 reducible non-secular
correcting diagrams. Working with this kernel holds the advantage that the generalised
master equation must merely be solved for the secular part of the reduced density
matrix, see Eq. (29a). The analysis in Sect. 2.3.1 has shown that the in total 192
fourth order diagrams, or equivalently their 24 representatives, can be sorted into
three supergroups A, B and C which further subdivide into three groups (0), (1) and
(2). The grouping structure is shown in Fig. 6. Conveniently, exactly one analytical
expression relates to each of the nine subgroups G.(x), G∈ {A,B,C}, x∈ {0, 1, 2},
and in general, any element of the effective secular fourth order kernel can indeed be
calculated as (
Kˆ
(4)
eff
)aa′
bb′
=
∑
x∈{0,1,2}
((
A(x)
)aa′
bb′ +
(
B(x)
)aa′
bb′ +
(
C(x)
)aa′
bb′
)
according to Tab. 2, where energy dependent functions G˜x are employed. Their defi-
nition is as follows:
A˜(0)(µ, µ
′,∆) := +X−−++ (µ, µ
′,∆),
A˜(1)(µ, µ
′,∆; ν, ν ′) := A˜(0)(ν ′ − µ′, µ,∆) + A˜(2)(µ, µ′,∆),
A˜(2)(µ, µ
′,∆; ν) := +D−−++(µ
′ + ∆, µ,∆) + +D−+++(µ
′ + ∆, µ, µ+ µ′)
+ +X−+++ (µ
′ + ∆, µ′ + ν, µ+ µ′),
B˜(0)(µ, µ
′,∆) := (δ∆,0 − 1)Y −+ (µ)
i~
∆
Y −+ (µ
′),
B˜(1)(µ, µ
′,∆; ν, ν ′) := B˜(0)(ν ′ − µ′, µ,∆) + B˜(2)(µ, µ′,∆),
B˜(2)(µ, µ
′,∆; ν) := +X+−++ (µ
′ + ∆, µ, µ+ µ′) + +D+−++(µ
′ + ∆, µ′ + ν, µ+ µ′)
+ (δ∆,0 − 1)Y −+ (µ) {i~/∆}Y ++ (µ′ + ∆),
C˜(0)(µ, µ
′,∆) := +D−−++(µ, µ
′,∆),
C˜(1)(µ, µ
′,∆; ν, ν ′) := C˜(0)(ν ′ − µ′, µ,∆) + C˜(2)(µ, µ′,∆),
C˜(2)(µ, µ
′,∆; ν) := +X−−++ (µ
′ + ∆, µ,∆) + (δµ,−µ′ − 1)Y −+ (µ′ + ∆)
× {i~/(µ+ µ′)} (Y −+ (µ) + Y ++ (µ′ + ν)) .
(129)
These are generally valid expressions. Notice that as a consequence of gain-loss rela-
tions (remember Sect. 2.2 and compare to Fig. 6) the G˜(1) contributions are simply the
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sum of a G˜(0) and a G˜(2) function. The employed helper functions Y
p
+,
±Xpp
′
++,
±Dpp
′
++
and DXpp
′
++ have been defined in Sect. A.2.4, Eq. (124a)-Eq. (124c) and Eq. (128), re-
spectively. For the first one, Y p+, an analytical solution is given on page 148 while the
real parts of the latter three functions have been evaluated on page 171-174. Cancella-
tion among the summed expressions occur, but major simplification is possible in the
special case of ν = 0, corresponding to secular initial states of the diagrams. This case
is addressed in the following subsection.
A.3.1 The special case of secular initial states
In the case of diagonal or non-diagonal secular initial states, ν = 0, the expressions
G˜(2), G∈ {A,B,C}, in Eq. (129) combine further, namely to
A˜(2)(µ, µ
′,∆) =−X−−++ (µ, µ
′,∆),
B˜(2)(µ, µ
′,∆) =
{ −Y −+ (µ) i~∆Y ++ (µ′) ∆ 6= 0,
DX+−++ (µ
′, µ, µ+ µ′) ∆ = 0,
C˜(2)(µ, µ
′,∆) =
{ −D−−++(µ, µ′,∆) µ+ µ′ 6= ∆,
+X−−++ (µ
′ + ∆, µ,∆) µ+ µ′ = ∆.
(130)
On the following pages we show how to obtain for each diagram group G.(2), G∈
{A,B,C}, its function as given Eq. (130). Before, we spend, as promised in Sect. 2.3.1,
some words on the validity of the relation
lim
λ→0
ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′≥τ ′1≥τ ′2≥0
e−λ(τ
′+τ ′2)GI(x)(t, t− τ ′2, t− τ ′1, t− τ ′)
= lim
λ→0
ˆ
dτ ′ dτ ′1 dτ
′
2
∞≥τ ′≥τ ′1≥τ ′2≥0
e−λτ
′GI(x)(t, t− τ ′2, t− τ ′1, t− τ ′), (131)
on which Eq. (38) relies on. We know e.g. from App. A.2.2 and A.2.4 which kind of
functions emerge after dissolving the time integrations, and it is straightforward to
show that the right-hand-side of Eq. (131) always acquires a form equivalent37 to
lim
η→0
ˆ
dω
1
ω + iη
gη(ω), (132a)
while the left-hand-side would indeed yield
lim
η→0
ˆ
dω
1
ω + 2iη
gη(ω). (132b)
37 Transformation or renaming of the integration variables might be necessary.
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The function gη(ω) comprises the Fermi functions, two more denominators involving
both ω and ω′ and finally an integration over ω′ [compare to Eqs. (124b), (124c)].
Though the limit η → 0 must not be interchanged with the integration over ω, it is
nevertheless comprehensible that Eq. (132a) and Eq. (132b) are equivalent. The crucial
point is that the function gη(ω) is well-behaved in the sense that it possess a countable
number of poles and decays decently such that the residue theorem can be applied for
evaluation of the integration. Closing thereby the bow in the upper half of the complex
plane as demonstrated in App. A.2.5, we do not even need to demand a particularly
small value of η to find for both cases Eqs. (132a), (132b) the very same poles within
the chosen contour. Automatically, this makes the results of the integrations identical.
Now we can turn to the derivation of the functions Eq. (130). The structure of the
following is intended to be compact and self-explaining. For each G∈ {A,B,C}, we start
from the three G.(2) diagrams as listed in Tab. 1, whereas we assign the associated
contribution in Eq. (37). We specify all states along the contours of the diagram which
demands no change in its integration variables. From writing out the time evolution of
its operators we obtain a time and energy dependent integrand. Upon performing the
Laplace transform, see Eq. (32), whereas the integration over τ ′2 = t− τ2 is no longer
subject to time order according to Eq. (38), we obtain the desired energy dependent
part of the group’s contribution to the time evolution kernel.
A.(2)
−
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
2 Cˆ
p¯′
0
〉
Dˆp3Dˆ
p′
0 ρˆ
I
(τ)Dˆ
p¯
1Dˆ
p¯′
2 = Aˆ(t, τ, τ2, τ1)[ρˆI(τ)]
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆp
′
2 Cˆ
p¯′
1
〉
Dˆp3Dˆ
p′
1 ρˆ
I
(τ)Dˆ
p¯
0Dˆ
p¯′
2 = Aˆ(t, τ1, τ2, τ)[ρˆI(τ)]
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆp
′
1 Cˆ
p¯′
2
〉
Dˆp3Dˆ
p′
2 ρˆ
I
(τ)Dˆ
p¯
0Dˆ
p¯′
1 = Aˆ(t, τ2, τ1, τ)[ρˆI(τ)]
−
〈
Cˆp0 Cˆ
p¯
3
〉〈
Cˆ p¯
′
1 Cˆ
p′
2
〉
×
×〈b| Dˆp3 |m〉 〈m| Dˆp
′
2 |a〉
〈
a
∣∣ρˆI(τ)∣∣ a′〉 〈a′| Dˆp¯0 |m′〉 〈m′| Dˆp¯′1 |b′〉
a
a′
b
b′
m
m′
All three diagrams are irreducible and contribute for arbitrary intermediate states
m,m′. For Ea = Ea′ , the energy dependent integral parts can be put together to:
A˜(2)(Eam′ − peVl, Ema + p′eVl′ , Eab′ − peVl − p′eVl′ , 0) =
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= ~−4 lim
η→0
ˆ ∞
0
dτ ′
ˆ τ ′
0
dτ ′1
ˆ ∞
0
dτ ′2
ˆ
dω
ˆ
dω′ fp(ω + eVl)fp
′
(ω′ + eVl′) ×
× e i~ τ ′(−pω−Ea+Em′+iη)e i~ τ ′1(−p′ω′−Em′+Eb′ )e i~ τ ′2(p′ω′−Em+Ea+iη) =
=
ˆ
dω
ˆ
dω′ i~
fp
′
(ω′ + eVl′)
p′ω′ − Em + Ea + iη (i~)
2 ~−4
−pω − p′ω′ − Ea + Eb′ + iη
fp(ω + eVl)
−pω − Ea + Em′ + iη =
= −Xpp
′
(−p)(−p′)(pEm′a + eVl, p
′Eam − eVl′ , Eab′ − peVl − p′eVl′) =
= −X−−++(Eam′ − peVl, Ema + p′eVl′, Eab′ − peVl − p′eVl′)
B.(2)
+
〈
Cˆp3 Cˆ
p¯
0
〉〈
Cˆp
′
1 Cˆ
p¯′
2
〉
Dˆp¯3Dˆ
p
0 ρˆ
I
(τ)Dˆ
p¯′
1 Dˆ
p′
2 = Bˆ(t, τ, τ2, τ1)[ρˆI(τ)]
+
〈
Cˆp3 Cˆ
p¯
1
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉
Dˆp¯3Dˆ
p
1 ρˆ
I
(τ)Dˆ
p¯′
0 Dˆ
p′
2 = Bˆ(t, τ1, τ2, τ)[ρˆI(τ)]
+
〈
Cˆp3 Cˆ
p¯
2
〉〈
Cˆp
′
0 Cˆ
p¯′
1
〉
Dˆp¯3Dˆ
p
2 ρˆ
I
(τ)Dˆ
p¯′
0 Dˆ
p′
1 = Bˆ(t, τ2, τ1, τ)[ρˆI(τ)]
+
〈
Cˆp3 Cˆ
p¯
2
〉〈
Cˆp
′
0 Cˆ
p¯′
1
〉
×
×〈b| Dˆp¯3 |m〉 〈m| Dˆp2 |a〉 〈a′| Dˆp¯
′
0 |m′〉 〈m′| Dˆp
′
1 |b′〉
a
a′
b
b′
m
m′
Only the first two of the three diagrams are irreducible. Thus the function re-
sulting for Ea = Ea′ must distinguish between secular or non-secular involved
states a, b′,
B˜(2)(Eam′ − p′eVl′ , Ema + peVl, Eab′ , 0) =
 Ea = Eb′ : the third diagram must be omitted. The energy dependent integral
parts of the first two diagrams (pages 157 and 155) add up38.
= +D+−++(Emb′ + peVl, Ema′ + peVl, Emm′ + peVl − p′eVl′)+
+ +X+−++ (Emb′ + peVl, Eam′ − p′eVl′ , Emm′ + peVl − p′eVl′) =
= DX+−++(Emb′ + peVl, Eam′ − p′eVl′, Emm′ + peVl − p′eVl′)
38 See definitions of DXpp
′
dd′ , Eq. (128) and notice that (Emm′ + peVl + p
′eVl′) − (Eam′ + p′eVl′) =
[Ea = Ea′ secular states] = Ema′ + peVl.
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 Ea 6= Eb′ : the third diagram has to be added to account for non-secular correc-
tions and the energy dependent integral parts can be put together.
= ~−4 lim
η→0
ˆ ∞
0
dτ ′
ˆ τ ′
0
dτ ′1
ˆ ∞
0
dτ ′2
ˆ
dω
ˆ
dω′fp(ω + eVl)fp
′
(ω′ + eVl′) ×
× e i~ τ ′(−p′ω′−Ea+Em′+iη)e i~ τ ′1(p′ω′−Em′+Eb′ )e i~ τ ′2(pω−Em+Ea+iη) =
=
ˆ
dω
ˆ
dω′ i~
fp(ω + eVl)
pω − Em + Ea + iη (i~)
2 ~−4
Eb′ − Ea
fp
′
(ω′ + eVl′)
−p′ω′ − Ea + Em′ + iη =
= Y pp (pEma + eVl)
i~
Eb′a
Y p
′
−p′(p
′Em′a + eVl′) =
= Y ++ (Ema + peVl)
i~
Eb′a
Y −+ (Eam′ − p′eVl′)
C.(2)
+
〈
Cˆp
′
1 Cˆ
p¯′
0
〉〈
Cˆp2 Cˆ
p¯
3
〉
Dˆp3Dˆ
p′
0 ρˆ
I
(τ)Dˆ
p¯′
1 Dˆ
p¯
2 = Cˆ(t, τ, τ2, τ1)[ρˆI(τ)]
+
〈
Cˆp
′
0 Cˆ
p¯′
1
〉〈
Cˆp2 Cˆ
p¯
3
〉
Dˆp3Dˆ
p′
1 ρˆ
I
(τ)Dˆ
p¯′
0 Dˆ
p¯
2 = Cˆ(t, τ1, τ2, τ)[ρˆI(τ)]
+
〈
Cˆp
′
0 Cˆ
p¯′
2
〉〈
Cˆp1 Cˆ
p¯
3
〉
Dˆp3Dˆ
p′
2 ρˆ
I
(τ)Dˆ
p¯′
0 Dˆ
p¯
1 = Cˆ(t, τ2, τ1, τ)[ρˆI(τ)]
+
〈
Cˆp1 Cˆ
p¯
3
〉〈
Cˆp
′
0 Cˆ
p¯′
2
〉
×
×〈b| Dˆp3 |m〉 〈m| Dˆp
′
2 |a〉 〈a′| Dˆp¯
′
0 |m′〉 〈m′| Dˆp¯1 |b′〉
a
a′
b
b′
m
m′
Only the last diagram is irreducible. Thus for the function resulting for Ea = Ea′
must distinguish between secular or non-secular involved states m, m′,
C˜(2)(Eam′ − p′eVl′ , Ema + p′eVl′ , Eab′ − peVl − p′eVl′ , 0) =
 Em = Em′ : the first two diagrams must be omitted and only the energy dependent
integral part of the last diagram remains (cf. page 153).
= +X−−++(Emb′ − peVl, Eam′ − p′eVl′, Eab′ − peVl − p′eVl′)
 Em 6= Em′ : the first two diagrams have to be added to account for non-secular
corrections. The energy dependent integral parts can be put together.
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= ~−4 lim
η→0
ˆ ∞
0
dτ ′
ˆ τ ′
0
dτ ′1
ˆ ∞
0
dτ ′2
ˆ
dω
ˆ
dω′fp(ω + eVl)fp
′
(ω′ + eVl′) ×
× e i~ τ ′(−p′ω′−Ea+Em′+iη)e i~ τ ′1(−pω−Em′+Eb′ )e i~ τ ′2(p′ω′−Em+Ea+iη) =
=
ˆ
dω
ˆ
dω′ i~
~−2
p′ω′ − Em + Ea + iη (i~)
2 f
p(ω + eVl)fp
′
(ω′ + eVl′)
−pω − p′ω′ − Ea + Eb′ + iη
~−2
−p′ω′ − Ea + Em′ + iη =
= −Dp
′p
−p′−p(p
′Em′a + eVl′ , p′Eam − eVl′ , Eab′ − peVl − p′eVl′) =
= −D−−++(Eam′ − p′eVl′, Ema + p′eVl′, Eab′ − peVl − p′eVl′)
Secular final states If in addition to ν = 0 also ν ′ = 0, i.e. the final states of the
diagram are secular as well, the functions G˜(1) from Eq. (129) simplify to
A˜(1)(µ, µ
′,∆, 0, 0) =ΣX−−++ (µ, µ
′,∆),
B˜(1)(µ, µ
′,∆, 0, 0) =
{ −Y −+ (µ) i~∆ ΣY ++ (µ′) ∆ 6= 0,
DX+−++ (µ
′, µ, µ+ µ′) ∆ = 0,
C˜(1)(µ, µ
′,∆, 0, 0) =
{
ΣD−−++(µ, µ
′,∆) µ+ µ′ 6= 0,
DX−−++ (µ,∆− µ,∆) µ+ µ′ = 0.
(133)
Thereby it was sensible to define the abbreviations
ΣXpp
′
++(µ, µ
′,∆) := +Xpp
′
++(−µ′, µ,∆) + −Xpp
′
++(µ, µ
′,∆),
ΣDpp
′
++(µ, µ
′,∆) := +Dpp
′
++(−µ′, µ,∆) + −Dpp
′
++(µ, µ
′,∆),
ΣY p+(µ) := Y
p
+(µ)− Y −p+ (−µ),
as major cancellations occur. For the real parts of these functions, e.g.,
2 ~Re
(
ΣX−−++ (µ, µ
′,∆)
)
= − 2piβ
µ˜− µ˜′ − ∆˜f
−(µ˜′)
{
Re Ψ˜
(
1
2
+
i(∆˜ + µ˜′)
2pi
)
− Re Ψ˜
(
1
2
+
iµ˜
2pi
)}
,
2 ~Re
(
ΣD−−++(µ, µ
′,∆)
)
= − 2piβ
µ˜+ µ˜′
f−(µ˜′)
{
Re Ψ˜
(
1
2
+
i(∆˜ + µ˜′)
2pi
)
− C
}
,
2 ~Re
(
ΣY ++ (µ)
i
∆
Y −+ (µ
′)
)
=
2piβ
∆˜
f−(µ˜′)
{
Re Ψ˜
(
1
2
+
iµ˜
2pi
)
− C
}
.
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APPENDIX B:
CARBON ARMCHAIR NANORIBBONS
This second appendix contains calculations related to non-diagonal part of interac-
tions relevant in the low energy theory of ACNRs, Sect. 4, which were too lengthy to
be carried out in detail in the main text.
B.1 The matrix elements
〈
~N~σe~m
∣∣∣Vˆ b−bnρρ ∣∣∣ ~N ′~σe′~m′〉
The evaluation of the non-diagonal bulk-bulk terms follows closely the procedure ap-
plied for SWCNTs [103]. In order to calculate the matrix elements of the non-diagonal
bulk-bulk interaction we have to derive an expression for
M[r][σ]f− (
~N, ~σe, ~m, ~N ′, ~σe′, ~m′, y) := δ ~N, ~N ′δ~σe,~σe′
×
〈
~N~σe ~m
∣∣∣ψˆ†r1σ(y)ψˆ†r2−σ(y)ψˆr3−σ(y)ψˆr4σ(y)∣∣∣ ~N~σe ~m′〉 . (134)
For this purpose we express the operators ψˆrσ(y) in terms of the bosonic operators bˆσq
and bˆ†σq, q > 0, using the bosonisation identity [111],
ψˆrσF (y) = ηˆσKˆrσ(y)e
iφˆ†rσ(y)eiφˆrσ(y). (135)
The operator ηˆσ is the so called Klein factor, which annihilates an electron in the
σ-branch and thereby takes care of the right sign as required from the fermionic anti-
commutation relations; in detail,
ηˆσ
∣∣∣ ~N, ~m〉 = (−1)δσ,↓N↑ ∣∣∣ ~N − ~eσ, ~m〉 . (136a)
Kˆrσ(y) yields a phase factor depending on the number of electrons of spin σ,
Kˆrσ(y) =
1√
2Ly
e
i pi
Ly
sgn(r)(Nˆσ+ 12 )y. (136b)
Finally, we have the boson fields iφˆrσ(y),
iφˆrσ(y) =
∑
q>0
1√
nq
eisgn(r)qy bˆσq. (136c)
The matrix elements from Eq. (134) factorise into a fermionic and a bosonic part,
M[r][σ]f− (
~N, ~σe, ~m, ~N ′, ~σe′, ~m′, y) = δ ~N, ~N ′ δ~σe,~σe′M[r][σ]f− (
~N, y)M[r][σ]f− (~m, ~m
′, y).
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The fermionic part is given by
M[l]( ~N, y) =
〈
~N
∣∣∣ Kˆ†l1(y)ηˆ†l1Kˆ†l2(y)ηˆ†l2Kˆl3(y)ηˆl3Kˆl4(y)ηˆl4 ∣∣∣ ~N ′〉 (137a)
and the bosonic part reads
M[l](~m, ~m
′, y) = 〈~m| e−iφˆ†l1 (y)e−iφˆl1 (y)e−iφˆ†l2 (y)e−iφˆl2 (y)eiφˆ†l3 (y)eiφˆl3 (y)eiφˆ†l4 (y)eiφˆl4 (y) |~m′〉 .
(137b)
In order to improve readability we have replaced the indices rσ by a single index l.
Using the relation (136a) for the Klein factors ηˆσ, together with the fact that Sσ = f
−,
[σ]f− = [σ,−σ,−σ, σ], and the definition Eq. (136b) of the phase factor Kˆrσ(y), it is
straightforward to show that
M[r][σ]f− (
~N, y) =
1
(2Ly)2
Q ~N [r]σ(y), (138)
where
Q ~N [r]σ(y) = exp
[
i
pi
Ly
(
Nσ sgn(r4 − r1)−N−σ sgn(r3 − r2) + sgn(r4 + r3 − r2 − r1)
2
)
y
]
.
Hence, for Sr = u, [r]u = [r, r,−r,−r], we obtain
Q ~N [r]uσ(y) = = exp
[
−i2pi
Ly
sgn(r) (Nσ +N−σ + 1) y
]
,
which is oscillating fast with Nc = N↑+N↓ and thus completely suppresses the Sr = u
contribution away from half-filling. The only remaining term in V b−bnρρ is consequently
SrSσ = bf
−, for which we get with [r]b = [r,−r, r,−r]
Q ~N [r]bσ(y) = exp
[
−i2pi
Ly
sgn(r) (Nσ −N−σ) y
]
.
We can now restrict our further analysis to the bosonic part M[r]b[σ]f− (~m, ~m
′, y). We
are going to express the fields iφˆrσ(y) in Eq. (137b) in terms of the bosonic operators
aˆjq, aˆ
†
jq and subsequent normal ordering, i.e., commuting all annihilation operators aˆjq
to the right side and all creation operators aˆ†jq to the left side. In a first step we use
the relation
eiφl(y)eiφˆ
†
l (y) = eiφˆ
†
l (y)eiφˆl(y)e[iφˆl(y),iφˆ
†
l (y)],
following from the Baker-Hausdorff formula,
eAˆeBˆ = eAˆ+Bˆe
1
2
[Aˆ,Bˆ] if [Aˆ, Bˆ] ∈ C,
to obtain from Eq. (137b)
M[l](~m, ~m
′, y) = C[l](y)
〈
~m
∣∣∣e−iP˜4n=1φˆ†ln (y)e−iP˜4n=1φˆln (y)∣∣∣ ~m′〉 , (139)
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where
∑˜4
l=1φˆln denotes the sum φˆl1 + φˆl2 − φˆl3 − φˆl4 and
C[l](y) = e
[iφˆl3 (y),iφˆ
†
l4
(y)]e[−iφˆl2 (y),iφˆ
†
l3
(y)+iφˆ†l4 (y)]e[−iφˆl1 (y),−iφˆ
†
l2
(y)+iφˆ†l3 (y)+iφˆ
†
l4
(y)].
With the definition Eq. (136c) of the boson fields, we can easily derive the anti-
commutator relation [
iφˆrσ(y), iφˆ
†
r′σ′(y
′)
]
= −δσ,σ′
∑
q>0
eiq(ry−r
′y′)
nq
, (140)
which allows us to simplify for Sr = b, Sσ = f
−:
C[r]b[σ]f− (y) = e
[−iφˆ−rσ(y),iφˆ†rσ(y)]e[−iφˆrσ(y),iφˆ
†
−rσ(y)]
=
1
1− e−2ir piLy y
1
1− e2ir piLy y
=
1
4 sin2 (piy/Ly)
.
Applying the Baker-Hausdorff formula once more, we obtain further for the second
contribution to Eq. (139)
e−i
P˜4
n=1φˆ
†
ln
(y)e−i
P˜4
n=1φˆln (y) = e−i
P˜4
n=1(φˆln (y)+φˆ
†
ln
(y))e
1
2
h
i
P˜4
n=1φˆ
†
ln
(y),i
P˜4
n′=1φˆln′ (y)
i
.
Using the definition Eq. (136c) together with the transformation between the operators
bˆσq and aˆjq, Eq. (80a), we get
iφˆrσ(y) + iφˆ
†
rσ(y) =
∑
jq>0
(
λjqrσ(y)aˆjq − λ∗jqrσ (y)aˆ†jq
)
. (141)
In terms of Λjσ, Bjq and Djq, which were introduced in Sect. 4.2.3, the coefficients
λjqrσ(x) read
λjqrσ(y) =
Λjσ√
nq
(
eisgn(r)qyBjq − e−isgn(r)qyDjq
)
, (142)
and plugging in the corresponding values, cf. Eqs. (80b), (80c) and (80d), it is easy to
calculate
λ˜jq[l](y) := −
∑˜4
n=1
λjqln(y) (143)
for [l] = [r]b[σ]f− . We find that
λ˜cq[r]b[σ]f−
(y) = 0 , λ˜sq[r]b[σ]f−
(y) = −2i
√
2
nq
sgn(rσ)
(
Bsq︸︷︷︸
≈1
+ Dsq︸︷︷︸
≈0
)
sin(qy).
Again using the Baker-Hausdorff formula, we arrive at
e−i
P˜4
n=1(φˆln (y)+φˆ
†
ln
(y)) = e
− 1
2
P
q>0
˛˛˛˛
λ˜sq
[r]b[σ]f−
(y)
˛˛˛˛2
e
−Pq>0 λ˜∗sq[r]b[σ]f− (y)aˆ†sqe
P
q>0 λ˜
sq
[r]b[σ]f−
(y)aˆsq
,
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such that in total〈
~m
∣∣∣e−iP˜4n=1φˆ†rnσn (y)e−iP˜4n=1φˆrnσn (y)∣∣∣ ~m′〉
= δ~mc, ~m′cA[r]b[σ]f− (y)
∏
q
F (λ˜sq[r]b[σ]f−
(y),msq,m
′
sq), (144)
where we have introduced
A[r]b[σ]f− (y) := e
1
2
h
i
P˜4
n=1φˆ
†
rnσn (y),i
P˜4
n′=1φˆrn′σn′ (y)
i
e
− 1
2
P
q>0
˛˛˛˛
λ˜sq
[r]b[σ]f−
(y)
˛˛˛˛2
.
An explicit evaluation shows
A[r]b[σ]f− (y) = e
P
q>0
1
nq
(2−e−2irqy−e2irqy)e−4
P
q>0
1
nq
sin2(qy)
= 1.
The function F (λ,msq,m
′
sq) =
〈
~ms
∣∣∣e−λ∗aˆ†sqeλaˆsq ∣∣∣ ~m′s〉 is given by [114, 103]
F (λ,m,m′) =
(
Θ(m′ −m)λm′−m + Θ(m−m′) (−λ∗)m−m′
)
×
√
mmin!
mmax!
mmin∑
l=0
(− |λ|2)l
l!(l +mmax −mmin)!
mmax!
(mmin − l)! , (145)
where mmin/max = min /max(m,m
′). Combining Eq. (139) and Eq. (144) we finally
obtain
M[r]b[σ]f− (~m, ~m
′, y) = δ~mc, ~m′c
1
4 sin2(piy/Ly)
∏
q
F (λ˜sq[r]b[σ]f−
(y),msq,m
′
sq).
(146)
Altogether, we get with Eqs. (138), (146) to an expression for the matrix elements of
Vˆ b−bnρρ away from half-filling,〈
~N~σe ~m
∣∣∣Vˆ b−bnρρ ∣∣∣ ~N ′~σe ~′m′〉 = 〈 ~N~σe ~m ∣∣∣Vˆ b−bbf− ∣∣∣ ~N ′~σe ~′m′〉
=
u
2Ly
δ ~N, ~N ′δ~mc, ~m′cδ~σe,~σe′
∑
rσ
ˆ
dy
Q ~N [r]bσ(y)
4 sin2 (piy/Ly)
∏
q
F (λ˜sq[r]b[σ]f−
(y),msq,m
′
sq). (147)
For
∑
q
∣∣msq −m′sq∣∣ ≤ 1, the evaluation of Eq. (147) is problematic as the divergence
arising from 1/[4 sin2(piy/Ly)] remains uncompensated. Hence, the evaluation of the
corresponding matrix elements needs special care. The origin of this divergence lies
in the fact that, if no bosonic excitations are present, the ~N conserving processes de-
pend on the total number of electrons in the single branches [compare to the fermionic
contributions to Hˆ0 + Vˆρρ in Eq. (79)]. Since the bosonisation approach requires the
assumption of an infinitely deep Fermi sea [111], this leads, without the correct reg-
ularisation, necessarily to divergences. These findings are in complete analogy to the
theory for SWCNTs [103]. In the following we exemplify the proper calculation for〈
~N ~m
∣∣∣Vˆ b−bb f− ∣∣∣ ~N ~m〉, resulting in Eq. (148).
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Regularisation of M[r]b[σ]f− (
~N, ~σe, ~m, ~N ′, ~σe′, ~m′, y) for ~m = ~m′ Regularisation for
the matrix elements of the non-density-density bulk-bulk interaction is needed in case
of
∑
jq |mjq −m′jq| < 2, since in that situation M[r]b[σ]f− ( ~N, ~σe, ~m, ~N ′, ~σe′, ~m′, y) di-
verges due to the factor 1/4 sin2( pi
Ly
y) in Eq. (146).
Here we show the details of the proper regularisation for ~m = ~m′. In this case we make
the expansion ∏
q
F (λ˜sq[r]b[σ]f−
(y), ~m, ~m) = 1 +O(sin2),
where O(sin2) contains only terms ∏q (sin(qy))tq with ∑q tq ≥ 2 and which ‘cure’
the 1/ sin2(piy/Ly) divergence appearing in M[r]b[σ]f− (
~N, ~m, ~m, y). Therefore we are,
compare to Eq. (147), left with the regularisation of
Q ~N [r]bσ(y)
4 sin2 (piy/Ly)
=
e
−i 2pi
Ly
r(Nσ−N−σ)y
4 sin2 (piy/Ly)
=
e
−2i pi
Ly
rNσy
1− eir 2piLy y
e
2i pi
Ly
rN−σy
1− e−ir 2piLy y
,
with the second equality obtained following [103]. Using further
N∑
n=−∞
e−inx =
e−iNx
1− eix ,
this leads to
Q ~N [r]bσ(y)
4 sin2 (piy/Ly)
=
Nσ∑
n=−∞
e
−inr 2pi
Ly
y
N−σ∑
n′=−∞
e
in′r 2pi
Ly
y
.
Integration over y brings us to
ˆ
dy
Q ~N [r]bσ(y)
4 sin2 (piy/Ly)
=
Nσ∑
n=−∞
N−σ∑
n′=−∞
Ly δn,n′ = Ly min(Nσ, N−σ).
Summarising, the regularised form of Eq. (147) is:
〈
~N~σe ~m
∣∣∣Vˆ b−bbf− ∣∣∣ ~N ′~σe ~m〉 = u δ ~N, ~N ′δ~σe,~σe′
[∑
σ
min(Nσ, N−σ)
+
1
2Ly
∑
rσ
ˆ
dy
Q ~N [r]bσ(y)
4 sin2 (piy/Ly)
∏
q
(
F (λ˜sq[r]b[σ]f−
(y),msq,msq)− 1
)]
. (148)
B.2 The matrix element Mprσr′σ′( ~N, ~σ
e, ~m, ~N ′, ~σe′, ~m′)
Also for the non-density-density end-bulk-scattering, we omitted some longer calcula-
tions in the main part of the text and give the detailed evaluations here. Again, the
contribution was split, this time into a bosonic, an end and a fermionic part,
Mprσr′σ′(
~N, ~σe, ~m, ~N ′, ~σe′, ~m′) = Mprσr′σ′(~m, ~m
′)Mpσσ′(~σ
e, ~σe′)Mprσr′σ′( ~N, ~N
′),
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where two latter were already figured out in Sect. 4.2.3, Eqs. (84a), (84b), respectively.
The calculation of the bosonic part, which was skipped in the main text, is given in
the following. Explicitly, abbreviating rσ by l and r′σ′ by l′,
Mpll′(~m, ~m
′) =
〈
~m
∣∣∣e−iφˆ†l (yp)e−iφˆl(yp)eiφˆ†l′ (yp)eiφˆl′ (yp)∣∣∣ ~m′〉
= Cll′(yp)
〈
~m
∣∣∣e−i(φˆ†l (yp)−φˆ†l′ (yp))e−i(φˆl(yp)−φˆl′ (yp))∣∣∣ ~m′〉 ,
where we exploit Eq. (140) to obtain
Cll′(y) = e
[−iφˆl(y),iφˆ†l′ (y)] = eδσ,σ′
P
q>0
1
nq
ei(r−r
′)qy
= e
δσ,σ′
P
q>0
1
nq
{cos(2δr,−r′qy)+isgn(r) sin(2δr,−r′qy)}.
We can continue with the remaining exponentials as we did for the bulk-bulk scattering
in App. B.1:〈
~m
∣∣∣e−i(φˆ†l (y)−φˆ†l′ (y))e−i(φˆl(y)−φˆl′ (y))∣∣∣ ~m′〉
= e
1
2 [i{φˆ
†
l (y)−φˆ†l′ (y)},i{φˆl(y)−φˆl′ (y)}]
〈
~m
∣∣∣e−i({φˆ†l (y)+φˆl(y)}−{φˆ†l′ (y)+φˆl′ (y)})∣∣∣ ~m′〉
= All′(y)
〈
~m
∣∣∣e−Pj,q>0 λ˜∗jqll′ (y)aˆ†jqePj,q>0 λ˜jqll′ (y)aˆjq ∣∣∣ ~m′〉 = All′(y) ∏
j,q>0
F (λ˜jqll′(y),mjq,m
′
jq).
Here, we employed the function F (λ,m,m′) as defined in App. B.1, Eq. (145), and
All′(y) = e
1
2 [i(φˆ
†
l (x)−φˆ†l′ (x)),i(φˆl(x)−φˆl′ (x))]e−
1
2
P
jq|λ˜jqll′|2
= e
P
q>0
1
nq
(1−δσ,σ′ cos (2δr,r′qy))e−
1
2
P
jq|λ˜jqll′ (y)|2 ,
such that
All′(y)Cll′(y) = e
P
q>0
1
nq
(1+iδr,−r′sgn(r) sin(2qy))e−
1
2
P
jq|λ˜jqll′|2 . (149)
Further, we set in Eq. (142) to expand
λ˜jqll′(y) := −λjql (y) + λjql′ (y)
=
1√
nq
[
Bjq
(
Λjσ′e
isgn(r′)qy − Λjσeisgn(r)qy
)
−Djq
(
Λjσ′e
−isgn(r′)qy − Λjσe−isgn(r)qy
)]
.
For our matrix element Mpll′(~m, ~m
′) we have only to consider the two cases y = y− = 0
and y = y+ = Ly, where the expression simplifies under application of Eqs. (80b), (80c)
along with sin(0) = sin(±qLy) = 0, cos(0) = 1, cos(±qLy) = −1 to
λ˜jqll′(yp) = δj,sδσ,−σ′sgn(pσ)
√
2/nq.
Using this result in Eq. (149) yields
All′(yp)Cll′(yp) =
{
const. σ′ = σ,
1 σ′ = −σ.
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With this ingredients we arrive eventually at the result crucial for the main part of
the text,
Mpll′(~m, ~m
′) =
{
const. σ′ = σ,
δ~mc, ~m′c
∏
q>0 F (sgn(pσ)
√
2/nq,msq,m
′
sq) σ
′ = −σ. (150)
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