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Cette thèse a pour objectif la classification non linéaire à l’aide de mélange hié-
rarchique de modèles discriminatifs. Dans ce cadre, nous avons proposé un modèle
général pour le mélange hiérarchique de modèles discriminatifs. Ce dernier permet de
combiner un ensemble de modèles discriminatifs à l’aide de fonctions que nous avons
nommées fonctions de sélection. De ce modèle, ont été extraits deux exemples afin
de montrer qu’il est possible d’utiliser un nombre réduit de modèles discriminatifs
comparé aux précédents modèles. Cette réduction se fait tout en gardant des perfor-
mances de classification élevées. Ceci est possible en effectuant un choix de fonctions
de sélection qui ont permis une répartition efficiente des tâches. Par la suite, nous
avons proposé deux modèles discriminatifs pour la classification des données propor-
tionnelles. Ces modèles sont basés sur la distribution de la Dirichlet généralisée. Afin
d’estimer convenablement les paramètres de ces deux modèles, nous avons établi une
borne supérieure au mélange de Dirichlet généralisée. Des expériences ont montré
l’intérêt de ces modèles de même que leurs limites.
Mots-clés: apprentissage machine, mélange hiérarchique de modèles discriminatifs,
mélange de Dirichlet généralisée, approximation variationnelle.
ii
Remerciements
Je tiens à exprimer ma profonde gratitude au professeur Djemel Ziou pour la
confiance qu’il m’a témoignée, son encadrement et son suivi ainsi que sa grande pa-
tience et ses qualités humaines. Son rôle a été capital dans l’accomplissement de
ce travail. Je remercie également les membres du jury d’avoir pris le temps de lire
et d’évaluer cette thèse. Je voudrais également remercier mes collègues du centre
MOIVRE (MOdélisation en Imagerie, Vision et REseaux de neurones) pour le temps
passé ensemble et les nombreuses discussions.
Je tiens à remercier mes parents et plus particulièrement, à titre posthume, mon
frère et ma sœur qui sont partis trop tôt sans avoir vu la fin de ce travail. J’adresse
également mes sincères remerciements à tous mes amis qui sont devenus, le long du
chemin, des frères et des sœurs.
iii
Abréviations
HME Mélange hiérarchique d’experts (Hierarchical Mixture of Experts en anglais)
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Introduction
La classification est l’une des tâches que les êtres humains de même que les ma-
chines exécutent le plus en matière de prise de décision. Elle consiste à affecter un
objet, en se basant sur ses caractéristiques, à un groupe ou à une classe. Ces carac-
téristiques peuvent être récupérées à partir de capteurs ou de collections existantes.
Elles peuvent être sous diverses formes : texte, son, image et vidéo [97, 7]. La classifi-
cation est utilisée dans de nombreuses applications telles que la transmission [39], la
compression [101], la recherche par le contenu [57], la reconnaissance d’objets [35] et
la détection de fraudes [17]. Lorsque la classification est exécutée par une machine,
elle peut être mise en œuvre par un modèle génératif ou un modèle discriminatif.
Un modèle génératif a pour objectif de trouver le processus ou la distribution ayant
généré les données. Dans ce cas, la classification n’est qu’une étape secondaire [85].
L’efficacité de ce type de modèle, en ce qui concerne la classification, dépend de la per-
tinence de l’hypothèse émise sur la distribution des données. En contraste, un modèle
discriminatif détermine directement le contour des classes sans chercher à comprendre
comment ces dernières sont générées [93]. Ce fonctionnement est plus naturel, car il
s’agit de traiter directement le problème principal sans passer par la résolution d’un
problème plus large. Certains travaux ont combiné les modèles discriminatifs et gé-
nératifs afin de tirer le meilleur des deux approches [19, 14, 89]. Cette thèse se limite
aux modèles discriminatifs, étant donné qu’ils font de meilleures prédictions [98]. Ce
choix étant fait, nous nous limitons ainsi aux données étiquetées.
Lorsque l’unique frontière de décision que peut produire un modèle de classification
est un hyperplan, il est désigné comme étant un modèle linéaire. Durant les deux der-
niers siècles, de nombreux travaux ont été réalisés sur ce type de modèles et plusieurs
applications en sont la résultante. Cependant, lorsque les classes ne peuvent être sé-
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parées par des hyperplans, la classification devient un peu plus difficile. Une approche
possible pour aller au-delà de ces limitations est de décomposer un problème complexe
en plusieurs tâches simples. Ceci est la façon dont la plupart des tâches complexes
sont traitées par les organismes vivants : les objets complexes sont reconnus par le
cerveau comme une combinaison d’objets simples [130] ; une compagnie généralement
divise un projet en plusieurs champs d’expertise et la détection de fraude à l’échelle
nationale est faite en traitant les informations par régions homogènes. Ce processus
peut être hiérarchisé, une tâche est divisée en plusieurs sous-tâches, ces dernières sont
à leur tour divisées et ainsi de suite. Vu que ce sont des données qui sont segmen-
tées selon ce paradigme, nous utiliserons le mot «mélange» pour désigner ces tâches
et les relations qui les lient. Autant dans la littérature des modèles génératifs [12]
que discriminatifs [74], des modèles de mélange hiérarchique ont été proposés afin de
modéliser des tâches complexes. Plus précisément dans le contexte de l’apprentissage
discriminatif, le mélange hiérarchique d’experts (HME) a été introduit par Jordan
et Jacobs [74]. L’idée de base derrière le modèle HME est la division récursive d’un
problème complexe en un ensemble de sous-problèmes identifiés par des régions. La
délimitation spatiale de chaque région est formée par des hyperplans décrits par une
fonction. Cette dernière indique le degré d’appartenance d’une instance de données à
une région. Le modèle HME suit le même procédé que les algorithmes basés sur les
arbres de décision en découpant de façon récursive l’espace des données en plusieurs
régions et sous-régions. Cependant, les arbres de décision tels que CART [32] et C
4.5 [106] effectuent un découpage rigide de l’espace. Au contraire, le modèle HME
découpe de façon flexible l’espace des données à l’aide d’un ensemble d’hyperplans et
les feuilles ici sont des modèles discriminatifs agissant comme des «experts». Les ex-
perts ici sont modélisés comme étant des régressions logistiques. Un modèle semblable
au HME, mais dépourvu d’une structure hiérarchique a été également introduit par
Takagi et Sugeno pour le contrôle de systèmes non linéaires [125] et est connu sous
le nom de multi-modèle. HME peut être aussi vu comme une manière de combiner
des classifieurs. Il existe également d’autres méthodes de combinaisons de classifieurs
[66, 36, 134]. Leur but est d’entraîner chaque classifieur sur une portion des données
ou sur un sous-espace des caractéristiques. Le résultat final est obtenu en utilisant
différentes stratégies de combinaison comme le vote ou la pondération.
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La capacité de généralisation d’un modèle (faible erreur de prédiction) dépend
entre autre de sa complexité et des données d’apprentissage. Afin d’augmenter la ca-
pacité du modèle HME à généraliser, il est possible d’augmenter le nombre d’experts
ou d’utiliser des techniques de régularisation [1, 2, 69]. Cependant d’une part, l’aug-
mentation du nombre d’experts entraîne un nombre de paramètres élevés à estimer,
une augmentation du temps d’apprentissage, une consommation accrue d’énergie et
une augmentation de l’espace nécessaire pour le stockage du modèle. D’autre part,
quoique les techniques de régularisation permettent d’imposer des contraintes sur les
paramètres, elles ne réduisent pas pour autant la complexité du modèle. Réduire la
complexité du modèle HME, peut se faire en utilisant peu d’experts.
Dans cette thèse nous abordons deux problèmes liés à la classification selon le
paradigme du modèle HME : la réduction du nombre de classifieurs utilisés et le
mélange de classifieurs dans le cadre de la classification de données à support compact.
Pour le premier problème, il faudrait utiliser peu d’experts tout en garantissant une
bonne géneralisation. Pour le second problème, rappelons que le modèle HME a été
proposé pour des données à support non compact. Élaborer un modèle hiérarchique
pour la classification de données à support compact pourrait permettre d’améliorer
les prédictions et de permettre également de réduire le nombre d’experts utilisés.
Dans le premier chapitre, nous présentons différentes méthodes utilisées dans la
littérature pour effectuer la classification non linéaire des données. Dans un premier
temps, nous présentons l’astuce du noyau suivi de quelques méthodes appartenant à
la famille des réseaux de neurones. Par la suite, différentes méthodes de combinaison
de classifieurs sont également.
Dans le deuxième chapitre, nous proposons un modèle général pour le mélange
hiérarchique de classifieurs (HMD). En nous basant sur ce modèle général, nous ré-
pondons à la question suivante : comment réduire le nombre de classifieurs utilisés
tout en ayant un taux élevé de bonnes prédictions ? Notre hypothèse est qu’une ré-
duction du nombre de classifieurs passe par une répartition efficace des tâches entre
eux. Nous validons cette hypothèse à travers deux exemples (HMD1 et HMD2) issus
du modèle HMD.
Dans le troisième chapitre , nous nous intéressons à la classification supervisée des
données proportionnelles. Ces dernières sont multidimensionnelles par nature, posi-
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tives et sont définies sur un support compact. Nous présentons un classifieur basé sur
la distribution de Dirichlet généralisée (DGD). À l’aide de ce classifieur et du mo-
dèle HMD, nous proposons un nouveau modèle de mélange hiérarchique (HMGD).
L’estimation des paramètres des modèles DGD et HMGD à l’aide d’une approxima-
tion variationnelle est ensuite présentée. Les modèles DGD et HMGD ont été validés
à l’aide de plusieurs expériences telles que la détection de courriers indésirables et
l’identification de l’espace de couleur d’une image.




Afin d’effectuer une tâche de classification, un classifieur apprend à affecter des
exemples x aux étiquettes y qui leur sont associées. Ces exemples sont représentés
par des vecteurs de dimension D : x ∈ RD et y ∈ {1 · · ·C} où C est le nombre de
classes ou groupes. Les exemples x sont des caractéristiques décrivant un objet ou
un phénomène observé et sont généralement extraits avant la classification. Chaque
dimension de x représente une caractéristique. L’apprentissage se fait à partir d’un
ensemble de données étiquetées D = {(xn, yn)}Nn=1. Cet ensemble est appelé ensemble
d’apprentissage et contient N exemples. Le n-ème exemple (observation) est nommé
xn et yn est son étiquette. L’ensemble des exemples et des étiquettes sont respec-
tivement représentés par la matrice X ∈ RD×N et le vecteur Y ∈ RN . Une fois
entraîné, le classifieur est évalué à l’aide des prédictions qu’il effectue sur un ensemble
de tests Dt. Cet ensemble est composé de nouveaux exemples n’appartenant pas à
l’ensemble d’apprentissage. Parfois, un ensemble de validation Dv est également uti-
lisé pour sélectionner la meilleure configuration du classifieur (ex. nombre de couches
cachées pour les réseaux de neurones). La classification se déroule donc souvent en
deux phases :
• Phase d’apprentissage (ou d’entraînement) : Dans cette phase, un classifieur est
construit à partir de l’ensemble d’apprentissage.
• Phase de test (ou de prédiction) : Dans cette phase, le classifieur construit est
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utilisé pour prédire la classe ŷ d’une nouvelle instance non étiquetée.
La capacité d’un classifieur à correctement prédire les classes pour de nouvelles ob-
servations est appelée la généralisation. On parle de surapprentissage lorsqu’un clas-
sifieur affecte correctement les classes aux données d’apprentissage, mais n’a pas une
bonne généralisation. Nous distinguons deux types de classifieurs à savoir les classi-
fieurs linéaires et les classifieurs non linéaires. Lorsqu’un classifieur ne produit que
des hyperplans comme frontière de décision, il est qualifié de linéaire. Ce type de
classifieur est rapide à entraîner, facile à implémenter et ses prédictions sont simples
à expliquer. En général, face à la complexité des tâches de classification, la frontière
de décision est arbitraire (autre qu’un hyperplan). Dans ce cas, un classifieur non
linéaire est utilisé. Il est possible de construire ce type de classifieur en se basant
sur la décomposition des classes de données [5, 9]. Dans un premier temps, chaque
classe est décomposé en sous-classes. Ensuite, un classifieur multi-classe est entraîné
sur les données re-étiquetées. D’autres méthodes telles que les arbres de décision et
les plus proches voisins (Ppv) peuvent être aussi utilisées pour la classification non
linéaire [82, 139]. Dans ce chapitre, nous présentons trois principales catégories de mé-
thodes pour la classification non linéaire à savoir la méthode du noyau, les Réseaux
de neurones artificiels et la pondération de classifieur(s).
1.1 Méthode du noyau
L’idée de base de la méthode du noyau est de transformer les données d’entrée
xn en des données ayant de très grandes dimensions. Cette transformation se fait par
une fonction Φ : RD → Rf où f > D. L’espace Rf est appelé espace transformé. Une
fois les données décrites dans l’espace transformé, elles peuvent être utilisées avec des
techniques d’analyse des données tels que la classification, la réduction de dimensions
ou l’apprentissage non supervisé [119]. En ce qui concerne la classification, elle est
supposée plus aisée dans le nouvel espace. À titre d’illustration, soit le cas où D = 2,
f = 3 et la fonction Φ définie par :
Φ : R2 7−→ R3
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figure 1.1 – Illustration de la méthode du noyau à l’aide d’une fonction Φ connue.
La figure 1.1 présente un problème de classification où les données doivent être
réparties en deux classes («o» et «+»). Dans l’espace transformé, la frontière de
décision (tracé en noir) est un hyperplan ce qui correspond à une forme circulaire
dans l’espace original.
En général, les coordonnées de xn dans l’espace transformé ne sont jamais calcu-
lées, car il n’est pas toujours aisé de trouver une fonction Φ appropriée. Par consé-
quent, pour mettre en œuvre la méthode du noyau, une fonction noyau kf : RD×RD →
R est introduite où kf (xi, xj) = 〈Φ (xi) , Φ (xj)〉. La notation 〈 , 〉 représente le pro-
duit scalaire. La fonction kf est une mesure de similarité entre paires d’observations
décrites dans l’espace transformé. Il est intéressant de noter que la plupart des pro-
priétés géométriques des instances de données sont contenues dans le produit scalaire.
En effet, nous avons dans l’espace transformé :
• la distance entre deux instances de données : ‖Φ(x)− Φ(x′)‖2 = kf (x, x) −
2kf (x, x′) + kf (x′, x′),
• la distance par rapport à l’origine : ‖Φ(x)‖2 = kf (x, x),






Il n’est pas nécessaire de connaître la fonction Φ pour définir l’expression de la fonction
kf . Cette approche est connue sous l’appellation astuce du noyau (kernel trick en
anglais). Les fonctions suivantes sont souvent utilisées pour le calcul du noyau [119] :
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1. Noyau linéaire : kf (xi, xj) = 〈xi, xj〉 ;
2. Noyau gaussien (RBF) : kf (xi, xj) = exp
(
−α ‖xi − xj‖22
)
où α > 0 est la
largeur du noyau.
3. Noyau polynomial : kf (xi, xj) = (〈xi, xj〉+ α)d où d ∈ N est le degré du po-
lynôme. Le paramètre α ≥ 0 sert à équilibrer l’influence des termes d’ordre
supérieur par rapport aux termes d’ordre inférieur au sein du polynôme. En
augmentant la valeur de α, on diminue l’influence des termes d’ordre supérieur.







Le choix du noyau est la plupart du temps effectué a priori sans aucune analyse
des données [102]. Pour un problème de classification, la fonction kf doit être évaluée
pour toutes les paires de données de l’ensemble d’apprentissage. Pour N instances
d’apprentissage, nous obtenons la matrice suivante :
K =

kf (x1, x1) kf (x1, x2) · · · kf (x1, xN)
kf (x2, x1) kf (x2, x2) · · · kf (x2, xN)
· · · · · · · · · · · ·
kf (xN , x1) kf (xN , x2) · · · kf (xN , xN)
 . (1.2)
En utilisant l’astuce du noyau, chaque instance d’apprentissage est donc décrite dans
un espace de dimensions N . D’après le théorème de Mercer [119], pour que la fonction
kf soit un noyau valide, il faut que la matrice K soit semi-définie positive et symé-
trique. Une fonction kf valide implique qu’il existe une fonction Φ dont l’ensemble
d’arrivée correspond à l’espace transformé Rf .
N’importe quel classifieur (linéaire ou non) peut apprendre à partir de la matrice K
et des étiquettes Y. Cependant, le séparateur à vastes marges (SVM) est le classifieur
le plus utilisé en combinaison avec la méthode du noyau [119, 16, 21, 22, 29]. Ce choix
peut être justifié par le faible coût de calcul de la matrice K [18]. En effet, le SVM
[131] cherche l’hyperplan qui maximise la marge entre les classes. La marge ici est la
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distance entre l’hyperplan de séparation et les instances les plus proches. Les instances
situées sur la marge (les instances de support) sont les seules qui interviennent dans la
classification. Ce faisant, la taille de la matrice du noyau K est réduite (la taille de la
matrice change de N au nombre d’instances support). Par contre, ce nombre augmente
avec la taille des données d’apprentissage. Dans le même ordre que le SVM avec noyau,
Zhu et al. [142] ont proposé une méthode appelée import vector machine (IVM) et
l’ont employé en combinaison avec la régression logistique. Cette méthode donne une
matrice du noyau de taille inférieure à celle obtenue avec le SVM. La décomposition
spectrale est également appliquée pour réduire le coût lié à l’utilisation de la matrice
du noyau [117]. Cependant, cette décomposition peut amener à une perte du pouvoir
discriminatoire de la matrice K [107]. Lorsque les données proviennent de différentes
sources, l’utilisation d’un seul noyau peut être inefficace. Afin d’aller au-delà de cette
limite, la combinaison de noyaux a été introduite (une fonction noyau par source)
[60, 79]. Ainsi, différents noyaux peuvent être combinés linéairement ou non. Pour
plus de détails sur la combinaison des noyaux, le lecteur peut se référer à la revue de
littérature proposée par Motai et al. [96].
En résumé, la méthode du noyau est une manière d’aborder le problème de la
classification non linéaire de données. L’approche la plus utilisée est l’astuce du noyau
qui ne nécessite pas le calcul explicite des coordonnées dans l’espace transformé.
Cependant, l’utilisation de l’astuce du noyau est dépendent du nombre de données
d’apprentissage. Ceci conduit à un calcul excessif lorsque nous sommes en présence
d’une grande collection de données [119, 79]. Un autre inconvénient de l’astuce du
noyau est le besoin de toutes les données d’apprentissage pour la prédiction de la classe
d’une nouvelle instance. Par exemple, une nouvelle instance xnew est décrite par le
vecteur (kf (xnew, x1) , · · · , · · · , kf (xnew, xN))T . De plus, l’utilisation de l’astuce du
noyau rend difficile la compréhension de l’impact qu’ont les caractéristiques de départ
sur la décision du classifieur [10].
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1.2 Réseaux de neurones artificiels (RNA)
Dans la section précédente, nous avons présenté la méthode du noyau. Cette der-
nière transforme les données d’entrée en des données ayant de très grandes dimensions.
Dans cette section, nous présentons les réseaux de neurones artificiels (RNA) utilisés
avec succès pour la classification non linéaire des données [67, 112, 63, 33, 62]. Dans
la formulation des RNA, la dimension des données d’entrée reste fixe. Les RNA ont
en général, une structure stratifiée qui peut être décomposée en trois parties :
• une couche d’entrée incorporant les données ;
• une ou plusieurs couche(s) cachée(s) souvent constituée(s) d’un ensemble de
fonctions d’activation. Ces dernières capturent la structure non linéaire des don-
nées ;
• une couche de sortie qui donne le résultat désiré (étiquette ou probabilité).
Les RNA sont aussi vus comme un ensemble interconnecté d’unités appelées neurones.
Lorsque plusieurs couches cachées sont utilisées, on parle de RNA profonds [13]. Plu-
sieurs types de RNA peuvent être appliqués pour la classification des données [4]. Nous
présentons ici deux des plus utilisés et étudiés : le perceptron multicouche (MLP) et
les réseaux de neurones convolutionnel (CNN).
Le classifieur MLP possède généralement une seule couche cachée (Fig. 1.2) et est
décrit par les équations suivantes [16] :
















où Ω(1)ji et Ω
(1)
j0 sont respectivement les poids et les biais liant la première et la se-
conde couche. Les poids Ω(2)cj et les biais Ω
(2)
c0 lient la couche cachée à celle de sortie.













avec j = 1 · · ·M , i = 1 · · ·D et c = 1 · · ·C. La ième composante de
l’instance xn est xn,i. Dans la littérature, h (.) est appelé fonction d’activation et est
souvent une sigmoïde. Elle sert à activer les unités cachées. Chaque unité cachée reçoit
une somme pondérée des sorties de la couche précédente. La couche de sortie suit le
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figure 1.2 – Architecture du MLP. Les cercles représentent les neurones (unités) et
les arcs les connections entres ces derniers. Les cercles en rouge sont les unités de la
couche cachée et les cercles pleins sont des biais. Les unités de la couche de sortie
sont représentées par les cercles hachurés.
même principe que les couches précédentes à l’exception de la fonction d’activation
qui est notée ici f . Dans le cas de la classification, la fonction f (.) est choisie comme






où C est le nombre de classes, c désigne une classe donnée et θc =
M∑
j=1
Ω(2)cj zj + Ω
(2)
c0 .
L’algorithme standard pour l’apprentissage du classfieur MLP est la rétropropaga-
tion (RP). Cependant, l’algorithme RP converge lentement et a besoin d’une grande
quantité de données afin d’obtenir de bons scores. Plusieurs travaux se sont penchés
sur l’amélioration des performances de l’algorithme RP [99, 132, 34, 67]. D’autres
travaux ont changé à la fois la fonction d’action d’activation h et la procédure d’ap-
prentissage [122, 72, 140]. Par exemple, lorsque la fonction d’activation utilisée dans
la couche cachée est une fonction noyau RBF (voir section précédente), on obtient le
réseau RBF (RBFN) [72]. Par contre pour le réseau RBF, la fonction f est choisie
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comme la fonction identité.
figure 1.3 – Organisation des neurones au niveau des couches d’un réseau CNN.
Les réseaux de neurones convolutionnels (CNN) sont un sous-groupe des RNA
profonds. Ils sont utilisés dans de nombreuses applications notamment le traitement
d’images [124, 50, 121, 40] et le traitement de documents [80, 62]. Dans un réseau
CNN, les neurones sont organisés au niveau de chaque couche sous forme d’un volume
(voir 1.3). Chaque couche est donc représentée par un tenseur d’ordre trois. Par
exemple, si l’entrée du réseau CNN est une image couleur, chaque pixel est associé
à un neurone. La couche d’entrée dans ce cas est représentée par un tenseur à trois
dimensions de forme [largeur, hauteur, nombre de canaux]. Les différents types de
couches utilisés sont : couche de convolution, couche de réduction de dimensions
(pooling layer) et couche entièrement connectée (Fully Connected Layer). Ces couches
peuvent être empilées les unes après les autres. La figure 1.4 illustre l’architecture
d’un réseau CNN nommé VGG16 [120]. Au niveau de la couche de convolution, on
effectue un produit de convolution entre la sortie de la couche précédente et un filtre
de taille prédéfinie. Les coefficients du filtre sont déterminés à travers l’algorithme
d’apprentissage. Généralement, une fonction d’activation non linéaire nommée RELU
(Rectified Linear Unit) est appliquée au résultat de la convolution. La fonction RELU
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est définie comme suit :
RELU(z) = max(0, z),
figure 1.4 – Architecture d’un réseau de neurones convolutionnel.
où z est la sortie d’une couche de convolution. La fonction RELU a une sortie
linéaire si l’entrée est positive et nulle si non. Elle est utilisée à la place de la sigmoïde
afin d’accélérer l’apprentissage et de réduire la saturation des neurones. En effet,
avec la sigmoïde comme fonction d’activation, le gradient est presque nul au fur et
à mesure qu’on s’éloigne de la couche de sortie. Ce problème est connu sous le nom
de «disparition du gradient» et provoque la lenteur de l’apprentissage ou son arrêt
[103]. Différentes stratégies de pooling sont utilisées afin de réduire la dimension des
sorties tout en préservant les caractéristiques pertinentes [115]. Le max pooling est la
stratégie la plus utilisée et consiste à sélectionner la valeur maximale dans une fenêtre
de pooling. Elle s’est avérée empiriquement plus performante que les autres stratégies
[115, 123].
L’un des principaux avantages de l’utilisation des RNA est le fait que la phase
d’extraction des caractéristiques peut se faire au travers des couches du réseau. En
particulier dans le cas des réseaux profonds, l’utilisateur n’a pas besoin de définir
une procédure d’extraction de caractéristiques avant d’effectuer la classification. Par
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contre, il y a un nombre considérable de paramètres à estimer. Par exemple, le réseau
Alexnet [77] contient 60 millions de paramètres à estimer tandis que VGG16 en a 138
millions. Néanmoins, plusieurs travaux ont entrepris de compresser les RNA profonds
(CNN en particulier) afin de réduire leur taille. Plusieurs méthodes de compression
des RNA sont présentées par Cheng et al. [41]. Néanmoins, malgré leurs avantages,
ils présentent un certain nombre d’inconvénients. En général, la forte interconnexion
entre les unités d’un RNA conduit à un modèle à boîte noire (black box). En effet, il
est presque impossible d’établir une relation de cause à effet concernant une décision
prise par un RNA. Lorsqu’une erreur inattendue survient, il est souvent difficile de
comprendre comment cette dernière est apparue. Pour des décisions importantes, le
concepteur d’un RNA a très peu de connaissances théoriques disponibles. Il existe
des tentatives d’interprétation des RNA, mais elles sont peu résistantes à une légère
perturbation des données d’entrée [58]. De plus, les RNA ont besoin d’une quantité
massive de données ce qui augmente considérablement le temps d’apprentissage. En
général, un ensemble de validation est également utilisé afin de trouver la configuration
appropriée pour les RNA et de réduire le risque de surapprentissage.
1.3 Pondération de classifieur(s)
Les classifieurs linéaires sont construits pour assigner des étiquettes aux données
en se basant sur une fonction discriminative linéaire. Malheureusement, dans plu-
sieurs cas, les données ne peuvent pas être discriminées par des hyperplans. Dans la
première section, nous avons brièvement présenté la méthode du noyau qui applique
une transformation sur les données. Nous avons également présenté les avantages et
limites d’une telle méthode. La même démarche a été adoptée dans la seconde section
en ce qui concerne les RNA. Le principal inconvénient des RNA est leur fonctionne-
ment en boîte noire. Ainsi, il est difficile d’établir un lien entre les caractéristiques
de départ et les décisions prises par les RNA. Dans cette section, nous présentons
une autre manière de faire de la classification non linéaire à savoir la pondération de
classifieur(s). Cette dernière ne nécessite pas de décrire les données dans un espace
de très grandes dimensions comme c’est le cas avec la méthode du noyau. De plus,
elle offre une relative facilité explicative comparée aux RNA. En effet, en utilisant
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des classifieurs linéaires à travers les différents schémas de pondération, nous pouvons
expliquer localement les prédictions effectuées.
1.3.1 Pondération d’un classifieur
L’idée est d’entraîner un classifieur C` (souvent linéaire) à l’aide de différents sous-
ensembles d’apprentissage. L’apprentissage est différé jusqu’à l’arrivée d’une nouvelle
instance xq (instance requête) pour laquelle il faut prédire la classe. Le sous-ensemble
d’apprentissage est sélectionné dans le voisinage de l’instance requête à l’aide d’une
fonction de pondération π(xn). Cette dernière décrit l’importance de l’instance d’ap-
prentissage xn. Cette pondération est faible lorsque l’instance requête xq est éloignée
de xn. Une fois que tous les poids des instances d’apprentissage sont calculés, une
version pondérée du classifieur C` est entraînée. Cette classification est non linéaire,
car les poids {π(xn)}Nn=1 changent avec chaque nouvelle instance xq. Cette manière
d’apprendre est appelée apprentissage pondéré local ou Locally Weighted Learning
(LWL) en anglais. Deng [47, chap 4] a utilisé une régression logistique comme classi-
fieur et la fonction π(xn) est basée sur la distance euclidienne. Frank et al. [54] ont
dans un premier temps trouvé les K plus proches voisins de l’instance requête xq.










si dn < dK
0 si non
,
où dK est la distance euclidienne entre xq et son K − ème plus proche voisin et dn la
distance euclidienne entre xq et l’instance xn. Un classifieur Bayes naïf pondéré est
construit par la suite à l’aide des poids calculés. Une approche similaire a été proposée
par Bevilacqua et al. [15]. Par contre, le classifieur utilisé est l’analyse discriminante
basée sur les moindres carrées partielles ou partial least squares-discriminant analysis
en anglais (PLS-DA). L’avantage principal de l’apprentissage pondéré local est le fait
que la construction du classifieur prend en compte l’instance requête [3]. Par contre,
un algorithme complexe d’apprentissage augmentera le temps de traitement d’une
requête.
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1.3.2 Pondération de plusieurs classifieurs
Les approches basées sur l’utilisation de plusieurs classifieurs sont connus sous le
nom de méthodes d’ensemble [134, 43]. Ces dernières sont généralement utilisées pour
résoudre une tâche complexe de classification à partir d’un ensemble de classifieurs
«faibles». Un classifieur est qualifié de faible lorsqu’il obtient une grande erreur de
prédiction pour une tâche de classification donnée. Nous parlons de tâche complexe
de classification, lorsqu’un classifieur linéaire ne peut être utilisé pour séparer les
données. Soit E = {C`1, · · · , C`K} un ensemble de K classifieurs et l’ensemble d’ap-
prentissage D = {D1, · · · ,DK} où Di est un sous-ensemble d’apprentissage. L’ob-
jectif est d’obtenir la sortie de l’ensemble E en combinant par pondération la sortie
des classifieurs C`i. Ces derniers peuvent avoir pour sortie un ensemble de probabi-
lités p(y|C`i, x) = {p(y = 1|C`i, x), · · · , p(y = C|C`i, x)} ou une étiquette ŷ(i). Il est
possible d’obtenir l’étiquette ŷ(i) à partir de p(y|C`i, x) :
ŷ(i) = argmaxc∈{1,··· ,C} p(y = c|C`i, x).
Lorsque les sorties des classifieurs C`i sont des étiquettes, leur combinaison est donnée
par :




où πi est un poids donnant l’importance relative du classifieur C`i et 1(c=ŷ(i)) est égale
à 1 si ŷ(i) = c et 0 sinon. Lorsque les sorties sont des probabilités, nous avons :
p(y = c|E , x) ∝
K∑
i=1
πi p(y = c|C`i, x). (1.6)
Selon la définition de πi nous pouvons dégager les règles de combinaisons suivantes :
1. Vote de la majorité : πi = 1 pour i = 1 · · · , K
2. Vote de la moyenne : πi = 1/K pour i = 1 · · · , K
3. Vote pondéré : πi est défini à partir de l’estimation du score de classification du
classifieur C`i
4. Sélection : seul un nombre K∗ < K de poids πi ont une valeur non nulle. Dans
ce cas, l’estimation des poids se fait durant la phase de test.
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Dans une méthode d’ensemble, il est nécessaire que les classifieurs C`i soit diver-
sifiés [43]. En d’autres termes, chaque classifieur de l’ensemble doit avoir des sorties
globalement différentes de celles des autres. Cette diversification peut se faire en uti-
lisant soit :
1. différents types de classifieurs (ex. régression logistique, SVM et MLP).
2. le même type de classifieurs, mais avec différentes configurations (ex. SVM avec
différents noyaux ou MLP ayant différents nombres d’unités cachées).
3. le même type de classifieurs mais entraîné sur différents sous-ensembles d’ap-
prentissage Di pour i = 1, · · · , K.
Ces trois stratégies de diversification des classifieurs peuvent être combinées.
Ensemble hétérogène de classifieurs
L’ensemble E est dit hétérogène lorsque les classifieurs C`i respectent au moins
l’une des deux premières règles de diversification énumérées précédemment. Essen-
tiellement dans le cas d’un ensemble hétérogène, l’objectif est de trouver les poids πi.
À cet effet, chacune des quatre règles de combinaison citées plus haut peut être utili-
sée. Par exemple, Li et al. [83] ont créé un ensemble composé de K classifieurs (arbre
C4.5 et K plus proches voisins). Ensuite lors de la prédiction, un sous-ensemble K∗
de classifieurs est sélectionné. Ce sous-ensemble est pondéré à l’aide d’une mesure de
confiance estimée pour chaque classifieur. Dans le cas des méthodes d’ensemble hété-
rogènes, le lecteur peut se référer à une récente revue traitant de différentes techniques
de combinaison [43].
Ensemble homogène de classifieurs
L’ensemble E est dit homogène lorsque les classifieurs C`i sont identiques (même
type et même configuration). On cherche donc à diversifier les classifieurs entre eux
ainsi qu’à trouver la bonne stratégie pour les combiner. La diversification se fait en
général en utilisant la troisième stratégie mentionnée ci-dessus. Les sous-ensembles
Di sont soit connus à l’avance [126], soit ils doivent être construits [31, 114, 108].
Dans le premier cas, l’ensemble d’apprentissage D est formé par K sous-ensembles
Di provenant de diverses sources. Dans le second cas, les sous-ensembles Di peuvent
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être sélectionnés soit aléatoirement [31], soit par apprentissage non supervisé [108]
ou par pondération des instances d’apprentissage [114]. Les classifieurs C`i peuvent
être entraînés séquentiellement ou indépendamment. Par exemple, pour les méthodes
de type boosting notamment Adaboost, le premier classifieur C`1 de la séquence est
entraîné sur l’ensemble D [55, 56, 114, 68, 141]. Les classifieurs {C`i}i>1 restants sont
pondérés à l’aide d’un coefficient dépendant des erreurs du classifieur précédent C`i−1.
La sortie finale de la méthode Adaboost est obtenue à l’aide de la troisième règle de
combinaison mentionnée plus haut. Les méthodes comme le bagging [31] et le ran-
dom subspace [65] entraînent les classifieurs indépendamment et utilisent le vote de la
majorité pour le résultat final. Il est aussi possible d’utiliser un algorithme d’appren-
tissage pour estimer les poids πi. Cevikalp et al. [36] ont utilisé une somme convexe
de classifieurs MLP sur un sous-ensemble de données. Ce dernier est sélectionné à
l’aide des plus proches voisins de la nouvelle instance à classifier. La diversité des
classifieurs est produite par la méthode Adaboost. Par contre, les poids utilisés au
sein de la somme convexe sont déterminés à l’aide d’un modèle quadratique. Une
autre approche connue est le mélange d’experts [70] où les classifieurs sont entraînés
de manière à encourager la coopération entre eux. Nous présenterons cette méthode
dans la section suivante.
1.3.3 Mélange d’experts
Le mélange d’experts (ME) [70] est une méthode d’ensemble qui consiste à diviser
une tâche complexe de classification (ou de régression) en K sous-tâches identifiées
par des régions. Une sous-tâche ici représente une tâche de classification réalisé à par-
tir d’un sous-ensemble de l’ensemble d’apprentissage D. Chaque sous-ensemble est
délimité dans l’espace par des hyperplans décrits par une fonction paramétrique π(x)
ayant K sorties {πi(x)}Ki=1. Chaque sous-ensemble Di est affecté à un classifieur pro-
babiliste p(y|C`i, x). La fonction π(x) et les classifieurs sont respectivement appelés
fonction de sélection et experts. Dans le modèle ME, les experts sont des régressions
logistiques. La fonction de sélection π(x) sert à définir la région de compétence de
chaque expert de même que le sous-ensemble qui leur est assignée. La fonction de
sélection π(x) donne également la probabilité d’appartenance d’un exemple x à une
18
1.4. Conclusion
région donnée. Le mélange d’experts fait partie de la catégorie des ensembles homo-
gènes de classifieurs mais diffère des méthodes présentées précédemment. Ici, le poids
du ième expert varie en fonction de l’exemple x et est donné par πi(x). De plus, la
sélection des sous-ensembles d’apprentissage et l’apprentissage se font de façon itéra-
tive. À chaque itération, les performances des experts lors de l’itération précédente
servent à définir leur nouvelle région de compétence. Ainsi, le long des itérations, les
experts coopèrent entre eux afin d’obtenir une meilleure performance.
Plusieurs alternatives au mélange d’experts ont été proposées [94, 1, 74]. L’une
de ces alternatives consiste à modéliser la fonction de sélection par un modèle non
linéaire basé sur la gaussienne [135, 110, 94] ou sur les réseaux de neurones [94, 1] ou
encore sur les modèles de Markov caché [137]. Une autre alternative revient à effectuer
une division récursive de l’espace ce qui donne dans ce cas le modèle appelé mélange
hiérarchique d’experts (HME) [74]. Pour un modèle HME à L niveaux, cette division





de fonctions de sélection. Dans
ce cas, les sorties des experts sont hiérarchiquement combinées à l’aide des fonctions
π(l)(x). Au mieux de nos connaissances, les fonctions de sélection au sein du modèle
HME n’ont été modélisées qu’avec un modèle linéaire (division récursive de l’espace
par des hyperplans). L’expression mathématique du modèle HME sera détaillée dans
le chapitre 2.
1.4 Conclusion
Dans ce chapitre, nous avons présenté différentes méthodes utilisées pour la clas-
sification non linéaire des données. À travers l’analyse de ces méthodes, nous avons
pu ressortir les propriétés suivantes (tab. 1.1) :
• Fonctionnement : la méthode de classification prends elle en compte la structure
locale des données ?
• Nombre de paramètres : il s’agit du nombre de paramètres à estimer. Plus il y
a de paramètres plus le temps d’apprentissage augmente.
• Taille de l’ensemble d’apprentissage : ceci fait référence au nombre d’observa-
tions requis par le classifieur lors de l’apprentissage.
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• Temps d’apprentissage : le temps nécessaire à un classifieur pour apprendre.
Un temps d’apprentissage moyen corresponds à quelques centaines de secondes
tandis qu’un long temps peut aller à des semaines.
• Vitesse de prédiction : le temps mis par le classifieur pour prédire la classe d’une
nouvelle instance.
• Utilisation de la distance : ceci nous indique si une quelconque distance est
utilisé dans le processus d’apprentissage. Si tel est le cas, il faudra choisir une
distance appropriée (euclidienne, mahalanobis, etc) ce qui n’est pas évident.
• Caractère explicatif : est ce que le classifieur retourne des résultats qui peuvent
être facilement interprétés ? Le caractère explicatif est faible lorsqu’il est difficile
de comprendre les décisions prises par le classifieur.
À partir de la lecture du tableau 1.1, nous notons que les méthodes comme celle
du noyau et les RNA traitent les données comme un ensemble homogène sans s’inté-
resser à leur structure locale. Pour la méthode du noyau, le nombre de paramètres à
estimer augmente avec la quantité de données. Par contre, pour les RNA le nombre
de paramètres peut aller de quelques dizaines (pour les structures simples) à des cen-
taines de millions. Ceci justifie par ailleurs le temps d’apprentissage très long des RNA
(parfois plusieurs semaines). De plus, les RNA nécessitent en général un nombre élevé
de données d’apprentissage et ont un caractère explicatif faible. La pondération de
plusieurs classifieurs regroupe un ensemble de méthodes qui diffèrent entre elles, tant
par la méthode de combinaison que par le type de classifieurs utilisé. Par exemple
le choix de classifieurs linéaires réduira le temps d’apprentissage, augmentera la vi-
tesse de prédiction et améliorera le caractère explicatif. Ce qui est le cas du mélange
d’experts. Les travaux de cette thèse se basent sur le paradigme du mélange hiérar-
chique d’experts. Rappelons que dans le cadre du mélange hiérarchique d’experts,
les fonctions de sélection sont modélisées par des modèles linéaires. Ce choix donne
peu de flexibilité en ce qui concerne la définition des régions d’expertises. Dans cette
thèse, nous nous intéressons à la réduction du nombre d’experts utilisés de même qu’à
l’amélioration des prédictions. À cet effet, dans le prochain chapitre, nous proposons











































































comment utiliser peu de ressources
tout en gardant des performances
élevées ?
Afin de résoudre une tâche complexe au sein d’une entreprise, les ressources hu-
maines sont souvent amenées à mettre en place une équipe d’experts. Il est souvent
nécessaire de choisir un nombre restreint d’experts tout en garantissant des perfor-
mances élevées. Il existe plusieurs motivations derrière la réduction du nombre d’ex-
perts telles que le coût financier, les outils disponibles (ex. licences de logiciels) et
la durée de formation de ces experts. Pour mettre en œuvre la réduction du nombre
d’experts, un ensemble de superviseurs et d’experts sont sélectionnés. Les supervi-
seurs sont organisés de sorte qu’ils puissent attribuer efficacement une sous-tâche
précise à chaque expert. Dans le contexte d’une tâche de classification des données
par le modèle HME (voir section 1.3.3), un expert et un superviseur représentent res-
pectivement un classifieur et une fonction de sélection. Affecter une sous-tâche à un
expert est équivalent à sélectionner un sous-ensemble d’apprentissage à partir duquel
un classifieur sera construit. Réduire le nombre d’experts à travers le paradigme du
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modèle HME revient à : 1) la sélection d’un nombre adéquat d’experts en utilisant des
méthodes d’apprentissage, 2) choisir un ensemble approprié de fonctions de sélection,
3) organiser efficacement les experts et les fonctions de sélection.
Il a été montré que la division hiérarchique de l’espace des données par le modèle
HME contribue à une meilleure répartition des sous-tâches entre les experts [111].
Cependant, plus le nombre de niveaux augmente dans la hiérarchie, plus il y a de
paramètres à estimer et plus le temps d’apprentissage augmente. Xu et al. [135] ont
proposé comme alternative au HME, un modèle de mélange sans hiérarchie où la
fonction de sélection est basée sur la gaussienne. Avec ce modèle, le temps d’appren-
tissage peut être réduit tout ayant une meilleure généralisation comparé au modèle
HME [111, 95]. De plus, il a été noté qu’avec ce modèle alternatif, on peut utiliser
moins d’experts que HME [110]. Le nombre d’experts utilisé dépend donc de la ma-
nière dont l’espace des données est divisé. Cependant, les précédents travaux se sont
limités à un modèle sans structure hiérarchique lorsque les fonctions de sélection sont
modélisées par des modèles non linéaires [95, 118, 1].
Dans ce chapitre, nous proposons un modèle général suivant le même paradigme
que le modèle HME mais qui permet l’utilisation de modèles non linéaires pour mo-
déliser les fonctions de sélection. Le but est de garder l’avantage de la structure
hiérarchique [111] de même que celui de la division non linéaire de l’espace. Comme
exemples pour montrer comment réduire le nombre d’experts, nous déduisons deux
nouveaux modèles à partir du modèle général. Au travers d’expériences sur plusieurs
collections de référence, nous avons montré que ces deux modèles peuvent utiliser
peu d’experts tout en gardant une erreur de prédiction faible. Les modèles déduits
du modèle général utilisent des classifieurs linéaires comme experts. De ce fait, il est
possible d’expliquer localement les prédictions faites. Le restant de ce chapitre est
organisé en trois sections. Dans la section 2.1, nous introduisons le modèle général du
mélange hiérarchique de classifieurs discriminatifs, ses liens avec quelques modèles et
la stratégie de réduction du nombre d’experts. Dans la section 2.2, nous présentons les
algorithmes d’apprentissage de nos modèles. Finalement, les résultats expérimentaux
sont présentés dans la section 2.3.
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2.1. Modèle général du mélange hiérarchique de classifieurs
discriminatifs
2.1 Modèle général du mélange hiérarchique de
classifieurs discriminatifs
2.1.1 Modèle
Un classifieur discriminatif est défini en établissant un lien entre le vecteur x et
l’étiquette y à travers une distribution conditionnelle p(y|x,Ω) ou un score Conf(y|x,Ω)
contrôlé par un ensemble de paramètres Ω. Soit le problème de classification illustré
à la figure 2.1 où les données sont réparties en deux classes («o» en bleu et «∗» en
rouge). Il est évident qu’un classifieur linéaire ne peut séparer correctement ces deux
classes.








figure 2.1 – Illustration de données non linéairement séparables.
Nous pouvons cependant, diviser l’espace des données en quatre régions délimitées
par les courbes en noires (Fig. 2.2a). Un ensemble de quatre classifieurs linéaires
(experts) peut être utilisé pour séparer les données présentes dans chaque région. La
frontière de décision issue de ce processus est illustrée à la figure 2.2b par la courbe en
noire. De manière générale, ce processus peut être modélisé par le mélange suivant :
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(a) Division en Régions.








(b) Frontière générée par un mélange de
4 classifieurs linéaires.
figure 2.2 – Illustration du mélange de classifieurs.















i (x) = 1
, (2.1)
où Ω est l’ensemble des paramètres, K le nombre de composantes du mélange. Les
paramètres du classifieur p(y|x,Ω(1)i ) sont représentés par Ω
(1)
i . La probabilité que
l’instance de données x se situe dans la i-ème région est donnée par π(0)i (x). Chaque
classifieur p(y|x,Ω(1)i ) discrimine les données appartenant à la ième région. La fonction







est une fonction paramétrique dé-
pendante d’un ensemble de paramètres Ω(0). Cette fonction décrit les limites spatiales
de chaque région (Fig. 2.2a).
Pour le problème illustré dans la figure 2.1, il est également possible de diviser
l’espace récursivement. Dans un premier temps, on effectue une division de l’espace
en deux régions délimitées par la courbe noire (Fig. 2.3a). Ensuite, chaque région est
divisée en deux sous-régions (Fig. 2.3b). Les quatre classifieurs utilisés précédemment
peuvent alors séparer les données se trouvant dans chaque sous-région. La frontière de
décision issue de ce processus est illustrée à la figure 2.3c par la courbe en noire. Dans




peut être exprimé à son tour sous la forme d’un
mélange :
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(a) Division en régions.
(b) Division en sous-régions.








(c) Frontière générée par un mélange
hiérarchique de 4 classifieurs.




















j|i (x) = 1
, (2.2)
où Mi désigne le nombre de sous-régions associées à la région indexée par i. Pour une
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hiérarchie à deux niveaux, le classifieur final p (y|x, Ω) peut s’écrire comme suit :

















i (x) ≥ 0; π
(1)











j|i (x) = 1
, (2.3)
où les nombres K et {Mi}Ki=1 sont dépendants des données, du choix des classifieurs
p(y|x,Ω(2)ij ) et de l’ensemble des fonctions de sélection F =
{





La probabilité que l’instance x appartienne à une sous-région sachant qu’elle appar-
tient à la ième région est donnée par π(1)|i (x). La fonction π
(1)
|i (x) est contrôlée par un
ensemble de paramètres Ω(1)i et a Mi sorties. En répétant ce raisonnement sur chaque
sous-région, nous pouvons déduire un modèle hiérarchique ayant plusieurs niveaux.
Cependant, dans ce chapitre, nous nous limitons à une hiérarchie à deux niveaux
(voir figure 2.4). Ce choix a été effectué afin de réduire la complexité algorithmique.
En effet, une hiérarchie plus profonde introduira de nouveaux paramètres à estimer
(augmentation du nombre de fonctions de sélection).
Les fonctions de sélection peuvent prendre diverses formes tant que leur sortie
est une probabilité. Nous choisissons la forme suivante qui garantit les contraintes



















où ζl (x) et ϑl|i (x) sont deux fonctions paramétriques. Ainsi, la forme de π(0)i et
π
(1)
j|i dépend du choix de ζl (x) et ϑl|i (x). Nous avons nommé le modèle décrit dans
l’équation 2.3 : modèle général du mélange hiérarchique de classifieurs discriminatifs








avec i = 1 · · ·K et j = 1 · · ·Mi.
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, ( 2. 4)
o ù C est l e n o m br e d e cl ass es, Ω
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C − 1
h = 1 , θ i j h ∈ R
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Le choix de ce classifieur est motivé par le fait que les modèles linéaires sont rapides à
entraîner, faciles à implémenter et leurs prédictions sont simples à expliquer. Cepen-
dant, notre modèle peut utiliser des classifieurs plus complexes comme les réseaux de
neurones et autres (voir chapitre 3). Dans la suite de cette thèse, nous utiliserons le
terme expert pour désigner un classifieur lorsqu’il est utilisé au sein d’un mélange.
2.1.2 Relation entre HMD, le modèle HME et ses alterna-
tives
Le mélange hiérarchique d’experts [74] (HME) est un modèle discriminatif de
mélange bien connu. Les modèles HME et HMD partagent la même structure ar-
borescente (voir figure 2.4). La différence entre HME et HMD est le fait que dans
le modèle HME, les fonctions de sélection ne produisent que des hyperplans. Nous
pouvons obtenir le modèle HME à partir de l’équation 2.3 en prenant ζl(x) et ϑl|i(x)




















où ηl et νil ∈ RD+1. Une alternative au HME est appelé Localized mixture of experts
(LME) où la fonction de sélection est modélisée en se basant sur la gaussienne [135].
LME est un modèle de mélange sans hiérarchie (Eq. 2.2) et l’expression de sa fonction












αl = 1; αl > 0
, (2.6)
où g(x, µl,Σl) est la distribution gaussienne ayant pour moyenne µl et Σl comme ma-
trice de covariance. LME est équivalent au modèle HMD sans hiérarchie où ζi(x) =
ln (αi) − 12
[
(x− µi)T Σ−1i (x− µi) + ln |Σi| + D ln (2π)
]
. Lorsque des modèles plus
complexes ont été utilisés pour modéliser la fonction de sélection, les travaux précé-
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dents sur les mélanges discriminatifs n’ont aucune structure hiérarchique [95, chap
4],[138, 90, 1]. Il est à noter que la plupart des fonctions de sélection utilisées dans
les travaux précédents peuvent être définies compte tenu de l’expression donnée à ζi.
Les modèles résultants ne sont alors qu’une instance du modèle HMD.
2.1.3 Choix des fonctions de sélection
Étant donné que les fonctions de sélection sont utilisées dans notre modèle (HMD)
pour classifier les données en sous-populations, elles peuvent être modélisées soit par
une approche paramétrique [1] ou non paramétrique [118]. D’une part, un modèle pa-
ramétrique résume les données par un ensemble de paramètres (de taille fixe) qui est
indépendant du nombre d’instances d’apprentissage. L’efficacité de ce type de modèle
dépend du choix de la fonction paramétrique. Pour avoir de meilleurs scores, il est
possible d’utiliser une fonction plus flexible (ex. RNA [1]) et obtenir par ce même fait
un modèle peu explicatif. Il y a donc un compromis entre flexibilité de la fonction
paramétrique et la capacité à expliquer les décisions de cette dernière (fonctionne-
ment en boîte noire). D’autre part, dans un modèle non paramétrique, le nombre
de paramètres est lié au nombre d’instances d’apprentissage. Les modèles non para-
métriques sont plus flexibles que les paramétriques. Cependant, l’entraînement des
modèles non-paramétriques est lent. Par conséquent, afin de réduire le temps d’ap-
prentissage, nous avons choisi une approche paramétrique pour modéliser les fonctions
de sélection. Une stratégie qui peut être appliquée pour disposer ces fonctions dans
la structure du modèle HMD consiste à modéliser les données par un mélange hété-
rogène de distributions [49]. Dans ce cas, une procédure similaire à celle appliquée
par El-Zaart et al. [49] peut être utilisée pour sélectionner chacune des distributions.
Les fonctions de sélection sont alors choisies comme étant la probabilité a posteriori
d’appartenir à une région. Afin de simplifier nos calculs, nous nous sommes limités
au cas particulier du mélange homogène de distributions.
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Considérons la fonction de sélection utilisée dans le modèle LME (Eq. 2.6), elle




























ln (αl)− 12µTl Σ
−1
l µl + µTl Σ−1l x
) . (2.7)
En définissant ai = µTi Σ−1i et bi = ln (αi)− 12µ
T


























où ηl = (al, bl)T . En supposant que Σi = Σ, ∀i = 1 · · ·K, le terme quadratique
xTΣ−1l x est éliminé. Dans ce cas, l’expression de π
(0)
i (x) dans l’équation 2.8 est équi-
valent à celle définie à l’équation 2.5. Les fonctions de sélection formées à partir de
la gaussienne décrivent donc une frontière linéaire lorsque les données présentes dans
les régions partagent les mêmes covariances. En revanche, une frontière incurvée est
décrite lorsque les régions ont des covariances différentes (voir Fig. 2.5). Partant de
ces faits, nous déduisons deux exemples montrant que le choix approprié de la fonc-
tion de sélection peut permettre de réduire le nombre d’experts utilisés. Le premier
choix consiste à utiliser différents types de fonctions de sélection à chaque niveau de
la hiérarchie du modèle HMD. Quant au second choix, le même type de fonctions de
sélection est utilisé à tous les niveaux. Au travers d’expériences, nous verrons lequel
des deux exemples est efficace. Ce même principe peut être appliqué à un modèle
HMD ayant plus de deux niveaux.
Ensemble hétérogène des fonctions de sélection
L’ensemble F des fonctions de sélection est dite hétérogène lorsqu’il est composé de
fonctions ayant différentes formes. À titre d’exemple, la forme prise par les fonctions de
sélection du premier niveau est différente de celle prise par les fonctions de sélection du








peuvent avoir différentes covariances. Nous choisissons donc
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(a) Régions avec différentes matrices
de covariance.











(b) Régions partageant la même matrice
de covariance.
figure 2.5 – Illustration des frontières décrites par les fonctions de sélection basées
sur la gaussienne.
l’expression donnée par l’équation 2.6 pour la fonction de sélection du premier niveau.
En effet, en utilisant cette forme de fonction, les experts se spécialisent sur des régions
moins étendues ce qui leur permet d’être plus efficaces [110]. Par contre, au second
niveau, vu que les données présentes dans chaque région représentent des tâches de
classification moins complexes, nous supposons que les données présentes dans les
sous-régions partagent une même covariance. Dans ce cas afin d’éviter l’estimation de











; i = 1 · · ·K; j = 1 · · ·Mi, (2.9)
où δij ∈ RD+1. Nous appelons ce premier exemple HMD1.
Ensemble homogène des fonctions de sélection
L’ensemble F des fonctions de sélection est dite homogène lorsqu’il est composé
de fonctions ayant les mêmes formes. Dans la littérature des mélanges discriminatifs,
plusieurs fonctions de sélection décrivant des frontières non linéaires ont été utilisées.
Nous pouvons citer comme fonctions, celles basées sur la gaussienne [135, 110, 94] et
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les réseaux de neurones [94, 1]. Au meilleur de nos connaissances, ces fonctions ont
été uniquement utilisées dans des modèles de mélange n’ayant aucune structure hié-
rarchique. Le modèle HMD permet d’étendre, par exemple, l’utilisation de la fonction
de sélection basée sur la gaussienne à tous les niveaux de la hiérarchie. Contrairement
au premier exemple, nous voulons prendre en compte la possibilité que les données
présentes dans les sous-régions aient également différentes covariances. Ce second
exemple est appelé HMD2. En suivant la notation adoptée dans la section 2.1.2, pour












βil = 1; βil > 0.
(2.10)
Dans un souci de simplicité, nous choisissons ici σij comme une matrice diagonale.
La fonction de sélection π(0) (x) garde la même expression définie pour le premier
exemple (HMD1).
2.2 Estimation des paramètres via le maximum de
vraisemblance
Soit Obs = {X, Y} l’ensemble des données observées où X = {x1, · · · , xN} ∈
RD×N est un ensemble de vecteurs indépendants et identiquement distribués et Y =
(y1, · · · , yN)T ∈ RN leurs étiquettes. Le nombre d’observations est noté N . Étant
donné que notre modèle général (Eq. 2.3) est un modèle de mélange, l’algorithme EM
(Espérance - Maximisation) [46] peut être utilisé pour le processus d’apprentissage. Il
est utile de rappeler que l’algorithme EM est itératif et est composé de deux phases :
le calcul de l’espérance suivi de la maximisation de cette dernière. Soit L la log-



















2.2. Estimation des paramètres via le maximum de vraisemblance
Conformément à la littérature de l’algorithme EM, nous introduisons un ensemble de
variables aléatoires binaires «cachées» : z(0)n,i et z
(1)
n,j|i respectivement pour le premier
et le second niveau du modèle HMD. Si xn appartient à la i‘eme région alors z(0)n,i = 1
et 0, si non. Étant donné la région i, si xn appartient à la sous-région j alors z(1)n,j|i = 1




































































































où Ω(t) représente les paramètres à la t− ème itération. L’espérance respective de z(0)n,i
















yn | xn,Ω, z(0)n,i = 1
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L’équation 2.13 peut être séparée en trois parties indépendantes. Ceci permet d’esti-
mer séparément les paramètres des fonctions de sélection et des experts Les équations
suivantes donnent les opérations d’optimisation à effectuer lors de la seconde phase
















































yn = c|xn, Ω(2)ij
))
, (2.18)
où Ω(t+1) = {Ω(l)(t+1)}2l=0 sont les paramètres à la (t + 1) − ème itération. La variable
binaire notée vn,c indique si l’instance xn appartient ou non à la classe c. Dépen-
demment des expressions de π(0)i (xn), π
(1)
j|i (xn) et p
(
yn = c|xn, Ω(2)ij
)
, ces opérations
d’optimisation peuvent être non linéaires.
2.2.1 Estimation des paramètres pour le modèle HMD1





l’expression de π(0)i (xn) (Eq. 2.6) dans l’équation 2.16, nous serons amenés à résoudre
un problème d’optimisation non linéaire.
Pour alléger cette charge de calcul, nous appliquons l’algorithme EM sur la proba-
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bilité jointe p(yn| xn,Ω)p(xn|Ω) où p(xn|Ω) =
K∑
l=1
αlgl(xn, µl,Σl) [135, 94]. Ceci revient
à remplacer l’expression de π(0)i (xn) dans les équations 2.11 à 2.16 par αigi(xn, µi,Σi).
Une fois cette substitution faite, nous pouvons estimer Ω(0) avec les équations sui-





































En substituant les expressions définies aux équations 2.4 et 2.9 dans les équations
2.17 et 2.18, nous pouvons estimer les paramètres δij et θijc. Ceci peut se faire par un






























n,j|i [vcn − p (yn = c|xn; θij)] x̃n,
i ∈ {1 · · · K} , j ∈ {1 · · · Mi}
(2.21)
où x̃n = (1, xn)T . L’algorithme (2.1) résume la procédure d’apprentissage du modèle
HMD1.
2.2.2 Estimation des paramètres pour le modèle HMD2
Pour le modèle HMD2, Ω(0) = {αi, µi,Σi}Ki=1 et Ω(1) = {βij, ξij, σij}
KMi
ij=11. Les
expressions de la fonction π(0) (xn) et du gradient par rapport à θijc sont identiques
à celles des équations (2.19) et (2.21). Les fonctions π(1)|i (xn) tels que définis dans
l’équation (2.10) peut être re-écrites sous la forme :
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Algorithme 2.1 Pseudo-code pour l’apprentissage du modèle HMD1
Données : X = {x1, · · · , xN} ∈ RD×N , Y = (y1, · · · , yN)T ∈ RN , K, Mi et C.
Résultats : Retourne argmaxc∈{1,··· ,C} p(y = c|Ω, x) pour une instance x.
1. Initialisation :
(a) Estimer les paramètres {µi,Σi}Ki=1 avec l’algorithme K-means.
(b) Choisir aléatoirement les paramètres {αi}Ki=1 et les normaliser.
(c) Choisir aléatoirement les paramètres {δij}KMiij=11 et {θijc}
KMiC
ijc=111 .




via les équations 2.13 à 2.15.
3. M-step : Estimer Ω(t+1) via les équations 2.17 à 2.21.









où ηij = ln (βij)− 12
[
(xn − ξij)T σ−1ij (xn − ξij)+ln |σij|+D ln (2π)
]
. Pour s’assurer que













. En remplaçant ces expressions dans l’équation (2.17), les paramètres
de π(1)j|i (xn) peuvent être estimés avec un algorithme d’optimisation non linéaire et les
gradients par rapport à β ′ij, ξijd et σ
′
ijd sont donnés par :
















































L’indice d désigne la d − ème dimension des données. L’algorithme (2.2) résume la
procédure d’apprentissage du modèle HMD2.
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Algorithme 2.2 Pseudo-code pour l’apprentissage du modèle HMD2
Données : X = {x1, · · · , xN} ∈ RD×N , Y = (y1, · · · , yN)T ∈ RN , K, Mi et C.
Résultats : Retourne argmaxc∈{1,··· ,C} p(y = c|Ω, x) pour une instance x.
1. Initialisation :
(a) Appliquer les étapes d’initialisation 1.a et 1.b de l’algorithme (2.1).
(b) Pour chaque i, choisir aléatoirement les paramètres {βij}Mij=1 et les normaliser.




(c) Choisir aléatoirement les paramètres {θijc}KMiCijc=111




via les équations 2.13 à 2.15
3. M-step : Estimer Ω(t+1) via les équations 2.17 à 2.19 et 2.21 à 2.24.
4. Répéter les étapes 2 et 3 jusqu’à convergence.
2.2.3 Comment choisir la structure de HMD?
Bien que nous pensons qu’un choix approprié des fonctions de sélection peut per-
mettre de réduire le nombre d’experts, le problème concernant le choix des valeurs
K et Mi demeure. Ceci peut être résolu soit par un choix a priori, soit en utilisant
un critère comme l’AIC (Akaike information criterion) ou par validation croisée. Les
deux dernières options deviennent coûteuses en temps de calcul au fur et à mesure
que le nombre d’experts augmente. En effet, nous devons évaluer toutes les combinai-
sons possibles de K et Mi. Une autre approche simple consiste à définir une valeur
élevée pour K et Mi et à supprimer de façon itérative les branches qui ont une faible













n,j|i/N comme étant un indicateur renseignant





Ce dernier (resp. π(1)|i ) peut être supprimé si Sij (resp. Si) est en dessous d’un certain
seuil. Ce dernier peut soit être unique pour tout les niveaux du modèle HMD soit
spécifique à chaque niveau. Le seuil peut aussi varier d’une itération à l’autre. Le
choix de la structure du modèle HMD est résumé comme suit :
1. Définir K = kmax, Mi = mmax et choisir un seuil.
2. Exécuter l’algorithme d’apprentissage du modèle HMD1 ou HMD2.
3. Supprimer les branches selon les valeurs de Si et Sij.
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4. Mettre à jour le seuil si nécessaire.
5. Répéter (2)-(4) jusqu’à la stabilité de la structure (faible variation des valeurs
K et Mi).
2.3 Résultats Expérimentaux
Pour évaluer les performances de nos modèles (HMD1 et HMD2), nous avons
considéré douze collections de données provenant du répertoire UCI et IDA [84]. Le
choix de ces collections est basé sur le fait que les classifieurs linéaires ne peuvent pas
distinguer correctement les classes. Le tableau 2.1 résume les principales caractéris-
tiques de ces collections.
Collections #instances dimension (D) #classes
banana 5300 2 2
Thyroid 7200 21 3
Forensic Glass 214 9 6
Pen-digit 10 992 16 10
Vowel 990 13 11
Cancer (Breast) 277 9 2
Heart 270 13 2
Magic 19,020 10 2
Balance scale 625 4 3
Waveform 5000 21 3
Vehicle 946 18 4
Satimage 6 435 4 6
tableau 2.1 – Collections utilisées dans nos études expérimentales.
En général, la méthode d’optimisation non linéaire utilisée pour estimer les para-
mètres du modèle HME est la méthode iteratively re-weighted least squares (IRLS).
Cependant, dans le contexte de la classification avec HME, il a été rapporté que cette
méthode a des performances médiocres [38]. Par conséquent, nous choisissons d’utili-
ser la méthode L-BFGS [100] pour toutes les opérations d’optimisations non linéaires.
Il convient de rappeler que chaque expert est défini comme étant une régression lo-
gistique multinomiale. Plusieurs études ont montré l’efficacité de la méthode L-BFGS
dans la résolution de ce genre de problème [86]. En particulier dans l’apprentissage du
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mélange d’experts, L-BFGS surpasse IRLS [38]. De plus, L-BFGS nous permet d’évi-
ter de lourds calculs en approximant l’inverse de la matrice Hessienne. Nous avons
utilisé l’implémentation minFunc [116] de L-BFGS en fixant la tolérance de conver-
gence à 10−3 avec un nombre d’itérations fixé à 200 au maximum. Nous avons fixé
la tolérance de convergence de l’algorithme EM à 10−4 avec un nombre d’itérations
fixé à 50 au maximum. De plus, vu que l’initialisation est aléatoire, toutes les expé-
riences sont exécutées deux fois afin d’éviter de mauvais maxima locaux. Les mesures
de performance sont la justesse (accuracy en anglais) et le temps d’apprentissage. La
justesse est définie par :
justesse = Nombre d
′instances correctement prédites
Nombre total d′instances à prédire × 100. (2.25)
Les performances rapportées sont les moyennes arithmétiques des résultats (jus-
tesse et temps d’apprentissage) issus de la validation croisée. Le temps d’apprentissage
est en secondes. La justesse rapportée est en pourcentage et le chiffre suivant ‘±’ est
l’écart-type.
2.3.1 Comparaison entre les modèles HME, LME, HMD1 et
HMD2
Dans cette section, nous comparons expérimentalement les modèles HME, LME,
HMD1 et HMD2. Ces quatre modèles sont implémentés en utilisant MATLAB et le
même type d’experts est utilisé pour chacun d’eux (Eq. 2.4). Le but est de mon-
trer que HMD1 et HMD2 peuvent réduire le nombre d’experts utilisé comparé aux
modèles HME et LME. Nous avons évalué ces modèles sur les cinq premières col-
lections décrites dans le tableau (2.1). Une validation croisée à 10 plis a été utilisée
pour cette évaluation. Dans une première expérience, nous avons utilisé des experts
allant de quatre à dix avec Mi = 2. La figure (2.6) représente les justesses et le temps
d’apprentissage en fonction du nombre d’experts.
Dans une seconde expérience, nous avons utilisé la procédure de sélection de mo-
dèles décrite dans la section (2.2.3). Les valeurs kmax et mmax sont fixées à 10 et le
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(f) Moyenne des cinq collections
figure 2.6 – Justesse moyenne et temps d’apprentissage évaluée sur les
collections Banana, Thyroid, Forensic Glass, Pen-digit et Vowel.
seuil fixé à 0.01. La justesse de même que le nombre d’experts sélectionné sont repor-




HME LME HMD1 HMD2
Collections #Exp. Justesse #Exp. Justesse #Exp. Justesse #Exp. Justesse



































tableau 2.2 – Justesse et nombre d’experts sélectionné en moyenne pour les collections
Banana, Thyroid, Forensic Glass, Pen-digit et Vowel.
Justesse
Nous discuterons en premier, des résultats de la première expérience (fig. 2.6).
En moyenne (fig. 2.6f), même avec dix experts, la justesse obtenue par HME est
inférieure à celle obtenue par HMD1 avec quatre experts. De plus, il faut plus de dix
experts pour que HME atteigne la justesse obtenue par HMD2 avec six experts. Par
ailleurs, LME utilise environ dix experts pour obtenir la justesse obtenue par HMD1
et HMD2 utilisant six experts. Ces résultats varient néanmoins d’une collection à une
autre. Par exemple, pour la collection Forensic Glass (fig. 2.6a), lorsque huit experts
sont utilisés, nous réalisons une justesse de 67.74% avec le modèle HME. Cette justesse
chute de 3% lorsque le nombre d’experts est réduit à 4. Au contraire, avec 4 experts,
HMD1, HMD2 et LME réalisent une justesse d’au moins 68%. Cependant, il faut au
moins dix experts au modèle LME pour obtenir une justesse similaire à celle obtenue
par HMD1 et HMD2 avec six experts. Par contre, même avec dix experts, la justesse
obtenue par HME est inférieure à celle que les modèles HMD1 et HMD2 ont obtenue
avec quatre experts. Des résultats similaires sont obtenus avec la collection Vowel
(fig. 2.6b) où en général, LME utilise au moins deux experts de plus que HMD1 et
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HMD2 pour obtenir une justesse similaire. En ce qui concerne la collection Banana,
LME et HMD1 réalisent les meilleures performances. La figure 2.6d illustre le fait que
sur la collection thyroid, HME et HMD1 obtiennent les meilleures justesses. En ce qui
concerne la collection Pen-digit (fig. 2.6e ), même avec dix experts, HME n’obtient
pas la justesse obtenue par HMD1 et HMD2 utilisant quatre experts. À l’exception
des collections Vowel et Pen-digit, HMD1 obtient de meilleures justesses comparées
à HMD2.
Pour la seconde expérience (tab. 2.2), en termes de justesse, HMD2 réalise des
performances similaires à ceux de LME sur les collections Banana, Thyroid et Pen-
digit. Cependant, HMD2 et HMD1 ont été surpassés par HME et LME respectivement
sur la collection Thyroid et Vowel. Nous notons que pour toutes les cinq collections (à
l’exception de banana dans le cas de HMD1), HMD1 et HMD2 ont sélectionné le plus
petit nombre d’experts. Cependant, nous notons que le nombre d’experts sélectionné
par HMD1 est supérieur à celui de HMD2. Cette différence est due au fait que le
nombreMi sélectionné par HMD1 est toujours supérieur à celui de HMD2 bien que le
contraire soit observé pour le nombre K. En effet, contrairement au modèle HMD1, la
plupart des valeurs de Sij obtenues pour le modèle HMD2 sont faibles. Par conséquent,
nous suggérons l’utilisation de deux seuils : l’un appliqué à Si et l’autre à Sij. Plus
précisément, dans le cas de HMD1, le seuil pour Sij peut augmenter d’une itération
à une autre afin de supprimer plus d’experts. Cependant, une valeur maximale doit
être imposée au seuil de Sij afin d’éviter la suppression de tous les experts au sein du
modèle HMD1.
À partir des résultats de ces deux expériences, nous suggérons que les performances
de HMD1 sont dues à l’utilisation de différents type de fonctions de sélection au sein
du mélange hiérarchique. De plus, ces résultats confirment que l’utilisation du modèle
de mélange hiérarchique peut être utile dans le cas de certaines collections.
Complexité algorithmique
Dans le cas où Mi = M , soit Ne le nombre d’experts (Ne = MK). Nous avons le
nombre suivant d’optimisations non linéaires : [Ne + K + 1]T pour HME, NeT pour
LME, [Ne+K]T pour HMD1 et HMD2 où T est le nombre d’itérations de l’algorithme
EM. Bien que LME résolve le plus petit nombre d’optimisations non linéaires, il n’est
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pas toujours le plus rapide à entraîner. En effet, nous notons dans nos expériences
que pour tous les modèles, le temps d’apprentissage est régie par T et le nombre
d’itérations de l’algorithme L-BFGS. Généralement, HME converge après un grand
nombre d’itérations de l’algorithme EM ce qui explique son temps d’apprentissage
élevée. À partir de la figure (2.6), nous pouvons remarquer qu’en moyenne, HMD2
est plus rapide que les autres algorithmes. Ceci s’explique par le fait que HMD2
converge après un petit nombre d’itérations de l’algorithme EM comparé aux trois
autres modèles. Cependant, quand le nombre d’experts est élevée (ex. Ne = 100),
le nombre d’optimisations non linéaires devient le facteur majeur dans l’évaluation
du temps d’apprentissage. Par conséquent, avec un grand nombre d’experts Ne, les
modèles les plus rapides à entraîner sont dans l’ordre croissant : HME, HMD2, HMD1
et LME. En outre, pour les quatre modèles, le temps d’apprentissage croît presque
linéairement avec le nombre d’instances N . Ces résultats nous suggèrent que l’on peut
utiliser HMD2 pour réduire le temps d’apprentissage lorsque nous sommes en présence
d’un petit nombre d’experts. Par ailleurs, lorsque nous sommes en présence d’un grand
nombre d’experts, HMD1 apparaît comme un compromis entre une justesse élevée et
un temps d’apprentissage raisonnable.
2.3.2 Comparaison de HMD1 et HMD2 avec d’autres mé-
thodes de l’état de l’art
Dans cette section, nous comparons nos modèles (HMD1 et HMD2) avec quelques
méthodes pertinentes de l’état de l’art relative à la classification non linéaire. Nous
avons mené nos expériences sur les douze collections mentionnées plus haut (tab. 2.1).
Ces expériences ont été réalisées à l’aide d’une validation croisée à cinq plis.
Comparaison avec les méthodes classiques de l’état de l’art
Les méthodes classiques de l’état de l’art utilisées dans notre étude sont : la
régression logistique à noyaux (RLN) appliquée avec un noyau gaussien, le SVM, le
perceptron multicouche (MLP), l’arbre de décision C4.5 [106], le réseau RBF (RBFN),
random subspace (RS) [65] et adaboost [55]. Le SVM a été exécuté avec la librairie
libsvm [37]. Nous avons implémenté notre propre code MATLAB pour la méthode
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RLN. Pour le reste des méthodes, nous avons adopté l’implémentation fournie par
Weka 3.9 [64]. Pour réduire le surapprentissage, nous avons ajouté une régularisation
de type L2 aux experts de nos deux modèles HMD1 et HMD2. Nous avons aussi
défini le seuil pour Si à 0.1 et celui pour Sij à 0.01. Les valeurs des seuils Si et Sij ont
été sélectionnées respectivement dans les intervalles [0, 1] (pas de 0.1) et [0, 0.1] (pas
de 0.01). Dans le cas de HMD1, après chaque itération de la procédure définie dans
la section 2.2.3, nous augmentons la valeur du seuil pour Sij en le multipliant par
1.6 avec 0.1 comme valeur maximale. Nous avons testé plusieurs facteur multiplicatif
































































































































































































































































































































Dans nos expériences avec adaboost et random subspace (RS), nous avons premiè-
rement choisi une régression logistique comme classifieur de base mais les résultats
obtenus étaient médiocres. Par conséquent, des arbres C4.5 non réduits ont été choisis
comme classifieur de base. Nous avons évalué un ensemble de deux à cent arbres C4.5
pour chacune des méthodes adaboost et random rubspace. Il est important de rappeler
que l’arbre C4.5 peut produire des frontières non linéaires entre les classes ce qui n’est
pas le cas de la régression logistique utilisée comme expert dans nos modèles. Notre
principal but concernant ces deux méthodes (RS et adaboost) est de les comparer avec
nos modèles au regard du nombre de classifieurs utilisés de même que de la justesse
obtenue. Pour les autres méthodes de l’état de l’art, les performances sont évaluées
en termes de justesse. Les classifieurs MLP et RBFN sont entraînés avec un ensemble
d’unités cachées allant de deux à vingt. La configuration qui donne la plus grande
justesse a été retenue.
Nous résumons les résultats obtenus dans le tableau 2.3. Le contenu des paren-
thèses représente respectivement le nombre d’arbres utilisés pour Adaboost et Ran-
dom Subspace, le nombre d’unités cachées pour les méthodes de type RNA, le type de
noyau utilisé pour le SVM et le nombre d’experts moyen utilisé dans nos modèles. La
dernière colonne du tableau 2.3 représente la justesse moyenne obtenue par chaque
méthode (la meilleur est mis en gras). La meilleure justesse par collection est mise
également en gras. Les résultats montrent que HMD1 et HMD2 surpassent Adaboost
sur sept collections. Plus précisément, sur les collections Cancer et Vehicle, même
avec 100 arbres C4.5, la justesse obtenue avec Adaboost reste inférieure à celle de nos
modèles (environ quatre experts ou moins ont été utilisés). Un résultat similaire est
noté lorsque nous comparons RS à nos modèles. En effet, HMD1 et HMD2 ont une
justesse supérieure à celle de RS sur huit collections. En général, l’écart-type obtenu
par HMD1 et HMD2 est inférieure à celle obtenue par les méthodes Adaboost et RS.
Nous pouvons donc utiliser peu d’experts linéaires au sein de nos modèles, tout en
obtenant une faible erreur de classification comparée à Adaboost et RS. Cependant, le
temps d’apprentissage de nos modèles peut être long étant donné que nous devons ap-
prendre les paramètres des fonctions de sélection 1. En ce qui concerne MLP et RBFN,
1. Nous n’avons pas effectué une comparaison en termes de temps d’apprentissage. En effet, le
temps d’exécution d’un code matlab non optimisé ne peut pas être directement comparée à celui
47
2.3. Résultats Expérimentaux
HMD1 et HMD2 ont une meilleure justesse qu’eux sur au moins huit collections. La
méthode RLN a obtenu une justesse supérieure à celles obtenues par nos modèles
sur uniquement les collections Vowel et Pen-digit (moins de 1% sur cette dernière).
Par contre, dans nos expériences, SVM n’a pas surpassé nos modèles. Les résultats
obtenus sur les collections Banana, Satimage et Thyroid montrent qu’un arbre C4.5
réduit peut être meilleur qu’un ensemble d’arbres C4.5 non réduits. L’arbre C4.5 ré-
duit a obtenu une meilleure justesse que nos modèles uniquement sur la collection
Thyroid. À partir du tableau (2.3), nous notons qu’en moyenne, HMD1 et HMD2 ob-
tiennent les plus grandes justesses avec un meilleur écart-type sur au moins la moitié
des collections utilisées.
Comparaison avec diverses méthodes d’ensemble
Nous avons également comparé nos modèles avec de récentes méthodes d’ensemble
[76, 91, 83, 109, 75, 136, 42, 53, 1, 2]. La méthode DCE-CC sélectionne dynamique-
ment les classifieurs de base (les plus proches voisins et l’arbre C4.5) en fonction de
leur compétence [83]. Une approche similaire est appliquée par la méthode META-
DES [42] où cinq méta-caractéristiques et méta-classifieurs ont été utilisés pour dyna-
miquement sélectionner le classifieur de base le plus compétent. La méthode MFSE
[75] est construit en trois étapes. À la première, un sous-ensemble optimal de ca-
ractéristiques est sélectionné par apprentissage de plusieurs classifieurs MLP. À la
seconde étape, un classifieur MLP est entrainé sur chaque sous-ensemble sélectionné.
Finalement, un mélange d’experts est entrainé en utilisant le classifieur MLP comme
fonction de sélection et comme experts. Les paramètres estimés lors de la deuxième
étape sont utilisés pour initialiser chaque expert. La méthode MARK-ELM [53] com-
bine par boosting, différent classifieurs se basant sur la méthode du noyau. La méthode
NULCOEC (Non-Uniform Layered Cluster Oriented Ensemble Classifier) [109] par-
titionne les données en plusieurs groupes (clusters). Un ensemble de classifieurs (SVM
avec le noyau gaussien) est alors entrainé sur chaque groupe et le vote de la majorité
est utilisé pour la décision finale. Pour une autre méthode d’ensemble nommée BA-
BOROR [76], les auteurs combinent les méthodes bagging, boosting, rotation forest et
d’un code Java hautement optimisé.
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random subspace pour classifier les données. Les deux plus récentes méthodes d’en-
semble RTQRT-ME et R-RTQRT-ME [1, 2] sont des mélanges utilisant à la fois un
modèle MLP comme fonction de sélection et comme experts. Un terme de régularisa-
tion est aussi introduit afin d’accroître la diversité des experts. Dans notre expérience,
nous avons utilisé le même nombre d’experts (cinq) que les auteurs dans [1, 2]. La
structure de nos modèles est déterminé par une validation croisée à cinq plis. Nous
reportons dans le tableau (2.4), la justesse obtenue pour chaque collection.
Le modèle HMD1 obtient la meilleure justesse sur sept collections tandis que R-
RTQRT-ME est le meilleur sur deux collections. Le modèle HMD1 et R-RTQRT-ME
ont la même justesse sur la collection Magic. Quant au modèle HMD2, il obtient la
meilleure justesse sur la collection heart. L’amélioration faite par nos modèles varie de
1% à 30%. Par exemple, sur la collection vehicle, HMD1 améliore la justesse de près de
16.4% comparé à NULCOEC [109], 10.8% comparé à MARK-ELM [53], 10.32% com-
paré à LODE [91], 4.6% comparé à META-DES [42], 3.6% comparé à MFSE [75] et
moins de 0.5% comparé à RTQRT-ME et R-RTQRT-ME. Cependant, l’amélioration
faite par HMD1 lorsque nous le comparons à la plus efficace des méthodes (R-RTQRT-
ME) ne dépasse pas 2%. En effet, nous avons utilisé cinq régressions logistique dans
nos modèles tandis que R-RTQRT-ME utilise cinq classifieurs MLP (ayant au moins
cinq unités cachées). Il est donc intéressant de remarquer qu’avec un choix approprié
des fonctions de sélection et un ensemble de régressions logistiques, nous pouvons fair
mieux qu’une combinaison de classifieurs non linéaires (MLP). Comme noté dans les
sections précédentes, HMD1 est meilleur que HMD2 en termes de justesse. Les résul-
tats obtenus par HMD1 sont probablement dûs au fait que les fonctions de sélection
utilisées, «collaborent» afin d’améliorer les performences de chaque expert.
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Dans ce chapitre, nous avons proposé un modèle général pour le mélange hiérar-
chique de classifieurs (HMD). L’idée principale derrière ce modèle est de diviser une
tâche complexe de classification en plusieurs sous-tâches à travers un ensemble de
fonctions de sélection. Chaque sous-tâche est alors assignée à un classifieur qui joue
le rôle d’expert. Afin de répondre à la question de savoir comment réduire le nombre
d’experts utilisé, nous avons tiré du modèle général, deux exemples nommés HMD1 et
HMD2. Ces deux exemples sont basés sur deux différentes stratégies de modélisation
des fonctions de sélection. La première modélise les fonctions de sélection en utilisant
à la fois un modèle non linéaire et un modèle linéaire (HMD1) tandis que la deuxième
utilise uniquement un modèle non linéaire (HMD2). Ce faisant, HMD1 et HMD2 per-
mettent une meilleure organisation des experts réduisant ainsi leur nombre. En outre,
l’utilisation d’experts linéaires au sein de HMD1 et HMD2 permet une meilleure ex-
plication de leurs prédictions. Plusieurs expériences ont été menées afin de montrer la
capacité de ces deux modèles à réduire le nombre d’experts utilisés. De plus, HMD1
et HMD2 surpassent (en termes de justesse) plusieurs méthodes de l’état de l’art.
Nous avons également noté qu’avec HMD1 et HMD2, nous pouvons utiliser peu de
d’experts comparé à d’autres méthodes d’ensemble qui utilisent des experts non li-





classifieurs discriminatifs : cas des
données proportionnelles
Les données proportionnelles sont présentes dans plusieurs domaines tels que l’éco-
logie, la géologie, l’économie et le traitement d’images (ex : molarité, pourcentage de
revenus, histogramme). Elles représentent des portions d’un ensemble. Ces données
sont bornées, positives et multidimensionnelles. De plus, les données proportionnelles
sont soumises à une contrainte : la somme des éléments d’un vecteur proportionnel est
égale à une constante. Géométriquement, les données proportionnelles sont à l’inté-
rieur d’un simplexe (généralisation du triangle). Cela étant, l’analyse de ces données
ne peut se faire avec des méthodes développées pour des données non restreintes à un
simplexe [6]. Plusieurs modèles génératifs de mélange ont été exploités pour la classifi-
cation non supervisée (clustering) des données proportionnelles [28, 23, 52, 51]. En ce
qui concerne l’utilisation des modèles discriminatifs pour la classification des données
proportionnelles, deux approches ont été proposées dans la littérature. La première
consiste à appliquer un prétraitement afin d’obtenir des données non restreintes au
simplexe [6, 129, 61]. Suite à ce prétraitement, un modèle discriminatif standard est
appliqué sur les données transformées. La deuxième approche consiste à construire un
noyau adéquat [20–22, 29] suivi de l’utilisation du SVM pour classifier les données.
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Cependant, les modèles résultants de ces deux approches sont difficiles à interpréter.
De plus, l’extraction d’un noyau pour le traitement des données proportionnelles est
très couteuse en temps de calcul [29]. En effet, une étape préliminaire à la formation
de ces noyaux consiste à décrire chaque instance de données à l’aide d’un modèle
de mélange. Contrairement aux travaux précédents, nous proposons d’utiliser une ap-
proche purement discriminative en modélisant directement la distribution a posteriori
des classes. Cette distribution est construite à l’aide de la Dirichlet généralisée (DG).
Ce choix est justifié par le fait que la Dirichlet généralisée est assez flexible et bien
adaptée pour la modélisation des données proportionnelles [52, 51]. Nous appelons ce
modèle Discriminative Generalized Dirichlet (DGD). Au mieux de nos connaissances,
cette distribution a posteriori n’a jamais été utilisée comme classifieur discriminatif 1.
Cela peut être dû au fait que le terme du mélange de DG qui apparaît dans la dis-
tribution a posteriori donne une vraisemblance difficile à utiliser. Dans ce chapitre,
nous établirons une borne supérieure pour le mélange de Dirichlet généralisée afin
d’aller au-delà de cette limitation (voir section 3.2.1).
En présence d’une tâche complexe de classification, il est possible de combiner
plusieurs classifieurs. L’objectif ici est de permettre à chaque classifieur de se focaliser
sur une sous-tâche spécifique. Dans ce cas, il est possible d’utiliser des méthodes d’en-
semble comme le bagging [31] ou le random subspace [65]. Nous pouvons nous baser
également sur le modèle de mélange décrit au chapitre 2. En effet, le modèle DGD
peut être hiérarchiquement combiné selon le paradigme du modèle HMD en utilisant
comme fonction de sélection un modèle DGD. Nous avons évalué le modèle DGD, de
même que son mélange hiérarchique à travers trois expériences. La première a été réa-
lisée sur plusieurs collections du répertoire UCI [84]. Les deux autres expériences sont
respectivement, la détection de courriers indésirables et l’identification de l’espace de
couleur d’une image. Ce chapitre résume trois articles dont deux sont soumis dans des
journaux et une présentée et publiée dans une conférence. Le premier article intitulé
Classification using mixture of discriminative learners : The case of compositional
data a été publié dans International Conference Image Analysis and Recognition en
1. En général, la probabilité a posteriori est calculée après que les paramètres du mélange de
DG soient estimés. Mais dans ce travail, les paramètres sont estimés directement à partir de la
distribution a posteriori.
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2017. Les deux autres articles intitulés respectivement Identifying color space for im-
proved image display et Hierarchical mixture of discriminative Generalized Dirichlet
classifiers ont été soumis dans les journaux Pattern Recognition Letters et Pattern
Recognition en février 2021.
Le reste de ce chapitre est structuré comme suit. La section 3.1 présente le mo-
dèle DGD de même que son mélange hiérarchique. La section 3.2 décrit l’estimation
des paramètres de même que l’établissement d’une borne supérieure du mélange de
Dirichlet généralisée. La section 3.3 présente l’évaluation des modèles à travers les
résultats expérimentaux.
3.1 Modèle de classification basé sur la Dirichlet
généralisée
3.1.1 La distribution de Dirichlet géneralisée
Soit x = {(x1, · · · , xD+1)T ∈ RD+1 |
D+1∑
d=1
xd = A; A ≥ 1} un vecteur aléatoire










0 < xd < A, ad, bd > 0;
γd = bd − (ad+1 + bd+1) pour d = 1 · · ·D − 1;
γD = bD − 1
µ = (µ1, · · · , µD)T ; µd = (ad, bd)
, (3.1)
où (.)T est l’opération de transposition, B(ad, bd) est la fonction Beta. La distribution




elle est un choix naturel pour la modélisation des données proportionnelles. Notons
que la distribution de Dirichlet généralisée est équivalent à la distribution de Diri-
chlet lorsque bd−1 = (ad + bd). Cependant, cette dernière a une covariance négative
contrairement à la Dirichlet généralisée qui à une covariance plus générale. La dis-
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tribution de Dirichlet généralisée a été largement utilisée dans les modèles génératifs
pour la classification des données proportionnelles [26, 52]. Elle a été aussi utilisée
pour générer des noyaux [21, 22, 29]. À travers une propriété mathématique de la
distribution de Dirichlet généralisée, l’équation 3.1 peut être exprimée en termes de











où Beta(vd|ad, bd) est la distribution Beta avec pour paramètres {ad, bd}. Le change-
ment de variable effectué est v1 = x1 et vd =
xd
A−∑d−1l=1 xl .
3.1.2 Classifieur discriminatif basé sur la Dirichlet générali-
sée
Soit le problème de classification illustré par la figure 3.1 où les données propor-
tionnelles sont réparties en deux classes («o» en rouge et «∗»en bleu). Ces données
ont été générées en considérant que chaque classe provient d’un mélange de Dirichlet.
En général dans la littérature, les données proportionnelles sont prétraitées avant
l’utilisation d’une méthode de classification. Le prétraitement consiste à appliquer une
transformation aux données. Le but de cette dernière est d’obtenir des données qui ne
se trouvent pas dans un simplexe. Tsagris et al. [129] ont proposé une transformation
appelée alpha-transformation. Cette dernière est une généralisation de précédentes
transformations utilisées dans la littérature et est décrite par :
zα(x) = H ·
(




où α > 0, 1(D+1) est le vecteur unitaire de dimensions D+1, la matrice H est obtenue
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figure 3.1 – Illustration de données proportionnelles.
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figure 3.2 – Illustration de l’alpha-transformation pour différentes valeurs de α.
est la transformation de puissance [6]. Dans le cas où α → 0, Tsagris et al. ont
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g(x) = ∏D+1i=1 x1/(D+1)i
(3.6)
et ilr(x) est la transformation isométrique du log-ratio [48] et clr(x) est la trans-
formation centrée du log-ratio [6]. La figure 3.2 illustre l’effet de la valeur α sur
l’alpha-transformation.
Dans ce chapitre, nous proposons un modèle de classification des données pro-
portionnelles. Ce modèle est appliqué directement sur des données définie dans le
simplexe. Soit αc la probabilité a priori que le vecteur x appartienne la classe c
(p(y = c)). Supposons que chaque classe est décrite par une distribution de Dirichlet
généralisée : p(x|µc) = GD(x|µc). La probabilité a posteriori peut être utilisée pour
modéliser un classifieur pour les données proportionnelles :





où αk ≥ 0,
C∑
k=1
αk = 1, Ω = {αk, µk}Ck=1 représente les paramètres de ce classifieur
et C est le nombre de classes. Nous appelons ce modèle (eq. 3.7), Discriminative
Generalized Dirichlet (DGD). En optimisant p(y = c|x, Ω), nous nous intéressons aux
paramètres qui maximisent la discrimination des classes et non leurs descriptions. Les
paramètres estimés ne permettent pas nécessairement une description de chaque classe
par une Dirichlet généralisée. Ainsi, nous obtenons une estimation moins sensible
lorsque les classes ne peuvent être décrites par la Dirichlet généralisée.
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3.1.3 Mélange Hiérarchique du classifieur DGD
Comme décrit dans le chapitre 2 et dans [128], lorsque nous sommes en face d’une
tâche de classification difficile, nous pouvons hiérarchiquement combiner plusieurs
classifieurs (experts) afin de former un nouveau classifieur. Il est bien de rappeler
que selon ce paradigme, une tâche de classification peut être décomposée de façon
récursive en plusieurs sous-tâches. Ceci revient à diviser l’ensemble d’apprentissage
en plusieurs sous-ensembles. Chaque expert apprend alors à partir d’un sous-ensemble
spécifique. La probabilité globale est obtenue en combinant à l’aide des fonctions de
sélection, les probabilités obtenues par chacun des experts. À partir du modèle HMD
décrit dans le chapitre 2, nous remarquons que les fonctions de sélection effectuent
une tâche de classification. Dans le cas des données proportionnelles nous pouvons
utiliser le modèle DGD pour modéliser aussi bien les fonctions de sélection que les
experts. Nous avons appelé cette hiérarchie de modèles DGD, Hierarchical mixture
of Discriminative Generalized Dirichlet (HMGD). En se basant sur l’équation (2.3),




















































































































y = c|x; Ω(2)ij
)}C
c=1
. Les expressions K et {Mi}Ki=1 représentent respectivement
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le nombre de composantes au premier et au second niveau du mélange hiérarchique. Le















les fonctions de sélection au premier et au second niveau du mélange hiérarchique.
La figure 3.3 illustre le fonctionnement du modèle HMGD où les courbes en noires
délimitent soit les régions, les sous-régions ou les classes. Chaque sous-figure de la
figure 3.3b représente une délimitation réalisée par un modèle DGD. Les données
sont réparties en deux classes («o» en rouge et «∗» en bleu) et sont les mêmes que












figure 3.3 – Illustration du fonctionnement du modèle HMGD.
Le modèle HMGD est une amélioration du modèle DME que nous avons proposé
dans [127]. Pour le modèle DME, il n’y a pas d’hiérarchie et les fonctions de sélection
sont plutôt basées sur la distribution de Dirichlet. De plus, le modèle DME utilise
des régressions logistiques comme experts. La figure 3.4 illustre le découpage effectué
par quelques fonctions de sélection dans le cas du problème de classification présenté
à la figure 3.1. Ces illustrations sont réalisées en se basant sur le modèle général
HMD (avec un seul niveau) et en utilisant des régressions logistiques comme experts.
Dans ce cas précis, nous utilisons trois experts (K = 3 et Mi = 1, ∀i ∈ {1 · · ·K}).











représente les probabilités que x appartienne à l’une des trois régions. Ensuite le triplet
est représenté par une couleur de l’espace RVB. Une forte probabilité d’appartenance
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(c) Modèle basé sur la Dirichlet








(d) Modèle basé sur basé sur la
Dirichlet généralisée
figure 3.4 – Illustration de différentes fonctions de sélection.
à une région donne soit la couleur rouge, vert ou bleu. Nous obtenons ainsi les limites
de chaque région (figure 3.4). Ces limites sont différentes d’une fonction de sélection
à l’autre.
3.2 Estimation des Paramètres
À partir du cadre défini dans la section (2.2) nous pouvons déduire l’estimation
des paramètres des modèles DGD et HMGD. Nous avons à optimiser au sein du
modèle HMGD plusieurs modèles DGD pondérés. En général, à la phase M-step de
l’algorithme EM, nous avons des problèmes d’optimisation sous la forme :
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où h(l)n,j|i agit comme une étiquette, H
(l−1)
n,i agit comme un poids. L’exposant (l) fait
référence au niveau de la hiérarchie et dans notre cas, l ∈ {0, 1, 2}. Pour les paramètres






















j|i . Pour les paramètres des experts, on a d’après










y = c|xn; Ω(2)ij
)
.
Les expressions de h(0)n,i et h
(1)
n,j|i sont définies respectivement dans les équations 2.14 et
2.15. Rappelons que vn,c est une variable binaire indiquant si l’instance xn appartient
ou non à la classe c.
3.2.1 Borne supérieure pour le mélange de Dirichlet généra-
lisée
Étant donné l’expression du modèle DGD, les opérations de maximisation dans
le M-Step conduisent à des problèmes d’optimisations hautement non linéaires. Ceci
est dû au terme ln







 apparaissant dans l’équation (3.9). Il est
possible de contourner ce problème en utilisant une approximation variationnelle.
Cette dernière permet d’optimiser une borne inférieure de la fonction objective Φ(l)
décrite dans l’équation (3.9). Ceci revient à déterminer une borne inférieure au terme
ln

















. En exploitant l’inverse de l’inégalité de Jensen
pour un mélange de distributions appartenant à la famille exponentielle [73], nous






















+ cstn,i , (3.10)
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Plus de détails sur les expressions apparaissant dans cette borne supérieure sont
donnés en annexe A. Le paramètre Ω̄(l)ik est un re-paramétrage de Ω
(l)
ik . La valeur
π̆
(l)











à l’itération précédente). Le scalaire cstn,i est une constante garantissant un point de
contact tangentiel entre la borne supérieure et le logarithme du mélange de DG. Les
expressions ẍ(l)n,ik et W
(l)
n,ik sont des paramètres variationnels. La fonction K(Ω
(l)
ik ) est
la fonction cumulant de la dirichlet généralisée. Les expressions K′(Ω(l)ik ) et K′′(Ω
(l)
ik )
sont respectivement le gradient et l’Hessien de K(Ω(l)ik ). La fonction G est linéaire et
ses paramètres sont définis par une table de référence (voir tableau A.1).
Le tableau 3.1 résume les principaux symboles utilisés pour exprimer la borne
supérieure du mélange de DG. Afin de visualiser cette borne supérieure, nous avons
tracé la log-vraisemblance du mélange de deux distributions Beta (Fig. 3.5a) de même
que sa borne supérieure (Fig. 3.5b). Le mélange utilisé est :
0.3 Beta(x|a1, 50) + 0.7 Beta(x|a2, 100).
La log-vraisemblance est tracé en fonction des paramètres a1 et a2. La courbe en gris
représente la log-vraisemblance tandis que celle plus claire est la borne supérieure
générée au point de contact (cercle rouge). Ce point est fixé à a1 = 20 et a2 = 50.
Rappelons que la distribution de Beta est un cas particulier de la Dirichlet généralisée.
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les paramètres de π(l)j|i





n,ij Paramètres variationnels pour la bonne su-
périeur du mélange de DG
ẍ(l)n,ij,d dth élément de ẍ
(l)
n,ij
tableau 3.1 – Signification des symboles utilisés dans l’expression de la borne
supérieure du mélange de DG.
(a) Log-vraisemblance à borner. (b) Borne supérieure de la
log-vraisemblance.
figure 3.5 – Illustration de la borne supérieure du mélange de Beta.
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À partir de la borne supérieure du mélange de Dirichlet généralisée, nous pouvons
obtenir la borne inférieure pour l’expression ln






























3.2.2 Estimation des Paramètres des modèles DGD et HMGD
À partir de l’expression de la fonction objective Φ(l) (Eq. 3.9) et de la borne
inférieure décrite dans l’équation 3.12, nous pouvons effectuer les opérations de maxi-































Étant donné que la Dirichlet généralisée peut être exprimée comme le produit
de Beta, les paramètres µ(l)ij,d peuvent être estimatés indépendamment pour chaque
dimension d ∈ {1 · · ·D}. Nous utilisons la méthode de Newton-Raphson pour estimer
ces paramètres. Vu que µ(l)ij,d doit être strictement positif, nous réalisons le changement






. Une fois ce changement de variable effectué, la dérivée
partielle de Φ(l)1 (Eq. 3.13) par rapport à ξ
(l)































































3.2. Estimation des Paramètres
L’Hessien H(l)ij,d est une matrice symétrique de taille 2 × 2 où les éléments de la dia-






























































































Nous donnons plus de détails dans l’annexe A.3 pour un calcul moins coûteux
de l’inverse de l’Hessien H(l)ij,d. En dérivant Φ
(l)
1 (Eq. 3.13) par rapport à α
(l)
ij et en




ij = 1, nous avons les équations suivantes, pour









































3.2. Estimation des Paramètres
L’apprentissage du modèle DGD est résumé par l’algorithme 3.1.
Algorithme 3.1 Pseudo-code pour l’apprentissage du modèle DGD
Données : X = {x1, · · · , xN} ∈ RD×N , Y = (y1, · · · , yN)T ∈ RN , K, Mi et C.
Résultats : Retourne argmaxc∈{1,··· ,C} p(y = c|Ω, x) pour une instance x.
1. Initialisation :
Nous utilisons l’algorithme B.1 (voir annexe B.1)
2. E-step : Calculer les paramètres variationnels W (l)n,ij et ẍ
(l)
n,ij via l’équation 3.11
et la log-vraisemblance via l’équation (3.9). Ici, H(l−1)n,i = 1, h
(l)
n,j|i ≡ vn,c et π
(l)
j|i ≡
p (y = c|xn; Ω). L’expression de p (y = c|xn; Ω) est donné par l’équation 3.7.
3. M-step : Maximiser Φ(l) (eq. 3.9) étant donné la valeur actuelle de Ω et estimer Ω
via les équations 3.14 à 3.18. Ici, H(l−1)n,i = 1, h
(l)
n,j|i ≡ vn,c et π
(l)
j|i ≡ p (y = c|xn; Ω).
L’expression de p (y = c|xn; Ω) est donné par l’équation 3.7.
4. Répéter les étapes 2 et 3 jusqu’à convergence.
Étant donné que le modèle HMGD est une combinaison de plusieurs modèles DGD
(pondéré), nous pouvons utiliser le pseudo-code résumé dans l’algorithme 3.2 pour
son apprentissage.
Algorithme 3.2 Pseudo-code pour l’apprentissage du modèle HMGD
Données : X = {x1, · · · , xN} ∈ RD×N , Y = (y1, · · · , yN)T ∈ RN , K, Mi et C.
Résultats : Retourne argmaxc∈{1,··· ,C} p(y = c|Ω, x) pour une instance x.
1. Initialisation :
Nous utilisons l’algorithme B.2 (voir annexe B.2).
2. E-step : Calculer Q (Ω, Ωt) via les équations 2.13 à 2.15.
3. M-step : Les nouveaux paramètres sont obtenus à partir des anciens pour





j=1, en appliquant un modèle DGD pondéré avec h
(1)






y = c|xn; Ω(2)ij
)
, en appliquant un modèle DGD pondéré avec les éti-
quettes des données et h(0)n,ih
(1)
n,j|i comme poids.




Afin d’évaluer les performances des modèles DGD et HMGD, nous avons effectué
trois expériences. La première a été réalisée sur plusieurs collections du répertoire
UCI [84]. Les autres expériences conduites sont la détection de courriers indésirables
et l’identification de l’espace de couleur d’une image. Dans toutes les expériences, le
nombre d’itérations maximales de l’algorithme EM pour le modèle DGD est fixé à 50
et la tolérance de convergence à 10−4. Pour le modèle HMGD, nous avons à effectuer
un algorithme EM pour le mélange hiérarchique, ensuite pour chaque modèle DGD,
un algorithme EM également. Dans ce cas, afin de réduire le surapprentissage, nous















au maximum. De plus, le nombre d’itérations en ce qui concerne les experts est fixé
à 30 au maximum. Par ailleurs, nous fixons le nombre d’itérations maximales de
l’algorithme EM pour le mélange hiérarchique à 10. En général, nous avons observé
qu’un nombre maximal d’itérations supérieur à ceux indiqués plus haut conduit à du
surapprentissage. Puisque que la Dirichlet généralisée ne prends pas en compte des
valeurs nulles, nous remplaçons ces dernières par une valeur faible [88].
3.3.1 Évaluation des modèles DGD et HMGD sur des collec-
tions du répertoire UCI
Dans cette section, nous avons mené notre étude sur six collections de référence
issues du répertoire UCI [84]. Le but de cette étude est de comparer les modèles DGD,
HMGD, HMD1, HMD2, DME, la régression logistique (LR) de même que le mélange
de Dirichlet généralisée (MDG). Pour ce dernier, chaque classe est d’abord décrite par
une distribution de Dirichlet généralisée. Ensuite, les probabilités a posteriori sont
utilisées pour donner l’appartenance à une classe. Estimer les paramètres du mélange
de Dirichlet généralisée revient à estimer les paramètres du modèle DGD en fixant les
paramètres variationnels à zéro. La comparaison entre le modèle MDG et DGD nous
permettra d’évaluer la pertinence de la borne supérieure décrite plus haut. Rappelons
que HMD1, HMD2 et DME sont des modèles qui combinent plusieurs régressions
logistiques à l’aide de différents types de fonctions de sélection. Afin d’obtenir des
données proportionnelles, nous avons : 1) supprimé les caractéristiques binaires, 2)
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standardisé et ramené dans l’intervalle ]0, 1[, 3) normalisé les données afin qu’elles
soient dans le simplex. Le tableau (3.2) présente les principales caractéristiques des
collections utilisées.
Collections #instances dimension #classes
Appendicitis 106 7 2
Vowel 990 10 11
Cancer (Breast) 277 9 2
Magic 19,020 10 2
Vehicle 946 18 4
Satimage 6 435 4 6
tableau 3.2 – Collections utilisées pour l’évaluation des modèles DGD et HMGD.
Les modèles sont évalués en fonction de la justesse (eq. 2.25) sur la base d’une
validation croisée à cinq plis. Nous avons réalisés deux expériences. Dans la première,
le nombre d’experts utilisé est celui sélectionné par le modèle HMD1 tandis que dans
la deuxième, nous faisons varier le nombre d’experts entre deux et huit (Mi = 2).
Dans la deuxième expérience, les résultats sont également évalués en termes de temps
d’apprentissage.
Les résultats de la première expérience sont reportés dans le tableau (3.3) et le
nombre entre parenthèses désigne le nombre d’experts utilisé au sein des modèles
HMGD, HMD1, HMD2, DME. Pour cette expérience, les résultats varient d’une col-
lection à une autre. Sur la collection Magic, DGD et HMGD améliorent de plus de
4%, la justesse obtenue par la régression logistique et MDG. Cependant les écart-
types obtenus par DGD et HMGD sont un peu plus élevés que celui de la régression
logistique. Sur cette même collection, HMD1 et DME obtiennent des justesses légè-
rement supérieures à celle de HMGD (moins de 1%) et un meilleur écart-type. Sur
la collection Vehicle, DGD obtient une justesse supérieure d’au moins 7% comparé à
MDG, HMD1, HMD2 et DME. Par contre ces derniers ont un écart-type légèrement
faible (environ 1% de moins que DGD). Sur toutes les collections, le modèle DGD a
obtenu une justesse supérieure à celle de MDG. Dans le seul cas (Vehicle) où l’écart-
type obtenue par DGD est supérieure (moins de 2%) à celle de MDG, la justesse de
DGD est de 9% supérieure à celle de MDG. Ceci montre l’avantage lié à l’utilisation



















































































tableau 3.3 – Comparaison de DGD, MDG, HMGD, DME, HMD1, HMD2 et LR.
justesse comparé aux modèles HMD1 et HMD2 sur les collections Vehicle et Satellite.
Sur ces deux collections, l’écart-type de ces trois modèles (DGD, HMD1 et HMD2)
sont similaires. En ce qui concerne HMGD, sur les collections Vowel, Appendicitis et
Satimage, il réalise de meilleures justesses comparé à HMD1 et HMD2 (entre 1% et
6% de plus). Sur ces trois collections, HMGD obtient des écart-types inférieures ou
similaires à celles de HMD1 et HMD2. Sur la collection Cancer, comparé à HMD1
et HMD2, HMGD obtient un meilleur écart-type (3% de moins) tandis que les jus-
tesses de ses trois modèles sont similaires (moins de 0.4% de différence). En général,
le modèle HMGD améliore la justesse et l’écart-type obtenus par DGD. Dans les cas
où l’écart-type obtenu par HMGD est supérieure à celle de DGD (Magic et Vehicle),
la différence est faible comparée au gain en termes de justesse.
Les résultats de la deuxième expérience sont illustrés par les figures 3.6a et 3.6b.
En moyenne, en utilisant deux experts, HMGD obtient une justesse supérieure à celle
obtenue par DME, HMD1 et HMD2. À l’exception des collections Magic et Vehicle
(pour huit experts), HMGD obtient une meilleure justesse comparée à HMD1. Le





figure 3.6 – (a) Justesse en fonction du nombre d’experts. (b) Temps d’apprentissage
en fonction du nombre d’experts.
collections Vehicle (pour six et huit experts) et Magic (pour huit experts). En ce
qui concerne le temps d’apprentissage, HMGD est plus lent que HMD1, HMD2 et
DME. Ceci est dû au calcul des paramètres variationnels et à l’algorithme itérative
utilisé pour l’estimation des paramètres des distributions de Beta 2. Rappelons aussi
2. Grâce à l’équation 3.2, estimer les paramètres de la Dirichlet généralisée revient à estimer les
paramètres de D distribution de Beta
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qu’au sein de l’algorithme du modèle HMGD, nous avons à optimiser plusieurs fois le
modèle DGD. En général, le temps d’apprentissage au sein du mélange hiérarchique
est dominé par l’estimation des paramètres des experts. Dans le cas de HMD1 et
HMD2, les experts étant des modèles linéaires, l’apprentissage est plus rapide comparé
à HMGD. La lenteur du modèle DME comparé aux modèles HMD1 et HMD2 est
dûe au fait que l’optimisation des paramètres de la fonction de sélection nécessite
un algorithme itérative. Rappelons que la fonction de sélection utilisé au niveau du
modèle DME est basé sur la distribution de Dirichlet.
3.3.2 Détection des courriers indésirables
Les spams ou courriers indésirables sont des messages envoyés à un ensemble de
destinataires et qui sont sans intérêt pour eux. Ces courriers peuvent contenir des
logiciels malveillants ou des programmes d’hameçonnage. Selon Kaspersky, 56.51 %
des emails reçus en 2019 étaient des spams [87]. Il est important de pouvoir détecter
ces courriers afin de ne pas ennuyer les destinataires, leur permettre de se concen-
trer sur l’essentiel ou de leur éviter d’être victimes d’actes criminels. À cet effet,
plusieurs méthodes ont été utilisées notamment, celles liées à l’apprentissage automa-
tique [71, 104, 8, 44]. Dans cette section, nous utilisons nos modèles DGD et HMGD
pour aborder le problème de la détection de courriers indésirables. Nos modèles sont
comparés aux modèles HMD1 et LR (régression logistique) de même qu’au mélange
de Dirichlet généralisée (MDG). L’objectif ici est de comparer la stratégie consistant
à appliquer l’alpha-transformation (eq. 3.3) aux données et nos modèles qui utilisent
des données définies dans un simplexe. Ainsi, nous effectuons l’alpha-transformation
sur les données avant d’utiliser les modèles HMD1 et LR pour la classification. Dans
nos expériences, avec l’alpha-transformation, nous avons fait varier α entre 0 et 1
avec un pas de 0.2. Les modèles sont évalués à l’aide de la justesse (eq. 2.25). Les
résultats reportés dans le tableau (3.4) sont basés sur une validation croisée à cinq
plis. Le chiffre entre parenthèses désigne le nombre d’experts utilisés. Nos expériences
ont été réalisées sur deux collections précédemment utilisées dans la littérature pour
la détection de spams [78, 8, 113]. Les modèles HMD1 et HMGD ont été entrainés en




i) HP Spambase est issue du répertoire UCI [84] et a été créée par Hewlett-
Packard Labs. Cette collection contient 4601 instances ayant 57 attributs continus et
un attribut binaire qui représente les étiquettes. Cette dernière indique si un cour-
rier est indésirable ou légitime. Les courriers indésirables représentent 39.4% des ins-
tances de la collection. Étant donné que nos modèles sont définis uniquement pour
des données proportionnelles, nous utilisons les 20 attributs représentant la fréquence
des mots les plus utilisés dans la collection. Un détecteur de courriers indésirables
peut répartir les courriers en trois catégories : légitime, indésirable et nécessitant un
examen supplémentaire. Afin de créer cette troisième catégorie, nous avons choisi
aléatoirement 977 courriers parmi les courriers légitimes. Ainsi, la nouvelle collection
a une même proportion de courriers indésirables et de courriers légitimes et 21.2% de
courriers nécessitant un examen supplémentaire. Les données sont par la suite norma-
lisées afin de respecter les contraintes sur les données proportionnelles. Les résultats
obtenus par la régression logistique et HMD1 sont similaires à celui du modèle DGD.
Cependant, le modèle HMGD améliore les résultats obtenus par le modèle DGD et
surpasse le modèle HMD1. Quoique l’écart-tye obtenu par HMGD soit légèrement
supérieur à celui de HMD1 (environ 0.06% de plus), le gain en justesse est à près de
1%. Rappelons que le modèle HMD1 utilisé est un mélange de deux régressions et
que le modèle HMGD utilisé est un mélange de deux modèles DGD. Contrairement
au HMD1 qui n’améliore pas la justesse obtenue par la régression logistique, HMGD
obtient une meilleure justesse comparée à DGD.
ii) Ling-spam 3 est une collection de courriers dont 481 (16.6%) sont indésirables
et 2412 (82.4%) légitimes. Nous avons effectué un traitement similaire à celui appli-
qué à la collection HP Spambase . Nous avons utilisé 1443 courriels afin d’obtenir
des données équilibrées (soit 481 courriers par catégorie). La catégorie des courriers
nécessitant un examen supplémentaire est créée en sélectionnant aléatroirement 481
courriers légitimes. Afin de construire les caractéristiques à utiliser, nous supprimons
d’abord les mots non significatifs ou mots vides et nous appliquons une lemmatisa-
tion 4 [8]. Nous construisons par la suite, un dictionnaire contenant les 30 mots les
3. https://www.kaggle.com/mandygu/lingspam-dataset
4. Une lemmatisation sert à retrouver le lemme d’un mot (forme canonique du mot).
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plus courants. Les caractéristiques sont obtenues en créant un vecteur contenant la
fréquence d’apparition des mots du dictionnaire. Les modèles DGD et HMGD ont
obtenu de meilleures justesses comparées aux modèles LR, HMD1 et MDG. Nous
observons que le modèle HMGD améliore la justesse obtenue par DGD d’un peu plus
de 1% de même que l’écart-type. Les modèles DGD et HMGD obtiennent une jus-
tesse de 2% à 3% supérieure aux deux modèles utilisant l’α-transformation (LR et
HMD1). Comme noté dans les expériences de la section précédente, l’approximation
variationnelle utilisée au sein du modèle DGD nous a permis d’obtenir de meilleurs
résultats comparés au modèle MDG.





























tableau 3.4 – Comparaison de DGD, HMGD, HMD1, LR et MDG sur les collections
HP Spambase et Ling-spam.
3.3.3 Identification de l’espace de couleur d’une image
L’espace de couleur est une représentation d’un système de synthèse de la couleur
et se base en général sur un ensemble de triplets. Une couleur est donc associée à
chaque triplet et peut varier d’un espace à un autre. L’un des espaces de couleur
les plus utilisés pour la visualisation est le RVB et est composé des canaux Rouge,
Vert et Bleu. Dans le souci d’une représentation plus fidèle des couleurs nécessaire
à différentes activités humaines (ex : photographie, affichage, industrie), plusieurs
variantes de l’espace RVB ont vu le jour. Nous pouvons citer Adobe RVB, Apple RVB,
sRVB et ProPhoto RVB. Il est important de correctement choisir l’espace de couleur
d’une image afin de garantir une reproduction fidèle de cette dernière. Certaines
applications choisissent par défaut l’espace de couleur pour l’affichage des images.
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Par exemple, l’espace de couleur utilisé par défaut sur le Web est le sRVB tandis
que l’éditeur d’images Adobe Lightroom utilise Adobe RVB. Après avoir traité une
image, il est possible d’intégrer à cette dernière, la donnée relative à son espace
de couleur. Une fois cette donnée connue, l’image peut être fidèlement représentée
avec n’importe quel autre dispositif ayant ou pas le même espace de couleur que
l’image. Mais pour diverses raisons, cette donnée peut être absente ou peu fiable ce
qui entraînera une mauvaise représentation de l’image. Ce fait est illustré par la figure
3.7 où les trois premières lignes sont des images venant de cinq différents espaces de
couleur. Néanmoins, la donnée relative à l’espace de couleur n’est pas disponible dans
les métadonnées de ces images. Sans cette information, l’affichage de ces images varie
d’un espace à l’autre. La quatrième ligne de la figure 3.7 représente des images qui
incorporent la donnée relative à leur espace de couleur. Nous remarquons dans ce cas
que l’affichage varie très peu de l’original.
(a) sRGB.
(b) ColorMatch
RGB. (c) Adobe RGB. (d) Apple RGB.
(e) ProPhoto
RGB.
figure 3.7 – Images affichées avec le fureteur Firefox.
Le but de notre expérience est d’identifier les espaces de couleur de la famille
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RVB à partir d’une image. Pour cette expérience, nous avons considéré les espaces
Apple RVB, ColorMatch RVB, Adobe RVB, sRVB et ProPhoto RVB. Le problème de
l’identification des espaces de couleur a été abordé pour la première fois par Vezina
et al. [133]. Dans ce travail, les auteurs se sont limités aux espaces sRVB, TSV,
TSL et Lab et se sont basés sur l’estimation du Gamut. Malheureusement, pour
l’identification des espaces de couleur entre membres de la famille RVB (ex : Adobe
RVB, Apple RVB et sRVB), il faut une estimation plus précise de la forme et du
volume du Gamut. Cependant, il est possible d’exploiter de potentiels correlations
entre les pixels d’une image. On entend ici par corrélation, le fait qu’un pixel est formé
à partir des pixels de son voisinage. Supposons que ces corrélations sont linéaires. Soit
Irvb une image dans un espace RVB, la corrélation entre pixels peut être décrite à






k2 (m+ i, n+ j) + r(m,n) , (3.19)
où (k1, K2) ∈ {R, V,B} × {R, V,B} fait référence aux canaux de l’espace RGB
et V (m,n) est le voisinage du pixel situé à l’emplacement (m,n). Lorsque k1 =
K2, γ0,0,k1 = 0. L’expression r(m,n) représente un bruit blanc gaussien (r(m,n) ∼
N (0, σ2)) et γi,j,k1 sont les coefficients de corrélation. Nous avons deux corrélations
possibles à savoir la corrélation intra-canal (k1 = k2) et la corrélation inter-canal
(k1 6= k2). Les paramètres du modèle décrit à l’équation 3.19 sont donnés par le vec-
teur γk1 ayant pour éléments = {γi,j,k1 | (i, j) ∈ V (m,n)} et l’écart-type σ. La figure
3.8 illustre quelques exemples de voisinages.
figure 3.8 – Exemple de voisinages.
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figure 3.9 – Coefficients de corrélation pour chaque espace de couleur.
Soit l’image de la figure 3.9 représentée dans les espaces sRVB, Adobe RVB et
ProPhoto RVB. Pour chacune des trois images obtenues, les composantes du vecteur
γk1 sont estimées à l’aide de l’algorithme décrit en annexe C.1 (k1 = k2). Le voisinage
utilisé est celui de la première illustration de la figure 3.8 en partant de la gauche. La
figure 3.9 illustre les coefficients estimés à partir du canal Rouge de chacune de ces
images. Les axes x et y représentent respectivement l’indice et la valeur de chaque
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élément du vecteur γk1 . Pour une meilleure visualisation, nous avons représenté les
composentes négatives et positives du vecteur γk sur deux graphiques distincts. Nous
remarquons que ces coefficients varient d’un espace de couleur à un autre. À partir
de cette observation, nous supposons que ces coefficients peuvent être utilisés pour
l’identification de l’espace couleur.
À partir d’une collection d’images étiquetées, nous pouvons estimer les coefficients
de corrélation pour chaque image. Les données obtenues peuvent être utlisées pour
entraîner un classifieur. Pour le test, étant donnée une image, les coefficients γi,j,k1
sont estimés (alg. C.1) et l’espace de couleur est identifié en utilisant le classifieur
entraîné.
Nous avons collecté 1000 images de chacune des collections DRESDEN [59] et
RAISE [45]. Ensuite, Adobe Lightroom a été utilisé afin de générer les images dans
chacun des cinq espaces de couleur. Ceci donne un total de 10K images. Nous nous
limitons au deuxième exemple de voisinage (deuxième illustration de la figure 3.8 en
partant de la gauche). Dans ce cas, les éléments du vecteur γk1 sont {γi,j,k1 | −2 ≤
i, j ≤ 2}. L’analyse discriminante généralisée [11] a été utilisé pour réduire la dimen-
sion des données. Nos modèles (DGD et HMGD) sont comparés aux modèles HMD1
et LR (régression logistique) de même qu’au mélange de Dirichlet généralisée (MDG).
Les modèles LR et HMD1 sont utilisés en combinaison avec l’alpha-transformation
(Eq. 3.4). Les performances ont été évaluées à l’aide de la justesse et sont en pour-
centage(%). Les modèles HMD1 et HMGD ont été entrainés en utilisant deux experts
car l’augmentation du nombre d’experts n’améliorent pas les résultats.
Tous les résultats reportés dans les tableaux 3.5 et 3.6 sont sur la base d’une
validation croisée à cinq plis. En utilisant les coefficients de corrélation intra-canal,
les modèles HMGD et DGD obtiennent de meilleures justesses comparés aux autres.
Cependant, la justesse obtenue par le modèle DGD est légèrement supérieure à celle
obtenue par HMD1 (moins d’1 %). Le modèle HMGD a amélioré la justesse obtenue
par le modèle DGD tout en réduisant l’écart-type. Nous notons que les modèles HMD1
et HMGD ont ontenus un écart-type inférieur à celui obtenu par les autres modèles.
En général, HMD1 est meilleur pour l’identification des espaces ColorMatch RGB
et Prophoto RGB. Les modèles MGD et HMGD sont respectivement meilleurs pour




































































tableau 3.5 – Comparaison des résultats obtenus par les modèles DGD, HMGD,
HMD1, LR et MDG en utilisant les coefficients de corrélation intra-canal.
utilisant la méthode proposée par Vezina et al. [133], la justesse obtenue est de 20.61
%. Ceci confirme le fait que pour l’utilisation du gamut pour l’identification des
espaces RVB, il faut une estimation plus précise du gamut.
En utilisant les coefficients de corrélation inter-canal (tab. 3.6), tous les résultats
ont été amélioré de près de 10%. Le modèle HMGD améliore les justesses obtenues




































































tableau 3.6 – Comparaison des résultats obtenus par les modèles DGD, HMGD,
HMD1, LR et MDG en utilisant les coefficients de corrélation inter-canal.
HMGD est comparé à HMD1 et DGD (moins d’1%).
3.4 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la classification des données pro-
portionnelles. À cet effet, nous avons proposé l’utilisation de la probabilité a posteriori
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basée sur la Dirichlet généralisée comme modèle (DGD). De plus, à partir du modèle
HMD présenté dans le chapitre 2, nous avons proposé un mélange hiérarchique du
classifieur DGD (HMGD). À travers une approximation variationnelle, nous avons
estimé les paramètres du modèle DGD. Afin d’effectuer cette approximation, nous
avons proposé une borne supérieure pour mélange de Dirichlet généralisée. À notre
connaissance, c’est la première qu’une telle borne est établie pour le mélange de Diri-
chlet généralisée. Les expériences menées sur des collections de référence ont montré
que les modèles DGD et HMGD peuvent surpasser les modèles HMD1 et HMD2 (voir
chapitre 2). Les expériences concernant la détection de courriers indésirables, nous
suggère que les modèles DGD et HMGD peuvent être des alternatifs à l’utilisation de
l’alpha-transformation. Pour finir, nous avons noté que dans certains cas, le modèle
HMGD n’obtient pas de meilleures prédictions comparées au modèle DGD. Ceci est
dû soit à du surapprentissage, soit au fait que les données sont presque linéairement
séparables. Dans le premier cas, on pourrait ajouter des contraintes au modèle HMGD
lors de l’estimation des paramètres.
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Dans cette thèse, nous nous sommes intéressés à la classification de données non
linéairement séparables. Notre motivation première est basée sur le fait que plus les
données deviennent complexes et plus les algorithmes d’apprentissage tendent à être
des boîtes noires. Ainsi en se basant sur un principe naturel qui consiste à décomposer
un problème trop complexe en une série de problèmes plus faciles à aborder, nous
avons proposé plusieurs modèles discriminatifs pour la classification non linéaire des
données.
Dans le premier chapitre, nous avons effectué une revue de littérature des prin-
cipales méthodes utilisées pour la classification non linéaire des données. Dans le
deuxième chapitre, nous avons proposé un modèle général du mélange hiérarchique
de classifieurs discriminatifs (HMD). L’idée principale derrière notre modèle est de
diviser une tâche complexe de classification en plusieurs sous-tâches à travers un
ensemble de fonctions de sélection. Chaque sous-tâche est traitée par un classifieur
discriminatif (expert). Les fonctions de sélection servent à la fois à répartir les tâches
entre les experts, mais aussi à leur attribuer un degré d’expertise. À travers ce mo-
dèle général, nous avons montré que la plupart des modèles de mélange discriminatifs
peuvent en être déduits. De plus, nous avons extrait deux nouveaux exemples (HMD1
et HMD2 ) à partir de ce modèle général. À travers ces deux exemples, nous avons
démontré qu’il est possible d’utiliser moins d’experts tout en gardant des scores de
classification élevés. L’exemple HMD1 modélise les fonctions de sélection du premier
et du second niveau, respectivement avec un modèle non linéaire et un modèle li-
néaire. Quant à l’exemple HMD2, les fonctions de sélection sont modélisées par un
modèle non linéaire à travers toute la hiérarchie. En agissant de la sorte, ces deux
exemples permettent une répartition efficace des tâches entre les experts et conduit de
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ce fait à une utilisation plus judicieuse du nombre d’experts. Des expériences ont été
réalisées afin de montrer l’habileté de nos exemples à réduire le nombre d’experts. En
outre, HMD1 et HMD2 surpassent quelques méthodes pertinentes de l’état de l’art.
Cependant, HMD1 est en général plus efficace en termes de justesse que HMD2. Par
contre, le temps d’apprentissage de ce dernier est plus court en présence d’un petit
nombre d’experts. Ce travail a fait l’objet d’une publication dans un articule intitulé
Classification using hierarchical mixture of discriminative learners : How
to achieve high scores with few resources ?, dans la revue Expert Systems
with Applications en 2018.
Dans le troisième chapitre, nous nous sommes intéressés à la classification des
données proportionnelles par une approche discriminative. Pour ce fait, le modèle
proposé (DGD) est basé sur la Dirichlet généralisée. Afin d’estimer les paramètres de
ce modèle, nous avons établi une borne supérieure au mélange de Dirichlet généra-
lisée. À notre connaissance, c’est la première fois qu’une telle borne est proposée. À
partir du modèle HMD, nous avons aussi proposé un modèle de mélange hiérarchique
où les fonctions de sélection et les experts sont modélisés avec le modèle DGD. L’idée
est de réduire l’erreur de classification du modèle DGD. Les expériences ont montré
que les modèles DGD et HMGD sont en moyenne, meilleurs que les modèles HMD1
et HMD2 en ce qui concerne la classification de données proportionnelles. De plus,
le modèle HMGD peut utiliser peu d’experts comparativement au modèle HMD1 et
HMD2. Cependant, nous avons noté que dans le cas où le modèle DGD est sujet à du
surapprentissage, sa combinaison via un mélange hiérarchique ne garantit pas l’amé-
lioration des scores. Il serait donc utile d’établir des stratégies afin de permettre une
meilleure généralisation. Le temps d’apprentissage du modèle HMGD est également
élevé.
Les travaux effectués durant cette thèse mènent à des extensions intéressantes.
En effet, le modèle HMD pourrait être utilisé pour classifier des données provenant
de plusieurs sources. Dans ce cas, chaque expert reçoit les données provenant d’un
certain nombre de sources. Les fonctions de sélection indiqueraient dans ce cas, la
contribution de chaque source à la décision finale. Par ailleurs, l’établissement de
la borne supérieure du mélange de Dirichlet généralisée pourrait faciliter l’analyse
bayésienne des modèles DGD et HMGD ce qui pourrait réduire le surapprentissage.
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Il serait également intéressant de se pencher sur la classification d’autres types de
données (ex. spatio-temporelles) à l’aide d’exemples spécifiques issus du modèle HMD.
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Annexe A
Borne supérieure pour le mélange
de Dirichlet généralisée
La Dirichlet généralisée appartient à la famille des distributions exponentielles.






où K(Ω) est la fonction cumulant qui dépend uniquement des paramètres et est
convexe. La fonction A(X) dépend uniquement des données. Une des propriétés de
la famille exponentielle est que le vecteur X appartient à l’espace du gradient de la
fonction cumulant K(Ω) (X ∈ ∂
∂ΩK(Ω) ou X ∈ K
′(Ω)).
Dans les lignes suivantes, nous appliquons les résultats obtenus dans [73], au cas
spécifique du mélange de Dirichlet généralisée. En effet, Jebara et al. [73] ont pro-
posé une bonne supérieure pour le mélange de distributions appartenant à la famille
exponentielle. Ils ont exploité entre autre la convexité de la fonction cumulant K(Ω).
Pour plus de détails sur les étapes concernant l’élaboration de cette borne, les lecteurs
peuvent se référer à la thèse de Jebara et al. [73].
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A.1. Re-paramétrage du mélange de Dirichlet généralisée
A.1 Re-paramétrage du mélange de Dirichlet gé-
néralisée
Nous utilisons la transformation de la distribution de Dirichlet généralisée décrite
dans l’équation 3.2. Le mélange de Dirichlet généralisée peut être re-paramétré sous

























































































































avec Γ(.) désignant la fonction Gamma et ẋk est un vecteur de dimension (Mi − 1).
Le k − ème élément de ce vecteur est égal à 1 et les autres sont nuls.
À partir de l’expression décrite dans l’équation (A.1), nous pouvons déduire la
bonne supérieure du mélange de Dirichlet généralisée (Eq. 3.10) comme démontré
dans [73] pour la famille exponentielle en général. Deux paramètres variationnelles
sont introduites à savoir ẍ(l)n,ik et W
(l)
n,ik. Le paramètre W
(l)
n,ik doit être généré de sorte
à ce que ẍ(l)n,ik appartient à l’espace du gradient de la fonction cumulant K(Ω̄
(l)
ik ).
Rappelons ici l’expression de la borne supérieure décrite dans l’équation 3.10 :
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Le gradient de la fonction cumulant K(Ω̄(l)ik ) est donné par le vecteur de dimension


























































L’Hessien de la fonction cumulant K(Ω̄(l)ik ) est une matrice diagonale par bloc :
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Les éléments de la matrice K′′2(Ω̄
(l)



















ik ), si d1 6= d2
. (A.7)
A.2 Contraintes sur le point ẍ(l)n,ik
Le point variationnel ẍ(l)n,ik doit appartenir à l’espace du gradient de la fonction
cumulant K(Ω̄(l)ik ). Pour cela, nous devons calculer w
(l)
n,ik comme étant la valeur mini-
male de W (l)n,ik qui garantit cette contrainte sur ẍ
(l)
n,ij . Rappelons que x̄
(l)
n,ik appartient
à l’espace du gradient de la fonction cumulant K(Ω̄(l)ik ). Il suffit donc d’appliquer les
contraintes du point x̄(l)n,ik au point ẍ
(l)
n,ik. Trois conditions doivent être satisfaites :
• les 2D premiers éléments de ẍ(l)n,ik doivent être inférieur à ln(A)
• les éléments restants doivent être dans l’intervalle ]0, 1[ et leur somme est égale
à 1.
















































































A.3 Inversion des matrices K′′(Ω̆(l)ik ) et H
(l)
ik,d
Nous avons besoin d’inverser les matrices K′′(Ω̆(l)ik ) et H
(l)
ik,d plusieurs fois dans
notre modèle. Ceci peut conduire à une charge calculatoire excessive et éviter cela
serait bénéfique. Rappelons que K′′(Ω̆(l)ik ) et H
(l)
ik,d interviennent respectivement dans
l’expression deW (l)n,ik et dans l’estimation de µ
(l)
ik . Inverser K′′(Ω̆
(l)
ik ) revient à l’inversion
de chacune des matrices K′′1,d(Ω̆
(l)
ik ) et K′′2(Ω̆
(l)





ik ) (équations A.6 et A.7) et H
(l)
ik,d (équations 3.15 et 3.16 ) comme
suit :
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ik ) = Q2 + e2ffT | e2 = −1,


































Q2 et f à l’exception que Q2 est une matrice diagonal et f est un vecteur colonne. La































































































A.4. Code Matlab pour générer la table de référence





























A.4 Code Matlab pour générer la table de réfé-
rence
Afin de générer une borne supérieure adéquate pour le mélange de Dirichlet géné-
ralisée, nous avons besoin des paramètres de la fonction G (voir équation 3.11). Cette
fonction est sous la forme : G(γ) = aγ + b [73]. Une liste de des paramètres a et b de
même que le code Matlab pour les générer sont donnés dans le tableau A.1. N’importe
quel couple (a, b) généré par ce code nous donne une borne supérieure valide. Dans
nos travaux, nous avons utilisé a = 0.9811 et b = 0.0450.
90
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0.8108 0.1892 | D=1000;
0.8919 0.1081 | G=zeros(D,1);
0.9811 0.0450 | Z=G;
1.0792 0.0437 | W=G;
1.1872 0.0425 | OPTI=zeros(15,1);
1.3059 0.0414 | OPTI(2)=1e-6;
1.4365 0.0404 | OPTI(14)=59000;
1.5801 0.0394 |
1.7381 0.0385 |
1.9119 0.0377 | for j=1:D
2.1031 0.0369 | g = (1.2)^(-D+j);
2.3134 0.0361 | s = @(x)(-log(g*exp(x)+g*exp(-x)-g*2+1)/(x*x));
2.5448 0.0354 | w = fminbnd(s,1e-8,1000.0,OPTI);
2.7992 0.0347 | G(j) = g;
3.0792 0.0341 | Z(j) = log(g*exp(w)+g*exp(-w)+1-2*g)/(w*w);
3.3871 0.0335 | end
3.7258 0.0329 |
4.0984 0.0323 | A=zeros(D/2,1);
4.5082 0.0318 | B=A;
4.9590 0.0312 | for j=1:(D/2)
5.4549 0.0307 | a = (1.1)^(j-3.2);
6.0004 0.0303 | b = max(Z-G*a);
6.6005 0.0298 | A(j) = a;
7.2605 0.0293 | B(j) = b;






tableau A.1 – Quelques valeurs de la table de référence utilisée de même que le code
Matlab pour les générer.
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Annexe B
Initialisation des paramètres pour
les modèles DGD et HMGD
B.1 Initialisation des paramètres du modèle DGD
L’algorithme B.1 décrit la procédure utiliser pour initialiser les paramètres du
modèle DGD. Nous nous sommes basés sur la méthode des moments pour initialiser
les paramètres des différentes distributions de Dirichlet généralisée [92].
Algorithme B.1 Pseudo-code pour l’initialisation des paramètres du modèle DGD
Données : V = {v1, · · · , vN} ∈ RD×N (obtenues à partir de l’équation 3.2) et Y =
(y1, · · · , yN)T ∈ RN .
Résultats : Ω = {µc, αc}Cc=1 avec µc = {acd, bcd}Dd=1.
Pour chaque classe c{1 · · ·C} et pour d ∈ {1 · · ·D}
1. Sélectionner vcd comme étant les données de la dimension d appartenant à la
classe c.
2. Calculer ln(v̄cd,1) = 1N
∑
n ln(vn,cd) et ln(v̄cd,2) = 1N
∑
n ln(A− vn,cd).












5. Définir {αc}Cc=1 comme étant le prior de chaque classe (αc = Nc/N) où Nc est
le nombre d’instances appartenant à la classe c.
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B.2 Initialisation des paramètres pour les modèles
HMGD
L’algorithme B.2 décrit la procédure utiliser pour initialiser les paramètres du
modèle HMGD. Nous nous sommes basés sur la méthode des moments [92] et de la
procédure décrite dans [28] pour initialiser les paramètres des différentes distributions
de Dirichlet généralisée .
Algorithme B.2 Pseudo-code pour l’initialisation des paramètres du modèle HMGD
Données : V = {v1, · · · , vN} ∈ RD×N (obtenues à partir de l’équation 3.2),
Y = (y1, · · · , yN)T ∈ RN , K, Mi et C.
Résultats : Ω(0), Ω(1) et Ω(2).
1. Pour les paramètres Ω(0)
(a) Appliquer la méthode fuzzy C-means (K groupes) aux données (sans les
étiquettes Y), les affecter aux groupes et créer une étiquette pour chaque
groupe.
(b) Appliquer l’algorithme B.1 avec en entrées V et les nouvelles étiquettes
générées.
2. Pour les paramètres Ω(1)
(a) Affecter les données aux K groupes en utilisant la fonction de sélection
π(0) avec les paramètres Ω(0) issues de l’étape 1.
(b) Appliquer l’étape 1 aux données issues de chacun des groupes construit à
l’item précédent. Dans ce cas, la méthode fuzzy C-means est appliqué pour
Mi groupes.
3. Pour les paramètres Ω(2)
(a) Pour chaque i, j ∈ {1 · · ·K}×{1 · · ·Mi}, affecter les données aux différents
experts en utilisant la fonction de sélection π(1)j|i avec les paramètres Ω
(1)
i
issues de l’étape 2.




Algorithme pour l’estimation des
coefficients de corrélation
Dans les deux cas, l’intra-corrélation et l’inter-corrélation, l’équation 3.19 est équi-
valent à un modèle de régression linéaire. Cependant, il faut nuancer entre les deux
cas. Dans le cas de l’inter-corrélation (K1 6= k2), {Ik2(m+ i, n+j)}(i,j) ∈ V (m,n) sont les
variables explicatives et I(m,n, k1) représente les étiquettes. Dans le cas, de l’intra-
corrélation, certains pixels peuvent ne pas être linéairement corrélés à leurs voisins.
(a) (b)
figure C.1 – (a) Une image. (b) Histogramme des erreurs r(m,n) calculée pour le
canal rouge de l’image affichée en (a).
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Dans ce cas, les erreurs r(m,n) ne sont pas distribuées selon une gaussienne de
moyenne nulle. Soit Ik; k ∈ {R, V,B} l’un des canaux de l’image I. Pour le ca-
nal rouge d’une image RVB (fig. C.1a), nous avons illustré l’histogramme des erreurs
r(m,n) (fig. C.1b). Le sous-tracé de la figure C.1b est un grossissement de l’histo-
gramme pour les erreurs comprises entre -40 et -25. Comme nous pouvons remarquer,
la distribution des erreurs est composée d’une gaussienne de moyenne nulle et d’une
autre distribution.
Soit Ik; k ∈ {R, V,B} un canal de l’image I et sm,n une variable aléatoire cachée
qui indique si le pixel Ik(m,n) est linéairement corrélé à ses voisins. Lorsque sm,n = 1,
le pixel Ik(m,n) a une distribution gaussienne de moyenne
∑
i,j
γi,j,kIk(m + i, n + j) et
de variance σ2k :




γi,j,kIk(m + i, n + j), σ2k
 (C.1)
où N (| µ, σ2) est la distribution gaussienne avec µ comme moyenne et σ2 comme
variance. Si sm,n = 0, le pixel Ik(m,n) peut prendre n’importe quel valeur et nous
assumons qu’elle a une distribution uniforme avec :
p (Ik(m,n) | sm,n = 0) =
1
Nombre de valeurs possibles de Ik(m,n)
(C.2)





sm,n ln [p (Ik(m,n) | sm,n)] (C.3)
Nous pouvons utiliser l’algorithme EM pour estimer les paramètres γi,j,k et σ. Dans
la phase E-step, nous calculons l’espérance suivante :
Q = ∑
m,n
h1(m,n) ln [p (Ik(m,n) | sm,n = 1)]















Les probabilités a priori p (sm,n = 0) et p (sm,n = 1) ont été choisies comme étant
égale à 1/2. Dans la phase M-Step, nous devons estimer γi,j,k et σ en maximisant Q





















γi,j,kIk(m+ i, n+ j)
2 (C.8)
En annulant la dérivée de E par rapport à γi,j,k, nous avons à résoudre l’équation
suivante :
Aγk = Y (C.9)




a1,1 a2,1 · · · ar,1
a2,1 a2,2 · · · ar,2
... ... . . . ...


























[h1(m,n) Ik(m− J + 1, n− J)





[h1(m,n) Ik(m + J, n + J)





[h1(m,n) Ik(m + J, n + J)






h1(m,n) Ik(m,n) Ik(m− J, n− J)∑
m,n
h1(m,n) Ik(m,n) Ik(m− J + 1, n− J)
...∑
m,n




L’estimation des paramètres est résumée dans l’algorithme C.1 qui est similaire à
celui proposé par Popescu et Farid [105].




Choisir aléatoirement γi,j,k, poser p (Ik(m,n) | sm,n = 0) = 1/256 et σk = 0.28.
2. E-step : Pour chaque pixel Ik(m,n), calculer h1(m,n) (Eq. C.5).
3. M-step : Estimer respectivement σk et γi,j,k en utilisant l’équation C.7 et en résol-
vant l’équation C.9.
4. Répéter les étapes 2 et 3 jusqu’à convergence.
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