We conduct a randomized experiment using a series of three finance exams sat by over 1,000 students at an Australian university, to determine the extent to which multiple-choice questions (MCQs) are improved by item writing best practices. We identify deviations from best practices (i.e. "flaws") in MCQs, correct these flaws in a random sample of MCQs and re-administer the exams. Regardless of question difficulty, editing the MCQs according to best practices provides greater clarity for students and increases the proportion of correct responses. We also observe a substantial improvement in MCQ performance related to the effective removal of non-performing distractors. The effect of MCQ editing is larger on those items that students find more difficult. The discriminatory power of MCQs edited according to best practices declines on average, but it increases among students with the lowest scores.
INTRODUCTION
Utilized in university education, business school entry (e.g. GMAT) and professional accreditation (e.g. CFA Program), multiple-choice question (MCQ) tests are increasingly ubiquitous. These tests are attractive for a number of reasons. A well-constructed test can be used to test high-order thinking without a dependence on writing skills (Bush, 2006) . MCQ tests allow for broad coverage of topics in a single test, accurately discriminate between students of different abilities (Schuwirth and van der Vleuten, 2003) , and scores are as reliable as those attained from a constructed-response test (Bacon, 2003) . MCQs are particularly attractive in an era of reduced resources and improved technology (Nicol, 2007) , and where the automation of marking provides benefits for tests with large enrolment numbers (McCoubrie, 2004; DiBattista and Kurzawa, 2011) . For instance, consider the logistical issues arising from marking test papers of the near 200,000 candidates who sat a CFA exam in 2016
1 . Indeed, given the current cost pressures in the education sector it is likely that MCQ testing will become even more prevalent.
However, question writers are often not trained in the process of effective MCQ writing and this raises the likelihood that test takers can misinterpret questions, reducing the validity of the testing process. There are many books, papers, and texts (e.g. Ellsworth et al., 1990; Haladyna, 1997; Haladyna et al., 2002; Kehoe, 1995; Morrison and Free, 2001; Osterlind, 1998) pertaining to best practice design and use of MCQs, but the majority are based on opinion and there is very limited empirical work regarding the effectiveness of the suggested best practices. This paper contributes to rectifying this gap in the literature by empirically testing the impact of best practice designs in MCQs by means of a randomized experiment on a set of actual university exams.
One method of assessing the quality of MCQs is to evaluate the presence of itemwriting flaws. Item-writing flaws are violations of accepted item-writing best practices and guidelines, which can readily appear in any of the components of a MCQ 2 and affect student performance. Downing (2002) reports that one third of the questions in a medical exam have flaws and appear to be more difficult than comparable non-flawed items. Downing (2005) and 1 Source: https://www.cfainstitute.org/programs/cfaprogram/Documents/1963_current_candidate_exam_results.pdf 2 The conventional format of a MCQ has three components: the stem (question statement), the key (correct answer), and several distractors (incorrect but plausible answers). Tarrant et al. (2006) find that up to 65% of items in medical exams are flawed, and that this introduces systematic error that reduces exam validity and penalizes some students. Many test banks supplied by textbook publishers are also flawed (Masters et al., 2001 ) which can lead to problems if they are blindly applied by examiners. Tarrant and Ware (2008) suggest that flawed MCQs are more likely to penalize high-achieving students and not disadvantage borderline students.
Another method to assess MCQ quality is to focus on the characteristics of test responses. DiBattista and Kurzawa (2011) focus on difficulty, discriminatory power, and distractor effectiveness. The difficulty of an item is inversely proportional to the proportion of test-takers who select the correct answer, denoted p. The discriminatory power is a measure of the correlation between overall test scores and the score obtained on an individual item. Ebel (1975) suggests this is a major determinant of MCQ quality. DiBattista and Kurzawa (2011) note that items with a low discriminatory power fail to discriminate sufficiently between the high-and low-scoring test-takers and so do not contribute to the overall test quality. They suggest a discrimination coefficient of at least +0.20 is appropriate, and that discriminatory power is greatly impacted by difficulty and the quality of distractors 3 . A good distractor is one that is plausible enough to tempt lower ability test-takers to select it, but will not impact wellprepared students. The literature suggests that at least 5% of test-takers should select a distractor for it to be worthwhile including (Haladyna and Downing, 1993; Tarrant et al., 2009 ). An effective distractor should also have a discriminatory power that is negatively correlated with overall test scores (i.e., test-takers with high overall scores must select the distractor less often than those with low overall scores). Haladyna and Downing (1993) find that MCQs with more effective distractors are more discriminating, while DiBattista and Kurzawa (2011) find that many of the distractors used in tests at a mid-sized Canadian university function poorly. This is related to the area of MCQ design that has generated most empirical interest from researchers: the optimal number of distractors. Haladyna et al. (2002) perform a review of the studies published since 1990 and find mixed evidence as to whether reducing the number of options affects difficulty, although there is evidence of better discrimination (Cizek et al., 1998) and increased reliability (Trevisan et al., 1991 Other research into MCQ test quality have identified the importance of the placement of options in logical order (Huntley and Welch, 1993) , and the avoidance of "none of the above statements" (Crehan and Haladyna, 1991; DiBattista et al., 2014) although the effect of unfocused stems is limited (Downing et al., 1991) .
This paper contributes to the literature by filling two important gaps. First, the research in this field is mostly focused in the area of medical / nursing education, and we can find little trace of empirical work in business education. Our results are based on three finance exams sat by over 1,000 students at an Australian university. Second, we combine the two approaches typically used to measure MCQ test quality: identifying flaws and studying the characteristics of test responses. We adopt a difference-in-difference approach to examine the influence of MCQ writing flaws. We identify the flaws in a set of MCQs used in a baseline sample of students. We then fix the flaws in a systematic manner and re-administer the test.
This enables us to perform a series of statistical tests to gauge changes in the characteristics of test responses, and determine the extent to which they are affected by MCQ writing flaws.
Our results demonstrate that the greatest improvement in MCQ performance is related to the effective removal of non-performing distractors. Regardless of question difficulty, editing the MCQs according to best-practices provides greater clarity for students and increases the proportion of correct responses. The effect of MCQ editing is larger on those items that students find more difficult. Intuitively, this make sense because there is little room to improve the proportion of correct responses, or discriminate between high and low achievers, when the vast majority of examinees are already answering the question correctly.
The discriminatory power declines on average in the edited MCQs. However, when we look at how the discriminatory power is distributed across the candidates, we observe that editing increases the marginal discriminatory power among the candidates with the lowest scores.
This study is important to academics across various disciplines, publishers of test bank questions and those writing assessments for professional bodies. The paper proceeds as follows. Section 2 describes the data used in this study and outlines our methodology. Section 3 provides our empirical results and accompanying discussion. Section 4 concludes.
DATA AND METHODOLOGY

THE RESEARCH SETTING
The University of Technology Sydney (UTS) is an Australian university formed in 1988 from the earlier NSW Institute of Technology, with its origins tracing back to 1893. This study involves three undergraduate finance subjects, selected to provide a mixture of basic and advanced subjects, taught within the Bachelor of Business degree offered by the UTS Business School.
• Fundamentals of Business Finance (25300) is a core first year subject for the Bachelor of Business degree. This subject introduces students to the basic technical and theoretical concepts of finance such as investment and financing decisions. All business students enroll in the subject, irrespective of their subject major, and it is a pre-requisite for subsequent finance subjects.
• The Financial System (25556) is the first specialized finance subject for students majoring in finance within the Bachelor of Business degree. The subject covers the payment, financing and market-risk management activities of the financial system.
• Corporate Financial Analysis (25410) is a capstone subject for the finance major within the Bachelor of Business degree. It deals with financial statement forecasting and modelling with an emphasis on cash flow reconstructions from financial statements. As a capstone subject, it draws on students' prior knowledge of accounting, economics, finance and quantitative methods.
Each subject is offered twice each year 4 over a standard 11-week semester. The formal assessment structure of each subject comprises of a combination of online quizzes, assignments, group case studies and presentations. Although the assessments and weighting are unique to each subject, all three subjects incorporate a two-hour closed-book final exam at the end of the semester. Each final exam includes of a series of MCQs covering material delivered during the semester. Summary information for the final exam of each subject is presented in Table 1 . 2017. However, a new topic was introduced into the subject in S1 2017 and the final question in the two multiple choice exams do not correspond. Therefore, for the purposes of our study, this question was dropped from both exams.
IDENTIFICATION STRATEGY
Our identification strategy to understand the extent to which item-writing flaws determine the effectiveness of MCQs is based on a randomized experiment combined with difference-in-difference (DID) analysis. DID is a statistical method that can be used to understand the causal effect of a treatment (Lechner, 2010) , which in our case is the elimination of item-writing flaws. To the best of our knowledge, this method has not been used extensively in the evaluation of how best-practices affect MCQs, as such it forms an additional contribution of the present paper.
The process is as follows. We select a stratified random sample of approximately half of the MCQs in the S2 2016 exams which forms our set of treated MCQs. From this set, we eliminate any identified item-writing flaw (this step is described in detail in the next section).
In the (following) S1 2017 session, for each subject the exam consisted of a combination of our treated MCQs together with the non-treated questions. The DID method then compares how the treated MCQs are affected by the treatment by using the non-treated questions as a control for unobservable factors.
It is useful to describe the DID model more formally (we will follow Lechner, 2010) .
Let D be an indicator variable that identifies questions that are treated, Y be an outcome variable (e.g., the clarity of a question), and X be a set of control variables (e.g., the difficulty of the topic, and the preparation of the student 
The ATET measures the extent to which the outcome variable is affected by the treatment in the treated questions. ( ) is not identifiable, because it is a function of variables that are not observable, thus Equation (1) cannot be used directly to estimate the ATET. 
Equation (2) is only based on observable quantities and is then identifiable. We can then simply plug Equation (2) into Equation (1) and calculate the ATET.
The intuition behind Equation (2) is simple: the treatment effect is captured by the change in the outcome variable from S2 2016 to S1 2017 among treated questions (D=1) as compared to the change among non-treated questions (D=0). Non-treated questions are used to create the counterfactual: after controlling for X, the change of the outcome variable in non-treated questions captures how the outcome variable would have changed for treated questions had they not been treated.
Equation (2) requires five identification assumptions (Lechner, 2010) , which are discussed in the remainder of this section. The first one is the stable unit treatment value (SUTVA) assumption, which implies that one and only one of the potential outcomes ( " ) is observable for every member of the population. This assumption is met by design in our study, because every member of the population of respondents either responds to an untreated or to a treated question.
The second assumption is the exogeneity (EXOG) assumption. This assumption implies that the treatment and the control variables X should be exogenous, ruling out the existence of unobserved factors that simultaneously determine the control variables and the treatment. In order to satisfy EXOG, we adopt an experimental setting in which treated units are selected using stratified random sampling. In this way, we eliminate the possibility of endogeneity between the treatment and the controls.
The third assumption is that the treatment had no effect on the pre-treatment population (NEPT). The NEPT assumption for instance rules out cases in which individuals may change their behavior in time t = 0 in expectation of a future treatment. In our setting, individual respondents were not aware of the experiment, and their behavior is hence not possibly affected by expectations about a future treatment of some of the questions.
The fourth identification assumption is the common trend (CT) assumption. CT, which is another form of exogeneity, implies that, conditional on X, differences in the expected potential non-treatment outcome over time are unrelated to belonging to the treated or control group. A typical example of how the CT assumption can be violated is self-selection: if treated units self-select into the treatment, the treated group could be different from the nontreated group for unobserved factors that affect the outcome. The result would be a biased and inconsistent estimate of the treatment effect. In our setting, CT is satisfied because, on the one hand, we select treated questions using stratified random sampling and, on the other hand, students cannot self-select into the treated or non-treated exam.
The fifth identification assumption is common support (CS). CS implies that observations
with characteristics X=x exist in both the treated and non-treated groups. For all the dimensions of X that are related to student characteristics, CS is automatically satisfied by the fact that, in S1 2017, the same students answer both the treated and the non-treated questions, hence the support for the two groups is exactly the same. For dimensions of X that related to the questions themselves, our experimental setting satisfies CS because we randomly select treated units across strata created from relevant question characteristics, as described in the next section.
SAMPLE CONSTRUCTION AND MULTIPLE-CHOICE QUESTION QUALITY
Our research methodology follows a process of developing a list of best practice design and use of MCQs, selecting a sample of MCQ from the S2 2016 exams, identifying the flaws in the selected sample, correcting these flaws and finally re-administering the three exams in S1 2017 consisting of sample (treated) and control (untreated) MCQs. Next, we selected a sample of MCQ to be corrected in accordance to Appendix A. A total of 40 MCQs were available for this study, administered across three exams to 1,872 students in S2 2016. The subsequent S1 2017 exam then consisted of 52.5% treated questions (sample group) and 47.5% untreated questions (control group). We construct the sample using a multi-step process.
Our first step was to classify the MCQs from each of the three S2 2016 exams according to their performance across three criteria that the literature has identified as important:
• Item Difficulty Index (p): Measures the proportion of students that answered the item correctly 5 and ranges between 0.0 and 1.0. This is sometimes referred to as the "item easiness index". There is some disagreement 6 as to the appropriate range but we follow Mitra et al. (2009) in selecting 0.30 -0.80 as our acceptable range.
• Item Discrimination Index (discrimination): Measures the ability of an item to differentiate between students of higher and lower abilities. Alternatively, a measure of how well an item is able to distinguish between examinees who are knowledgeable and those who are not. Generally, this index ranges between -1 and 1, although its value is normally positive (negative values indicate that high performing students have incorrectly answered the item more frequently than low performing students). We
, where H is the number of 5 There are two methods for this. The first simple divides the number of students who chose the correct answer by the total number of students. The second divides the sum of correct responses from high and low performing groups by the total number of students in the two groups. The proportion of students in each group is typically around 30% and we follow Mitra et al. (2009) and Rasiah & Raja (2006) in using 27%. examinees in the high-performing group (top 27%) who correctly answer the item, L is the number of examinees in the bottom-performing group (bottom 27%) who correctly answer the item, and N is the total number of students in the high and low groups. We follow DiBattista & Kurzawa (2011) and Pande et al. (2013) in determining that an acceptable level of discrimination is 0.30 or higher.
• Non-Functioning Distractor: For a MCQ item to function well, distractors (the incorrect response option) should seem plausible, likely or reasonable to an examinee who is not sufficiently knowledgeable in the content area. We adopt the methodology of DiBattista & Kurzawa (2011) and Gajjar et al. (2014) in determining a distractor as nonfunctioning if it is chosen by less than 5% of examinees.
Based on the three criteria, and the number of times each MCQ fails to satisfy the criteria, we assign a rating to each MCQ. Table 2 indicates the number of MCQ falling into each category (we provide greater detail in Appendixes B-D). represent an equal distribution of the four rating categories across all three subjects. Table 3 summarizes this stratified random sample. After our sample of 21 MCQs was selected, we systematically identified the flaws in the selected sample and corrected these flaws in accordance to the guidelines in Appendix A. An example of the changes that were made to a specific question is provided in Appendix B.
The final step was to re-administer the three exams in S1 2017 consisting of the 21 MCQs which were treated and 19 MCQs which were untreated (control).
RESULTS
ITEM QUALITY MEASURES: DESCRIPTIVE ANALYSIS
In this section, we provide a descriptive analysis about the impact of our corrections on the item difficulty (p), discrimination power (discrimination) and presence of non-functioning distractors (NFDs). We are able to analyze our changes at the individual item level in addition to the aggregate exam level. Table 4 presents some descriptive statistics about how item quality measures changed between the S2 2016 and S1 2017 exam. Students were able to correctly answer more questions in S1 2017, a result that is driven by treated items, for which the p-value has increased by 10 percentage points. The difference in discrimination power is limited and does not seem to be significantly different between treated and non-treated items. The proportion of non-functioning distractors has been reduced for the treated items (-0.48) substantially more than for the control items (-0.05). This results in a substantial increase (+0.24) in the average item's rating category for treated items, whereas we observe a decrease (-0.21) in the rating of control items. We then drill down into the individual exams in order to understand the specific drivers of our results, and whether the exam level impacts our results. Table 5 provides results for the Fundamentals of Business Finance exam (25300), the introductory level subject, with our treated items highlighted in bold. Upon the second administration of the exam, the average item became easier and less discriminating, a result primarily owing to the performance of our treated items. The average item rating increased as a consequence of the much lower number of NFDs; the treated (control) group produced six (three) fewer NFDs, contributing to three (two) rating increases from B to A. Two items (one control and one treated) had their rating fall from C to D. In both cases, they had high initial p and the discrimination fell below the cut-off on the second administration. Table 6 . Again, the average item is more likely to be answered correctly (p increased) once treated. In contrast to the introductory level exam, our edits resulted in an average increase in discrimination for the intermediate level subject. In this exam, we had one item that was classified as too easy (very high p) and there was no change in the performance of this item.
On average, control items dropped by nearly half a rating compared with no change in rating for treated items. Financial Analysis (25410) and present the results in Table 7 . A familiar story emerges with the number of NFDs declining and the average item becoming easier. However, the performance difference between treated and control items is interesting. In this instance, the control items appear to be slightly less likely to be answered correctly (declining p) and less discriminating, while the treated items are more likely to be answered correctly and no change to the discrimination. For this exam, the relative performance of treated items was exactly as we would have expected; higher p, similar discrimination, and fewer NFDs. This results in a net rating change of +0.64 for the treated items vis-à-vis the control items. In summary, it appears that our edits have a desirable effect on the performance of students in MCQ exams. The greater clarity of MCQ items results in a greater number of correctly answered questions and reduces the number of non-functioning distractors. The reduction in NFDs is the most effective edit in terms of improving the rating of treated items. The ability to increase the level of discrimination is related to the difficulty of the specific item. For instance, if an item has a p below 0.30 then it is typically associated with multiple flaws and thus performance may be improved via careful editing. On the other hand, if the p is above 0.80 then there is little room for any discrimination and so our edits do little to improve the rating of such items. This may also be one reason why our treatment had an adverse effect on the discrimination of the introductory level exam (25300) and a more desirable impact on the higher-level exams.
TREATMENT EFFECT ON MCQ DIFFICULTY
In the previous section, we have shown that MCQs edited to follow best practice seem to be easier for students. The objective of this section is to verify if this evidence is statistically significant. In order to do that, we use DID analysis as described in section 2.2.
The reason why editing to follow best practice could cause an increase in correct answers is that MCQs that do not follow best practice can be confusing for students, even those who understand the concept that is being tested. Once the item-writing flaws are fixed, and confusion is minimized, more students should be able to answer the question correctly. If best practices actually improve the clarity of a question, we should then expect a positive and significant ATET on the probability that students answer questions correctly.
Therefore, the unit of analysis is the response a student gives to a specific question in an exam. The distribution of the sample across exams and terms is reported in Table 8 . Overall, for the three exams over the two semesters we have a total of 3,428 students providing 42,066
individual responses. Descriptive statistics for the variables used in our DID analysis are reported in Table   9 . On average the students correctly answered 59.39% of the questions, as indicated by the dummy variable Correct Response. Slightly less than half (47.44%) of the responses refer to S1 2017, as indicated by the variable S1 2017 dummy. We indicate treated items with the dummy variable Treated item, and set this equal to one for MCQs that were selected for editing. This dummy is the equivalent of D in Equations (1) and (2) and indicates items that were randomly selected to be part of the treatment group. Overall, 51.43% of the responses refer to MCQs in the treatment group. The Treatment dummy variable identifies MCQs in the treatment group after they have been edited (i.e., = *
). In order to control for the extent to which a student is prepared (which should be positively associated to the likelihood that, other things equal, the student correctly answers a given question) we calculate Student grade as the grade (on a range between 0 and 1) that the student obtained in all MCQs in the exam excluding the focal item. Put differently, Student grade is the fraction of correct answers the focal student has in the remainder of the exam. 8 Before entering into the complete model to estimate the conditional ATET, it is useful to calculate an unconditional ATET (i.e., the ATET when no X is used as a control variable) with a simple ANOVA table, as reported in Table 10 . If we look at MCQs in the control group, we see that students answered correctly to 59.1% of the questions in S2 2016 and to 57.6% in S1 2017. The -1.5% difference is significant at the 5% level. If we look at MCQs in the treatment group, we see that the fraction of correct responses increased from 57.0% in S2 2016 (before the edits) to 63.9% in S1 2017 (after the edits). The 6.9% difference is significant at the 0.1% level. Since the fraction of correct responses increased by 6.9% in the treated group and decreased by -1.5% in the control group, the unconditional DID estimate of the ATET is the difference between these two differences: 8.5% (significant at the 0.1% level). Similarly, we could calculate the ATET by looking at how the difference in the fraction of correct responses between treated and control MCQs changes between the S2 2016 and the S1 2017 session. The difference is -2.2% in S2 2016, but increases to +6.3% in S1
2017. Again, the estimated unconditional ATET is the difference between the two differences:
8.5% (significant at the 0.1% level). We can now extend this unconditional analysis by including a number of covariates, as illustrated in Table 11 . Because the dependent variable is dichotomous, we report both the results of linear probability models (which are a natural extension of the ANOVA analysis in Table 10 , but are not the most appropriate models for binary variables) and probit models (which are more appropriate, but less immediately interpretable, than linear probability models). The results obtained with the two models are entirely consistent in terms of sign and statistical significance. Note: The table illustrates linear probability (columns 1-3) and Probit (columns 4-6) models on Correct Response, a dichotomous variable equal to one when a given student answers correctly to a given item in a given exam. S1 2017 dummy is a dummy equal to one for items in the S1 2017 exam session. Treated item is a dummy equal to one for items that were selected for editing. Treatment is a dummy equal to one for edited items (i.e., Treatment = S1 2017 Dummy * Treated item). Student grade is the grade (on a range between 0 and 1) the student obtained in all exam items excluding the focal item. Item fixed-effects are a set of 39 dummy variables, each identifying one specific item, which are not shown in the table for the sake of clarity. Standard errors are robust and reported in round brackets. ***: p-value<0.1%; **: p-value<1%.
Column (1) in Table 11 is reported for the sake of clarity, and gives us the same results as in Table 10 , estimated using OLS (the ANOVA and OLS approaches are equivalent, see Lechner, 2010) . The equivalent baseline model estimated using Probit is reported in Column (4) and gives a perfectly consistent result: the ATET is positive and statistically significant at the 0.1% level. A series of item fixed effects are added in Columns (2) and (5). These variables control for any time-invariant MCQ-specific idiosyncratic characteristic. For instance, MCQs testing different topics may, other things equal, differ in the fraction of correct responses from students (e.g., because some topics are easier than others). Controlling for MCQ-specific characteristics does not affect our main result: the ATET is positive and highly statistically significant (p-value<0.1%). Finally, in Columns (3) and (6) we add Student grade as an additional control variable. As expected, the variable is positive and statistically significant: students that perform better in the other questions of the exam are, all else equal, more likely to correctly answer any given question on the same exam. Even after controlling for this student-specific characteristic, the estimated ATET remains positive and highly statistically significant (p-value<0.1%). To summarize, consistent with our expectations, students correctly answer MCQs that are written following item-writing best-practices more frequently than they do MCQs that do not follow best-practice. The treatment effect is highly statistically significant and large in magnitude.
Finally, we study whether the treatment effect is concentrated in certain item categories. Specifically, we test if the treatment effect is significant in each of the item rating levels and for different levels of item difficulty. We begin by estimating the treatment effect across item rating classes. Based on the rating of items in S2 2016, we create three dummy variables: A-rated, B-rated and C/D-rated (because of the small number of D-rated items, we pool the last two categories). We interact these dummy variables with the Treatment variable, to obtain an estimate of the treatment effect across the different rating categories. The results are in Table 12 . The first interesting result from this analysis is that, in our most complete models (3 and 6), the treatment effect is positive and significant (p-value<0.1%) in each of the three categories. Editing for item best practices makes the items clearer regardless of the initial performance of the item. What is somewhat more surprising is that the treatment effect is larger for items that are rated either A or C/D. The treatment effect is smaller in size and statistical significance (and not statistically significant in models 1 and 4) for items that are in the middle quality category (B). The last two rows of Table 12 illustrate that, in most models, we can reject the null hypothesis that the treatment effect is equal between A-and B-rated items and between B-and C/D-rated items. In other words, clarity seems to be more effective in improving items that were either the best or the worst performing, and less effective in items that are in the middle. The table illustrates linear probability (columns 1-3) and Probit (columns 4-6) models on Correct Response, a dichotomous variable equal to one when a given student answers correctly to a given item in a given exam. S1 2017 dummy is a dummy equal to one for items in the S1 2017 exam session. Treated item is a dummy equal to one for items that were selected for editing. Treatment is a dummy equal to one for edited items (i.e., Treatment = S1 2017 Dummy * Treated item). Student grade is the grade (on a range between 0 and 1) the student obtained in all exam items excluding the focal item. A-rated, B-rated, and C/D-rated are dummy variables that identify the quality rating of the items in S2 2016. Item fixed-effects are a set of 39 dummy variables, each identifying one specific item, which are not shown in the table for the sake of clarity. Standard errors are robust and reported in round brackets. ***: p-value<0.1%; **: p-value<1%, *: p-value<5%.
Next, we look at differences in the treatment effect across items that differ in difficulty.
We identify three MCQ item difficulty categories based on their performance in the S2 2016
exam. We define a variable (Item score in S2 responses to the S1 2017 exams. The results of estimates using linear probability (Columns 1-2) and Probit (Columns 3-4) models are reported in Table 13 . As expected, Item score in S2 2016 is positive and highly statistically significant, which indicates a positive correlation between the likelihood that a student correctly answers a question in the S1 2017 semester, and the proportion of students who had correctly answered the question in S2 2016. The estimated treatment is positive and statically significant for each of the three categories of MCQs: regardless of question difficulty, editing the MCQs according to item-writing best-practices provides clarity for students and increases the proportion of correct answers.
The last two rows of Table 13 compare the size of the effect across the different categories of MCQs. There is no strong evidence of a difference in the treatment effect between easy and medium-difficulty MCQs (the results are inconsistent between linear probability models and probit models). However, the results strongly suggest that the treatment effect is larger for the harder items than for the medium-difficulty ones. This result suggests that the benefit of clarity improvement due to item-writing best-practices is particularly significant for those items that are more difficult for the students.
TREATMENT EFFECT ON THE ITEM CHARACTERISTIC CURVE
In this section we study how editing affects the item characteristic curve (ICC) of MCQs. The ICC is the curve that represents the probability that a student answers correctly to a question as a function of the student knowledge (Lord, 1977) , approximated here by the student grade (excluding the focal item). This analysis of the ICC is useful because it allows us to see the extent to which a marginal increase in the Student Grade increases the probability to answer correctly to a given item, which gives us a local measure of the discriminatory power of a question. We estimate both linear probability models and Probit models and include both a specification that is linear in Student Grade and one that includes (Student Grade) 2 , which allows us to study the effect on marginal discriminatory power in more detail. The results are reported in Table 14 . Note: The table illustrates linear probability (columns 1-2) and Probit (columns 3-4) models on Correct Response, a dichotomous variable equal to one when a given student answers correctly to a given item in a given exam. S1 2017 dummy is a dummy equal to one for items in the S1 2017 exam session. Treatment is a dummy equal to one for edited items. Student grade is the grade (on a range between 0 and 1) the student obtained in all exam items excluding the focal item. Item fixed-effects are a set of 39 dummy variables, each identifying one specific item, which are not shown in the table for the sake of clarity. Standard errors are robust and reported in round brackets. ***: p-value<0.1%; **: p-value<1%; *: p-value<5%; †: p-value<10%. Table 14 show that the correlation between the probability of answering correctly to a MCQ and the grade of a student in the remaining MCQs in the exam declines in treated items, as shown by the negative sign (p-value<0.1%) of Treatment * Student Grade. This result confirm the general trend highlighted in Section 3.1: after editing for best-practices, MCQs have a lower discriminatory power. Models (2) and (4) allow us to understand how this average decline in discriminatory power varies across students. The results of these models are better appreciated in graphical form, as illustrated in Figure 1 , in which we report, based on Model 4, the ICC and its first derivative (i.e., the marginal increase in this probability with an increase in Student Grade. Table 14 and keeping all other controls at their mean value. Panel A reports the estimated probability to answer correctly. Panel B reports the marginal increase in the estimated probability to answer correctly with a marginal increase in the Student Grade, estimated from Model (4) in Table 14 using the delta method.
Models (1) and (3) in
Panel A of Figure 1 confirms the finding discussed in the previous sections: students answer correctly more frequently to MCQs that have been edited according to best-practices.
The estimated treatment effect, which is the distance between the ICCs is positive across all levels of Student Grade. Panel B of Figure 1 focuses on the marginal effect Student Grade has on the probability of answering correctly to a MCQ. Interestingly, Panel B shows that the greater discriminatory power of non-treated items mostly derives from students with the highest scores, whereas for students with low scores, editing for clarity actually increases discriminatory power. In other words, lack of clarity seems to be particularly confusing for the least prepared students, reducing the ability of MCQs to correctly discriminate among them.
CONCLUSIONS
MCQ are widely used as an assessment tool and technological development suggests their usage will continue to grow. It is therefore important to understand the importance of item-writing clarity in assessment outcomes. In this paper, we assess the extent to which following the best practices for item writing results in better MCQs. We do so by building on two streams of literature about MCQs. The first one identifies the best-practices for writing
MCQs. The second one determines the main quality measures for MCQs.
This study is among the first to focus on the use of MCQ in business education as we utilize a set of finance exams taken by Australian undergraduate students. A further contribution of our study is that we base our inference on a randomized experiment, which allows us to use difference-in-difference to calculate the treatment effect of writing MCQs according to the best-practices.
Our results demonstrate that editing MCQs according to best-practices has a positive impact on item clarity. Removal of identified MCQ flaws significantly increases the proportion of correct responses. We also find evidence that edited items have fewer nonperforming distractors, which increases substantially the performance of MCQs. Editing, however, results in a lower discriminatory power. Further analysis reveals that this effect is driven by a decrease in discriminatory power among the most prepared students, but that the effect of editing on discriminatory power among the least prepared students is actually positive.
This study is important to a range of entities that may use MCQs to assess students, including academics, teachers, professional bodies, and health organizations. Future research may include the application of our methodology to a wider range of test settings. Moreover, the identification strategy used in this paper could be extended to a randomized experiment at the student level, in which each student is randomly assigned a treated/non-treated version of each item. This method would also allow us to have different treated versions of each item, thus testing the relative effectiveness of different categories of edits. Of the 10 items on the 2016 administration, 2 were rated A, 6 B, and 2 C.
• Eight items had non-functioning distractors.
• All items had strong discrimination.
• Two items were too easy (p-value above 0.8). Both of these also had multiple NFDs. Of the 14 items on the 2016 administration, 7 were rated A, 4 B, 1 C and 2 D.
APPENDIX C -ANALYSIS
• Six items had non-functioning distractors. In three of these cases there were also other problems.
• Four items had discrimination statistics below the 0.3 cutoff. In three of these cases there were also other problems.
• One item was too easy (p-value above 0.8). It failed on all other counts as well.
• One item was too hard (p-value below 0.3). It failed on all other counts as well. Of the 16 items on the 2016 administration, 10 were rated A, 2 B, 3 C and 1 D.
APPENDIX D -ANALYSIS
• Four items had non-functioning distractors. In three of these cases there were also other problems.
• Two items were too easy (p-value above 0.8). Both of these items failed on one or more other counts as well.
• One item was too hard (p-value below 0.3). It also failed on the basis of discrimination. 
Semester p-value
