Abstract. Most technologically useful materials arise as polycrystalline microstructures, composed of a myriad of small crystallites, called grains, separated by their interfaces, called grain boundaries. The orientations and arrangements of the grains and their network of boundaries are implicated in many properties across wide scales, for example, functional properties, like conductivity in microprocessors, and lifetime properties, like fracture toughness in structures. Simulation is becoming an important tool for understanding both materials properties and their processing requirements. Here we offer a consistent variational approach to the mesoscale simulation of these systems subject to the Mullins equation of curvature-driven growth in a two-dimensional setting. The main objective is to provide a calibration for future two-dimensional and three-dimensional efforts. We discuss several novel features of our approach, which we anticipate will render it a flexible, scalable, and robust tool to aid in microstructural prediction. Simulation results offer compelling evidence of the predictability and robustness of statistical properties of large systems, such as grain size distribution and texture, that are of immediate interest in materials science.
Introduction.
A central problem in materials science is the understanding and control of microstructure, the ensemble of grains that comprise polycrystalline materials. The orientations and arrangements of the grains and their network of boundaries are implicated in many properties across wide scales, for example, functional properties, like conductivity in microprocessors, and lifetime properties, like fracture toughness in structures. As discussed below, these mesoscale properties are necessarily interpreted by means of statistical measures, especially grain size statistics and texture, or grain orientation, statistics. Most tantalizing is the grain boundary character distribution (GBCD), a five-dimensional distribution function of grain misorientation and interface normals. Modeling and simulation of the grain evolution at the mesoscale plays an increasingly important role in resolving these central problems. Indeed, the grain boundary character distribution owes much of its discovery to the very simulation we are presenting here.
With the implementation of automated data acquisition, based on orientation imaging microscopy, in the Mesoscale Interface Mapping Project, a strategy has emerged for determining interfacial energy and mobility in polycrystals [1] . Simulation with such energy and mobility functions offers the promise of understanding these properties and satisfying processing requirements. Here we exhibit a consistent variational approach to the mesoscale simulation of large systems of grain boundaries sub-ject to the Mullins equations of curvature-driven growth [31] , [32] in a two-dimensional setting. We illustrate this with the simulation of a polycrystalline system with constant energy and mobility. This serves as a calibration for future two-dimensional and three-dimensional efforts. This paradigm system is the most studied in theory and corresponds in experiment to a columnar "fiber texture." We discuss several novel features of our approach, which we anticipate will render it a flexible, scalable, and robust tool to aid in microstructural prediction. We offer compelling evidence of the predictability and robustness of statistical properties of large systems, such as grain size distribution and texture, that are of immediate interest in materials science. As a consequence, the simulation technique enters the arena of being useful. For example: How important is anisotropy? How prominent are low angle boundaries in various textures? Or (see below) are there general laws of evolution for ensembles of grains? Such questions become accessible now that we are in possession of a reliable and accurate approach to simulation.
The Mullins equations, discussed below, are a system of evolution parabolic partial differential equations for each grain boundary curve. Grain boundaries meet, typically, at triple junctions, where an additional condition is required. We enforce the Herring force balance condition, which is the natural boundary condition for equilibrium, at these triple junctions [17] , [18] . The resulting system is then dissipative for the energy [22] . The evolution of grain boundaries using the above model can be viewed as a steepest descent method for the total grain boundary energy, where natural boundary conditions are imposed. This observation serves as the basis for our discretization method and leads to stable schemes. Our method begins by discretizing the grain boundaries, which are curves in two dimensions, using linear elements. We then form the discrete energy by numerical integration (using the midpoint rule) of the grain boundary energy density along the network of grains. The gradient of this functional gives the velocity of the curves, and the discretized Herring condition is given as the discrete natural boundary condition for that functional. The resulting semidiscrete system (continuous time) satisfies a dissipation estimate analogous to that of the original problem. This guarantees the stability for small time steps of the whole network. The Herring condition at the discrete level provides us with a nonlinear set of equations that the triple junctions must satisfy. These are solved approximately using a fixed point method. Time stepping uses a first order discretization. The scheme here is explicit, so there is the usual time stepping restriction of t = O(h 2 ), where h is a parameter describing the grain boundary discretization. One of the features of this approach is that the data structure consists of curves only and does not require the discretization of the grains. In this way we deal with discretized systems that are of lower dimension than the physical space. This permits us to have very large configurations: initial configurations typically consist of 25,000 grains.
In addition to using the gradient of the above functional to determine the grain boundary evolution, we had to implement treatment of certain critical events. During evolution, a grain boundary or a grain may shrink and disappear. This creates multiple junctions that are unstable. Such multiple junctions split into triple junctions in a way that is consistent with energy reduction. Thus, we introduce, one at a time, new edges, in a way that the energy will result in maximum reduction.
Convergence of approximation schemes, of which this is one, is a standard problem in numerical analysis. Usually there is a natural topology associated with a problem; for example, when we deal with solution of the Poisson equation, we examine convergence in H 1 . The situation here is more complex since it is not clear that the network as a whole has convergence of the same type as the curves (network links). In any event, we may not have convergence of the configuration of the network, but only of certain statistical properties. As an analogy consider a large system of interacting particles, say with a Lennard-Jones interaction force. Individual trajectories are not predictable for large times, but statistical properties, such as temperature, density, and average velocity, are predictable. In the present context many theoretical questions remain open. We are faced with a vast number of solutions of time dependent partial differential equations which satisfy relations among themselves, like being boundaries of the same grain. There need not be any characterizing statistical properties. If there are, we are faced with understanding the meaning of "convergence" for such properties.
The numerical approach described here aims at large networks of grains, with emphasis toward distribution functions such as grain size, numbers of edges, and orientations. We succeed in showing that these distribution functions are robust from a computational standpoint. We verify some elementary diagnostics, for example, the von Neumann-Mullins (n − 6) rule for area evolution of individual grains [31] , [38] , as explained later.
Essentially, we are faced with a large metastable system. Ideally, one would like to have an evolution equation for such distribution functions, so that the simulation of the quantities of interest for scientific and engineering purposes will be as efficient as possible. This would constitute a coarse graining of the system in a dynamic fashion analogous to the way in which the equations of fluid dynamics describe the interacting particles mentioned above when large temporal and spatial scales are considered. We discuss the use of this simulation to derive stochastic models for grain growth that are valid for large time scales (cf. [5] for a preliminary version). In [24] , a first attempt to understand the evolution of grain growth statistics derived from this simulation is discussed.
There is an extensive and distinguished literature in the simulation of grain growth. These models can be divided into the following major groups: molecular dynamics (MD) [8] , [16] , [33] , [34] , [35] , [19] , [37] , [39] , [40] , [42] , Monte-Carlo (MC) [2] , [3] , [28] , [29] , [41] , [42] , front tracking [14] , [15] , vertex models [43] , [44] , [45] , phase field models [6] , [7] , [25] , [26] , [42] , partial differential equations (PDE) [9] , [24] , [27] , and distribution function models [10] , [11] , [12] , [13] . Each modeling approach is appropriate in studying grain growth on a particular length or time scale. For instance, understanding local topological changes occurring during grain growth can be best achieved using MD models, while studying abnormal grain growth is more appropriate by MC or PDE models.
Theory.
In preparation for discussing our grain growth algorithm, we briefly review the elements of the theory of curvature-driven growth developed by Herring [17] , [18] and Mullins [32] . This theory is based on thermodynamic considerations. In this paper we consider two-dimensional grain growth; an extension of the theory to three dimensions for most parts is rather straightforward [20] , [21] . (This is not true for the simulation, of course!) Different viewpoints are possible for the description of the Mullins curvature-driven growth theory; here we present it in a form a best suited for subsequent discretization purposes.
Let us consider a collection of grain boundaries, which are smooth curves, meeting at triple junctions. The dynamics are governed by a given energy density function σ and a given mobility function μ. Consider a set of smooth curves, i.e., the grain boundaries
where each curve is given in a parametrized form
The curves are assumed to form a network, meeting at triple junctions or fixed points, for example the points on the outside border of the configuration. We consider the set of triple junctions
consisting of all points that belong to three grain boundaries simultaneously; namely,
We assume that the grain boundary energy density function, σ, is given in terms of misorientation angle α and θ, the angle that the normal makes with the x-axis. Each grain boundary Γ k is associated with a grain boundary energy, σ k . The total grain boundary energy of the network can then be written as
This energy is equal to the amount of work required to create an infinitesimal amount of new surface. The next step is to describe grain boundary motion that leads to energy dissipation. For an arbitrary motion of the grain boundaries, specified by
We now define a unit tangent vector
where R is rotation through π/2. With v denoting the velocity of the curve Γ, using the obvious relations
we find that (2.5) reads as
Then (2.8) can be rewritten as
is the line tension or capillary stress vector, and dT k /ds is the line force per unit length. Integration by parts in (2.9) leads to
where T m,l is the line stress vector on grain boundary Γ l that ends at the triple junction z m . The grain growth process entails several possible mechanisms which, at the mesoscale, amount to consideration of exchange of matter across the curve. This results in the creation of a new area on one side. Mullins' theory is that the normal velocity v n of a grain boundary (the rate of creation of area), is proportional to the line force (the rate at which work is done), through the factor of the mobility μ:
From the equation above we conclude that the Mullins theory can be viewed as evolution resulting in steepest descent for the energy,
The Herring condition,
is the natural boundary condition for this problem, and it, together with (2.12), leads to the energy dissipation:
From the Frenet formulas, for a grain boundary Γ we conclude that
where κ is the curvature of Γ. The evolution equations then take the form
At equilibrium
Thus we recover that in equilibrium the mean curvature, κ = 0, or the grain boundaries are straight segments. This theory is applicable to most of the process of grain growth. However, grains do not necessarily always retain their integrity. Two types of major network changes, different from a regular grain boundary and triple junction evolution, occur occasionally during grain growth. We name such events critical, and we distinguish between two main events.
Grain boundary flipping. When the length of a grain boundary becomes 0, it disappears, and its two triple junctions become one quadruple-junction, a point where four grain boundaries meet. Triple junctions are typically the only stable junctions, and therefore the quadruple-junction instantly splits into two new triple junctions connected by an infinitesimally small new grain boundary. The split is energy decreasing, and the dissipative quality of the evolution is maintained.
Grain disappearance. As a small grain shrinks, it eventually becomes a point at which three, four, or five grain boundaries meet. The area of a grain with six or more grain boundaries either does not change or increases. This conclusion comes from the von Neumann-Mullins (n − 6) rule [31] , [38] . In a system with σ and μ constant and satisfying the Herring condition, the area A(t) of a grain with n sides satisfies
We shall employ this as a diagnostic for numerical simulations. The newly formed multijunction then instantly splits into triple junctions, one after the other. (In other words, quadruple junctions split into two triple junctions, the junctions with five incoming grain boundaries first split into a triple junction and a quadruple junction, and the latter immediately splits into two triple junctions.) 3. Semidiscrete formulation. Our approach for discretizing the problem is to start by defining a discrete version of the total energy, analogous to (2.4). The evolution in the continuous case was shown to be related to the gradient of the energy, and this is the path we follow for the discretized energy. In this semidiscrete formulation we assume space discretization, keeping time a continuous variable.
We begin by considering a network of grain boundaries
where each grain boundary is a piecewise linear curve represented by a set of its nodal points
The set of triple junctions is the set of all nodal points that belong to exactly three grain boundaries,
where each z m (t) is defined as
In the algorithm description we also allow quadruple junctions in Λ. They appear as a result of the disappearance of grains and grain boundaries, and they split into two triple junctions within the same time step. In addition, we consider a set of all grains
Our approximation for the total energy uses the midpoint rule for approximating integrals. Thus, we need to evaluate different quantities at the midpoints of the segments connecting successive nodal points. We introduce notation x 
Following the continuous derivation, we compute the rate of change of the semidiscrete energy,
To simplify (3.5), we will use
Equality (3.7) follows from the relation
which can be easily verified. Next, for each triple junction, z m , we define the integers k 1 (m), k 2 (m), k 3 (m), the indices of the three grain boundaries that meet at this triple junction; and p l (m), l = 1, 2, 3, the indices of the intervals that connect the triple junction with the nearest nodal point on the grain boundary k l (m). The expression for p l (m) is then given by
Substitution of (3.6) and (3.7) into (3.5) leads to (3.10)
This is in complete analogy to (2.11) of the continuous case. As a result, the motion of interior nodal points is given by
where scaling by 2/|x A discrete Herring condition at the triple junction z m is given as (3.13)
. . , M(t).
It is easy to see that the semidiscrete problem has the same dissipative property as the continuous problem.
Numerical implementation.
The data structure for execution of the simulation consists of grain boundaries, triple junctions, and grains, and is managed using standard linked lists. Each grain boundary Γ k has pointers to the two grains sharing it as a boundary,
Each grain boundary Γ k also has pointers to its end points, triple junctions z Each grain G n has pointers to a list of its grain boundaries, Γ(G n ). In this numerical implementation, grain boundaries are defined by the set of nodal points and are approximated using linear elements. Evolution is done by moving nodal points according to (3.12)-(3.13).
The grain boundary discretization. In our experiments, we specified a global mesh size, h, and uniformly discretized grain boundaries with local mesh size (distance between neighboring nodal points) satisfying
The mesh size h, the typical distance defined at the beginning of the simulation, remains constant through the simulation. The number of nodal points for each grain boundary is updated, and the points are redistributed in order to keep the distance between each pair of neighboring nodal points in the range (4.1). 
where is a small number (10 −6 in our simulation.) For some triple junction configurations, however, (4.3) is impossible to satisfy (it happens when process (4.2) forces z to take the place of one of x kj lj ). In such cases the new position of the triple junction is calculated as follows:
namely, it is moved a little in the right direction. Critical events. As grain growth proceeds, two types of critical events occur. Short grain boundaries and small grains shrink below a certain size, triggering two processes called grain boundary flipping and grain disappearance.
Grain boundary flipping. In the numerical simulation the grain boundary is assumed to be too short if its length is less than 1.5h. This condition is related to the fact that the minimal number of nodal points for a grain boundary must be three to guarantee at least one interior (nonjunction) nodal point. When the grain boundary becomes short enough so that in order to satisfy condition (4.1) the interior nodal points must be eliminated, this grain boundary becomes subject for removal unless it is growing (e.g., it is longer than at the previous time step).
When a small grain boundary is removed, a temporary quadruple junction is created and then splits into a pair of new triple junctions (as depicted in Figure 4 .1) connected by a new small (with length h/4) grain boundary. This new grain boundary will most likely grow during the next time step and, therefore, will not disappear in flipping events. The old grain boundaries that meet at each of two new triple junctions most likely did not have a common triple junction in the configuration prior to the grain boundary disappearance.
Grain boundary flipping (Figure 4 .1) consists of the following stages. I. The short horizontal grain boundary is a subject to removal. II. After its disappearance two triple junctions are shut into a quadruple junction. III. The quadruple junction splits into two different (from the previous configuration) triple junctions connected by a short vertical grain boundary. IV. After the Herring condition is satisfied for the two new triple junctions, the new grain boundary grows. Grain disappearance. According to the (n−6) rule, a grain with less than six sides shrinks and will eventually disappear (unless the number of its boundary segments increases as a result of topological changes). Our numerical implementation removes grains when their area becomes smaller than a minimal area (4h 2 in our experiments). The actual process of grain disappearance involves an instantaneous shrinking of a three-and a four-sided grain with minimal area into triple or quadruple junctions, correspondingly. As the results of the numerical simulations show, a five-sided grain is more likely to first lose a grain boundary, i.e., become a four-sided grain, and only then disappear. Therefore, to avoid the technicalities that appear in evolving a junction with five incoming grain boundaries, the disappearance of such grains is performed in two time steps. At the first time step, the shortest grain boundary flips, leaving a four-sided small grain, which disappears during the next time step.
The disappearance of a grain with three grain boundaries (grain A in Figure 4 .2) leads to the following local changes: the grain shrinks into one point, and each of its immediate neighbors loses one grain boundary. All grain boundaries of A and the triple junctions that were connected to these grain boundaries are erased. One new triple junction and no new grain boundaries are added to the network. The time discretization. Forward Euler time discretization is employed in the algorithm, posing a strong limitation on time stepping, t = O(h 2 ). The discrete times are denoted by t p , p = 0, 1, . . . , where t p+1 = t p + t, p = 1, . . . ,.
Numerical results.

Single grain.
We begin by demonstrating the accuracy of the scheme using a single grain simulation. First, we show results related to curvature and its effect on accuracy. For that purpose, we take a circular grain for which an analytic solution exists. The rate of area change must be constant for this case. In Table 5 .1 we monitor the short term evolution (t = 1, 400 time steps) of a discrete circle of radius 1. The circle is discretized by n uniformly distributed points, n = 4, 8, 16, 32, 64, 128, and the distance between the neighboring points is h n , h 2n /h n ≈ 2. The measured parameter is the area change δA n = A n (t = 0)−A n (t = 1). (The time interval is short enough to assure that the change in h during the evolution is insignificant and can be ignored.) The area change depends on the accuracy of discretization, h n . To determine the order of accuracy, we computed successive differences δA 2n (t = 1) − δA n (t = 1). The results clearly show a quadratic dependence of the error on the mesh size.
In Table 5 .2 we monitor a short term evolution (= 0.5, 50 unit time steps) of discrete circles with different radii r, r = 0.25, 0.5, 1.0, 2.0, 4.0, 8.0. The circles are discretized by n uniformly distributed points; each time n is chosen to provide the same discretization size h. The measured parameter is the area change δA r = A r (t = 0) − A r (t = 0.5). (The size of the time interval is short enough to assure that the changes in r during the evolution are insignificant and can be ignored.) The area change depends on the curvature of the circle, κ = 1/r. To determine the order of accuracy we computed successive differences, δA 2r − δA r . The results clearly show a quadratic dependence of the error on the curvature.
In Figure 5 .1 we represent the accuracy in triple junction evolution as a function of the mesh size, h. A single triple junction was considered. The incoming arcs at the initial configurations meet at angles 2π/3; the grain boundaries near the triple junction were straight lines, continued later by C 2 curves. The results shown in the figure are ratios
, where x(t) is the x coordinate of In Table 5 .3 we verify the n − 6 rule. We present results for individual grains with different number of grain boundaries n, n = 3, 4, 7, and different mesh sizes h, h = 0.1, 0.05, 0.025, 0.0125. In this experiment grain boundary grid points are subject to redistribution, in order to keep the distance between neighboring grid points approximately constant. This is done in order to keep the time step as well as the number of grid points under control. The results show that as h decreases, the quantity δA n /(n − 6) approaches a constant independent of n. The table does not show exactly O(h 2 ) convergence. This is due to slightly different initial configurations for different values of h.
6. Simulation of a bamboo structure. In this section we discuss simulations with isotropic grain boundary energy and mobility, σ = μ = 1. The initial configurations for these simulations were obtained using a Voronoi algorithm. Grain boundary end points at the border of the computational domain are held fixed to represent the presence of typical defect structures. Numerical simulations were performed to study basic properties of grain growth and stability of simple distribution functions.
As in any numerical model, to verify its reliability we would like to verify that the numerical simulations show the results predicted by, for instance, analytical considerations. Some analytical results are suggested for two-dimensional grain growth in an isotropic setting. One of them is a linearity, as a function of time, of the average area. The average area, a , is calculated as
where A is the total area and is time independent and N (t) is the total number of grains at time t. As Figure 6 .1 shows, after a short relaxation time, a linear behavior prevails. Another test to validate our simulations was the (n − 6) rule for a network of grains. Figure 6 .2 shows the result of area change for each class of grains, e.g., grains with the same number of grain boundaries. In the figure the rates of area changes δA n were calculated as an average area change in grains that had n grain boundaries at the beginning and the end of the statistical time interval [t, t + 0.5]. The results are almost indistinguishable for different values of t. The (n − 6) rule is clearly obeyed for the network.
While the configuration does not converge to a steady state, certain distribution functions reach equilibrium, particularly the relative grain area distribution and number of edges distribution function. We define g(n, t) and f (ξ, t) as follows: g(n, t) is the number of grains with n grain boundaries at time t, and f (ξ, t)dξ is the number of grains with relative area in x ∈ [ξ, ξ + dξ] at time t, and ξ = a/ a . The corresponding distribution functions are
where N (t) is the total number of grains at time t. Numerical studies shows that both F (ξ, t) and G(n, t) reach equilibrium. In Figure 6 .3, G(n, t) is displayed at times t = 0 (initial configuration, the graph with lowest peak), t = 2, t = 3, t = 4, and t = 5. In Figure 6 .4, G(n, t) is displayed at times t = 4, 6, 8, 10. The curves are almost indistinguishable.
In Figure 6 .5, F (ξ, t) is displayed at times t = 0 (initial configuration, the graph with highest peak), t = 1 (graph with second highest peak), t = 2 (graph with next to lowest peak), and t = 4 (the graph with lowest peak). In Figure 6 .6 the relative area distribution function is displayed at times t = 4, 6, 8, 10, and the curves are almost indistinguishable.
These results demonstrate the convergence toward equilibrium of these distribution functions. This agrees with other numerical results such as MC simulations. The question of agreement with experiment is problematic [4] , [5] . 
Simulation with anisotropic energies.
A few preliminary results about simulations with anisotropic energies are briefly presented here to illustrate the flexibility of the method. This is part of an extensive project presently underway. For a general energy of this nature, the diagnostics presented in the last two sections no longer apply. But in this new context we have the opportunity to examine the development of texture, albeit in a reduced two-dimensional mode. For the present, let us ask for the grain boundary character distribut ion, the distribution of grain boundary as a function of lattice misorientation. We consider first a density σ(α), which depends only on the lattice misorientation α but not on the normal angle θ. We choose cubic symmetry, which means that σ(α) is periodic of period π/2. For the convenience of the reader, we recall that in this context the Mullins equation and Herring condition take the form
at a triple junction, (7.2) where the triple junction involves the three curves {Γ l } with lattice misorientations {α l }. In this situation, the Herring condition reduces to Young's Law,
where β l is the angle subtended by the arcs opposite Γ l . We now execute a simulation, starting from about 50,000 grains. When the relative area histogram reaches stationarity, we form the new grain boundary character distribution, the histogram of relative boundary length with respect to lattice misorientation α, −π/2 ≤ α ≤ π/2. In Figure 7 .1 are the resulting plots for
This σ is very regular, with equal minima at multiples of π/2 and an inflection point between its maxima and its minima, as shown in Figure 7 .1. The result has been smoothly interpolated and shows a distribution f which is compared with a Boltzmann distribution for the energy σ. This result has been found for simulations of (7.1), (7.2) for all choices of σ(α). It confirms that the thermodynamic theory of Mullins and Herring admits the statistic and thus ought to be observable as well in experiment; for a preliminary discussion, see [23] . As a check, we also executed the simulation with
at a triple junction, (7.6) which means that triple junctions meet at angles of 2π/3. In this case the realized grain boundary character distribution is random, as it should be. It is extremely important to keep in mind that this demonstrates conclusively the role of the Herring condition in the theory.
To conclude we present the result of the simulation of a network where the energy density depends on both normal angle θ and lattice misorientation α. The simplest such energy densities consistent with the thermodynamical requirement of frame indifference may be constructed from σ of (7.4) by the expression where ω and ω are the orientations of the grains neighboring the curve. This represents the energy of the interface as the sum of the energies of the two free interfaces which comprise it, a reasonable assumption in view of recent work by Saylor, Morawiec, and Rohrer [36] . The realized grain boundary energy distribution is shown in Figure 7 .2 (three peak graph) and clearly is not a Boltzmann distribution.
Conclusion.
In this paper we have exhibited a consistent variational approach to the mesoscale simulation of grain growth in two dimensions, and illustrated its application to a "bamboo structure," a system with constant energy and mobility, and a sample "fiber texture," where anisotropy is present. The method accurately computes curvature-driven growth with the Herring condition imposed at triple junctions. The issues we had to resolve to accomplish this include the correct discretization scheme and the treatment of critical events, and will arise in three-dimensional simulations. An important feature of the mesoscale approach is that it respects the thermodynamic formulation given by Mullins and Herring. The reduced dimensionality of its data structure permits simulation of large scale systems, indeed, systems sufficiently larg e that we may inquire about their statistics. We found that the statistics produced by our simulation are very robust. The last section, where we described sample simulations with anisotropic energy densities, illustrates the flexibility of our formulation and shows how it can be employed to discover the grain boundary character distribution, a new statistic with significant promise for predicting material properties. of We hope that the advantages will become even more pronounced for three-dimensional grain growth, which is work in progress, where the description is reduced to evolution of two-dimensional surfaces.
Future work can exploit this method to investigate interface dominated properties, for example, questions about anisotropy, texture, and abnormal grain growth, as mentioned in the Introduction. As a first step previewed in section 7, we are exploring the role of anisotropy; cf. also [9] , [23] .
