We improve Kolyvagin's upper bound on the order of the p-primary part of the Shafarevich-Tate group of an elliptic curve of rank one over a quadratic imaginary field. In many cases, our bound is precisely the one predicted by the Birch and Swinnerton-Dyer conjectural formula.
Introduction
Let E /Q be an elliptic curve of conductor N and let D > 0 be a fundamental discriminant, such that all prime factors of N are split in the quadratic imaginary field K = Q( √ −D). We call such a D a Heegner discriminant for the elliptic curve E /Q . Let N ⊂ O K be an ideal in the ring of integers of K, such that N = N · N and O K /N ∼ = Z/N Z. The Heegner point x 1 = [C/O K → C/N −1 ] lies on the modular curve X 0 (N ) and is defined over the Hilbert class field H/K by the theory of complex multiplication. If ϕ : X 0 (N ) → E is a fixed optimal modular parametrization which maps the cusp i∞ of X 0 (N ) to the origin of E (see [BCDT01] for the existence of such a parametrization), then the Gross-Zagier formula (see [GZ86, Ch.I, 6 .5] relates the height of the point y K = Tr H/K (ϕ(x 1 )) to the special value L ′ (E /K , 1) of the derivative of the L-function L(E /K , s). Gross and Zagier used this formula (see [GZ86,  Ch.V,2.2]) to restate the Birch and Swinnerton-Dyer conjectural formula for E /K (whenever the analytic rank is one) as follows Conjecture 1.1 (Birch and Swinnerton-Dyer formula). If the point y K has infinite order then E(K) has rank one, the Shafarevich-Tate group X(E/K) is finite and its order is given by
Hypothesis (*): p ∤ N and the extension Q(E[p])/Q has Galois group isomorphic to GL 2 (F p ), i.e. the mod p Galois representation ρ E,p : Gal(Q/Q) → GL(E[p]) is surjective.
For such a prime 1 p, Kolyvagin gives a precise formula for the order of the p-primary part of X(E/K) by constructing explicit elements in the p-power Selmer group Sel p ∞ (E/K) from Heegner points, namely Zy K ] and m ∞ is a non-negative integer which is defined in terms of global p-divisibility of the Heegner points used for the construction of the classes. We give a precise definition of m ∞ in Section 3.1. The above formula provides a very strong evidence for Conjecture 1.1. Yet, Kolyvagin's arguments give no indication of how to relate the correction factor m ∞ to the Manin constant and the Tamagawa numbers.
Remark 1.2. Since p ∤ N , a result of Abbess and Ullmo (see [AU96] ) shows that p ∤ c. Thus, ord p c · q|N c q = ord p q|N c q (see also [ARS06] for an account on the known results about c).
Our main goal is to attempt to relate m ∞ to the Tamagawa numbers of E. More precisely, by combining (1) with Conjecture 1.1 and the above remark, we obtain the following reformulation of the Birch and Swinnerton-Dyer formula for E /K Remark 1.6. It is explained in [SW07, Thm.8 ] that one could use results of Schneider, Perrin-Riou and Kato from Iwasawa theory to obtain the exact upper bound on the p-primary part of the Shafarevich-Tate group for E /Q predicted by the Birch and Swinnerton-Dyer conjecture, but such a bound would be conditional on the hypothesis that the p-adic heightĥ p (P ) = 0, where P is a generator of the Mordell-Weil group 2 . One suspects (see [Col03, Rem.0.13(ii)]) that the last hypothesis might be at least as difficult as proving Leopold's conjecture. Our Corollary 1.5 in the analogous situation over K does not depend on such a hypothesis.
We prove the theorem by refining Kolyvagin's original arguments which he used to study the exact structure of Selmer groups. We also apply several techniques from the theory of Kolyvagin systems as developed by Mazur, Rubin and Howard (see [MR04] and [How04] ). The paper is organized as follows: Section 2 contains some notations. In Section 3 we review the basics of Heegner points over ring class fields, define the numbers m 0 and m ∞ which appear in Kolyvagin's formula for the order of X(E/K)[p ∞ ] and recall the construction of Kolyvagin's classes. We also state some known results about the reduction of the Heegner points at bad places which are necessary for understanding the precise local behavior of the classes. Section 4 is about Selmer modules as introduced by Mazur and Rubin. We discuss various local conditions to be used in the argument, recall the notion of a Selmer structure and the associated Selmer modules and introduce a new Selmer structures which will replace the standard Selmer structure obtained from the Kummer local conditions in Kolyvagin's arguments. The main contribution in this section is Proposition 4.8 where we obtain more refined local properties of the constructed classes than the ones implicitly used by Kolyvagin. Section 5 contains the necessary global duality results (consequences of the duality theorem of Poitou and Tate) on Galois cohomology. Finally, we prove our main theorem in Section 6. The proof uses extensively a combination ofČebotarev density theorem with the global duality results. We first prove the result in an easy case (Theorem 6.3) and then use some techniques of Kolyvagin to reduce the general case to the easy case in Section 6.3.
Notations
Throughout the whole paper K will denote a fixed algebraic closure of K, O K -the ring of integers of K, O c -the non-maximal order of conductor c in O K (i.e., O c = Z+ cO K ), K[c] -the ring class field extension of K of conductor c (i.e., an abelian extension of K whose Galois group is isomorphic to Pic(O c ) and which is Galois and dihedral over Q; e.g., K[1] is the Hilbert class field of K). For a number field L and a place w of L, L w will be the completion of L at w, O w -the ring of integers of L w , L w -a fixed algebraic closure of L w and L ur w -the maximal unramified extension of L w . Whenever F is a field (local or global) with a fixed algebraic closure F , G F will denote the Galois group Gal(F /F ). If M is a G F -module with a continuous action of G F , H 1 (F, M ) will be the Galois cohomology group H 1 (G F , M ). Moreover, fix an embedding ι v : K ֒→ K v for each place v of K (this corresponds to fixing a place of K above v for every place v of K).
We also accept Kolyvagin's original notation for abelian p-groups.
Also, for a ∈ A, ord(a) stands for the integer n, such that p n is the order of a in A.
Heegner Points Over Ring Class Fields
Kolyvagin used Heegner points over ring class fields for certain non-maximal orders of K to construct explicit cohomology classes in
for each m (see [Kol90] , [Gro91] or [McC91] ). He used the classes to study the structure of the Selmer group Sel p ∞ (E/K) (see [Kol91a] ).
3.1 Defining Heegner points over ring class fields 
Kolyvagin primes and conductors.
We call a prime number ℓ a Kolyvagin prime relative to E, K and p if ℓ is inert in K and p divides both a ℓ and ℓ + 1. For each Kolyvagin prime ℓ let M (ℓ) = ord p (a ℓ , ℓ + 1). Denote by Λ r the set of all square-free products of exactly r Kolyvagin primes and by Λ = r Λ r (by convention, Λ 0 = {1}).
For each c ∈ Λ define M (c) = min ℓ|c M (ℓ). For the purpose of our argument, we will also need to consider the subset Λ r m ⊂ Λ r defined as
We also set Λ m = r Λ r m .
Heegner points relations.
The Heegner points satisfy two important relations (see [Gro91, Prop.3.7] for the derivations).
1. Distribution relation. For every c ∈ Λ and ℓ ∈ Λ 1 ,
where λ c is the prime of K[c] below λ cℓ and Fr λc is the associated Frobenius.
Kolyvagin derivative operators.
For each ℓ ∈ Λ 1 , the group G ℓ is cyclic of order ℓ + 1. Indeed,
Moreover, G c ∼ = ℓ|c G ℓ (to see this, one uses that the subgroup of
We refer to D c as the Kolyvagin derivative operators. Finally, let S be a set of coset representatives for the subgroup G c ⊆ G c . Define
The points P c are derived from the points y c , so we will refer to them as derived Heegner points.
Defining
Finally, let m r = min c∈Λ r m(c). Note that by our convention for Λ 0 and by the fact that
Zy K ] < ∞ for y K has infinite order and E(K) has rank one by the result of Kolyvagin. Kolyvagin considered the sequence {m r } and proved (see [Kol91b, Thm.C] ) that m r ≥ m r+1 for every r ≥ 0, hence, it stabilizes to a limit m ∞ , which, in our particular setting, is always finite since m 0 is finite 3 . ] ) is fixed by G c (see [Gro91, Prop.3 .6]). Since the Galois representation ρ E,p is surjective, the restriction map
Kolyvagin classes
It follows from the definition of the Kummer map that κ c,m = 0 if and only if
The class κ c,m is represented by the 1-cocycle
where
Finally, let ε = ±1 be the eigenvalue of the Atkin-Lehner (Fricke) involution w N on the eigenform f corresponding to E, i.e.
fc where f c = #{ℓ : ℓ | c}. It follows from [Gro91, Prop.5.4(ii)] that κ c,m lies in the ε(c)-eigenspace for the action of complex conjugation on
, such that the cyclic Z/p m Z-submodule generated byκ c,m is free of rank one and contains the original class κ c,m . Indeed, consider the short-exact sequence
The corresponding long-exact sequence on Galois cohomology gives an exact sequence
under the above inclusion. Indeed, since ord(κ c,m+m(c) ) = m then it is in the kernel of the second map in the above exact sequence, i.e., it comes from a classκ c,
Reduction properties of Heegner points
Let J = Jac(X 0 (N )) be the Jacobian of the modular curve X 0 (N ). The following proposition summarizes several results discussed in the paper of Gross 
is the subgroup of all points which specialize to the identity component of the Néron model of J.
Since the image of the divisor class [(0) − (∞)] under ϕ is a rational torsion point on E, we obtain the following 
the points which specialize to the identity component of the Néron model of E.
Remark 3.3. Kolyvagin used these reduction properties show that the classes that he constructed satisfy certain local conditions at v (see [Gro91, Prop.6 .2] for the application). We will use the above corollary in the next section to prove that Kolyvagin's classes satisfy certain refined local conditions which will be a key observation towards proving Theorem 1.4.
Selmer Modules

Local Selmer conditions
Fix a positive integer m and a place v of K. We define and compare several local Selmer conditions.
Unramified local Selmer condition.
The unramified local Selmer condition for E[p m ] is defined to be the subgroup 
Transverse local Selmer condition. For a Kolyvagin prime
at the place below the place corresponding to the fixed embedding ι λ : K ֒→ K λ . Define the transverse condition as
We give a more explicit description of the transverse condition in the next section of the paper.
Kummer local condition. The local condition H
is defined to be the image of the local Kummer map
for every non-archimedian place v of K.
Stringent Kummer local condition. We denote it by H
The next proposition compares the unramified local condition with the Kummer local condition in the case when v is a place of good reduction for E and v ∤ p.
Proposition 4.2. Let v be a place of good reduction for
We need the following two lemmas for the proof of the above propositions.
We use the alternative terminology to stick to the standard terminology introduced in [Rub00] and [MR04] . For the general definition of the finite condition on the Tate module T , on V = T ⊗ Qp and on the finite quotients of T see [Rub00,
with finite index. One should note that the finite local condition is used in the statement of the Bloch-Kato conjectures (see [BK90] ).
Proof. Consider the diagram
, where E is the formal group associated to E and m w is the maximal ideal of the ring of integers O w of L w . Since char(v) = p, multiplication-by-p is an isomorphism on the formal group according to [Sil92, Ch.IV, §3], i.e. the left vertical map is an isomorphism by taking a limit over all finite unramified extensions of K v . The right vertical map is surjective since k v is algebraically closed andẼ ns is either an elliptic curve over k v or G m , or G a . Thus, the map in the middle is surjective by the snake lemma, i.e.,
Remark 4.4. The above short proof uses Weierstrass minimal models. There is another proof which uses Néron models (see [BLR90, §7.3]) and which works for abelian varieties of arbitrary dimensions.
Proof of Proposition 4.2. Consider the following commutative diagram
Lemma 4.3 and the Kummer sequence for E/K
under the Kummer map is equal to ker(θ). This proves the proposition.
Local conditions at Kolyvagin primes
Let ℓ ∈ Λ 1 m be a Kolyvagin prime and λ | ℓ be the unique prime of K above λ. The main property of these primes which we will use in this section is the fact that
], i.e., Fr λ acts trivially.
Local cohomology groups.
We have
By local class field theory,
where U λ ⊂ O λ is the group of units. Local class field theory then gives us isomorphisms
so we obtain the above decomposition. In particular,
and
is determined by the image of Fr λ , whereas a homomorphism in H 
then the first of the above isomorphism is Galois equivariant and the second is anti-equivariant (since K[ℓ]/Q is dihedral). Therefore,
The existence of the Weil pairing implies that E[p m ] splits into two eigenspaces of complex conjugation each of which is free of rank one over Z/p m Z and thus, H 
The last is an immediate consequence of the Gal(K λ /Q ℓ )-equivariancy of the Tate local pairing (i.e., τ x, τ y λ = x, y λ ). The same argument shows that H
is self-dual as well.
A comparison homomorphism.
We constructs a comparison homomorphism (noncanonically) between the unramified and the transverse local conditions
Here, anti-equivariant means that
We saw in 2. that H 
into two eigenspaces which are cyclic groups of orders p ordp(ℓ+1−a ℓ ) and p ordp(ℓ+1+a ℓ ) . Next, consider the following sequence of homomorphisms
where the last map is the canonical lift. The kernel of this map (again, by the eigenspace decomposition) is p M ℓ E(K λ ). Thus, we obtain an isomorphism
]. Therefore, we obtain an isomorphism χ ℓ :
, so one can define the comparison isomorphism as
Since χ ℓ is equivariant and since is that we have an extra twist by the automorphism χ ℓ for we avoid some technical difficulties when we establish the local relations at Kolyvagin primes between the explicit Kolyvagin classes.
5.
Comparison between κ c,m and κ cℓ,m at λ. We will prove the following Proof. Using the definition of φ λ in 4., we reduce the statement to showing that
where (by abuse of notation) κ c,m and κ cℓ,m are the explicit cocycles (3.1). This equality will follow if we show that
where λ ′ is the prime of K[ℓ] above ℓ discussed in 3. To verify the congruence, we first evaluate the cocycle (3.1) at σ ℓ
Note that the value is defined over K[ℓ]
ur λ ′ . Since σ ℓ is an element of the inertia group at λ (it generates a totally ramified extension), the point σ ℓ P cℓ p m − P cℓ p m reduces to zero mod λ ′ i.e.,
Next, we use the Heegner points distribution and congruence relations (see Section 3.1) to obtain
which completes the proof. 
Selmer structures and Selmer modules
2. Selmer modules. Given a Selmer structure F on E[p m ], one can define the corresponding Selmer module as
where the sum is taken over all places v of K. Since Gal(K/Q) acts on
for every rational prime q. This will always be the case in the sequel of this paper.
Modified Selmer structures.
Let F be a Selmer structure on E[p m ] and a, b, c be integers, such that abc ∈ Λ m . The modified Selmer structure F a b (c) is the structure whose local conditions are obtained from those of F by simply replacing them at the places v | abc as follows:
Note that if a = 1 then we usually omit the a and write F b (c). If b = 1, we omit the b and write F a (c).
4. Dual Selmer structure. This will be the Selmer structure F * on E[p m ] whose local conditions are the exact orthogonal complements of the local conditions of F under the Tate local pairing
Note that F * is a well-defined Selmer structure because the unramified local condition H 
Examples of Selmer structures.
The first Selmer structure which will be used in our argument is the standard Kummer Selmer structure
for every v (it is well-defined by Proposition 4.2). By using the compatibility of the Tate local duality with the Weil pairing, one shows that the structure F is self-dual, i.e., the local conditions are self-orthogonal at each place with respect to the Tate local pairing , v .
We introduce a new set of Selmer structures which we refer to as stringent Kummer structures and which are defined as follows:
Definition 4.7 (stringent Kummer structures). Let q 1 q 2 . . . q s | N be distinct prime each of which divides the conductor of E. Define a new Selmer structure F ⌈q1...qs⌉ on E[p m ] in the same way as F except that for each places v | q i (i = 1, . . . , s), the local condition at v is replaced by the stringent Kummer condition H 
By taking the long exact sequence on Galois cohomology and using the fact that Néron models are stable underétale base change, we obtain the following exact sequence
is surjective. We thus consider the following commutative diagram
where the map φ is the composition
We will be done if we show that the class loc v (κ c,m ) ∈ im(φ) (the surjectivity then implies that it comes from a point of E 0 (K v )). To see that loc v (κ c,m ) ∈ im(φ), we look at the explicit cocycle (3.1) and use Corollary 3.2 according to which there exists a point
i.e., the class κ c,m is in the image (under φ) of the cohomology class of
represented by the cocycle
This proves the proposition. Here, we state a theorem which is an immediate consequence of global duality (see also [Rub00, Thm.1.7.3]). Before we stay the theorem, we introduce the following notation: if F and G are two Selmer structures, we say that
Then there are exact sequences
± denote the natural restriction maps on the ±-eigenspaces for complex conjugation and the sum is over all places v, for which
Moreover, the images of (loc 
Lozenge diagrams
The following result is a refinement of [MR04, Lem.4. 
S S S S S S S S S S S S S
H 1 (F ) ℓ (c) (K, E[p m ]) ± T c ± i i S
@ Ø d ± 5 5 k k k k k k k k k k k k k k and H 1 (F ) ℓ (c) * (K, E[p m ]) ± H 1 F (c) * (K, E[p m ]) ± @ Ø (c * ) ± 5 5 k k k k k k k k k k k k k k H 1 F (cℓ) * (K, E[p m ]) ± T (d * ) ± i i S
S S S S S S S S S S S S S S
H 1 F ℓ (c) * (K, E[p m ]) ± , T (a * ) ± i i S
S S S S S S S S S S S S S
where each inclusion is labelled with the lengths of the corresponding cyclic cokernels. Then the lengths satisfy
Proof. Statement (i) follows from the definition of F ℓ (c), F ℓ (c), F ℓ (c) * and F ℓ (c) * and the fact that the ±-parts
± of the unramified and the transverse local conditions are free of rank one over Z/p m Z. Statement (ii) follows immediately from the diagram. Statement (iii) is an immediate consequence of the split global duality Theorem 5.1. Finally, (iv) follows from the following equalities (which are consequences of the self-duality and the non-intersection of the transverse and the unramified local conditions)
The Main Theorem
In this section of the paper we prove Theorem 1.4.
An application ofČebotarev Density Theorem
The following lemma is an application ofČebotarev density theorems which will be used in the proof of our theorem.
Lemma 6.1. Assume Hypothesis (*) from the introduction and let
Proof. 
Core vertices and minimal core vertices
Let m be an integer. For clarity, we denote each Selmer module H
simply by H G(c) for various Selmer structures G (i.e., we omit the Galois group and the Galois representation since they will stay fixed).
By a core vertex for m and the Kummer Selmer structure F we mean any conductor c ∈ Λ m , such that either 
, where H . Indeed, by the choice of ℓ, the cyclic cokernels of the maps H 
Existence of core vertices and the general case
In this final section, we reduce the proof of Theorem 1.4 to the case when there exists a minimal core vertex (Theorem 6.3). Whenever m is fixed, we accept the Selmer modules notation from the previous section. The most difficult part of the proof is the following technical F (cℓ1) = (m, y 1 , y 2 , . . . ). To show this, we look at the lozenge diagrams for the self-dual Kummer Selmer structure F and fill up as much as we can the lengths of the corresponding cokernels (the notation (a; b) means that the cyclic cokernel for the ε(c)-part has length a and the cyclic cokernel for the −ε(c)-part has length b -we refer to it as the type of the cokernels) F (cℓ1) of rank one. Thus, the module H F (cℓ1) contains an invariant m. Hence, by looking at the inclusion H F ℓ 1 (c) ֒→ H F (cℓ1) and using that x ≥ y 1 , we obtain x = y 1 = y 2 . Moreover, we determine the invariants Inv H ε(cℓ1) F (cℓ1) = (m, y 3 , . . . ) and Inv H −ε(cℓ1) F (cℓ1) = (x 1 , x 2 , . . . ).
We repeat the above process and use Lemma 6.1 to choose a prime ℓ 2 ∈ Λ M(c) , such that ord(loc λ2 (κ 2 )) = x 1 and ord(loc λ2 (κ c,m )) = m, where λ 2 is the unique prime of K lying above ℓ 2 and κ 2 is a generator of a direct summand corresponding to the invariant 
