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Abstract
This paper is devoted to the study of travelling fronts of reaction-diffusion equations
with periodic advection in the whole plane R2. We are interested in curved fronts
satisfying some “conical” conditions at infinity. We prove that there is a minimal
speed c∗ such that curved fronts with speed c exist if and only if c ≥ c∗. Moreover,
we show that such curved fronts are decreasing in the direction of propagation, that
is they are increasing in time. We also give some results about the asymptotic be-
haviors of the speed with respect to the advection, diffusion and reaction coefficients.
Keywords: curved fronts, reaction-advection-diffusion equation, minimal speed, mono-
tonicity of curved fronts.
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1 Introduction and main results
In this paper, we consider the following reaction-advection-diffusion equation
∂u
∂t
= ∆u+ q(x)
∂u
∂y
+ f(u), for all t ∈ R, (x, y) ∈ R2, (1.1)
∗The first author is partially supported by a PIMS postdoctoral fellowship and by an NSERC grant
under the supervision of Professor Nassif Ghoussoub. The second author is partially supported by the
French “Agence Nationale de la Recherche” within the projects ColonSGS and PREFERED. He is also
indebted to the Alexander von Humboldt Foundation for its support.
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where the advection coefficient q(x) belongs to C0,δ(R) for some δ > 0, and satisfies
∀ x ∈ R, q(x+ L) = q(x) and
∫ L
0
q(x) dx = 0 (1.2)
for some L > 0. The second condition for q is a normalization condition. The nonlinearityf
is assumed to satisfy the following conditions
f is defined on R, Lipschitz continuous, and f ≡ 0 in R \ (0, 1),
f is a concave function of class C1,δ in [0,1],
f ′(0) > 0, f ′(1) < 0, and f(s) > 0 for all s ∈ (0, 1),
(1.3)
where f is assumed to be right and left differentiable at 0 and 1, respectively (f ′(0) and f ′(1)
then stand for the right and left derivatives at 0 and 1). A typical example of such a func-
tion f is the quadratic nonlinearity f(u) = u(1 − u) which was initially considered by
Fisher [13] and Kolmogorov, Petrovsky and Piskunov [25]. The equation (1.1) arises in
various combustion and biological models, such as population dynamics and gene develop-
ments where u stands for the relative concentration of some substance (see Aronson and
Weinberger [1], Fife [12] and Murray [26] for details). In combustion, equation (1.1) arises
in models of flames in a periodic shear flow, like in simplified Bunsen flames models with
a perforated burner, and u stands for the normalized temperature.
We are interested in the travelling front solutions of (1.1) which have the form
u(t, x, y) = φ(x, y + ct)
for all (t, x, y) ∈ R × R2, and for some positive constant c which denotes the speed of
propagation in the vertical direction −y. Thus, we are led to the following elliptic equation
∆φ+ (q(x)− c)∂yφ+ f(φ) = 0 for all (x, y) ∈ R2, (1.4)
where the notation ∂yφ means the partial derivative of the function φ with respect to the
variable y.
We assume that the solutions φ of the equation (1.4) are normalized so that 0 ≤ φ ≤ 1.
We look in this paper for solutions of (1.4) which satisfy the following “conical” conditions
at infinity 
lim
l→−∞
(
sup
(x,y)∈C−
α,β,l
φ(x, y)
)
= 0,
lim
l→+∞
(
inf
(x,y)∈C+
α,β,l
φ(x, y)
)
= 1,
(1.5)
where α and β are given in (0, pi) such that α+β ≤ pi and the lower and upper cones C−α,β,l
and C+α,β,l are defined as follows:
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Figure 1: the lower and upper cones C−α,β,l and C
+
α,β,l.
Definition 1.1 For each real number l, the lower cone C−α,β,l is defined by
C−α,β,l =
{
(x, y) ∈ R2, y ≤ x cotα + l whenever x ≤ 0
and y ≤ −x cot β + l whenever x ≥ 0}
and then the upper cone C+α,β,l is defined by
C+α,β,l = R
2 \ C−α,β,l,
see Figure 1 for a geometrical description.
Because of the strong elliptic maximum principle, a solution φ of the equation (1.4)
that is defined in the whole plane R2 and satisfies 0 ≤ φ ≤ 1, is either identically equal to 0
or 1, or 0 < φ(x, y) < 1 for all (x, y) ∈ R2. By the “conical” conditions at infinity (1.5),
only the case of 0 < φ(x, y) < 1 for all (x, y) ∈ R2 will then be considered in the present
paper.
In order to motivate our study, let us first recall a very simple case of travelling fronts
for the reaction-diffusion (with no advection) equation
∂u
∂t
−∆u = f(u) (1.6)
in the whole plane R2. It is well known from [25] that for any c ≥ 2√f ′(0), the above
equation has a planar travelling front moving in an arbitrarily given unit direction −e,
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having the form u(t, x) = φ(x · e + ct) and satisfying the conditions φ(−∞) = 0 and
φ(+∞) = 1. Recently, the problems about curved travelling fronts of the reaction-diffusion
(with no advection) equation (1.6) equipped with the conical conditions at infinity of
type (1.5) with α = β have been the subject of intensive study by many authors, for
various types of nonlinearities. For example, Bonnet and Hamel [7] considered such type
of problems with a “combustion” nonlinearity f , namely,
∃ θ ∈ (0, 1), f = 0 on [0, θ] and f ′(1) < 0,
which comes from the model of premixed bunsen flames. They proved the existence of
curved travelling fronts and gave an explicit formula that relates the speed of propagation
and the angle of the tip of the flame. One can also find some generalizations of the above
results and further qualitative properties in [15, 16]. For the case of bistable nonlinearity f
satisfying{
∃ θ ∈ (0, 1), f(0) = f(θ) = f(1) = 0, f ′(0) < 0, f ′(1) < 0, f ′(θ) > 0,
f < 0 on (0, θ) ∪ (1,+∞), f > 0 on (−∞, 0) ∪ (θ, 1),
Hamel, Monneau and Roquejoffre [17, 18] and Ninomiya and Taniguchi [29, 30] proved
existence and uniqueness results and qualitative properties of such kind of conical fronts
(see also [31, 33, 34] for further stability results and the study of pyramidal fronts). For
KPP nonlinearities, conical and more general curved fronts are also known to exist for
equation (1.6) (see [20]).
In addition to the above mentioned literature, some works have been devoted to the
study of the reaction-advection-diffusion equations of the type (1.1). A well-known pa-
per about this issue is the one by Berestycki and Nirenberg [6], where the authors set
the reaction-advection-diffusion equation in a straight infinite cylinder and consider the
travelling fronts of the reaction-advection-diffusion equation satisfying Neumann no-flux
conditions on the boundary of the cylinder and approaching 0 and 1 at both infinite sides
of the cylinder respectively. Later, Berestycki and Hamel [2] and Weinberger [35] inves-
tigated reaction-diffusion equations with periodic advection in a very general framework,
and proved the existence of pulsating travelling fronts (some of their results will be recalled
below).
However, as far as we know, except recent works of Haragus and Scheel [22, 23] on
some equations of the type (1.4) with α and β close to pi/2, the reaction-advection-diffusion
equation of type (1.1) and its corresponding elliptic equation (1.4) equipped with conical
conditions (1.5) have not been studied yet for general angles α and β and for general
periodic shear flow. The purpose of this paper is to prove the existence, nonexistence and
monotonicity results for the solutions of the semilinear elliptic equation (1.4) with the non-
standard conical conditions at infinity (1.5). In fact, the main difficulties in the present
paper arise from these conical conditions at infinity and from the fact that the domain is
not compact in the direction orthogonal to the direction of propagation.
Before stating our main results of this paper, we first give the following notations.
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Notation 1.1 Let γ ∈ (0, pi/2), q = q(X) and f = f(u) be two functions satisfying (1.2)
and (1.3) respectively. Let M = (mij)1≤i,j≤2 be a positive definite symmetric matrix, that
is
∃ c1 > 0, ∀ ξ ∈ R2,
∑
1≤i,j≤2
mi,jξiξj ≥ c1|ξ|2, (1.7)
where |ξ|2 = ξ21+ξ22 for any ξ = (ξ1, ξ2) ∈ R2. Throughout this paper, c∗M,q sinγ,f > 0 denotes
the minimal speed of propagation of travelling fronts 0 ≤ u ≤ 1 in the direction −Y in the
variables (X, Y ) for the following reaction-advection-diffusion problem
∂u
∂t
= div(M∇u) + q(X) sin γ ∂u
∂Y
+f(u), t ∈ R, (X, Y )∈ R2,
u(t+τ,X+L, Y ) = u(t+τ,X, Y ) = u(t, X, Y +cτ), (t, τ, X, Y )∈ R2×R2,
u(t, X, Y ) −→
Y→−∞
0, u(t, X, Y ) −→
Y→+∞
1,
(1.8)
where the above limits hold locally in t and uniformly in X . In other words, such fronts
exist if and only if c ≥ c∗M,q sinγ,f . The existence of this miminal speed c∗M,q sin γ,f and further
qualitative properties of such fronts, for even more general periodic equations, follow from
[2, 14, 21, 35] (see also [6] for problems set in infinite cylinders).
Our first main result in this paper is the following
Theorem 1.1 Let q(x) be a globally C0,δ(R) function (for some δ > 0) satisfying (1.2).
Let f be a nonlinearity fulfilling (1.3). Then, for any given α and β in (0, pi) such that
α + β ≤ pi, there exists a positive real number c∗ such that
i) for each c ≥ c∗, the problem (1.4)-(1.5) admits a solution (c, φ);
ii) if c < c∗, the problem (1.4)-(1.5) has no solution (c, φ).
Moreover, under the Notation 1.1, the value of c∗ is given by
c∗ = max
(
c∗A,q sinα,f
sinα
,
c∗B,q sinβ,f
sin β
)
, (1.9)
where
A =
[
1 − cosα
− cosα 1
]
and B =
[
1 cos β
cos β 1
]
. (1.10)
Our second main result is concerned with the monotonicity of the fronts in the direction
of propagation.
Theorem 1.2 Under the assumptions of Theorem 1.1, if a pair (c, φ) solves the pro-
blem (1.4)-(1.5), then ∂yφ(x, y) > 0 for all (x, y) ∈ R2. Consequently, the travelling front
solution u(t, x, y) = φ(x, y + ct) of (1.1) is increasing in time t.
Remark 1.1 For the case of α = β = pi/2, the above results have been proved in [2, 6, 35],
in which case c∗ = c∗I,q,f is the minimal speed of travelling fronts for problem (1.8) with
identity matrix M = I. The interest of the present work is to generalize them to the case
of conical asymptotic conditions (1.5) with angles α and β which may be smaller or larger
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than pi/2. The condition α + β ≤ pi which is used in the construction of the fronts can be
viewed as a global concavity of the level sets of the fronts with respect to the variable y.
It is unclear that this condition is necessary in general. Actually, it follows from Section 4
that Theorem 1.2 still holds for any α and β in (0, pi).
The value of c∗ in Theorem 1.1 is given in terms of the known minimal speeds of
propagation of “planar” pulsating travelling fronts for two auxiliary (left and right) prob-
lems of type (1.8). Throughout the paper, we use the word “planar” to mean that, for
problem (1.8), any level set of u is trapped between two parallel planes. A rigorous re-
sult about the existence of the minimal speed of propagation of pulsating travelling fronts
in general periodic domains was given in [2]. Several variational formulæ for the mini-
mal speed of propagation have been given by Berestycki, Hamel and Nadirashvili [3], El
Smaily [9] and Weinberger [35]. Much work has been devoted to the study of the depen-
dence of the “planar” minimal speed on the advection, diffusion, reaction and the geometry
of the domain (see e.g. [3, 4, 8, 10, 19, 24, 27, 28, 32, 36]).
In the following theorem, we study the behaviors of the conical minimal speed c∗ of
Theorem 1.1 in some asymptotic regimes and we obtain a result about the homogenized
speed. To make the presentation simpler, we introduce a general notation for the conical
minimal speed: given an advection q and a reaction f satisfying (1.2) and (1.3) respectively,
and given an arbitrary ρ > 0, we consider the problem
ρ∆φ+ (q(x)− c)∂yφ+ f(φ) = 0 for all (x, y) ∈ R2, (1.11)
with the conical conditions (1.5) and we denote by c∗(ρ, q, f) the conical minimal speed
of problem (1.11)-(1.5), whose existence follows from Theorem 1.1. In other words, a
solution (c, φ) of (1.11) satisfying (1.5) exists if and only if c ≥ c∗(ρ, q, f). Furthermore, it
follows from Theorem 1.1 that the “conical” minimal speed can be expressed in terms of
the “left and right” planar minimal speeds as follows
c∗(ρ, q, f) = max
(
c∗ρA,q sinα,f
sinα
,
c∗ρB,q sinβ,f
sin β
)
. (1.12)
In the above notation of conical minimal speed, we use the brackets (i.e. c∗(·, ·, ·)) while
subscripts are used in the notation of the “planar” minimal speed.
Theorem 1.3 Let α and β be in (0, pi) such that α + β ≤ pi. Assume that the function f
fulfills (1.3) and that the advection q is a globally C0,δ(R) function (for some δ > 0)
satisfying (1.2).
i) Large diffusion or small reaction with a not too large/sufficiently small advection.
For each ρ > 0, we have
∀ γ ≥ 1/2, lim
m→0+
c∗(ρ,mγq,mf)√
m
=
2
√
ρf ′(0)
min(sinα, sin β)
, (1.13)
and
∀ 0 ≤ γ ≤ 1/2, lim
m→+∞
c∗(mρ,mγq, f)√
m
=
2
√
ρf ′(0)
min(sinα, sin β)
. (1.14)
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ii) Large advection. For each ρ > 0, the following limit holds
lim
m→+∞
c∗(ρ,mq, f)
m
= max
w∈H1
loc
(R)\{0}, L−periodic,
ρ‖w′‖2
L2(0,L)
≤f ′(0)‖w‖2
L2(0,L)
∫ L
0
q w2∫ L
0
w2
. (1.15)
Moreover,
lim
ε→0+
(
lim
m→+∞
c∗(ρ,mq, εf)
m
√
ε
)
= lim
µ→+∞
(
lim
m→+∞
c∗(µρ,mq, f)×√µ
m
)
=
2
√
f ′(0)√
ρL
× max
w∈H1
loc
(R)\{0}, L−periodic
∫ L
0
q w
‖w′‖L2(0,L)
(1.16)
and
lim
ε→0+
(
lim
m→+∞
c∗(ε,mq, f)
m
)
= lim
µ→+∞
(
lim
m→+∞
c∗(ρ,mq, µf)
m
)
= max
[0,L]
q. (1.17)
iii) Homogenized speed. Assume here that q is 1-periodic and its average is zero. For
each L > 0, let q
L
(x) = q (x/L) for all x ∈ R. Then, for each ρ > 0,
lim
L→0+
c∗(ρ, qL, f) =
2
√
ρf ′(0)
min(sinα, sinβ)
. (1.18)
Outline of the rest of the paper. This paper is organized as follows. In Section 2, we
prove the existence of a curved traveling front to the problem (1.4)-(1.5) whenever the speed
c ≥ c∗ (the first part of Theorem 1.1). In Section 3, using some results about spreading
phenomena, we prove that the problem (1.4)-(1.5) has no solution (c, φ) as soon as c < c∗
(the second part of Theorem 1.1). In Section 4, we first establish a generalized comparison
principle for some elliptic equations in unbounded domains having the form of “upper
cones”. Then, we give the proof of Theorem 1.2 by using this generalized comparison
principle together with suitable estimates of the quantity ∂yφ/φ in lower cones and with
some sliding techniques on the solutions in the y-variable. Lastly, Section5 is concerned
with the proof of Theorem 1.3.
2 Existence of a curved front (c, φ) for all c ≥ c∗
In this section, we prove the existence of a curved front (c, φ) to the problem (1.4)-(1.5)
whenever c ≥ c∗ (the first item of Theorem 1.1). The main tool is the sub/super-solution
method. Roughly speaking, we construct a subsolution and a supersolution for our pro-
blem by mixing, in different ways, two pulsating travelling fronts coming from opposite
sides (left and right) and having different angles with respect to the vertical axis but hav-
ing the same vertical speed in some sense.
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Proof of part i) of Theorem 1.1. We perform this proof in two steps.
Step 1: Construction of a subsolution. For any given γ ∈ (0, pi), any smooth function q sa-
tisfying (1.2), any nonlinearity f fulfilling (1.3) and any constant matrix M = (mij)1≤i,j≤2
satisfying (1.7), we consider the problem (1.8). It follows, from Theorem 1.14 in [2] that
there exists a minimal speed c∗M,q sinγ,f such that the problem (1.8) admits a pulsating
travelling front (c, u) for each c ≥ c∗M,q sin γ,f and no solution for c < c∗M,q sinγ,f . Moreover,
it is known that any such front u is increasing in t. For any solution (c, u) of the pro-
blem (1.8), if we denote u(t, X, Y ) = ϕ(X, Y + ct), then the pair (c, ϕ) solves the following
problem 
div(M∇ϕ) + (q(X) sin γ − c)∂Y ϕ+ f(ϕ) = 0, (X, Y ) ∈ R2,
ϕ(X, Y ) −→
Y→−∞
0, ϕ(X, Y ) −→
Y→+∞
1, uniformly in X ∈ R,
ϕ(X + L, Y ) = ϕ(X, Y ), (X, Y ) ∈ R2.
(2.1)
Since u is increasing in t, we conclude that ϕ is increasing in its second variable, namely Y .
For any given 0 < α, β < pi such that α + β ≤ pi, we define the matrices A and B
as in (1.10). By choosing M = A and γ = α in (2.1), then there exists a positive
constant c∗A,q sinα,f such that the problem (2.1) admits a solution (cα, ϕα) if and only if
cα ≥ c∗A,q sinα,f . Similarly, if we choose M = B and γ = β in (2.1), then there exists a
positive constant c∗B,q sinβ,f such that the problem (2.1) admits a solution (cβ, ϕβ) if and
only if cβ ≥ c∗B,q sinβ,f . Consequently, for a given c ≥ c∗, where c∗ is defined by (1.9), there
exist (cα, ϕα) and (cβ , ϕβ) as above and such that
c =
cα
sinα
=
cβ
sin β
≥ c∗. (2.2)
Now, we give a candidate for a subsolution of the problem (1.4)-(1.5) as follows
φ(x, y) = max (ϕα(x,−x cosα + y sinα), ϕβ(x, x cos β + y sin β)) . (2.3)
In fact, by (2.1), it is easy to verify that (c, φ) defined by (2.2) and (2.3) is a subsolution
of the equation (1.4). Indeed, both functions in the max solve (1.4). For instance, if we
set φ1(x, y) = ϕα(x,−x cosα + y sinα), then
∆φ1 + (q(x)− c)∂yφ1 + f(φ1) = div(A∇ϕα) + (q(x)− c) sinα∂Yϕα + f(ϕα) = 0
in R2, where the quantities involving ϕα are taken values at the point (x,−x cosα+y sinα).
Moreover, by construction and since α + β ≤ pi, we know that φ satisfies the “conical”
conditions at infinity (1.5).
Step 2: Construction of a supersolution. As we have done in the first step, for any c ≥ c∗,
we consider the same front (cα, ϕα) as in step 1, which solves the problem (2.1) for M = A
and γ = α, and the same front (cβ, ϕβ) as in step 1, which solves the problem (2.1) for
M = B and γ = β such that (2.2) holds. We claim that the following function
φ¯(x, y) = min (ϕα(x,−x cosα+ y sinα) + ϕβ(x, x cos β + y sin β), 1) (2.4)
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is a supersolution of the equation (1.4). Obviously, we only need to check the case of
ϕα(x,−x cosα + y sinα) + ϕβ(x, x cos β + y sin β) ≤ 1.
We first notice that a function f = f(s) that satisfies the conditions (1.3) is sub-
additive in the interval [0, 1]. That is
f(s+ t) ≤ f(s) + f(t), for all 0 ≤ s, t ≤ 1.
When φ¯ ≤ 1, then by (2.1), we have,
∆φ¯+ (q(x)− c)∂yφ¯+ f(φ¯) = f(ϕα + ϕβ) + div(A∇ϕα) + (q(x)− c) sinα ∂Y ϕα
+div(B∇ϕβ) + (q(x)− c) sin β ∂Y ϕβ
= f(ϕα + ϕβ)− f(ϕα)− f(ϕβ)
≤ 0,
where the quantities involving ϕα (resp. ϕβ) are taken values at the point (x,−x cosα +
y sinα) (resp. (x, x cos β + y sin β)). Thus, (c, φ¯) is a supersolution of the equation (1.4).
Furthermore, the function φ¯ satisfies the conical conditions (1.5) at infinity since α+β ≤ pi.
Finally, since 0 ≤ φ ≤ φ¯ ≤ 1 in R2, we conclude that, for any c ≥ c∗, the problem
(1.4)-(1.5) admits a curved front (c, φ) such that φ ≤ φ ≤ φ¯. The proof of part i) of
Theorem 1.1 is then complete. 
Notice that it follows from the above construction that φ is close to the oblique “pla-
nar” fronts ϕα(x,−x cosα+y sinα) and ϕβ(x, x cos β+y sin β) asymptotically on the “left”
and “right”. More precisely,
lim
A→−∞
(
sup
y≤x cotα+A
|φ(x, y)− ϕβ(x, x cos β + y sin β)|
)
= 0
and
lim
A→−∞
(
sup
y≤−x cot β+A
|φ(x, y)− ϕα(x,−x cosα + y sinα)|
)
= 0.
Remark 2.1 To complete this section, consider here the special “symmetric” case. Namely,
under the notations of Theorem 1.1, assume α = β and q(x) = q(−x) for all x ∈ R. Then
we claim that
c∗ =
c∗A,q sinα,f
sinα
=
c∗B,q sinβ,f
sin β
.
Indeed, let (c∗A,q sinα,f , ϕ
∗
α(X, Y )) be a solution of the following problemdiv(A∇ϕ
∗
α(X, Y ))+(q(X) sinα−c∗A,q sinα,f )∂Y ϕ∗α(X, Y )+f(ϕ∗α(X, Y ))=0 inR2,
ϕ∗α(X, Y ) −→
Y→−∞
0, ϕ∗α(X, Y ) −→
Y→+∞
1, uniformly in X ∈ R. (2.5)
Define ψ(X, Y ) := ϕ∗α(−X, Y ) for all (X, Y ) ∈ R2. Since α = β and q(X) = q(−X) for all
X ∈ R, then the pair (c∗A,q sinα,f , ψ) is a solution of the following problemdiv(B∇ψ(X, Y ))+(q(X) sinα−c
∗
A,q sinα,f) ∂Y ψ(X, Y )+f(ψ(X, Y )) = 0 in R
2,
ψ(X, Y ) −→
Y→−∞
0, ψ(X, Y ) −→
Y→+∞
1, uniformly in X ∈ R. (2.6)
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It follows from [2] that c∗A,q sinα,f is not smaller than the minimal speed of propaga-
tion corresponding to the reaction-advection-diffusion equation having B as the diffu-
sion matrix, q sinα = q sin β as the advection and f as the reaction term. That is,
c∗A,q(x) sinα,f ≥ c∗B,q(x) sinβ,f . Similarly, we can prove c∗B,q sinβ,f ≥ c∗A,q sinα,f which leads to
the equality between these two minimal speeds.
3 Nonexistence of conical fronts (c, φ) for c < c∗
In this section, we prove that the problem (1.4)-(1.5) has no solution (c, φ) if c < c∗ (the
second item of Theorem 1.1). The proof mainly lies on a spreading result given by Wein-
berger [35].
Proof of part ii) in Theorem 1.1. Suppose to the contrary that the problem (1.4)-(1.5)
admits a solution φ with a speed c < c∗, where c∗ is the value defined in (1.9). Without
loss of generality, we can assume that
c∗ =
c∗A,q sinα,f
sinα
≥ c
∗
B,q sinβ,f
sin β
.
Under this assumption, there exists a positive constant d such that
c sinα < d < c∗A,q sinα,f . (3.1)
Write φ(x, y) = ϕ(x,−x cosα+y sinα) for all (x, y) ∈ R2. Then, the function ϕ(X, Y )
is well defined and it solves the following equation
div(A∇ϕ) + (q(X)− c) sinα∂Yϕ+ f(ϕ) = 0, for all (X, Y ) ∈ R2, (3.2)
where A is the matrix defined in the second section. Moreover, it follows from the definition
of ϕ and the “conical” conditions at infinity (1.5) that
lim
Y→−∞
(
sup
(X,Y )∈R2,X≤0
ϕ(X, Y )
)
= 0. (3.3)
We mention that taking the supremum in the above limit over the set {X ≤ 0} is just
to insure that (X, Y ) stays in C−α,β,l for some l which goes to −∞ as Y → −∞ and as a
consequence we can use the conical conditions. If we let u(t, X, Y ) = ϕ(X, Y + ct sinα),
then by (3.2), the function u solves the following parabolic equation
∂u
∂t
= div(A∇u) + q(X) sinα ∂u
∂Y
+ f(u), for all (t, X, Y ) ∈ R× R2. (3.4)
Let uˆ0(X, Y ) be a function of class C
0,µ(R2) (for some positive µ) such that
∀X ∈ R, ∀Y ≤ 0, uˆ0(X, Y ) = 0,
∃Y0 > 0, inf
(X,Y )∈R2, Y≥Y0
uˆ0(X, Y ) > 0,
∀ (X, Y ) ∈ R2, 0 ≤ uˆ0(X, Y ) ≤ u(0, X, Y ).
(3.5)
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Let uˆ(t, X, Y ) be a classical solution of the following Cauchy problem
∂uˆ
∂t
= div(A∇uˆ) + q(X) sinα ∂uˆ
∂Y
+ f(uˆ), for all t > 0, (X, Y ) ∈ R2,
uˆ(0, X, Y ) = uˆ0(X, Y ), for all (X, Y ) ∈ R2.
Under the conditions (3.5) on uˆ0 and the assumptions (1.3) on the nonlinearity f , the
results of Weinberger [35] imply that for any given r > 0, we have
lim
t→+∞
sup
|Y |≤r,X∈R
uˆ(t, X, Y − c′t) = 0, for each c′ > c∗A,q sinα,f
and
lim
t→+∞
inf
|Y |≤r,X∈R
uˆ(t, X, Y − c′t) = 1, for each c′ < c∗A,q sinα,f . (3.6)
On the other hand, since 0 ≤ uˆ(0, X, Y ) ≤ u(0, X, Y ) in R2 and both u and uˆ solve
the same parabolic equation (3.4), the parabolic maximum principle implies that
uˆ(t, X, Y ) ≤ u(t, X, Y ) for all t ≥ 0 and (X, Y ) ∈ R2. (3.7)
The assumption that (c sinα − d) < 0 implies that Y + (c sinα − d)t → −∞ as t → +∞
for |Y | ≤ r. We conclude from (3.1), (3.3) and (3.7) that for any r > 0, all limits below
exist and
0 ≤ lim
t→+∞
inf
|Y |≤r,X∈R
uˆ(t, X, Y − dt) ≤ lim
t→+∞
inf
|Y |≤r,X≤0
uˆ(t, X, Y − dt)
≤ lim
t→+∞
inf
|Y |≤r,X≤0
u(t, X, Y − dt)
= lim
t→+∞
inf
|Y |≤r,X≤0
ϕ(X, Y + (c sinα− d)t)
≤ lim
t→+∞
sup
|Y |≤r,X≤0
ϕ(X, Y + (c sinα− d)t)
= 0,
which contradicts (3.6) with c′ = d and eventually completes the proof. 
4 Monotonicity with respect to y
This section is devoted to the proof of Theorem 1.2. To furnish this goal, we need to
establish a generalized comparison principle in unbounded domains of the form C+α,β,l.
Then, together with further estimates on the behavior of any solution φ of the problem
(1.4)-(1.5) in the lower cone C−α,β,l and with some “sliding techniques” which are similar to
those done by Berestycki and Nirenberg [5], we prove that the solution φ is increasing in y.
Let us first state the following proposition which is an important step to prove the
main result in this section.
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Proposition 4.1 Let α and β belong to (0, pi). If (c, φ) is a solution of (1.4)-(1.5), then
Λ := lim inf
l→−∞
(
inf
(x,y)∈C−
α,β,l
∂yφ(x, y)
φ(x, y)
)
> 0.
Proof. Similar to the discussion in [2], we get from standard Schauder interior estimates
and Harnack inequalities that there exists a constant K such that
∀(x, y) ∈ R2, |∂yφ(x, y)| ≤ Kφ(x, y) and |∂xφ(x, y)| ≤ Kφ(x, y). (4.1)
Consequently, the function ∂yφ/φ is globally bounded in R
2. Denote by
Λ := lim inf
l→−∞
inf
(x,y)∈C−
α,β,l
∂yφ(x, y)
φ(x, y)
and let {ln}n∈N and {(xn, yn)}n∈N be two sequences such that (xn, yn) ∈ C−α,β,ln for all
n ∈ N, ln → −∞ as n→ +∞, and
∂yφ(xn, yn)
φ(xn, yn)
→ Λ as n→ +∞.
Next, we will proceed in several steps to prove that Λ > 0.
Step 1: From (1.4) to a linear elliptic equation. For each n ∈ N, let
φn(x, y) =
φ(x+ xn, y + yn)
φ(xn, yn)
for all (x, y) ∈ R2.
Owing to the equation (1.4) satisfied by φ, we know that each function φn(x, y) satisfies
the following equation
∆φn(x, y) + (q(x+ xn)− c)∂yφn(x, y) + f(φ(x+ xn, y + yn))
φ(x+ xn, y + yn)
φn(x, y) = 0
for all (x, y) ∈ R2. Moreover, for any given (x, y) ∈ R2, it follows from (1.5) that the
sequence φ(x + xn, y + yn) → 0 as n → +∞ (since (xn, yn) ∈ C−α,β,ln for each n ∈ N and
ln → −∞ as n→ +∞). Noticing that f(0) = 0, then we have
f(φ(x+ xn, y + yn))
φ(x+ xn, y + yn)
→ f ′(0)
as n → +∞. Since the function q is L−periodic, we can construct a sequence {x˜n}n∈N
such that x˜n ∈ [0, L] for all n ∈ N and
∀n ∈ N, ∀x ∈ R, qn(x) := q(x+ xn) = q(x+ x˜n).
Consequently, there exists a point x∞ ∈ [0, L] such that x˜n → x∞ as n → +∞ (up to
extraction of some subsequence), and the functions qn(x) converge uniformly to q(x+x∞).
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Observe also that the functions φn are locally bounded in R2, from the estimates (4.1).
From the standard elliptic estimates, the functions φn converge in all W 2,ploc (R
2) weak (for
1 < p <∞), up to extraction of another subsequence, to a nonnegative function φ∞ which
satisfies the following linear elliptic equation
∆φ∞ + (q(x+ x∞)− c)∂yφ∞ + f ′(0)φ∞ = 0 in R2. (4.2)
Furthermore, by the definition of φn, we have φ∞(0, 0) = 1. Then, the strong maximum
principle yields that the function φ∞ is positive everywhere in R2.
Step 2: The form of φ∞. For any given (x, y) ∈ R2, we have
∂yφ
n(x, y) =
∂yφ(x+ xn, y + yn)
φ(xn, yn)
=
∂yφ(x+ xn, y + yn)
φ(x+ xn, y + yn)
× φn(x, y) (4.3)
for all n ∈ N. Referring to the definition of Λ, one can then conclude that for any given
(x, y) ∈ R2,
lim inf
n→+∞
∂yφ(x+ xn, y + yn)
φ(x+ xn, y + yn)
≥ Λ.
Passing to the limit as n→ +∞ in (4.3) leads to
∂yφ
∞(x, y) ≥ Λφ∞(x, y), for all (x, y) ∈ R2. (4.4)
Furthermore,
∂yφ
∞(0, 0) = lim
n→+∞
∂yφ
n(0, 0) = lim
n→+∞
∂yφ(xn, yn)
φ(xn, yn)
= Λ = Λ φ∞(0, 0). (4.5)
Set
z∞(x, y) =
∂yφ
∞(x, y)
φ∞(x, y)
for all (x, y) ∈ R2.
The function z∞(x, y) is then a classical solution of the equation
∆z∞ + w · ∇z∞ = 0 in R2, (4.6)
where
w = w(x, y) =
(
2
∂xφ
∞
φ∞
, 2
∂yφ
∞
φ∞
+ q(x+ x∞)− c
)
is a globally bounded vector field defined in R2 (see (4.1)). It follows from (4.4) and (4.5)
that
z∞(0, 0) = Λ and z∞(x, y) ≥ Λ for all (x, y) ∈ R2.
Obviously, the constant function Λ also solves (4.6). Then, it follows from the strong
maximum principle that z∞(x, y) = Λ for all (x, y) ∈ R2, and thus,
∀(x, y) ∈ R2, φ∞(x, y) = eΛyψ(x) > 0
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for some positive function ψ(x) defined in R. Owing to (4.2), the function ψ(x) is then a
classical solution of the following ordinary differential equation
ψ′′(x) +
(
Λ2 + Λ q(x+ x∞)− cΛ + f ′(0)
)
ψ(x) = 0 for all x ∈ R. (4.7)
Step 3: From (4.7) to an eigenvalue problem. Let
µ = inf
x∈R
ψ(x+ L)
ψ(x)
,
where L is the period of q (see (1.2)). From (4.1), the function ψ satisfies |ψ′(x)| ≤ |Kψ(x)|
for all x ∈ R and µ is then a real number. Let {x′n}n∈N be a sequence in R such that
ψ(x′n + L)
ψ(x′n)
→ µ as n→ +∞.
Define a sequence of functions {ψn(x)}n∈N by
ψn(x) =
ψ(x+ x′n)
ψ(x′n)
for all x ∈ R.
Then, for each n ∈ N, the function ψn(x) satisfies
(ψn)′′(x) +
(
Λ2 + Λ q(x+ x′n + x∞)− cΛ + f ′(0)
)
ψn(x) = 0
for all x ∈ R.
Similar to the discussion in Step 1 and also due to the L−periodicity of q, it easily
follows that, up to extraction of a subsequence, ψn → ψ∞ in C2loc(R2) and
q(·+ x′n + x∞)→ q(·+ x′∞) as n→ +∞, uniformly on each compact of R,
for some x′∞ ∈ R. Furthermore, the function ψ∞ is a nonnegative classical solution of the
following equation
(ψ∞)′′ +
(
Λ2 + Λ q(x+ x′∞)− cΛ + f ′(0)
)
ψ∞ = 0 in R. (4.8)
Since ψn(0) = 1 for all n ∈ N, we have ψ∞(0) = 1. Then, the strong maximum principle
yields that ψ∞(x) > 0 for all x ∈ R.
Now, we consider a new function
h(x) :=
ψ∞(x+ L)
ψ∞(x)
,
which is defined in R. By the definition of µ and ψn, we have
ψn(x+ L)
ψn(x)
=
ψ(x+ x′n + L)
ψ(x+ x′n)
≥ µ, for all n ∈ N and x ∈ R.
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Passing to the limit as n→ +∞, one gets h(x) ≥ µ for all x ∈ R. Moreover,
ψ∞(L) = lim
n→+∞
ψn(L) = lim
n→+∞
ψ(x′n + L)
ψ(x′n)
= µ.
Denote by
v(x) = ψ∞(x+ L)− µψ∞(x) for all x ∈ R.
Then, the function v is nonnegative and satisfies the linear elliptic equation (4.8) with
the property v(0) = 0. Thus, the strong maximum principle yieldsthat v ≡ 0 in R, and
consequently, h(x) = µ > 0 in R (since ψ∞(x) > 0 for all x ∈ R).
Define θ = L−1 lnµ. If we write ψ∞(x) = eθxϕ(x) for all x ∈ R, then it follows from
ψ∞(x+ L) = µψ∞(x) that
∀x ∈ R, ϕ(x+ L) = ϕ(x).
After replacing ψ∞ by eθxϕ in (4.8), we conclude that the function ϕ is a classical solution
of the following problem
ϕ′′ + 2θϕ′ + θ2ϕ+ (Λ2 − cΛ + q(x+ x′∞)Λ + f ′(0))ϕ = 0 in R,
ϕ is L-periodic,
∀x ∈ R, ϕ(x) > 0.
(4.9)
For each λ ∈ R, we define an elliptic operator as follows
Lθ,λ :=
d2
dx2
+ 2θ
d
dx
+
[
θ2 + λ2 − cλ+ q(x+ x′∞)λ+ f ′(0)
]
acting on the set
E := {g(x) ∈ C2(R); g(x+ L) = g(x) for all x ∈ R}.
We denote by kθ(λ) and ϕ
θ,λ the principal eigenvalue and the corresponding principal
eigenfunction of this operator. In addition to the existence, we also have the uniqueness
(up to a multiplication by any nonzero constant) of the principal eigenfunction ϕθ,λ which
keeps sign over R and solves the following problem{
Lθ,λϕ
θ,λ = kθ(λ)ϕ
θ,λ in R
ϕθ,λ is L−periodic. (4.10)
From (4.9) and the above discussions, we conclude that, for λ = Λ, kθ(Λ) = 0 is
the principal eigenvalue and the function ϕ is the corresponding eigenfunction. In other
words, Λ is a solution of the equation kθ(λ) = 0.
Now, we consider the function R ∋ λ 7→ kθ(λ). It follows from Proposition 5.7 in [2]
that λ 7→ kθ(λ) is of convex. Moreover, for λ = 0, the principal eigenfunction ϕθ,0 is a
constant function, say ϕθ,0 ≡ 1 (due to the uniqueness up to multiplication by a constant),
and the principal eigenvalue is
kθ(0) = θ
2 + f ′(0) > 0.
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Figure 2: The function λ 7→ kθ(λ).
Thus, in order to obtain that Λ > 0, it suffices to prove that
d kθ
dλ
(0) < 0 (see figure 2).
Since ϕθ,λ is L−periodic for each λ ∈ R, we then integrate the equation (4.10) with
respect to x over [0, L] to obtain
kθ(λ)
∫ L
0
ϕθ,λ(x)dx =
(
θ2 + f ′(0)
)︸ ︷︷ ︸
kθ(0)
∫ L
0
ϕθ,λ(x)dx+ λ2
∫ L
0
ϕθ,λ(x)dx
−cλ
∫ L
0
ϕθ,λ(x)dx+ λ
∫ L
0
q(x+ x′∞)ϕ
θ,λ(x)dx
(4.11)
for all λ ∈ R. Owing to standard elliptic estimates, the family {ϕθ,λ}λ∈R, when normalized
by max
R
ϕθ,λ = 1, converges in C2loc(R) to the constant function ϕ
θ,0 ≡ 1 as λ converges
to 0. Passing to the limit as λ→ 0 in (4.11), one consequently gets
lim
λ→0
kθ(λ)− kθ(0)
λ
= −c+ 1
L
∫ L
0
q(x+ x′∞) dx.
However, by the assumptions (1.2) on q, we know that∫ L
0
q(x+ x′∞) dx =
∫ L
0
q(x) dx = 0.
Therefore,
dkθ
dλ
(0) = −c.
But, from part ii) of Theorem 1.1, the speed c satisfies
c ≥ c∗ = max
(
c∗A,q sinα,f
sinα
,
c∗B,q sinβ,f
sin β
)
> 0.
Thus,
dkθ
dλ
(0) < 0 and that completes the proof of Proposition 4.1. 
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In the following, we are going to establish a generalized comparison principle which
will be an important tool in the proof of Theorem 1.2. Before stating this result, let us first
introduce some notations and assumptions that we need in our setting. For each l ∈ R,
α, β ∈ (0, pi), we consider A(x, y) = (Aij(x, y))1≤i,j≤N as a symmetric C2,δ
(
C+α,β,l
)
matrix
field satisfying 
∃0 < α1 ≤ α2, ∀(x, y) ∈ C+α,β,l, ∀ξ ∈ R2,
α1|ξ|2 ≤
∑
1≤i,j≤2
Aij(x, y)ξiξj ≤ α2|ξ|2. (4.12)
Moreover,
∂C+α,β,l :=
{
(x, y) ∈ R2, y = −x cot β + l when x ≥ 0,
and y = x cotα + l when x ≤ 0
}
denotes the boundary of the subset C+α,β,l which was introduced in Definition 1.1, and
dist
(
(x, y); ∂C+α,β,l
)
stands for the Euclidean distance from (x, y) ∈ R2 to the boundary ∂C+α,β,l.
The generalized comparison principle is now stated in the following lemma.
Lemma 4.1 Let α and β be fixed in (0, pi) and l ∈ R. Let g(x, y, u) be a globally bounded
and a globally Lipschitz-continuous function defined in C+α,β,l × R. Assume that g is non-
increasing with respect to u in R2×[1−ρ,+∞) for some ρ > 0. Let q˜ = (q1(x, y), q2(x, y)) be
a globally bounded C0,δ
(
C+α,β,l
)
vector field (with δ > 0) and let A(x, y) = (Aij(x, y))1≤i,j≤2
be a symmetric C2,δ
(
C+α,β,l
)
matrix field satisfying (4.12).
Assume that φ1(x, y) and φ2(x, y) are two bounded uniformly continuous functions
defined in C+α,β,l of class C
2,µ
(
C+α,β,l
)
(for some µ > 0). Furthermore, we assume that
Lφ1 + g(x, y, φ1) ≥ 0 in C+α,β,l,
L φ2 + g(x, y, φ2) ≤ 0 in C+α,β,l,
φ1(x, y) ≤ φ2(x, y) on ∂C+α,β,l,
and that
lim sup
(x, y) ∈ C+α,β,l, dist
(
(x, y); ∂C+α,β,l
)→ +∞ [φ1(x, y)− φ2(x, y)] ≤ 0, (4.13)
where L is the elliptic operator defined by
Lφ := ∇x,y · (A∇x,yφ) + q˜(x, y) · ∇x,yφ.
If φ2 ≥ 1− ρ in C+α,β,l, then
φ1 ≤ φ2 in C+α,β,l.
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Remark 4.1 Note here that φ1, φ2, q˜, A and g are not assumed to be L−periodic with
respect to x.
Proof. Since the functions φ1 and φ2 are globally bounded, one can then find ε > 0 large
enough such that φ1 − ε ≤ φ2 in C+α,β,l. Let us set
ε∗ = inf
{
ε > 0, φ1 − ε ≤ φ2 in C+α,β,l
}
≥ 0.
By continuity, we then get φ1−ε∗ ≤ φ2 in C+α,β,l. Thus, to complete the proof of Lemma 4.1,
it suffices to prove that ε∗ = 0.
Assume ε∗ > 0. Then, there exist a sequence {εn}n∈N converging to ε∗, with 0 < εn <
ε∗ for all n, and a sequence of points (xn, yn) ∈ C+α,β,l such that
φ1(xn, yn)− εn ≥ φ2(xn, yn) for all n ∈ N.
Because of (4.13) and since ε∗ > 0, the sequence
{
dist
(
(xn, yn); ∂C
+
α,β,l
)}
n∈N
is bounded.
Furthermore, the facts that φ1 ≤ φ2 on ∂C+α,β,l and φ1, φ2 are uniformly continuous yield
that
R := lim inf
n→+∞
dist
(
(xn, yn); ∂C
+
α,β,l
)
> 0.
For each n ∈ N, let (x′n, y′n) be a point on ∂C+α,β,l such that
dist
(
(xn, yn); ∂C
+
α,β,l
)
= |(x′n, y′n)− (xn, yn)| .
Up to extraction of some subsequence, we can then conclude that there exists (x¯, y¯) ∈ R2
with |(x, y)| = R such that
(x′n, y
′
n)− (xn, yn)→ (x, y) as n→ +∞.
Call BR := {(x, y) ∈ R2, |(x, y)| < R}. It follows from the definition of R that for any
point (x, y) ∈ BR and for any n ∈ N large enough, we have (x, y) + (xn, yn) ∈ C+α,β,l.
For each (x, y) ∈ BR, call
φ1n(x, y) = φ
1(x+ xn, y + yn) and φ
2
n(x, y) = φ
2(x+ xn, y + yn)
for n large enough.
From the regularity assumptions on φ1 and φ2 and up to extraction of some subse-
quence, the functions φin converge in C
2
loc(BR) to two functions φ
i
∞ which can be extended by
continuity to ∂BR and are of class C
2,µ
(
BR
)
, for i = 1, 2. Similarly, since q˜ and A are glob-
ally C0,δ
(
C+α,β,l
)
(for some δ > 0), we can assume that the fields q˜n(x, y) = q˜(x+xn, y+yn)
and An(x, y) = A(x + xn, y + yn) converge as n → +∞ in BR to two fields q˜∞ and A∞
which are of class C0,δ
(
BR
)
. The matrix A∞ satisfies the same ellipticity condition as A
which is given in (4.12).
For each (x, y) ∈ BR, the functions φin, i = 1, 2, satisfy
Ln φ
1
n − Ln φ2n ≥ −g(x+ xn, y + yn, φ1n(x, y)) + g(x+ xn, y + yn, φ2n(x, y))
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for n large enough, where
Lnφ := ∇x,y · (An∇x,yφ)+ q˜n · ∇x,yφ.
Since φ2 ≥ 1 − ρ in C+α,β,l and g(x, y, u) is non-increasing with respect to u in the set
C+α,β,l × [1− ρ,+∞), we get
Ln φ
1
n − Ln φ2n ≥− g(x+ xn, y + yn, φ1n(x, y))
+ g(x+ xn, y + yn, φ
2
n(x, y) + ε
∗).
(4.14)
From the assumptions of Lemma 4.1, we can also assume, up to extraction of some
subsequence, that the functions
Rn(x, y) := −g(x+ xn, y + yn, φ1n(x, y)) + g(x+ xn, y + yn, φ2n(x, y) + ε∗)
converge to a function R∞(x, y) locally uniformly in BR. Since
|Rn(x, y)| ≤ ||g||Lip|φ1n(x, y)− ε∗ − φ2n(x, y)|
for all n ∈ N, we get |R∞(x, y)| ≤ ||g||Lip|φ1∞(x, y)− ε∗ − φ2∞(x, y)|. In other words, there
exists a globally bounded function B(x, y) defined in BR such that
R∞(x, y) = B(x, y)
[
φ1∞(x, y)− ε∗ − φ2∞(x, y)
]
for all (x, y) ∈ BR.
By passing to the limit as n→ +∞ in (4.14), it follows that
L∞φ
1
∞ − L∞φ2∞ ≥ B(x, y)(φ1∞ − ε∗ − φ2∞) in BR,
where L∞φ := ∇x,y · (A∞∇x,yφ)+ q˜∞ · ∇x,yφ. Let
z(x, y) = φ1∞ − ε∗ − φ2∞ in BR.
We then get
L∞z − B(x, y)z ≥ 0 in BR. (4.15)
Noticing that (x′n, y
′
n) ∈ ∂C+α,β,l, that φ1 ≤ φ2 over ∂C+α,β,l, that φ1 and φ2 are uniformly
continuous in C+α,β,l, and that (x
′
n, y
′
n)− (xn, yn)→ (x, y), we have
φ1∞(x, y) ≤ φ2∞(x, y). (4.16)
On the other hand, for each (x, y) ∈ BR, φ1n(x, y)− ε∗ ≤ φ2n(x, y) for n large enough, and
φ1n(0, 0)−εn ≥ φ2n(0, 0). Passing to the limit as n→ +∞ and over ∂BR, then by continuity,
we get
φ1∞(x, y)− ε∗ ≤ φ2∞(x, y) in BR,
and
φ1∞(0, 0)− ε∗ = φ2∞(0, 0).
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Consequently, the function z = z(x, y) is a nonpositive continuous function in BR, satis-
fying (4.15) in BR and such that z(0, 0) = 0. Then, the strong maximum principle yields
that z ≡ 0 in BR with ε∗ > 0. Namely, φ1∞(x, y) − ε∗ = φ2∞(x, y) for all (x, y) ∈ BR. We
get a contradiction with (4.16) by choosing (x, y) = (x, y) (∈ ∂BR). 
The following lemma is devoted to proving the positivity of the infimum of a conical
front solving (1.4-1.5) over any set having the form of an “upper cone”. This lemma will
be also used in the proof of Theorem 1.2.
Lemma 4.2 For any fixed α and β in (0, pi), let (c, φ) be a solution of (1.4)-(1.5). Then,
∀ l ∈ R, inf
(x,y)∈C+
α,β,l
φ(x, y) > 0. (4.17)
Proof. Since the function φ is nonnegative in R2, then inf
R2
φ ≥ 0. In order to prove (4.17),
we assume to the contrary that inf
(x,y)∈C+
α,β,l0
φ(x, y) = 0 for some fixed l0 ∈ R. Thus, there
exists a sequence {(xn, yn)}n∈N in C+α,β,l0 such that φ(xn, yn)→ 0 as n→ +∞. On the other
hand, the limiting condition lim
l→+∞
inf
(x,y)∈C+
α,β,l
φ(x, y) = 1 yields that there existsM ∈ R such
that
∀(x, y) ∈ C+α,β,M , φ(x, y) ≥
3
4
. (4.18)
We recall that dist
(
(xn, yn); ∂C
+
α,β,l0
)
is the Euclidean distance from (xn, yn) ∈ R2 to the
boundary ∂C+α,β,l0 . Having (4.18) and the fact that φ(xn, yn) → 0 as n → +∞, we know
that the sequence {dist((xn, yn); ∂C+α,β,l0)}n∈N should be bounded and consequently,
∃ (x, y) ∈ R2 such that (x+ xn, y + yn) ∈ C+α,β,M (4.19)
for all n ∈ N. Now, we define φn(x, y) := φ(x+ xn, y + yn) for all (x, y) ∈ R2 and n ∈ N.
From (1.4), the function φn is a classical solution of the following equation
∆x,yφn + (q(x+ xn)− c)∂yφn + f(φn) = 0 in R2,
for all n ∈ N.
The function q is a globally bounded C0,δ(R) function which is L−periodic. As a
consequence, we can assume that the sequence of functions qn(x) := q(x + xn) converges
uniformly in R, as n → +∞, to the function q∞ := q(x + x∞) for some x∞ ∈ R. The
regularity of the function φ yields that the sequence {φn}n∈N is bounded in C2,δ(R2). Thus,
up to extraction of some subsequence, φn → φ∞ in C2loc(R2) as n → +∞, where φ∞ is a
nonnegative (0 ≤ φn ≤ 1 for all n ∈ N) classical solution of the equation
∆x,yφ∞ + (q(x+ x∞)− c) ∂yφ∞ + f(φ∞) = 0 in R2.
Moreover, φ∞(0, 0) = lim
n→+∞
φ(xn, yn) = 0.
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Since f ≥ 0 in [0, 1], we then have
∆x,yφ∞ + (q(x+ x∞)− c) ∂yφ∞ ≤ 0 in R2,
0 ≤ φ∞ ≤ 1 in R2,
φ∞(0, 0) = 0.
The strong maximum principle implies that φ∞ ≡ 0 in R2. However, we can conclude
from (4.18) and (4.19) that
∀n ∈ N, φ(x+ xn, y + yn) ≥ 3
4
.
Passing to the limit as n → +∞, one gets φ∞(x, y) ≥ 3/4, which is a contradiction with
φ∞ ≡ 0 in R2. Therefore, our assumption that inf
(x,y)∈C+
α,β,l0
φ(x, y) = 0 is false and that
completes the proof of Lemma 4.2. 
Now, we are in the position to give the proof of the main result in this section.
Proof of Theorem 1.2. In this proof, we call
∀τ ∈ R, φτ(x, y) := φ(x, y + τ) for all (x, y) ∈ R2.
Assume that one has proved that φτ ≥ φ in R2 for all τ ≥ 0. Since the coefficients q and f are
independent of y, then for any h > 0, the nonnegative function z(x, y) := φh(x, y)−φ(x, y)
is a classical solution (due to (1.4)) of the following linear elliptic equation
∆x,yz + (q(x)− c)∂yz + b(x, y)z = 0 in R2,
for some globally bounded function b = b(x, y). It follows from the strong maximum
principle that the function z is either identically 0, or positive everywhere in R2. Due
to the conical limiting conditions (1.5) satisfied by the function φ, we can conclude that
the function z can not be identically 0. In fact, if z ≡ 0, then φ(x, y + h) = φ(x, y) for
all (x, y) ∈ R2 with h > 0. This yields that φ is h−periodic with respect to y, which is
impossible from (1.5). Hence, the function z is positive everywhere in R2, and consequently,
the function φ is increasing in y.
By virtue of the above discussion, we only need to prove that φτ ≥ φ for all τ ≥ 0.
Proposition 4.1 yields that there exists l0 ∈ R such that ∂yφ(x, y) > 0 for all (x, y) ∈ C−α,β,l0.
On the other hand, Lemma 4.2 yields that inf
(x,y)∈C+
α,β,l0
φ(x, y) > 0. Since
lim
l→−∞
sup
(x,y)∈C−
α,β,l
φ(x, y) = 0,
there exists then B > 0 such that −B ≤ l0 and
∀(x, y) ∈ C−α,β,−B , φ(x, y) ≤ inf
(x′,y′)∈C+
α,β,l0
φ(x′, y′),
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and consequently, we have
∀ τ ≥ 0, ∀(x, y) ∈ C−α,β,−B , φ(x, y) ≤ φ(x, y + τ). (4.20)
The above inequality is indeed satisfied in both cases y + τ ≤ l0 and y + τ ≥ l0. The
assumption that f ′(1) < 0 in (1.3) and the continuity of f ′ over [0, 1] lead to the existence
of 0 < η < 1 such that f is non-increasing in [1 − η, 1]. Furthermore, even it means
increasing B, one can assume, due to (1.5), that φ(x, y) ≥ 1− η for all (x, y) ∈ C+α,β,B and
φ(x, y) ≤ θ for all (x, y) ∈ C−α,β,−B, where θ is choosen so that 0 < θ < 1 − η. We apply
Lemma 4.1 to the functions φ1 := φ and φ2 := φτ with τ ≥ 2B, by taking ρ = η, A = I,
g = f , q˜(x) = (0, q(x)− c) in R and l = −B, to obtain
∀τ ≥ 2B, ∀(x, y) ∈ C+α,β,−B , φ(x, y) ≤ φτ (x, y).
Combining the above inequality with (4.20), we have
∀τ ≥ 2B, ∀(x, y) ∈ R2, φ(x, y) ≤ φτ (x, y).
Let us now decrease τ and set
τ ∗ = inf
{
τ > 0, φ(x, y) ≤ φ(x, y + τ ′) for all τ ′ ≥ τ and for all (x, y) ∈ R2 } .
First, we note that τ ∗ ≤ 2B, and by continuity, we have φ ≤ φτ∗ in R2. Call
S := C+α,β,−B \ C−α,β,B
the slice located between the “lower cone” C−α,β,−B and the “upper cone” C
+
α,β,B. Then, for
the value of sup
(x,y)∈S
(
φ(x, y)− φτ∗(x, y)), the following two cases may occur.
Case 1: suppose that
sup
(x,y)∈S
(
φ(x, y)− φτ∗(x, y)) < 0.
Since the function φ is (at least) uniformly continuous, there exists ε > 0 such that 0 <
ε < τ ∗ and the above inequality holds for all τ ∈ [τ ∗ − ε, τ ∗]. Then, for any τ in the
interval [τ ∗ − ε, τ ∗], due to (4.20) and the definition of S, we get that
φ(x, y) ≤ φτ (x, y) over C−α,β,B.
Hence, φ ≤ φτ over ∂C+α,β,B. On the other hand, since τ ≥ τ ∗ − ε > 0 and φ ≥ 1 − η
over C+α,β,B, we have φ
τ ≥ 1 − η over C+α,β,B. Lemma 4.1, applied to φ and φτ in C+α,β,B,
yields that
φ(x, y) ≤ φτ (x, y) for all (x, y) ∈ C+α,β,B.
As a consequence, we obtain φ ≤ φτ in R2, and that contradicts the minimality of τ ∗.
Therefore, case 1 is ruled out.
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Case 2: suppose that
sup
(x,y)∈S
(
φ(x, y)− φτ∗(x, y)) = 0.
Then, there exists a sequence of points {(xn, yn)}n∈N in S such that
φ(xn, yn)− φτ∗(xn, yn)→ 0 as n→ +∞. (4.21)
For each n ∈ N, call φn(x, y) = φ(x+ xn, y + yn) and φτ∗n (x, y) = φτ∗(x+ xn, y + yn),
for all (x, y) ∈ R2. From the regularity assumptions for φ and up to extraction of some
subsequence, the functions φn and φ
τ∗
n converge in C
2
loc(R
2) to two functions φ∞ and φ
τ∗
∞
in C2,δ(R2). On the other hand, since q is globally C0,δ (R) and L−periodic, we can assume
that the functions qn(x) = q(x+xn) converge locally in R to a globally C
0,δ (R) function q∞
as n→ +∞.
For any (x, y) ∈ R2, set z(x, y) = φ∞(x, y)− φτ∗∞(x, y). The function z is nonpositive
because φ ≤ φτ∗ in R2. Moreover, by passing to the limit as n→ +∞ in (4.21), we obtain
z(0, 0) = 0. Furthermore, since the function q does not depend on y, we know that the
function z solves the following linear elliptic equation
∆x,yz + (q∞(x)− c)∂yz + b(x, y)z = 0 in R2
for some globally bounded function b(x, y) (since f is Lipschitz continuous). Then, the
strong elliptic maximum principle implies that either z > 0 in R2 or z = 0 everywhere
in R2. In fact, the latter case is impossible because it contradicts with the conical conditions
at infinity (1.5): indeed, since (xn, yn) ∈ S¯ for all n ∈ N, it follows from (1.5) that
lim
y→+∞
φ∞(0, y) = 1 and lim
y→−∞
φ∞(0, y) = 0, whence the function φ∞ cannot be τ ∗-periodic
with respect to y, with τ ∗ > 0. Thus, we have z(x, y) > 0 in R2. But, that contradicts
with z(0, 0) = 0. So, case 2 is ruled out too.
Finally, we have proved that τ ∗ = 0, which means that φ ≤ φτ for all τ ≥ 0. Then, it
follows from the discussion in the beginning of this proof that the function φ is increasing
in y. Thus, the proof of Theorem 1.2 is complete. 
5 Proof of the asymptotic behaviors
This section is devoted to the proof of Theorem 1.3. We begin first with Parts i) and iii).
It follows from formula (1.9) that for all γ ≥ 0, m > 0, ρ > 0 and L > 0
c∗(ρ,mγq,mf)√
m
= max
(
c∗ρA,mγq sinα,mf√
m sinα
,
c∗ρB,mγq sinβ,mf√
m sin β
)
,
c∗(mρ,mγq, f)√
m
= max
(
c∗mρA,mγq sinα,f√
m sinα
,
c∗mρB,mγq sinβ,f√
m sin β
)
,
c∗(ρ, qL, f) = max
(
c∗ρA,qL sinα,f
sinα
,
c∗ρB,qL sinβ,f
sin β
)
.
(5.1)
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We recall that the quantities appearing in the right-hand side of (5.1) are the parametric
minimal speeds of propagation of some associated “left” and “right” reaction-advection-
diffusion problems of the type (1.8). Since ∇ · Ae = ∇ · Be = 0, with e = (0, 1), in R2,
e · ρAe = e · ρBe = ρ and the function f satisfies the KPP condition (1.3), it follows then
from Theorems 4.1, 4.3 and 5.2 of El Smaily [8] that
∀ γ ∈ [0, 1/2], lim
m→+∞
c∗mρA,mγq sinα,f√
m
= lim
m→∞
c∗mρB,mγq sinβ,f√
m
= 2
√
ρf ′(0),
∀ γ ≥ 1/2, lim
m→0+
c∗ρA,mγq sinα,mf√
m
= lim
m→0+
c∗ρB,mγq sinβ,mf√
m
= 2
√
ρf ′(0),
and
lim
L→0+
c∗ρA,qL sinα,f = lim
L→0+
c∗ρB,qL sinβ,f = 2
√
ρf ′(0).
Together with (5.1), we obtain the limits (1.13), (1.14) and (1.18).
Let us now turn to the proof of Part ii) of Theorem 1.3. Remember first that
c∗(ρ,mq, f)
m
= max
(
c∗ρA,mq sinα,f
m sinα
,
c∗ρB,mq sinβ,f
m sin β
)
(5.2)
for all m > 0, from Theorem 1.1. Let now q˜ be the vector field defined by
q˜(x, y) = (0, q(x)) for all (x, y) ∈ R2.
This field is (L, l)-periodic in R2 for each l > 0, and it satisfies ∇ · q˜ = 0 in R2. Therefore,
it follows from Theorem 1.1 in [11] or Theorem 1.1 in [36] that, for each l > 0,
c∗ρA,mq sinα,f
m sinα
−→
m→+∞
λρA,l,
c∗ρB,mq sinβ,f
m sin β
−→
m→+∞
λρB,l,
(5.3)
where, for any matrix M fulfilling (1.7) and for any l > 0, the quantity λM,l is defined by
λM,l = max
w∈IM,l
RM,l(w), RM,l(w) =
∫
(0,L)×(0,l)
q w2∫
(0,L)×(0,l)
w2
and
IM,l =
{
w ∈ H1loc(R2)\{0}, w is (L, l)-periodic, q˜ · ∇w = 0 a.e. in R2,∫
(0,L)×(0,l)
∇w ·M∇w ≤ f ′(0)
∫
(0,L)×(0,l)
w2
}
is a subset of the set of non-trivial (L, l)-periodic first integrals of q˜. Notice that the
set IM,l contains the non-zero constants, and that the max in the definition of λM,l is
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reached, see [11, 36]. It follows from (5.3) that the quantities λρA,l and λρB,l do not depend
on l > 0. Furthermore, since q˜(x, y) = (0, q(x)), there holds
λρA,l ≥ λρA,0 and λρB,l ≥ λρB,0 for all l > 0, (5.4)
where, for any matrix M fulfilling (1.7),
λM,0 = max
w∈H1
loc
(R)\{0}, L-periodic
M1,1‖w′‖2
L2(0,L)
≤f ′(0)‖w‖2
L2(0,L)
∫ L
0
q w2∫ L
0
w2
.
Let us now check that the opposite inequalities λρA,l ≤ λρA,0 and λρB,l ≤ λρB,0 also hold.
The proof uses elementary arguments, we just sketch it here for the sake of completeness.
We do it for λρA,l, the proof being identical for λρB,l. Let {ln}n∈N be the sequence of
positive real numbers defined by ln = 2
−n for all n ∈ N, and let {wn}n∈N be a sequence of
maximizers of the functionals RρA,ln in IρA,ln , that is
λρA,ln = RρA,ln(wn) =
∫
(0,L)×(0,ln)
q w2n∫
(0,L)×(0,ln)
w2n
=
∫
(0,L)×(0,1)
q w2n∫
(0,L)×(0,1)
w2n
(5.5)
for all n ∈ N. Without loss of generality, one can assume that ‖wn‖L2((0,L)×(0,1)) = 1 for all
n ∈ N. By definition, one has
ρ
∫
(0,L)×(0,1)
∇wn · A∇wn = 2nρ
∫
(0,L)×(0,ln)
∇wn · A∇wn
≤ 2nf ′(0)
∫
(0,L)×(0,ln)
w2n = f
′(0)
∫
(0,L)×(0,1)
w2n = f
′(0).
By coercivity of the matrix A, the sequence {wn}n∈N is then bounded in H1((0, L)×(0, 1)).
There exists then a function w∞ ∈ H1loc(R2), which is (L, 1)-periodic, such that, up to
extraction of a sequence, wn → w∞ as n → +∞ in L2loc(R2) strongly and in H1loc(R2)
weakly. Thus,
ρ
∫
(0,L)×(0,1)
∇w∞ · A∇w∞ ≤ lim inf
n→+∞
ρ
∫
(0,L)×(0,1)
∇wn ·A∇wn ≤ f ′(0)
∫
(0,L)×(0,1)
w2∞ = f
′(0).
It is then classical to see that w∞ does not depend on y. Therefore,
λρA,ln −→
n→+∞
∫ L
0
q w2∞∫ L
0
w2∞
≤ λρA,0
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from (5.5) and the definition of λρA,0. Together with (5.4) and the fact that the quanti-
ties λρA,l do not depend on l, one concludes that λρA,l = λρA,0 for all l > 0. It follows then
from (1.10), (5.2) and (5.3) that
c∗(ρ,mq, f)
m
−→
m→+∞
max
(
λρA,0, λρB,0
)
= max
w∈H1
loc
(R)\{0}, L-periodic
ρ‖w′‖2
L2(0,L)
≤f ′(0)‖w‖2
L2(0,L)
∫ L
0
q w2∫ L
0
w2
.
This provides (1.15).
Formula (1.15), together with (1.2), implies that (1.16) and (1.17) hold, as in [11, 36].
The proof of Theorem 1.3 is thereby complete. 
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