Weighted Estimates for the iterated Commutators of Multilinear Maximal
  and Fractional Type Operators by Xue, Qingying
ar
X
iv
:1
10
5.
44
71
v2
  [
ma
th.
CA
]  
7 J
un
 20
11
Weighted Estimates for the iterated Commutators of
Multilinear Maximal and Fractional Type Operators
Qingying Xue ∗
Abstract
In this paper, the following iterated commutators T∗,Πb of maximal operator for mul-
tilinear singular integral operators and Iα,Πb of multilinear fractional integral operator are
introduced and studied
T∗,Πb(~f)(x) = sup
δ>0
∣∣∣∣[b1, [b2, · · · [bm−1, [bm, Tδ]m]m−1 · · · ]2]1(~f)(x)
∣∣∣∣,
Iα,Πb(~f)(x) = [b1, [b2, · · · [bm−1, [bm, Iα]m]m−1 · · · ]2]1(~f)(x),
where Tδ are the smooth truncations of the multilinear singular integral operators and Iα is
the multilinear fractional integral operator, bi ∈ BMO for i = 1, ...,m and ~f = (f1, ..., fm).
Weighted strong and L(logL) type end-point estimates for the above iterated commuta-
tors associated with two class of multiple weights A~p and A(~p,q) are obtained, respectively.
1 Introduction
The multilinear Caldero´n-Zygmund theory is a natural generalization of linear case. Many
authors were interested in these topics ([6], [7], [5], [18], [15], [9], [19], [22], [4], [20], [25], [13] and
[2]). So we first recall the definition and some results of multilinear Caldero´n-Zygmund operators
as well as the corresponding multilinear maximal operators and fractional type operators.
Definition 1.1 (Multilinear Caldero´n-Zygmund operators) Let T be a Multilinear oper-
ator initially defined on the m-fold product of Schwartz spaces and taking values in the space of
tempered distributions,
T : S (Rn)× · · · ×S (Rn) −→ S ′(Rn).
Following [6], we say that T is an m-linear Caldero´n-Zygmund operator if for some 1 ≤ qj <∞,
it extends to a bounded multilinear operator from Lq1×· · ·×Lqm to Lq, where 1q =
1
q1
+ · · ·+ 1qm ,
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and if there exists a function K, defined off the diagonal x = y1 = · · · = ym in (R
n)m+1,
satisfying
T (f1, · · · , fm)(x) =
∫
(Rn)m
K(x, y1, · · · , ym)f1(y1) · · · fm(ym)dy1 · · · dym
for all x 6∈
⋂m
j=1 supp fj ;
|K(y0, y1, · · · , ym)| ≤
A
(
∑m
k,l=0 |yk − yl|)
mn
; (1.1)
and
|K(y0, · · · , yj, · · · , ym)−K(y0, · · · , y
′
j, · · · , ym)| ≤
A|yj − y
′
j|
ε
(
∑m
k,l=0 |yk − yl|)
mn+ε
, (1.2)
for some ε > 0 and all 0≤ j ≤ m, whenever |yj − y
′
j| ≤
1
2 max0≤k≤m |yj − yk|.
The maximal multilinear singular integral operator was defined by
T∗(~f)(x) = sup
δ>0
|Tδ(f1, · · · , fm)(x)|,
where Tδ are the smooth truncations of T given by
Tδ(f1, · · · , fm)(x) =
∫
|x−y1|2+···+|x−ym|2>δ2
K(x, y1, · · · , ym)f1(y1) · · · fm(ym)d~y.
Here, d~y = dy1 · · · dym.
As is pointed in [17], T∗(~f)(x) is pointwise well-defined when fj ∈ L
qj(Rn) with 1 ≤ qj ≤ ∞.
The study of the multilinear singular integral operator and its maximal operator has a long
history. For maximal multilinear operator T∗, one can see for example, [17], [14], [20] and [3] for
more details. We list some results for T∗ as follows:
Theorem A([17]) Let 1 ≤ qi <∞, and q be such that
1
q =
1
q1
+· · ·+ 1qm , and ω ∈ Aq1∩· · ·∩Aqm .
Let T be an m-linear Caldero´n-Zygmund operator. Then there exists a constant Cq,n < ∞ so
that for all ~f = (f1, · · · , fm) satisfying
‖T∗(~f)‖Lqω ≤ Cn,q(A+W )
m∏
i=1
‖fi‖Lqiω ,
where W is the norm of T in the mapping T: L1 × · · · × L1 → L1/m,∞.
Theorem B ([3]) Assume that 1p1 + · · ·+
1
pm
= 1p and ~w ∈ A~p, then
(i) If 1 < p1, ..., pm <∞, then T∗ is bounded from L
p1(w1)× · · · × L
pm(wm) to L
p(~ω);
(ii) If 1 ≤ p1, ..., pm <∞, then T∗ is bounded from L
p1(w1)× · · · × L
pm(wm) to L
p,∞(~ω).
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Here, A~p is the multiple weights in the Definition 2.1 below. The boundedness of T∗ on Hardy
spaces and weighted Hardy spaces were obtained in [14] and [21].
Now, let’s recall some definitions and background for the multilinear fractional type operators.
In 1992, Grafakos [12] first defined and studied the multilinear maximal function and multi-
linear fractional integral as follows
Mα(~f)(x) = sup
r>0
1
rn−α
∫
|y|<r
∣∣∣ m∏
i=1
fi(x− θiy)
∣∣∣ dy
and
Iα(~f)(x) =
∫
Rn
1
|y|n−α
m∏
i=1
fi(x− θiy) dy,
where θi (i = 1, · · · ,m) are fixed distinct and nonzero real numbers and 0 < α < n. We note
that, if we simply take m = 1 and θi = 1, then Mα and Iα are just the operators studied by
Muckenhoupt and Wheeden in [23]. In 1999, Kenig and Stein [18] considered another more
general type of multilinear fractional integral which was defined by
Iα,A(~f)(x) =
∫
(Rn)m
1
|(y1, · · · , ym)|
mn−α
m∏
i=1
fi
(
ℓi(y1, · · · , ym, x)
)
dyi,
where ℓi is a linear combination of yjs and x depending on the matrix A. They showed that
Iα,A was of strong type (L
p1 × · · · × Lpm , Lq) and weak type (Lp1 × · · · × Lpm , Lq,∞). When
ℓi(y1, · · · , ym, x) = x− yi, we denote this multilinear fractional type operator by Iα.
For a long time, there is an open question ([16]) in the multilinear operators theory. That
is, the existence of multiple weights theory for multilinear Caldero´n-Zygmund operators and
multilinear fractional integral operators. This was established in [19], [22], [4] and the multiple
weights A~p and A(~p,q) were constructed (see the definitions in section 2 below).
In [19] and [4], the following commutators of T and Iα in the j-th entry were defined and
studied, including weighted strong and weighted end-point L(logL) type estimates associated
with A~p and A(~p,q) weights, respectively.
Definition 1.2 (Commutators in the j-th entry) ([19], [4]) Given a collection of locally
integrable functions ~b = (b1, · · · , bm), we define the commutators of the m-linear Caldero´n-
Zygmund operator T and fractional integral Iα to be
[~b, T ](~f) = T~b(f1, . . . , fm) =
m∑
j=1
T j~b
(~f), I~b,α(
~f)(x) =
m∑
i=1
Ii~b,α(
~f)(x),
where each term is the commutator of bj and T in the j-th entry of T, that is,
T j~b
(~f) = bjT (f1, . . . , fj, . . . , fm)− T (f1, . . . , bjfj, . . . , fm).
Also
Ii~b,α(
~f)(x) = bi(x)Iα(f1, · · · , fi, · · · , fm)(x)− Iα(f1, · · · , bifi, · · · , fm)(x).
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Recently, in [25], the following iterated commutators of multilinear Calderon-Zygmund operators
and pointwise multiplication with functions in BMO are defined and studied in products of
Lebesgue spaces, including strong type and weak end-point estimates with multiple A~p weights.
TΠb(~f)(x) = [b1, [b2, · · · [bm−1, [bm, T ]m]m−1 · · · ]2]1(~f)(x)
=
∫
(Rn)m
m∏
j=1
(bj(x)− bj(yj))K(x, y1, ..., ym)
m∏
i=1
fi(yi) d~y.
(1.3)
Therefore, an open interesting question arises, can we establish the weighted strong and end-
point estimates of the iterated commutators for the multilinear operator T∗ and Iα? We note
that, there is no results for the commutators of multilinear operator T∗ (m ≥ 2), even for the
commutators of T∗ in the j-th entry.
In this article, we give a positive answer to the above question, we study iterated commutators
of maximal multilinear singular integral operator and multilinear fractional integral operators
defined by
T∗,Πb(~f)(x) = sup
δ>0
∣∣∣∣[b1, [b2, · · · [bm−1, [bm, Tδ]m]m−1 · · · ]2]1(~f)(x)
∣∣∣∣
= sup
δ>0
∣∣∣∣
∫
|x−y1|2+···+|x−ym|2>δ2
m∏
j=1
(bj(x)− bj(yj))K(x, y1, ..., ym)
m∏
i=1
fi(yi) d~y
∣∣∣∣
(1.4)
and
Iα,Πb(~f)(x) = [b1, [b2, · · · [bm−1, [bm, Iα]m]m−1 · · · ]2]1(~f)(x)
=
∫
(Rn)m
1
|(x− y1, · · · , x− ym)|
mn−α
m∏
j=1
(bj(x)− bj(yj))
m∏
i=1
fi(yi) d~y.
(1.5)
Remark 1.1 Note that, when m = 1 in (1.3), this definition coincides with the linear commuta-
tor [b, T ]f = bT (f)−T (bf) and [b, Iα]f = bIα(f)−Iα(bf). One classical result given by Coifman,
Rochberg and Weiss [8] is that [b, T ] is Lp bounded for 1 < p < ∞ when b ∈ BMO. But [b, T ]
fails to be an operator of weak type (1, 1), a counterexample was given by C. Pe´rez and an alter-
native L(logL) type result was obtained in [24]. In 1982, Chanillo proved that the commutator
of the fractional integral operator [b, Iα] is bounded from L
p into Lq (p > 1, 1/q = 1/p − a/n)
when b ∈ BMO. In 2002, Ding, Lu and Zhang [10] studied the continuity properties of fraction
type operators. They showed that [b, Iα] fails to be an operator of weak type (L
1, Ln/(n−α),∞),
counterexamples were given in [10], alternative L(logL) type estimates was obtained.
We state our results as follows.
Theorem 1.1 (Weighted strong bounds for T∗,Πb) Let ~ω ∈ A~p,
1
p =
1
p1
+ · · · + 1pm with
1 < pj < ∞, j = 1, ..,m; and ~b ∈ (BMO)
m. Then there is a constant C > 0 independent of ~b
and ~f such that ∥∥T∗,Πb(~f)∥∥Lp(ν~ω) 6 C
m∏
j=1
∥∥bj∥∥BMO
m∏
i=1
∥∥fi∥∥Lpi (ωi), (1.6)
where ~b = (b1, ..., bm).
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Theorem 1.2 (Weighted end-point estimate for T∗,Πb) Let ~ω ∈ A(1,··· ,1)) and~b ∈ (BMO)
m.
Then there exists a constant C depending on ~b such that
ν~ω
({
x ∈ Rn : T∗,Πb(~f)(x) > t
m
})
6 C
( m∏
i=1
∫
Rn
Φ(m)
( |fi(yi)|
t
)
ωi(yi) dyi
) 1
m
, (1.7)
where Φ(t) = t(1 + log+ t) and Φ(m) =
m︷ ︸︸ ︷
Φ ◦ · · · ◦ Φ.
Remark 1.2 If m = 1, then weighted strong Lp and weighted end-point L(logL) estimates for
commutators of the classical linear operator T∗ were studied in [29].
As for Iα,Πb, we get
Theorem 1.3 (Weighted strong bounds for Iα,Πb) Let 0 < α < mn, 1 < p1, · · · , pm < ∞,
1
p =
1
p1
+ · · ·+ 1pm and
1
q =
1
p −
α
n . For r > 1 with 0 < rα < mn, if ~ω
r ∈ A
( ~p
r
, q
r
)
, ν~ω
q ∈ A∞ and
~b ∈ (BMO)m, there is a constant C > 0 independent of ~b such that
∥∥Iα,Πb(~f)∥∥Lq(ν~ωq) 6 C
m∏
j=1
∥∥bj∥∥BMO
m∏
i=1
∥∥fi∥∥Lpi(ωpii ). (1.8)
Theorem 1.4 (Weighted end-point estimate for Iα,Πb) Let 0 < α < mn, ~ω ∈ A((1,··· ,1), n
mn−α
)
and ~b ∈ (BMO)m. Then there exists a constant C depending on ~b, such that
ν~ω
n
mn−α
({
x ∈ Rn : Iα,Πb(~f)(x) > t
mn−α
n
})
6 C
{[
1 +
α
mn
log+
( m∏
i=1
∫
Rn
Φ(m)
( |fi(yi)|
t
)
dyi
)]m m∏
j=1
∫
Rn
Φ(m)
( |fj(yj)|
t
)
ωj(yj) dyj
} n
mn−α
.
(1.9)
Moreover, if each 0 < αj < n, we obtain
ν~ω
n
mn−α
({
x ∈ Rn : Iα,Πb(~f)(x) > t
mn−α
n
})
6 C
{ m∏
j=1
[
1 +
αj
n
log+
( m∏
i=1
∫
Rn
Φ(m)
( |fi(yi)|
t
)
dyi
)]∫
Rn
Φ(m)
( |fj(yj)|
t
)
ωj(yj) dyj
} n
mn−α
,
(1.10)
where Φ(t) and Φ(m) are the same as in Theorem 1.2.
As a corollary of Theorem 1.3 and Theorem 1.4, we can obtain similar results for the commutators
of the multilinear fractional maximal operator. Let’s first give its definition. Suppose each fi
(i = 1, · · · ,m) is locally integrable on Rn. Then for any x ∈ Rn, we define the multilinear
fractional maximal operator and its commutators by
Mα(~f)(x) = sup
Q
|Q|
α
n
m∏
i=1
1
|Q|
∫
Q
|fi(yi)| dyi
6 Q. Xue
and
Mα,Πb(~f)(x) = sup
Q
|Q|
α
n
m∏
i=1
1
|Q|
∫
Q
|bi(x)− bi(yi)||fi(yi)| dyi,
where the supremum is taken over all cubes Q containing x in Rn with the sides parallel to the
axes.
Corollary 1.1 Let α, bi, ~ω, pi, q be the same as in Theorem 1.3-1.4, then Theorem 1.3-1.4 still
hold for Mα,Πb.
The article is organized as follows. In section 2, we prepare some definitions and lemmas.
Some propositions will be listed and proved in section 3, including the main Proposition 3.1.
Then, we give the proof of Theorem 1.1-1.3. Section 4 will be devoted to the study of the
end-point L(logL) type estimates for the iterated commutators of multilinear fractional type
operators.
2 Definitions and some lemmas
Let us recall the definitions of A~p and A(~p,q) weights.
For m-exponents p1, · · · , pm, we will often write p for the number given by
1
p =
1
p1
+ · · · + 1pm ,
and ~p for the vector ~p = (p1, · · · , pm).
Definition 2.1 (Multiple A~p weights) ([19]) Let 1 ≤ p1, · · · , pm <∞. Given ~ω = (ω1, · · · , ωm),
set
ν~ω =
m∏
j=1
ω
p/pj
j .
We say that ~ω satisfies the A~p condition if
sup
Q
(
1
|Q|
∫
Q
m∏
i=1
ωi
p
pi
) 1
p m∏
i=1
(
1
|Q|
∫
Q
ωi
1−p′i
) 1
p′
i
<∞. (2.1)
When pj = 1,
(
1
|Q|
∫
Q ωi
1−p′i
) 1
p′
i
is understood as (infQ ωj)
−1.
Definition 2.2 (Multiple A(~p,q) weights) ([4], [22]) Let 1 6 p1, · · · , pm <∞,
1
p =
1
p1
+ · · ·+
1
pm
, and q > 0. Suppose that ~ω = (ω1, · · · , ωm) and each ωi (i = 1, · · · ,m) is a nonnegative
function on Rn. We say that ~ω ∈ A(~p,q) if it satisfies
sup
Q
(
1
|Q|
∫
Q
ν~ω
q
) 1
q
m∏
i=1
(
1
|Q|
∫
Q
ωi
−p′i
) 1
p′
i
<∞, (2.2)
where ν~ω =
∏m
i=1 ωi. If pi = 1, (
1
|Q|
∫
Q ω
−p′i
i )
1
p′
i is understood as (infQ ωi)
−1.
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Remark 2.1 In particular, when m = 1, we note that A~p will be degenerated to the classical
Ap weights. Moreover, if m=1 and pi = 1, then this class of weights coincide with the classical
A1 weights. Also, when m = 1, we note that A(~p,q) will be degenerated to the classical A(p,q)
weights, where the latter was defined in 1974 by B. Muckenhoupt and R. Wheeden [23]. We will
refer to (1.4) and (1.5) as the multilinear A~p condition and A(~p,q) condition.
We need the following L(log)L type multilinear maximal fractional operators
Definition 2.3 For any ~f = (f1, · · · , fm) and 0 < α < mn with
∑m
i=1 αi = α, two multilinear
fractional L(logL) type maximal operators are defined as
MjL(logL),α(
~f)(x) = sup
Q∋x
|Q|
α
n ‖fj‖L(logL),Q
∏
i 6=j
1
|Q|
∫
Q
|fi|
and
ML(logL),α(~f)(x) = sup
Q∋x
|Q|
α
n
m∏
i=1
‖fi‖L(logL),Q,
respectively. If α = 0, for simply, we denote ML(logL),0 =ML(logL) and M
j
L(logL),0 =M
j
L(logL)
We prepare some lemmas which will be used later. The following Ho¨lder’s inequality on Orlicz
spaces can be seen in [27, p. 58].
Lemma 2.1 (Generalized Ho¨lder’s inequality) ([27]) Let φ(t) = t(1 + log+t) and ψ(t) =
et − 1 and suppose that
‖f‖φ , inf
{
λ > 0 :
∫
Rn
φ
( |f(x)|
λ
)
dµ 6 1
}
<∞
‖g‖ψ , inf
{
λ > 0 :
∫
Rn
ψ
( |g(x)|
λ
)
dµ 6 1
}
<∞
with respect to some measure µ, then for any cube Q
1
|Q|
∫
Q
|fg| 6 2‖f‖L(logL),Q‖g‖expL,Q. (2.3)
Some other inequalities are also necessary.
Lemma 2.2 ([4]) Suppose that r > 1 and b ∈ BMO, then for any f satisfing the condition of
generalized Ho¨lder’s inequality there is a C > 0 independent of ~f and b such that
1
|Q|
∫
Q
|f | 6 C‖f‖L(logL),Q; (2.4)
‖f‖L(logL),Q 6 C
(
1
|Q|
∫
Q
|f |r
) 1
r
; (2.5)
1
|Q|
∫
Q
|(b− bQ)f | 6 C‖b‖BMO‖f‖L(logL),Q; (2.6)
(
sup
Q
1
|Q|
∫
Q
|b− bQ|
r−1
) 1
r−1
6 C‖b‖BMO. (2.7)
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We need Kolmogorov’s inequalities in the following lemma, which are necessary tools for some
estimates.
Lemma 2.3 (Kolmogorov’s inequality) ([19], [11, p. 485])
(a) Suppose 0 < p < q <∞, then
‖f‖Lp(Q, dx
|Q|
) ≤ C‖f‖Lq,∞(Q, dx
|Q|
); (2.8)
(b) Suppose that 0 < α < n and p, q > 0 satisfying 1q =
1
p −
α
n . Then for any measurable
function f and cube Q,
(∫
Q
|f |p
) 1
p
6
(
q
q − p
) 1
p ∣∣Q∣∣αn∥∥f∥∥
Lq,∞(Q)
. (2.9)
.
To prove Theorem 1.4, we also need the following known results,
Lemma 2.4 (Weighted estimates for Mα and Iα) ([22], [4]) Let 0 < α < mn, 1 6 p1, · · · , pm <
∞, 1p =
1
p1
+ · · ·+ 1pm and
1
q =
1
p −
α
n . Then for ~ω ∈ A(~p,q) there is a constant C > 0 independent
of ~f such that ∥∥Mα(~f)∥∥Lq,∞(ν~ωq) 6 C
m∏
i=1
∥∥fi∥∥Lpi (ωpii ); (2.10)
∥∥Iα(~f)∥∥Lq,∞(ν~ωq) 6 C
m∏
i=1
∥∥fi∥∥Lpi(ωpii ). (2.11)
3 Proof of Theorem 1.1-1.3
To begin with, we prepare one proposition which plays important role in the proof of our
theorems. The basic idea is to control the iterated commutators of T∗ by another two operators.
Let u, v ∈ C∞([0,∞)) such that |u′(t)| ≤ Ct−1, |v′(t)| ≤ Ct−1 and satisfy
χ[2,∞)(t) ≤ u(t) ≤ χ[1,∞)(t), χ[1,2](t) ≤ v(t) ≤ χ[1/2,3](t).
We define the maximal operators
U∗(~f)(x) = sup
η>0
∣∣∣∣
∫
(Rn)m
K(x, y1, ..., ym)u(
√
|x− y1|+, ...,+|x − ym|/η)
m∏
i=1
fi(yi)d~y
∣∣∣∣,
V ∗(~f)(x) = sup
η>0
∣∣∣∣
∫
(Rn)m
K(x, y1, ..., ym)v(
√
|x− y1|+, ...,+|x − ym|/η)
m∏
i=1
fi(yi)d~y
∣∣∣∣.
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For simplicity, we denote Ku,η(x, y1, ..., ym) = K(x, y1, ..., ym)u(
√
|x− y1|+, ...,+|x − ym|/η),
Kv,η(x, y1, ..., ym) = K(x, y1, ..., ym)v(
√
|x− y1|+, ...,+|x − ym|/η) and
Uη(~f) =
∫
(Rn)m
Ku,η(x, y1, ..., ym)
m∏
i=1
fi(yi)d~y
and
Vη(~f) =
∫
(Rn)m
Kv,η(x, y1, ..., ym)
m∏
i=1
fi(yi)d~y.
It is easy to see that T∗(~f) ≤ U
∗(~f)(x)+V ∗(~f)(x). Moreover, T∗,Πb(~f) ≤ U
∗
Πb(
~f)(x)+V ∗Πb(
~f)(x),
where
U∗Πb(
~f)(x) = sup
η>0
∣∣∣∣[b1, [b2, · · · [bm−1, [bm, Uη]m]m−1 · · · ]2]1(~f)(x)
∣∣∣∣
= sup
η>0
∣∣∣∣
∫
(Rn)m
Ku,η(x, y1, ..., ym)
m∏
j=1
(bj(x)− bj(yj))
m∏
i=1
fi(yi)d~y
∣∣∣∣
and
V ∗Πb(
~f)(x)) = sup
η>0
∣∣∣∣[b1, [b2, · · · [bm−1, [bm, Vη]m]m−1 · · · ]2]1(~f)(x)
∣∣∣∣
= sup
η>0
∣∣∣∣
∫
(Rn)m
Kv,η(x, y1, ..., ym)
m∏
j=1
(bj(x)− bj(yj))
m∏
i=1
fi(yi)d~y
∣∣∣∣.
Following [25], for positive integers m and j with 1 ≤ j ≤ m, we denote by Cmj the family of all
finite subsets σ = {σ(1), · · · , σ(j)} of {1, · · · ,m} of j different elements, where we always take
σ(k) < σ(j) if k < j. For any σ ∈ Cmj , we associated the complementary sequence σ
′ ∈ Cm−jj
given by σ′ = {1, · · · ,m}\σ with the convention Cm0 = ∅. Given an m-tuple of functions b and
σ ∈ Cmj , we also use the notation bσ for the j-tuple obtained from b given by (bσ(1), · · · , bσ(j)).
Similarly to the above definition for U∗Πb(
~f)(x) and U∗Πb(
~f)(x), σ ∈ Cmj , and bσ = (bσ(1), · · · , bσ(j))
in BMOj, the iterated commutator
U∗Πbσ(
~f)(x) = sup
η>0
∣∣∣∣
∫
(Rn)m
Ku,η(x, y1, ..., ym)
j∏
i=1
(bσ(i)(x)− bσ(i)(yσ(i)))
m∏
i=1
fi(yi)d~y
∣∣∣∣;
V ∗Πbσ(
~f)(x) = sup
η>0
∣∣∣∣
∫
(Rn)m
Kv,η(x, y1, ..., ym)
j∏
i=1
(bσ(i)(x)− bσ(i)(yσ(i)))
m∏
i=1
fi(yi)d~y
∣∣∣∣;
Iα,Πbσ(
~f)(x) =
∫
(Rn)m
1
|(x− y1, · · · , x− ym)|
mn−α
j∏
i=1
(bσ(i)(x)− bσ(i)(yσ(i)))
m∏
i=1
fi(yi) d~y.
While σ = {j}, U∗Πbσ(
~f) = U∗bj (
~f),V ∗Πbσ (
~f) = V ∗bj (
~f) and Iα,Πbσ(
~f) = Ij~b,α
(~f). If σ = {1, ...,m},
then U∗Πbσ(
~f) = U∗Πb(
~f),V ∗Πbσ (
~f) = V ∗Πb(
~f) and Iα,Πbσ(
~f) = Ijα,Πb(
~f).
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Proposition 3.1 (Pointwise control of M ♯δ(U
∗
Πb(
~f)),M ♯δ (V
∗
Πb(
~f)),M ♯δ (Iα,Πb(
~f))) Let 0 < δ <
ε, 0 < δ < 1m and 0 < α < mn. Then there is a constant C > 0 depending on δ and ε such that
M ♯δ(U
∗
Πb(
~f))(x) 6 C
m∏
j=1
‖bj‖BMO
(
ML(logL)(~f)(x) +Mε(U
∗(~f))(x)
)
+C
m−1∑
j=1
∑
σ∈Cmj
j∏
i=1
‖bσ(i)‖BMOMε(U
∗
Πbσ′
(~f))(x),
(3.1)
M ♯δ(V
∗
Πb(
~f))(x) 6 C
m∏
j=1
‖bj‖BMO
(
ML(logL)(~f)(x) +Mε(V
∗(~f))(x)
)
+C
m−1∑
j=1
∑
σ∈Cmj
j∏
i=1
‖bσ(i)‖BMOMε(V
∗
Πbσ′
(~f))(x),
(3.2)
M ♯δ (Iα,Πb(
~f))(x) 6 C
m∏
j=1
‖bj‖BMO
(
ML(logL),α(~f)(x) +Mε(Iα(~f))(x)
)
+C
m−1∑
j=1
∑
σ∈Cmj
j∏
i=1
‖bσ(i)‖BMOMε(Iα,Πbσ′ (
~f))(x).
(3.3)
(3.3) still hold for δ = 1/m.
Proof of Proposition 3.1.
We only give the proof for U∗Πb(
~f) and Iα,Πb(~f), since the proof for V
∗
Πb(
~f) is almost the same
as U∗Πb(
~f).
For simplicity, we only prove for the case m = 2, since there is no essential difference for the
general case. Fix b1, b2 ∈ BMO and denote any constants by ρ1, ρ2. We split U
∗
Πb(
~f)(x) in the
following way,
U∗Πb(
~f)(x) = sup
η>0
|(b1(x)− ρ1)(b2(x)− ρ2)Uη(~f)(x)− (b1(x)− ρ1)Uη(f1, (b2 − ρ2)f2)(x)
− (b2(x)− ρ2)Uη((b1 − ρ1)f1, f2)(x) + Uη((b1 − ρ1)f1, (b2 − ρ2)f2)(x)|
= sup
η>0
| − (b1(x)− ρ1)(b2(x)− ρ2)Uη(~f)(x) + (b1(x)− ρ1)U
2
η,b2−ρ2(f1, f2)(x)
+ (b2(x)− ρ2)U
1
η,b1−ρ1(f1, f2)(x) + Uη((b1 − ρ1)f1, (b2 − ρ2)f2)(x)|.
Here we denote U1η,b1−ρ1(f1, f2)(x) = Uη((b1−ρ1)f1, f2)(x) and U
2
η,b2−ρ2
(f1, f2)(x) = Uη(f1, (b2−
ρ2)f2)(x), similar notation will be used in the rest of this paper.
Fix x0 ∈ R
n and let Q be a cube centered at x0. Since 0 < δ <
1
m , Let c = supη |
∑3
j=1 cj |,
then we have (
1
|Q|
∫
Q
∣∣|U∗Πb(~f)(z)|δ − |c|δ∣∣ dz
) 1
δ
6 C(T1 + T2 + T3 + T4),
where
T1 =
(
1
|Q|
∫
Q
∣∣(b1(z) − ρ1)(b2(z)− ρ2)∣∣δU∗(~f)(z)δ dz
) 1
δ
,
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T2 =
(
1
|Q|
∫
Q
sup
η>0
∣∣(b1(z)− ρ1)[U2η,b2−ρ2(f1, f2)(z)]∣∣δ dz
) 1
δ
.
T3 =
(
1
|Q|
∫
Q
sup
η>0
∣∣(b2(z)− ρ2)[U1η,b1−ρ1(f1, f2)(z)]∣∣δ dz
) 1
δ
and
T4 =
(
1
|Q|
∫
Q
sup
η>0
∣∣Uη((b1 − ρ1)f1, (b2 − ρ2)f2)(z) −
3∑
j=1
cj
∣∣δ dz
) 1δ
Let ρj = (bj)3Q be the average of bj on 3Q for j = 1, 2.
For any 1 < r1, r2, r3 < ∞ with
1
r1
+ 1r2 +
1
r3
= 1 and r3 <
ε
δ , T1 can be estimated by using
the Holder’s inequality and (2.7).
T1 ≤ C
(
1
|Q|
∫
Q
∣∣b1(z)− ρ1∣∣δr1 dz
) 1
δr1
(
1
|Q|
∫
Q
∣∣b2(z) − ρ2∣∣δr2 dz
) 1
δr2
×
(
1
|Q|
∫
Q
∣∣U∗(~f)(z)∣∣δr3 dz
) 1
δr3
≤ C
2∏
j=1
‖bj‖BMOMε(U
∗(~f))(x0).
Since T2 and T3 are symmetric we only estimate T2. Let 1 < t1, t2 < ∞ with 1 = 1/t1 + 1/t2
and t2 <
ε
δ , then T1 can be estimated by using the Ho¨lder’s inequality and Jensen’s inequalities,
T2 ≤ C
(
1
|Q|
∫
Q
∣∣b1(z)− ρ1∣∣δt1 dz
) 1
δt1
(
1
|Q|
∫
Q
sup
η>0
∣∣U2η,b2−ρ2(f1, f2)(z)∣∣δt2 dz
) 1
δt2
≤ C‖b1‖BMOMε(U
∗,2
b2−ρ2
(~f))(x0)
≤ C‖b1‖BMOMε(U
∗,2
b2
(~f))(x0).
Similarly,
T3 ≤ C‖b2‖BMOMε(U
∗
b1−ρ1(
~f))(x0) ≤ C‖b2‖BMOMε(U
∗
b1(
~f))(x0).
For T4, we denote that f
0
i = fiχ3Q and f
∞
i = fi − f
0
i . Note that c = supη |
∑3
j=1 cj |, where
c1 = Uη((b1 − ρ1)f
0
1 , (b2 − ρ2)f
∞
2 )(x0),
c2 = Uη((b1 − ρ1)f
∞
1 , (b2 − ρ2)f
0
2 )(x0),
c3 = Uη((b1 − ρ1)f
∞
1 , (b2 − ρ2)f
∞
2 )(x0).
we may split it in the following way
T4 ≤ T4,1 + T4,2 + T4,3 + T4,4,
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where
T4,1 =
(
1
|Q|
∫
Q
sup
η>0
∣∣Uη((b1 − ρ1)f01 , (b2 − ρ2)f02 )(z)∣∣δ dz
) 1
δ
,
T4,2 =
(
1
|Q|
∫
Q
sup
η>0
∣∣Uη((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(z)− Uη((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(x0)∣∣δ dz
) 1
δ
,
T4,3 =
(
1
|Q|
∫
Q
sup
η>0
∣∣Uη((b1 − ρ1)f∞1 , (b2 − ρ2)f02 )(z) − Uη((b1 − ρ1)f∞1 , (b2 − ρ2)f02 )(x0)∣∣δ dz
) 1
δ
and
T4,4 =
(
1
|Q|
∫
Q
sup
η>0
∣∣Uη((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 )(z)− Uη((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 )(x0)∣∣δ dz
) 1
δ
.
We consider the first term. Use the Kolmogorov’s inequality, lemma 2.2 (a), Theorem B with
wi ≡ 1 for m = 2 and (2.6), then we deduce that
T4,1 ≤ C
(
1
|Q|
∫
Q
∣∣∣U∗((b1 − ρ1)f01 , (b2 − ρ2)f02 )(z)
∣∣∣p0δ dz
)1/p0δ
≤ C|Q|−2
∥∥U∗((b1 − ρ1)f01 , (b2 − ρ2)f02 )∥∥L 12 ,∞(Q)
≤ C|Q|−2‖(b1 − ρ1)‖f
0
1 ‖L1(Q)‖(b2 − ρ2)f
0
2 ‖L1(Q)
≤ C‖b1‖BMO‖f
0
1 ‖L(logL)‖b2‖BMO‖f
0
2 ‖L(logL)
≤ C
m∏
i=1
‖bi‖BMOML(logL)(
~f)(x0).
By mean value theorem we deduce
T4,2 ≤
C
|Q|
∫
Q
sup
η>0
∣∣∣∣Uη((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(z)− Uη((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(x0)
∣∣∣∣dz
≤ C
1
|Q|
∫
Q
∫
3Q
|(b1 − ρ1)f1(y1)|dy1
∫
(3Q)c
|x0 − z|
ε|b2(y2)− ρ2||f2(y2)|dy2
(|z − y1|+ |z − y2|)2n+ε
dz
≤ C
∞∑
j=1
j|Q|ε/n
(3j |Q|1/n)2n+ε
∫
3j+1Q
|(b1 − ρ1)f1(y1)|dy1
∫
3j+1Q
|b2(y2)− ρ2||f2(y2)|dy2
≤ C
∞∑
j=1
1
3jε
2∏
i=1
‖bi‖BMO‖fi‖L(logL),3j+1Q
≤ C
2∏
i=1
‖bi‖BMOML(logL)(
~f)(x0).
Similarly as T4,2, we can get the estimates for T4,3. Now we are in a position to deal T4,4. Note
that
∣∣|Uη((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 )(z)− (|Uη(((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 ))(x0)∣∣
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6 C
∫
(Rn\3Q)2
|Q|
ε
n |(b1 − ρ1)||b2(y2)− ρ2|
|(x0 − y1, x0 − y2)|
2n+ε
2∏
i=1
|f∞i (zi)| d~y
6 C
∞∑
k=1
∫
(3k+1Q)2\(3kQ)2
|Q|
ε
n |(b1 − ρ1)||b2(y2)− ρ2|
(3k|Q|
1
n )
2n+ε
2∏
i=1
|f∞i (yi)| d~y
6 C
2∏
i=1
‖bi‖BMOML(logL)(
~f)(x0).
Thus, we have
T4,4 ≤ C
2∏
i=1
‖bi‖BMOML(logL)(
~f)(x0).
Thus we complete the proof of this lemma for U∗Πb(
~f).
Next, we prove (3.3) for Iα,Πb(~f), we split
Iα,Πb(~f)(x) = (b1(x)− ρ1)(b2(x)− ρ2)Iα(~f)(x)− (b1(x)− ρ1)Iα(f1, (b2 − ρ2)f2)(x)
− (b2(x)− ρ2)Iα((b1 − ρ1)f1, f2)(x) + Iα((b1 − ρ1)f1, (b2 − ρ2)f2)(x)
= −(b1(x)− ρ1)(b2(x)− ρ2)Iα(~f)(x) + (b1(x)− ρ1)I
2
b2−ρ2,α(f1, f2)(x)
+ (b2(x)− ρ2)I
1
b1−ρ1,α(f1, f2)(x) + Iα((b1 − ρ1)f1, (b2 − ρ2)f2)(x).
Fix x0 ∈ R
n and let Q be a cube centered at x0. Denote any constants by c = (Iα(f
0
1 , (b2 −
ρ2)f
∞
2 )(x0) + Iα(f
∞
1 , (b2 − ρ2)f
0
2 )(x0) + Iα(f
∞
1 , (b2 − ρ2)f
∞
2 )(x0)) =: c1 + c2 + c3. Then
Since 0 < δ 6 1m , then we have
(
1
|Q|
∫
Q
∣∣|Iα,Πb(~f)(z)|δ − |c|δ∣∣ dz
) 1
δ
6 C(S1 + S2 + S3 + S4),
where
S1 =
(
1
|Q|
∫
Q
∣∣(b1(z) − ρ1)(b2(z)− ρ2)∣∣δ∣∣Iα(~f)(z)∣∣δ dz
) 1
δ
,
S2 =
(
1
|Q|
∫
Q
∣∣(b1(x)− ρ1)I2b2−ρ2,α(f1, f2)(z)∣∣δ dz
) 1
δ
.
S3 =
(
1
|Q|
∫
Q
∣∣(b2(x)− ρ2)I1b1−ρ1,α(f1, f2)(z)∣∣δ dz
) 1
δ
and
S4 =
(
1
|Q|
∫
Q
∣∣Iα((b1 − ρ1)f1, (b2 − ρ2)f2)(z) − c∣∣δ dz
) 1
δ
.
Let ρj = (bj)3Q be the average of bj on 3Q for j = 1, 2.
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For any 1 < r1, r2, r3 < ∞ with
1
r1
+ 1r2 +
1
r3
= 1 and r3 <
ε
δ , S1 can be estimated by using
the Holder’s inequality and (2.7).
S1 ≤ C
(
1
|Q|
∫
Q
∣∣b1(z)− ρ1∣∣δr1 dz
) 1
δr1
(
1
|Q|
∫
Q
∣∣b2(z)− ρ2∣∣δr2 dz
) 1
δr2
×
(
1
|Q|
∫
Q
∣∣Iα(~f)(z)∣∣δr3 dz
) 1
δr3
≤ C
2∏
j=1
‖bj‖BMOMε(Iα(~f))(x0).
As the argument of T2, we still take 1 < t1, t2 <∞ with 1 = 1/t1 + 1/t2 and t2 <
ε
δ
S2 =
(
1
|Q|
∫
Q
∣∣(b1(x)− ρ1)I2b2−ρ2,α(f1, f2)(z)∣∣δ dz
) 1
δ
≤ C‖b1‖BMOMt2δ(I
2
b2−ρ2,α(f1, f2))(x0)
≤ C‖b1‖BMOMε(I
2
b2−ρ2,α(f1, f2))(x0).
Similarly, we can get the estimates for S3 as we deal S2. Next, for S4, we denote that
f0i = fiχ3Q and f
∞
i = fi − f
0
i and Let c = (Iα(f
0
1 , (b2 − ρ2)f
∞
2 )(x0) + Iα(f
∞
1 , (b2 − ρ2)f
0
2 )(x0) +
Iα(f
∞
1 , (b2 − ρ2)f
∞
2 )(x0)), then S4 can be written as
S4 ≤ S4,1 + S4,2 + S4,3 + S4,4,
where
S4,1 =
(
1
|Q|
∫
Q
∣∣Iα((b1 − ρ1)f01 , (b2 − ρ2)f02 )(z)∣∣δ dz
) 1
δ
,
S4,2 =
(
1
|Q|
∫
Q
∣∣Iα((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(z) − Iα((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(x0)∣∣δ dz
) 1
δ
,
S4,3 =
(
1
|Q|
∫
Q
∣∣Iα((b1 − ρ1)f∞1 , (b2 − ρ2)f02 )(z)− Iα((b1 − ρ1)f∞1 , (b2 − ρ2)f02 )(x0)∣∣δ dz
) 1
δ
and
S4,4 =
(
1
|Q|
∫
Q
∣∣Iα((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 )(z) − Iα((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 )(x0)∣∣δ dz
) 1
δ
.
Use Ho¨lder inequality, the Kolmogorov’s inequality (2.9) when p = 12 and q =
n
2n−α , (2.11) in
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Lemma 2.4, then we deduce that
S4,1 ≤ C
(
1
|Q|
∫
Q
∣∣∣Iα((b1 − ρ1)f01 , (b2 − ρ2)f02 )(z)
∣∣∣ 12 dz
)2
≤ C|Q|
α
n
−2
∥∥Iα((b1 − ρ1)f01 , (b2 − ρ2)f02 )∥∥L n2n−α ,∞(Q)
≤ C|Q|
α
n
−2‖(b1 − ρ1)f
0
1 ‖L1(Q)‖‖(b2 − ρ2)f
0
2 ‖‖L1(Q)
≤ C|3Q|
α
n ‖b1‖BMO‖f
0
1 ‖L(logL),Q‖b2‖BMO‖f
0
2 ‖L(logL),Q
≤ C
2∏
j=1
‖bj‖BMOML(logL),α(
~f)(x0).
By mean value theorem again, we deduce
S4,2 ≤
C
|Q|
∫
Q
∣∣∣∣Iα((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(z)− Iα((b1 − ρ1)f01 , (b2 − ρ2)f∞2 )(x0)
∣∣∣∣dz
≤ C
1
|Q|
∫
3Q
|(b1(y1)− ρ1)f1(y1)|dy1
∫
(3Q)c
|x0 − z||(b1 − ρ1)||b2(y2)− ρ2||f2(y2)|dy2
(|z1 − y1|+ |z2 − y2|)2n−α+1
dz
≤ C
∞∑
j=1
j
(3j |Q|1/n)2n−α+1
∫
3Q
|(b1(y1)− ρ1)f1(y1)|dy1
∫
3j+1Q
|b2(y2)− ρ2||f2(y2)|dy2
≤ C
2∏
j=1
‖bj‖BMOML(logL),α(
~f)(x0).
Similarly as S4,2, we can get the estimates for S4,3. Now we are in a position to deal S4,4.∣∣Iα((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 )(z)− (Iα((b1 − ρ1)f∞1 , (b2 − ρ2)f∞2 ))(x0)∣∣
6 C
∫
(Rn\3Q)2
|Q|
1
n |b1(y1)− ρ1||b2(y2)− ρ2|
|(x0 − y1, x0 − y2)|
2n−α+1
2∏
i=1
|f∞i (yi)| d~y
6 C
∞∑
k=1
∫
(3k+1Q)2\(3kQ)2
|Q|
1
n |b1(y1)− ρ1||b2(y2)− ρ2|
(3k|Q|
1
n )
2n−α+1
2∏
i=1
|f∞i (yi)| d~y
6 C
∞∑
k=1
k
3k
‖b2‖BMO|3
k+1Q|
α
n
2∏
j=1
‖f∞j ‖L(logL),3k+1Q
6 C
2∏
j=1
‖bj‖BMOML(logL),α(
~f)(x0).
So we obtain
S4,i ≤ C‖b1‖BMO‖b2‖BMOML(logL),α(
~f)(x0).
Thus we complete the proof for this lemma.
Proposition 3.2 (Pointwise control of M ♯δ(U
∗(~f)),M ♯δ (V
∗(~f)),M ♯δ (Iα(
~f))) Let 0 < δ < ε,
0 < δ < 1m and 0 < α < mn. Then there is C > 0 depending on δ and ε such that
M ♯δ(U
∗(~f))(x) 6 CM(f)(x), (3.4)
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M ♯δ (V
∗(~f))(x) 6 CM(f)(x), (3.5)
M ♯1/m(Iα(
~f))(x) 6Mα(f)(x). (3.6)
for all bounded ~f with compact support.
Proof.
The proof of (3.4) and (3.5) follows from similar steps in Theorem 3.2 of [19] and combine
the method we used in the above proposition, here we omit the proof. On the other hand, (2.7)
has already been obtained in [4], Proposition 5.2.
Now, we can obtain
Theorem 3.1 Let 0 < p and w ∈ A∞. Suppose that ~b ∈ (BMO)
m. Then there is a constant C
independent of ~b and a constant C1 (may dependent on ~b) such that
∫
Rn
|U∗Πb(
~f)(x)|pω(x)dx ≤ C
m∏
i=1
‖bi‖BMO
∫
Rn
[ML(logL)(f)(x)]
pw(x)dx, (3.7)
sup
t>0
1
Φm(1/t)
w({y ∈ Rn : |U∗Πb
~f(y)| > tm})
≤ C1 sup
1
Φm(1/t)
w({y ∈ Rn :ML(logL)(f)(y) > t
m}).
(3.8)
Similar results hold for V ∗Πb(
~f).
Proof of Theorem 3.1.The proof of the above Theorem 3.1 are now standard as the case for
multilinear C-Z singular integral operators. We briefly indicate such arguments in the case m=2,
but, as the reader will immediately notice, and iterative procedure using (3.1) and (3.2)can be
followed to obtain the general case.
Using Fefferman-Stein inequality and pointwise estimate in proposition 3.1 we will have
‖U∗Πb(
~f)‖Lp(ω) ≤ ‖Mδ(U
∗
Πb(
~f))‖Lp(ω) ≤ C‖M
♯
δ (U
∗
Πb(
~f))‖Lp(ω)
≤ C
2∏
i=1
‖bi‖BMO
(
‖ML(logL)(~f)‖Lp(ω) + ‖M
♯
ε(U
∗(~f))‖Lp(ω)
)
+ C
(
‖b2‖BMO‖M
♯
ε(U
∗
b1(
~f))‖Lp(ω) + ‖b1‖BMO‖M
♯
ε(U
∗
b2(
~f))‖Lp(ω)
)
.
Hence, next we estimate ‖M ♯ε(U∗b2(
~f))‖Lp(ω), ‖M
♯
ε(U∗b1(
~f))‖Lp(ω) has the similar estimate. Set
cη = Uη(f
0
1 , (b2 − ρ2)f
∞
2 )(x0) + Uη(f
∞
1 , (b2 − ρ2)f
0
2 )(x0) + Uη(f
∞
1 , (b2 − ρ2)f
∞
2 )(x0) and c =
supη>0{|cη |}, then
|U∗b2(
~f)(z)− c| ≤ sup
η>0
∣∣∣∣
∫
(Rn)2
Ku,η(z, y1, y2)((b2(z)− ρ2)− (b2(y2)− ρ2))
2∏
i=1
fi(yi)d~y + cη
∣∣∣∣
≤ C|b2(z)− ρ2|U
∗(f1, f2)(z) + sup
η>0
|Uη(f1, (b2 − ρ2)f2)(z) − cη |.
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For arbitrary 0 < ε′ < 12 , take 1 < t1, t2 <∞ with 1 = 1/t1 + 1/t2 and t2 <
ε′
ε , we have
(
1
|Q|
∫
Q
∣∣(b2(z)− ρ2)U∗(f1, f2)(z)
∣∣∣∣
ε
dz
) 1
ε
≤
(
1
|Q|
∫
Q
|b2(z)− ρ2|
t1ε dz
) 1
t1ε
(
1
|Q|
∣∣ ∫
Q
U∗(f1, f2)(z)
∣∣t2ε dz
) 1
t2ε
≤ C‖b2‖BMOMε′(U
∗(f1, f2))(x0).
As the proof of Proposition 3.1, then Uη(f1, (b2 − ρ2)f2) can be written as
Uη(f1, (b2 − ρ2)f2) = Uη(f
0
1 , (b2 − ρ2)f
0
2 ) + Uη(f
0
1 , (b2 − ρ2)f
∞
2 )
+ Uη(f
∞
1 , (b2 − ρ2)f
0
2 ) + Uη(f
∞
1 , (b2 − ρ2)f
∞
2 ).
Take 1 < p0 < 1/(2ε) and using Ho¨lder’s inequality again, we have
(
1
|Q|
∫
Q
sup
η>0
∣∣Uη(f1, (b2 − ρ2)f2)(z) − cη∣∣ε dz
) 1
ε
≤
(
1
|Q|
∫
Q
sup
η>0
∣∣∣∣Uη(f1, (b2 − ρ2)f2)(z) − cη
∣∣∣∣
p0ε
dz
)1/p0ε
≤ (G1 +G2 +G3 +G4),
where
G1 =
(
1
|Q|
∫
Q
sup
η>0
∣∣∣Uη(f01 , (b2 − ρ2)f02 )(z)
∣∣∣p0ε dz
)1/p0ε
,
G2 =
(
1
|Q|
∫
Q
sup
η>0
∣∣∣Uη(f01 , (b2 − ρ2)f∞2 )(z)− Uη(f01 , (b2 − ρ2)f∞2 )(x0)
∣∣∣p0ε dz
)1/p0ε
,
G3 =
(
1
|Q|
∫
Q
sup
η>0
∣∣∣Uη(f∞1 , (b2 − ρ2)f02 )(z) − Uη(f∞1 , (b2 − ρ2)f02 )(x0)
∣∣∣p0ε dz
)1/p0ε
and
G4 =
(
1
|Q|
∫
Q
sup
η>0
∣∣∣Uη(f∞1 , (b2 − ρ2)f∞2 )(z)− Uη(f∞1 , (b2 − ρ2)f∞2 )(x0)
∣∣∣p0ε dz
)1/p0ε
.
The similar procedure for T4 in the Proposition 3.1, we obtain
G1 ≤ C‖b2‖BMOM
2
L(logL)(
~f)(x0).
By mean value theorem we deduce
G2 ≤ C‖b2‖BMOM
2
L(logL)(
~f)(x0).
Similarly as G2, we can get the estimates for G3. Moreover
G4 ≤ C‖b2‖BMOM
2
L(logL)(
~f)(x0).
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By proposition 3.2, so we have
‖M ♯ε [U
∗
b2(
~f)]‖Lp(ω) ≤ C‖b2‖BMO(‖M(~f)‖Lp(ω) + ‖M
2
L(logL)(
~f)‖Lp(ω))
≤ C‖b2‖BMO‖ML(logL)(~f)‖Lp(ω).
The desired inequality now follows. Since the left main steps and the ideas are almost the
same as [25], here we omit the proof. So we get the estimate of strong type and weak type.
Proof of Theorem 1.1-1.2. Theorem 1.1 follows by the reason that T∗,Πb(~f) ≤ U
∗
Πb(
~f)(x)+
V ∗Πb(
~f)(x), Theorem 3.1 and the weighted strong boundedness of ML(logL) in [19]. Theorem 1.2
follows by repeating the same steps as in [19], [25] and the method used in [29]. Since the main
steps and the ideas are almost the same, here we omit the proof.
Proof of Theorem 1.3. Theorem 1.3 follows by using Proposition 3.1 and the estimate for
Ij~b,α
(j = 1, 2), which is Theorem 2.7 in [4].
4 Weighted end-point estimates for Iα,Πb(~f)
Firstly, we will consider the end-point estimate of multilinear fractional L(logL) type maximal
operator.
Proposition 4.1 (Weighted end-point estimate for ML(logL),α) Let Φ(t) = t(1 + log
+ t)
and ~ω ∈ A((1,··· ,1), n
mn−α
). If 0 < α < mn, then there is a C > 0 such that
ν~ω
n
mn−α
({
x ∈ Rn :ML(logL),α(~f)(x) > t
mn−α
n
})
6 C
{[
1 +
α
mn
log+
( m∏
i=1
∫
Rn
Φ(m)
( |fi(yi)|
t
)
dyi
)]m m∏
j=1
∫
Rn
Φ(m)
( |fj(yj)|
t
)
ωj(yj) dyj
} n
mn−α
.
(4.1)
If 0 < αj < n for each 1 ≤ j ≤ m,
∑m
j=1 αj = α, then there is a C > 0 such that
ν~ω
n
mn−α
({
x ∈ Rn :ML(logL),α(~f)(x) > t
mn−α
n
})
6 C
{ m∏
j=1
[
1 +
αj
n
log+
( m∏
i=1
∫
Rn
Φ(m)
( |fi(yi)|
t
)
dyi
)]∫
Rn
Φ(m)
( |fj(yj)|
t
)
ωj(yj) dyj
} n
mn−α
.
(4.2)
Proof. By the homogeneity, we can assume t = 1. We first prove (4.2). Denote that
E1 =
{
x ∈ Rn :ML(logL),α(~f)(x) > 1
}
and E1,k = E1 ∩B(0, k),
where B(0, k) = {x ∈ Rn : |x| 6 k}. By the monotone convergence theorem, it suffices to
estimate E1,k.
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For any x ∈ E1,k, there is a cube Qx such that
1 < |Qx|
α
n
m∏
j=1
‖fj‖L(logL),Q . (4.3)
Hence, {Qx}x∈E1,k is a family of cubes covering E1,k. Using a covering argument, we obtain a
finite family of disjoint cubes {Qxl} whose dilations cover F such that
|E1,k| ≤ C
∑
l
|Qxl | and 1 < |Qxl |
α
n
m∏
j=1
‖fj‖L(logL),Qxl
. (4.4)
We follow the main steps first as in [25] and denote Cmh to be the family of all subset
σ = (σ(1), ..., σ(h)) from {1, ...,m} with 1 ≤ h ≤ m different elements. Given σ ∈ Cmh
and a cube Qxl , if |Qxl |
ασ(j)‖fσ(j)‖L(logL),Qxl > 1 for j = 1, ..., h, we say that j ∈ Bσ and
|Qxl |
ασ(j)‖fσ(j)‖L(logL),Qxl ≤ 1 for j = h+ 1, ...,m. Denote
Ak =
k∏
j=1
|Qxl |
ασ(j)/n‖fσ(j)‖L(logL),Qxl
and A0 = 1. Then it is easy to check that if σ ∈ C
m
h and j ∈ Bσ, for any 1 ≤ k ≤ m, we have
Ak > 1 and
1 <
k∏
j=1
|Qxl |
ασ(j)/n‖fσ(j)‖L(logL),Qxl
=
∥∥∥∥|Qxl |ασ(k)/nfσ(k)Ak−1
∥∥∥∥
Φ,Qxl
.
Or, equivalently
1 <
1
|Qxl |
∫
Qxl
Φ
(
|Qxl |
ασ(k)/nfσ(k)
( k−1∏
j=1
|Qxl |
ασ(j)/n‖fσ(j)‖L(logL),Qxl
))
. (4.5)
By the following equivalence
‖f‖Φ,Q ≃ inf
µ>0
{µ+
µ
|Qxl |
∫
Qxl
Φ(|f |/µ)}.
If 1 ≤ j ≤ m− h− 1, we obtain
Φj(Am−j) = Φ
j(‖|Qxl |
ασ(m−j)/nfσ(m−j)Am−j−1‖Φ,Qxl ).
Since‖|Qxl |
ασ(m−j)/nfσ(m−j)Am−j−1‖Φ,Q > 1, Using the fact that Φ is submultiplicative (i.e.
Φ(st) 6 Φ(s)Φ(t) for s, t > 0) and Jensen’s inequality, we have
Φj(Am−j) = Φ
j(‖|Qxl |
ασ(m−j)/nfσ(m−j)Am−j−1‖Φ,Q)
≤ CΦj(1 +
1
|Qxl |
∫
Q
Φ(|Qxl |
ασ(m−j)/nfσ(m−j)Am−j−1))
≤ C
1
|Qxl |
∫
Q
Φj+1(|Qxl |
ασ(m−j)/nfσ(m−j))Φ
j+1(Am−j−1).
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By iterating the inequalities above and the fact that ‖|Qxl |
ασ(j)/nfσ(j)‖Φ,Qxl > 1 for j ∈ Bσ,
Φj+1 ≤ Φm and Φm−h+1 ≤ Φm for 1 ≤ h ≤ m and 0 ≤ j ≤ m− h− 1, we have
1 <
1
|Qxl |
∫
Qxl
Φ
(
|Qxl |
ασ(m)/nfσ(m)
) 1
|Qxl |
∫
Qxl
Φ2(|Qxl |
ασ(m−1)/nfσ(m−1))Φ
2(Am−2)
≤
(m−h−1∏
j=0
1
|Qxl |
∫
Qxl
Φj+1(|Qxl |
ασ(m−1)/nfσ(m−1))
) h∏
j=1
Φm−h(‖|Qxl |
ασ(j)/nfσ(j)‖Φ,Qxl )
≤
(m−h−1∏
j=0
1
|Qxl |
∫
Qxl
Φj+1(|Qxl |
ασ(m−1)/nfσ(m−1))
) h∏
j=1
1
|Qxl |
∫
Qxl
Φm−h+1(|Qxl |
ασ(j)/nfσ(j))
≤ C
m∏
j=1
1
|Qxl |
∫
Qxl
Φm(|Qxl |
αj
n fj).
(4.6)
We obtain
1 < C
m∏
j=1
1
|Qxl |
∫
Qxl
Φm(|Qxl |
αj
n fj)
≤ C
m∏
j=1
1
|Qxl |
∫
Qxl
Φm(|Qxl |
αj
n )Φm(fj)
≤ C
m∏
j=1
1
|Qxl |
|Qxl |
αj
n
(
1 + log+ |Qxl |
αj
n
) ∫
Qxl
Φm(fj).
(4.7)
Since αj < n, there exists a constant C0 > 1 and η1, ..., ηm small enough, such that
0 < ηj < 1−
αj
n
, 1 + log+ t
αj
n ≤ tηj if t > C0.
Denote η =
∑m
j=1 ηj , then by (4.7) if |Qxl | > C0 we have
|Qxl |
m−α
n
−η ≤ C
m∏
j=1
∫
Qxl
Φm(fj). (4.8)
Thus,
(m−
α
n
− η) log+(|Qxl |
αj
n ) ≤ C
αj
n
log+
( m∏
j=1
∫
Qxl
Φm(fj)
)
.
By (4.7) again, we have
|Qxl |
m−α
n ≤ C
m∏
j=1
{
1 +
αj
n
log+
( m∏
j=1
∫
Qxl
Φm(fj)
)}∫
Qxl
Φm(fj). (4.9)
On the other hand, if |Qxl | ≤ C0, then it is easy to see 1 + log
+ |Qxl |
αj
n ≤ C. Thus
|Qxl |
m−α
n ≤ C
m∏
j=1
∫
Qxl
Φm(fj). (4.10)
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(4.9) and (4.10) yield that
|Qxl |
m−α
n ≤ C
m∏
j=1
{
1 +
αj
n
log+
( m∏
j=1
∫
Qxl
Φm(fj)
)}∫
Qxl
Φm(fj). (4.11)
Finally, by (4.4) and the definition of class A((1,··· ,1), n
mn−α
), we
(∫
E1,k
ν~ω
n
mn−α
)mn−α
n
≤
( m∑
h=1
∑
σ∈Cm
h
∑
l∈Bσ
∫
Qxl
ν~ω
n
mn−α
)mn−α
n
≤ C
m∑
h=1
∑
σ∈Cmh
∑
l∈Bσ
(∫
Qxl
ν~ω
n
mn−α
)mn−α
n
≤ C
m∑
h=1
∑
σ∈Cm
h
∑
l∈Bσ
|Qxl |
m−α
n
m∏
j=1
inf wj
≤ C
m∑
h=1
∑
σ∈Cm
h
∑
l∈Bσ
m∏
j=1
{
1 +
αj
n
log+
( m∏
j=1
∫
Qxl
Φm(fj)
)}∫
Qxl
Φm(fj)wj
≤ C
m∑
h=1
∑
σ∈Cm
h
∑
l∈Bσ
m∏
j=1
{
1 +
αj
n
log+
( m∏
j=1
∫
Rn
Φm(fj)
)}∫
Qxl
Φm(fj)wj
≤ C
m∏
j=1
{
1 +
αj
n
log+
( m∏
j=1
∫
Rn
Φm(fj)
)}∫
Rn
Φm(fj)wj .
The proof of inequality (4.2) is finished.
Inequality (4.1) follows by taking αj = α/m < n in the above proof.
Proof of Theorem 1.4 and Corollary 1.1.
To prove Theorem 1.4, we follow the main steps as in [4], without changes till the last step
by using the above Proposition 3.1, We will obtain Theorem 1.4.
To prove Corollary 1.1, similarly as in linear case [10], we define
Iα,Πb(~f)(x) =
∫
(Rn)m
∏m
j=1 |bj(x)− bj(yj)|
|(x− y1, · · · , x− ym)|
mn−α
m∏
i=1
|fi(yi)| d~y, (4.12)
And careful check in the proof of Theorem 1.3-1.4 shows that Theorem 1.3-1.4 still hold for
Iα,Πb. Note the fact that MΠb,α(~f)(x) ≤ Iα,Πb(|f1|, ..., |fm|)(x), this implies Corollary 1.1.
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