Voltage-gated sodium channels are essential for carrying electrical signals throughout the body, and mutations in these proteins are responsible for a variety of disorders, including epilepsy and pain syndromes. As such, they are the target of a number of drugs used for reducing pain or combatting arrhythmias and seizures. However, these drugs affect all sodium channel subtypes found in the body. Designing compounds to target select sodium channel subtypes will provide a new therapeutic pathway and would maximize treatment efficacy while minimizing side effects. Here, we examine the binding preferences of nine compounds known to be sodium channel pore blockers in molecular dynamics simulations. We use the approach of replica exchange solute tempering (REST) to gain a more complete understanding of the inhibitors' behavior inside the pore of NavMs, a bacterial sodium channel, and NavPas, a eukaryotic sodium channel. Using these simulations, we are able to show that both charged and neutral compounds partition into the bilayer, but neutral forms more readily cross it. We show that there are two possible binding sites for the compounds: (i) a site on helix 6, which has been previously determined by many experimental and computational studies, and (ii) an additional site, occupied by protonated compounds in which the positively charged part of the drug is attracted into the selectivity filter. Distinguishing distinct binding poses for neutral and charged compounds is essential for understanding the nature of pore block and will aid the design of subtype-selective sodium channel inhibitors.
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sodium channel | local anesthetic | molecular dynamics | pain | structural biology V oltage-gated sodium channels (Navs) are transmembrane proteins responsible for generating action potentials in nerve and muscle cells. By opening in response to a small stimulus, they facilitate the passage of Na + ions into the cell, leading to rapid depolarization of the membrane potential. Mutations of sodium channels are responsible for a variety of disorders, including cardiac arrhythmias, epilepsy, and pain syndromes (1) (2) (3) (4) (5) . Thus, they are key targets for a variety of therapeutic compounds (6, 7) , including the broad family of "local anesthetics." While current local anesthetics inhibit all nine sodium channel subtypes found in the human body, there is a great interest in developing subtype-selective compounds to treat conditions like chronic pain (4, 5) or to reduce the side effects of epilepsy and arrhythmic medications. While there has been some progress in finding subtype-selective channel inhibitors (8) (9) (10) (11) (12) , this has not yet been translated into clinical success. Thus, there is a great desire to better characterize the mode of action of existing channel inhibitors to determine what makes them inhibit all human subtypes, to define the common binding sites and pharmacophores, to elucidate the potential for making subtypeselective variants, and to gain a broader understanding of basic sodium channel function.
The publication of a number of bacterial Nav structures (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) , as well as the most recent published structure of a eukaryotic channel (23) , have opened the door to gaining detailed insight into the mechanism of action of sodium channel inhibitors.
While bacterial channels have many differences from eukaryotic sodium channels, there are many similarities that make these a reasonable starting point for biophysical studies. Bacterial Navs consist of four identical subunits, while eukaryotic channels are one long sequence consisting of four homologous domains. However, the overall architecture of the channels is similar, with each subunit or domain containing six transmembrane helices (labeled S1-S6). The first four of these form an independent voltage-sensing domain, while the last two helices from each come together to form a central ion-conducting pore. The pore region itself contains: (i) a narrow selectivity filter at the extracellular end of the channel (Fig. 1 , yellow box); (ii) a water-filled cavity in the center of the pore; (iii) a cytoplasmic activation gate that controls whether the channel is open or closed; and (iv) hydrophobic lateral fenestrations that extend from the center of the pore to the center of the bilayer (13-16, 23, 24) . Mutagenesis studies have indicated that local anesthetics bind in the central cavity with key interactions with a number of polar and/or aromatic residues on helix S6 (25) (26) (27) (28) (29) (30) (31) (32) (Fig. 1, orange boxes) and supported by a recent X-ray structure in which an inhibitor was partly resolved (16) .
Local anesthetics are known to be able to inhibit sodium channels in at least two distinct ways. The first is "tonic block," where the drug blocks resting channels. This is believed to occur when the compound enters the pore directly from the membrane via hydrophobic lateral fenestrations in the side of the pore (13, 19, 24, (33) (34) (35) (36) . Alternatively, anesthetic compounds can A B Fig. 1 . (A) Structure of the pore of the bacterial sodium channel NavMs. The backbone of the protein is shown in gray cartoon, and residues of interest that are highlighted in B are shown in licorice. The bilayer is represented by a black line. (B) Alignments of sequences of bacterial sodium channels and select eukaryotic channels, consisting of residues in the selectivity filter (SF) to the S6 helix (only domain IV of the eukaryotic channels is shown). The helices on each side of the selectivity filter are shown in a purple cylinder, with the selectivity filter shown as a light green box. The S6 helix is shown in a red cylinder. Residues of interest in the selectivity filter are highlighted in a yellow box, whereas residues on helix S6 are in orange boxes.
display "use-dependent" block (24, 37) , in which the compounds only inhibit the channel after it has opened, presumably by first crossing the bilayer into the cytoplasm of the cell and entering through the open activation gate. Although close together, different residues contribute to the binding site of tonic and usedependent block (30, 31) , suggesting possible conformational changes occurring upon binding. Both pathways require the drug to first either enter or cross the bilayer. Interestingly, many local anesthetics (especially use-dependent blockers) have a pKa near 7, meaning that there are both neutral and charged forms at physiological pH. It is most likely the neutral state that crosses the bilayer, before regaining its charge in the cytoplasm and binding to the Nav protein; however, this has yet to be clearly shown. Simulations provide one way to examine which protonation state is likely to be present in each situation, but a comparative study of charged and neutral variants of local anesthetics has not yet been published.
The bilayer partitioning and energy barriers faced in crossing the membrane have been determined from simulations for a variety of both perpetually neutral and protonatable compounds. These include benzocaine (35, (38) (39) (40) , lidocaine (41, 42) , articaine (43) , and phenytoin (35, 40) . All show that, irrespective of charge, compounds prefer partitioning into the bilayer from the aqueous phase to sit just under the lipid head groups, and they all face a barrier to pass through the hydrophobic bilayer core. In addition, a number of molecular dynamics (MD) studies have been conducted to examine the interaction of perpetually neutral local anesthetic compounds with Nav channels. Direct simulations of drug-channel interactions have been conducted for benzocaine, phenytoin, sevoflurane, and isoflurane (33) (34) (35) (36) 44) . These studies indicated that the aforementioned compounds can enter the pore via the lateral fenestrations or through the activation gate, and they highlight potential binding sites inside the activation gate and at the internal mouth of the fenestrations. However, most of these studies have used unbiased simulations, which may oversample binding poses of the drug in metastable states. In addition, these same studies have only examined the behavior of at most two neutral compounds in the pore, making it difficult to determine the common mechanisms of action of this broad class of compounds and to examine the differences between the charged and neutral forms.
Here, we have used MD simulations to better understand the binding of a range of known pore-blocking compounds to sodium channels. The compounds studied include three perpetually neutral compounds (benzocaine, lamotrigine, and carbamazepine) and three protonatable compounds in both neutral and charged states (PF-5215786, PF-6305591, and lidocaine). By studying a range of compounds, we are able to not only appreciate the common aspects of binding, we can tease out differences between protonatable and neutral compounds, as well as tonic and usedependent blockers. Furthermore, to overcome the limitations in sampling the preferred locations of compounds in the pore, we used the approach of the replica exchange with solute scaling/tempering method (REST2) (45, 46) . Using MD and REST2, we were able to (i) determine the ability of these compounds to enter and cross the bilayer, (ii) greatly increase sampling of the compounds inside the pore compared with unbiased simulations, and (iii) uncover distinct modes of binding for neutral and charged compounds. While they shared some interactions with the protein, charged compounds effectively blocked the pore by extending into the base of the selectivity filter, whereas neutral compounds resided lower in the central cavity, both in prokaryotic and eukaryotic channels. These findings support the hypothesis that the protonatable amine group is common to many Nav inhibitors, because it allows the compounds to lose their charge before they traverse the bilayer, only to regain the charge in the cytoplasm to more effectively bind to and block the channel via interactions with the selectivity filter.
Results
Parameterization and Validation of Compounds. Nine compounds were initially modeled and parameterized for use in MD simulations [ Fig. 2 ; structures are shown along with their corresponding potentials of mean force (PMFs)]. The validity of the parameters for each compound was tested by calculating the water/octanol and water/cyclohexane partition coefficients in simulations (logP) and comparing them to experimental values. Although experimental data were not available for all compounds (Table S1 ), the simulations accurately reproduced the trends seen in existing values for the experimental logPs. The main exception to this was lidocaine, for which we overestimated the water/octanol partition coefficient. However, we only predicted the value for the neutral species of lidocaine, due to difficulties in running free energy profile (FEP) calculations for non-charge-conserving processes, whereas the experimental value would include a contribution from the charged form of the molecule. This trend was expected to extend to PF-5215786 and PF-6305591, as their partitioning coefficients would also have contributions from both charged and neutral species. In addition to partitioning coefficients, we determined the PMF of each compound traversing a dipalmitoylphosphatidylcholine (DPPC) lipid bilayer to determine how the newly parameterized drugs would compare with previous studies of drug-lipid interactions and to gain new information about trends in sodium channel inhibitors. All compounds in this study (Fig. 2) , irrespective of charge, had an energy minima between 1 and 1.5 nm away from the center of the bilayer. This position corresponded to the drug partitioning into the membrane, just below the lipid headgroups. In addition, each compound then faced an energy barrier when crossing the hydrophobic portion of the mem- brane and was in excellent agreement with simulation data for previously simulated compounds (35, (38) (39) (40) (41) (42) (43) . These PMFs showed that all of these compounds will partition into the membrane; however, both the proportion of each compound that enters the bilayer rather than remaining in the aqueous phase, and the rate at which they will cross the bilayer differed. While you may expect that neutral compounds will more readily partition into the bilayer, there was no clear trend in the depth of the energy minima presented in Fig. 2 . The perpetually neutral compounds benzocaine, lamotrigine, and carbamazepine all had relatively small minima in the range of ∼2-4 kcal/mol, similar in depth to most of the charged versions of the protonatable compounds. Lamotrigine had a larger energy barrier to pass through the bilayer center than either carbamazepine or benzocaine, but this was not entirely surprising, given the presence of polar groups on this molecule. The neutral protonatable compounds, surprisingly, had deeper wells (in the range of ∼6-8 kcal/mol) than the perpetually neutral compounds, with lower energies as they inserted themselves into the hydrophobic core of the bilayer. In general, our results reflected the expected trend that larger and more polar compounds will have slower bilayer crossing rates. All of the charged protonatable compounds, however, had very large energy barriers to cross the bilayer in the charged form, which was significantly reduced when in the neutral form. This strongly suggests that the protonatable molecules are more likely to permeate the bilayer core in the neutral form.
Understanding Anesthetics Behavior in the Pore.
Increased sampling of benzocaine inside pore. To best study the likely binding sites of local anesthetics in the sodium channel, we used REST2 (45) as implemented in NAMD (46) . Replicaexchange methods have been shown to more efficiently improve conformational sampling than alternative methods such as metadynamics or accelerated MD (34, 46, 47) , and the solute tempering method allows the approach to be used efficiently in large systems. To show that replica exchange solute tempering (REST) simulations indeed increase sampling of a compound in the pore, we chose a test system that has been well-characterized in simulation: the structure of NavAb [Protein Data Bank (PDB) ID code 3rvy] with benzocaine inside the pore (34) (35) (36) , embedded in a pure 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) bilayer. This system was simulated for 100 ns by using both unbiased and REST simulations. To measure sampling efficiency, and indirectly convergence, we chose to track the conformational sampling of the drug as measured by the physical volume visited by the center of mass of benzocaine. As seen in SI Appendix, Fig. S1A , the volume visited by the center of mass of benzocaine increased rapidly at the beginning of the REST simulations (purple line), compared with the unbiased simulation (orange line), indicative of more rapid sampling. In addition, the volume asymptoted toward a much lower value in the unbiased simulations than with REST, indicating that it is unlikely that even an extremely long unbiased simulation would achieve the same conformational sampling obtained by using REST. Energy landscapes obtained from both the unbiased and REST simulations (SI Appendix, Fig. S1 B and C, respectively) supported the conclusions from the volume sampling. The energy landscape from the unbiased simulation showed that benzocaine only sampled the known binding site near the fenestrations, and did not explore the cytoplasmic activation gate where benzocaine is also known to bind. However, when using REST, both the known binding sites were sampled. In addition, when cluster analysis was done on both the unbiased and REST simulation (SI Appendix, Fig. S1 D and E, respectively), the four most populous clusters associated with the unbiased simulations were all close together and near the same binding site. In the REST simulations, these clusters represented both the activation gate and fenestration binding sites, agreeing well with previous simulations on NavAb with benzocaine (34, 36) . All these results indicated that REST not only increased sampling in the pore, it also identified binding modes that may not be seen in unbiased simulations.
Simulations determine two distinct binding modes of PF-5215786
with NavMs. To gain a direct comparison between the simulation results and experimental data, a system was constructed with NavMs (PDB ID code 4p9o) embedded in POPC, with the brominated compound PF-5215786 inside the pore. The structure of NavMs with this compound bound has previously been solved, and the electron density of the bromine atom is visible near the internal opening of the fenestrations (16) . When both the neutral and charged states of PF-5215786 were simulated with NavMs, different energy landscapes were produced ( The channel is shown in gray cartoon, and surrounding residues (T176, L177, E178, T207, and L211) are shown in licorice, with the threonines shown in light blue, the leucines in green, and the glutamatic acid in pink.
both neutral and charged PF-5215786 bound in the central cavity, the free energy surfaces showed that the neutral version of the molecule bound lower in the cavity (z ∼ 4Å) and away from the central axis (r ∼ 3Å) (Fig. 3A) . In contrast, the charged version sat higher in the pore (z ∼ 6Å) with its center of mass close to the pore axis (r ∼ 0Å) (Fig. 3B) . This difference in the binding modes is visualized in Fig. 3 C and D , by looking at the most populous binding pose. Neutral PF-5215786 preferred to bind close to helix S6, where it interacted with residues on both the S6 helix (T207 and L211; Fig. 3E ) and at the bottom of the selectivity filter (T176 and L177; Fig. 3E ). In this position, the amine (blue, Fig. 3E ) pointed into a lateral fenestration. Charged PF-5215786, in contrast, spanned the width of the pore (Fig. 3D) , with the halide (colored in brown and green for Br and Cl, respectively) on either end of the molecule inserting itself into the entrance of a fenestration. The protonated amine (Fig.  3D , blue) pointed toward the negatively charged selectivity filter, preferentially interacting with T176 and L177 (Fig. 3F) , while the other parts of charged PF-5215786 were interacting with T207 and L211. As a final indication of the different binding modes of the neutral and charged compounds, we plotted the average interaction energy of each compound with each protein residue in SI Appendix, Fig. S2 . While the neutral compound had a fairly strong interaction for the pore chamber, the charged compound had stronger interactions, especially with residues in the selectivity filter. In short, while both the neutral and charged compounds interacted with residues on S6 at positions found to be important in eukaryotic channels (30), the charged compounds had additional interactions with the selectivity filter, which was likely to result in stronger binding. To compare our predicted binding poses with the crystallographic structure containing resolved bromines [PDB ID code 4p9o (16)], we aligned representative structures from the most populous binding poses with this crystal structure. As seen in Fig. 4 A and C, the bromine atom of neutral PF-5215786 did not overlap with any of the crystallographic bromines. Instead, the amine group was closer in position to the crystallographic bromines than either the bromine or chlorine atom on either end of the molecule. In contrast, the bromine and chlorine atoms on charged PF-5215786's were in close proximity to the crystallographic bromine (Fig 4 B and D) . The same pattern of binding for both protonation states was seen for all of the 10 most populated clusters, as demonstrated in SI Appendix, Figs. S3E and S4F, in which we plotted the positions of the bromine atom for all clusters. For neutral PF-5215786, there was very little overlap in the positions of either halide with the crystallographic bromine (SI Appendix, Fig. S5 A and C) . In the case of charged PF-5215786, the bromine atom often was near or overlapped with one of the bromine positions seen in the crystal structure (SI Appendix, Fig. S5 B and D) . In addition, the chlorine atom sat near to another crystallographic bromine position, either in the opposite or adjacent fenestration, suggesting that the chlorine atoms could be contributing to the halide density seen in the crystal structures. This observation was supported by the occupancy of both the bromine and chlorine atoms for each cluster, as shown in SI Appendix, Fig. S5 . The closer agreement between both the bromine and chloride position in our simulations of the charged compound with those in the crystal structure, as opposed to the neutral compound, strongly suggests that the compound Bagneris et al. (16) cocrystallized with the pore of NavMs was in the charged state.
Our simulations also suggested that the presence of the inhibitor in the pore alters the position and number of Na + in the selectivity filter. The charged form of the compound partially inserted itself into the selectivity filter via the protonated amine group, occluding the pore and influencing ion permeation. To highlight this point in Fig. 5E , we showed that in an unbiased simulation without the compound present, the number of Na + ions inside the filter fluctuated between one, two, and three. The average Na + density was spread throughout the filter (Fig. 5A ), in agreement with previous simulations of the channel (48) (49) (50) . When the neutral PF-5215786 was present, it lowered the number of sodium ions in the filter to between one and two (Fig. 5E) , both in the whole simulation and in the most populous binding pose. Despite this, the distribution of the sodium density in the selectivity filter was similar to the apo form (Fig. 5B ). In contrast, for charged PF-5215786, there was a marked decrease in the number of Na + ions present in the filter, with the protonated amine effectively replacing a sodium ion. This reduced the most frequently occurring number of ions in the pore to one (Fig. 5  C and D) and significantly altered the distribution of Na + in the filter for both the whole simulation and for the most populous cluster (Fig. 5E ). This observation correlated with the lack of electron density seen in the selectivity filter between apo and PF-5215786 crystals, indicating that something was occluding the selectivity filter (16) . Bagneris et al. (16) used molecular docking to predict a binding pose of PF-5215786 in which the bromine atom overlapped the crystallographic bromine and the chlorine atom pointed into the selectivity filter, where it was proposed to alter the ion densities and occlude the pore. We did not see this binding pose in any of our simulations, and think it unlikely that the electronegative Cl − atom would either be attracted to the filter (given repulsive electrostatic interactions) or displace resident Na + (given the attractive electrostatic interactions). We suggest that the lack of density seen in the selectivity filter in the crystal structure was not caused by the chlorine-containing end of PF-5215786 blocking the filter, but rather by the protonated amine group in the middle of the molecule interacting with the selectivity filter residues. Binding of other protonatable compounds. To see if the different binding modes of the neutral and charged forms of PF-5215786 are also seen for other compounds, two more compounds with a protonatable amine group (lidocaine and PF-6305591) were simulated by using REST. Lidocaine is a commonly used local anesthetic, and PF-6305591 is a newer compound reported to display selectivity for Nav1.8 and suspected to also bind inside the pore. Both lidocaine and PF-6305591 have a protonatable amine group, similar to PF-5215786, and both displayed similar behaviors as PF-5215786 in our simulations. The energy landscapes of the neutral states of all protonatable compounds (SI Appendix, Fig. S6 A, C, and E) displayed preferred binding modes lower in the pore than the charged states. For the charged states (SI Appendix, Fig. S6 B, D, and F), all three had multiple binding positions, but included one at the base of the selectivity filter (z ∼ 8Å), as seen for charged PF-5215786. When these different binding modes were compared between compounds, the neutral compounds preferred to bind in approximately the same place in the pore (Fig. 6A) and occluded the pore, although a relatively large density of sodium ions was still present in the selectivity filter. In contrast, some clusters in the charged compounds were seen entering the selectivity filter site, with a noticeably smaller density of sodium ions in the selectivity filter (Fig. 6B) . A plot of the average interaction energy of each compound with each protein residue also highlighted the difference between the neutral and charged compounds (Fig. 6 C and D) . While both compounds interacted with S6 and the selectivity filter, the strength of interaction with the filter was much larger for the charged compounds than the neutral ones. As seen in SI Appendix, Fig. S8 , while the neutral forms of each compound had a small influence on the number of Na + in the filter, the effect was much greater for all of the charged compounds. In the latter case, the charged protonated portion of the compound effectively replaced a sodium ion in the filter. Overall, these data reinforce that there are distinct binding modes for neutral and charged compounds, with the latter interacting more strongly with the selectivity filter. Perpetually neutral drugs. As a comparison with the protonatable compounds, two drugs which are always in a neutral state were simulated with NavMs by using REST: carbamazepine and lamotrigine. Both had a relatively similar energy landscape to the neutral protonatable compounds (protonatable: SI Appendix, Fig. S6 ; and carbamazepine/lamotrigine: SI Appendix, Fig. S9 A and B), in that they had preferred binding modes at a z coordinate between 4 and 8Å. However, lamotrigine was more likely to venture toward the selectivity filter than carbamazepine. This could also be seen by snapshots of the most likely positions of each compound (SI Appendix, Fig. S9 C and D) . Carbamazepine appeared to have a preference of binding to helix 6, but the most populous cluster of lamotrigine sat higher, with the nitrogencontaining moieties pointing toward the selectivity filter. Despite these differences, both compounds interacted with a similar set of protein residues: M175, T176, L177, 207T, and L211 (SI Appendix, Fig. S9 E and F and Fig. S12 ). These are the same residues that the protonatable compounds in this study prefer to bind to in their neutral state, and compounds that are perpetually neutral that have been previously studied (benzocaine and lidocaine). Extension to eukaryotic channels. Although we have identified distinct binding sites for a range of neutral and charged compounds in bacterial channels, it is not obvious whether these same sites will be present in eukaryotic channels. In particular, the amino acid sequence of the selectivity filter is distinctly different in prokaryotic and eukaryotic sodium channels, so it is important to confirm if charged molecules can interact with the filter of eukaryotic channels in the same way we found for the bacterial channels. To determine this, we ran REST simulation of both protonation states of lidocaine inside the pore region of the most recent structure of a sodium channel from the American cockroach, denoted NavPas (23) . When inside the pore, the neutral form of lidocaine did not interact with the selectivity filter of NavPas and preferred to interact lower in the pore with the S6 helix of DIII and DIV (Fig. 7A) , in a relatively similar position to the one seen in the bacterial channels. However, the charged form of lidocaine preferentially interacted with the selectivity filter of NavPas, specifically the aspartic acid residue in the "DEKA" ring (Fig. 7B) . The difference in the binding pose of the neutral and charged forms of lidocaine was highlighted by the fact that there was a large interaction energy between the charged version of lidocaine and the aspartic acid residue, whereas there was virtually no interaction when the neutral state of lidocaine was in the pore ( Fig. 7 C and D) . This was a remarkable result, as charged lidocaine displayed the same binding position in NavMs, which has a glutamic acid "EEEE" ring, rather than the DEKA ring present in eukaryotic channels. Charged lidocaine's affinity for the aspartic acid residue in NavPas resulted in a binding pose where the compound blocked ion conduction by both physically occluding the filter and by electrostatic repulsion, as seen by the difference in the number of sodium ions in the selectivity filter (Fig. 7E) in the presence of charged lidocaine. The results from simulations with both eukaryotic and prokaryotic channels point to two different binding sites for local anesthetics, depending on their charge state (Fig. 8A) . The neutral compounds preferred to bind in the central cavity close to helix S6 and had their primary interactions with the hydrophobic or aromatic residues in this region (neutral binding site, Fig. 8 A, Left) . The charged compounds could also have the same hydrophobic interactions with S6, but preferentially sat higher in the pore, exhibiting strong interactions with the negatively charged selectivity filter residues (charged binding site, Fig. 8 A, Right) . Both the neutral and charged compounds shared common interacting residues, but only the charged compounds ventured toward the selectivity filter (Fig. 8B) . 
Discussion
In this study, we have taken a number of steps to improve our understanding of sodium channel inhibition. First, we have rigorously parameterized and characterized a range of pore-blocking compounds and were successful in replicating trends seen in drug-solvent partitioning experiments. Such parameterization is essential before using these compounds in MD simulations with the protein. Second, we determined the energy profiles for partitioning of each compound from the aqueous phase into the lipid bilayer. This indicated that even the charged compounds were likely to move into the membrane from the aqueous phase, but, as expected, the neutral forms were more likely to pass across it. Third, we used an improved sampling method to determine binding positions of the compounds in the pore (REST) and demonstrated that this approach improved the sampling of benzocaine in a previously characterized sodium channel system. This knowledge allowed us to be more confident that we could find the most likely binding position for the newly simulated compounds in the pore. Finally, we characterized the binding of a range of sodium channel inhibitors inside the sodium channel pore. As an MD study investigating a large number of both neutral and charged compounds, we are able to compare our results with a large amount of previous experimental and computational data, and determine trends within our own data, to shed light on the characteristics of different sodium channel inhibitors. Notably, we show that neutral and positively charged compounds have distinct binding modes in the pore.
Interactions between all inhibitors in this study and the NavMs sodium channel pore involved both polar and nonpolar interactions, with pore-lining S6 residues and residues at the base of the selectivity filter. This was mainly with key leucines and threonines (T176, L177, T207, and L211), and, in a few cases, there were hydrophobic interactions with F214. These residues were the dominating interaction partners of both the neutral states of PF-5215786, PF-6305591, and lidocaine, as well as the perpetually neutral compounds, carbamazepine and lamotrigine. All of the neutral compounds remained in the central pore chamber, interacting primarily with residues on helix S6. Only benzocaine entered the fenestrations, and none of the compounds ventured into the selectivity filter. Carbamazepine and lamotrigine had more significant interactions with the selectivity filter, with some clusters having their amine groups interacting with T176 and L177. This behavior was also seen in a docking study (51) in the presence of a sodium ion in the filter. This could be because the amines in carbamazepine and lamotrigine made them more strongly attracted to the positive charge of the sodium ion, encouraging the amines to point up toward the selectivity filter. The interaction of carbamazepine and lamotrigine with this sodium ion would prevent sodium currents, with the ion playing a similar role to the protonatable amine of the charged compounds.
In contrast to the neutral compounds, the protonated states of PF-5215786, PF-6305591, and lidocaine had much stronger interactions with residues in the selectivity filter. This was clearly seen in the most populated poses of PF-5215786. In these, the compound spanned the width of the pore, with the halides on the ends of the molecule occupying either opposite or adjacent fenestrations, and the protonated amine in the center of the pore pointed up toward the selectivity filter. These positively charged amines effectively replaced a sodium ion at the bottom of the filter and formed strong interactions with residues T176 and L177. The compound thus prevented a positive sodium ion from passing through the filter by both physical occlusion and electrostatics. The binding position seen for this compound agreed with the position of the bromine atoms seen in the crystal structure in which PF-5215786 was cocrystallized with NavMs. However, the specific binding pose predicted by Bagneris et al. (16) , in which the chlorine occludes the selectivity filter, was not seen in any of the frames of our simulation. As chlorine is electronegative, we think it is unlikely that chlorine would be attracted to the negatively charged selectivity filter. It is more likely that PF-5215786 spans the pore with both halides occupying fenestrations, providing density for the halide seen in the crystal structure, while the positively charged protonated amine points toward the selectivity filter, altering the sodium ion density.
Similar binding poses were seen for the other protonated compounds, charged PF-6305591 and charged lidocaine, as described above for PF-5215786. For all these compounds, the protonated amine formed strong interactions with residues in the selectivity filter: T176, L177, and E178. In addition to this, all these compounds interacted strongly with T207 on the S6 helix, one of the key interaction partners for the neutral compounds. As suggested in a recent docking study, it is possible that charged compounds form aromatic interactions in the center of the pore while extending their positively charged ends into the selectivity filter (51) . The other residues that were implicated in binding neutral compounds (L211 and F214) did not have such significant interactions when the compounds were charged. Interestingly, T207 in NavMs corresponds to one of two residues that were seen as being important for tonic and use-dependent block in a rat sodium channel: F1764 (30, 31) . Taking into account this present work, and Ragsdale's previous study (31) , this residue at this particular region could act as a scaffold and/or major interacting partner for the compounds in this study, and this residue could be key in understanding sodium channel block. The other residue highlighted by Ragsdale et al. (31) , as important for usedependent block, Y1771 (corresponding to F214 in NavMs), was not found as a major interacting partner in this study. Given that we have not used the structure of an inactivated channel, it could be that this residue becomes available due to conformational changes happening as the channel changes from the resting or open state studied here, to the inactivated state which is the principle target of use-dependent blockers. Indeed, the limited interactions of the compounds studied here with F214 agree with the observation of Ragsdale et al. (30, 31) that mutations of this residue had little influence on tonic block.
Our study used the crystal structures of two bacterial channels (NavAb and NavMs) and one eukaryotic channel (NavPas). While previous studies have indicated that binding of compounds to NavMs (16) and NavAb (52) can reflect binding in eukaryotic channels, there is potential for significant differences to arise. Remarkably, in light of potential differences, lidocaine bound in a similar fashion in both prokaryotic (NavMs) and eukaryotic (NavPas) channels. The neutral state of lidocaine bound lower in the pore and interacted with polar residues, while the charged state used these polar residues as a scaffold to position the charged end of lidocaine next to the aspartic acid residue in the selectivity filter of NavPas, which occluded the pore. Since lidocaine behaved the same way in both prokaryotic and eukaryotic channels, it is likely that the other two protonatable compounds (PF-5215786 and PF-6305591) would exhibit similar behavior when simulated with eukaryotic channels. As charge seems to be important in determining the interaction sites within the pore, it is important to consider whether the compounds will be protonated while in the pore. At physiological pH, all three protonatable compounds studied here will largely be in their protonated state when they are in the aqueous phase. While our lipid-partitioning data indicated that these compounds are much more likely to cross the bilayer in the neutral state, at physiological pH, we can expect a majority of each compound to return to the charge state in the cytoplasm. If these compounds enter through the open activation gate as suspected, then we would expect that they can enter and bind while protonated. This claim is supported by the close agreement of the halide positions with those observed in a recent crystal structure for the charged state (16) of the charged state of PF-5215786, but not the neutral state. The pKa of the compounds may change inside the pore, but the net negative charge on the pore walls used to attract Na + into the channel may make it more likely for the compounds to protonate in this environment.
While this study has helped to highlight two distinct binding positions for charged and neutral pore blockers, there are a number of questions it cannot address. First, while the crystal structure of NavMs used in this study is claimed to be in the open state, in the absence of the C terminus (not resolved in the crystal structure), the S6 helices rapidly closed the pore during our simulations. Although it is difficult to be sure exactly what functional state this represents, it is unlikely to be the inactivated state to which most of the compounds studied bind most strongly. As such, we believe that these binding positions most likely represent tonic-like binding, something backed up by the lack of interaction with F214. Further studies will be required to ascertain the differences in binding of these compounds to the inactivated state. Second, this study only hints at why most of the compounds are use-dependent rather than tonic blockers. Benzocaine, the primary tonic blocker examined here, was the only compound in our study seen to enter the fenestrations. Thus, it is likely that it was simply the small size of benzocaine that allowed it to pass through the fenestrations to block the resting state of the channel. Previous work has concluded that compounds with the maximum width of a benzene ring (i.e., benzocaine) are able to fit through the fenestrations (49, 53) . Apart from benzocaine, all of the drugs studied here are wider than the width of a benzene ring, making it unlikely that the compounds would pass through the fenestrations on their way to block the pore. Finally, future work could use the NavPas structure as a basis for studying human sodium channels, to further understand the interactions of poreblocking compounds with eukaryotic sodium channels and open the door for more targeted sodium channel therapies.
Materials and Methods
Parameterization of Compounds and Validation. Parameterization of the drug models was performed with the aid of Force Field Toolkit (FFTK) (54) implemented in VMD (55). FFTK does not support the parameterization of Lennard-Jones parameters and the Urey-Bradley term, and these parameters were obtained by analogy from the CGenFF program (https://cgenff.paramchem.org/) (56, 57) .
The Gaussian09 package was used for all quantum mechanical (QM) calculations. Force-field parameter optimizations were done after the molecular geometries of drugs were optimized at the MP2/6-31G * (for drugs with ≤40 atoms) or B3LYP/6-31G** level of theory (for drugs with >40 atoms). Atomic charges were assigned based on the minimum interaction energy and distance between one water and all hydrogen-bond donors and acceptors, optimized at the HF/6-31G* level of theory. Of note, aliphatic and aromatic nonpolar hydrogens in CHARMM have predetermined charges of 0.09 and 0.15, while aliphatic and aromatic carbons not adjacent to a heteroatom are assigned -0.18 (or -0.27 for terminal CH 3 group) and −0.15 respectively (58). Equilibrium bonds and angle values were optimized through comparison with the QM-optimized drug geometries, while the force constants were derived from the Hessian calculated in Gaussian. The optimizations of dihedral parameters were done by using a simulated annealing protocol developed by Guvench and MacKerell (59) and implemented in FFTK.
To validate the parameters for each drug, the octanol-water and cyclohexane-water partitioning free energies for neutral drugs were determined by using the Bennett acceptance ratio approach (60) , as implemented in GROMACS4.5.4 (61) , and compared with available experimental logP values. The simulations were carried out at a constant isotropic pressure of 1 atm and a temperature of 300 K. A series of 51 windows with the λ equally spaced between 0 and 1 were constructed for both water and octanol or cyclohexane phases. Each window was simulated for 1 ns, and the first 0.2-ns simulation was discarded for equilibration. A soft core potential with α = 1, σ = 0.3 nm and λ-power of 1 was used to avoid singularities. Results presented used the CHARMM general force field (58) for the octanol and cyclohexane partitioning simulations. The TIP3P model (62) was used for water. Further details are given in SI Appendix.
Bilayer Partitioning. The method of umbrella sampling was used to determine the PMF to move the compounds from bulk aqueous solution into the interior of a DPPC bilayer. Starting configurations for umbrella sampling were generated by using steered MD. The drug was pulled along the z axis (perpendicular to the bilayer/water interface) at a rate of 0.01 nm/ps and with a force constant of 1,000 kJ/mol·nm −2 . Starting points for umbrella sampling were selected every 0.1 nm along the z axis. In each umbrella sampling window, we carried out 50-ns umbrella sampling simulations. During umbrella sampling simulations (63), a biased harmonic potential with a force constant of 3,000 kJ/mol·nm − 2 was used to confine the drug within the sampling window. The FEPs and error estimates were determined by using the weighted histogram analysis method (64) . The first 20 ns within each window was discarded to allow for equilibration at the new solute position, and the FEP was determined from the remaining 30 ns. Further details of the simulation methods are described in SI Appendix.
Pore and Drug Simulations. NavAb (PDB ID code 3RVY), NavMs (PDB ID code 4P9O), and NavPas (PDB ID code 5XOM) proteins were embedded into pure POPC bilayers, with explicit TIP3P solvent and 150 mM NaCl. One drug molecule was randomly placed at the center of the pore, and constraints were placed on the protein backbone with a force constant of 0.1 kcal/mol·Å −2 to prevent excessive conformational changes in the hightemperature REST simulations. The compound was prevented from exiting the pore by a spherical potential with a radius of 37Å from the pore center, and force constant of 20 kcal/mol·Å − 2 . For the REST2 (46) simulations, the patch was compiled with NAMD2.10 (65). A total of 21 parallel simulations for NavMs (25 for NavPas) were run in an NPT ensemble, with 21 and 25 being the number of replicas predicted by a temperature generator for REMD simulations (66) (folding.bmc.uu.se/remd/). Only the protein and the drug were used as the "hot" parts of the system, while the lipids, waters, and ions were used as the "cold" parts of the system, with a temperature range from 310 to 410 K. Exchanges were attempted every 2 ps, yielding an average swap acceptance ratio of ∼0.4. All other simulation details are described in detail in SI Appendix. Cluster analysis was performed to identify distinct binding poses and to select representative snapshots. This was done by using the measure cluster tool in VMD (55), with 10 clusters and a 2.5-Å cutoff used for all compounds in the study. Energy landscape analysis and volume sampling were performed with locally written scripts.
