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Özetçe —Yas¸adıg˘ımız Büyük Veri çag˘ında, makine ög˘renmesi
tabanlı veri madencilig˘i yöntemleri, yüksek boyutlu veri setlerinin
analiz edilmesinde yaygın olarak kullanılmaktadır. Bu tip veri
setlerinden kullanıs¸lı tahmin modellerinin çıkarılması is¸lemi,
yüksek karmas¸ıklık nedeniyle zorlayıcı bir problemdir. Veri er-
is¸iminin yüksek seviyelere ulas¸masının sag˘ladıg˘ı fırsatla, bunların
otomatik olarak sınıflandırılması önemli ve karmas¸ık bir görev ol-
maya bas¸lamıs¸tır. Dolayısıyla, bu bildiride güvenilir sınıflandırma
tahmin model kümelerinin olus¸turulması için MapReduce tabanlı
dag˘ıtık As¸ırı Ög˘renme Makinesi (AÖM) aras¸tırılmıs¸tır. Buna
göre, (i) veri kümesi toplulukları olus¸turulması (ii) AÖM kul-
lanılarak zayıf sınıflandırma modellerin olus¸turulması ve (iii)
zayıf sınıflandırma model kümesi ile güçlü sınıflandırma modeli
olus¸turulmus¸tur. Bu eg˘itim yöntemi, genel kullanıma açık bilgi
kes¸fi ve veri madencilig˘i veri setlerine uygulanmıs¸tır.
Anahtar Kelimeler—As¸ırı Ög˘renme Makinesi, AdaBoost, Büyük
Veri, Topluluk Metodları, MapReduce
Abstract—In this age of Big Data, machine learning based
data mining methods are extensively used to inspect large scale
data sets. Deriving applicable predictive modeling from these type
of data sets is a challenging obstacle because of their high com-
plexity. Opportunity with high data availability levels, automated
classification of data sets has become a critical and complicated
function. In this paper, the power of applying MapReduce based
Distributed AdaBoosting of Extreme Learning Machine (ELM)
are explored to build reliable predictive bag of classification
models. Thus, (i) dataset ensembles are build; (ii) ELM algorithm
is used to build weak classification models; and (iii) build a strong
classification model from a set of weak classification models. This
training model is applied to the publicly available knowledge
discovery and data mining datasets.
Keywords—Extreme Learning Machine, AdaBoost, Big Data,
Ensemble Methods, MapReduce
I. G˙IR˙IS¸
Dünya genelinde bilgisayarlar, cep telefonları ve sen-
sörler gibi cihazlar tarafından üretilen bilgi üzerinde hem
büyüklük hem de çes¸it bakımından oldukça yüksek miktarda
artıs¸ yas¸anmaktadır. Bilgisayar teknolojisinin gelis¸mesiyle be-
raber büyük veri olarak adlandırdıg˘ımız konsept hemen her
türde bilginin depolanmasına odaklanmıs¸tır. Yüksek boyutlu
veriden kullanılabilir tahmin modellerinin çıkarılması is¸lemi
artık büyük veri kavramının içerisinde düs¸ünülmektedir. Bu
yüksek boyutlu verinin tahmin modellerinde kullanılmasının
artmasıyla beraber, ög˘renme algoritmalarının eg˘itiminin kar-
mas¸ıklıg˘ıda artmaktadır. Bu nedenden dolayı, yüksek boyutlu
veri setlerinin verimli bir s¸ekilde is¸lenebilmesi için çes¸itli
topluluk metotları ve sınıflandırma algoritmalarını birles¸tiren
makine ög˘renmesi yöntemleri gelis¸tirilmesi gerekmektedir.
As¸ırı ög˘renme makinesi (AÖM), Huang tarafından [1],
genelles¸tirilmis¸ tek katmanlı ileri beslemeli ag˘ yapısı temel
alınarak gelis¸tirilmis¸tir. AÖM, düs¸ük eg˘itim zamanı, çok sınıflı
eg˘itim kümelerinde yeni örnekler üzerinde yüksek genelleme
özellig˘i ve herhangi bir eg˘itim parametresi içermemesi gibi
avantajlarından dolayı, doküman sınıflandırma [2], biyoen-
formatik [3], görüntü tanıma [4] gibi bir çok farklı alanda
kullanılmaktadır.
Son yıllarda aras¸tırmacılar, tahmin modellemesi için
dag˘ıtık ve paralel çatılarla ilgili yöntemler gelis¸tirmektedirler.
Çalıs¸maların çok az bir kısmı MapReduce yöntemini kullan-
maktadır. Bu çalıs¸mada önerilen yöntem, yüksek boyutlu veri
setlerinden tahmin modeli olus¸turmak için, farklı boyutlarda
rassal veri parçaları olus¸turarak bunları eg˘itim as¸amasında
kullanmak, bu s¸ekilde AÖM algoritması ve AdaBoost yöntemi
ile sınıflandırma fonksiyon kümesi olus¸turmaktadır. MapRe-
duce kullanılarak, veri setinden alt veri parçaları olus¸turularak
eg˘itilen AdaBoost, topluluk yöntemleri ile birles¸tirilerek, tekil
bir global sınıflandırma fonksiyonu ortaya çıkarılmaktadır.
Çalıs¸manın en önemli katkıları s¸u s¸ekildedir:
• Genelles¸tirilmis¸ MapReduce teknig˘i temelli AdaBoost
AÖM sınıflandırma modeli ile daha hızlı ve daha
iyi sınıflandırma performansına sahip model elde
edilmektedir.
• Bu çalıs¸manın önerdig˘i yeni ög˘renme yöntemi ile elde
edilen paralel eg˘itim, yüksek boyutlu veri setlerinin
ög˘renme için kullandıg˘ı hesaplama zamanını azalt-
maktadır.978-1-4673-7386-9/15/$31.00 c©2015 IEEE
• Eg˘itim esnasında kullanılan her bir düg˘üm (node)
dig˘erinden bag˘ımsız olmasından dolayı veri haber-
les¸mesi azalmaktadır.
II. ÖN B˙ILG˙ILER
Bu bölümde, çalıs¸mada kullanılan AÖM, AdaBoost ve
MapReduce hakkında bilgi verilecektir.
A. As¸ırı Ög˘renme Makinesi
AÖM, ilk olarak tek katmanlı ileri beslemeli sinir ag˘ı
olarak gelis¸tirilmis¸tir [1]. Daha sonra yapılan çalıs¸malarda gizli
katmanın sadece nöron olmadıg˘ı genelles¸tirilmis¸ tek katmanlı
ileri beslemeli ag˘ önerilmis¸tir [7]. AÖM, olus¸turdug˘u sinir
ag˘ının giris¸ ag˘ırlıkları ile gizli düg˘üm eg˘imi deg˘erlerini rassal
olarak olus¸turmakta ve çıktı katmanı ag˘ırlıkları en küçük
kareler yöntemi ile hesaplamaktadır [8].
Bilinmeyen bir X dag˘ılımından elde edilen bag˘ımsız
özdes¸çe dag˘ılmıs¸ eg˘itim veri kümesi D = {(xi, yi) | i =
{1, ..., n},xi ∈ R
p, yi ∈ {1, 2, ...,K}} olsun. Sinir ag˘ının
hedefi f : X → Y s¸eklinde fonksiyonu bulmaktır. N gizli
düg˘üme sahip tek katmanlı ileri beslemeli sinir ag˘ı Denklem
1’de tanımlanmıs¸tır.
fN(x) =
N∑
i=1
βiG(ai, bi,x), x ∈ R
n, ai ∈ R
n (1)
ai ve bi ög˘renme parametresi, βi ise i. gizli düg˘ümün ag˘ır-
lıg˘ıdır. Genelles¸tirilmis¸ tek katman ileri besleme sinir ag˘ı için
AÖM’nin çıktı fonksiyonu Denklem 2’de gösterilmis¸tir.
fN(x) =
N∑
i=1
βiG(ai, bi,x) = β × h(x) (2)
˙Ikili sınıflandırma uygulamaları için AÖM karar fonksiyonu
ise Denklem 3’de gösterilmis¸tir.
fN(x) = sign
(
N∑
i=1
βiG(ai, bi,x)
)
= sign (β × h(x)) (3)
Denklem 2 dig˘er bir form olarak Denklem 4’de gösterilmis¸tir.
Hβ = T (4)
H ve T sırasıyla gizli katman matrisi ve çıktı matrisidir. Gizli
katman matrisi Denklem 5’de gösterilmis¸tir.
H(a˜, b˜, x˜) =


G(a1, b1, x1) · · · G(al, bl, x1)
.
.
.
.
.
.
.
.
.
G(a1, b1, xN ) · · · G(al, bl, xN )


N×L
(5)
burada a˜ = a1, ..., aL, b˜ = b1, ..., bL, x˜ = x1, ..., xN
s¸eklindedir. Çıktı matrisi Denklem 6’de gösterilmis¸tir.
T = [t1 . . . tN ] (6)
B. AdaBoost
AdaBoost, nitelik matrisi X ve çıktı sınıfları, y ∈
{+1,−1}, kullanarak, zayıf ög˘renme modelleri, ht(x), bir-
les¸tirerek H(x) s¸eklinde güçlü sınıflandırma modeli olus¸tur-
maya çalıs¸maktadır [9]. Denklem 7’de güçlü sınıflandırma
modeli gösterilmektedir.
H(x) = sign(f(x)) = sign
(
T∑
t=1
αtht(x)
)
(7)
Tablo I: Sık kullanılan deg˘is¸kenler ve notasyonlar.
Notasyon Açıklama Notasyon Açıklama
M
Veri parça
bölümleme uzunlug˘u T AdaBoost T boyutu
h
Sınıflandırma
fonksiyonu nh
AÖM’de kullanılan
gizli düg˘üm sayısı
Xm
Veri seti, D, girdi
deg˘erlerinin m veri
parçası
Dog˘
Sınıflandırma
hipotezinin
dog˘rulug˘u
Ym
Veri seti, D, çıktı
deg˘erlerinin m veri
parçası
H. Hassasiyet
ǫ Hata oranı G.C. Geri Çag˘ırım
C. MapReduce
MapReduce yöntemi yüksek boyutlu veri setlerinin is¸len-
mesine olanak sag˘layan, ayrıca Google tarafından da oldukça
sık kullanılan bir programlama modelidir [10]. Kullanıcılar
tarafından tanımlanan Map ve Reduce fonksiyonları ve bu
fonksiyonlara girdi deg˘eri olarak verilen anahtar/deg˘er dizileri
(Key/Value pairs) kullanılmaktadır. MapReduce yönteminde
kullanılan anahtar deg˘er veri modeli genellikle ilis¸kisel veri
modelleri ile tasarlanamayacak veri setlerine uygulanmak-
tadır. Örnek olarak bir web sayfasının adresi anahtar deg˘erine
yazılırken bu sayfanın HTML içerig˘i ise deg˘er alanına yazıl-
maktadır. Grafik tabanlı veri modellerinde ise anahtar alanı
düg˘üm anahtar (id) bilgisini içerirken deg˘er ise liste olarak
kendisine koms¸u olan düg˘ümlerin anahtar bilgilerini içerebilir.
Map fonksiyonu paralel olarak girdi veri setinde bulunan
her ikiliye uygulanmaktadır. Fonksiyon bir veri alanında bulu-
nan veri çiftlerini alarak bunları farklı bir alana veri çift listesi
olarak vermektedir.
Map(a1, d1)→ liste(a2, d2) (8)
Reduce fonksiyonu ise yine paralel olarak Map fonksiyonu
tarafından ilis¸kilendirilmis¸ anahtar deg˘er yapısına uygulayarak
yeni deg˘erler listesi olus¸turmaktadır.
Reduce(a2, liste(d2))→ liste(a3, d3) (9)
MapReduce çatısının anahtar/deg˘er s¸eklindeki çiftlerden
olus¸an listeyi deg˘erler listesi s¸ekline çevirmektedir.
III. S˙ISTEM MODEL˙I
Bu bölümde, MapReduce temelli AdaBoost AÖM algorit-
masının detayları verilecektir. Temel fikir Bölüm III-A kıs-
mında anlatılacaktır. Sistemin gerçekles¸tirimi ise Bölüm III-B
kısmında tanımlanacaktır.
A. Temel Fikir
AdaBoost temelli AÖM sınıflandırma algoritmasının hesa-
planması as¸amasının dag˘ıtık ve paralel hale getirilmesi bu
çalıs¸manın esas görevidir. Önerilen yöntemin temel fikri,
sınıflandırma topluluk fonksiyonlarının rassal veri parçaları
(Xm, Ym) kullanılarak paralel olarak hesaplanmasıdır.
Tablo I’de, bildirinin anlas¸ılmasında kolaylık olması için
çalıs¸mada kullanılan deg˘is¸ken ve notasyonların özeti ver-
ilmis¸tir.
B. Modelin Gerçekles¸tirimi
MapReduce temelli AdaBoost AÖM algoritmasının sözde
kodu Algoritma 1 ve Algoritma 2’de gösterilmis¸tir. Önerilen
ög˘renme modelinin Map metodu, bölümleme boyutu, M ,
aralıg˘ına kadar tam sayı olacak s¸ekilde rassal deg˘erin eg˘itim
veri kümesinin her bir satırına atanması s¸eklindedir. Map’in
girdi deg˘eri olan x, eg˘itim veri kümesi D’nin bir satırıdır.
Map metodu girdi matrisini satır olarak bölümlemekte ve
< rassalBolumId,x > anahtar/deg˘er ikililerini olus¸turmak-
tadır. rassalBolumId, veri parçasının tanımlayıcısı olarak
atanmakta ve anahtar olarak Reduce as¸amasına transfer
edilmektedir. Reduce as¸amasının sözde kodu Algoritma 2’de
Algorithm 1 AdaBoostAÖM::Map
1: Girdi:
(x, y) ∈ D, M
2: k ← rand(0,M)
3: Output(k, (x, y))
gösterilmis¸tir. Reduce as¸aması, Algoritma 2 sözde kodunun
3 – 8. satırları arasında bulunan döngüde gerçekles¸tirilmis¸tir.
Her bir veri parçası, (Xk,yk), AdaBoost topluluk yöntemi
temelli AÖM ile eg˘itilmektedir. Böylece her bir Reduce is¸lemi
ayrı bir sınıflandırma modeli ortaya çıkarmaktadır. Reduce
is¸leminde anahtar, k, Map as¸amasında rassal olarak atanan
rassalBolumId, girdi olarak kullanılmaktadır.
Algorithm 2 AdaBoostAÖM::Reduce
1: Girdi:
Anahtar k, Deger V , T
2: (Xn,yn)← V
3: for t = 1..T do
4: ht ← AOM(Xn,yn)
5: ypred, ǫt ← ht(Xn)
6: αt ← 12 ln
1−ǫt
ǫt
7: Dt+1 =
Dt×exp(−αtyiht(xi))
Zt
8: end for
9: Çıktı:
hm = sign
(∑T
t=1 αtht(x)
)
.
IV. BENZET˙IM SONUÇLARI
Bu bölümde, internet ortamında açık olarak eris¸ilebilen
gerçek veri setleri kullanılarak, önerilen modelin sınıflandırma
performansı farklı ölçüm yöntemleri ile sınanmıs¸tır. Gerçek-
les¸tirim as¸amasında 64 bit Python 2.7 yazılım dili ve MrJob
kütüphanesi kullanılmıs¸tır.
Bölüm IV-A’da, deneysel ortamda kullanılan veri set-
leri ve AÖM’nin parametreleri açıklanmaktadır. Standart
AÖM’nin her bir veri setinde sınıflandırma performanslarının
saklı düg˘ümlere göre deg˘is¸imi Bölüm IV-B’de gösterilmek-
tedir. Bölüm IV-C’de, önerilen ög˘renme modelinin deneysel
sonuçları tablo ve grafik olarak gösterilmektedir.
A. Deneysel Kurulum
Bu bölümde, önerilen yöntem, Pendigit, Letter, Statlog
ve Page-blocks s¸eklinde dört farklı veri seti kullanılarak
sınıflandırma modeli olus¸turulmus¸, bu s¸ekilde yöntemin etkin-
lig˘i ve verimlilig˘i ölçümlenmeye çalıs¸ılmıs¸tır. Kullanılan açık
dört farklı veri kümesi Tablo II’de gösterilmektedir. Kullanılan
bütün veri setleri, ikiden fazla etikete sahip, çok sınıflıdır.
Tablo II: Kullanılan veri setlerinin bilgileri.
Veri seti # Eg˘itim # Test # Sınıf # Öz nitelik
Pendigit 7495 3498 10 64
Skin 220543 24507 2 4
Statlog 43500 25000 10 7
Page-blocks 4500 973 5 10
B. Veri setlerinin Standart AÖM ile sonuçları
Tablo III’de çalıs¸manın deneysel kısmında kullanılan veri
setlerinin AÖM sonuçları paylas¸ılmıs¸tır. nh deg˘eri, 1 – 500
arasında deg˘is¸mektedir. Performans ölçümleri için dog˘ruluk,
hassasiyet, geri çekilme ve F1 deg˘erleri kullanılmıs¸tır.
Tablo III: Veri setlerinin standart AÖM sonuçları.
Veri S. nh. Dog˘. H. G.C. F1
Pendigit 149 0,8404 0,8393 0,8416 0,8407
Skin 98 0,9754 0,9956 0,9583 0,9894
Statlog 249 0,8871 0,8556 0,9237 0,9757
Page Blocks 498 0,9873 0,9794 0,9988 0,9977
C. Sonuçlar
Bu çalıs¸ma kapsamında kullanılan veri setlerinin sınıf
dag˘ılımları dengesiz olmasından dolayı optimal sınıflandırıcı
hipotezin bulunmasında sadece geleneksel dog˘ruluk tabanlı
performans ölçümü yeterli deg˘ildir. Bu nedenle sınıflandırıcı
hipotez ölçümünde ortalama dog˘ruluk, ortalama hassasiyet,
ortalama geri çekim [5], F1 ölçümü s¸eklinde dört farklı yöntem
kullanılmıs¸tır. Kullanılan yöntemler bilgi çıkarımı alanında en
çok kullanılan yöntemlerdir [6].
Hassasiyet, elde edilen ilgili örneklerin toplam elde edilen
örneklere oranıdır. Hassasiyet Denklem 10’da gösterilmektedir.
Hassasiyet =
Dogru
Dogru+Hata
(10)
Geri çekilme, elde edilen ilgili örneklerin toplam ilgili örnek-
lere oranıdır. Geri çekilme Denklem 11’de gösterilmektedir.
Geri Cekilme =
Dogru
Dogru+Kayip
(11)
Önerilen modelde, her bir sınıf için farklı olarak hassasiyet
ve geri çekilme deg˘erleri hesaplanıp toplam sınıf sayısına
bölünerek, elde edilen sınıflandırma hipotezinin ortalama
ölçüm deg˘erleri hesaplanmaktadır. Ortalama hassasiyet ve geri
çekilme Denklem 12 ve Denklem 13’de gösterilmektedir.
Hassasiyetort =
1
nsinif
nsinif−1∑
i=0
Hassasiyeti (12)
Geri Cekilmeort =
1
nsinif
nsinif−1∑
i=0
GeriCekilmei (13)
F1 ölçümü, hassasiyet ve geri çekilmenin harmonik ortala-
masıdır. Deg˘erlendirme modeli, Denklem 14’de gösterilen F1
Tablo IV: Veri setlerinin en iyi performans sonuçları.
Veri S. # C. T # H.N. Dog˘. H. G.C. F1
Pendigit 20 10 21 0,8256 0,8369 0,8234 0,8301
Skin 21 5 21 0,9892 0,9773 0,9913 0,9842
Statlog 11 2 21 0,9103 0,7486 0,5069 0,6045
Page Blocks 1 1 340 0,9404 0,9027 0,5756 0,7030
ölçümünün çok sınıflı halini kullanmaktadır.
F1 = 2×
Hassasiyetort ×GeriCekilmeort
Hassasiyetort +GeriCekilmeort
(14)
Yapılan ölçümlerin sonuçları Tablo IV’de gösterilmis¸tir.
Her bir veri seti için bölümleme, M , saklı düg˘üm sayısı, nh,
AdaBoost iterasyon sayısı, T , parametrelerine göre dog˘ruluk
deg˘is¸iminin sonuçları S¸ekil 1 – 4’de gösterilmis¸tir. Isı harita-
larında renk, siyaha yaklas¸ması durumunda modelin dog˘rulug˘u
artmaktadır. Ölçek her bir grafig˘in yanında bulunan renk
çubug˘u ile verilmis¸tir.
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S¸ekil 1: Statlog veri kümesi ısı haritası.
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S¸ekil 2: Pendigit veri kümesi ısı haritası.
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S¸ekil 3: Skin veri kümesi ısı haritası.
V. SONUÇ
Bu çalıs¸mada, MapReduce temelli AdaBoost AÖM algo-
ritması uygulaması, yüksek boyutlu veri setlerinin eg˘itilmesi
için önerilmis¸tir. Girdi matrisini parçalara ayırarak, önerilen
yöntem, AÖM sınıflandırmasının eg˘itim as¸amasının karmas¸ık-
lıg˘ını azaltmaktadır. Matrisin parçalanması ile yas¸anacak olan
sınıflandırma performans azalmasının üstesinden gelmek için
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S¸ekil 4: Page blocks veri kümesi ısı haritası.
AdaBoost yöntemi ile desteklenmis¸tir. Deneysel çalıs¸malarla
elde edilen sonuçlarla, sadece yüksek boyutlu veri setlerinin
eg˘itim karmas¸ıklıg˘ı azalmamakta ayrıca geleneksel AÖM al-
goritmasının sınıflandırma performansına göre artıs¸ yas¸anmak-
tadır.
Bu çalıs¸ma kapsamında önerilen dag˘ıtık AÖM yöntemi veri
parça bölümleme uzunlug˘u, M , AdaBoost yöntemi iterasyon
sayısı, T , gizli katman düg˘üm sayısı, nh, s¸eklinde üç parame-
treye sahiptir. Isı haritası grafiklerinde gösterilen sonuçlara
bakarak M ve T ’nin, nh parametresine göre sınıflandırma
performans ölçümüne olan etkisi daha fazla oldug˘u gözlem-
lenmektedir.
Önerilen yöntem, yüksek boyutlu veri setlerinin kar-
mas¸ıklıg˘ını, matrisi alt parçalara ayırarak, AÖM eg˘itim
as¸amasının zorlug˘unu azaltmaktadır. Tablo III ve Tablo
IV kars¸ılas¸tırıldıg˘ında, model karmas¸ıklık göstergesi olarak
düs¸ünülen, nh sayısında azalma oldug˘u görülmektedir. Bu
nedenle, yöntem sadece girdi matrisi karmas¸ıklıg˘ını deg˘il aynı
zamanda model karmas¸ıklıg˘ınında azalmasını sag˘lamaktadır.
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