Managing Consensus-Based Cooperative Task Allocation for IIoT Networks by Pedroso, Carlos et al.
Managing Consensus-Based Cooperative Task
Allocation for IIoT Networks
Carlos Pedroso∗, Yan Uehara de Moraes∗, Michele Nogueira∗, Aldri Santos∗
∗Wireless and Advanced Networks Laboratory (NR2) - UFPR, Brazil
Emails: {capjunior, yumoraes, michele, aldri}@inf.ufpr.br
This work has been accept to the IEEE ISCC2020. Copyright 978-1-7281-8086-1/20/$31.00 ©2020 IEEE.
Abstract—Current IoT services include industry-oriented ser-
vices, which often require objects to run more than one task.
However, the exponential growth of objects in IoT poses the
challenge of distributing and managing task allocation among
objects. One of the main goals of task allocation is to improve the
quality of information and maximize the tasks to be performed.
Although there are approaches that optimize and manage the
dynamics of nodes, not all consider the quality of information
and the distributed allocation over the cluster service. This paper
proposes the mechanism CONTASKI for task allocation in IIoT
networks to distribute tasks among objects. It relies on collabora-
tive consensus to allocate tasks and similarity capabilities to know
which objects can play in accomplishing those tasks. CONTASKI
was evaluated on NS-3 and achieved 100% of allocated tasks in
cases with 75 and 100 nodes, and, on average, more than 80%
clusters performed tasks in a low response time.
Index Terms—Task Allocation, Cooperative Management, IoT
Data, Consensus.
I. INTRODUCTION
The Internet of Things (IoT) is a heterogeneous network
where objects hold various characteristics, such as identity,
physical attributes, computational and sensing capabilities [1],
[2]. For the vast majority of IoT objects, it is important to
reduce the power consumption by communicating or making
certain tasks. Further, objects must evenly share their resources
and cooperate to support a better network performance [3].
Thus, objects that run a set of functions can collaborate to
allocate and realize different tasks [4]. In this context, Indus-
trial Internet of Things (IIoT) has received greater attention [5]
since it focuses on connecting different objects with numerous
capabilities within an industry, enabling thus everyone to work
in a synchronized and organized manner to perform tasks.
The task allocation among IoT objects is an alternative
to deal with the resource heterogeneity of objects that can
perform more than one sensing activity in the network, like
temperature measurement, environment monitoring, position-
ing among others. Industrial services as well as logistics,
inventory control, and machinery synchronization can benefit
from task allocation [6]. Thus, tasks can be allocated by eval-
uating capabilities that each object is capable of performing
within the network [7]. However, IoT is dynamic and typically
has mobile and fixed nodes, and infrastructure varies with the
interactions between objects. A range of objects have limited
resources, low power, low processing and storage capacity,
and loss of connection links [8]. So dealing with this variation
poses challenges regarding the quality of the data generated
by the objects. The poor quality of information available
makes it difficult to interpret by applications. Using object
groupings contributes to network organization, decreased re-
source consumption, and the quality with which information
is disseminated [9]. Thus, the task allocation problem is not
trivial [10] due to the size and configurations that an IIoT
network can achieve [11].
Addressing resource allocation issues to get good perfor-
mance for running tasks among different IoT objects has
been challenging [12]. Factors, like resource scarcity, object
heterogeneity, and environmental dynamics usually struggle
the task distribution management. Resource allocation re-
quired at the devices becomes essential to the fairness of
task distribution among IoT network participants, without
the management of resource allocation multiple nodes will
waste likely resources unnecessarily or even fail at crucial
moments for role definition. A faulty distribution of tasks
leads to flaws in the quality of the information generated
by IoT objects, affecting services as data dissemination and
consequently the applications. Besides, the efficiency of their
maintenance must be ensured so that nodes can provide the
quality of allocated services [13]. Hence, conscious resource
management is needed to better utilize IoT objects, making
everyone work according to their characteristics and functions.
Task allocation services have been studied extensively in
wireless sensor networks (WSN), which usually treats it as
resource allocation. In particular, task allocation collaborate
to improve the life of the network [14]. With the rapid
advancement of IoT networks, task allocation solutions have
also become part of this research scope [4]. Among works
that deal with the task allocation problem, many consider it
through the use of object virtualization in task groups [3]
and distributed consensus [10], [14]. Object virtualization is
used to assign tasks according to the sensing competencies
that each object has and its performance capacity. The main
objective is the optimization of tasks to save resources. As
fair distribution of resources, distributed consensus applies
based on the characteristics of each group of objects in the
network. This approach is mostly applied to networks with
a large number of participants. However, these solutions do
not consider the similarity relationship among objects and
tasks to be performed, as well as the allocation based on the
characteristics of the environment in which the objects are
inserted. Though, it is crucial for IoT to own mechanisms
able to manage task allocation among objects through their
relationships and capabilities for more robust and conscious
management of available network resources.
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This paper introduces a mechanism for supporting the
task allocation service among objects into an IoT network,
called CONTASKI (CONsensus Collaborative Based TASK
Allocation for IIoT). It arranges the network into similarity-
based groups to handle the division of tasks to be allocated.
CONTASKI makes use of a distributed consensus strategy for
decision making about the better tasks distribution for making
a given service. Evaluation on NS-3 simulator has shown
that CONTASKI achieves 100% of allocated tasks in certain
cases with 75 and 100 nodes, and also, on average, more than
80% clusters performed tasks, keeping thus the quality of the
information disseminated by IIoT object.
This paper is organized as follows: Section II discusses the
related work. Section III defines the model and assumptions
taken by CONSTASKI. Section IV describes the CONSTASKI
components and their operation. Section V shows the evalua-
tion methodology and the results obtained. Section VI presents
conclusions and future work.
II. RELATED WORK
The provision of dynamic and distributed services aware of
the resources and capabilities of IoT objects has been the focus
of several works [3], [10], [14], [15]. The adoption of means
of task allocation management enables the maximization of
resource usage among network objects. However, coordinating
the distribution of these resources entails challenges in their
conduct, like assessing the capabilities of objects concerning
tasks to be performed, organizing the network and ensuring
quality of the information provided.
In [14], virtual objects (VO) in an IoT Smart health network
implement a decentralized strategy for allocating tasks where
they negotiate with each other to reach a resource allocation
consensus. However, it does not evaluate the issues of objects
having various capacities and types of interactions and also the
influence of network size. In [3], it is proposed an evolutionary
algorithm based on a heterogeneity recognition heuristic to
ensure greater stability and operational periods of tasks in an
IoT network. The model creates collaboration between the
functions of IoT objects based on the tasks to be executed
and in the selected groups. The algorithm selects objects with
energy levels above the average level of the other task group
members. Thus, group’s virtual objects can perform tasks and
also reduce the energy consumption. But, the model assumes
that few objects are capable of performing all tasks defined
by the network, and only two types of tasks are performed,
restraining the use of the model to networks with multiple
nodes and capabilities.
In [10], a consensus-based heuristic approach to task allo-
cation in IoT with the primary goal of fault tolerance makes
use of the concept of task groups and objects so that in each
task group, objects can be selected as virtual and vice-virtual.
This model assists the best division of tasks between objects,
in way that when a virtual object runs out of energy, the
vice-virtual object takes on the duty of being a virtual object
and the next in the list becomes the vice-virtual object of
the corresponding task group. However, the model requires
periodic hello message exchanges, being costly in communi-
cation, computing, storage, and power overload. In addition,
the capabilities of nodes are not considered, which directly
influence the distribution of tasks. In [16], to deal with the task
allocation issue in IoT, they consider that all objects cannot
interact directly with one another, and make use of gateways
services to be responsible for managing this interaction. Thus,
they have transformed the task allocation problem into an
integration problem with a minimal degree variant in order
to narrow the problem and thus can apply a genetic algorithm
to reduce the time required to allocate tasks. However, the
interaction manager ultimately limits relationships between
nodes, and the information centralization model can cause a
communication bottleneck depending on the network size.
In [15], an algorithm decomposes sensor tasks into dis-
tributed tasks by taking the energy consumption for making
each task and the feasibility of the solution in the assign-
ment of tasks between the sensors. However, the model only
considers a centralizing entity in the distribution of func-
tions, not considering a leader-based network organization
for task distribution between nodes. Although effective in a
dynamic network such as IoT may not be viable given the
standalone scenarios. In [17], it is proposed an algorithm that
uses adaptive task mapping in sensors. It works in parallel
with scheduling based on a genetic algorithm in which both
work in real-time. The algorithms aim to extend network
life by balancing the workload between sensors. However,
by centralizing the entire distribution of tasks, they overload
the transmission channel, as well as inserting a delay in
the delivery of messages, which end up compromising the
synchronization of tasks execution.
III. SYSTEM MODEL
This section presents the network, communication and task
models. The IIoT network takes into account an infrastructure
arranged into clusters, composed of common nodes, leader
nodes, and APs. The task model comprises the task description
and its life cycle. The communication model is responsible for
keeping all the nodes and leaders connected.
1) Network model: An IIoT network composed by a set
of objects denoted by N = {ob1, ob2, ..., obn} in an area
(Xx, Yy). All objects have an unique identifier ID to iden-
tify them in the network. The objects differentiates among
themselves by their capabilities set C = {c1, c2, c3, ..., cn},
processing power, energy and memory. The objects are static
and evenly distributed in an area of the network N with
coordinates {(x1, y1), (x2, y2), ..., (xn, yn)}.
2) Communication model: Communication among devices
happens through wireless medium on a shared asynchronous
channel with packet loss due to noise and object’s positioning.
The system utilizes five different message types. The Capabil-
ityDissemination messages are sent in broadcast to configure
clusters. Leaders send LeaderRegister messages to Access
Point (AP) to register themselves. The AP dispatches a task
using TaskDispatch messages and leaders accept them using
TaskAccept. Finally, leaders disseminate tasks to their cluster
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using LeaderToCluster messages. Further, all objects transmit
in the same transmission channel in order to cluster. Moreover,
the application layer can consume the sensing results using any
application layer protocol, such as CoAP.
3) Task model: Each task represents a sensing demand that
requires different sensing capabilities in order to be performed.
A task T is a set {Tid, C, τ, q} on which Tid is the unique id of
the task; C denotes the set of capabilities needed to complete
the task, τ denotes the discrete time needed to complete it
and q the per-cluster quorum to perform the task. Tasks are
dispatched by the AP who also keeps track of their status
which can be pending, dispatched or completed.
IV. CONTASKI
The CONTASKI architecture is comprised by two modules
called: Cluster Coordination (CCM) and Task Allocation
Control (TACM), as shown in Fig. 1. They act to guarantee
both task dissemination and allocation among objects (nodes)
of the network. The Cluster Coordination Module organizes
the network in clusters and the Task Allocation Control man-
ages the task dissemination among the network participants
according to their capabilities.
The (CCM) module controls the creation and upkeep of the
clusters. It evaluates the neighboring nodes using a similarity
threshold of their capabilities in order to verify if they are apt
to participate in the same cluster. Therefore, when it receives a
CapabilityDissemination message it verifies the identification,
capabilities and number of neighbors. CCM comprises three
components, the component Capabilities Dissemination (CD),
which is responsible for disseminating the CapabilityDissemi-
nation messages with the Id, capabilities and number of neigh-
bors. The Similarity Verification (SV) component receives and
interprets those messages exchanged among the nodes. Finally,
Cluster Management (CM) component manages the cluster
creation using the nodes’ similarity. It is also responsible for
leader selection.
Cluster Management
Capabilities
Dissemination
Similarity
Verification
Role 
Assigner
Task
Verification
Task
Dissemination
Task Operator
CLUSTER COORDINATIONTASK ALLOCATION CONTROL
TaskDispatch
Leader To Cluster Capability Dissemination
Fig. 1. The CONTASKI Architecture
The (TACM) module manages and dispatches the tasks
to the nodes of the IIoT network in order to maximize and
preserve nodes’ resources. It comprises the components: Task
Verification (TV), Role Assigner (RA), Task Dissemination
(TD) and Task Operator (TO). TV oversees which tasks
are to be performed and what capabilities are needed. RA
monitors the tasks to be assigned to the nodes. It employs
collaborative consensus to evaluate which tasks should be
allocated according to each node’s capability. DT dispatches
the requested tasks honoring the capabilities of the nodes.
TO is responsible for receiving and execution of the tasks
disseminated by the group leader. Thus, the task allocation
becomes fare and balanced, and it does not overload the nodes.
A. Cluster configuration
As the network size involves nodes with different capa-
bilities, CCM arranges the network in clusters based on the
leaders in order to create a network infrastructure capable
of allocating tasks. Algorithm 1 describes the cluster coor-
dination module. At first, each node sends a CapabilityDis-
semination message in order to announce its ID, capabilities
(Capabilities), and neighborhood size. There is a random
send interval to prevent simultaneous transmissions. When
receiving a CapabilityDissemination message, receiver updates
its neighbors structure (NeighList), alongside with their
capabilities (NeighCapabilities). The similarity verification
takes into account those structures, being calculated using
cosine similarity. The neighbor can join the cluster when its
similarity is within the threshold. This update procedure hap-
pens dynamically in every node, ensuring each node maintain
its neighbor and cluster structure updated.
Algorithm 1: Cluster configuration
1 procedure SENDCAPABILITYMESSAGE
2 Broadcast(Id,MyCapabilities,Nneigh)
3 WaitInterval()
4 end procedure
5 procedure RECEIVECAPMESSAGE(Id, Capabilities,Nneigh)
6 NeighList← NeighList ∪ Id
7 NeighCapabilities[Id]← Capabilities
8 NeighSize[Id]← Nneigh
9 SimilarityCalculation(NeighCapabilities, Id)
10 end procedure
11 procedure SIMILARITYCALCULATION(NeighCapabilities, Id)
12 NCapabilities← NeighCapabilities[Id]
13 sim =
|MyCapabilities∩NCapabilities|√
|MyCapabilities|∗|NCapabilities|
14 if sim ≥ Treshold then
15 cluster ← cluster ∪ Id
16 SelectLeader(NeighCapabilities)
17 end procedure
18 procedure SELECTLEADER(NeighCapabilities)
19 for neigh ∈ NeighList do
20 if NeighSize[neigh] is the greatest one then
21 ClusterLeader ← neigh
22 if ClusterLeader = SId then
23 SendMessageToAP (SId)
24 end procedure
The leader selection process takes into account both
the number of neighbors and individual capabilities to choose
the cluster leader. After that, the selected leader registers itself
with the AP to guarantee the communication between nodes
and the AP and a better hierarchical network organization.
3
Equation 1 computes the similarity value between two nodes
capabilities, being based on [18]. The similarity takes into
account the node’s own capabilities (Cob1) and the neighbor’s
capabilities (Cob2). The upper part calculates the norm of the
vector that represents the intersection between the capabilities.
The bottom part takes the square root of the multiplication of
the norm of each capability vector.
sim(ob1, ob2) =
|Cob1 ∩ Cob2|√|Cob1| ∗ |Cob2| (1)
B. Task Allocation
The tasks are made available through the AP, where a list is
kept with a set of tasks to be performed. The tasks are sent by
messages directed to the clusters leaders. In order to identify
the leaders, the AP monitors the LeaderRegister messages
and keeps a leader list updated. TACM relies on a network
infrastructure established by the cluster configuration, so that
it runs guaranteeing resource maximization, i.e., allowing the
task dissemination according to the capabilities of each cluster.
Algorithm 2: Task Allocation
1 procedure SENDTASK
2 for task ∈ TaskList do
3 Multicast(ClusterLeaders, Tid, C, τ, q)
4 if WaitConfirmation() then
5 TaskList← TaskList− task
6 end procedure
7 procedure RECEIVETASK(Tid, C, τ, q)
8 if C ⊆MyCapabilities and |cluster| ≥ q then
9 ReplyToAP (SId, Tid, “TaskAccept”)
10 BroadcastToCluster(Tid, τ)
11 end procedure
Algorithm 2 describes the task allocation control between
nodes, how the entities relate to themselves in performing
tasks dispatched by the AP. Initially, the AP holds a list of
pending tasks (TaskList). When dispatching a task, the AP
selects a pending task from the list and sends a TaskDispatch
message to the cluster leaders announcing the task T to be exe-
cuted. After the dispatch, the AP waits WaitConfirmation()
until it receives the confirmation (TaskAccept messages) of
which cluster leaders can perform that task. When at least
one confirmation is received, the AP moves the task out
of the pending task list. When the leaders receive the task
T , they verify if their own capabilities MyCapabilities are
compatible with the capabilities C needed to perform the
task, and if the number of nodes in the cluster is greater or
equal the quorum q needed. Case they meet the criteria, the
cluster leader confirm to the AP with a TaskAccept message
that it will perform the task and disseminates the task to the
cluster. Case the cluster members cannot realize the task, the
leader doesn’t confirm this task with the AP. As the allocation
management acts in a dynamic and collaborative way, together
with the cluster configuration, participants reach a better
task distribution among them. Nonetheless, it is emphasized
that the distributed operation within the network depends on
consensual collaboration between all participants.
C. Operation
Fig. 2 exemplifies the cluster configuration and leader selec-
tion phase. Dashed edges indicate nodes within each other’s
transmission range and thus apt to exchange control messages.
Each node holds its identifier, set of capabilities and number
of neighbors. Each time instant It corresponds to message
exchange for cluster configuration and leader selection. On
instant It1 the group of nodes (A, B, C, and D) share capabil-
ity information and, then, compute the similarity according
to Equation 1. Nodes compute the following similarities:
simA,B =
2√
2∗3 = 0, 81, simA,C = simA,D =
2√
2∗2 = 1,
simB,C = simB,D =
2√
2∗3 = 0, 81, simC,D =
2√
2∗2 = 1.
The minimum similarity is 0.81 and maximum 1. Therefore,
all nodes within that interval are clustered and that cluster
represents nodes with capabilities C1C2.
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𝑪𝟏𝑪𝟐
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Fig. 2. Clustering procedure
On instant It2, the leader selection happens according to the
procedure SeectLeader in Algorithm 1. Since node B scores
the highest number of neighbors, it is selected as leader. With
the Cluster Coordinator operating in this manner, each node
maintains its neighbors’ information updated through message
exchange. The cluster structure determines which nodes in the
spatial neighborhood are seen as members of the same cluster.
It also eases the dissemination of tasks among nodes, because
every leader represents the cluster itself.
The TACM acts considering the clusters are already con-
figured. Once the leader is chosen, it sends a LeaderRegister
message to the AP informing that it represents that region of
the network. The AP has the list of tasks to be performed
and that are allocated according to the application’s priority.
Each task requires a minimal capability set to be performed
and can run for an arbitrary time. Thus, when receiving a task,
the leader verifies the cluster capabilities to make the task. In
case positive, the leader sends a TaskAccept message to the
AP informing that the cluster will perform the task.
Fig. 3 depicts the CONSTASKI operation in the task allo-
cation process between AP and nodes. In the example there
are two clusters Ai and Aj , comprised of nodes (A, B, C
and D) and (E, F, G, H and I), respectively. Each cluster
keeps a leader, Ai = B and Aj = E, responsible for directing
communication with the AP and disseminating tasks among
cluster members. In this way, the AP verifies its set of tasks
and sends the TaskDispatch message with the task T to
cluster leaders. Thus, Leaders B and E will answer with the
TaskAccept message, confirming that their cluster can carry
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out that task. But this is a partial view of the network, in
the occurrence of a cluster that cannot perform that task, it
is sufficient to not send the TaskAccept message. In this way,
all tasks are allocated according to the node capabilities, and
nodes that cannot perform that task wait for a new task round.
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𝑪𝟐𝑪𝟑𝑪𝟒
1
1
1
1
1
Access PointTaskAccept
𝑻𝟐 𝑻𝟑
F
E
I
G1
1
1
1
1
1
H
1
1
𝑨𝒊 𝑨𝒋
𝑪𝟐𝑪𝟑𝑪𝟒𝑪𝟏
𝑪𝟐𝑪𝟑𝑪𝟒𝑪𝟏
𝑪𝟐𝑪𝟑𝑪𝟒
𝑪𝟐𝑪𝟑𝑪𝟒
𝑪𝟐𝑪𝟑𝑪𝟒𝑪𝟏
𝑪𝟐𝑪𝟑𝑪𝟒𝑪𝟏 𝑪𝟐𝑪𝟑𝑪𝟒
𝑪𝟐𝑪𝟑𝑪𝟒
TaskAccept
Fig. 3. Task allocation procedure
V. ANALYSIS
This section shows a performance evaluation of the CON-
TASKI mechanism in order to assess the gains to the man-
agement of all task. We implemented CONTASKI in NS3-
simulator, version 3.29, and make all simulations taking into
account an IIoT scenario similar to a manufacture industry
environment. These objects may vary according to the type
of industry evaluated and their type of function within the
environment. The capabilities found at each object follow
the sensing functions in [19], which consist of temperature,
humidity, presence, light, machine status, pressure and reser-
voir level. The industrial scenario set up involved 50, 75 and
100 nodes evenly distributed in a rectangular area of 200
x 200 meters to create clusters that fit the task distribution,
considering nodes with different sensing capabilities.
The system operates for 800s and over the initial 150s all
nodes warm-up exchanging their capabilities through mes-
sages, followed by the similarity calculation and leader regis-
ter. The AP dispatches 10 tasks from 150s to up 740s. Clusters
perform each task for 60s. In addition, each task has a random
capabilities set, and all tasks require at least the temperature,
humidity and presence capability set. The final capability set
has up to 4 other capabilities between light, synchronization,
pressure and reservoir level capabilities. Nodes communicate
through the IPv6 protocol over an ad-hoc IEEE 802.15.4
network. We also consider that nodes do not present com-
munication failures and, in order to account for packet loss
due to interference and bottleneck, we added a delay of 2ms
for messages exchanged among nodes.
The tasks to be performed are directed to leaders through
the AP, always available, located in the center of the network
and equipped with a strong internet signal to reach all nodes.
The similarity parameter varies from 0.65 to 1, closer to 1,
higher is the similarity between two nodes. The nodes are
set up with varied capabilities. We assess CONSTASKI using
metrics based on [3]: number of clusters (NC), number of
allocated tasks (NAT), clusters apt to perform tasks (CPT),
clusters inapt to perform tasks (CIT) and, latency of accept
time (LAT). The results obtained in all simulations correspond
to the average of 35 simulations with 95% of confidence
interval. A comparative analysis with the work of [3] was not
carried out due to scenario incompatibility since they divide
the network in two clusters and perform only one type of task.
A. Results
Fig. 4 shows the CONTASKI performance for supporting
the cluster formation. NC has a direct relation to the similarity
among nodes that takes into account each capability set and
the capabilities set of their neighbors. Clusters are labelled
as apt and inapt and the differentiation happens on each
task dispatch. Apt clusters can perform the dispatched task,
otherwise, the cluster is considered “inapt”. Also, considering
the static scenario and transmission range of the nodes, they
form clusters with a non-deterministic number of participants.
CONTASKI was able to have an average of CPT with one
or at most two points of difference to NC. Fig. 5 shows the
CPT and CIT in each task dispatch. Each point means a task
being dispatched, dotted lines mean inapt clusters and solid
lines, apt ones. All 10 tasks were dispatched and performed
up to 700s. It is seen that inapt clusters is significantly higher
than the apt ones. Despite that, all tasks have at least one apt
cluster performing them.
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0 100 200 300 400 500 600 700
0
1
2
3
4
5
6
7
8
50N-Apt 50N-Idle 75N-Apt 75N-Idle
100N-Apt 100N-Idle
Time (s)
C
lu
st
er
 e
st
ab
lis
he
d
Warm Up
Fig. 5. Number of clusters over time
Fig. 6 shows the similarity correlation between tasks and
cluster leaders in the seventh round with 50 nodes. This round
exhibited nodes’ capabilities similar to task’s capabilities and
higher amount of leaders. Colored bars means each dispatched
task. Leaders computes similarity between its capabilities
and tasks’ demanded capabilities, and accept the task whose
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similarity equals to one. Fig. 7 (NAT) shows the amount
of tasks dispatched by the AP, which is at most 10. Each
task takes 60s and can be realized by more than one cluster.
Clusters in a scenario with 75 and 100 nodes were able to
perform over 90% of dispatched tasks. The distortion with 50
nodes is due to the small number of nodes and the random
capabilities assigned to them. The randomization make it
unable to guarantee that nodes have compatible capabilities in
relation to the capabilities needed by the tasks. CONTASKI
was able to reach a low LAT, that means the difference
between the task dispatch time and the last accept time as seen
by the AP. This is related to the hierarchical infrastructure
based on cluster leaders. Since the capabilities of leaders
are compatible with the cluster participants, the leader is
responsible for evaluating if the cluster can perform the task
and inform the AP about the acceptance. LAT varies according
to the number of existing clusters and apt clusters for a given
task e.g. with 100 nodes the achieved latency was 35ms, being
smaller than one with 75 nodes, that achieved 43ms. The
smallest latency was 15ms with 50 nodes.
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Fig. 6. Similarity between task and leaders
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Fig. 7. Task allocations and latency in task acceptance
VI. CONCLUSION
This work presented CONTASKI for allocating tasks on de-
vices in an IIoT network. It organizes the network into clusters
based on the similarity of the capabilities of the devices and
the capabilities of the neighboring devices. The mechanism
applies the collaborative consensus to manage and distribute
tasks between the clusters, considering the capacities they
inform. These strategies manage to keep the network organized
hierarchically allowing the participants to act according to their
capabilities. Results show the effectiveness of CONTASKI
by considering the relationship between capabilities and tasks
to be performed by the devices. Also, the high number of
suitable clusters ensures better use of resources, increasing the
quality of the information made available by the devices. As
future work, we intend to evaluate the allocation of multiple
simultaneous tasks between nodes, different contexts of IoT
networks with different types of mobility.
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