Abstract-A number of conditions are characterized by pathologies that form continuous or nearly-continuous spectra spanning from the absence of pathology to very pronounced pathological changes (e.g., normal aging, mild cognitive impairment, Alzheimer's). Moreover, diseases are often highly heterogeneous with a number of diagnostic subcategories or subconditions lying within the spectra (e.g., autism spectrum disorder, schizophrenia). Discovering coherent subpopulations of subjects within the spectrum of pathological changes may further our understanding of diseases, and potentially identify subconditions that require alternative or modified treatment options. In this paper, we propose an approach that aims at identifying coherent subpopulations with respect to the underlying MRI in the scenario where the condition is heterogeneous and pathological changes form a continuous spectrum. We describe a joint maximum-margin classification and clustering (JointMMCC) approach that jointly detects the pathologic population via semi-supervised classification, as well as disentangles heterogeneity of the pathological cohort by solving a clustering subproblem. We propose an efficient solution to the nonconvex optimization problem associated with JointMMCC. We apply our proposed approach to an medical resonance imaging study of aging, and identify coherent subpopulations (i.e., clusters) of cognitively less stable adults.
I. INTRODUCTION
C ATEGORIZING populations with respect to underlying pathologies manifested by structural or functional characteristics and captured by various imaging methods is of importance for diagnostic and prognostic purposes. In this respect, high-dimensional pattern classification has gained significant attention, and has been found to be a promising technique for capturing complex spatial patterns of pathological changes [1] - [7] . The major advantage of these methods is in their ability to provide highly specific and sensitive markers of diseases on an individual basis. Typical classification methods assume that the nosological boundaries between the conditions are distinct and well-defined, which may not always be the case. In various studies, populations of patients are highly heterogeneous, and categorization of subconditions within many diseases is yet to be established. Additionally, a number of diseases are characterized by pathologies that form continuous or nearly-continuous spectra spanning from complete absence of pathology to very pronounced pathological changes. Autism sectrum sisorder (ASD), schizophrenia, mild cognitive impairment (MCI) are but a few examples of conditions where pathologies are highly heterogeneous, as well as form continuous spectra.
Autism Spectrum Disorder (ASD): ASD is a pervasive developmental disorder (PDD) characterized by deficits in language, presence of stereotypic or repetitive behaviors, and social impairments [8] , [9] . While the boundaries between ASD, its comorbidities, and healthy state are blurred, several diagnostic subcategories within ASD were defined: autism, Asperger's disorder, and pervasive developmental disorder-not otherwise specified (PDD-NOS). At the same time, it has been often argued that the Asperger disorder criteria do not work in the clinic [10] , [11] . As the result, there has been an intense debate as to the distinctiveness of Asperger disorder from other subgroups within the autism spectrum [12] . Appropriate computational tools would allow to assess whether Aspergers disorder forms a distinct subgroup within the autism spectrum with respect to, for example, imaging phenotypes. At the same time, it would be preferable to analyze heterogeneity of ASD in a subpopulation where the difference between the underlying subcategories are maximally highlighted. It is, therefore, important to have the ability to automatically identify subpopulations where the distinct subgroups are likely to be discovered. Schizophrenia: There is an intense debate in the schizophrenia research community between the proponents of a categorical disease classification system versus the supporters of a dimensional/syndromal perspective because of 1) the lack of evidence for decisive biological boundaries and 2) the considerable similarities in the clinical presentations and courses of schizophrenic and affective psychoses [13] - [17] . The comparative genetic studies suggest that a considerable degree of neurobiological heterogeneity within the psychiatric diseases blurs the established diagnostic divisions. This hypothesis has 0278-0062/$31.00 © 2012 IEEE been supported by findings of 1) distinct neuroanatomical (endo)phenotypes underlying different psychopathological symptom dimensions in schizophrenia [18] , 2) a significant sexual dimophism in the structural abnormalities associated with the disorder [19] , and 3) a progression of structural brain abnormalities during the course of the disease [20] , [21] . At the same time, the early prodromal state of the disease largely overlaps with depressive syndromes [22] and nonspecific psychopathological phenomena found in the general population [23] . As the result, in order to analyze heterogeneity of schizophrenia, one needs to identify a subpopulation that is not confounded by irrelevant conditions that have similar symptomatic profiles.
Aging: It was shown in the studies of aging that cognitive performance of some older adults may decline gradually at different rates, while some may remain stable for a long period of time [24] . Moreover, some may develop MCI, or even proceed to developing Alzheimer's disease (AD). Additionally, as normal aging increases cognitive heterogeneity [25] , [26] , there is a need to identify aging populations were the heterogeneity is evident and can be discovered using computational approaches. In summary, the above diseases and processes, as well as many others, have the following common properties. 1) There is a degree of severity of associated pathology that may be reflected along several different dimensions (e.g., memory, language, etc.). 2) Regardless of the fact that the boundaries between the healthy state and the diagnosis are blurred, at the extreme end of the disease spectrum there is significant heterogeneity that may manifest itself in the form of different diagnostic or prognostic subcategories.
In the case imaging profiles are driven by the hetergoeneity of the condition, the task of categorizing abnormal imaging profiles becomes two-fold: 1) separate individuals that have relatively normal imaging profiles from those that exhibit pathologies (i.e., individuals with pronounced pathological changes); and 2) disentangle heterogeneity in the pathological (i.e., abnormal) subset. With the identified distinct imaging profiles at hand, one can proceed to analyze them with respect to the diagnostic differences. Fig. 1 shows a schematic diagram of a heterogenous aging population that does not classify well under any specific category, but rather evolves continuously from cognitively normal to cognitively declined along two different pathways (e.g., from normal to mild cognitive impairment (MCI) that remains stable, and from normal to MCI that then evolves to Alzheimer's disease). In the context of aging, cognitively declined subpopulations are characterized by significantly worsened performance over time as estimated during cognitive evaluations. In contrast, the cognitive performance of cognitively stable individuals does not worsen significantly over time.
Following the state of the art in pattern recognition, a standard pipeline would be to learn a classifier that separates a subset of images with pronounced pathological changes, and then to apply a clustering algorithm to discover novel categories within it. However, there are several difficulties in applying standard techniques to categorize abnormal subpopulations. If the ultimate task is to identify coherent subpopulations in the population of diseased subjects, then the pathological population Fig. 1 . Schematic example that might relate to aging. A homogeneous normal population gradually evolving into a heterogeneous cognitively declined population with two distinct clusters (i.e., Diagnosis 1 and Diagnosis 2). Usually, one has confidence in labels corresponding to only the extreme cases (i.e., the people that would have a fairly definitive and reliable diagnosis, such as AD, or else the very healthy). The task is then to build a classification hyperplane such, that the two clusters in the obtained class of cognitively declined individuals can be reliably detected.
has to be selected such, that it is possible to distinguish underlying subpathologies. Classifying individual into normal or abnormal groups with respect to their MRI using existing classification algorithms does not guarantee that the heterogeneity in the abnormal population can be disentangled. Additionally, commonly used brain image classification methods usually assume that categorical labels for all training samples are available and reliable [1] , [27] - [31] . Unfortunately, this is not often the case for those individuals whose imaging profiles are not severely affected, and at the same time show some level of pathology that prevents from unanimously categorizing them as normal. As the result, one can often be confident in only those labels that correspond to the extreme cases (i.e., extreme normal or extreme abnormal).
In this paper, we propose the joint maximum-margin classification and clustering (JointMMCC) method that simultaneously separates a class of images with pronounced pathological changes and finds clusters in the obtained abnormal class. Guided by labels of only the most extreme samples, JointMMCC learns a maximum-margin classifier in such a way, that the obtained class of abnormal images can be clustered by a hyperplane with a large margin (i.e., Fig. 1 ). In order to solve the JointMMCC problem, we describe a cutting plane algorithm that transforms the original optimization problem into a nested set of relaxed subproblems. Each of these relaxed subproblems are in turn solved using the constrained concave-convex procedure [32] . We use our proposed method to cluster magnetic resonance (MR) brain images of cognitively declined aging populations.
The remainder of this paper is organized as follows. In Section II, we provide the background for the proposed approach, and describe our method in Section III. In Section IV, we provide the details of the data used in our study. We report our results in Section V, and conclude the paper in Section VI.
II. BACKGROUND
Categorization of populations with respect to the types of underlying pathologies has been extensively studied earlier, and usually aims at assigning individuals to known diagnostic categories (i.e., normal, mild cognitive impairment, Alzheimer's disease, etc.). In this respect, pattern classification methods have begun to provide tests of high sensitivity and specificity on an individual patient basis, in addition to characterizing group differences. These methods were shown to work particularly well in the task of classifying patient populations from normal cohorts in various clinical studies (e.g., Alzheimer's [7] , [33] - [35] , autism [36] , schizophrenia [37] , etc.). Here, support vector machines (SVMs) [38] offer a solid theoretical framework for designing robust classifiers, and have been widely used in neuroimaging studies. SVM-like methods own their popularity in neuroimaging applications partly due to the remarkable robustness they show in the problems where the number of dimensions is significantly higher than the number of training instances. In fact, SVM have been shown to work well even for the problems where features from all voxels in the brain are used to train a classifier using images of less than a hundred subjects [39] .
At the same time, the potential of more exploratory extensions of SVM, like semi-supervised SVM and maximum-margin clustering, in the context of categorizing brain image sets was largely neglected.
Semi-supervised SVM, originally introduced as transductive SVM (TSVM) [40] , build upon the theory of SVM and consider partially labeled point sets. Given a set of points , where , the first points in are labeled as , and the labels of the remaining points are unknown, the task of finding a separating function , , , within the framework of linear semi-supervised SVM could be formulated as the following optimization problem: (1) where the constants and reflect prior confidence in labels and in the cluster assumption, respectively. Maximum-margin clustering (MMC) further extends the theory of SVM to the unsupervised scenario, where instead of finding a large margin classifier given labels of all data points as in SVM, the target is to find the labeling that would result in a large margin classifier [41] . In other words, if one were to run SVM with the labeling obtained from MMC, the obtained margin would be maximal among all possible labelings. For and , the problem of MMC can be formulated as follows: (2) Both semi-supervised SVM and MMC are originally formulated as nonconvex integer programming problems and are difficult to solve. Building upon the ideas of cutting plane algorithm [42] , a fast training method was proposed for linear SVM in [43] . By using the concepts of cutting plane algorithm and by utilizing constrained concave-convex procedure (CCCP), computationally efficent solutions to TSVM and MMC were proposed by [44] and [45] , respectively. In both cases, the algorithms were shown to scale linearly with the number of data samples, and linearly with the dimensionality of the problem.
The method proposed in this paper combines the ideas of both TSVM and MMC. Our method is most closely related to hierarchical SVM classification approaches [46] , [47] . Similar to hierarchical SVM, the aim of JointMMCC is to separate nested classes (or clusters) using a successive set of maximum-margin separating hyperplanes. However, the work presented herein is, to our knowledge, the first that casts the problems of semi-supervised classification and maximum-margin clustering within a unified optimization framework. In order to solve the Joint-MMCC problem, we extend the cutting-plane algorithm from [44] to the case of joint classification and clustering. We apply our approach to the problem of disentangling heterogeneity in the imaging profiles of normal, yet cognitively less stable, older adults.
III. JOINT MAXIMUM-MARGIN CLASSIFICATION AND CLUSTERING

A. Problem Formulation
In this section, we present the joint maximum-margin classification and clustering (JointMMCC) method that performs semi-supervised classification in such a way, that one of the classes contains two clusters that in turn are separable by another hyperplane with a large margin. In what follows we assume without loss of generality that the two target clusters exist in the positive (pathologic) class. More formally, given class labels for out of data points ( ), we look for a classification hyperplane that assigns datapoints into one of the two classes. At the same time, the classification hyperplane must be such, that there exists another hyperplane separating two clusters within the positive class with a large margin. The JointMMCC problem has the following form:
For simplicity, unless noted otherwise, index runs over , i.e., samples with available class labels, index runs over , i.e., samples with unknown class labels, and index runs over , i.e., all samples.
The third constraint in Problem 3 is similar to that of classical MMC Problem 2. However, in case of JointMMCC the constraint needs to be satisfied only for the points classified as belonging to the positive class. That is, points from the negative class do not affect the parameters of the clustering hyperplane . Clearly, due to its nonlinear and noncontinuous nature the constraint is very difficult to handle in the current formulation. To make the problem tractable, we use an approximated form of the constraint, which leads to the following JointMMCC problem: (4) where in the third constraint is the ramp function defined as follows: (5) and is a large constant that renders the constraint always satisfiable for points not belonging to the positive class. Notice, that is convex function of and .
B. Cutting Plane Algorithm for JointMMCC
The difficulty in solving Problem 4 lies in the fact that we have to minimize the objective function with respect to the labeling vectors and in addition to the hyperplanes parameters and slack variables. To reduce the number of variables involved, similarly to [45] , we reformulate the JointMMCC problem as follows.
Theorem 1: Problem 4 is equivalent to (6) where class labels and cluster labels are calculated, respectively, as (7) and (8) Similarly to a related theorem in [45] , the simple proof of Theorem 1 is achieved by showing that for every the smallest feasible and are identical for Problems 4 and 6, and their corresponding labeling vectors are the same.
By reformulating Problem 4 as Problem 6, the number of variables involved in JointMMCC problem is reduced by . To further reduce the number of variables involved in the optimization problem, we propose the following theorem:
Theorem 2: Problem 6 can be equivalently formulated as (9) and any solution to Problem 6 is also a solution to Problem 9, with . Here, and . Proof: We will show that Problem 6 and Problem 9 have the same objective value and an equivalent set of constraints. Specifically, we will show that for every the smallest feasible in Problem 6 and in Problem 9 are equal. This means, with fixed, and are optimal solutions to problems 6 and 9, respectively, and they result in the same objective function value.
For any given , the , and in Problem 6 can be optimized individually, and the optimum is achieved as (10) (11) (12) Similarly, for Problem 9, the optimal is achieved as (13) Since each and are independent in (13), they can be optimized individually. Therefore (14) Hence, for any , the objective functions for Problems 6 and 9 have the same value given the optimal , and . Therefore, the optima for the two optimization problems are the same.
While Problem 9 has constraints, it has only one slack variable that is shared across all constraints. Each constraint in this formulation corresponds to a sum of a subset of constraints from 6, and a pair of vectors select the subset [43] . Using Theorem 1 and Theorem 2, we can solve problem 9 instead to find the same classifying hyperplane and clustering hyperplane .
Similarly to [44] , [45] , we employ an adaptation of the cutting plane algorithm [42] to solve the JointMMCC training problem. The JointMMCC algorithm keeps a subset of working constraints and computes the optimal solution to Problem 9 subject to the constraints in . The algorithm then adds into the most violated constraint in Problem 9 (i.e., constraint resulting in largest ). In this way, a better approximation of the original JointMMCC problem is constructed by a cutting plane that cuts off the current optimal solution from the feasible set [42] . The algorithm stops when no constraint in 9 is violated by more than . Additionally, we have:
The most violated constraint in Problem 9 can be computed as follows:
Proof: In order to fulfill all constraints in Problem 9, the slack variable can be calculated as follows: (18) Hence, the most violated constraint resulting in the largest could be calculated as in (15)- (17).
JointMMCC algorithm iteratively selects the most violated constraint under current hyperplanes parameters and adds it into the working constraint set until no violation of constraint is detected. If a point fulfills all constraints up to precision , i.e., (19) then the point is feasible [44] . Additionally, in Problem 9, there is a single slack variable that measures the joint classification and clustering loss. As a result, the approximation accuracy of this appropriate solution is directly related to the training loss, and can be used do design a stopping criterion.
Assuming that the working constraint set is , JointMMCC could be formulated as the following optimization problem: (20) Notice, that Problem 20 has only a subset of constraints from Problem 9. Before providing the details of solving Problem 20, we present the outline of the cutting plane procedure for Joint-MMCC in Algorithm 1. (15)- (17). 4) If the selected constraint is violated by no more than , go to step 5; Otherwise set , goto step 2. 5) Return the class labels for unlabeled samples and cluster labels for samples in the positive class using (7) and (8), respectively.
C. Class and Cluster Balance Constraints
In maximum-margin clustering (and semi-supervised classification), a trivially "optimal" solution is to assign all samples to the same class, thus making the resulting margin infinite [41] . To eliminate trivial solutions where one class (or cluster) is either empty or consists of a significantly smaller fraction of data points, following [41] , one may consider the following class balance constraint:
Similarly, we can consider the following cluster balance constraint for JointMMCC: (22) where constants and control the class and cluster imbalance, respectively.
in (22) is the function that returns 1 if the boolean expression is true, and zero otherwise. The sign function in (21) and (22) is nonlinear and complicates the optimization problem. Additionally, nonlinear dependence between and in (22) is difficult to handle. To simplify the optimization procedure, the constraints can be approximated with their relaxed versions that also prevent trivial solutions (23) (24) The relaxation of the cluster balance constraint in (24) is somewhat severe as it may allow the clustering hyperplane to be affected by the samples from the negative class. Nevertheless, in our experiments we found that the constraint serves well the purpose of controlling cluster imbalance while allowing to obtain meaningful clustering results.
D. Optimization Via the CCCP
At each iteration of JointMMCC we need to solve Problem 20 under the current working constraint set . Notice, that the non-convex constraint in (20) is the difference of two convex functions and can be rewritten as (25) where (26) and (27) Optimization problems with concave-convex objective function under concave-convex constraints can be efficiently addressed using constrained concave-convex procedure (CCCP) [32] . Given an initial point , the CCCP computes in the constraint by replacing term with its first-order Taylor expansion in the vicinity of point . As the absolute value components and the ramp function in (25) are nonsmooth functions, the gradient of has to be replaced by a subgradient [48] . Specifically, we need to calculate subgradients of the following types:
, and ,
As a result, solving Problem 20 under the current working constraint set can be achieved by iteratively solving the following quadratic programming (QP) problem: (30) Details on the derivation of Problem 30 can be found in the supplemental materials.
The QP Problem (30) can be solved in polynomial time. Following the CCCP, the obtained solution from the QP Problem (30) is then used as and the next iteration continues until convergence [32] , [48] . Additionally, at each iteration of Algorithm 1, we can initialize the CCCP with the values obtained at the previous iteration of the cutting plane algorithm. Similarly to [44] , [45] , this allows significant reduction in runtime, as in successive iterations Algorithm 1 differs only by a single constraint. The CCCP is summarized in Algorithm 2. 
IV. MATERIALS
A. Dataset
We used our algorithm to cluster populations of aging individuals from the Baltimore Longitudinal Study of Aging (BLSA) [49] which has been following a set of older adults with annual and semi-annual imaging and clinical evaluations. In order to eliminate possible bias due to intra-subject image similarity, we considered only images obtained during the first neuroimaging visit (i.e., baseline images). At the time of development of this paper, the dataset contained 143 baseline images. Seventeen of the considered subjects where diagnosed with MCI over the course of the study. A diagnosis of MCI was assigned by consensus conference if a participant had deficits in either a single cognitive domain (usually memory) or had more than one cognitive deficit but did not have functional loss in activities of daily living. Participants were evaluated at the consensus conference if their Blessed Information Memory Concentration [50] score was greater than three or if their informant or subject clinical dementia rating (CDR) [51] score was 0.5 or above.
1) Cognitive Evaluations:
In conjunction with each imaging evaluation, every individual's cognitive performance was evaluated on tests of mental status and memory. We selected the following four measures for our analysis: the total score from the Mini-Mental State Exam (MMSE) [52] , the immediate free recall score (sum of five immediate recall trials) on the California Verbal Learning Test (CVLT) [53] , and long-delay free recall score on CVLT, and the total number of errors from the Benton Visual Retention Test (BVRT) [54] . We focused on these measures because changes in new learning and recall are among the earliest cognitive changes detected during the prodromal phase of AD [55] . More specifically, we used follow-up cognitive evaluations to estimate the rate of change in cognitive performance. As the above cognitive scores are very noisy, one can have relatively higher confidence in extreme (i.e., very low or very high) rates of changes in cognitive performance that may more reliably indicate whether an individual will decline cognitively or remain stable.
B. Preprocessing MRI Data
All MR images were preprocessed following a mass-preserving shape transformation framework [56] . Gray matter tissue (GM) was segmented out from each skull-stripped MR brain image by a brain tissue segmentation method [57] . Each tissue-segmented brain image was spatially normalized into a template space [58] , by using a high-dimensional image warping method [59] . The total tissue mass was preserved in each region during the image warping, and tissue density maps were generated in the template space. An example of a tissue density map for GM is shown in Fig. 2 . These tissue density maps give a quantitative representation of the spatial distribution of tissue in a brain, with brightness being proportional to the amount of local tissue volume before warping.
C. Dimensionality Reduction
Due to the high computational demand associated with the JointMMCC optimization problem we reduced the dimensionality of the tissue density maps using a wavelet-based data compression approach. For every image, we calculated the Cohen-Daubechies-Feauveau (CDF) 9/7 wavelet transform [60] , which resulted in wavelet coefficients equal to the original dimensionality of the data. We then aggregated wavelet transforms over all available images by averaging the respective wavelet coefficients. We selected indices of the coefficients that corresponded to large absolute average values. The selected indices represent the top-ranked wavelet coefficients. Finally, for a wavelet transform of any given image, we retained only the top-ranked coefficients. In this way, a tissue density map was represented with a small set of wavelet coefficients, that on average have high absolute values.
Note, that our choice of the dimensionality reduction technique is not necessarily optimal for our method. Ideally, one would need to select features that result in the largest classification and (or) clustering margins. Nonetheless, the simple dimensionality reduction step serves the purpose of assessing the potential of our approach.
V. EXPERIMENTS
A. Simulated Experiments
1) Simulated Data:
Simulations allow generation of images that come from precisely known distributions, and to provide a quantitative estimate of the method's performance. In our experiments our goal was to assess the ability of the proposed approach to correctly discover coherent subpopulations of individuals that exhibit abnormal morphological patterns in the brain. To achieve this goal we introduced artificial patterns of volumetric pathology into a subset of available baseline BLSA images. More specifically, we randomly selected 50% of the original images to represent the simulated normal population. The remaining 50% of the images were selected to represent the simulated abnormal population. Half of the images from the selected abnormal subpopulation were further randomly selected to represent the group with "Pathology 1," while the other half of the selected abnormal images were assigned into "Pathology 2" group. We then created two different patterns of brain pathology, each defined by a triplet of spherical volumetric regions. The two patterns of brain pathology where selected such, that the corresponding spherical regions did not overlap. Fig. 3 shows the examples of the volumetric regions that were selected by us to represent two different types of pathology in the brain. By multiplying tissue density values inside the selected spherical volumetric regions by some coefficient one can introduce artificial atrophy in the original brain. Multiplying tissue density values by a coefficient that is close to 1 introduces very slight (i.e., indistinct) atrophy, while multiplication by a value that is significantly different from 1 results in a pronounced atrophy. For a given subject and for a specific severity of the pathology, the multiplication coefficient was drawn from a Gaussian distribution with mean and standard deviation
. The values for the means considered in our simulated experiments where selected to be and allowed to generate 13 levels of pathology. It is therefore expected that a much better clustering accuracy can be achieved in a simulated dataset generated with larger (i.e., very distinct pathology).
Finally, 24 images from the simulated normal subgroup where randomly assigned into the negative labeled set, and 24 images from the simulated abnormal subgroup were randomly selected into the positive labeled group (12 images representing Pathology 1, and 12 images representing Pathology 2). Fig. 4 summarizes the setup of the simulated experiment.
There are several properties of our simulated data that make it particularly suitable for assessing the performance of the clustering algorithm. 1) We perform the simulated experiments on 3D images that match the dimensions of the images in the reallife experiments. 2) For each image and each level of pathology distinctiveness, the multiplication values that are used to introduce the pathology in the spherical regions are drawn from a relatively wide Gaussian distribution, which leads to overlaps between the levels of pathology distinctiveness, and thus allows to simulate a spectrum in the simulated abnormal set of images. This property of the simulated data specifically models studies of patients and healthy control subjects where, for example, the severity of symptoms in patients ranges from mild to severe. 3) Each type of pathology is represented by multiple regions in the brain. 4) Although the simulated data was formed from the data that included MCI subjects, in the simulated experiments we are interested in clustering subjects with respect to the simulated pathologies. As the result, pathology associated with cognitive decline serves as confound in the simulated experiments. In this way, the simulated experiments closely model the real-life clustering problems where the disease-related patterns are confounded by brain changes that are of no particular interest for the problem (e.g., age, gender).
The task of joint classification and clustering is then to discover the two patterns of pathology. In order to achieve this, the method has to simultaneously classify unlabeled abnormal images, as well as to cluster an abnormal population with respect to the two types of simulated pathology. As the result, Joint-MMCC attempts to discover a subset of images with simulated pathologies such that the subset can be reliably clustered.
2) Validating Results: In order to obtain an unbiased estimate of the method's performance, we randomly split the simulated data into the test and training sets, such that half of the simulated labeled and the simulated unlabeled images from the three simulated groups (i.e.,"simulated normal," "Pathology 1," and "Pathology 2") was in the training set, and another half was in the test set. The parameters of the classification/clustering algorithm were then optimized on the training set, and the clustering and classification accuracies were assessed on the test set.
We used a two-stage criterion for parameters optimization. 1) Given the data points classified by the algorithm into the positive class, the cluster where the fraction of images with "Pathology 1" was higher was identified as the Pathology 1 cluster, while the remaining cluster was identified as the Pathology 2 cluster. For the purpose of parameters optimization, the clustering accuracy was then calculated as the fraction of images from the positive class that were assigned correctly into the appropriate clusters. The set of parameters that yielded highest clustering accuracy on the training set was then selected. 2) If two different sets of parameters resulted in the maximum clustering accuracy, then we selected the set of parameters that also yielded higher classification accuracy. Additionally, we discarded any set of parameters that resulted in a clustering solution where one of the clusters contained less than five subjects. Notice, that as the fraction of the correctly clustered images was estimated among all images in the classified abnormal population (which may contain simulated normal images misclassified as abnormal), the solutions where a large number of simulated normal images are classified as abnormal will typically result in a lower clustering accuracy. Therefore, our measure of clustering accuracy biases the parameters estimation toward the solutions that are specific at the cost of lost sensitivity. This is consistent with the expected functionality of the JointMMCC, and thus allows to perform a fair comparison with the alternative methods that perform classification and clustering in a sequence (e.g., SVM and MMC, or TSVM and MMC). The process of randomly assigning subjects into the training and the test sets was repeated ten times, and the average classification and clustering accuracies were estimated. Table I provides the details of the parameter values that where used in the parameter optimization stage of the experiment. As the number of possible parameter combinations was extremely large, we resorted to a greedy optimization of training parameters. The initial values and were set to zeros, while the initial vectors and were selected at random such, that each of the elements in vectors and had absolute value less than , where was the dimensionality of the data (i.e., number of top-ranked features). The precision was selected to be 0.01, however, no more than 20 iterations where allowed in Algorithm 1 if the desired precision was not reached. In addition to the parameters of the JointMMCC algorithm, the application-specific parameters include the number of top-ranked features ( ), and the wavelet decomposition level ( ) in the feature extraction step of the approach.
3) Joint Maximum-Margin Classification and Clustering:
We compared the performance of JointMMCC with the performance of SVM classification followed by a maximum-margin clustering (SVM+MMC), as well as to the sequential application of TSVM and MMC (TSVM+MMC). Although the primary focus of our method is on clustering, which can be performed at the loss of classification sensitivity, we compared the classification performance of our approach with the performances of fully-supervised SVM, as well as with TSVM. Recall, that the parameters of the SVM and TSVM algorithms where estimated jointly with MMC, which biased the parameters estimation process toward the solutions with higher clustering accuracy, possibly at the cost of degraded classification performance. As the result, similarly to JointMMCC, the parameters for the semi-and fully-supervised SVM methods were selected such that the simulated abnormal images were more likely to be misclassified as simulated normal than vice versa. Tables II-IV present the medians of the parameters estimated for the three approaches for different distinctiveness levels of the simulated pathology as modeled by the mean of the Gaussian distribution from which the multiplication coefficients used to introduce pathologies were drawn. The tables also provide the median parameter values over all levels of distinctiveness. Fig. 5 shows the mean classification accuracy obtained using the proposed JointMMCC approach, semi-supervised SVM, and fully supervised SVM in relationship to the distinctiveness of the simulated pathologies. Additionally, Figs. 6 and 7 show the specificity and the sensitivity of the three methods. The specificity and the sensitivity were calculated, respectively, as and , where is the number of true positives, is the number of false positives, is the number of true negatives, and is the number of false negatives.
Overall, Fig. 5 suggests that there is no noticeable difference in classification performance between the three approaches. As expected, the specificity of the approaches was higher than the sensitivity, which in the case of SVM+MMC and TSVM+MMC is likely due to the choice of the clustering-based parameters optimization criterion.
While the classification accuracy reflects the ability to correctly identify the abnormal subpopulation, the clustering accuracy reflects the potential to discover clusters in the abnormal cohort, and is the main focus of the method. Fig. 8 shows clustering accuracies achieved using JointMMCC, as well as by using SVM (or TSVM) to identify the abnormal subpopulation, and then by applying MMC to cluster the abnormal set. The clustering accuracy was calculated as the accuracy of correctly assigning images from the obtained abnormal class into the two clusters. Recall, that given our measure of clustering accuracy, incorrect classification of simulated normal images into the abnormal class will reduce the clustering accuracy.
The result in Fig. 8 suggests that once the clustering accuracy is beyond chance, the clustering accuracy obtained using JointMMCC is superior to that of the SVM+MMC and TSVM+MMC. Importantly, there is no consistent clear preference between the two alternative methods, with TSVM+MMC performing somewhat better than SVM+MMC on the datasets where the simulated pathology is moderately distinct.
In order to summarize the overall classification and clustering performance of the approaches, Fig. 9 shows the average between the classification and clustering accuracies as a function of pathology distinctiveness. The results suggest that, for the problem addressed in this paper, the JointMMCC algorithm performs on a par with or better than the approaches performing classification and clustering in two disjoint stages. Fig. 9 . Average between the classification and clustering accuracies as a function of pathology distinctiveness. The results are shown for JointMMCC, as well as for the application of SVM (or TSVM) to identify the abnormal population, followed by MMC to discover clusters within it. The 95% confidence intervals are also shown. Fig. 10 . Accuracy of assigning abnormal images into clusters as a function of pathology distinctiveness. The measure considers only the simulated abnormal images that were also classified as abnormal. The results are shown for Joint-MMCC, as well as for a the application of SVM (or TSVM) to identify the abnormal population, followed by MMC to discover clusters within it. The 95% confidence intervals are also shown.
Finally, Fig. 10 presents the accuracy of assigning pathologies into clusters, which was calculated as the fraction of the simulated abnormal images in the obtained abnormal class that where correctly assigned into the two clusters. In contrast to the clustering accuracy shown in Fig. 8 , the accuracy of assigning pathologies into clusters is not affected by the normal images that where incorrectly classified as abnormal.
B. Clustering Cognitively Declining Older Adults 1) Setup for the JointMMCC:
The main task in our experiment is to discover clusters of images in the cognitively declined subpopulation (as defined via the rate of change in CVLT Fig. 11 . Setup of the experiment for clustering cognitively less stable populations. score), given only a limited amount of labeled information about the cognitively most stable and least stable cases. The task is two-fold and involves both classifications of unlabeled data into "cognitively stable" and "cognitively declined" groups, as well as clustering into two clusters the imaging profiles of the subjects whose profiles are similar to those of the cognitively declining subjects. Fig. 11 shows the setup of the joint classification and clustering as applied to the problem of finding coherent subpopulations in cognitively less stable adults. The cognitively most stable labeled subset was formed from images of 25 subjects who where not diagnosed with MCI during the course of the study and had the highest slopes of CVLT Immediate Free Recall scores. Similarly, images of 25 subjects who where not diagnosed with MCI during the course of the study and had the lowest slope scores were assigned into the labeled cognitively least stable subset. The slope of the CVLT score represents the rate of cognitive decline, and lower slopes of the score indicate higher rates of decline. The remaining 93 subjects were unlabeled. Similarly to the clustering approach [61] that was applied to the same study, the 17 subjects who where diagnosed with MCI at some point during the study were considered to be the seeded subjects that served the purpose of interpreting the clustering results. It has to be noted that while we focused solely on CVLT to define a "cognitively declining" population, more stringent diagnostic criteria could be more appropriate.
The brain regions of most significant voxel-wise differences between the most stable and least stable subjects are shown in Fig. 12 . None of the regions survived correction for multiple comparisons, which may be due to the relative small sample size. Several regions of relatively reduced volumes of GM in least stable subjects compared to most stable population are evident, including the temporal, parietal and medial frontal cortical regions. The inverse contrast in Fig. 12 shows increased periventricular gray tissue in least stable subjects.
In general, the patterns of regional differences in Fig. 12 are consistent with previous studied pointing toward accelerated change with age for frontal gray matter, superior, middle, and medial frontal, and superior parietal regions in MCI subjects [62] . In addition, age-related loss of brain tissue has been observed for occipital regions in the past [49] , although the frontal Fig. 12 . Voxel-wise differences in baseline images of the subjects in the cognitively most stable and least stable subpopulations. The colormap shows -statistic and was thresholded at . (Differences thresholded at are provided in the supplemental materials). and parietal regions have been shown, in general, to exhibit greater rates of decline in cortical thickness than temporal and occipital areas [63] .
2) Joint Classification and Clustering: As we mentioned earlier, 17 out of 143 BLSA subjects considered in our experiments were diagnosed with MCI at some point during the study. In the absence of ground truth data, as it is often the case in the exploratory clustering analysis, one needs to have certainty in the stability and reproducibility of the clustering configuration before attempting to interpret the results. To ensure that the clustering results are stable with respect to the labeled data, we designed a leave-one-out (LOO) cross-validation procedure shown in Fig. 13 . In our experiments, at each run of the LOO procedure we left out one of the labeled images, and performed joint classification and clustering. When performing joint classification and clustering using different subsets of the labeled images, we observed that one of the two obtained clusters usually contained a large majority of the subjects that converted to MCI. In particular, on average 74% of the MCI subjects in the cognitively declining class where assigned into one of the clusters. We identified the cluster that contained most of the BLSA-converters as "MCI-like cluster." The other cluster was identified as the "Non-MCI cluster." We then applied a voting procedure to aggregate the classification and clustering results over all runs of LOO cross-validation.
Following the results of the simulated experiments that were performed on the images simulated from the real-life dataset, the parameters of the algorithm were selected based on the median overall parameter values in Table II . As the result, we used the possible parameter values in Table I that were closest to the median overall parameter values in Table II, and selected the  following:  ,  ,  ,  ,  ,  , , and . It is worth mentioning that while the simulated data was generated from the real images, the parameters selection was performed on a task of clustering populations with artificial pathologies, which is different from the current experiment. In our implementation it took approximately 30 s to complete the maximum allowed 20 iterations of the CCCP in Algorithm 2. Fig. 13 . LOO evaluation scheme used in the real-life experiments. At each run of the LOO we remove one labeled image from the experiment. We then apply our JointMMCC algorithm to obtain a classification hyperplane that separates cognitively more stable and cognitively less stable subjects, as well as a clustering hyperplane that identifies clusters in the cognitively less stable subpopulation. The cluster containing most of the seeded MCI subjects is identified as the "MCI-like cluster." The other cluster is identified as the "Non-MCI cluster." The classification and clustering results are aggregated over all LOO runs. As the result, unlabeled BLSA subjects were classified into "cognitively stable" or "cognitively declined" classes, and images from the "cognitively declined" class were assigned into "MCI-like" or "Non-MCI" clusters. Table V shows the differences in the distributions of cognitive scores at baseline, as well as slopes of cognitive evaluations, in cognitively stable and cognitively declined classes as estimated using the Wilcoxon signed ranks test. -test was performed only for the case where the distribution passed the test for normality at 5% significance level as assessed via the Kolmogorov-Smirnov test (i.e., slope of CVLT List A Sum). Fig. 14 shows -statistics that signify voxel-wise brain difference between the obtained two classes. The regions of reduced GM in cognitively declined individuals relative to the cognitively stable population include the hippocampus, amygdala, and entorhinal cortex, much of the temporal lobe GM and the insular cortex (especially the superior temporal gyrus), posterior cingulate and precuneous, and orbitofrontal cortex. The inverse contrast in Fig. 14 shows increased periventricular gray tissue in cognitively declined subpopulation. Notice, that the voxel-wise differences in the groups identified by the classification component of JointMMCC are more pronounced than the differences between labeled groups in Fig. 12 .
As we mentioned earlier, clustering the abnormal images results in two clusters: MCI-like cluster and non-MCI cluster. Table VI shows the differences in the distributions of cognitive scores in MCI-like and non-MCI clusters. Fig. 15 shows -statistics that signifies voxel-wise brain difference between the obtained two clusters. The regions of reduced GM in individuals from the MCI-like cluster relative to non-MCI cluster include a number of temporal, parietal, occipital and occipitemporal and medial cortical regions. The inverse contrast in Fig. 15 shows increased periventricular gray tissue in the MCI-like profile. The results indicate that images in the MCI-like cluster potentially reflect much more pronounced tissue loss than was observed in general cognitively declined population in Figs. 14 and 15.
VI. DISCUSSION AND CONCLUSION
In this paper, we presented a method for disentangling heterogeneity in imaging profiles that are characterized by spectra of underlying pathologies. Our approach is designed to address several major challenges that are characteristic of a variety of imaging studies: 1) heterogeneity of diseases; 2) absence of clear nosological boundaries between subconditions; and 3) uncertainty in categorical labels. Our method attempts to find coherent subsets of images with respect to the underlying pathologies by incorporating clustering. At the same time, by incorporating semi-supervised classification our approach is able to identify a pathological image set in a way that the heterogeneity in the pathological cohort can be reliably disentangled, and works even if the reliably labeled data is not available. In contrast to the approaches attempting to discern the known subcategories of imaging profiles, our focus was on identifying the unknown subcategories of images, that in turn may relate to diagnostic subcategories within the condition.
The necessity to identify a clusterable pathological subopulation is particularly pressing in the problems where the boundaries between healthy and pathological states are blurred. The main assumption of our method is that the more pronounced the pathology is, the easier it is to disentangle the underlying heterogeneity in the imaging profiles. While in this paper we focused on two-cluster problems, the method can be extended to multi-cluster analysis. Our simulated experiments, as well as the consistent results of our approach in the imaging study of aging, show that for the task of clustering image sets characterized by spectra of pathologies it is important to identify a pathological population that is clusterable.
In our approach, the classification hyperplane between the abnormal and normal cases is found in a semi-supervised manner. As the result, the classification decision boundary may be pushed out of the lowest density area in order to obtain an abnormal subpopulation where a large clustering margin can be found (which is a desired property). Intuitively, the method attempts to discard some abnormal images in such a way that the remaining abnormal set is clusterable. As a consequence, the method tends to increase the specificity of the classifier, while decreasing the sensitivity. As the semi-supervised classification hyperplane determines the abnormal image set, the optimal clustering hyperplane changes depending on the position of the classification hyperplane. This balancing between the classification margin and the clustering margin is controlled primarily by the constant .
Although our focus was on medical image analysis, our method is general and can be applied to other exploratory clustering problems where there is an expectation to find clusters at an end of a spectrum. Moreover, in medical image analysis, the method is not limited to the clustering of brain images. An obvious biomedical application of our method would be in the analysis of abnormal tissue subtypes in the cases where the differences between the normal and abnormal tissue are not always distinct.
Currently, our method is designed for two-cluster problems. While clustering methods with known number of clusters still fall under the umbrella of unsupervised learning methods, assuming that there are two clusters in the data is a form of prior knowledge. However, even in its current form, our method can be viewed as the means to test the hypothesis that there are two distinct imaging profiles in the data, which in turn can provide a valuable insight into the heterogeneity of the condition. Moreover, the method can be extended to a multi-cluster scenario following, for example, the multi-class clustering formulation and the cutting plane algorithm of [64] .
The application of this paper was in clustering cognitively declined aging populations. The problem of analyzing populations of normal older adults is particularly challenging due to the absence of clearly defined categorical labels, unreliability of cognitive evaluations, and heterogeneity of the data. Nonetheless, our method was able to identify imaging profiles characteristic of a subpopulation that is likely to exhibit cognitive decline in the future. It can be expected that, eventually, some of the older adults will be diagnosed with MCI (or even AD), while others will only exhibit cognitive decline associated with normal aging. As the result, it is likely to find two different trajectories of aging in the cognitively declining population. However, as all subjects in our population are healthy (with the exception of the few MCI subjects whom we used as seeding points to accumulate clustering results within the cross-validation), it is difficult to select a proper population of cognitively declining individuals that can be readily analyzed using clustering.
Earlier studies have suggested that verbal memory decline and impairment are evident years before a diagnosis of dementia [55] , [65] . Additionally, performance on the CVLT has been specifically implicated in predicting future dementia type and discriminating between normal aging, MCI, and dementia [66] , [67] . In this paper, we applied our method within a population of normal individuals who lacked a clear diagnostic or prognostic categorization. We therefore used CVLT as a surrogate for the diagnostic category assignment. At the same time, it has to be noted that while CVLT was shown to have a predictive value, it is not sufficiently specific and sensitive, and other measures could have been used in place of CVLT. Moreover, with the exception of the relatively few extreme cases, it is difficult to tell with certainty if a given subjects is cognitively declining, as the longitudinal CVLT scores used to determine the rate of cognitive decline are extremely noisy. Hence, one ends up having very few labeled and a much larger set of unlabeled samples. This scenario is common in other studies where there are many subjects with mild forms of the condition of interest and only few extreme cases. It has been also shown earlier that including unlabeled data within TSVM can lead to better classification performance of medical images than when training a supervised classifier using only the labeled information [68] . Together, this points toward the potential benefits of semi-supervised classification and clustering in the analysis of older normal populations.
In our analysis, we were able to address the heterogeneity of the cognitively declined subpopulation by identifying two distinct clusters that have significantly different phenotypic, as well as cognitive, profiles. The discovered two clusters were significantly different with respect to the cognitive performance. One of the clusters had relatively more pronounced MCI-like phenotypic profile accompanied by significant gray matter tissue loss in a number of temporal, parietal, occipital and occipitemporal and medial cortical regions. This MCI-like profile of one of the obtained clusters was further confirmed by the fact that a majority of the subjects who were actually diagnosed with MCI later during the study in fact belonged to that cluster.
The imaging profile of the MCI-like cluster was consistent with the longitudinal pattern of regional brain volume change that have been observed for MCI and normal aging. In particular, it has been shown in the past that MCI subjects exhibit accelerated volumetric changes in ventricular CSF, temporal gray matter, and orbitofrontal and temporal association cortices [62] .
In a previous attempt to analyze the heterogeneity of normal aging it was shown that clustering images of the entire population of healthy older adults reveals a hierarchical structure of the image set, where a healthier subpopulation forms a dense cluster, and the remaining, highly heterogeneous subpopulation forms a rather disperse cluster, which in turn is comprised of a smaller more homogeneous subcluster of relatively healthier subjects and a more disperse subcluster of relatively worse performing subjects, and so on [61] . This result can be viewed as the evidence of the spectrum-like structure of the space formed by the MRI scans of healthy older adults. At the same time, it has been shown that normal aging increases cognitive heterogeneity [25] , [26] , and, therefore, there is a need to identify aging subpopulations were the heterogeneity is evident and can be disentangled. To achieve this, our method identified an image set that represented subjects with the declining cognitive performance (as assessed via CVLT), while ensuring that the image-based heterogeneity within this cognitively declining cohort can be disentangled. The patterns of tissue loss in the images from the cognitively declining subset as compared to the cognitively stable subset were consistent with the patterns of tissue loss in the pathological subpopulation identified via clustering in [61] , and included temporal, parietal and medial frontal cortical regions. At the same time, our analysis goes beyond pointing toward the spectrum-like structure of the MRI in the aging population, and suggests that the cognitively declining population can be characterized by two distinct imaging profiles, one of which is similar to the imaging profile of MCI.
In addition to identifying a clusterable subset of more pathological MRI, our results signify the challenge associated with the uncertainty in the labeled information. In particular, it would be reasonable to expect the voxel-wise differences in baseline images of the subjects in the cognitively most stable and least stable subpopulations to be more evident than the difference between any other cognitively stable and cognitively declining subpopulations (since the most stable and most declined subpopulations exhibit extreme rates of cognitive decline as assessed via cognitive evaluations). However, Fig. 14 and the respective figures in the supplemental materials show that, guided by the few labeled instances, our method identified subpopulations exhibiting regional group differences that are more pronounced than the differences between the labeled subjects. This particular result suggests that the labeled subpopulations identified with respect to the extreme rates of change in CVLT may not in fact represent populations with the extreme pathological changes in the brain. At the same time, the differences between the most stable and least stable subpopulations, as well as the differences between the stable and declining subpopulations identified by the method, were consistent with the existing picture of cognitive decline [49] , [62] , [63] .
It has to be mentioned that while the presence of sub-pathologies may imply differences in etiologies and possibly distinct pathological processes, they may not be discernible depending on the biological specificity of the imaging technique. In some cases, it may be more appropriate, to focus on the differences in pathological paths or timecourses, and possible co-morbid effects that may be discernible using the available imaging data. Moreover, when using an exploratory technique (like clustering), it is difficult to predict whether the heterogeneity in the population can be disentangled using the specific computational tool. At the same time, in the case of analyzing the normal older population we discovered that there may be two imaging profiles in the less cognitively stable population, and one of these profiles is associated with mild cognitive impairment. Had we not discovered any clusters in the population, the results would have suggested that there are either no distinct subgroups in the data, or that the MRI modality is not suitable for capturing the underlying group differences.
While in our experiments we analyzed baseline neuroimaging evaluations of older adults, we used follow-up cognitive evaluations to identify labeled subjects that are likely to decline cognitively in the future. Alternative strategies can be employed to select the extreme normal and extreme abnormal subpopulations if follow-up evaluations are not available. For example, when studying heterogeneity of MCI populations in relation to progression to Alzheimer's disease, the two labeled extreme populations can be formed from healthy subjects and subjects diagnosed with AD, while subjects with MCI may be unlabeled. Similarly, in the studies of ASD, the extreme labeled subpopulations can be identified based on the performance along one of the relevant dimensions (e.g., learning, social skills).
Studies of ASD and schizophrenia are two additional applications that can be studied using our approach. Both ASD and schizophrenia are characterized by blurred boundaries between the normal and diseased states, and by significant heterogeneity of the pathological populations, which fit well into the formulation of JointMMCC. At the same time, while our framework is based on the soft-margin versions of maximum margin classification and clustering, and thus allows to handle the outliers methodologically, a postanalysis of the mislabeled images with respect to external nonimaging information would be enlightening. However, in the exploratory application considered in this paper we are not able to identify outliers as our population of healthy adults lacks predefined diagnostic subcategories. In this respect, identification and analysis of outliers in the studies of ASD and schizophrenia would be more straightforward. We are currently working on applying the proposed approach to studies of these two diseases. Additionally, extending our method to longitudinal studies and to analyzing timecourses of pathological changes is a very promising direction. However, there are methodological challenges that have to be addressed before the current method can be applied to longitudinal data.
