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Abstract
The paper is concerned with hierarchical structures in subshifts over a 'nite alphabet. In
particular, we present a hierarchy-based approach to Sturmian systems. This approach is then
used to characterize the linearly repetitive Sturmian systems (among the Sturmian systems) by
uniform positivity of certain weights. More generally, we discuss various bounds on weights and
their relationship.
Finally, we combine hierarchies and bounds on weights to study a thermodynamic formalism
for lattice gas models associated to arbitrary linearly repetitive subshifts.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 52C23; 37A30
Keywords: Sturmian systems; Hierarchies; Weights; Uniform ergodic theorems; Lattice gas models;
Quasicrystals
1. Introduction
Since they were 'rst studied in [18,36], Sturmian words and Sturmian dynamical
systems have attracted a lot of attention in many 'elds of mathematics, physics and
biology (cf. [2,33] for details and further literature).
After the discovery of quasicrystals [38] Sturmian dynamical systems became par-
ticularly attractive to mathematical physicists (see for instance [1,5,10,21,25,39]), as
they can serve as simple models for one-dimensional quasicrystals. In fact, the two
main examples of one-dimensional quasicrystals are Sturmian dynamical systems and
substitution dynamical systems.
Of particular interest in this 'eld are random Schr?odinger operators associated to
quasicrystals as well as lattice gas models on quasicrystals. Both the study of the
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operators and the study of the lattice models strongly rely on hierarchical structures
and on (sub)additive ergodic theorems. Here and in the sequel the term ‘hierarchy’
is used in a very broad sense to denote any (possibly very weak) form of self-
similarity.
Moreover, there is of course an intrinsic interest in hierarchies and (sub)additive
ergodic theorems for these systems, as these are important features of a dynamical
system.
In the case of substitutional models, these topics have been investigated, e.g. in
[10,11,16,17,19,20,34]. For Sturmian models a comparable investigation seems still be
missing. It is the aim of this paper to provide such a study.
The approach given below is an important ingredient in the investigations of random
Schr?odinger operators associated to Sturmian systems (cf. [28,6–8]). There, it is used
to show uniform singular continuous spectrum for these operators. It also allows one
to study the index of a Sturmian sequence [9] (see [23,35,40] for a study of the index
as well). In fact, the investigation of random operators strongly relies on exhibiting
(suGciently many) powers in a Sturmian sequence.
While we were clearly motivated by the application to random operators when de-
veloping the point of view given below, this point of view can also be used to study
lattice gas theory on Sturmian systems. It is this application to lattice gas theory that
we particularly focus on in this paper. Several aspects of lattice gas theory on aperiodic
systems have been investigated in the past. Here, we will be concerned with the ex-
istence of thermodynamic quantities and their relationship. This has been investigated
for tilings associated to primitive substitutions (in arbitrary dimensions) in [16,19]. For
other types of systems such a study is still missing. As discussed in [16], the missing
of such a theory is due to the lack of a suitable form of hierarchy.
As shown below it turns out that the hierarchy induced by return words provides
a natural framework to set up a lattice gas theory for linearly repetitive subshifts
(cf. Remark 1(a) for further information on linearly repetitive subshifts and their
relevance).
In the Sturmian case, there is actually an even more direct approach to this hierarchy.
This is discussed in Section 5. This hierarchy allows one to carry over the lattice gas
theory of [16,19] to Sturmian systems (with bounded continued fraction expansion).
To do so, one needs also information on certain weights and on certain ergodic-type
theorems. As weights and such theorems are, of course, of independent interest in the
study of dynamical systems, we have devoted some space to their study.
As already mentioned, our primary objective is a treatment of Sturmian systems.
However, the methods developed below are not restricted to Sturmian systems. They
are in fact applicable to quite general subshifts. For this reason our setting involves
arbitrary minimal subshifts over a 'nite alphabet. The Sturmian case is then discussed
as a special example.
To summarize, the main objectives of the paper are
(O1) to investigate the hierarchic framework provided by return word decompositions;
this includes in particular a simple hierarchy based approach to Sturmian dynam-
ical systems,
(O2) to investigate weights on subshifts,
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(O3) to use the hierarchic point of view to study ergodic theorems,
(O4) to establish existence of thermodynamic quantities and to study their relationship
for a certain class of subshifts.
Here, the framework developed in (O1) and (O2) allows us to follow the work of
Geerse and Hof [16] quite closely, when studying (O3) and (O4). Let us, therefore,
now discuss only the 'rst two points, (O1) and (O2), in more detail. The discussion of
lattice gas theory and ergodic theorems will be deferred to the corresponding sections.
We study subshifts (; T ) over the 'nite alphabet A. This means that A is 'nite
equipped with the discrete topology and  is a closed subset of AZ invariant under the
shift operator T :AZ→AZ, (Ta)(n)≡ a(n+1). Here, AZ is given the product topology.
A subshift (; T ) is called aperiodic if there does not exist !∈ and p∈N with
Tp!=!.
Sequences over A indexed by some (possibly unbounded) interval in Z can be
considered as words. We will do so and freely use standard concepts from the theory
of words ([12,32]). Note that words can be 'nite or in'nite depending on the size of
the underlying interval.
Let Sub(w) denote the set of subwords of w, and 
 the empty word. The number of
occurrences of v in w is denoted by ]v (w) and the length |w| of the word w=w1 · · ·wn,
wi ∈A, is given by n. For a dynamical system (; T ), the set W≡W() of 'nite
words associated to  is given by W≡ ⋃!∈ Sub(!). The restriction wI of a word
w to an interval I = [a; b) with a; b∈Z is given by wI ≡w(a) · · ·w(b− 1). If the limit
lim|w|→∞ |w|−1 ]v (w) exists, it is called the frequency of v and denoted by f(v). For
a 'nite set M , we de'ne ]M to be the number of elements in M . Finally, recall that
a 'nite word w is called primitive if it cannot be written as w= vp with p¿2. In the
sequel, 'nite words will be denoted by small latin letters and a typical element of ,
which is an in'nite word, will be denoted by !.
We will be particularly interested in Sturmian dynamical systems. They are de'ned
as follows. Fix an irrational ∈ (0; 1) called the rotation number. Then, we de'ne
((); T ), the Sturmian system with rotation number , by
() ≡ {! ∈ {0; 1}Z : Sub(!) ⊂ Sub(c)};
where c is given by
c(n) = [0;1−)(nmod 1); n¿ 1;
and M denotes the characteristic function of M . The hierarchies we use are those
induced by decomposition in return words with respect to a sequence (un) (cf. Sec-
tion 2). In the Sturmian case there is a canonical choice for this sequence. This will be
explored in Section 5. By a weight we mean expressions of the form (]v (w)=|w|)|v|
and suitable limits of such expressions. Several types of bounds on weights play an
important role in the study of subshifts. They will be introduced next.
(LR) A subshift is said to satisfy (LR) (linear recurrence or linear repetitivity) if
there exists a constant CLR with ]v (w)¿[|w|=CLR|v|], for all v; w∈W. Here, [a]
denotes the smallest integer not exceeding a∈R.
(PW) A subshift is said to satisfy (PW) (positivity of weights) if there exists a constant
CPW¿0 with lim inf |w|→∞ (]v (w)=|w|)|v|¿CPW for v∈W arbitrary.
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(BW) A subshift is said to satisfy (BW) (boundedness of weights) if there exists a
constant DBW with (]v (w)=|w|)|v|6DBW for all v and w in W.
Some indication on the relevance of these conditions is given in the following
remark.
Remark 1. (a) Systems satisfying (LR) have attracted a lot of attention during recent
years [12–14,27]. In particular, Durand gives a constructive characterization in terms of
primitive S-adic systems in [13]. Lagarias and Pleasants [27], argue that these systems
(and their higher-dimensional analogues) can be seen as models for perfectly ordered
quasicrystals. Thus, they play an important role in the study of quasicrystals.
(b) Let us also mention that the de'nition of (LR) given above actually means
that the gaps between two consecutive occurences of an arbitrary word v∈W in an
arbitrary word w∈W are bounded by C|v| with a suitable constant C (and this is how
(LR) is de'ned in [13]).
(c) In [29] it is shown by the author that (PW) is equivalent to the validity of
a uniform subadditive theorem, i.e. to the existence of the limit lim|w|→∞ F(w)=|w|
for every F :W→R with F(xy)6F(x) + F(y). Such functions arise in the study of
random operators and of lattice gas models associated to subshifts (see below). This
immediately gives that (PW) (and thus (LR) as well) implies unique ergodicity. In
fact, it had already been shown in [13] that (LR) implies unique ergodicity. Moreover,
it is well known that minimality of the subshift is equivalent to boundedness of the
gaps between two consecutive occurences of arbitrary words [37]. This, in turn, can
easily be seen to be equivalent to lim inf |w|→∞ (]v (w)=|w|)|v|¿0 for every v∈W.
Thus, we have the following implications
(LR)⇒ (PW)⇒ (SE):
Here, (SE) denotes strict ergodicity, i.e. minimality and unique ergodicity.
Before we can state some of our main results, we need two more de'nitions.
(HP). A subshift is said to satisfy (HP) (a highest power condition) if there exists an
N ∈N such that xn ∈W implies n6N .
It is well known that an aperiodic subshift satisfying (LR) satis'es (HP) as well [13]
(cf. proof of Theorem 1 as well).
Furthermore, recall the de'nition of the lower maximal 'nite-word complexity func-
tion C− :N→R given in [15], viz
C− (n) ≡ min{C(w) : w ∈W; |w| = n};
where C(w)≡ max{pw( j) : j=1; : : : ; |w|} and pw( j) is the number of factors of length
j in w. (Our notation is slightly diOerent from that of [15]: If  is generated by a
one-sided in'nite word U , i.e. ≡{! : Sub(!)⊂Sub(U )}, we have C− =C−U , where
C−U is de'ned in [15].)
D. Lenz / Theoretical Computer Science 303 (2003) 463–490 467
The following theorem holds.
Theorem 1. Let ((); T ) be a Sturmian dynamical system with rotation number .
Then the following are equivalent:
(i) The rotation number has a bounded continued fraction expansion.
(ii) The system ((); T ) satis7es (LR).
(iii) The system ((); T ) satis7es (PW).
(iv) The system ((); T ) satis7es (HP).
Remark 2. (a) The equivalence of (i), (ii) and (iv) were known already [3,13,27,35].
However, for completeness reasons and as they easily follow from our approach, we
have included these equivalences in statement and proof of the theorem. Note, in
particular, that we get a simple proof of the equivalence of (i) and (iv). This was
shown by Mignosi [35] and later with a diOerent proof by Berstel [3]. In fact, the
approach developed below can be used to precisely calculate the index of a Sturmian
sequence [9] (cf. recent work of Justin and Pirillo [23] and of Vandeth [40] as well
for study of the index).
(b) As mentioned in (a) the main content of the theorem is the equivalence of (LR)
and (PW) for Sturmian systems. This is of particular interest as the implication (LR)
⇒ (PW) holds for arbitrary systems. The abstract reasons for the inverse implication
holding for Sturmian systems are currently under investigation.
Along our way, we also give a discussion of (HP). Here, our result is as follows.
Theorem 2. Let (; T ) be a subshift over A. Then the following are equivalent:
(i) The condition (HP) holds for (; T ).
(ii) The condition (BW) holds for (; T ).
(iii) lim infn→∞ (C− (n)=n)¿0.
Combining the two theorems we get the following corollary.
Corollary 1.1. The rotation number of a Sturmian system has bounded continued
fraction expansion if and only if lim inf n→∞ (C− (n)=n)¿0.
Remark 3. (a) The proof of Theorem 2 gives explicit information on the relationship
between the constants appearing in the corresponding conditions.
(b) The corollary reproduces a recent result of Ferenczi and KRasa [15]. In fact,
their result is more precise in that they calculate explicit bounds on the complexity
function. However, our proof makes the connection to (HP) explicit. Moreover, one
might actually be able to get also explicit bounds on the complexity function, when
combining Theorem 2 with the methods of [9].
To discuss our next theorem we need the notion of return word. The notion
of return word was introduced by Durand in [12]. They are an important tool in
the study of words on 'nite alphabets. A return word of u∈W is a word x∈W
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such that
xu ∈W; ]u(xu) = 2; u is pre'x of xu:
Denote by R(u)≡R(u;W) the set of return words of u∈W. Minimality of (; T )
implies (and is even equivalent to the fact) that for every w∈W there exists an
R(w)∈N such that w is a factor of every v∈W with |v|¿R(w) [37]. Thus, the
length of a return word of u∈W is bounded by R(u) and the set R(u) is 'nite for
every u∈W. Let w∈W be given containing at least one copy of u. Partitioning
w according to occurrences of u, there is a unique way of writing w= ax1 · · · xnub,
where xj, j=1; : : : ; n, are return words of u and ]u(w)= n + 1. Here, existence is
clear by construction and uniqueness follows by a simple argument (see for instance
Proposition 2.1). Call this unique decomposition the canonical u-decomposition of w.
Now, one can consider lower bounds on weights of the form
]x1 :::xmu(w)
|w| |x1 : : : xm|;
where u∈W is arbitrary and xj, j=1; : : : ; m, belong to R(u). The interest in those
weights stems from two sources. Firstly, the considerations of [16] implicitly rely on
lower bounds on these weights (see Section 4 as well). Secondly, for aperiodic minimal
subshifts, it is not hard to see that (LR) is equivalent to the existence of a constant C
with
]x1 :::xmu(w)¿
[ |w|
C|x1 : : : xm|
]
; (1)
where xj and u are as above: The implication (LR) ⇒ (1) follows easily as (LR) and
aperiodicity imply existence of a constant D with |u|6D|x| for arbitrary u∈W and
x∈R(u) [13]. To show the converse direction it suGces by minimality to consider
suGciently long words v. Now, denote the last letter of v by u and assume that v
is long enough to contain two copies of u. Then the canonical u-decomposition of v
has the form v= ax1 · · · xmu, m¿1. Apparently, v is a suGx of a word with u-partition
x0x1 · · · xmu with |x0|6max{|z| : z ∈R(b); b∈A}. Now, we have ]v(w)¿ ]x0x1···xmu (w)
and the desired inequality follows easily. A re'nement of this type of argument will
be used in the proof of Theorem 3.
Now, our theorem reads as follows.
Theorem 3. For a minimal subshift (; T ) over A the following are equivalent:
(i) The subshift (; T ) satis7es (HP) and (PW).
(ii) There exists a constant L¿0 with lim inf |w|→∞ (]x1 :::xmu (w)=|w|)|x1 : : : xm|¿L for
arbitrary u∈W and x1; : : : ; xm ∈R(u).
From this theorem one can easily deduce the following corollary.
Corollary 1.2. If (; T ) satis7es (HP) and (PW), then ]R(u)61=L for every u∈W,
where L is as in the theorem.
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Remark 4. The reciprocal of the corollary is not true. Namely, Sturmian dynamical
systems satisfy (and are even characterized by) ]R(u)= 2 for every u∈W [24,41].
On the other hand, by Theorem 1, not all Sturmian subshifts satisfy (PW) and (HP).
The considerations given below are restricted to the one-dimensional case. However,
it is to be expected that a considerable part of this material can in fact be extended to
treat arbitrary-dimensional tilings. This is currently under investigation.
The paper is organized as follows. In Section 2, we study the hierarchic structure
induced by return words. Theorems 2 and 3 are established in Section 3. In Section 4,
we combine the results of the 'rst two sections with ergodic theoretic considerations
of [16]. This is then used to establish uniform ergodic type theorems. In Section 5,
we present a hierarchy-based approach to Sturmian systems. Its main result here is
Theorem 1. Finally, Section 6 is devoted to a study of certain thermodynamic quantities
for systems satisfying (LR). In fact, the results of Section 2, the ergodic theorems of
Section 4 and a simple consequence of Theorem 2 (viz Proposition 3.1) can be used
to directly carry over the lattice gas theory developed in [16] for tilings associated to
primitive substitutions.
2. Hierarchies and return words
In this section, we consider a 'xed minimal subshift (; T ) over the alphabet A with
associated set W of 'nite words. We then study the hierarchic structure induced by
partitions with respect to a return word.
Let u∈W be given. Let w∈W be arbitrary. An equation of the form w= ax1 : : : xnb
with x1; : : : ; xn ∈R(u), a suGx a of an element in R(u) and a pre'x b of an element
of R(u) is called a u-partition of w.
We will need the following (known) proposition.
Proposition 2.1. Let w∈W with u-partition w= x1 · · · xnb be given.
(a) If |w|¿|u|, then u is a pre7x of w.
(b) If |w|¡|u|, then w is a pre7x of u.
Proof. For arbitrary words r and s over A we write r≺ s if r is a pre'x of s. The
proofs of (a) and (b) are similar. We only show (a).
As b is a pre'x of a return word of u, there exists x∈R(u) with b≺ xu. Thus,
w= x1 · · · xnb≺ x1 · · · xnxu. By |w|¿|u|, it suGces to show u≺ x1 · · · xnxu. This follows
from u≺ x1u≺ x1x2u≺ · · ·≺ x1 · · · xnxu, where we used x1; : : : ; xn; x∈R(u).
Given this proposition, it is not hard to see that every w∈W containing at least
one copy of u, can uniquely be written as w= ax1 · · · xnub with x1; : : : ; xn ∈R(u) and
]u (w)= n + 1. This decoposition, called the canonical u-decomposition, was already
discussed in the introduction. Note that a is a suGx of an element in R(u). For
such a decomposition, we de'ne qx; u(w), the u-number of occurrences of x∈R(u)
in w, by qx; u(w)= ] { j∈{1; : : : ; n} : xj = x}. By the very construction of the canonical
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u-decomposition, the equation qx; u(w)= ]xu (w) holds. If lim|w|→∞ (qx; u(w)=|w|)=
lim|w|→∞ (]xu(w)=|w|) exists, it is called the u-frequency of x.
Our next aim is to show that every u-partition of w agrees with the canonical
u-decomposition up to a boundary term.
Lemma 2.2. Let u∈W be given. Let w=ax1 · · · xnub be the canonical u-decomposition
of w. Then every u-partition of w begins with ax1 · · · xn (i.e. for every u-partition
w= a˜x˜1 · · · x˜lb˜ the equations a˜= a; x˜j = xj, j=1; : : : ; n hold).
Proof. Let a u-partition w= a˜x˜1 : : : x˜lb˜ be given. Set x˜0≡ a˜ and x˜l+1≡ b. Now, set
m≡ max { j∈{0; : : : ; l} : |x˜j : : : x˜l+1|¿|u|}. By part (b) of the foregoing proposition,
the construction of m and the fact that xm is a return word of u, we see that x˜m : : : x˜l+1
begins with the rightmost copy of u in w. The remainder of the claim now follows
from part (a) of the proposition.
To put the lemma in prospective, note that the appearance of diOerent u-decomposi-
tions at the ‘right boundary’ of a word can in general not be avoided. Namely, whenever
there is a word v with return words x; y with |x|¡|v|6|y|, we have that x is actually
a pre'x of v whereas v is a pre'x of y. Then, v has the canonical v-decomposition
v= v and this is a v-decomposition as v is a pre'x of y. But there also exists a
v-decomposition of the form v= xx1 : : : xnb.
Corollary 2.3. Let u∈W be given. Then every in7nite word !∈ can uniquely be
written as concatenation of return words of u.
Proof. Existence follows easily by decomposing w according to the occurrences of u.
Global uniqueness follows from local uniqueness wich in turn follows from the fore-
going lemma.
Corollary 2.4. Let u∈W and x∈R(u) be given. Let w∈W with an u-partition
w= x1 : : : xnb be given. Then the inequality
|]{ j ∈ {1; : : : ; n} : xj = x} − ]xu(w)|6 |u|+max{|y| : y ∈ R(u)}min{|y| : y ∈ R(u)}
holds for arbitrary w∈W with u-partition w= ax1 : : : xnb.
Proof. Let w= a˜x˜1 : : : x˜lub˜ be the canonical u-decomposition of w. As noticed above,
we have ] { j∈{1; : : : ; l} : x˜j = x}= ]xu (w). Moreover, Lemma 2.2 yields immediately
|] { j∈{1; : : : ; l} : x˜j = x} − ] { j∈{1; : : : ; n} : xj = x}|6|ub˜|=min{|y| :y∈R(u)}. Now,
the statement follows easily.
The corollary is useful to estimate the behaviour of ]xu (w)=|w| for large |w| for
given u∈W and x∈R(u). It says that this fraction can essentially be calculated by
counting occurrences of the return word x in an arbitrary u-partition of w.
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For certain applications it is useful to consider elements of AZ as tilings of R. To
do so we introduce some notation.
A pattern over A is a pair (I; w) consisting of an interval I = [a; b), a¡b∈Z, and a
word w over A with |w|= |I | ≡ |b−a|. The set I is called the support of the pattern. The
set of all intervals of 'nite length will be denoted I. A set of patterns is called tiling
if their supports are disjoint and the union of their supports equals R. (Much more
general de'nitions of tilings and patterns can easily be given. But for our considerations
this setup suGces). Every double-sided in'nite word ! over A can then canonically
be identi'ed with the tiling T(0)! ≡{([n; n+ 1); !(n)) : n∈Z}.
De#nition 2.5. Let (; T ) be a subshift with associated set of words W. A sequence
(un)⊂W is called a partitioning sequence if un is a proper pre'x of un+1 for every
n∈N.
Now, consider (; T ) with a partitioning sequence (un). Note that |un| must tend
to in'nity for n tending to in'nity. Fix !∈ and n∈N. Then the canonical
un-decomposition of ! given by != · · · x−2x−1x0x1x2 · · · with
• xj =!(nj) · · ·!(nj+1 − 1)∈R(un),
• 0∈ [n0; n1)
for suitable nj ∈Z, j∈Z, gives raise to a tiling T(n)! given by
T(n)! ≡ {([nj; nj+1); xj) : j ∈ Z}:
The nj’s are called vertices of the un-decomposition. To each nj, we can associate the
pattern ([nj−1; nj+1); xj−1xj). Such a pattern is called a vertex-neighbourhood (in the
un-decomposition of !). The set of these vertex-neighbourhoods is denoted by V
(n)
! .
If it is clear to which ! we refer, the subscript ! is suppressed in the notations intro-
duced above. Two intervals I; J ∈I are called equivalent, written as I ∼ J if !I =!J .
Similarly, two intervals are called equivalent with respect to the un-partition, written
as I ∼(n) J if there exists w∈W, such that (I; w) and (J; w) both belong to T(n)!
or to V(n)! .
3. The conditions (HP) and (PW)
In this section we prove Theorems 2 and 3. Note, that the proof of Theorem 2
actually gives information on the relationship between the constants appearing in the
respective conditions.
Proof of Theorem 2. (i)⇒(ii): Let (HP) with constant N be valid. Then, a return word
of u∈W has length at least |u|=(N + 1), as otherwise the word u would start with an
(N + 1)th power contradicting (HP). Now, let an arbitrary w∈W be given. Assume
without loss of generality that w contains a copy of u and let w= ax1 : : : xlub be the
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canonical u-decomposition of w. Then, we can estimate
]u(w)
|w| |u| =
(l+ 1)|u|
|w| 6
|u|
|w|
( |w|
|u|=(N + 1) + 1
)
6 N + 2:
Thus, (BW) holds with constant DBW =N + 2.
(ii)⇒(i): Assume (BW) holds with constant DBW. Let v be a primitive word and
n¿2 such that vn belongs to w. Let k ≡ [n=2]. Then we can calculate
DBW ¿
]vk (vn)
|vn| |v
k | = (n− k + 1)k
n
¿
[n
2
]2 1
n
¿
n
9
:
Here, we used in the 'rst equality, that v is primitive and therefore the copies of vk
in vn are just the obvious copies. Thus, (HP) holds with N =9DBW.
(i)⇒(iii): Let (HP) with constant N be valid. Let an arbitrary word w be given. Set
k ≡ [|w|(1 − 1=(N + 2))] + 1 and l= |w| − k. Again, diOerent copies of a word with
length k must have distance at least
k
N + 1
¿ l;
where the inequality follows by a short calculation. Thus, the words w(1) : : : w(k),
w(2) : : : w(k + 1); : : : ; w(l) : : : w(|w| − 1) are diOerent. This shows
C− (|w|)¿ l = |w| −
[
|w|
(
1− 1
N + 2
)]
+ 1
and (iii) follows.
(iii)⇒(i): Let v∈W and k ∈N be given with vk ∈W. Then, we have pvk ( j)6|v|,
j=1; : : : ; |vk |. This implies C− (|vk |)6|v|, which in turn yields
C− (|vk |)
|vk | 6
1
k
:
The implication (iii)⇒(i) follows.
Proof of Theorem 3. (i)⇒(ii): We use the notation from the statement of the theorem.
Denote the constant appearing in (HP) by N and the constant appearing in (PW) by
C. By (HP) we have |x|¿|u|=(N + 1) for u∈W and x∈R(u). This gives
]x1 :::xnu(w)
|w| |x1 : : : xn|¿
]x1 :::xnu(w)
|w| |x1 : : : xnu|
1
N + 2
:
By (PW) the statement (ii) follows with L=C=(N + 2).
(ii)⇒(i): We 'rst show (HP). Let v∈W be primitive and let n∈N be maximal
with vn ∈W. By primitivity of v the word vn does not contain any non-trivial copies
of v. By maximality of n, we see that two diOerent copies of vn in a word w can
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overlap in at most one copy of v. This gives the estimate |w|¿]vn (w)|vn−1|. We can
now calculate
]vvn−1 (w)
|w| |v|6
]vn(w)
]vn (w)|vn−1| |v|6
1
n− 1 :
Taking the lim inf and noting that v is a return word of vn−1, we infer (HP) from (ii).
To prove (PW), set M ≡ max{|y| :y∈R(a); a∈A}, i.e. M is the maximal length
of a return word of a letter in A. Consider now an arbitrary non empty v∈W
and denote its last letter with a. Thus, v= xa with a suitable x∈W. The canonical
a-decomposition of v might not start with a return word of a but rather only with a
suGx of a return word of a. However, ‘extending v to the left’ we can 'nd a word
v˜ of which v is a suGx such that the canonical a-decomposition of v˜ has the form
v˜= x1 · · · xka with |x1 · · · xk |6|v˜|6(M + 1)|v|. This gives
]v(w)
|w| |v|¿
]x1 :::xk a(w)
|w| |v| =
]x1 :::xk a(w)
|w| |x1 · · · xk |
|v|
|x1 · · · xk | :
Taking the lim inf we conclude (PW) with constant L=(M + 1).
Proof of Corollary 1.2. Let an arbitrary u∈W be given. Consider the canonical
u-decomposition w= ax1 : : : xnub of w. Using |ub|6|u| + max{|y| :y∈R(u)}, we see
that
1 = lim
|w|→∞
|w|
|w| = lim|w|→∞
∑
x∈R(u)
]xu(w)
|w| |x|:
Using the bound from (ii) of the foregoing theorem, we arrive at 1¿]R(u)×L and
the corollary follows.
For our study of lattice gas models we need the following result.
Proposition 3.1. Let (; T ) be given satisfying (HP) and (PW). Then, there exists a
constant C with ]v (w)=|w|6C lim inf |y|→∞(]v (y)=|y|) for arbitrary v; w∈W.
Proof. By (HP) and Theorem 2, there exists a DBW with (]v (w)=|w|)6DBW(1=|v|) for
arbitrary v; w∈W. By (PW), there exists a CPW with CPW=|v|6 lim inf |w|→∞(]v(w)=
|w|). The proposition is an immediate consequence of these estimates.
4. Ergodic theorems
In this section we, combine the ideas of the last two sections with methods developed
in [16] to establish ergodic theorems.
The ergodic theorems given below are diOerent from the usual ergodic-type theorems
in that they do not deal with functions on  but rather with functions de'ned on
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subintervals of Z. However, this type of theorem is particularly suitable for certain
applications to lattice gas models and to random Schr?odinger operators. Applications
of the theorems to lattice gas theory will be discussed in Section 6. In the investigation
of random operators such theorems can be used to establish uniform existence of
the Lyapunov exponent and of the integrated density of states. This is discussed in
[20,28,29,31].
Let us mention that one could also base the study of ergodic theorems given below
on [29]. This is further discussed in Remark 5 at the end of this section.
Let (; T ) be a subshift. We will use the notation introduced in Section 2. Moreover,
given a partitioning sequence (un), we set N (n)≡ ]R(un) and denote the return words
of un by x
(n)
1 ; : : : ; x
(n)
N (n).
We start with an additive ergodic theorem. To state the theorem, we need one more
de'nition.
De#nition 4.1. Let (; T ) be given. Let (B; | · |) be a Banach space. The function
F :I→B is called almost-additive if there exist D¿0 and a non-increasing function
c : [0;∞)→ [0;∞) with limr→∞ c(r)= 0 such that
• |F(I)−∑nj=1 F(Ij)|6∑nj=1 c(|Ij|)|Ij|, whenever the interval I is the disjoint union
of the intervals Ij, j=1; : : : ; n,
• |F(I)|6D|I |.
We can now discuss the additive theorem. It is essentially known (cf. Remark 5).
We sketch a proof for completeness reasons.
Theorem 4. Let (; T ) be a minimal aperiodic subshift. Let (un) be an arbitrary
partitioning sequence. Then the following are equivalent.
(i) For every n∈N, the un-frequencies, lim|w|→∞ (]xun (w)=|w|), exist for every
return word x of un.
(ii) Let !∈ and an almost-additive F :I→B satisfying
(∗) lim
n→∞ max
N (n)
k=1 sup
{ |F(I)− F(J )|
|I | : (I; x
(n)
k ); (J; x
(n)
k ) ∈T(n)!
}
= 0
be given. Then the limit lim|I |→∞ (F(I)=|I |) exists.
(iii) The system (; T ) is uniquely ergodic.
Proof. (i)⇒(ii): This is essentially contained in [16]. For the convenience of the reader
we include a proof in the appendix.
(ii)⇒(iii): Let arbitrary v∈W and !∈ be given. Clearly, the function I →]v(!I )
is almost-additive and satis'es (∗) with respect to any partitioning sequence (un).
As unique ergodicity is in fact equivalent to uniform existence of the frequencies
lim|I |→∞ (]v (!I )=|I |) for every v∈W and every !∈ [30,37], the statement follows.
(iii)⇒(i): This is clear.
We will discuss a subadditive ergodic theorem next. Again, we start with the de'-
nition of the relevant functions.
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De#nition 4.2. A function F :I→R is called subadditive if there exists a D¿0 such
that
• F(K)6F(I) + F(J ), whenever K is the disjoint union of J and I ,
• F(I)6D|I |.
Now, assume that the subshift (; T ) is strictly ergodic. By strict ergodicity and the
previous theorem, we can then de'ne p(n)k ≡ lim|w|→∞ (]x(n)k un(w)=|w|)|x
(n)
k | for n∈N
and 16k6N (n). Similarly to the proof of Corollary 1.2, we 'nd
1 =
N (n)∑
k=1
p(n)k for every n ∈ N: (2)
Moreover, if (; T ) satis'es (HP) and (PW), there exists by Theorem 3 a C¿0 with
lim inf
n→∞ p
(n)
k(n) ¿ C (3)
for arbitrary sequences (k(n)) with k(n)∈{1; : : : ; N (n)}. Now, 'x !∈ for the re-
mainder of the section. De'ne
F (n)k ≡ sup
{
F(I)
|I | : (I; x
(n)
k ) ∈T(n)!
}
; F (n) ≡
N (n)∑
k=1
F (n)k p
(n)
k ; and
TF ≡ inf
n∈Z
F (n):
Here, TF may happen to be −∞.
Lemma 4.3. Let (; T ) be a strictly ergodic subshift over A. Let F : I→R be a
subadditive function. Then the inequality lim sup|I |→∞ F(I)=|I |6 TF holds.
Proof. Fix n∈N. The canonical (un)-decomposition of !I induces a decomposition
of I . By subadditivity of F , we infer
F(I)
|I | 6
1
|I |
N (n)∑
k=1
F (n)k ]x(n)k un(!I )|x
(n)
k |+
2
|I | BT;
where BT is a boundary term satisfying
BT6 sup {F(J ) : |J |6 |un|+max {|x(n)k | : k = 1; : : : ; N (n)}} ≡ C(n):
Note that C(n) does only depend on n and not on I . Taking |I | to in'nity, we conclude
lim sup (F(I)=|I |)6F (n). As n was arbitrary, the lemma follows.
Lemma 4.4. Let (; T ) be a strictly ergodic subshift over A satisfying (HP) and
(PW). Let ( j(n)) and (k(n)) be sequences with j(n)→∞, n→∞ and k(n)∈{1; : : : ;
N (n)}, n∈N. Then limn→∞ F ( j(n))k(n) = TF .
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Proof. By the previous lemma, we have lim supn→∞ F
( j(n))
k(n) 6 TF . So, it suGces to show
TF6 lim inf n→∞ F
( j(n))
k(n) for arbitrary sequences ( j(n)) and (k(n)) as in the statement
of the lemma. Assume the contrary. Then, there exists a /¿0 and sequences ( j(n))
and (k(n)) as in the statement with
F ( j(n))k(n) 6 TF − /:
This yields
F ( j(n)) =
N ( j(n))∑
k=1
F ( j(n))k p
( j(n))
k 6
N ( j(n))∑
k=1;k =k(n)
F ( j(n))k p
( j(n))
k + TFp
( j(n))
k(n) − /p( j(n))k(n) :
Taking the lim sup on both sides, using the previous lemma and (2), we arrive at
TF 6 lim inf
n→∞ F
( j(n)) 6 lim sup
n→∞
F ( j(n)) 6 TF − / lim inf
n→∞ p
( j(n))
k(n) :
By (3) the right-hand side is strictly smaller than TF and a contradiction follows.
Lemma 4.5. Let (Jn) and (In) be sequences of intervals satisfying
(i) Jn⊃ In,
(ii) There exists a c¿0 with |In|=|Jn|¿c,
(iii) limn→∞ F(Jn)=|Jn|= TF .
Then the equation limn→∞ F(In)=|In|= TF holds.
Proof. By Lemma 4.5, we have lim supn→∞ F(In)=|In|6 TF . It therefore remains to
show TF6 lim inf n→∞ F(In)=|In|.
By assumption (i) , we can 'nd disjoint intervals Ln and Rn not intersecting In with
Jn=Ln ∪ In ∪Rn, where the union is disjoint. Subadditivity of F gives
F(Jn)
|Jn| 6
F(Ln)
|Ln|
|Ln|
|Jn| +
F(In)
|In|
|In|
|Jn| +
F(Rn)
|Rn|
|Rn|
|Jn| :
Here and below (F(Rn)=|Rn|)(|Rn|=|Jn|) has to be replaced by F(Rn)=|Jn|=0 if Rn= ∅
(and thus F(Rn)= 0). Of course, similar considerations apply if Ln= ∅.
If |Rn|, |Ln| tend to in'nity for n tending to in'nity, the proof is a simple variant of
the proof of the previous lemma. If |Rn|6C (or |Ln|6C or both) for every n∈N, we
note that F(Rn)6D, for every n∈N, with a suitable D, and the sequence (|Rn|=|Jn|)
tends to zero, for n tending to in'nity. This implies in particular
lim sup
n→∞
F(Rn)
|Rn|
|Rn|
|Jn| 6 0:
Now, again the proof is a simple variant of the proof of the previous lemma.
Recall that an aperiodic system satisfying (LR) satis'es also (PW) and (HP) as
well as strict ergodicity as discussed in the introduction. Thus, the assumptions of the
previous lemma are all satis'ed for aperiodic subshifts satisfying (LR).
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Theorem 5. Let (; T ) be an aperiodic subshift satisfying (LR). Let the partitioning
sequence (un) be such that there exists a 0∈R with |un|60|un−1|. Assume that F is
subadditive and satis7es
(∗) limn→∞ maxN (n)k=1 sup{(|F(I)− F(J )|)=|I | : (I; x(n)k ); (J; x(n)k )∈T(n)! }=0,
(∗∗) limn→∞ sup{(|F(I)− F(J )|)=|I | : (I; w); (J; w)∈V(n)! }=0.
Then limn→∞ F(In)=|In|= TF holds for every sequence of intervals (In) with |In|→∞
for n→∞.
Proof. By (LR) and aperiodicity, there exist constants N¿0 and C¿0 with
1
N
|u|6 |x|6 C|u|
for arbitrary u∈W and x∈R(u). The theorem will be proven in three steps (cf. [16]):
(a) the statement holds if each In is the support of a tile in T
(k(n))
! for suitable k(n)∈N,
(b) the statement holds if each In is the support of a vertex-neighbourhood in V
(k(n))
!
for suitable k(n)∈N, (c) the statement holds for arbitrary sequences of intervals (In)
with |In|→∞, n→∞.
Step (a): By |In|→∞, n→∞, we have k(n)→∞, n→∞. Now, the theorem
follows from Lemma 4.4 and assumption (∗).
Step (b): Assume without loss of generality k(n)= n. Let vn ∈W be given such that
(In; vn)∈V(n)! . We will show the existence of a sequence of intervals (Jn), a /¿0,
a sequence (l(n)) in N and wn ∈W such that
(Jn; wn)∈T(l(n))! ;
|In|
|Jn| ¿ /; n ∈ N;
and wn contains a copy of vnun. (Thus, if [a; b) is a subinterval of Jn with ![a;b) = vnun,
we have J˜ n∼n In in the notation of Section 2, where J˜ n= [a; a+ |vn|).)
Then, by (a) we have the desired statement for the sequence (Jn). This implies (b)
by Lemma 4.5 and assumption (∗∗).
Let n∈N be arbitrary. Let l(n) be minimal such that every tile of T(l(n))! contains
a copy of vnun. Thus, there exists a return word to ul(n)−1 not containing a copy of
vnun. By (LR) this implies N−1|ul(n)−1|6C|vnun|. Now, we can calculate
|ul(n)|6 0|ul(n)−1|6 0NC|vnun|6 0NC(N + 1)|vn|:
So, an arbitrary (Jn; wn)∈T(l(n))! contains a copy of vnun and satis'es
|In|
|Jn| =
|vn|
|wn| ¿
|ul(n)|
0N (N + 1)C|wn| ¿
1
0N (N + 1)C2
:
This 'nishes the proof of (b).
Step (c): By (b) and Lemma 4.5 it suGces to construct a sequence of intervals Jn
containing In and /¿0 with (Jn; vn)∈V(l(n))! for suitable vn; l(n) and |In|=|Jn|¿/ for
all n∈N. This can be shown by a variant of the proof of (b).
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Remark 5. (a) Implication (iii)⇒(ii) in Theorem 4 could also be derived from [29].
More precisely, let F be given as in the theorem. Using (∗), one can show that F(I) and
F(J ) are ‘close’, whenever I and J are suGciently large intervals with !I =!J (cf. the
appendix for related considerations). This gives that G :W→B de'ned by G(v)≡F(I),
where I is arbitrary with !I = v, is additive in the sense of [29]. Now, Theorem 1 of
[29] implies existence of lim|w|→∞ |w|−1G(w) if (; T ) is uniquely ergodic. But this
in turn gives the desired convergence of |I |−1F(I) for |I |→∞ (because G(!I ) and
F(I) are close for large enough I).
(b) An alternative proof of Theorem 5 could be based on [29] as follows: If F is
subadditive, the function G :W→R, G(v)≡ sup{F(I) :!I = v} satis'es G(xy)6G(x)
+ G(y). Thus, by the subadditive theorem of [29] (cf. Remark 1(b)), one can infer
the existence of the limit lim|w|→∞ |w|−1G(w) for systems satisfying (PW). Now, it
remains to show that existence of the limit lim|w|→∞ |w|−1G(w) implies the desired
convergence for systems satisfying (LR). Using (∗) and (∗∗), this can be shown directly
mimicking the arguments in the actual proofs of Theorem 5 and Lemma 4.5. This again
shows eOectively that G(!I ) is close to F(I) for large enough I .
(c) Parts (a) and (b) of this remark oOer an interpretation for conditions (∗) and
(∗∗) in Theorems 4 and 5. Namely, these conditions give a weak kind of translation
invariance. They mean that F(I) essentially only depends on !I and is thus comparable
to a function G de'ned on W.
5. Sturmian dynamical systems
In this section we will take a closer look at partitions in the context of Sturmian
systems. In fact, we will give a very direct way to decompose words in Sturmian
systems. This will be related to the decompositions by return words. Finally, we will
provide a proof of Theorem 1.
We mention [2,3,33] as general references for Sturmian systems. A very detailed
study of return words in Sturmian systems has recently been carried out by Vuillon
[41] (cf. [24] as well). This includes in particular a characterization of Sturmian systems
by the number of return words.
Fix the rotation number ∈ (0; 1) with continued fraction = [a1; a1; a3; : : :]. De'ne
the words sn over {0; 1} as follows
s−1 = 1; s0 = 0; s1 = sa1−10 s−1; sn = s
an
n−1sn−2; n¿ 2: (4)
Remark 6. The lengths |sn| of sn satisfy the recursion relation |s0|=1; |s1|= a1 and
|sn+1|= |sn|an+1+ |sn−1|. Thus, they are exactly the denominators of the nth convergent
pn=qn of  [26].
The relevance of the sn in the study of Sturmian systems stems from the following
proposition.
Proposition 5.1 (Berstel [2,3] and Lothaire [33]). For n¿2 the word c begins
with sn.
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This proposition implies the following lemma.
Lemma 5.2. Let n∈N0 be given. Then, c can be written in a unique way as con-
catenation of sn and sn−1. In this concatenation the sn−1 occur with power one and
the sn occur with power an+1 or an+1 + 1 if n¿1.
Proof. Denote an equation of the form c= z0z1 · · · with zj ∈{sn; sn−1} as n-partition.
Existence of such an n-partition follows immediately from Proposition 5.1 combined
with (4). Uniqueness follows inductively: The case n=0 is clear. Now, every (n+1)-
partition gives rise to an n-partition and the positions of the sn−1 in this n-partition
uniquely determine the positions of the sn+1 in the original (n + 1)-partition. Thus,
uniqueness of n-partition implies uniqueness of the (n+ 1)-partition.
The statement about the powers follows easily from the existence and uniqueness of
the (n+ 1)-partition.
For further investigations we will need some information on arithmetic in sn. In
particular, we will use the equation
snsn+1 = sn+1s
an−1
n−1 sn−2sn−1 (5)
valid for n¿2. This equation is well known and can be established by direct calculation
as follows:
snsn+1 = snsan+1n sn−1 = s
an+1
n s
an
n−1sn−2sn−1 = sn+1s
an−1
n−1 sn−2sn−1:
For n=1 and a1¿2, similarly the equation
s1s2 = s2s
a1−2
0 s−1s0 (6)
holds. Note that in both cases sn+1 is actually a pre'x of snsn+1. Using the above equa-
tions and the fact that c is not periodic, one can establish the following proposition.
Proposition 5.3 (Berstel [2,3] and Lothaire [33]). For n¿ − 1 the words sn are
primitive.
This proposition can be used to relate the decomposition of c given above to return
words.
Proposition 5.4. Let  be given. For n=2 if a1 = 1 and n=1 if a1¿2, the return
words of sn are sn and snsn−1. For n¿3 if a1 = 1 and n¿2 if a1¿2, the return words
of sn are sn and sn−1.
Proof. It is clearly suGcient to consider return words of sn appearing in c. We
will only consider the case a1 ¿ 2. The other case can be treated similarly. Let
c= z1z2z3 : : : with zj ∈{sn−1; sn} be the unique way of writing c as concatenation of
sn and sn−1 according to Lemma 5.2. Now, the 'rst statement follows easily as every-
thing is then determined by the positions of the ones, which occur with power one by
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a1¿2 and (4). So, consider now the second statement. By (5) and (6), respectively,
and the fact that sn−1 occur with power one, we infer that at the starting point of every
zj there begins a copy of sn as well. It remains to show that there are no other copies
of sn. So, consider the occurence of a copy z of sn in c, starting in, say, zj. We show
that z actually starts at the begining of zj and consider two cases:
Case 1: zj = sn: By (5) and (6), zjzj+1zj+2 begins with snsn and the desired statement
follows from primitivity of sn.
Case 2: zj = sn−1: Noting that both z= sn and zj+1 ∈{sn−1; sn} start with sn−1, we
conclude, by primitivity of sn−1, that z must start at the begining of zj.
The proof of the proposition is 'nished.
Proposition 5.5. (a) Every in7nite word !∈() can be written uniquely as a con-
catenation of copies of sn and sn−1 for every n∈N∪{0}.
(b) Every 7nite word w∈W() can be written uniquely (up to boundary terms)
as a concatenation of copies of sn and sn−1 for every n∈N∪{0}.
Proof. (a)=(b) The cases n=0 and n=1; a1 = 1 are simple, as {sn−1; sn}= {0; 1}
in these cases. For n=1 and n=2; a1 = 1, respectively, existence follows from the
foregoing proposition and uniqueness follows as everything is determined by the posi-
tions of the ones and zeros, respectively. The other cases follows from the foregoing
proposition combined with Corollary 2.3 giving (a) and with Lemma 2.2, respectively
(giving (b)).
The considerations given so far show, roughly speaking, that every Sturmian word
can be partitioned in copies of sn and sn−1 in essentially a unique way. Of course,
various versions of this fact have been known on various levels of explicitness for a
long time (see for instance the paper by Brown [4]).
We have included a thorough discussion for two reasons. Firstly, the approach given
here is quite elementary and straightforward. Secondly, let us emphasize that the par-
tition based point of view developed above is quite useful. It reduces investigation of
certain aspects of Sturmian words to a study of the sn and arithmetic features such
as equations (5). This is a main ingredient in the investigation of the associated qua-
sicrystal Schr?odinger operators carried out in [6–8,28]. Moreover, it can be used to
easily calculate the index of a Sturmian sequence [9] (cf. [3,23,35,40] for investigation
of the index as well). Below, it will be used to give a proof of Theorem 1.
To prove Theorem 1, we need two more propositions.
Proposition 5.6. Let n ∈ N with n¿3 be given. Then every w∈W() with |w|6|sn|
is a factor of sn+2.
Proof. If w is a factor of sn, we are done, as sn is a factor of sn+2. So, suppose w is
not a factor of sn. In this case, consider an occurrence of w in c. By assumption on
|w| the sn-partition of c induces a decomposition of w. This means that w is either
of the form w= ab, where a is a suGx of sn or sn−1 and b is a pre'x of sn, or it is
of the form w= asn−1b, where a is a suGx of sn and b is a pre'x of sn. (Here, we
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use that sn−1 only occur with power one.) Thus, it remains to show that the words
sn−1sn, snsn−1sn and snsn all are factors of sn+2. This can be seen by the following
calculation: Using (4) twice it is not hard to see that sn+2 = xsnsn−1sn with a suitable
word x. Moreover using (5), we can calculate in the following way
sn+2 = xsnsn−1sn = xsnsny
with a suitable y∈W. The proposition is proven.
Proposition 5.7. If ((); T ) satis7es (PW), then the continued fraction expansion of
 is bounded.
Proof. It is clearly suGcient to show lim sup|w|→∞ (]sn−1sn(w)=|w|)|sn−1sn|62=an+1 for
every n¿3. (In fact, we are actually interested in a lim inf only). As sn−1 is a return
word of sn by Proposition 5.4 and n¿3, we can apply Corollary 2.4. The corollary
implies that the lim sup can actually be calculated by counting the occurrences of
sn−1 in an arbitrary sn-partition of w. Let us choose an sn-partition induced by the
sn-partition of c. Now, the estimate follows immediately, as sn−1 occur with power one
and sn occur with power an+1 or an+1 + 1 in this sn-partition according to Lemma 5.2.
Now, we can 'nally give the proof of Theorem 1.
Proof of Theorem 1. (i) ⇒(ii): Set C ≡ (A + 1)7, where A is an upper bound on the
coeGcients aj of the continued fraction expansion of . Choose v∈W and consider an
arbitrary w∈W() with |w|¿C|v|. Let n∈N0 be given with |sn|6|v|6|sn+1|. Then,
by de'nition of C we have
|w|¿ C|v|¿ C|sn|¿ |sn+7|¿ |sn+6sn+5|¿ 2|sn+5|:
Inspecting the sn+5-partition of c (and using (5) if necessary), we see that every word
of length 2|sn+5| contains a copy of sn+5. Considering the cases n=0; 1 and n¿2, we
conclude from Proposition 5.6 that sn+5 contains a copy of every word whose length
is not exceeding |sn+1|. This gives v∈Sub(sn+5)⊂Sub(w).
(ii)⇒(iii): This is immediate.
(iii)⇒(i): This follows from Proposition 5.7.
(ii)⇒(iv): The fact that (LR) implies (HP) (for arbitrary aperiodic subshifts) is
well known and not hard to prove [12,14]. We sketch the proof for completeness
reasons. Let (LR) hold with constant C. Assume that v∈W occurs with power n
with n¿C. By (LR), the word vn then contains all words of length |v|. This gives
] {x∈W : |x|= |v|}6|v| and periodicity follows.
(iv)⇒(i): This follows immediately from (4) sn+1 = san+1n sn−1 for n¿2.
Next, we show how the theory of continued fraction expansions can be used to
prove the well-known (see [20] for instance) unique ergodicity of Sturmian systems.
We start with a strengthening of Proposition 5.7.
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Lemma 5.8. Let n∈N be given. Then the following holds.
(i) lim|w|→∞
]sn−1sn (w)
|w| =
1
|sn−1|+(|sn|=[an+1 ;an+2 ;:::]) .
(ii) lim|w|→∞
]snsn (w)
|w| =
1
|sn|+[an+1 ;an+2 ;:::]|sn−1| .
Proof. (i) Consider the decomposition of sn+k in copies of sn and sn−1 induced
by repeated application of (4). De'ne gk to be the number of copies of sn−1 in
this decomposition and hk to be the number of copies of sn in this decomposi-
tion. The proof will be split into three parts: (a) limk→∞ gk=hk = [an+1; an+2; : : :],
(b) limk→∞ gk=|sn+k |=1=(|sn−1|+ (|sn|=[an+1; an+2; : : :])), (c) lim|w|→∞ ]sn−1sn(w)=|w|
=1=(|sn−1|+ (|sn|=([an+1; an+2; : : :])).
(a) The recursive relation (4) implies
h0 = 1; h1 = an+1; hk+1 = an+k+1hk + hk−1;
g0 = 0; g1 = 1; gk+1 = an+k+1gk + gk−1:
By standard results on continued fraction expansions (cf. [26]) this gives (a).
(b) This is an immediate consequence of (a) and |sn+k |= gk |sn−1|+ hk |sn|.
(c) The idea behind the proof of (c) is just to apply (b) on an arbitrary sn+k -partition
of w and to use that the “boundary terms” tend to zero for k going to in'nity. We
leave the details to the reader.
(ii) The proof of (ii) is similar to the proof of (i).
The unique ergodicity of Sturmian systems is now an immediate consequence of the
foregoing lemma and Theorem 4.
6. Thermodynamic formalism
In this section we introduce key concepts in lattice models and investigate existence
of thermodynamic limits. We follow the considerations of [16], where tilings associated
to primitive substitutions (in arbitrary dimension) are considered. The main technical
tools of [16] are
• a series of decompositions of the tiling under consideration,
• ergodic theorems.
It turns out that the partition framework developed in Section 2 and the ergodic
theorems of Section 4 allow us to easily carry over methods and proofs of [16]. Thus,
given the methods of [16], the results of the following section are a rather immediate
application of the previous sections. For this reason, we only sketch proofs, mainly
indicating how the results of Sections 2 and 4 are used. For further details we refer
the reader to [16].
Let E be a compact metric space, A its Borel-5-algebra, and 6 a probability measure
on E. The space (E;A) is called the single spin space and 6 is called the a priori
measure. To each j∈Z, we associate a copy of (E;A; 6), denoted by (Ej;Aj; 6j). For
I ∈I or I =Z, we de'ne EI by EI ≡ ∏j∈I∩Z Ej. This space is equipped with the
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product topology, the Borel-5-algebra AI and the corresponding product measure 6I .
Integration with respect to 6I will also be written as 〈·〉I .
There is a canonical projection 5I :EZ→EI given by 5I ((en))= (en)n∈I . This in-
duces a canonical embedding 5∗I :C(E
I )→C(EZ), 5∗I (f)≡f ◦ 5I . Here, C(X ) denotes
the space of continuous functions on the compact space X and is equipped with the
supremum-norm ‖·‖∞. The embeddings 5∗I allow us to identify C(EI ) with a subspace
of C(EZ). This will be done tacitly in the sequel.
From now on let an aperiodic subshift (; T ) satisfying (LR) be given. Fix !∈
and a partitioning sequence (un) as in Theorem 5. We will use the notation introduced
in Section 2.
For equivalent intervals I and J the spaces C(EI ) and C(EJ ) can be identi'ed in
a canonical way. If A∈C(EI ) corresponds to B∈C(EJ ) under this identi'cation, we
write A∼B.
An interaction is a function that assigns to each I ∈I an element in C(EI ). An
interaction 9 is called invariant if 9(I)∼9(J ), whenever I ∼ J . For such an interaction
and v∈W, we de'ne ‖:(v)‖∞ by ‖:(v)‖∞≡‖:(!I )‖∞, where I ∈I is arbitrary with
!I = v. By invariance this is well de'ned. An interaction is said to be of 'nite range
if there exists an R¿0 with 9(I)= 0 for |I |¿R. The in'mum over these R is called
the range of 9. The space of all 'nite range, invariant interactions is denoted by B0.
Let B be the space of invariant interactions with
‖9‖ ≡ ∑
v∈W
f(v)‖9(v)‖∞ ¡∞;
where f(v) is the frequency of v, i.e. f(v)≡ lim|w|→∞ |w|−1 ]v (w). Then, B0 is
dense in B. (For 9∈B and R¿0, the interaction 9R with 9R(I)=9(I) if |I |6R and
9R(I)= 0 otherwise, clearly belongs to B0 and the 9R converge to 9 for R→∞.)
Next, we will de'ne the concepts of Hamiltonian, pressure, energy and entropy. The
Hamiltonian H9I ∈C(EI ) for an interaction 9 on the interval I is de'ned by
H9I ≡
∑
J⊂I;J∈I
9(J ):
For e∈EI the quantity H9I (e) is called the energy of e. For arbitrary invariant inter-
actions 9 and bounded intervals I , we have obviously the inequality
‖H9I ‖∞ 6
∑
v∈W
]v(!I )‖9(v)‖∞: (7)
Moreover, note that the equation H9I − H<I =H9−<I holds for arbitrary interactions
9;< and bounded intervals I .
The pressure PI (9) of an interaction 9 on I is de'ned by
PI (9) ≡ log〈exp(−H9I )〉I :
The set of all probability measures on (EZ; AZ) is denoted by P. For >∈P and
I ∈I or I =Z, the restriction >I of > to I ∈I is de'ned by >I ≡ > ◦ 5∗I . If >I is
absolutely continuous with respect to 6I , written as >I6I , we denote the Radon–
Nikodym density of >I with respect to 6I by >(I).
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The entropy SI (>) of >∈P on an interval I is de'ned by
SI (>) ≡


0; I = ∅;
−〈>(I) log >(I)〉I ; >I6I ;
−∞ otherwise;
where we set x log x=0 for x=0.
Finally, we will de'ne a notion of almost-invariant measure. To do so, we will need
the distance in variation. The distance in variation between probability measures > and
? on EI is de'ned by
‖>− ?‖ ≡ sup
A⊂AI
‖>(A)− ?(A)‖:
De#nition 6.1. The set PB of balanced probability measures on EZ consists of all
elements of P satisfying conditions (B1) and (B2) given as follows:
(B1) For every sequence (In) of intervals such that In is the support of a tile in T
(n)
!
or of a vertex-neighbourhood in V(n)! , the equation limn→∞ supI∼(n)In ‖>I − >In‖=0
holds.
(B2) The measure > is absolutely continuous with respect to 6Z and there exist
constants M and K such that for every sequence (In) as in (B1) the estimate
sup
I∼(n)In
|〈A(I)>(I) log >(I)〉I |¡ K
holds, for all n∈N, where A(I)≡{x∈EI : >(In)(x)¿M |In|, or >(I)(x)¿M |I |}.
In this de'nition we have tacitly identi'ed EIn and EI .
Having introduced all the necessary notation, we can now discuss existence of
thermodynamic limits. We start with two propositions. The 'rst is a corollary of Propo-
sition 3.1.
Proposition 6.2. For every 9∈B the equation
‖9‖ = lim
n→∞ |In|
−1 ∑
v∈W
]v(!In)‖9(v)‖∞
holds for every sequence (In) of intervals with |In|→∞ for n→∞.
Proof (Cf. Geerse and Hof [16]). This is immediate for 'nite range interactions.
Furthermore by Proposition 3.1, there exists a constant C with
|In|−1
∣∣∣∣ ∑
v∈W
]v(!In)‖9(v)‖∞ −
∑
v∈W
]v(!In)‖<(v)‖∞
∣∣∣∣
6 |In|−1
∑
v∈W
]v(!In)‖(9−<)(v)‖∞
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(Proposition 3:1) 6 C
∑
v∈W
f(v)‖(9−<)(v)‖∞
= C‖9−<‖
for arbitary 9;<∈B. As interactions of 'nite range are dense in B, the proposition
follows.
Note that the proposition actually establishes a link between the norm ‖9‖ of the
interaction 9 and the averages over the associated Hamiltonians. More precisely, by
(7) and the proposition, we have
lim sup
n→∞
|In|−1‖H9In ‖∞ 6 lim sup
n→∞
|In|−1
∑
v∈W
]v(!In)‖9(v)‖∞ = ‖9‖: (8)
Proposition 7. For arbitrary interactions 9 and < and all bounded intervals I ⊂Z
the estimate |PI (9)− PI (<)|6‖H9I − H<I ‖∞ holds.
Proof. This can be seen from Lemma I.2.2. in [22].
Now, we can prove existence of the mean pressure.
Theorem 6. For every 9∈B the limit p(9)≡ limn→∞ |In|−1PIn(9) exists for every
sequence (In) of intervals with |In|→∞, n→∞. The function p :B→R is convex
and satis7es |p(9)− p(<)|6‖9−<‖.
Proof. This can be proven as Theorem 3 in [16]. We only give a brief sketch:
For 9∈B0 the function I →PI (9) can be shown to be almost-additive. Moreover,
it obviously satis'es the assumption (∗) of Theorem 4, as PI (9) only depends on !I .
This implies existence of the limit for these 9 by Theorem 4.
To treat arbitrary 9∈B, we proceed as follows. By Propositions 6.3, 3.1 and (7)
(see proof of Proposition 6.2 as well), there exists a constant C with
|In|−1|PIn(9)− PIn(<)|6 |In|−1‖H9In − H<In ‖∞ 6 C‖9−<‖
for arbitrary 9;<∈B. As B0 is dense in B, this estimate and the already established
existence of the limit for 'nite range interactions yield the desired existence of the
limit for all 9∈B.
Convexity of p follows easily from convexity of PI , which, in turn, follows by
a straightforward calculation from H?older’s inequality. Finally, the stated continuity
follows directly from Proposition 6.3 and (8).
The function e9 :B→R introduced in the next theorem is called mean energy.
Theorem 7. For 9∈B and >∈PB the limit e9(>)≡ limn→∞ |In|−1>(H9In ) exists for
every sequence (In) of intervals with |In|→∞ for n→∞.
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Proof. This follows as the corresponding part of Theorem 4 in [16]: For 9∈B0 and
>∈P, the function I → >(H9I ) can be shown to be almost-additive. Moreover, for
>∈PB, this function also satis'es the assumption (∗) in Theorem 4. Thus, existence
of the limit follows for these 9 from Theorem 4.
Existence of the limit for arbitrary 9∈B follows again by a density argument.
Namely, by >(EZ)= 1, H9I − H<I =H9−<I and Proposition 6.2, we have
lim sup
n→∞
|In|−1|>(H9In )− >(H<In ))|6 lim sup
n→∞
|In|−1‖H9In − H<In ‖∞ 6 ‖9−<‖
for arbitrary 9;<∈B (see (8) as well). As B0 is dense in B, we infer existence of
the limit in question for all 9∈B.
Finally, let us show existence of the mean entropy.
Theorem 8. For >∈PB, the limit s(>)≡ limn→∞ |In|−1SIn(>) exists for every se-
quence (In) of intervals with |In|→∞ for n→∞. The function s :PB→R is a:ne.
Proof. As in the proof of the corresponding part of Theorem 4 of [16], it can be shown
that I → SI (>) is subadditive and satis'es the assumptions (∗) and (∗∗) of Theorem 5.
This theorem gives existence of the limit. AGnity follows by standard arguments
(cf. Theorem II.2.3 in [22]).
We close this section with a variational principle. The proof can be carried over
easily from the proof of Theorem 5 in [16].
Theorem 9. For 9∈B the equality p(9)= sup>∈PB s(>)− e9(>) holds.
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Appendix The uniform additive ergodic theorem
In this appendix we will prove the following lemma. As above (un) denotes a par-
titioning sequence. For n∈N, the return words of un are denoted by x(n)1 ; : : : ; x(n)N (n).
Lemma 6.4. Let (; T ) be a minimal aperiodic subshift over the alphabet A.
Fix !∈ and let (un) be a partitioning sequence such that the un-frequencies of
x∈R(un) exist for every n∈N. Then the limit lim|I |→∞ |I |−1F(I) exists for
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every almost-additive function F :I→B with values in the Banach space B satisfying
limn→∞max
N (n)
k=1 sup {|I |−1|F(I)− F(J )| : (I; x(n)k ); (J; x(n)k )∈T(n)! }=0.
Remark 7. The lemma provides a proof for the implication (i)⇒(ii) of Theorem 4. The
proof is essentially taken from [16]. There, tilings associated to primitive substitutions
(in arbitrary dimensions) are considered, but it is already pointed out that the method
of proof can be applied to more general systems once the appropriate decompositions
are given. Similar considerations can also be found in [29] (cf. Remark 5 in Section
4 as well).
Before we can prove the lemma we need one more proposition. The proposition is
well known.
Proposition 6.5. Let (; T ) be a minimal subshift. Let (un) be an arbitrary partition-
ing sequence. Then the following are equivalent:
(i) (; T ) is aperiodic.
(ii) m(n)→∞, n→∞, where m(n)≡ min{|x| : x∈R(un)}.
Proof. (ii)⇒(i). This is clear.
(i)⇒(ii). Assume the contrary. Then, there exists an R¿0 and sequences (unk ), (vk)
inW with |vk |6R, for k ∈N, and |unk |→∞, for k→∞ and vk ∈R(unk ). This implies
that there exist arbitrary high powers of certain words with length not exceeding R.
By minimality this yields periodicity giving a contradiction.
Proof of Lemma 6.4. By assumption the following limits exist
p(n)j ≡ lim|w|→∞
qx(n)j ;un(w)
|w| |x
(n)
j |
= lim
|w|→∞
]x(n)j un(w)
|w| |x
(n)
j |; 16j6N (n); n ∈ N: (9)
For every n∈N and j∈N with 16j6N (n), choose an interval I (n)j with (I (n)j ; x(n)j ) ∈
T
(n)
! and set
F (n) ≡
N (n)∑
j=1
p(n)j
F(I (n)j )
|x(n)j |
:
As B is a Banach space, it suGces to show that the sequence in question is a Cauchy
sequence. Thus, it is enough to show, that, for every ”¿0, there exists an n∈N
with |(F(I)=|I |) − F (n)|6” for all I ∈I long enough. So, choose ”¿0 arbitrary. By
aperiodicity and Proposition 6.5 the minimal lengths of the return words of un tend to
in'nity for n tending to in'nity. Thus, by De'nition 4 of almost-additivity of F , we
have
c(m(n))6
”
3
(10)
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for all n large enough. Moreover, by assumption, we have
|F(I)− F(J )|
|I | 6
”
3
; (11)
whenever (I; !I ); (J; !J )∈T(n)! with !I =!J for large enough n∈N. Recall that, by
minimality, there exists, for each n∈N, an R(un) bounding the lengths of the return
words of un.
Fix n∈N large enough for (10) and (11) to hold. Let I be a bounded interval in
Z and let Ia; Ib; Iu; I1; I2; : : : ; Is be disjoint subintervals of I such that !Iu = un and
!I = !Ia!I1 · · ·!Is!Iu!Ib
is the canonical un-decomposition of !I . Now, setting Cj ≡{r ∈N∩ [1; s] : Ir ∼(n) I (n)j },
16j6N (n), we can estimate∣∣∣∣F(I)|I | − F (n)
∣∣∣∣
6
∣∣∣∣∣∣∣∣
F(I)− F(Ia)−
s∑
j=1
F(Ij)− F(Iu ∪ Ib)
|I |
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
F(Ia) +
s∑
j=1
F(Ij) + F(Iu ∪ Ib)
|I | − F
(n)
∣∣∣∣∣∣∣∣
6
c(|Ia|)|Ia|+ c(|Iu ∪ Ib|)|Iu ∪ Ib|
|I | +
s∑
j=1
c(|Ij|)
|I | |Ij|+
D|Ia|+ D|Iu ∪ Ib|
|I |
+
∣∣∣∣∣
N (n)∑
j=1
(
|x(n)j |
|I |
∑
r∈Cj
F(Ir)
|x(n)j |
− p(n)j
F(I (n)j )
|x(n)j |
)∣∣∣∣∣ :
Here, the 'rst term and the third term get arbitrarily small for |I | large enough. The
second term can be bounded above by ”=3 by (10). It remains to estimate the last
term. This term is smaller than
N (n)∑
j=1
|x(n)j |
|I |
∑
r∈Cj
∣∣∣∣∣F(Ir)|x(n)j | −
F(I (n)j )
|x(n)j |
∣∣∣∣∣+
N (n)∑
j=1
|F(I (n)j )|
|x(n)j |
∣∣∣∣∣ ∑r∈Cj
|x(n)j |
|I | − p
(n)
j
∣∣∣∣∣ :
Here, the 'rst term is smaller than ”=3 by (11) and the second term tends to zero
for |I | tending to in'nity due to (9).
Combining these estimates we 'nd |(F(I)=|I |) − F (n)|6” for all I which are suG-
ciently long and the proof is 'nished.
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