Augmented Reality is a technology in which the user's view of a real scene is augmented with virtual information. To provide realtime performance, the major of its applications only support rigid interaction with the fiducial marker (i.e. marker-based augmented reality) or the part of the real scene being used as a natural marker (i.e. markerless augmented reality). In this context, when the natural marker consists of a deformable object (e.g. face, body, hand), it is desirable for the application to support non-rigid interactions between the user and the marker. In this paper we present an adaptive non-rigid surface registration algorithm for markerless augmented reality. It is applied in a multi-frame manner to achieve fast performance. Likewise, it takes advantage from the power of the graphics processing unit to improve application's performance. Based on multi-frame adaptivity, we show that the markerless tracking runs almost in real-time, improving the accuracy of the tracking when compared to the rigid-only solution.
Introduction
Augmented Reality (AR) is a technology in which an additional virtual information augments a real scene. Accurate tracking and real-time performance are two of the most important technical challenges of AR applications.
In depth-based AR, tracking is performed by registering two surfaces captured from the real scene. Surface registration can be classified into two major types: rigid and non-rigid (i.e. deformable). Rigid registration assumes that the surfaces to be aligned have the same shape and are related by a rigid transformation. On the other hand, non-rigid registration does not assume that the surfaces have the same shape, relating them by multiple rigid transformations distributed along the surface, or in its joints, for articulated structures [Tam et al. 2013 ].
In general, AR applications can be divided in two groups: markerbased or markerless. Marker-based AR uses a fiducial marker as a point of reference in the field of view to help the system to estimate the camera pose. Markerless AR (MAR) uses a part of the real scene as a natural marker. By using it as a point of reference for tracking, one can expect non-rigid motion of the marker if it consists of a deformable object (e.g. face, body, hand). In scenarios such as on-patient craniofacial medical data visualization [Lee et al. 2012; Macedo et al. 2014] , it is specially important for a MAR environment to provide support for non-rigid tracking, which adds one level of interactivity for the user and improves the robustness of the tracking algorithm for rigid and non-rigid patient interactions. The main issue related to this support is that AR requires real-time interactivity and most of the current state-of-the-art works in the field of non-rigid surface registration do not provide such performance.
Despite the real-time techniques which rely on strong priors about a specific scenario (e.g. [Weise et al. 2011; Bouaziz et al. 2013; Li et al. 2013 ] for face, [Chen et al. 2012] for body), a few methods have been proposed for fast generic non-rigid registration (e.g. [Sumner et al. 2007; Nutti et al. 2014] ). Their common characteristic is the way they represent the deformation for a given surface: using a deformation graph. Each node of this graph has a 3D affine transformation which allows source surface to be deformed to a target surface. Deformation is modelled in terms of an energy function and, by using a non-linear optimization algorithm, energy is minimized and the best affine transformation for each node of the graph can be found.
In this paper we present a multi-frame adaptive non-rigid surface registration algorithm for a MAR environment. It is proposed in the context of a medical application for on-patient craniofacial data visualization to allow support for patient's non-rigid interaction. Therefore, the focus of our approach is non-rigid facial registration. For each new frame, the current surface captured by a depth sensor is rigidly aligned to a previous one represented by a 3D reference model being generated. When rigid tracking fails, non-rigid registration is employed to allow current camera pose prediction and deformation estimation between frames. In this case, the final result is used to update the 3D reference model. Deformation space is represented by a graph built on the source surface. To achieve fast performance, we have chosen to use a 3-level adaptive approach in which:
1. The graph is dynamically subdivided according to an energy function that models the deformation between source and target surfaces;
2. An adaptive algorithm is employed to select, for each iteration, which points on the source surface will be used as constraints to guide the non-rigid registration; 3. A multi-frame adaptive approach is used to apply the nonrigid registration only when the rigid registration fails. Therefore, this solution can be applied in an AR environment in real-time.
Moreover, all algorithms (i.e. non-rigid registration and MAR environment) are implemented in parallel by using the graphics processing unit (GPU).
The paper is organized as follows. Section 2 provides a brief review on the recent related works of non-rigid surface registration.
Section 3 introduces an overview of the full pipeline. Section 4 presents the MAR environment proposed in this work. Section 5 presents the non-rigid surface registration algorithm, describes its GPU implementation and how it can be integrated with the MAR environment. Section 6 discusses the experimental results. The paper concludes in Section 7, with a summary and discussion of future work.
Related Work
Non-Rigid Surface Registration:
Non-rigid surface registration has been driven by different approaches in recent years. In this section, we present the relevant works that are most closely related to our approach. For a more detailed discussion of rigid and non-rigid surface registration, the reader should refer to [Tam et al. 2013] .
One of the first works in the field of fast non-rigid registration applied to Computer Graphics is the Embedded Deformation (ED), a real-time deformation algorithm for object manipulation and creation of 3D animation [Sumner et al. 2007] . The goal of this technique is to allow an user intuitive surface editing while preserving the surface's features. The deformation in their approach is represented by a graph. Each node of this graph is associated with an affine transformation that influences the deformation to the nearby space. The great advantage of this approach is that it can be applied to a wide range of objects, articulated or not.
Although its main goal is the user object manipulation, the algorithm proposed by Sumner et al. also can be seen as a non-rigid registration algorithm in which the source and target surfaces are the objects before and after user manipulation. In this sense, many other works have used or improved this approach to the specific problem of non-rigid surface registration.
Li et al. adapted Sumner's algorithm to the registration of partial range scans acquired from a 3D scanner [Li et al. 2008] . They augmented the ED algorithm with a rigid registration and designed an energy function to penalize unreliable correspondences. An extension of [Li et al. 2008 ] was proposed in [Li et al. 2009] , where an algorithm for high-quality template-based non-rigid surface registration and reconstruction using dynamic graph refinement and multi-frame stabilization was presented.
A method for temporally coherent completion of surfaces captured from real-time dynamic performances is presented in [Li et al. 2012] . They extended the non-rigid registration proposed in [Li et al. 2009 ] by adding texture constraints for the optimization. Dou et al. [Dou et al. 2013] proposed an algorithm to track dynamic objects acquired from real-time commodity depth cameras such as the Microsoft Kinect Sensor. Basically, they have extended the KinectFusion algorithm [Newcombe et al. 2011 ] to deal with non-rigid registration. Its non-rigid registration algorithm is based on the ED algorithm, however color consistency and dense point cloud alignment were added to the original energy function.
All these approaches achieve high accuracy, however need execution time in the order of minutes to register two point clouds. Different from these approaches, the KinEtre has adapted the ED algorithm to deal with incomplete meshes and to align the skeleton of a user in movement [Chen et al. 2012] . The ED algorithm was implemented almost entirely on the GPU and it runs in 30 frames per second (FPS), as it was constrained to align only the skeleton of the user.
By assuming that there is a temporal coherence between the source and target objects, rigid registration can be solved before the nonrigid alignment. To do so, Iterative Closest Point (ICP) algorithm [Rusinkiewicz and Levoy 2001] is used. Thus, instead of comprising the global rigid transformation into the unknowns of the ED algorithm, we deal only with the node's affine transformations as unknowns to be estimated, saving memory space and computational time for the optimization step. Moreover, our algorithm focuses only on the non-rigid registration and does not deal with reconstruction or texture constraints. Finally, our algorithm runs in ≈ 60 milliseconds and it is applied in a multi-frame manner to achieve real-time performance in an augmented reality application.
Markerless Augmented Reality:
Despite the recent advances in the field of virtual reality based on real-time non-rigid user interaction [Weise et al. 2011; Chen et al. 2012; Bouaziz et al. 2013; Li et al. 2013] , in depth-based AR, from the best of the our knowledge, only one work has been proposed for markerless augmented reality with support to non-rigid tracking.
Nutti and colleagues proposed an application for real-time tumor tracking based on a depth sensor [Nutti et al. 2014] . They adapted the technique proposed in [Li et al. 2009 ] by using multi-threading and axis-angle rotation-based deformation representation and a Finite Element Method simulation on the patient's body. As result, they could interactively track the tumor position on the patient. Their system uses reprojection for physician visual guidance to adjust the posture of the patient under radiation therapy. While this application provides high accuracy to track the tumor, it runs only in 10 FPS and the visual guidance (i.e. reprojection) is updated in 5 FPS. Therefore, the method proposed in this paper is one of the first for markerless augmented reality based on interactive non-rigid registration.
Pipeline Overview
An overview of our entire pipeline can be seen in Figure 1 . It requires only an RGB-D sensor (e.g. Kinect) and a computer with GPU. The main goal of the proposed pipeline is to support nonrigid tracking in a MAR environment. First, the natural marker must be segmented from the real scene and reconstructed in realtime. Next, current depth frame (Dt) captured by RGB-D sensor and previous depth frame (Ds) represented by 3D reference model are used for tracking. As long as the deformation of target object increases, the chances for rigid tracking to fail increase as well. To minimize this possibility, the reference model should be updated with the deformation of the target object.
After marker segmentation, and by considering that the background scene is already segmented in the depth maps, the 2D bounding box that contains both source and target objects in Ds and Dt is used to discard from the memory every position outside the xy-axis of the bounding box.
Afterwards, non-rigid registration algorithm builds a deformation graph (G) on the source surface (Ps) to allow its deformation to the target surface (Pt) iteratively. Each node in G has a 3D affine rigid transformation (i.e. a 3D rotation matrix R and a 3D translation vector t) which influences the deformation to the nearby space. Current deformation between Ps and Pt is modelled in terms of an energy function and a non-linear optimization algorithm is applied to minimize this energy based on the affine transformations of G. To reduce computational cost of the non-linear solver, a sub-sample of Ps is selected as constraint to be used during optimization. Next, the algorithm iteratively refines G according to the energy function measured previously. This refinement is based on a quadtree. The registration is stopped when the residual error between deformed Ps and Pt is sufficient low. To achieve a good performance, the full pipeline runs entirely on GPU and non-rigid registration algorithm is applied in a multi-frame manner only when rigid tracking fails. 
Markerless Augmented Reality
The MAR environment used in this work is based on the one proposed in [Macedo et al. 2014 ] for on-patient medical data visualization. However, we are only interested on the markerless tracking algorithm. To track an object without markers, a 3D reference model of the object must be generated. To do that, the object must be detected and segmented from the scene either by using color, depth or both information. This process can be done by using an appropriate classifier or semi-automatically by the user. Once the object is detected on the scene, the region that contains the object is fixed. Then, the object is constrained to be turned in this region. By denoising the depth map using a bilateral filter [Tomasi and Manduchi 1998 ] and by converting the filtered depth map into a vertex and normal map, the KinectFusion algorithm is used to reconstruct the 3D reference model in real-time . The KinectFusion is an algorithm that integrates raw depth data captured from an RGB-D sensor into a 3D grid to produce a high-quality 3D reconstruction of the object/scene of interest. The grid stores for each voxel the distance to the closest surface (i.e. TSDF -Truncated Signed Distance Function) and a weight that indicates uncertainty of the surface measurement. These volumetric representation and integration are based on the VRIP algorithm [Curless and Levoy 1996] . The 3D reconstructed model is extracted by detecting zerocrossings on the grid through a ray caster.
This algorithm allows accurate markerless tracking without error accumulation, as the high-quality 3D reference model is used as basis for tracking. In a naive implementation, non-rigid tracking support can be added by applying a non-rigid surface registration algorithm to align the 3D reference model and the current depth frame captured. One way to improve the accuracy of this solution is updating the 3D reference model after the non-rigid registration, as will be shown in Section 5.3. In this section we describe the non-rigid surface registration algorithm and how it can be integrated with the MAR environment presented in the previous section. An overview of the proposed approach can be seen in Figure 2 .
Non-Rigid Surface Registration

Deformation Model
The proposed algorithm consists of the following stages:
• Matching of points: After the bounding box segmentation, the source (Ps) and target (Pt) points are associated. As it is assumed that the surfaces are aligned rigidly, it is ensured that the objects are relatively near from each other. Therefore, it is used the projective data association to match the points;
• Selection of nodes: It is computed a deformation graph G from Ps. Different from previous approaches, this stage runs on a GPU in a quadtree-based algorithm;
• Weighting the influence of nodes: The influence of the knearest nodes for each Ps is computed;
• Selection of constraints: The points from Ps in which the residual deformation error will be measured are selected adaptively;
• Error minimization:
where R is a 3×3 rotation matrix and t is a 3D translation vector, is estimated for each node by a non-linear Gauss-Newton solver using the constraints selected previously;
• Updating the source object: The affine transformations computed in the previous step are applied on Ps and the algorithm is reiterated to the second step until the maximum number of iterations is reached or if the error is stabilized.
All these stages take advantage from the parallelism provided by the GPU as it will be described in the Section 5.2.
First, the corresponding points between Ps and Pt are associated by using the projective data association. In this association, each point ps ∈ Ps is transformed into camera coordinate space and perspective projected into image coordinates. The corresponding points are that on the same image coordinates.
After the matching of points, the nodes of G are selected. A quadtree is built on GPU to perform the selection of nodes. The influence of a node j with respect to a vertex p can be defined by:
where k represents the k-nearest nodes of p and wj is a weight that measures the influence of each node to the point. The weight wj can be computed by:
and then normalized to sum to one. distmax is the distance to the k + 1-nearest node with respect to p. From the Equation 2, it is guaranteed that the nearest nodes will have more influence in the deformation of p. Also, as the nodes are points of Ps, they are deformed by other nodes of G.
To compute the best affine transformations that align Ps to Pt, we must:
1. Select the constraints (i.e. points from Ps that will be used during the optimization phase); Instead of using the full dense point cloud as constraint for the optimization or asking the user to perform this task of constraint selection, we use an adaptive algorithm that performs the selection of constraints based on the residual error previously measured. Given a region on the source surface, the higher the error, the higher the number of points selected as constraints for the optimization, as can be seen in Figure 3 .
In the first iteration, where the residual error still was not measured, an uniform sampling is used to select the constraints. To do that, a n × n mask, with step n, is scanned through the 2D projection of Ps at the xy coordinates. The point at the center of this mask is selected to be a constraint if it exists in Ps (i.e. it is not in a hole). From empirical tests, n = 4 produced the best results.
In the remaining iterations, we use the same n × n mask to perform a scan on the 2D projection of Ps and its residual error Etot. First, the algorithm evaluates the average residual error at the n×n region being scanned. Based on the average error Eavg and a pre-defined threshold thc, the number of points selected at that region will be defined. In this case, we have three situations:
• Eavg > thc, all the n 2 points are selected;
• Eavg >= thc/2 and Eavg <= thc, n points uniformly distributed over the mask are selected;
• Eavg < thc/2, only the point at the center of the mask is selected;
Therefore, we select more constraints in the regions where the deformation is high and must be minimized, but we still consider the regions where the deformation is small or none, by selecting a small number of constraints to represent them. From empirical tests, thc equals to the half of the averaged root mean squared error measured for the dataset produced the best results.
Next, we need to convert the affine rotations from Euler to quaterion representation. The motivation is related to our non-linear solver, that operates faster with quaternions (3 unknowns) than the Eulerform rotation matrix (9 unknowns).
To Sumner et al. 2007 ]:
• Energy function for rotation (Erot): In order for a 3 × 3 rotation matrix to represent a rotation in SO(3), it must satisfy six conditions: each of its three columns must be unit length, and all columns must be orthogonal to one another [Grassia 1998 ]. The squared deviation of these conditions is given by the function Rot(R):
where c1, c2 and c3 are the column vectors of a given rotation matrix.
The term Erot is defined by the sum of the rotation error over all affine transformations of G:
• Energy function for regularization (Ereg): In order to apply a deformation sufficiently smooth, we must ensure that the affine transformations of adjacent nodes in G must be consistent. Ereg is the sum of the squared distances between each node's transformation applied to its neighbors and the actual transformed neighbor positions:
where Nj consists of all nodes connected with the node j.
• Energy function for constraints (Econ): This energy function deals directly with Ps and Pt. It measures how distant they are from each other. Econ is the sum of the Euclidean distances between the deformed source points and its correspondents on the target object:
q is the target point correspondent to pi, p i is pi after deformation (Equation 1). n is the total of points in Ps.
The total energy function Etot is defined by the following equation:
with wrot = 1, wreg = 10 and wcon = 100 as suggested in [Sumner et al. 2007] .
Once with Etot, we must solve the optimization step to obtain the affine transformations that align Ps to Pt. To achieve this goal we use the Gauss-Newton solver [Madsen et al. 2004 ]. Our objective is to solve the normal equation J t J∆ = J t r. We compute the residual r, that consists in the computation of Etot for each coordinate x, y and z of each constraint and the Jacobian J, that is the first-partial derivative of Etot for each one of the parameters. ∆ represents the unknown parameters that we want to find to minimize Etot. To compute J efficiently we compute only the partial derivative for the parameters that affect the constraint in which the derivation is being computed. Once with J and r, we reduce the normal equation to the linear system A∆ = −b and compute the products A = J t J and b = J t r. After solving the linear equation, we add ∆ to the array of parameters (i.e. quaternions + translation vectors) and reiterate the optimization algorithm until the maximum number of iterations or if the error is stabilized (does not change more than 5%).
After the optimization step, the Equation 1 can be applied for every point in Ps. Afterwards, we reiterate the algorithm to the selection of nodes until the maximum number of iterations is reached (we use 3 iterations) or if the error is stabilized in the optimization step.
GPU Processing
This subsection describes the adaptations performed on the deformation model in order to achieve best performance using the parallelism provided by the GPU.
For the matching of points, each GPU thread transforms a point Ps into image coordinate and associates it with the point Pt at the same image coordinate.
To select the nodes, we use an algorithm in GPU that does the node selection based on the 2D parametrization of G. As the nodes of G are also points in Ps, we can convert them from world to image coordinates by using the same process used to reproject Ps into Ds. As discussed before, Ps can be an object with holes distributed along the surface. In this case, the selection of nodes only based on the 2D space may cause the nodes to be selected in regions where there is no depth data. To solve this problem, we take advantage from what we call virtual nodes to represent the space where there is no depth data. Virtual nodes favor the expansion of the quadtree in regions where naturally we have depth data, however in the node position not. It is worthy to mention that virtual nodes do not have affine transformation, they are just leaves of the quadtree that can be refined to generate real leaf nodes if necessary. Therefore, we restrict the use of virtual nodes in the first 2 levels of the quadtree.
To build the quadtree, four additional GPU buffers are required: 1. A buffer to store whether in a given position exists a node in G;
A buffer to store the level for each node in G;
3. A buffer to store whether in a given position G has children (is a parent node); 4. A buffer to store whether in a given position exists a virtual node in G;
The algorithm can be divided in two steps: the building of the quadtree and the adaptive refinement/collapse of nodes in G.
We build the quadtree in the first iteration of our algorithm. The GPU kernel that will select the nodes is called iteratively. We iterate from the first level to the level required by the user to build the quadtree. Each GPU thread, in parallel, is uniformly assigned to a position on the 2D parametrization of Ps to select a node. In the first level, if the point assigned to the GPU thread is visible, then, it will be a new node in G. In the opposite case, it can be a new virtual node. Therefore, we allow the quadtree to be refined even in regions where there are just a few points. On the next levels, if the node is selected, the GPU thread removes the parent node from G, being it a real or virtual node, and inserts it into a parent list, indicating that it has already been expanded.
For collapsing of nodes, the GPU kernel is iteratively called from the last to the first level of the quadtree in order to collapse the nodes in a bottom-up fashion. Each GPU thread, in parallel, is assigned to a node in G. Then, the GPU thread checks if the node has children and if it is at the current level that is being iterated. If the thread passes from these conditions, given a region C around the 2D position of the node, it computes the average of the energy function Econ for each ps ∈ C. If the average error is below a certain threshold, the children nodes in C must be collapsed. To collapse the nodes, a thread checks if exists child nodes and they are leaf nodes. In this case, they are collapsed and the region C is represented by the old parent node.
For refinement of nodes, the GPU kernel is iteratively called from the first to the last non-empty level of the quadtree in order to refine the nodes in a top-down fashion. Each GPU thread, in parallel, is assigned to a node in G. Then, the GPU thread computes the average error around a region C, as defined before. If the average is above a certain threshold, the node must be refined. After the refinement (i.e. creation of 4 new child nodes), the GPU thread removes the parent node from G and inserts it into a parent list, indicating that it has already been expanded. To compute the weights efficiently in GPU, we create an array that contains only the nodes selected. The direct access to this array prevents us from checking explicitly on the surface whether a point is also a node. Then, each GPU thread computes the influence for a specific node in G.
To store the affine transformations that will be estimated, we create two arrays: one array to store 6 parameters (i.e. 3 from quaternion and 3 for translation) for each node, and another array that is a hash relating a node in G to where are its parameters in the first array. We compute the array and the hash elements using atomic operations on the GPU.
In the optimization step, r and J are computed in parallel. A and b are computed by using the matrix-matrix and matrix-vector multiplication from CUBLAS 1 library. The linear system is solved by using a GPU implementation of the LLT decomposition proposed in [Henry 2009 ] together with a linear solver Strsm from the CUBLAS library.
1 http://docs.nvidia.com/cublas/index.html
Integration into the MAR Environment
To add support for non-rigid tracking, one solution is to apply it whenever the rigid tracking fails, enhancing the robustness of the MAR environment. However, to apply non-rigid tracking for every frame has a computational cost which does not make it suitable for real-time applications. Therefore, if rigid tracking keeps failing consecutively, non-rigid tracking will be used more frequently, reducing user interactivity.
To solve this problem, we take advantage from the volumetric representation of KinectFusion algorithm to update the 3D reference model in real-time based on the current deformation measured. When the rigid tracking fails (i.e. error measured is above a certain threshold), non-rigid registration is applied and the 3D reference model deformed surface is sent to KinectFusion's grid with a high weight. 3D reference model is updated in the grid representation by the TSDF computation and then the grid is ray casted to generate a new source surface for the next iteration. High weight is used for fast adaptation of the previously stored 3D reference model into the new deformed one. As consequence, by deforming the 3D reference model, non-rigid tracking converges faster and with higher accuracy in the next iterations than the rigid-only solution (i.e. in which only rigid tracking is applied and KinectFusion's volume is not updated).
Results and Discussion
In this section we describe the experimental setup used and analyse performance and accuracy of the proposed environment. For all tests, we ran our algorithm on an Intel(R) Core(TM) i3-3220 CPU @3.30GHZ, 4GB RAM, NVIDIA GeForce GTS 450. We have implemented the algorithms in GPU by using the NVIDIA CUDA 2 architecture [Kirk and Hwu 2010] . We used the open source C++ implementation of KinectFusion released by the PCL project [Rusu and Cousins 2011] . 3D reference model was reconstructed with the KinectFusion using a grid with volume size of 70cm × 70cm × 140cm and resolution of 512 3 .
We have tested the approach in a scenario where the user's head is the natural marker. To detect it from the scene, we have used the Viola-Jones face detector [Viola and Jones 2004] on the color map captured by the Kinect sensor. For rigid tracking, we have used the ICP algorithm because it is the only depth-based tracking algorithm which has a variant with real-time performance, therefore, being suitable for augmented reality applications. For non-rigid interactions, we asked the user to perform three different facial expressions after 3D reconstruction: inflate his cheeks, smile and simulate a "kiss" expression, shown in Figure 4 .
In all tests we have used k = 4 (i.e. the number of nodes which influences each point on the source surface, Equation 1), three iterations of the optimization and three levels of the quadtree to limit the computational cost of the non-rigid registration, while achieving good accuracy. Econ was used as a measure for refinement/collapse of nodes. Although Li and colleagues [Li et al. 2009 ] suggested the use of Ereg for this measurement, our tests show that we do not have accuracy lost by using Econ instead of Ereg.
As explained in the previous section, we need to update the 3D reference model to minimize the use of the non-rigid registration algorithm. To accomplish that, one solution is to re-send the 3D deformed reference model into the grid with high weight. As explained in Section 4, the KinectFusion algorithm integrates raw depth data into a grid based on TSDF computation and a weight which indicates uncertainty. The higher the weight, the faster the 3D reference model shape is updated based on the current measurement. Therefore, to accommodate the current deformation and to stabilize the tracking faster, a high weight must be used to update the 3D reference model. We have tested the influence of such updating on the tracking accuracy. This test can be seen in From tests conducted on the three cases mentioned at the beginning of this section, we estimated an average accuracy of 1.5mm for rigid tracking during 3D rigid reference model reconstruction, which is performed at 30 frames per second (FPS). On average, non-rigid tracking requires 60ms per frame. The step which takes most time to be completed for every frame is the non-linear optimization, which demands 45ms per frame.
As can be seen in Table 2 , when non-rigid user interaction is present, the average accuracy decreases for rigid tracking. We have tested different scenarios for non-rigid registration in order to evaluate the best multi-frame strategy to balance accuracy and performance. While skipping a specific number of frames (i.e. NR4, NR8) is a good strategy, to apply it for almost every frame reduces the performance while being, sometimes, unnecessary (i.e. NR1, NR2). Likewise, to apply it between a large number of frames (i.e. NR16, NR32, NR64) improves slightly average tracking accuracy while application's performance keeps almost the same when compared to the rigid solution. However, if high deformation occurs in-between these frames, the tracking will fail (i.e. error measured will be above a pre-defined threshold used to detect rigid tracking failure). To apply the non-rigid registration whenever the rigid tracking fails (i.e. NRAdaptive) is the best idea in order to solve every deformation which occurs between frames, while maintaining good accuracy (below 2mm) and real-time performance (above 20 FPS). It is worthy to mention that, in this case, the algorithm is not applied almost for every frame as the 3D reference model is updated based on the present deformation, reducing the chances for rigid tracking fail in the next iterations. As can be seen in the plots of the Figures 5, 7 and 9, the algorithm is applied 21 times (≈ for every 8 frames) for cheeks deformation, 66 times (≈ for every 2,5 frames) for smile deformation and 16 times (≈ for every 10 frames) for kiss deformation.
When the 3D reference model is continuously updated for a case in which there is a small region of deformation, it will become in- Table 2 : Average accuracy (Avg., given in mm), Standard Deviation (Std. Dev., given in mm) and Performance (Perf., given in FPS) results for each one of the tracking algorithms tested in presence of specific user deformation. NRn: Non-Rigid Registration applied for every n frames (independent of rigid tracking fail); NRAdaptive: Non-Rigid Registration applied whenever the rigid algorithm fails.
creasingly smooth for each frame. In this case, this solution may be not the most accurate, as the 3D reference model will lose information in regions where there is no deformation. In Table 2 , we can see this scenario from the tests conducted on the "kiss" expression, where non-rigid registration applied for every 1 or 2 frames does not produced the best results. This issue can be solved by using the adaptive approach.
Tracking error evolution can be seen in Figures 5, 7 and 9. When there is sufficient non-rigid user interaction, error grows considerably and the non-rigid solution minimizes it. 3D reference model is updated to stabilize the tracking based on the current deformation. Non-rigid registration and 3D reference model updating are done only when the deformation changes in intensity (i.e. error above the threshold, shown as a dashed line) and the rigid tracking fail. When using rigid tracking only, the error grows and stabilizes. This behaviour is motivated by the use of the face as deformable object, which has a limit in terms of deformation. With other objects, the error could grow even more without achieving stabilization.
A test to analyse the best threshold to detect rigid tracking fails was performed and the results can be seen in Table 3 . As mentioned before, rigid tracking has average accuracy of 1.5mm. Therefore, by using this value as threshold, the algorithm applies non-rigid tracking for almost every new frame. On the opposite case, by using threshold of 3mm, the algorithm uses almost rigid tracking only. Table 3 : Average accuracy (Avg., given in mm), Standard Deviation (Std. Dev., given in mm) and Performance (Perf., given in FPS) results for each one of the thresholds used to detect rigid tracking fail.
The best threshold is 2mm, which provides fast and accurate tracking.
In terms of visual quality and accuracy, from Figures 6, 8 and 10, it is visible that the algorithm captures the main deformation present on the deformed expressions through the sequence of frames, improving accuracy in regions where only rigid registration cannot solve the tracking. In this sense, our main contribution is that the non-rigid registration algorithm runs near real-time, allowing its application for an augmented reality environment.
Conclusion and Future Work
We have presented a marker-free augmented reality approach with support to fast non-rigid surface registration. Fast non-rigid tracking is performed by an adaptive technique inspired by the Embedded Deformation algorithm. The main goal of the proposed algorithm is to improve tracking robustness for augmented reality applications, such as those for on-patient craniofacial data visualization.
Therefore, tests were realized using user's face as natural marker and user's facial expressions as non-rigid interactions. From the tests conducted, we have shown that the non-rigid registration, applied in a multi-frame manner, is capable to run in real-time. Moreover, it improves the tracking accuracy of the augmented reality environment when compared to the rigid-only solution.
For future work, we intend to evaluate the performance of the proposed approach in both GPU and multi-threaded in CPU, which has already proven to be efficient in this context [Nutti et al. 2014] . In this sense, we must investigate how the processing could be balanced between these two processing units. Further tests must be done in order to evaluate the performance of the non-rigid registration algorithm in objects with more degrees-of-freedom than human's head.
