Abstract-This paper defines the difference of low-pass (DOLP) transform and describes a fast algorithm for its computation. The DOLP is a reversible transform which converts an image into a set of bandpass images. A DOLP transform is shown to require O(N2) multiplies and produce 0 (N log(N)) samples from an N sample image. When Gaussian low-pass filters are used, the result is a set of images which have been convolved with difference of Gaussian (DOG) filters from an exponential set of sizes.
1 The symbol 0 (-) is pronounced "order of." A function g (n) is said to be of 0(f(n)) if there exists a constant c, such that g(n) < cf(n) for all but some finite (possible empty) set of nonnegative values for n [2] .
Matching the structural descriptions of shapes in images is an efficient approach to determining the three-dimensional structure of objects from stereo pairs of images and from motion sequences of images [15] . Matching to a prototype description of an object class is also useful for recognizing shapes in both two-dimensional image domains and three-dimensional scene domains [3] . The motivation for computing a structural description is to spend a fixed computational cost to transform the information in each image into a representation in which searching and matching are more efficient. In many cases the computation involved in constructing a structural description is regular and local, making the computation amenable to fast implementation in special purpose hardware. B. A Fast DOLP Transform A full DOLP transform of an image composed of N samples, produces K = logs (N) bandpass images composed of N samples each, and requires 0(N2) multiplies and additions, where S is a "scale factor" which is discussed below. Two techniques can be used to reduce the computational complexity of the DOLP transform: "resampling" and "cascaded convolution with expansion." Resampling is based on the fact that the filters used in a DOLP transform are scaled copies of a band-limited filter. As the filter's impulse response becomes larger in the space domain, its upper cutoff frequency decreases, and thus its output can be resampled with coarser spacing without loss of information. The exponential growth in the number of filter coefficients which results from the exponential scaling of size is offset by an exponential growth in distance between points at which the convolution is computed. The result is that each bandpass image may be computed with the same number of multiplications and additions. Resampling each bandpass image also reduces the total number of points in the DOLP space from N logs (N) samples to 3N samples.
Cascaded convolution exploits the fact that the convolution of a Gaussian function with itself produces a Gaussian scaled larger in size by VY2. This method also employs an operation, referred to as "expansion," in which the coefficients of a filter are mapped into a larger sample grid, thereby expanding the size of the filter. This operation can be used without introducing distortion under certain conditions when the filter is bandlimited, and is to be convolved with a band-limited signal. Because The transform produces logS(V) bandpass images. Each bandpass image is produced by convolving the image with a bandpass impulse response (filter) which is a size-scaled copy of a prototype filter. This prototype is formed from a difference of two size-scaled copies of a low-pass filter.
Sk (X, y) . Each bandpass image is equivalent to a convolution2
of the image p (x, y) with a bandpass impulse response bk (x, y):
The DOLP transform is illustrated in the data flowgraph shown in Fig. 1 . For k = 0, the bandpass filter is formed by subtracting a circularly symmetric low-pass filter g0 (x, y) from a unit sample positioned over the center coefficient at the point (0, 0):
The filter bo(x, y) gives a high-pass image So(x, y). This image is equivalent to the result produced by the edge detection technique known as "unsharp masking" [ 23 ] :
to(X, y) = p(x, y) * (6 (x, y) -go(x, y)) = p(x, y) -( p(x, y) * go (x, y)).
(3) For bandpass levels 1 < k < K the bandpass filter is formed as a difference of two size-scaled copies of the low-pass filter: bk (X, Y) = gk-1(X, Y) -gk (X, y).
Each low-pass filter gk (x, y) is a copy of the circularly symmetric low-pass filter g0(x, y) scaled larger in size by a factor raised to the kth power. Thus for each k, the bandpass impulse response bk (x, y) is a size-scaled copy of the bandpass impulse response bk1 (x, y). This property is necessary for the configuration of peaks in a DOLP transform of a shape to be invariant to the size of the shape [ 10] . The scale factor is an important parameter which affects several aspects of the DOLP transform. For a two-dimensional DOLP transform, this scale factor, denoted S2, has a typical value of N. In the case of a one-dimensional DOLP transform, the scale factor is denoted Sl, and has a typical value of 2. This scale factor is discussed again at the end of this section.
For two-dimensional circularly symmetric filters which are defined by sampling a continuous function, size scaling can be defined as increasing the density of sample points over a fixed domain of the function. That is, consider a function h (x, y) which is real valued and defined for all values of (x, y) such that (X2 + y2) 1.0. A discretely sampled filter of radius R can be obtained for integer values (i, j ) ranging from -R to R, by sampling h(x,y) at h (i/R, j/R) at all values of i and j. Such a filter may be scaled by a factor of F by using a new radius RF given by RF = RF. In this case, i and j now both range from -RF to RF. In the Gaussian filter, this has the effect of increasing the standard deviation a, relative to the sample rate, by a factor of F.
In principle the DOLP transform can be defined for any number of bandpass levels K. A convenient value of K is K = logs (N) where S is equal to the sample distance S1 for a two-dimensional DOLP transform, or the square of the sample distance S2 for a two-dimensional DOLP transform:
S=S1 =522 
Reversibility proves that no information is lost by the DOLP transform.
Because convolution and subtraction are associative the DOLP transform may also be computed by convolving the original image with an exponentially size-scaled set of low-pass filters and subtracting each low-pass image from the next to form the set of bandpass images. This technique is illustrated in Fig. 2 . One of the fast computational techniques for a DOLP transform which are described below is based on the idea of computing the convolutions of the image with progressively larger low-pass filters which are implemented as a cascade of convolutions with small low-pass filters.
B. Discussion: The Scale Factor
The parameter S, used to determine the number of levels, is crucial to both the scaling of low-pass filters and resampling of the bandpass and low-pass images. These two ideas are related when peaks and ridges from the DOLP transform are to be used to describe the shape of a form so that it can be matched independent of the size of the form. In such an application it is important that the density of samples be a fixed fraction of the size of the bandpass impulse response. It is convenient to define a single variable, S = S2 = SI to simplify the expression for K as well as for some of the analysis given below.
Marr [ 16 ] argues that a value of S2 = 1.6 is "optimum"3 for a difference of Gaussian bandpass filter. For Since X0 >> 1 we can simplify the mathematics by using the approximation Sk XOsf.
In the case of the two-dimensional filters for images, the low-pass filter g0 (x, y) is specified to be circularly symmetric.
If the coefficients are nonzero for all points (x, y) such that x +y2 R2, then XO uirRO.
This approximation becomes more accurate as R0 increases.
The bandpass filters for levels 1 through K -1 are specified to be size-scaled copies of the level 0 filter. Each filter is to be scaled larger in size by a factor of S2. Thus Rk is related to Ro by _Sk Rk =RS 2.
As a result the number of coefficients at level k is 2k Xk -XoS'2
If we define the variable S such that S = S 2 = S1 , as before, then in both the one-dimensional and two-dimensional case,
Xk XOS
This approximation becomes more accurate as k increases.
As described above, the DOLP transform is defined to produce band-pass levels 0 through K -1, where K is
Since the DOLP transform produces K bandpass images of N samples each, the memory requirement M is M =NK =Nlog5(N).
The number of multiplies for producing each bandpass image is proportional to the number of coefficients in the filter for that level. The total number of multiplies for the convolu- and thus C t X0 N2. sample points which are spaced at a fixed fraction of the filter radius. * Cascade Convolution with Expansion: Use of the autoconvolution scaling property of the Gaussian low-pass filter and a remapping of the filter coefficients to obtain the impulse response of a larger filter from a cascade of small filters.
These two techniques may be applied independently to reduce the computational cost of a DOLP transform, as illustrated in Fig. 3 . When combined, these two techniques provide an algorithm which will compute a DOLP transform in O(N) multiplies with a storage requirement of O(N) cells. In the following sections we describe algorithms for computing a DOLP transform based on each of these techniques separately. We then describe the algorithm which employs both techniques.
This section begins with a discussion of resampling a Cartesian two-dimensional signal at a distance of \2/. A linear systems model for such resampling is presented. We then describe the sampled DOLP transform, and show that with resampling, a DOLP transform can be computed with O(N log(N)) multiplies and that this DOLP transform can be stored in 0(N) storage cells.
We then discuss the scaling property of the Gaussian filter, and show that a Gaussian impulse response of size SNf2i can be formed by convolving a Gaussian filter of size S with itself. This technique is referred to as cascaded convolution. A second scaling operation known as the expansion operator is then introduced. We show that a combination of expansion and cascaded convolution can also be used to compute a DOLP transform of an N sample image in 0 (N log(N)) multiplies. Finally, these two techniques are combined to produce an algorithm which will compute a DOLP transform which requires O(N) samples in O(N) multiplies. This technique is referred to as "cascaded convolution with expansion and resampling."
A. Resampling
The number of samples that is needed to represent a discrete signal is determined by the frequency content of that signal.
As Nyquist demonstrated [19] , a signal which has been con- of V/2 sampling will produce a two-dimensional signal which has samples spaced at a distance of 2 on the original grid, as shown by the boxes in Fig. 4 . The points on the \ sample grid may be detected by a simple test using the modulus function (denoted here as "mod").
Sample points on the XV grid are those points, (x, y) which satisfy the relationship x mod 2 =y mod 2. This is the sample function applied to level 2 of the sampled DOLP transform. A second application of \/2 sampling produces a sample grid with a minimum distance of 2 between samples. These points are those for which xmod2=0 and ymod2=0. This is the sample grid for level 3 of the sampled DOLP transform.
In general, each level k, for 2 < k 6 K -1, of the sampled DOLP transform will have a sample grid produced by k-I applications of \/2 sampling. Those levels for which k is odd will have sample points defined by x mod 2( +1)/2 =y mod 2(*+1)/2 Those levels for which k is even will have points which are given by x mod 2k/2 = 0 and y mod 2k/2 = 0 Such sampling may be done for any value S which is a distance between points on the original sample grid. For example, if we select points that are separated by a distance in the x dimension of 2 and in the y dimension of 1, then our resample distance is = 1= . If a two-dimensional scale factor other than S2 = \/2 is used, the value S = S2 must be substituted for the 2 in the above expressions.
2) Linear Systems Model for Resampling: The effects of resampling are best described in the spatial frequency domain. Let us describe the transfer function (discrete time Fourier transform) of a two-dimensional function h (x, y) as [ 20] 00 00
The continuous variables u and v are referred to as the spatial frequency variables. Fig. 5 Aliasing is minimized by filtering the two-dimensional sequence so that there is very little signal energy outside the Nyquist boundary when the signal is resampled.4 This minimizes the reflected signal energy that results in aliasing. Mathematically, the operation is modeled as first convolving the signal with a band-limited filter, and then selecting only the subset of points at which the filter signal is resampled. For implementation on a serial processor, the computational cost may be reduced by only evaluating the convolution expression at those points where the filter is centered over the resample points. This "resampled convolution" is illustrated by the function S%/j { } placed in boxes adjacent to the convolution boxes in Fig. 6 .
3) Complexity of the Sampled DOLP Transform: A convolution may be expressed as a sequence of inner products of of the filter coefficients with neighborhoods of the signal. By only computing these inner products for the instances where the filter is centered over resampled points, it is possible to reduce the computational complexity of a DOLP transform to O (N log(N) ). In such a sampled DOLP transform, the distance between resample points increases by the same scale factor as the bandpass filters. The computational complexity and memory requirements for the sampled DOLP transform may be evaluated by considering the steps in the algorithm. In this section we present such an analysis for any value of S.
The bandpass signals, $0 (x, y) and B1 (x, y), are computed as described for the DOLP transform, requiring XoN and SXoN 41t is impossible to filter a sequence with a finite duration filter so that a frequency region of any finite size is identically zero [21 ] . However, a signal can be filtered so that there is an arbitrarily small response to a range of frequencies. In the following sections we first discuss the two-dimensional circularly symmetric Gaussian filter, and its properties under convolution. We then describe the expansion operator and the algorithm for cascaded convolution with expansion, together with an analysis of its complexity.
1) The Two-Dimensional Circularly Symmetric Gaussian Filter: In cascaded convolution, an impulse response covering a large support is obtained by repeatedly convolving the signal with copies of an impulse response over a smaller support. This algorithm will only produce size scaled copies of the low-pass impulse response if Gaussian low-pass filters are used. This may be shown by the Gaussian autoconvolution scaling property, described below.
The Gaussian function is most commonly known in its onedimensional form
where ,u is refered to as the mean and a as the standard deviation.
The term 1 /aV'2 scales the Gaussian function so that it has unit area. A discrete two-dimensional Gaussian filter may be obtained by assuming a zero mean and applying the substitution. The coefficients are then obtained by sampling the continuous function at the points given by the discrete variables x and y where t2 =x2 +y2 .R2.
Implicit in this filter is multiplication by a uniform circular window (or aperture or support), the disk 1 for x2 +y2 .R2 0 otherwise. To control the filter gain, the filter coefficients are normalized so that they sum to 1.0. This is done by summing the coefficients and then dividing each coefficient by the sum.
Thus the normalized two-dimensional Gaussian low-pass filter defined over a circular support is given by go (x, y) = (1/A) CR (X, Y) e-U(X2+y2)IR2 where A is a gain factor given by A= cR (x y) e IXI6R IYIyR The circularly symmetric function cR (x, y) has a transfer function [22] 2rrRJ1(R )u2+v2
where J1 (Q) is the first-order Bessel function.
The Gaussian filter g0(x, y) has a transfer function which is a Gaussian function convolved with the transfer function of its aperture (or support) [22] :
An experimental procedure has shown that the parameters R = 4.0 and a = 4.0 work quite well for cascaded convolution with expansion [10] . With g1(x, y) = g0 (x, y) * go(x, y).
However, low-pass image 2 then requires two additional convolutions with g0(x, y), and low-pass image 3 requires four more such convolutions with go(x, y). This exponential growth may be averted by resampling each low-pass image by /J2 before the next convolution, or by expanding the g0(x, y) onto a larger sample grid with the X/2 expansion operator.
2) The Expansion Operator: In addition to cascaded convolution we also employ a technique refered to as "expansion" in the algorithm described below. Expansion is possible because we are using low-pass filters that are designed with a high-frequency stopband. These filters attenuate the spurious high-frequency signals created by the "expansion" operation.
The expansion operation is a spatial remapping of the samples of a filter so that the distance between samples is altered. This remapping does not affect the number of samples in a filter or the values of these samples. Algorithms are described below in which expansion is used as a method of scaling the impulse response larger in size by a factor of y7. Expansions by Xv is necessary in order to convolve a filter with an image which has been resampled to a \/f2 sample grid, as is required when cascaded convolution is used with N/2 resampling. However, it is also possible to use this expansion to size-scale a filter which is to be convolved with a conventional Cartesian grid. The only restriction is that the high frequency energy generated by expansion must be attenuated by other filters in the cascade.
The expansion operation may be modeled as a spatial scaling followed by a resampling. A simpler analysis can be performed by considering the spacing between coefficients. Both analyses produce the same result: the transfer function of the filter is scaled smaller in frequency by the expansion, and copies of the transfer function appear reflected over a new Nyquist boundary imposed by the space between samples. The conditions under which expansion can be used without distorting the image are always the same. The composite cascade filter must have a very high attenuation everywhere outside of the new Nyquist boundary of the sample grid onto which the filter coefficients are mapped.
Let us define (x, y) as points in the Cartesian grid in which a filter is defined, and (Xe, Ye) as the corresponding points in a V/ grid onto which the filter is remapped. A single application of the \f27 expansion operation maps each row from a filter on a Cartesian sample grid into every other diagonal of the <Y grid. This mapping takes each coefficient from point (x, y) of a filter g(x, y) and places it at point (x -y, x + y) of a filter ge (xe, Ye). Points has no effect and we can express an expansion of Nk as k recursive applications of the N/ti expansion.
The general \/2 expansion operation, E>/@ k {g(x, y)}, may be expressed informally as follows. For each point (x, y) at which the filter gk-I (X, Y) is defined, define a new point in gk(X, y) at (x -y, x +y) and copy the value from gk-(X,yY) into the point.
3) Frequency Domain Effects of xft Expansion: The <2 expansion operator has a well defined effect on the transfer function of its argument. As with VT sampling, a new Nyquist boundary is created which is a 45 rotation and a v2 shrinking of the old boundary. Inside this new Nyquist boundary is a copy of the old transfer function scaled smaller in size by a factor of \4. Outside this new Nyquist boundary is a reflection of the scaled transfer function. This is illustrated by Fig.  8 below, which shows the 3 dB contour of a low-pass filter before and after the expansion operation. Figs. 9 and 10 show plots of the transfer functions of the Gaussian low-pass filter (R = 4, ca = 4), before and after the expansion operation. will be very small (i.e., less than -60 dB where the reflected nodes are present, for R = 4, a = 4) and thus the product -i{E, y {g0(x, Y)}} {go(x, Y) * g0(x,Y)} will also be very small outside the new Nyquist boundary. As a result, the impulse response at low-pass level 2 is approximated by g2(x, y) go(x,y) * go(x,y) * EJj2 {g0(x,y)}. Fig. 11 is a plot of the transfer function of the level 2 lowpass filter. As can be seen the response in the corners is so small that it does not register in this plot. The filter was constructed by convolving g0(x, y) with itself (a = 4, R = 4), and then convolving an expanded version g0(x, y) with this composite filter. Thus this is the same impulse response which would occur at low-pass level 2 of a DOLP transform computed using cascaded convolution with expansion.
A logarithmic plot of the amplitude of G2 (u, v) is shown in Fig. 12 . This plot spans 120 dB in amplitude with the vertical marked on the left at intervals of 10 dB. The response in the corner regions are attenuated more than 100 dB from the peak.
4) Complexity Analysis of Cascaded Convolution with
Expansion: The algorithm for cascaded convolution with expansion is illustrated by the flowgraph in Fig. 13 . Its computational complexity may be seen by an analysis of the steps in the algorithm. Since expansion does not alter the number of coefficients this convolution also requires NXo multiplies and additions and the subtraction requires an additional N additions. In a similar manner, each bandpass image k is produced by first creating low-pass image k by convolving low-pass image k-1 with a copy of the low-pass filter which has been expanded k -1 times:
Sk (X, Y) = Sk -1I (X, y) * E,/2 (k -1 ) {g0 (x, y)j.
Low-pass image k is then subtracted from low-pass image k -1 to produce bandpass image k:
Since expansion does not alter the number of coefficientt each convolution requires NXo multiplies and additions and each subtraction requires an additional N additions. Since cascaded convolution does not involve resampling the any of the images, the memory costs for computing a DOLP transform in this manner are not affected. As with (6) each low-pass image before each cascaded convolution. The savings in computational complexity result because there resampling reduces the number of points at which the convolution is evaluated for each new level, while cascaded convolution holds the number of filter coefficients constant. In this fast algorithm recursive expansion of the low-pass filter is not needed. In the odd number levels, expansion is given implicitly by the resampling. In the even numbered levels, a single V/ri expansion is needed to place the filter coefficients on the same sample grid as the data.
1) The Algorithm and Complexity Analysis: The algorithm for resampling and cascaded convolution with expansion is illustrated in the data flowgraph shown in Fig. 14. This algorithm runs as follows. Low-pass and bandpass levels 0 and 1 are computed as described above for cascaded convolution with expansion. That is, low-pass level 0 is constructed by convolving the picture with the low-pass filter go (x, y):
2o(x,y) =p(x,y) *go(x,y).
Bandpass level 0, 3o(x, y), is then produced by subtracting £o(x, y) from p(x, y):
%o(x, y) = p(x, y) -0 (X, Y).
Thus the bandpass impulse response at level 0 is bo(x, y) = 6 (x, y) -go(x, y).
Low-pass level 1 is then formed by convolving low-pass level 0 with the low-pass filter:
£1 (x, y) = 0o(x, y) * go(x, y). For each bandpass level 2 through K -1, the low-pass image As with the resampling algorithm described above, the total number of memory cells required is
2) The Impulse Responses for Cascaded Convolution with Expansion and Resampling: In the cascaded filtering algorithms described above, the bandpass images are formed by subtracting adjacent low-pass images. The band-pass impulse responses are thus equal to a difference of low-pass impulse responses which are produced by cascaded filtering. Because a finite impulse response Gaussian filter is only an approximation of the Gaussian function, the low-pass impulse responses for levels 1 through K are only approximations of scaled copies of the level 0 low-pass impulse response.
The low-pass impulse response at level 1 is g1(x, y) = go (x, y) * go(x, y). Thus at low-pass level 1, a X/Y scaling in size of g0 (x, y) is approximated by the simple cascaded convolution of g0(x, y).
Low-pass level 2 is formed by resampling low-pass level 1 at a sample distance of X/i and then convolving with an expanded version of the low-pass filter go(x, y): g2(X,y) = Er2i {gO(x,y)} * S/j-{g0(x,y) * g0(x,y)}.
The low-pass image from level 2 is then resampled at a distance of N/2 for a second time, which places it on a sample grid with a unit distance of 2. This low-pass image is then convolved with the low-pass filter g0(x, y). The resampling provides a remapping of the filter coefficients and so no expansion is needed at this level. Thus the size scaling of g0 by a factor of 2V'2 is approximated by g3 (x, y) = g0(x, y) * Sf/2 {E,/2 {gO(x, y)} * S\21 {gO(x,y) * g0(x, y)}}.
In general, the impulse response at low-pass level k, from k = 2 to K -1 is given by the following recursive relationships depending on whether k is even or odd: for even k: gk (X, y) = E\/2 {g0 (x, y)} * S\/1 {gk -1 (x, y)} and for odd k: gk (X, y) = g0(x, Y) * S,/j {gk-l (X, y)}- transform. The DOLP transform is a reversible transform that separates a signal into a set of bandpass components. The DOLP transform serves as the basis for a representation for two-dimensional shape that is described in a companion paper [ 1 1 ] . The DOLP transform is shown to require 0 (N2) multiplies and produce O(N log(N)) samples.
The DOLP transform is interesting because the shapes (and signals) which are represented by encoding peaks and ridges (or zero-crossings) in the DOLP transform can be matched efficiently despite changes in size, orientation, or position, and despite corruption by image noise. One of the biggest obstacles to use of the DOLP transform for describing and matching shapes in images was the apparent computational and memory costs. In this paper we have described two independent techniques which may be used to reduce the computational complexity and storage costs of a DOLP transform. The technique of resampling is shown to reduce the computational complexity of a DOLP transform to 0(N log(N)) multiplies and the storage requirements to O(N) samples. The technique of cascaded convolution with expansion is also shown to reduce the computational cost of a DOLP transform to O(Nlog(N)) multiplies, but does not affect the storage requirements. It is then shown that these two techniques may be combined to produce a DOLP transform to O(N) multiplies that requires O(N) samples.
Cascaded convolution has been investigated recently as a technique for efficiently realizing large digital FIR filters [ 1 ] . In particular, Burt [51 has employed a cascaded convolution of a kernel which is an approximation to a Gaussian to obtain larger "Gaussian-like" filters. Such a process requires a doubling in the number of convolutions with the fixed size kernel for each increase of V/i in filter size. Our use of the expansion function, however, permits a composite Gaussian filter of size S-V to be formed from a composite Gaussian of size S by one convolution of the kernel filter. This technique is general and should be of benefit whenever low-pass kernel filters are cascaded to form larger impulse responses.
The scale factor of X for filter size results naturally from both fast techniques. In resampling, it occurs because it is the smallest distance larger than one between samples on a Cartesian grid. It is the smallest rate at which a two-dimensional discrete sequence can be resampled without interpolation. The factor 2/ also occurs with cascaded filtering. It is the increase in size scale provided by convolving a Gaussian low-pass filter with itself. This happy coincidence indicates that X/2 is very convenient value for the scale factor for a DOLP transform that is to be used to represent images for matching. And, indeed, this factor turns out to work quite well [ 10 ] for representation and matching with the DOLP transform.
The most important result of this work is that it makes available the representational power of the DOLP transform without a prohibitive cost in computation. For a 256 X 256 image, if the separable form of the Gaussian filter is used, the total cost of computation for the 16 bandpass images is C = 3 X 18 X 256 2 = 3.538 million multiplies compared to C = 18 X 2564 = 77 309.41133 million multiplies without the techniques of cascaded convolution with expansion and resampling. Thus, the calculation of a DOLP transform is under a second is made possible by implementing these fast techniques on commercially available high-speed vector processing peripherals.
