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Abstract
Stationary thermography can be used for investigating the functional form of a nonlinear cooling law that describes heat exchanges
through an inaccessible part of the boundary of a conductor. In this paper, we obtain a logarithmic stability estimate for the associated
nonlinear inverse problem. This stability estimate is obtained from the convergence and sensitivity analysis of a ﬁnite difference
method for the numerical solution of the Cauchy problem for Laplace’s equation, based on the Störmer–Verlet scheme.
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1. Introduction
Let the rectangle=(0, 1)×(0, a), with a>1, be a simpliﬁed geometrical model of a thin homogeneous conducting
plate that divides an accessible site (y < 0) from an inaccessible (and possibly aggressive) environment (y > a). In
[10] we proved that a nonlinear perturbation of the heat exchange rate at level y = a can be uniquely detected from
complete exact data. Since data are in practice incomplete and noisy, we also implemented and tested a regularized
approximation algorithm. Here we address the question of the stability of the reconstruction.
More precisely, let the temperature u satisfy Laplace’s equation in the open set . Suppose that the vertical (small)
sides of are insulated, i.e., ux(0, y)=ux(1, y)=0 for y ∈ (0, a). Assume that we are able to control (for example by
means of a lamp) a heat ﬂux uy =− through the bottom side of. Our main working hypothesis is that heat exchange
between our specimen and the external environment is inﬂuenced by some interface activity and it is described by a
nonlinear law of the form
uy(x, a) + (u(x, a)) = 0 (1)
that generalizes the classical linear Newton’s cooling law uy(x, a)+(u(x, a)−uext)=0 where uext is the temperature
of the surrounding medium. It is known that in most practical cases Newton’s law is only an approximation acceptable
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for very small ranges of temperature, and nonlinear laws like (1) are needed tomodelmore realistic situations. Two basic
examples are reported in the ﬁrst pages of the book [4]: the black-body radiation equation, where (u) ∝ u4 − u4ext;
and the natural convection equation, that describes a hot body surrounded by a ﬂuid in which convection currents are
generated. In this case, (u) ∝ (u − uext)5/4. The study of nonlinear cooling laws is encouraged also by some formal
analogy with Faraday’s model of metallic corrosion rate, see for example [14,22,24], where it is assumed the following
boundary condition, known as Butler–Volmer equation:
uy(x, a) + (e(u(x,a)−uext) − e−(1−)(u(x,a)−uext)) = 0.
Here  ∈ (0, 1) and  ∈ (−0,∞) (with 0 > 0) are constants related to materials and actual physical conditions.
The inverse problem posed in [10] consists in recovering the nonlinear function  in (1) when we know (possibly
with some uncertainty)  and the (overspeciﬁed) temperature response u(x, 0) = (x), obtained in experiments by
means of an infrared camera. In [10] we studied the special case in which  is a small perturbation of the usual linear
models based on energy dispersion (see for example [6,8,13]) proving uniqueness and producing a method for the
stable numerical approximation of the nonlinear term.
An introduction to modelling and applications of thermography can be found for example in [16].
As already mentioned, the goal of the present work is to discuss stability properties of our inverse problem. The only
restrictions on  are stated in the subsequent Theorem 1. Our technique is based on a ﬁnite difference discretization of
the BVP. The idea is borrowed from [9], with at least two important differences:
(1) in [9] we recover the coefﬁcient of surface heat transfer  in a linear boundary condition, (u(x, a))= (x)u(x, a),
while now we are investigating the nonlinear law itself;
(2) ﬁnite difference discretization here is preferred to the Fourier discretization used in [9] because it is better adaptable
to different geometries of the specimen. Furthermore, the use of Fourier series in the present context would lead to
an approximation of  consisting of a continuous curve, which in general is not the graph of a function, and whose
convergence would be difﬁcult to analyse. On the other hand, using ﬁnite differences we are able to construct a
sequence of functions h approximating the unknown , and obtain clear convergence estimates.
Optimal logarithmic stability estimates for the identiﬁcation of (x) in the linear case are obtained in [1,5]. Because of
the close relationship between the inverse problem at hand and Cauchy problems for Laplace’s equation, nothing better
than logarithmic stability is expected. Cited results in [1,5] are based on the theory of complex analytic functions and
are valid (in 2D only) under rather general hypotheses on the geometry of . We choose to refer back to [9] not only
for obvious familiarity, but also because discretization methods like ours are not conﬁned to the 2D setting. On the
other hand, in 2D the simple geometry of, (anyhow motivated by reasons of simplicity and applicative arguments like
being  a section of a thin plate), may be generalized by means of conformal mapping techniques, as those exploited
in [5].
Since  and  are Cauchy data for Laplace’s equation, the inverse problem at hand is not only strongly nonlinear
but also severely ill-posed. For these reasons any small noise  possibly affecting the data is expected to be highly
magniﬁed. In particular, if 1 and 2 are two responses in temperature such that supx∈[0,1] |1(x)−2(x)| and 1,
2 are the corresponding solutions of the inverse problem, we prove in Section 3 that
sup
V
|1 − 2|C/| log |	,
where 	= 1 and V is a suitable interval. The present paper deals with classical solutions of the direct problems.
A similar logarithmic stability estimate (with 0< 	< 1) is derived in [2] starting from ﬁne analytical results about
Cauchy problems for Laplace’s equation based on a method by Payne [19]. The estimate in [2] is obtained in a domain
more general than  under stronger restrictions than ours about admissible data. Furthermore, existence of a weak
solution of the direct problem is assumed in the hypotheses of [2].
In what follows, we denote by 
↑ and 
↓ the boundary segments y = a and y = 0 of , respectively, and let
superscripts ↑ and ↓ denote the respective trace operators, that is,
f ↑(x) = f (x, a), f ↓(x) = f (x, 0),
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for any function f deﬁned on . As usual, we denote by ‖f ‖B the norm of a function f deﬁned on the Banach spaceB.
Furthermore, for simplicity of notations, if f is any function deﬁned on a setS, the symbol ‖f ‖S denotes its sup-norm
onS. If f ∈ Rn, we simply use the notation ‖f ‖ = max1 in |fi |.
2. The direct problem
Our direct problem consists in ﬁnding a classical solution u ∈ C∞()∩C2(¯) of the following Laplace’s equation
in  with nonlinear boundary conditions:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u = 0,
−uy(x, 0) = (x),
ux(0, y) = ux(1, y) = 0,
uy(x, a) + (u(x, a)) = 0.
(2)
In what follows ∈ C1([0, 1]);′(0)=′(1)=0. Furthermore, we assume that the function  belongs to the admissible
set
XL = { ∈ C1(R), (0) = 0, 0< ′(x)L}
for some constant L> 0. We remark that the assumption (0) = 0 is actually not restrictive; indeed, let ˆ be such that
ˆ(0)= c 
= 0, and let uˆ be an associated solution of Problem (2), so that uˆy(x, a)+ ˆ(uˆ(x, a))= 0. Then we can write
uˆ(x, y) = u(x, y) + cy where u(x, y) solves (2) with (x) = ˆ(x) − c fulﬁlling (0) = 0 and (x) being replaced by
(x) − c. Under the preceding regularity and admissibility conditions, well posednes of Problem (2) can be derived
from classical results. We sketch here the proof of this fact:
Theorem 1. Suppose that ∈ C1([0, 1]),′(0)=′(1)=0, and  ∈ XL. Then there exists a unique classical solution
u ∈ C∞() ∩ C2(¯) for Problem (2). Furthermore, for some constant (L) we have ‖u‖
C2(¯)(L)‖‖C1(
↓).
Proof. For any given constant L/2, Problem (2) can be restated as follows:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u = 0,
−uy(x, 0) = (x),
ux(0, y) = ux(1, y) = 0,
uy(x, a) + u(x, a) = (u(x, a)),
(3)
where (u) = u − (u) is such that
−= − 2′(u) = − ′(u)< . (4)
Problem (3) is widely analysed in [18, Chapter 4], in the case of domains  having smooth boundary; in particular,
owing to inequalities (4), existence of a solution u ∈ C2(¯) is shown in [18, Theorem 4.4.1], and its uniqueness is a
consequence of [18, Theorem 4.4.2]. The extension of these results to our rectangular domain, as well as the regularity
estimate, follows from classical arguments [11], due to the compatibility conditions on  and to the classical Cauchy
estimates on high order derivatives for harmonic functions. Finally, since u = 0 in , we also have u ∈ C∞(). 
The presence of an upper bound for |′| is a relevant issue here. Indeed, it is known that a problem like (2) may have
inﬁnitely many solutions if  is strictly increasing but |′| is not bounded in R, even in cases where  is very regular,
see e.g., [3,15,22].
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3. The inverse problem
As described in the Introduction, we are addressing the following inverse problem for Problem (2): recover the
nonlinear unknown term  from the knowledge of the functions  = −u↓y (controlled ﬂux) and  = u↓ (measured
temperature). The recovering procedure can be split into two phases, namely, the reconstruction of the values of u↑
and u↑y , and the identiﬁcation of  from the equation (u↑) = −u↑y . Apparently, the ﬁrst phase requires the solution of
a Cauchy problem for Laplace’s equation.
For the purpose of assessing the forthcoming stability result for our inverse problem, we ﬁrstly devise a numerical
method for the approximation of the functions u and uy in , starting from the data ,. Then, we will use these
approximations as the basis of a numerical method for computing an approximation h to the sought function . Finally,
we will obtain our stability estimate from the convergence and sensitivity analysis of our numerical method.
For any continuous function f deﬁned on a closed intervalS ⊂ R, let
G(f,S) = {(x, f (x)) : x ∈S} ⊂ R2.
Note that G(f,S) is the portion of the graph of f that is supported onS.
We deﬁne active domain of  the interval I = [minx u(x, a),maxx u(x, a)], that is, the range of u↑, where u is
the corresponding solution of (2). Moreover, we deﬁne active graph of  the set G(,I). Observe that two different
functions 1, 2, having the same active graph, give rise to the same solution u, hence they are undistinguishable on
the basis of the knowledge of u↓ and u↓y . More precisely, we can state the following identiﬁability result, whose proof
follows trivially from the uniqueness of harmonic continuation:
Theorem 2. Let 1, 2 ∈ XL, u1, u2 be the associated solutions of Problem (2), and G(1,I1), G(2,I2) be their
active graphs. We have u↓1 = u↓2 if and only if G(1,I1) = G(2,I2).
Hence, the active graph of  is what really matters in the solution of our inverse problem. Moreover, it depends on
the active support of , and the latter depends on the function . For these reasons, our main goal in what follows is to
identify and approximate numerically the active graph of , and discuss its stability properties.
One convenient way to measure the closeness of two active graphs is the Haussdorf distance of two closed subsets
S1,S2 of the plane
dist(S1,S2) = max
{
max
p∈S1
min
q∈S2
‖p − q‖, max
q∈S2
min
p∈S1
‖p − q‖
}
.
The two deﬁnitions above lead immediately to the following inequalities: if f ∈ C1(I ∪J) then
dist(G(f,I),G(f,J)) max{1, ‖f ′‖I} dist(I,J). (5)
Furthermore, if f1, f2 are two functions deﬁned on the same closed interval I, then
dist(G(f1,I),G(f2,I))‖f1 − f2‖I. (6)
In this paper, we ﬁrstly quantify the stability of our inverse problem in terms of the Haussdorf distance of the active
graphs of 1, 2. Our main result is the following; its proof will be given in the last section of this paper.
Theorem 3. Let 1, 2 ∈ XL and let I1, I2, be their respective active domains. Suppose that u1 and u2 are the
corresponding solutions of the associated direct problems. If = ‖u1 − u2‖
↓ is sufﬁciently small, then
dist(G(1,I1),G(2,I2))
C
| log | ,
for some constant C depending on L but not on .
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As an immediate consequence of the preceding theorem, we can derive a stability result in the sup-norm, as follows:
Corollary 4. In the same hypotheses and notations of Theorem 3, we have
‖1 − 2‖I1∩I2
(1 + L)C
| log | .
Proof. Let x ∈ I1 ∩ I2 and let y ∈ I2 be such that the point q = (y, 2(y)) ∈ R2 has minimal distance from the
point p = (x, 1(x)) ∈ R2, with respect to the norm ‖ · ‖. Then we obtain
|1(x) − 2(x)| |1(x) − 2(y)| + |2(x) − 2(y)|
 |1(x) − 2(y)| + L|x − y|
 max{|x − y|, |1(x) − 2(y)|} + Lmax{|x − y|, |1(x) − 2(y)|}
(1 + L)dist(G(1,I1),G(2,I2)).
The claim thus follows from Theorem 3. 
Before closing this section, we stress the fact that the stability result in Corollary 4 cannot be inferred directly from
the logarithmic stability estimates obtained in the papers [1,5], although it has the same form. Indeed, the solution u
of (2) may not solve a classical Robin problem where  is subject to some regularity assumptions. Moreover, if (x) is
not constant, a solution of the BVP with a linear Robin boundary condition may not be the solution of a corresponding
problem endowed by the boundary condition (1). Thus the two problem classes are completely different.
4. Numerical solution of the Cauchy problem for Laplace’s equation
In this section, we describe a discrete method to approximate the solution u(x, y) of the Cauchy problem for Laplace
equation. This method is very similar to the ones presented e.g., in [7,20] but, unlike in the mentioned papers, no least
squares penalty techniques or other regularizing devices are associated to it. Hence, we do not advocate this method as
a valid numerical technique for the solution of the Cauchy problem for Laplace equation. Our purpose is to use it as a
theoretical device to derive the sought stability results.
We use a classical ﬁnite difference scheme based on a square grid h superposed to , with mesh size h. For
simplicity, we consider both 1 and a to be integer multiples of h, that is, we suppose that mh= 1 and nh= a, for some
positive integers m, n. Thus h consists of a grid of (n + 1) × (m + 1) equispaced nodes, (ih, jh), for i = 0, . . . , m
and j = 0, . . . , n. We look for two grid functions u˜, v˜ deﬁned on h. These grid functions approximate the functions
u(x, y) and v(x, y) = uy(x, y) in the sense that u˜i,j ≈ u(ih, jh) and v˜i,j ≈ v(ih, jh) = uy(ih, jh).
Owing to the boundary conditions ux(0, y) = ux(1, y) = 0, we approximate the differential operator uxx by means
of the difference operator associated to the tridiagonal matrix
T =
⎛
⎜⎜⎜⎜⎝
2 −2 O
−1 2 −1
. . .
. . .
. . .
−1 2 −1
O −2 2
⎞
⎟⎟⎟⎟⎠ , (7)
see e.g., [17, Chapter 3]. Indeed, for a sufﬁciently regular u(x, y) with ux(0, y) = ux(1, y) = 0, we have
− 1
h2
T
⎛
⎜⎜⎝
u(0, y)
u(h, y)
...
u(1, y)
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
uxx(0, y)
uxx(h, y)
...
uxx(1, y)
⎞
⎟⎟⎠+ O(h2). (8)
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We collect in the following statement some properties of the matrix T above, found e.g., in [21, pp. 252–253], for further
reference:
Lemma 5. The spectral decomposition of the matrix T in (7) having order m + 1 is given by T = VV −1 where
= diag(0, . . . , m),
k = 4sin2
(
k
2m
)
, V ≡
(
cos
(
kl
m
))
, k, l = 0, . . . , m. (9)
Moreover, V −1 = (2/m)DVD, where D = diag(1/2, 1, . . . , 1, 1/2).
Denote by u˜(j) the (m+1)-vectormade of the node values in the jth rowof the grid function u˜: u˜(j)=[u˜0,j , . . . , u˜m,j ]T.
In particular, u˜(0) is the vector of approximations of u↓ on  ∩ 
↓, while u˜(n) is an approximation of u↑. Following
[17, Section 3.4], the Laplace operator is approximated by the usual 5-point stencil, whence we obtain the three-term
recursion
u˜(j−1) − 2u˜(j) + u˜(j+1) = T u˜(j).
The above recursion is at the basis of the leap-frog method for second-order hyperbolic PDEs [17], and of the methods
in [7,20] (among others) for the approximation of the Cauchy problem for Laplace’s equation. By extending in the
obvious way the above notations to the grid function v˜, we use the ﬁnite difference operator
v˜(j) = u˜
(j+1) − u˜(j−1)
2h
for the approximation of uy(x, jh). The previous deﬁnition is valid also for j = n since u˜(n+1) is well deﬁned. An
elimination of u˜(j−1) from the previous equations gives the equivalent expressions
u˜(j+1) = u˜(j) + hv˜(j) + 1
2
T u˜(j),
v˜(j+1) = v˜(j) + 1
2h
T (u˜(j) + u˜(j+1)),
for j = 0, . . . , n − 1. The resulting algorithm to compute u˜, v˜ is an adaptation to our context of the Störmer–Verlet
scheme, see [12, Section I.3.1]:
• Initialize:
◦ Let u˜(0) = [u˜0,0, . . . , u˜m,0]T with u˜i,0 = (ih), and
◦ v˜(0) = [v˜0,0, . . . , v˜m,0]T with v˜i,0 = −(ih), for i = 0, . . . , m.
• Iterate: For j = 1, . . . , n − 1 do:
◦ Set u˜(j+1) = u˜(j) + hv˜(j) + (1/2)T u˜(j).
◦ Set v˜(j+1) = v˜(j) + 1/(2h)T (u˜(j) + u˜(j+1)).
• Finalize: Collect u˜ = [u˜(0), . . . , u˜(n)]T and v˜ = [v˜(0), . . . , v˜(n)]T.
4.1. Convergence and sensitivity analysis
In this subsection, we derive convergence estimates for the previously introduced quantities u˜, v˜. Moreover, we carry
out a sensitivity analysis, that is, we consider how data errors affect the computation of the same quantities.
Theorem 6. If the solution u of the direct problem (2) belongs to C∞() ∩ C2(¯), then there exists a constant C1,
depending on u but not on the grid width h, such that
‖u˜ − u‖hC1h2, ‖v˜ − uy‖hC1h2.
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Proof. The claim is a consequence of the convergence properties of the Störmer–Verlet scheme, see [12, Theorem
VI.3.5]. In fact, the substitution of the differential operator uxx by the difference operator −h−2T introduces a dis-
cretization error, see (8), whose magnitude is negligible with respect to the local truncation error of the basic scheme.

In the next result we study the effect of a small perturbation in the data  on the grid functions u˜ and v˜ computed by
the previous algorithm.
Lemma 7. Let 1,2 be two continuous functions deﬁned on 
↓. Let u˜1, u˜2 and v˜1, v˜2 be the grid functions built up
by our algorithm on the computational domain h, starting from the initial data 1,2, respectively. Then
‖u˜1 − u˜2‖h
2n
a
Tn(3)‖1 − 2‖
↓ , ‖v˜1 − v˜2‖h
7n2
a2
Tn(3)‖1 − 2‖
↓ ,
where Tn(x) is the nth degree ﬁrst kind Chebyshev polynomial and n = a/h.
Proof. Let  be the restriction of 1 − 2 on the nodes of h ∩ 
↓. Moreover, let A = 2I + T . Deﬁne the sequence
(0) = , (1) = 1
2
A(0), (j+1) = A(j) − (j−1), j = 1, . . . , n − 1.
It is easy to recognize that, for j = 0, . . . , n we have (j) = u˜(j)1 − u˜(j)2 and (j) = pj (A)(0), where pj () is the jth
polynomial in the sequence
p0() = 1, p1() = 2 , pi+1() = pi() − pi−1().
Then we have pj () = Tj (/2), where Tj (x) denotes the jth degree ﬁrst kind Chebyshev polynomial, see e.g., [23,
p. 105]. Thus, we can get a bound for ‖(j)‖ if we know an upper bound for the matrix norm ‖Tj (A/2)‖∞, via the
inequality ‖(j)‖‖Tj (A/2)‖∞‖‖. In the notations of Lemma 5, the spectral factorization of A= 2I + T is given by
A = VLV −1, where L = diag(l0, . . . , lm) = 2I + . Then we have
‖Tj (A/2)‖∞ = ‖V T j (L/2)V −1‖∞
‖V ‖∞‖V −1‖∞‖Tj (L/2)‖∞
= ‖V ‖∞‖V −1‖∞ max
1km
|Tj (lk/2)|.
From the formulas in (9) we get
‖V ‖∞ = m + 1, ‖V −1‖∞ < 2, max
k
|Tj (lk/2)| = Tj (3).
Since m = n/a, we obtain ‖(i)‖(2n/a)Tj (3)‖‖. Moreover, ‖u˜1 − u˜2‖h‖(n)‖(2n/a)Tn(3)‖‖. Furthermore,
‖v˜1 − v˜2‖h
1
2h
max
1 jn
(‖u˜(j+1)1 − u˜(j+1)2 ‖ + ‖u˜(j−1)1 − u˜(j−1)2 ‖)
 n(Tn+1(3) + Tn−1(3))
ah
‖‖
7(n/a)2Tn(3)‖‖.
In the last passage we used the inequalities Tn+1(3)6Tn(3) and Tn−1(3)Tn(3), coming from the three-term recur-
rence relation for Chebyshev polynomials [23, p. 105]. 
The preceding result shows that the quantities (2n/a)Tn(3) and 7(n/a)2Tn(3) play the role of condition numbers
in the computation of u˜ and v˜, respectively, with respect to absolute errors in the data . In fact, for the purpose of
the forthcoming results, we are not interested on the conditioning of u˜ and v˜ with respect to . The relevant issue
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here is that the above quantities grow exponentially with n, mirroring the ill-posedness of the Cauchy problem for the
Laplace’s equation. Indeed, since Tn(x) = 2n−1xn + O(xn−2), we have Tn(3) ≈ 6n/2, that is,
lim
n→∞
Tn(3)
6n
= 1
2
. (10)
5. Numerical approximation of the nonlinear term
Once the values of u˜ and v˜ are computed, we can construct an approximation of the active graph of (u) by the
following procedure:
• Find a permutation  : {0, . . . , m} → {0, . . . , m} such that u˜(0),n u˜(1),n · · · u˜(m),n.
• Connect by a continuous, piecewise linear curve the points (u˜(i),n, v˜(i),n), for i = 0, . . . , m.
We denote by h the resulting piecewise linear function. Hence the function h is a spline function of degree one [23,
Chapter 8], characterized by the nodes (u˜i,n, v˜i,n). Observe that h(u˜i,n) = v˜i,n, and the domain of h is the interval
Ih = [mini u˜i,n,maxi u˜i,n]. Obviously, we have in general u˜i,n 
= u˜j,n for i 
= j . When this is not true, a reasonable
approach to deﬁne uniquely a continuous approximant to the unknown  is to set the value of h(u˜i,n) as the minimum
of all possible v˜i,n. Now we consider the convergence properties and sensitivity of the function h.
5.1. Convergence and sensitivity analysis
Lemma 8. Let f1, f2 be two continuous, piecewise linear functions deﬁned on two closed intervals I1 and I2,
respectively; suppose that both f1 and f2 consist of m (eventually vanishing) line segments; denote by (x(1)i , y(1)i )
and (x(2)i , y
(2)
i ) their respective nodes, for i = 0, . . . , m. Suppose that x(1)0 x(1)1  · · · x(1)l , x(2)0 x(2)1  · · · x(2)l ,
|x(1)i − x(2)i |E and |y(1)i − y(2)i |E. Then dist(G(f1,I1),G(f2,I2))E.
Proof. If p = (x1, y1) ∈ G(f1,I1), then there exists an index 0 im − 1 and a scalar  ∈ [0, 1] such that
(x1, y1) = (x(1)i , y(1)i ) + (1 − )(x(1)i+1, y(1)i+1).
Consider the point q = (x2, y2) ∈ G(f2,I2) given by
(x2, y2) = (x(2)i , y(2)i ) + (1 − )(x(2)i+1, y(2)i+1).
We see that
‖(x1, y1) − (x2, y2)‖‖(x(1)i , y(1)i ) − (x(2)i , y(2)i )‖ + (1 − )‖(x(1)i+1, y(1)i+1) − (x(2)i+1, y(2)i+1)‖E.
Hence maxp∈G(f1,I1) minq∈G(f2,I2)‖p−q‖E. The proof is completed by reversing the roles of (x1, y1) and (x2, y2).

We are in position to obtain a convergence result for h:
Theorem 9. Let I be the active domain of  ∈ XL, and let Ih be the domain of the piecewise linear approximation
h built up on the computational domain h. Then for sufﬁciently small h we have
dist(G(,I),G(h,Ih))C2h,
for some constant C2 not depending on h.
Proof. Apart of a permutation, the nodes of h are by construction the points (u˜0,n, v˜0,n), . . . , (u˜m,n, v˜m,n). From
Theorem 6 we get that
|u˜i,n − u(ih, a)|C1h2, |v˜i,n − uy(ih, a)|C1h2,
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for i = 0, . . . , m. The domain of h is thus Ih = [mini u˜i,n,maxi u˜i,n], and we have
max
p∈Ih
min
q∈I
|p − q|‖u˜(m) − u‖h∩
↑C1h2.
On the other hand, let p = u(x¯, a) ∈ I. Let 0 im be such that |x¯ − ih|h/2. We have
|u(x¯, a) − u˜i,n| |u(x¯, a) − u(ih, a)| + |u(ih, a) − u˜i,n|(M1/2)h + C1h2,
where M1 is an upper bound for |u↑x |. Letting x¯ vary in [0, 1] we obtain
max
p∈I
min
q∈Ih
|p − q|(M1/2)h + C1h2,
whence for h sufﬁciently small, we get dist(I,Ih)M1h. From Eq. (5) we have
dist(G(,I),G(,Ih))(1 + L) dist(I,Ih)(1 + L)M1h.
Let I be the continuous, piecewise linear function that interpolates the function  on the nodes (u˜i,n, (u˜i,n)). Hence,
also the domain of I is Ih. By (6) and classical approximation theory results, see e.g., [23, Chapters 8], we have
dist(G(,Ih),G(I ,Ih))‖− I‖Ih
L
2
max
0 in−1 |i+1 − i |,
where 01 · · · m is the nondecreasing reordering of the values u˜i,n for i = 0, . . . , m. We have
max
0 in−1 |i+1 − i | max0 in−1 |u˜i+1,n − u˜i,n|
2C1h2 + max
0 in−1 |u((i + 1)h, a) − u(ih, a)|
2C1h2 + M1h.
Since the nodes of I are by construction (u˜i,n, (u˜i,n)), we have
|(u˜i,n) − v˜i,n| |(u˜i,n) − (u(ih, a))| + |uy(ih, a) − v˜i,n|
L|u˜i,n − u(ih, a)| + C1h2(1 + L)C1h2.
Hence, from Lemma 8 we get the inequality
dist(G(I ,Ih),G(h,Ih))(1 + L)C1h2.
From the previous inequalities we arrive at
dist(G(,I),G(h,Ih))dist(G(,I),G(,Ih)) + dist(G(,Ih),G(I ,Ih))
+ dist(G(I ,Ih),G(h,Ih))
(1 + 3L/2)M1h + (1 + 2L)C1h2,
and we obtain the claim. 
We close this section with the sensitivity analysis of h with respect to errors in :
Theorem 10. Let 1,2 be two continuous functions deﬁned on 
↓, and  = ‖1 − 2‖
↓ . Let h,1, h,2 be the
piecewise linear functions obtained by applying our procedure onh, starting from the initial data1,2, respectively.
Furthermore, let Ih,1, Ih,2, be the domains of h,1, h,2, respectively. Then,
dist(G(h,1,Ih,2),G(h,2,Ih,2))7(n/a)2Tn(3).
Proof. Let (x1,i , y1,i ) and (x2,i , y2,i ) be the nodes of h,1, h,2, respectively, for i=0, . . . , m.Assume that the abscissas
x1,i , x2,i are sorted in nondecreasing order. By construction, for j =1, 2 the values of xj,i are a permutation of the nodal
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values on h ∩ 
↑ of the discrete functions u˜j and v˜j obtained by our algorithm from j . Hence, for  sufﬁciently
small, we have from Lemma 7
|x1,i − x2,i |(2n/a)Tn(3), |y1,i − y2,i |7(n/a)2Tn(3).
The claim follows immediately from Lemma 8. 
6. Proof of Theorem 3
For any ﬁxed h = a/n, consider the approximations h,1, h,2 for 1, 2 built up by our approximation procedure
on the grid h. Furthermore, let Ih,1 and Ih,2 be their domains. From Theorems 9 and 10 we conclude that, for 
sufﬁciently small,
dist(G(1,I1),G(2,I2))dist(G(1,I1),G(h,1,Ih,1)) + dist(G(2,I2),G(h,2,Ih,2))
+ dist(G(h,1,Ih,1),G(h,2,Ih,2))
2aC2/n + dist(G(h,1,Ih,1),G(h,2,Ih,2))
f (n)+ 2aC2/n,
with f (n) = 7(n/a)2Tn(3). Since the expression f (n) + 2aC2/n is a convex function of n and is also divergent for
n → ∞, there exists an optimal value of n that minimizes it. Moreover, letting  → 0, this optimal value diverges. In
fact, we can get an asymptotic estimate of this value by observing that from (10) we have that for all > 0 there exists
an integer n¯ such that
∀n n¯, 6n <f (n)< (6 + )n.
Let n() be an integer having the asymptotic form
n() ≈ 1
log(6 + 2) log
(
1

)
,
with > 0 ﬁxed. In correspondence of that value we obtain the inequality
dist(G(1,I1),G(2,I2))(6 + )log(1/)/ log(6+2)+
C3
log(1/)
= 1−c + C3
log(1/)
,
where c = log(6 + )/ log(6 + 2) and C3 = 2aC2/ log(6 + 2). Since 0< 1 − c < 1, both terms in the rightmost
expression vanish for  → 0, but the second one dominates for  sufﬁciently small, whence we obtain the claim.
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