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We theoretically investigate the collisional heating of a cold atom system subjected to time-
periodic forces. We show within the Floquet framework that this heating rate due to two-body
collisions has a general semiclassical expression P ∝ ρσvcolE0, depending on the kinetic energy
E0 associated with the shaking, particle number density ρ, elastic collision cross section σ, and an
effective collisional velocity vcol determined by the dominant energy scale in the system. We further
show that the collisional heating is suppressed by Pauli blocking in cold fermionic systems, and
by the modified density of states in systems in lower dimensions. Our results provide an exactly
solvable example and reveal some general features of Floquet heating in interacting systems.
I. INTRODUCTION
Engineering novel Hamiltonians is central to quan-
tum simulations. In general, Hamiltonians can be im-
plemented directly and statically, or in a time-averaged
way. The latter implies periodic driving of the system. If
the fast modulation can be neglected, an effective time-
averaged static Hamiltonian is realized as formally cap-
tured by Floquet theory [1, 2]. With proper driving,
dynamically generated Floquet Hamiltonians can be de-
signed. Such Floquet systems potentially exhibit novel
properties which are difficult or impossible to be real-
ized in static settings. Examples include synthetic gauge
fields [3–6], spin-orbit coupling [7–9], and topological
bands and materials [10–13]. Experimental progress in-
cludes creation of the Hofstadter-Hamiltonian in optical
lattices for neutral atoms [14–17], realization of the topo-
logical Haldane model with shaken optical lattice [18],
and the demonstration of dressed recoil momentum for
radio-frequency photons in ultracold gases with modu-
lated magnetic fields [19].
However, higher order terms beyond the time aver-
age, related to fast micromotion, can cause heating via
interactions, limiting experimental studies of many-body
physics. In general, a driven system constantly exchanges
energy with the driving field. Interactions redistribute
this energy into other degrees of freedom, leading to an
increase of the total entropy and energy. Although this
heating can be suppressed in specific scenarios, e.g. via
many-body localization [20–22], a generic closed quan-
tum system will eventually thermalize at infinite temper-
ature when driven [23], limiting the experimental studies
of many-body Floquet systems. Therefore, understand-
ing and potentially controlling the heating in Floquet
systems has triggered both theoretical [22–28] and ex-
perimental efforts [29, 30].
The dynamics of a Floquet system are studied with
Floquet theory. Systems heat by absorbing energy from
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the driving field in multiples of the energy quanta related
to the modulation frequency ω, caused by the scattering
of the driven particles [26]. The heating rate reads
P =
∑
n
Γnn~ω, (1)
which is determined by the transition rates Γn for the
processes of absorption/emission of n energy quanta. In
this description, the energy exchange is quantized.
On the other hand, in the limit of low modulation fre-
quency where the system’s intrinsic energy scales domi-
nate, the quantization of the driving field should not have
a prominent effect. The system’s behavior can be de-
scribed semiclassically. As a result, it is anticipated that
the heating dynamics of a Floquet system have a corre-
sponding semiclassical counterpart in this low-frequency
regime. Moreover, the quantized and the semiclassical
description should exhibit a continuous crossover as a
function of the modulation frequency ω and amplitude.
In this work, we investigate the Floquet heating and
the crossover between the quantum and semiclassical
regimes for systems subjected to periodic forcing in free
space, motivated by the recent experimental demonstra-
tion of Floquet-dressed recoil momentum for photons in
a two-spin mixture of cold gases [19] where the two spins
are shaken relative to each other. Such a setting is the key
ingredient of many Floquet schemes proposed for gener-
ating synthetic gauge fields and topological matter [2, 7–
10]. The corresponding semiclassical description of the
heating in such a system is the following: the force mod-
ulates the particles’ velocities and consequently generates
extra kinetic energy E0. This micromotion energy E0 can
be transferred into the secular motion of the particles
via inter-particle collisions when the micromotion is out-
of-phase for the colliding particles, causing an increase
of the system’s total energy, and consequently heating.
The resulting heating rate can be estimated with the two-
body elastic collision rate ρσv and the associated energy
E0 as
P ∝ ρσvE0 (2)
with the atomic density ρ, elastic collisional cross section
σ, and the relative speed of the two particles v. This
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2heating rate is continuously variable depending on the
strength of the driving, characterized by E0, and is in-
dependent of the driving frequency ω, which seems to
contradict the Floquet description of quantized energy
transfer.
In this paper, we calculate the collisional heating rates
in periodically shaken atomic gases with a full Floquet
treatment. We identify several distinct regimes deter-
mined by the energy hierarchies in the system and show
that the semiclassical and the Floquet picture are two
limiting cases of a unified general description of the heat-
ing rate as P ∼ ρσvcolE0. The key parameter vcol is an
effective collisional velocity parametrizing the final den-
sity of states. This can be, for example, the averaged
thermal velocity
√
kbT/m with kb being the Boltzmann
constant,
√
~ω/m, or
√
E0/m, depending on the domi-
nant energy scales. In addition, we show that collisional
heating is suppressed in a cold fermionic system by Pauli
blocking, and due to the modified density of states in
systems in lower dimensions.
The paper is organized as follows: Sec. II is a concise
review on the Floquet theory and scattering of Floquet-
Bloch states, which serves as the theoretical basis for the
main results presented in Sec. III. We first analyze the
Floquet heating for two atoms in Sec. III A. We then
analyze different regimes of the collisional heating in
Sec. III B and subsequently extend the analysis to atomic
ensembles in Sec. III C, including a specific discussion
on fermionic systems in Sec. III D. A discussion of heat-
ing rates in lower-dimensional systems is presented in
Sec. III E, followed by a summary and outlook in Sec. IV.
II. FLOQUET THEORY AND FLOQUET
HEATING
Our work is based on Floquet theory, which describes
the evolution of a periodically driven system. Evolution
of a Floquet system has been studied in different scenar-
ios with different approaches, for example through high-
frequency expansion [1, 2, 31], Floquet-Magnus expan-
sion [32], and extended Hilbert space [33]. We summarize
here the basic concepts and formalism in Floquet theory
and the scattering of the Floquet-Bloch states. This sec-
tion mainly follows the description in Ref. [26]; Compre-
hensive discussions can be found in Refs. [2, 26, 32, 33].
A. General Aspects of Floquet Theory
Floquet theory describes the behavior of a system gov-
erned by a time-periodic Hamiltonian Hˆ(t+ T0) = Hˆ(t).
This temporal translational symmetry allows simple de-
scriptions of the time evolution. Solutions of the time-
dependent Schro¨dinger equation
Hˆ(t) |Φ(t)〉 = i~∂t |Φ(t)〉 , (3)
known as Floquet-Bloch states, can be decomposed into
Fourier modes as
|Φ(t)〉 =
∑
l
e−iEt/~+ilωtCl |φl〉 . (4)
Here, ω = 2pi/T0 is the modulation frequency and E is
the eigenenergy of the corresponding non-driven system.
The amplitude of each of the Fourier modes Cl gener-
ally depends on parameters such as the strength and the
frequency of the driving.
The system does not conserve energy, due to the ex-
ternal drive. In the literature, two different conven-
tions are adopted to describe the energy structure of
such a system [26]. Some authors define quasienergies
Eq = E mod ~ω lying between (−~ω/2, ~ω/2). Oth-
ers distinguish between the carrier energy E, describing
the secular motion, and the energy sidebands E ± l~ω,
describing the micromotion. This distinction can be un-
derstood by considering an adiabatic ramp of the ampli-
tude of the driving. In this work, we adopt the second
convention.
B. Scattering of Floquet-Bloch States
The dressed energy sidebands of the Floquet-Bloch
states modify the scattering between two states caused
by interactions. Scattering can occur not only between
the carriers but also from the carrier of the initial state
to the sidebands of the final state. In the latter case, the
final and the initial carrier energy are different by mul-
tiples of the energy quanta ~ω, representing the energy
exchange between the driving field and the system via
scattering. This process is formulated with the so-called
Floquet Fermi’s golden rule [26]. The transition ampli-
tude between two Floquet-Bloch states is calculated us-
ing time-dependent purterbation theory [26]:
A(i→ f, t) = − i
~
∫ t
0
dt′ 〈Ψf(t′)| Vˆ |Ψi(t′)〉
= − i
~
∑
p,q
∫ t
0
dt′ei[Ef−Ei+~(p−q)ω]t/~V p,q,
(5)
where V p,q = 〈φqf | Vˆ |φpi 〉 is the coupling between two
Fourier modes p, q belonging to the final and the initial
state respectively via, for example, collisions. The corre-
sponding transition rate is readily obtained as
Γ(i→f) = lim
t→∞
|A(i→ f, t)|2
t
=
2pi
~
∑
n
∑
l,m
V l,l+nV ∗m,m+n
 δ(Ef − Ei − n~ω).
(6)
The sum over the index n explicitly reveals an impor-
tant feature of the scattering between two Floquet-Bloch
3states. In the n = 0 scattering channel, the initial and fi-
nal states have the same carrier energy, and therefore no
net energy is exchanged between the colliding particles
and the driving field (Floquet elastic processes), which
resembles the conventional elastic scattering. Scattering
channels with n 6= 0 characterize the processes where the
energy of the atomic system is changed by exchanging
n quanta with the driving field (Floquet inelastic pro-
cesses), leading to Floquet heating.
C. Heating Rates
We define the heating rate P of the system as the rate
of the average increase in the system’s total energy E˙tot,
which can be expressed with the scattering rate Γn and
the related energy transfer n~ω as
P =
∑
n
Γnn~ω. (7)
As shown above, heating of a periodically driven sys-
tem originates from the absorption of energy from the
driving field through inter-particle interactions. The
heating rate of a Floquet system can be calculated by
first finding the exact Floquet-Bloch state wave func-
tion. Then the energy exchange rate can be obtained
by calculating the transition rates for all quantized ab-
sorption/emission processes and their associated energy
change. Generally, the explicit form of the wave function
of the Floquet-Bloch state |Φ(t)〉 is obtained by inserting
Eq. (4) into Eq. (3) and solving the infinite number of
coupled equations for amplitudes Cl. However, for some
special cases, the exact solutions have a simple form, such
as the system presented in Sec. III.
III. COLLISIONAL HEATING FOR PERIODIC
FORCES
We apply the method described in Sec. II to the sys-
tem of interest: a spin mixture of atoms with different
magnetic moments for a periodically modulated magnetic
field gradient, as implemented in Ref. [19] (Fig. 1). For
simplicity, we assume the two spins to have equal but
opposite magnetic moments, such that they experience
opposite forces. We first derive the exact analytic form
of the corresponding Floquet-Bloch state wave function,
then calculate the collisional heating for a single pair of
atoms with opposite spins, before generalizing the results
to atomic ensembles. In this section, we focus on three-
dimensional systems. The results are extended to lower
dimensions in Sec. III E.
A. Collisional Heating for Two Atoms
1. Single-particle Floquet-Bloch states
The Hamiltonian we consider is
Hˆ(t) =
~2kˆ2
2m
+ ~k0zσˆz sin (ωt+ φ), (8)
where the time dependent term arises from a spin-
dependent periodic force F = ~k0σz sin (ωt+ φ)eˆz. The
corresponding Floquet-Bloch states defined in Eq. (3)
have the compact and intuitive form
Ψk(r, t) =
1√
V
exp [ik(t) · r− iΦ(t)], (9)
where
~k(t) = ~k+ ~k0eˆz
∫ t
0
sinωt′ dt′, (10)
and
Φ(t) =
∫ t
0
~2k(t′) · k(t′)
2m
dt′ (11)
are the instantaneous momentum and the cumulative dy-
namic phase at time t. The physical interpretation of
the wave function Eq. (9) is made transparent by con-
sidering a stationary Gaussian wave packet |φ〉t=0 =∫
dk exp (−k · k/σ2k) |φ〉k at the origin. The expectation
values of the position r and the momentum ~k of the
wave packet at time t under the periodic driving
〈r〉t = ~
m
∫ t
0
k(t′)dt′, 〈~k〉t = ~k(t) (12)
are identical to those of a driven classical particle. We
further identify the secular motion of the particle with
the time average of 〈r〉t, 〈~k〉t over a period T0.
The periodic modulation at the driving frequency
ω appears in both the dynamic phase Φ(t) and the
wave vector k(t). The amplitude Cl of each Fourier
mode defined in Eq. (4) can be readily obtained via
the expansion eia sinωt =
∑∞
n=−∞ Jn(a)e
inωt as Cl =∑
i+j+2k=l Ji(k0z)Jj(α)Jk(β) with the First-order Bessel
functions Jν and two parameters defined as
αk =
~kzk0
mω
, β =
~k20
8mω
. (13)
These motional sidebands dressed by the periodic driv-
ing have been directly observed via resonant fluorescence
spectroscopy in trapped-ion systems [34]. The result is
also conceptually similar to an optical modulator where
the carrier frequency is dressed with frequency sidebands
due to the periodic modulation of the medium’s optical
properties.
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FIG. 1. Scattering between two particles subjected to a pe-
riodic force. Atoms with different spins are represented by
red and blue. a) The oscillating force dresses each particle
with energy sidebands spaced by ~ω. The scheme has been
implemented in Ref. [19] where atoms with different magnetic
moments are driven by a periodic magnetic field gradient. b)
Elastic collisions couple two Floquet-Bloch states. Gray and
black arrows represent the incoming and the outgoing states
respectively and θ is the scattering angle. c - d) Illustration
of the Floquet elastic (c) and Floquet inelastic (d) process.
Besides the regular elastic collisions where the final and the
initial state have the same carrier energy (Floquet elastic pro-
cess), the existence of the energy sidebands allows transitions
between states whose carrier energies are different by a multi-
ple of ~ω (Floquet inelastic process), leading to the exchange
of energy between the system and the driving field.
2. Two-particle collisions and the heating rates
The two-body problem is reduced to a single particle
problem by decomposing the dynamics into relative and
center-of-mass parts. The center-of-mass motion is un-
affected by collisions and is therefore omitted in further
calculations. The two-body Hamiltonian reads
Hˆ(R, r, t) =
~2Kˆ2
2M
+
~2kˆ2
2µ
+ ~k0σˆzz sin (ωt+ φ)
+ gδ(r),
(14)
with µ = m/2 being the reduced mass. r = (r1 − r2)/2,
k = (k1 − k2)/2 are the relative coordinate and momen-
tum.
The wave functions for the relative motion have the
same structure as Eq. (9), except that the mass is re-
placed by the reduced mass µ and the momentum by the
relative momentum ~k.
Collisions are captured by the s-wave pseudopotential
Vˆ = gδ(r) described by Eq. (14). Here g = 4pi~2a/m is
the strength of the interaction and a is the s-wave scatter-
ing length between the two spin states. The interaction
Vˆ couples two Floquet-Bloch states in Eq. (9). Without
the periodic driving, elastic collisions couple only states
with the same kinetic energy Ek = Ek′ = ~2|k|2/2µ.
However, the energy sidebands introduced by the peri-
odic driving, formulated in Eq. (9), allow the scattering
between states whose carrier energies differ by a multi-
ple of ~ω, giving Ek′ − Ek = n~ω (Fig. 1(b)-(d)). The
associated quantized energy change n~ω is transferred to
the secular motion, leading to heating (or cooling). The
transition rate from the ingoing state |Ψik〉 to the out-
going state |Ψfk′〉 can be readily calculated from Eq. (6).
By combining Eqs. (6) and (9), we derive the coupling
matrix element
Mn(k→ k′) =g
∑
l
∫
dr δ(r)Cl(k)
∗Cl+n(k′)
=gJn(αk − αk′),
(15)
which gives the total transition rate from |Ψik〉 to |Ψfk′〉
Γ(k→ k′)
=
∑
n
Γn(k→ k′)
=
∑
n
2pi
~
|Mn(k→ k′)|2δ(Ek′ − Ek − n~ω),
(16)
explicitly showing the scattering rate of channels with dif-
ferent numbers of energy quanta ~ω exchanged. The scat-
tering matrix element Mn reveals the microscopic process
of the energy exchange with the driving field (n 6= 0 pro-
cesses): it occurs only when αk 6= αk′ , i.e. when the
projection of the relative momentum k to the shaking
axis changes.
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FIG. 2. Differential scattering cross sections for Floquet
scattering processes with n = 0(black), n = 1(gray), and
n = −1(light gray). The angular coordinate corresponds
to θ as depicted in Fig. 1. (a) For Ek > ~ω, both absorp-
tion (n > 0) and emission (n < 0) processes are allowed.
Scattering between the Floquet-Bloch states is anisotropic
in angle due to the sidebands. The figure is plotted for
α = 0.4, β = 0.003. (b) For strong driving the micromotion
dominates, and the forward and backward scattering are sym-
metric as expected. The maximum scattering cross sections
are normalized to unity, except for the process with n = −1
in (a) which is normalized with the maximal cross section of
the n = 1 process in (a).
A feature of the scattering between two dressed parti-
cles is the anisotropy in the scattering cross section, as
5shown in the differential scattering cross section (Fig. 2)
d2σn
dΩ dE
=
2σ√
m
|k′|
|k| |Mn|
2δ(Ek′ − Ek − n~ω). (17)
Though the potential Vˆ is isotropic, the scattering cross
sections are anisotropic for each channel. This anisotropy
in the scattering could be potentially observed in the
time-of-flight pattern of a spin-mixed driven condensate.
We calculated the heating rate P = ∑n Γnn~ω for a
single pair of colliding particles with a relative momen-
tum ~k by summing over the allowed final states k′ and
scattering channels n, leading to
Pk =
∑
n
∑
k′
Γn(k→ k′)n~ω
=
∑
n
2pi
~
g2
V
D3D(Ek + n~ω)γ2(k, n)n~ω,
(18)
where
γ2(k, n) =
1
2g2
∫ pi
0
dθ sin θ|Mn(|k| →
√
|k|2 + 2µnω/~ cos θ)|2
(19)
characterizes the transition amplitude, and D3D(E) =
(2µ/~2)3/2
√
E/(2pi)2 is the three-dimensional density of
states of a free particle with energy E. Here we have
assumed for simplicity that the initial relative momentum
k is along the direction of modulation.
B. Regimes and Crossovers
One of the major results of this paper is to show the
connection between the Floquet picture, where energy
transfer is quantized, and the semiclassical picture, where
the energy transfer is continuous. The consolidation of
the two pictures can be demonstrated already by exam-
ining the two-particle calculation presented above.
We recognize three fundamental energy scales in the
system: 1) E0 = ~2k20/(4m) characterizing the micromo-
tion, and the strength of the modulation. 2) ~ω charac-
terizing the modulation quanta, and 3) Ek characterizing
the relative motion between the two colliding particles,
e.g. kbT for a thermal system or EF for a cold Fermi gas.
The heating behavior of the system is qualitatively dif-
ferent depending on the relationship between these quan-
tities.
We identify the following regimes from Eq. (18) :
a. Rapid-modulation Regime ~ω  Ek, E0: A sys-
tem with this condition has three features. First, only
energy absorption is allowed. Second, the energy of the
final states, Ek + ~ω, is now dominated by the modu-
lation energy and D3D(Ek + ~ω) ∼
√
~ω. Finally, since
Mn ∼ 1/ωn/2, the transition rate for the multi-quanta
processes scales with 1/ωn and is therefore negligible.
The heating rate can be obtained analytically by consid-
ering only the n = +1 process and reads
Pk ≈ 4
3
σ
V
√
2~ω
µ
E0. (20)
This is the regime where the quantum and the semiclas-
sical picture diverge. Though the amplitudes of the side-
bands drop with increasing modulation frequency, the
system’s heating rate increases due to the larger final
density of states and the energy transfer ~ω.
b. Semiclassical Regime Ek  ~ω,E0: In this
regime, as realized in Ref. [19], the final density of
states is approximated to be D3D(Ek +n~ω) ≈
√
Ek[1 +
n~ω/(2Ek)]. Both the energy absorption (heating) and
emission (cooling) processes are allowed. The heating of
the system comes from the imbalance between absorp-
tion and emission of energy quanta ~ω, due to the higher
density of states and the larger value of the scattering
matrix element for the energy absorption process. If a
stronger criterion Ek  ~ω 
√
E0Ek is fulfilled such
that αk  1, only sidebands with l = ±1 are relevant.
In this case, we obtain from Eq. (18)
Pk ≈ 8 σ
V
√
2Ek
µ
E0, (21)
showing the same dependence on parameters as the semi-
classical picture. The heating of the system can be un-
derstood in the semiclassical picture where the collision
rate is proportional to the initial relative velocity and the
modulation energy gets transferred as heat to the secular
motion.
Contributions from multi-quanta transfer processes
|n| > 1 can be important. Indeed, as shown in Fig. 3, re-
sults obtained with the single-quantum transfer assump-
tion deviate at small ω from the results where higher
energy transfer processes are considered. However, the
heating rate at lower ω with all the higher energy trans-
fer processes included still converges to the semiclassical
limit Eq. (21) obtained from the single-sideband approx-
imation.
c. Strong-drive Regime E0  ~ω,Ek: In this limit,
the strongly driven oscillation dominates over the par-
ticle’s initial motion. The scattered particles, there-
fore, behave as if each particle were moving at velocity√
E0/m. Multi-quanta processes contribute significantly
to the heating rate due to the large modulation index
β ∼√E0/(~ω) of the final state. The heating rate reads
Pk=0 =2pi~ g
2
∞∑
n=0
[
D3D(n~ω)n~ω
×
∫
dθ
sin θ
2
|Jn
(
4
√
nE0
~ω
cos θ
)
|2
]
=3.36 σ
√
E0
m
E0,
(22)
where the coefficient 3.36 is found numerically.
6C. Ensemble Heating Rates
We now apply the two-particle results above to thermal
ensembles with total atom number N by averaging over
the ensemble as
Pens =
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k′1
(2pi)3
d3k′2
(2pi)3
δk1+k2,k′1+k′2
× f(k1)f(k2)P(k1,k2 → k′1,k′2),
(23)
where f(k) is the particles’ velocity distribution and
P(k1,k2 → k′1,k′2) = P(k→ k′) with k = (k1−k2),k′ =
(k′1 − k′2). We calculate the heating rates at different
regimes for 1) thermal clouds at temperature T , 2) a
Bose-Einstein Condensate, and 3) a degenerate Fermi
gas.
The analytic results presented in this section are ob-
tained by assuming the single-sideband approximation
unless otherwise stated, as justified in the previous Sec-
tion. Multi-quanta results are presented as numerical
results in Fig. 3.
a. Thermal Ensemble For a classical ensemble at a
temperature T , the distribution f(k) is the Boltzmann
distribution. The resultant ensemble heating rate is
PThermalens =
2
3
Nn3Dσ
√
~ω
m
E0 (24)
for the rapid-modulation regime, and
PThermalens =
16
3
Nn3Dσ
√
kT
pim
E0 (25)
for the semiclassical regime. Along with the general ex-
pression P ∼ ρσvcolE0, we identify vcol ∝
√
kbT/m to
be the ensemble averaged thermal velocity, which repro-
duces the semiclassical picture where the micromotion
energy is transferred to the secular motion via elastic col-
lisions at a rate proportional to the thermally averaged
relative speed between the two colliding particles.
b. Bose-Einstein Condensates A Bose-Einstein con-
densate at T = 0 is treated as an ensemble with f(k) =
δ(0). Following Eqs. (20) and (22), the heating rate reads
PBECens = 3.36Nn3Dσ
√
E0
m
E0 (26)
at E0  ~ω and
PBECens =
2
3
Nn3Dσ
√
~ω
m
E0 (27)
at E0  ~ω, as shown in Fig. 3(b). The result suggests
a collisional velocity vcol ∝
√
E0/m and vcol ∝
√
~ω/m
respectively.
To compare with the experimental results in Ref. [19],
we numerically calculate the heating rates for various
cases by directly calculating the sum Eq. (18) for the ex-
perimental parameters (Fig. 3). Our result is consistent
with the weak Floquet heating observed.
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Single-Sideband
(a)
(2/3)n3Dσ ℏω /mE0(16/3)n3Dσ kb T / (πm)E0
0.1 1 10 1003
5
10
20
ℏω/(kb×380nK)
P e
nsTh
er
m
al
/N(E
0/s)
(b)
(2/3)n3Dσ ℏω /mE0
3.36n3Dσ E0 /mE0
0.01 0.1 1 10 100
0.1
1
10
100
E0/(ℏω)
P e
nsB
EC
/N(n
K
/s)
FIG. 3. Numerical calculations of the heating rate involving
multi-quanta process |n| ≥ 1 for a thermal cloud at temper-
ature T = 380 nK (experimental condition in [19]), 800 nK
and for T = 0 (i.e. an ideal Bose-Einstein condensate) at
ω = 2pi × 5 kHz. a) For the thermal cloud, the heating rates
scale with
√
ω at high frequencies and become independent of
ω around ~ω ≈ 4kbT which is the ensemble averaged Ek. The
heating rates, then plateau at the semiclassical value given by
Eq. (25), illustrated by the orange lines. The solid gray and
the dashed gray lines represent the results obtained from the
single-sideband approximation Eq. (24) for T = 380 nK. The
blue dot indicates the parameter implemented in [19]. b) For
a condensate, the heating rate scales quadratically with the
modulation strength characterized by E0 when ~ω  E0 and
shows semiclassical behavior at ~ω  E0. The black line
is the numerical result, the dashed gray line is the heating
rate calculated with the single-sideband approximation which
matches the numerical result in the regime ~ω  E0. In this
calculation we use n3D = 10
12 cm−3 and scattering length
a = 53.8a0.
D. Fermionic Systems
The heating effect studied in this work relies on atomic
collisions which can be affected by particle statistics.
For deeply degenerated Fermi gases, Pauli blocking ef-
fectively reduces the elastic collisional cross section σ, as
experimentally demonstrated in [35–37]. As a result, col-
lisional heating from periodic driving is suppressed in a
fermionic system.
Fermi statistics dominates when EF is the largest en-
ergy scale. At this condition, collisions occur on the
Fermi surface. More formally, the heating rate for a
7fermionic system is expressed as
PFens =
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k′1
(2pi)3
d3k′2
(2pi)3
δk1+k2,k′1+k′2
× f↓(k1)f↑(k2)[1− f↓(k′1)][1− f↑(k′2)]
× P(k1,k2 → k′1,k′2).
(28)
Here, f = 1/(gi + 1) is the occupation number with
g = exp [(~2k · k/(2m)− µ)/kbT ], and µ is the chemical
potential. Pauli blocking is captured by the extra factor
(1 − f↓(k′1))(1 − f↑(k′2)), accounting for the occupation
of the final states. Here we consider an equal mixture of
spin-up and spin-down atoms.
When ~ω is the largest energy scale in the system,
the entire Fermi sea is involved in the collisional heating
process since all possible final states are unoccupied. The
heating rate scales with ω in a similar way as in the case
where Fermi statistics is absent as in Eq. (24).
When ~ω < EF, Pauli blocking occurs. At T = 0, f
approaches a step function with µ = EF. Collisions occur
in a shell with a thickness of ∼ (~ω/EF)kF around the
sharp Fermi surface. We show in Appendix B that the
heating rate of the 3D system becomes
PFens ≈
pi√
2
Nn3Dσ
(
~ω
EF
)2√
EF
m
E0 (29)
when ~ω < EF, where the factor (~ω/EF)2 character-
izes the effect of Pauli blocking. The power law of ~ω
originates from three effects: 1) scatterings occurs in a
shell at the surface of the Fermi sphere, accounting for
a factor of (~ω/EF)3, 2) the scattering matrix elements
contribute 1/(~ω)2, 3) the energy transfer per Floquet
inelastic scattering process gives ~ω.
For T 6= 0, thermal excitations smear the Fermi sur-
face, affecting the number of states involved in the col-
lisional processes. When kbT < ~ω, the modulation en-
ergy still dominate the scattering. The result is similar
to the T = 0 cases, as shown in Fig. 4. When kbT > ~ω,
the thickness of the collisional shell in momentum space
is on the order of (kbT/EF)kF. We show in Appendix B
and also numerically that the heating rate scales as
PFens ∝ Nn3Dσ
(
T
TF
)2√
EF
m
E0 (30)
at low temperature and is independent of the modulation
frequency.
When the micromotion energy E0 is large compared
with both the thermal energy kbT and the modulation
energy ~ω, the heating rate of the system becomes
PFens ∝ Nn3Dσ
(
E0
EF
)√
EF
m
E0, (31)
which can be explained by considering the collision be-
tween two Fermi spheres displaced by k0 from each other.
Collisions are only allowed within a Fermi shell with a
thickness of k0. The number of available states is there-
fore ∝ (k0/kF)2N2 which implies the Pauli blocking fac-
tor (E0/EF)
2
.
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FIG. 4. Collisional heating rates in a periodically
driven spin mixture of degenerated Fermi gases at T =
0.1TF, 0.05TF, 0.02TF. The heating effects are Pauli sup-
pressed for a cold Fermi gas when the energy quantum ~ω is
smaller than the Fermi energy EF. The discrepancies at high
modulation frequencies are numerical artifact. Inset: heating
rates at ~ω = 0.016 EF and fixed EF for various temperatures
where ~ω < kbT < EF. The heating rate is proportional to
(T/TF)
2.
E. Lower-Dimension Systems
Though our calculations are done for a specific sys-
tem, several conclusions are generally valid. The result
that P ∼ √~ω at high frequencies is valid for any three-
dimensional systems in free space with quadratic particle
dispersion due to the density of states. Since the Floquet
elastic collisional rate is bounded, such Floquet systems
cannot be studied in thermal equilibrium in the limit of
fast modulation frequencies. However, it is often desir-
able to have the modulation energy scale ~ω greater than
all the other dynamic energy scales.
One possible solution is to go to lower dimensions, sug-
gested by the observation that heating at high frequency
originates from the increased density of states with higher
energy D3D ∼
√
~ω. In a 2D system, the density of states
is independent of the energy, so that excessive collisional
heating can be suppressed.
We consider here quasi-2D scenarios where the atomic
motion is constrained in a two-dimensional pancake but
scattering is still described by the 3D s-wave pseudopo-
tential. This can be achieved in the case where the scat-
tering length a is much larger than the interaction range
but smaller than the oscillator length l0 =
√
~/(mν⊥) in
the strongly confined direction, with trapping frequency
ν⊥. The modulation is in-plane.
In these cases, the Floquet-Bloch wave function is writ-
ten as
Ψ(x,ρ, t) = φ⊥(x)
1√
A
exp [ik(t) · ρ − iΦ(t)], (32)
where ρ = {y, z} and k = {ky, kz} are the 2D ra-
dial vector and wave vectors. A is the system area.
8The component along the strongly confined direction x
has been explicitly separated as φ⊥. We assume that
φ⊥(x) = pi1/4l
1/2
0 exp (−x2/2l20) and particles stay in the
ground state wave function.
With these parameters, results obtained for the 3D
case can be readily extended to quasi-2D by replacing
the scattering strength g with the effective 2D scattering
strength [38]
g2D =
2
√
2pi~2
m
a
l0
. (33)
Together with the 2D density of states D2D = µ/(2pi~2)
and σ = 4pia2, the heating rate can be expressed as (see
Appendix A 2 for details)
P2D = 16Nn2D ~
m
σ
l20
(
8kbT
~ω
+ 1
)
E0 (34)
in the rapid-modulation regime and
P2D = 32Nn2D ~
m
σ
l20
E0 (35)
in the semiclassical regime. This can be interpreted as
a 3D density n3D = n2D/l0 = N/(Al0), and a velocity
vcol = ~/(ml0). The heating rates are bounded in both
regimes.
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FIG. 5. Numerical calculations for the collisional heating
rates in a quasi-2D (a) and quasi-1D system (b). The heating
rate is independent of ω at high modulation frequencies in
quasi-2D regime, and is suppressed with the increasing mod-
ulation frequency ~ω in quasi-1D. The oscillations in (b) are
numerical artifacts.
Similarly, for a quasi-1D system with length L, g1D =
~2a/(ml20) is the interaction strength. We obtained
P1D ∝ Nn1D
(
~
m
)2√
m
~ω
σ
l40
E0 (~ω  kbT ),
P1D ∝ Nn1D
(
~
m
)2√
m
kbT
σ
l40
E0 (~ω  kbT ),
(36)
with n1D = N/L. The heating is now suppressed at high
frequencies.
However, we note that the modulation frequency ω is
assumed to be smaller than the trapping frequency along
the direction of the strong confinement ω  ν⊥ to avoid
excitations to higher oscillation states. In the opposite
regime, systems are expected to reduce to the 3D case.
These effects are addressed in the studies of collisional
heating in modulated optical lattices [25, 27, 30], which
is beyond the scope of this work.
IV. DISCUSSIONS AND SUMMARY
In this work we have shown how a Floquet system ac-
quires energy from the external drive and heats up via
inter-particle interactions. Using the scattering theory
of Floquet-Bloch states, we have calculated the colli-
sional heating rates for a cold atomic gas driven by time-
periodic oscillating forces. We have shown that the heat-
ing of such systems can be described by a general expres-
sion by introducing the effective collisional velocity vcol
parametrizing the density of states :
P ∝ ρσvcolE0. (37)
The velocity vcol is determined by the dominant energy
in the system and is summarized in Table I. For fermionic
systems, the collisional heating is further suppressed by
Pauli blocking. In systems with lower dimensions, colli-
sional heating is also reduced due to the modified density
of states.
Our calculation can also help to understand the colli-
sional heating in other similar Floquet systems by using
appropriate interparticle potentials and Floquet-Bloch
states wave functions. One such system is a combined
trap for ions and neutral atoms, where ions are sympa-
thetically cooled by atoms, limited by heating effects due
to the micromotion of the ions [39–42]
In this work, we considered collisions between particles
which are periodically driven by opposite forces. This
is different from radio-frequency ion traps or the Time-
Orbital Potential (TOP) trap [43], where all particles ex-
perience the same periodic force. In those cases, heating
occurs due to non-adiabatic motion and the inhomoge-
neous strength of the drive or long-range Coulomb inter-
actions [44].
A major motivation for studying Floquet heating is
to assess the feasibility of preparing interesting Floquet
many-body states. An essential question is whether a
quantum state can be prepared before excessive heating
occurs. This is often captured by a dimensionless param-
eter η defined as:
η ∼ τ
τev
, (38)
which characterizes the number of cycles of evolution the
system can experience before the system’s total energy
increases by its characteristic energy E due to the heat-
ing. Here τev is the timescale for the system’s evolution
and τ ∼ (E/P) is the system’s lifetime. Floquet en-
gineering of quantum states requires η  1. We can
use the results of this paper to estimate the parame-
ter η for various systems. For a thermal ensemble with
9TABLE I. Effective collisional velocities vcol for various systems. The heating rates follow an unified description P ∝ ρσvcolE0
where E0 is the strength of the drive and ρ is the corresponding particle density.
vcol Condition Dominating Energy Scale√
~ω/m ~ω  E0, kbT Rapid-modulation regime, where ~ω dominates√
kbT/m kbT  ~ω,E0 Semiclassical regime, where the thermal motion dominates
√
E0/m E0  ~ω, kbT Strong-drive regime where micromotion dominates as in, for example, condensates andcold atomic samples.
√
EF/m EF  ~ω, kbT,E0
Fermi energy dominant as in a degenerate Fermi gas. The heating rate is further sup-
pressed by Pauli blocking with a suppression factor, (~ω/EF)2, (E0/EF), or (kbT/EF)2,
depending on the relation between ~ω, kbT,E0.
~/ml0 ~ν⊥  ~ω, kbT,E0 Confinement energy dominant as in systems of lower dimension.
τev ∼ n3Dσvth and E = kbT , we obtain η ∼ kbT/E0
in the semiclassical regime and η ∼ kbT/E0
√
kbT/~ω
for rapid modulation. For condensates, evolution of
the system is characterized by the mean-field interac-
tion strength ~/τev ∼ U = gn3D in 3D, which leads to
η ∼ U2/P ∼ n3D/k30 or ∼
√
~2/ma2/
√
~ω(U/E0). For
Fermi gases, ~/τev ∼ EF, giving η ∼ E1/2F /(~2ω2E0).
This illustrates the benefit of using systems with large
Fermi energy.
The purpose of this paper was a transparent treat-
ment of heating in different regimes for a particularly
simple Floquet system. Our discussion provides a start-
ing point for more complex systems where we expect sim-
ilar regimes depending on the hierarchy of the relevant
energy scales.
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Appendix A: Ensemble Averaged Heating Rates
1. 3D Systems
We present the detailed calculation for Eq. (25).
Rewriting Eq. (23) with the center-of-mass and rela-
tive coordinates K = (k1 + k2)/2 = (k
′
1 + k
′
2)/2, and
Γ(k1,k2 → k′1,k′2) = Γ(k→ k′) with k = (k1−k2),k′ =
(k′1 − k′2) one obtains:
P =
∫
d3K
(2pi)3
d3k
(2pi)3
d3k′
(2pi)3
f(
k
2
+K)f(−k
2
+K)P(k→ k′)
(A1)
with the Boltzmann distribution function.
f(k) = N
(
~2
2pimkbT
)3/2
exp
(
− ~
2k · k
2mkbT
)
As discussed in Sec. III B, we consider only the pro-
cesses where n = ±1. The coupling matrix elements Mn,
to the lowest orders in αk, are shown in Table II.
TABLE II. Approximate coupling matrix elements Mn for
various Floquet collision processes.
M0/g M1/g M−1/g M2/g M−2/g
1 ~k0(kz−k′z)
2mω − ~k0(kz−k
′
z)
2mω
1
2
[
~k0(kz−k′z)
2mω
]2
1
2
[
~k0(kz−k′z)
2mω
]2
With the single-sideband assumption, we obtain the
analytic expression of Eq. (18) by explicitly calculating
γ2(k,±1) :
Pk = 4 σ
V
∑
n=±1
√
Ek + n~ω
m
(
~2k2z
µ~ω
+
~2|k|2
3µ~ω
+
2n
3
)
nE0.
(A2)
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with n = ±1 for the semiclassical regime, and n = 1 for
the rapid-modulation regime. The total heating rate P
can be readily obtained as
P =N2
(
4pi~2
mkbT
)3/2 ∫
d3k
(2pi)3
e
− ~2k·k4mkbT Pk, (A3)
which gives Eq. (20) and Eq. (25) at the corresponding
limits.
2. Quasi-2D Systems
We start with the Floquet-Bloch states wave function
for quasi-2D system written as Eq. (32). The scattering
strength, defined as
g =
∫
dr φi(r)V (r)φf (r),
has the form [38]:
g2D =
2
√
2pi~2
m
a
l0
in quasi-2D. The results obtained for 3D cases can be
readily extended to quasi-2D by replacing g with g2D
and using the corresponding 2D density. We therefore
obtain the coupling matrix element between two quasi-
2D Floquet-Bloch states
Mn(k→ k′) = g2DJn(αk − αk′), (A4)
and obtain
γ22D(k, n) =
1
2g22D
∫ pi
0
dθ |Mn(k→
√
|k|2 + 2µnω/~ cos θ)|2. (A5)
Following similar procedures as in the 3D calculation,
and using the 2D density of states lead to
P2Dk =
piµg22D
4~3A
∑
n=±1
(
2~2k2z
µ~ω
+
~2|k|2
µ~ω
+ 2n
)
nE0. (A6)
Together with the 2D Boltzmann distribution f(k) =
N
(
2pi~2
mkbT
)
exp
(
− ~2k·k2mkbT
)
, we obtain the heating rate of
the ensemble
P2D =
∫
d2K
(2pi)2
d2k
(2pi)2
d2k′
(2pi)2
f(
k
2
+K)f(−k
2
+K)P(k→ k′)
=2N2
(
2pi~2
mkbT
)∫
d2k
(2pi)2
e
− ~2k·k4mkbT P2Dk ,
(A7)
which gives Eqs. (34) and (35).
3. Quasi-1D Systems
For a quasi-1D system, we use the 1D wave function,
a scattering strength g1D, and Mn
Ψ(x, y, z, t) = φ⊥(x, y)
1√
L
exp [ik(t)z − iΦ(t)],
g1D =
~2a
ml20
,
Mn(k → k′) = g1DJn(αk − αk′),
D1D(E) =
1
2pi~
√
µ
2E
,
(A8)
to obtain
γ21D(k, n) =
1
2g21D
[
|Mn(k →
√
k2 + 2µnω/~)|2
+ |Mn(k → −
√
k2 + 2µnω/~)|2
]
,
(A9)
yielding
P1Dk =
8g21D
~2ωL
∑
n
k2 + nµ~ω/~2√
k2 + 2µn~ω/~2
nE0. (A10)
With the 1D Boltzmann distribution f(k) =
N
(
2pi~2
mkbT
)1/2
exp
(
− ~2k2mkbT
)
, we calculate the heat-
ing rate of the ensemble
P1D =
∫
dK
2pi
dk
2pi
dk′
2pi
f(
k
2
+K)f(−k
2
+K)P(k → k′)
=N2
(
pi~2
mkbT
)1/2 ∫
dk
2pi
e
− ~2k24mkbT P1Dk ,
(A11)
which results in Eq. (36).
We add the note that the scaling ∼ 1/√kbT in the
regime ~ω  kbT cannot be directly obtained in the
same way as for other dimensions. In 1D, terms in ze-
roth, first, and second order in ~ω/Ek cancel between the
n = ±1 processes if both processes are allowed for two
particles with k2 > 2µn~ω/h2
∑
n=±1
k2 + nµ~ω/~2√
k2 + 2µn~ω/~2
n
= −
(
~ω
Ek
)3( ~2
mEk
)2
+O
[(
~ω
Ek
)4]
.
(A12)
Therefore, even for kbT  ~ω, the leading contribution
comes from the regime k2 < 2µn~ω/h2, where only the
11
n = +1 process is allowed. We obtain
P1D =N2
(
pi~2
mkbT
)1/2 ∫
dk
2pi
e
− ~2k24mkbT P1Dk
≈N2
(
~
m
)3
σ
l40
E0
pi2ωL
√
mpi
kbT
×
∫ √2µ~ω/~2
−
√
2µ~ω/~2
dke
− ~2k24mkbT k
2 + µ~ω/~2√
k2 + 2µ~ω/~2
∼N2
√
2
pi2L
(
~
m
)2√
mpi
kbT
σ
l40
E0 (~ω  kbT ).
(A13)
The obtained scaling is consistent with the numerical re-
sults.
Appendix B: Derivation of the Pauli Blocking Factor
1. Zero-Temperature Fermi Gases
In this part we present the calculation for Eq. (29).
The interspin collision rate of a two-component Fermi
mixture is written as
PFens =
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k′1
(2pi)3
d3k′2
(2pi)3
δk1+k2,k′1+k′2
× f↓(k1)f↑(k2)(1− f↓(k′1))(1− f↑(k′2))
× P(k1,k2 → k′1,k′2).
(B1)
We denote i = ~2|ki|2/2m, ′i = ~2|k′i|2/2m,
and rewrite the integral in spherical coordinates
with ki = ki(sin θi cosφi, sin θi sinφi, cos θi),k
′
i =
k′i(sin θ
′
i cosφ
′
i, sin θ
′
i sinφ
′
i, cos θ
′
i).
Momentum conservation k1 + k2 = k
′
1 + k
′
2 gives
P(k1,k2 → k′1,k1 + k2 − k′1)
= CΓ
[
(k1 − k2)z − (k′1 − k′2)z
4
]2
δ(1 + 2 + ~ω − ′1 − ′2)
= CΓ
[
k1 cos θ1 − k′1 cos θ′1
2
]2
δ(1 + 2 + ~ω − ′1 − ′2),
(B2)
where CΓ =
2pi
~
g2~3k20
µ2ω is a constant, and 
′
2 =
~2
2m |k1 +
k2 − k′1|2. The heating rate Eq. (B1) now has the form
PFens =
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k′1
(2pi)3
δ(1 + 2 + ~ω − ′1 − ′2)
×f↓(k1)f↑(k2)(1− f↓(k′1))(1− f↑(k1 + k2 − k′1))
×CΓ
[
k1 cos θ1 − k′1 cos θ′1
2
]2
=CΓ
[
(2m)3/2
2~3
]3 ∫ √
12′1
(2pi)9
d1d2d
′
1 dΩ1 dΩ2 dΩ
′
1
×f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
×
[
k1 cos θ1 − k′1 cos θ′1
2
]2
×δ(1 + ~ω − ′1 −
~2q2
2m
+
~2
m
q · k2),
(B3)
where q = k1−k′1 and q = |q|. Integrating over the solid
angle dΩ2 = sin θ2dθ2dφ2 gives
PFens = (2pi)CΓ
[
(2m)3/2
2~3
]3 ∫ √
12′1
(2pi)9
d1d2d
′
1 dΩ1 dΩ
′
1
× f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
×
[
k1 cos θ1 − k′1 cos θ′1
2
]2
× m
~2q√2
∫ 1
−1
dx δ(x− −1 − ~ω + 
′
1 +
~2q2
2m
~2
m q
√
2
),
(B4)
with x = cos θ2. We subsequently integrate over Ω1 and
Ω′1. When k1,k
′
1 vary over their respective solid angles
Ω1,Ω
′
1 with fixed lengths k1 =
√
1, k
′
1 =
√
′1, the differ-
ential vector q also varies over the entire solid angle Ωq
with the length varying from
√
′1 −
√
1 to
√
′1 +
√
1.
Therefore, we have the equivalence
dΩ1dΩ2 = Cqq
2dq sin θqdθqdφqdφl,
where Cq = 6/(
√
′1 +
√
1)
3 is the normalization fac-
tor, and φl is the angle between the planes expanded by
12
{k1,k′1} and {q, ez}. The heating rate follows as
PFens = (2pi)3CΓ
[
(2m)3/2
2~3
]3 ∫
Cq
√
12′1
(2pi)9
d1d2d
′
1
× q2dq sin θqdθq
× f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
× m(q cos θq)
2
4~2q√2
1∫
−1
dx δ(x− −1 − ~ω + 
′
1 +
~2q2
2m
~2q√2/m )
= CΓ
[
(2m)3/2
2~3
]3 ∫
Cq
√
12′1
(2pi)6
d1d2d
′
1
× f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
×
√
′1+
√
1∫
√
′1−
√
1
mq3dq
6~2√2
1∫
−1
dx δ(x− −1 − ~ω + 
′
1 +
~2q2
2m
~2q√2/m )
= CΓ
[
(2m)3/2
2~3
]3 ∫
Cq
√
12′1
(2pi)6
d1d2d
′
1
× f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
×
[ ∫ √′1+√1
√
′1−
√
1
mq3dq
6~2√2
θ(
√
2′2 − 2 +
√
2 − q)θ(q − (
√
2′2 − 2 −
√
2))
]
.
(B5)
Note that so far the only approximation adopted is the
single-sideband approximation, and that the first side-
band is weak, implying J1(x) ≈ x/2.
When ~ω < EF, we have
√
2′2 − 2 +
√
2 ≈
√
′1 +√
1 ≈ 2
√
~2/(2m)kF, and
√
2′2 − 2 −
√
2 ≈
√
′1 −√
1 ≈ ~ω/(2
√
EF). The integral over q in Eq. B5 now
gives
PFens ≈ CΓ
[
(2m)3/2
2~3
]3 ∫
Cq
√
12′1
(2pi)6
d1d2d
′
1
× f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
× 8mk
4
F
3~2√2
(
~2
2m
)2
≈ CΓ
[
(2m)3/2
2~3
]3
E
3/2
F
(~ω)3
8(2pi)6
8m
3~2
.
(B6)
Here we adopt the approximation∫
Cq
√
12′1d1d2d
′
1
1√
2
× f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
≈E−1/2F
(~ω)3
8
.
(B7)
With the definition of the Fermi energy (2mEF)
3/2 =
3n3D~3pi2, we eventually obtain
PFens ≈
pi√
2
Nn3Dσ
(
~ω
EF
)2√
EF
m
E0, (B8)
which shows explicitly the Fermi suppression factor
(~ω/EF)2.
The calculations above can be extended to the regime
of small ~ω where multi-quanta transfer processes are
relevant.
2. Finite Temperature Fermi Gases
In this section we present the calculation for the Pauli
blocking factor (T/TF)
2 when T/TF  1. We further
assume that ~ω  kbT . The non-zero temperature case
is different from the zero temperature Fermi gas mainly
in two aspects: first, as discussed briefly in the main text,
the active Fermi shell formed by the accessible states has
a thickness of kbT instead of ~ω. Second, energy quanta
emission processes are now allowed. In the lowest order
approximation, the heating rate can be calculated with
only n± 1 processes and leads to∫
Cq
√
12′1d1d2d
′
1
1√
2
×
[
f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 + ~ω − ′1))
− f↓(1)f↑(2)(1− f↓(′1))(1− f↑(1 + 2 − ~ω − ′1))
]
=
∫
Cq
√
12′1d1d2d
′
1
1√
2
× f↓(1)f↑(2)(1− f↓(′1))
(
−∂f()
∂
~ω
) ∣∣∣∣
=1+2−′1
∼E−1/2F (kbT )2 ~ω.
(B9)
Together with Eq. (B6), the Fermi suppression factor is
readily recognized to be (kbT/EF)
2.
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