Abstract. In this paper, we first derive a new non-linear type inequality for Newtonian potential and then we study the regularity problem for positive weak solutions to the non-linear Laplace equation:
1. Introduction. In this paper, we consider the regularity and monotonicity formula for positive weak solutions to semi-linear elliptic equations. On one hand, we point out that the regularity problem for positive weak solutions to semi-linear elliptic equation with L 1 nonlinear term is a very difficult problem ( [1] ) and there are only a few known results. On the other hand, there exist singular non-negative solutions to such equations including the Yamabe equation ([10] and [13] ).
Let Ω denote a bounded domain in R n . Let F : R → R be a smooth function with its derivative f (u) := F (u). We first study the regularity problem for positive weak solutions to the non-linear Laplace equation:
with f (u) in some Morrey space L 1,λ (Ω). Here, by definition, a positive weak solution u is the one that satisfies (1) in the sense of distribution, namely, for all φ ∈ C ∞ 0 (Ω) we have − Ω u∆φ = Ω f (u)φ, u ≥ 0. We say that x ∈ Ω is a singular point of u if u is not bounded (precisely, f (u) is not bounded ) in any neighborhood V of x in Ω. We denote by S the set of singular points of u. The important problem is to find how large is the singular set S for a weak solution. By the standard elliptic theory, we know that if u is bounded in a neighborhood of x ∈ Ω, then u is smooth or regular in some neighborhood of x ∈ Ω. Therefore S is a closed subset of Ω. We shall use the Riesz potential estimate to study the regularity problem for a positive weak solution to (1) .
We remark that the Newtonian potential has been used by many people to study the semi-linear elliptic equations. See for example, the works of H. Brezis and Merle [2] (in dimension two), W. Chen, C. Li and B. Ou [4] , Y.Y. Li [7] (higher dimensions), and L. Ma and D. Chen [8] , where the authors studied the blow up behavior and symmetry property of regular solutions. Related regularity theory for an integral system has been discussed by W.Chen and C.Li in [3] .
Because the geometrical importance of the Yamabe problem where f (u) = u α with α = (n+2)/(n−2), n ≥ 3, Schoen and Yau [13] conjectured that the Hausdorff dimension of the singular set is less than or equal to (n − 2)/2. Many people then studied the regularity problem to weak solutions to (1) in this case, however, important progress in this direction has not been obtained yet.
The method for the studying of the regularity of positive weak solutions to (1) is as follows. We firstly extend the function u by setting u = 0 outside of Ω. Then we want to derive some Morrey-Campanato space estimate for the function u. So we introduce the measure ν defined by
We show that there exists a positive constant C such that:
for all x ∈ Ω and all r > 0, where ε > 0, p > 1 and kp < n. If this is true, then we can get the regularity of the positive weak solution u to (1) by invoking Theorem 4.7.4 in the book [15] of W.P. Ziemer. For readers' convenience, we recall this result below.
Theorem 1.
Let Ω ⊂ R n be a bounded domain and suppose that ν is a compactly supported Radon measure on R n with the property that there exist constants C > 0 and ε > 0 such that for all x ∈ Ω and all r > 0 we have (2) for some p > 1 and
In fact, once we have ν ∈ (W 1,p (Ω)) * , we must have that
This then implies that
for all Ω ⊂⊂ Ω by using the Calderon-Zygmund L p theory. Here Ω ⊂⊂ Ω means that Ω is an open subset with compact closure in Ω. We now recall the definition of Morrey-Campanato space L p,λ (Ω).
Definition 1.
Let Ω ⊂ R n be a bounded domain. For p ≥ 1 and λ > 0, we define
with the norm u p,λ := sup x∈Ω,r>0
With this norm, L p,λ (Ω) is a Banach space.
We recall two trivial facts:
, and L p,λ (Ω) with λ > n consists only one function u = 0. Our focus will be on the interesting case when λ ∈ (0, n). Let's return to the problem (1). Suppose f (u) ∈ L 1,λ (Ω) for some λ ∈ (0, n − 1). If we use Theorem 1 directly we have ∆u ∈ W 1,p (Ω) * for all p > n − λ, and u ∈ W 1,τ loc (Ω) for all τ < (n − λ)/(n − λ − 1). Our observation is that under some nice assumptions on the non-linear term f , we can further obtain that u ∈ W 1,τ loc (Ω) for some τ > (n − λ)/(n − λ − 1). The main tools for our analysis are a new nonlinear inequality for Newtonian potential and an standard iteration argument.
For our later uses, we introduce three assumptions below on the nonlinear function f .
is a nonnegative convex function with f (0) = 0. Assumption (A2). There exists a constant C such that
(2). About (A3), the following relation holds
Indeed, taking u = λ in (A3), we obtain
Taking u = 1 in (A3), we obtain
Our main result of this paper is Theorem 2. Assume (A1-A3) above for f are true. Let u be a positive weak solution to (1) 
in which 2γ/(γ − 1) := +∞ when γ = 1, then we have for all Ω ⊂⊂ Ω that
for some κ > λ, and furthermore
The key point in Theorem 2 is to show a higher degree regularity of
We shall use a non-linear estimate for Riesz potential to prove Theorem 2. This new non-linear Riesz potential estimate may be of independent interest in itself. We point out that there is very few regularity results for positive weak solutions for the general nonlinear term as above. When we apply Theorem 2 to f (u) = u α , where α ≥ 1, we get the following Corollary 1. Consider the positive weak solution u to
We remark that when α < n/(n − 2), the weak solution is a classical solution by the bootstrap argument. The number α = n/(n − 2) is the critical exponent for regularity theory of weak solutions since there exists a singular solution in this case. However, when α = n/(n − 2) and under our assumptions above, using again the bootstrap argument, we can show that the weak solution is smooth. As a comparison, we mention that a similar result for f (u) = u α was obtained by F. Pacard in [11] .
We shall also derive a very interesting monotonicity formula for the variational solution to (1). It is well-known that the monotonicity formula is important in studying regularity problems (see [14] ). To derive a nice local monotonicity formula for variational solutions to (1), we have to make another kind of assumption on the function f . This local monotonicity formula is new in this generality form. One may see other local monotonicity formulae in [5] and [12] . Let us recall the definition for variational solutions (or stationary solutions).
Definition 2. We call u ∈ H 1 loc (Ω) a variational solution to (1) if the first variation at u with respect to domain variations like u(Φ t (x)), where Φ : Ω → Ω is a diffeomorphism with Φ = Id on ∂Ω, of the functional
is zero, where F = f .
Theorem 3. (the monotonicity formula) Let
defined in (0, δ) is non-decreasing in r, and satisfies the monotonicity formula that for all 0 < ρ < σ < δ,
There are some consequences of Theorem 3 which will not be stated in detail here. A simple case in Theorem 3 is that f (u) = u|u| p for some constant p = −2,
is equivalent to (p+1)(p+2) ≤ 0, i.e., −2 < p ≤ −1. Applications of our monotonicity formula to improve the regularity of variational solutions will be treated in a separate paper [9] . The plan of this paper is as follows. In section 2, we derive a new basic inequality of non-linear type for Newtonian potential. Then we apply this new inequality to study the regularity problem of a positive weak solution to (1) in section 3. In section 4, we derive a-priori estimates for positive weak solution to (1) . We prove the monotonicity formula for variational solutions in section 5.
2. New non-linear inequalities of Newtonian potential. In this section, we work on the space L p,λ (D) (p ≥ 1 and λ > 0), where D is a bounded regular domain in R n . Recall that the Newtonian potential I β (g) for g ∈ L 1 (D), β ∈ (0, n), is given by
.
For notational simplicity, we omit the constant γ(n, β) in the coming estimates. We investigate the nature of I β (g) when g belongs to some Morrey space L p,λ (D). Our first result is Theorem 4. Given p ≥ 1 and λ ∈ (0, n). Then for all
there exists a constant C independent of D such that Proof. For β ∈ (0, n), we have
|g(y)|dy)dr
Here we denote by χ Br(x) the characteristic function for the ball B r (x). Notice that
Then by definition of L p,λ (D) and the Hölder's inequality we have
and
Inserting (3) and (4) 
Remark 2. (1). The conclusion of Theorem 4 implies that there is a constant
(2). The range of β is sharp. Indeed, take D = B R (0) and g(y) = |y|
, then in order to ensure
it is essential to assume that β > (n − λ)/p.
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We are now in a position to establish a new nonlinear type inequality for Newtonian potential. Roughly speaking, for g ∈ L p,λ (D) in a small region D, we can bound D f (I α (g)).
Theorem 5. Suppose f is a nonnegative convex function satisfying Assumption (A3). If there exist α ∈ (0, n), β ∈ ((n − λ)/p, n) such that
Proof. Recall
We can rewrite it as
Theorem 4 gives us that
and hence we can use Jensen's inequality (see [6] ) to obtain that
By Remark 2 (1) we see that there exists some d ∈ (0, δ) such that when diam(D) ≤ d < δ, the left-hand of (5) satisfies
Here the constant C depends on f , but not on g. Combining this and (5) we arrive at
Integrating both sides of (6) on D, and using (7), we obtain
into (8), we conclude that
where κ = n + αγ − γ(n − λ)/p. So we are done.
3. Regularity of positive weak solutions of −∆u = f (u). In this section, we prove Theorem 2. Let u be a positive weak solution to (1) , and f satisfy all the conditions in Theorem 2. Letf be a modification of f by setting f = 0 on (−∞, 0). Notice thatf is a nonnegative convex function defined on (−∞, +∞) and satisfies Assumptions (A1) and (A2) on the whole line (−∞, +∞). Since
we can choose β ∈ (n − λ, n) such that
Proof of Theorem 2. Claim:
4 ] be fixed, in which d is the constant in Theorem 10. Then there exists a constant C independent of r, such that for all balls B r (x) with r < R satisfying B 2R (x) ⊂ Ω, we have
where κ ≥ 2γ + β(1 − γ) + λ > λ. We prove the Claim now. Take any ball B 2R (x) ⊂ Ω. Let v = I 2 (f (u)) be the Newtonian potential of f (u) in B 2R (x), that is
f (u(y))|z − y| −(n−2) dy.
in the weak sense. Write w = u − v, and then
Notice that w is regular in B 2R (x) and thus it has the mean value property. Therefore for all y ∈ B R (x) we have
Then by Jensen's inequality we have for all y ∈ B R (x),
Hence for 0 ≤ r < R, there holds
Hereafter, C denotes a constant independent of r. By Assumption (A2) we have for all 0 ≤ r < R that
, and therefore we have
Since we have assumed that f (u) ∈ L 1,λ (Ω) and (9), we can take α = 2 and g = f (u) in Theorem 5 to get for all
in which
Combining (12) and (11), we are led to
We thus arrive at (10) by applying the following Campanato lemma (see [6] ) to (13) . Lemma 1. Let 0 < ν < n and C 1 > 0. Assume that φ is a non-decreasing function on R such that for all r < R we have
then we have a positive constant C 2 depending only on R and C 1 such that
Next, let's prove that for all Ω ⊂⊂ Ω, there holds f (u) ∈ L 1,κ (Ω ). Take R := min{dist(∂Ω , ∂Ω)/2, d/4}, and thus for every x ∈ Ω , we have
f (u) for all x ∈ Ω and r ≤ R, since for r > R we already have
However, this is just finished by the Claim. Using Theorem 1, we have that
Thus we have
. The proof of Theorem 2 is finished. Proof of Corollary 1. Now we give the proof of Corollary 1. Taking f (u) = u α into Theorem 2, where α ≥ 1, to make sure that there exists β ∈ (n − λ, n) satisfying the condition (3), it's equivalent to guarantee that
which is just the conclusions in Corollary 5.
4. Apriori estimate. We make some remarks about Theorem 2. It is natural to ask that whether the condition f (u) ∈ L 1,λ (Ω) can be weakened as f (u) ∈ L 1 (Ω). We can of course make some additional assumptions on the non-linear term f to get a priori estimate which asserts that f (u) ∈ L 1 (Ω) implies f (u) ∈ L 1,λ (Ω ) for all Ω ⊂⊂ Ω, where u is a weak positive solution to (1) . Here we present a priori estimate below using the method of test-functions. But this estimate seems too weak when applied to the interesting case f (u) = u α , where α ≥ 1, to get the expected conclusion that
for some τ > 0. We'll clarify why the a-priori estimate below fails to help us to get (11) later. So we have to leave (11) as an open question. We now introduce the following growth property (P): there exist two uniform constants C and σ such that
Theorem 6. Let f satisfy Assumption (A1). Assume that the growth property (P) is also true. Then, if u is a positive weak solution to (1) 
Proof. we always use C to denote a constant which only depends on f and h below. Let h be the eigenfunction with respect to the first eigenvalue of the Laplacian operator in the unit ball, that is,
where λ 1 > 0 is the first eigenvalue. We fix arbitrarily a Ω ⊂⊂ Ω. Define
As above, we only have to bound r
f (u) for every x ∈ Ω and all r ∈ (0, R].
Let h 2r (y) = h( y−x 2r ), and then we have
By definition of the weak solution to (1) we have
By Jensen's inequality we have
By the growth condition (P), we have
This and (15) imply that
which concludes the proof.
When we apply this theorem to f (u) = u α , where α ≥ 1, we have u α ∈ L 1 (Ω) implies u α ∈ L 1,λ (Ω ) for all λ ≤ n − 2α α−1 , where Ω ⊂⊂ Ω. Note that the range for λ in Theorem 6 is not in the range required in Corollary 5. That is to say, there is a gap in the application of our apriori estimate to Corollary 1.
5. Monotonicity formula. In this section we derive a very interesting local monotonicity formula for the variational solution to (1) .
Proof of Theorem 3.
Without loss of generality, we may assume that u ∈ H 2 loc (Ω). Otherwise, we can use the method of mollifiers. Let for r > 0, u r (x) := (u(x 0 + rx))/r 2 . Then it is easy to check that Φ x0 (r) = This completes the proof. Comments on regularity of variational solutions: Using the local monotonicity formula above, one can obtain some Hausdorff dimension estimates for the singular set of a variational solution. We will treat this problem in a separate paper [9] .
