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Many theoretical and practical problems can be formulated as a global opti-
mization problem. Traditional local optimization methods can only attain a lo-
cal optimal solution and be entrapped in the local optimal solution; while ex-
isting global optimization algorithms usually sparsely approximates the global
optimal solution in a stochastic manner. In contrast, the transformation under
stability-retaining equilibrium characterization (TRUST-TECH) methodology pre-
vails over existing algorithms due to its capability of locating multiple, if not all,
local optimal solutions to the optimization problem deterministically and sys-
tematically in a tier-by-tier manner. The TRUST-TECHmethodology was devel-
oped to solve unconstrained and constrained nonlinear optimization problems.
This work extends the TRUST-TECH methodology by incorporating new ana-
lytical results, developing new solution methods and solving new problems in
practical applications.
This work first provides analytical results regarding the invariance of par-
tial stability region in quasi-gradient systems. Our motivation is to resolve nu-
merical difficulties arising in implementations of trajectory based methods, in-
cluding TRUST-TECH. Improved algorithms were developed to resolve these
issues by altering the original problem to speed-up movement of the trajectory.
However, such operations can lead the trajectory converge to a different solu-
tion, which could be undesired under specific situations. This work attempts
to answer the question regarding invariant convergence for a special class of
numerical operations whose dynamical behaviours can be characterized by a
quasi-gradient dynamical system. To this end, we study relationship between a
gradient dynamical system and its associated quasi-gradient system and reveal
the invariance of partial stability region in the quasi-gradient system. These an-
alytical results lead to methods for checking invariant convergence of the trajec-
tory starting from a given point in the quasi-gradient system and the algorithm
to maintain invariant convergence.
This work also develops new solution methods to enhance TRUST-TECH’s
capability of solving constrained nonlinear optimization problems and applies
them to solve practical problems arising in different applications. Specifically,
TRUST-TECH based methods are first developed for feasibility computation
and restoration and are applied to power system applications, including power
flow computation and feasibility restoration for infeasible optimal power flow
problems. Indeed, a unified framework based on TRUST-TECH is introduced
for analysing feasibility and infeasibility for nonlinear problems. Secondly, the
TRUST-TECH based interior point method (TT-IPM) and the reduced projected gra-
dient method are developed to better tackle constrained nonlinear optimization
problems. As application, the TT-IPM method is used to solve mixed-integer
nonlinear programs (MINLPs). Finally, this work develops the ensemble of op-
timal, input-pruned neural networks using TRUST-TECH (ELITE) method for con-
structing high-quality neural network ensembles and applies ELITE to build a
short-term load forecaster named ELITE-STLF with promising performance.
Possible extensions of the TRUST-TECH methodology to a much broader
range of optimization models, including multi-objective optimization and vari-
ational optimization, are suggested for future research efforts.
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CHAPTER 1
INTRODUCTION
1.1 Nonlinear Optimization
Many theoretical and practical problems can be formulated as the following
global optimization problem:
min
x∈K
f (x), f : Rn → R, K ⊆ Rn, (1.1)
where, K is the domain over which theminimum of the objective function f (x) is
to be sought. Because of the nonlinearity of f (x) and constraints which define K,
real world problems usually contains many local optimal solutions. Obtaining
a global optimal solution to (1.1) is of primary importance in real applications
and is a very challenging problem.
There has been a wealth of research efforts focused on developing effective
and robust methods to solve the optimization problem (1.1). Existing optimiza-
tion methods for solving (1.1) can be roughly categorized into two types. The
first type is called local methods, such as Newton’s method, the quasi-Newton
method and the conjugate gradient method. These methods usually solve first-
order necessary conditions numerically to find local optimal solutions to (1.1).
They are generally deterministic and fast to compute a local optimal solution,
but can be entrapped in the local optimal solution. The other type is called
global methods, such as genetic algorithms, particle swarm optimization and
simulated annealing. These methods generally use stochastic mechanisms to
escape from a local optimal solution and directly search for an approximation
to the global optimal solution to (1.1). Global methods are good at locating
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promising areas, but they are generally computationally demanding to find a
good approximation to the global optimal solution. It is desirable to develop a
deterministic method that can not only escape from a local optimal solution, but
compute multiple local optimal solutions to the optimization problem (1.1).
1.2 TRUST-TECHMethodology
1.2.1 The methodology
Recently, a methodology called transformation under stability-retaining equilibrium
characterization (TRUST-TECH), has been developed to solve the global opti-
mization problem (1.1) [30, 32, 92, 101, 104]. It has been successfully applied to
solve machine learning problems including optimally training ANNs [37] and
estimating optimal parameters for finite mixture models [143], and to solve the
optimal power flow problem [38].
TRUST-TECH solves the optimization problem (1.1) by first looking for a
dynamical system such that the stable equilibrium points (SEPs) in the dy-
namical system have one-to-one correspondence with local optimal solutions
to the optimization problem. Because of such correspondence, the problem of
computing multiple local optimal solutions to the optimization problem is then
transformed to finding multiple stability regions in the dynamical system, each
of which contains a distinct SEP. An SEP can be computed with the trajectory
method or using a local method with a trajectory point in its stability region as
the initial point [32, 104].
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Compared with traditional local methods, TRUST-TECH basedmethods can
escape from a local optimal solution and approach other local optimal solutions
in a systematic and deterministic way. TRUST-TECH accomplishes this via two
stages: firstly, transforming the study optimization problem into the task of
finding the SEPs in a generalized gradient system; and secondly, exploring the
stability region of each SEP, which is itself a local optimal solution. Another
distinguishing feature of TRUST-TECH is its effective cooperation with existing
local and global methods. This cooperation starts with a global method for ob-
taining promising solutions. Then by working with robust, fast local methods,
TRUST-TECH efficiently searches the neighbouring subspace of the promising
solutions for new local optimal solutions in a tier-by-tier manner. A high-quality
optimal solution, and possibly the global optimal solution, can be found from
the multiple local optimal solutions.
1.2.2 Distinction from other trajectory methods
The idea of using dynamical system concepts to solve optimization problems
is not new. A good review is provided by Diener [50] for the application of
trajectory methods to unconstrained global optimization problems. For equal-
ity constrained optimization problems, Yamashita [177] defined a nonlinear au-
tonomous system and developed a trajectory continuation method to find mul-
tiple critical points in the system, which are revealed to be local optimal so-
lutions to the optimization problem. This method, however, is only capable
of finding multiple local optimal solutions in a single bounded and connected
feasible region. In [178], Yang et al. combined two trajectory methods to find
multiple stationary points of an objective function. Their first method used a
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homotopy scheme to trace a trajectory until a stationary point of the objective
function and the other method considered a relaxation scheme to connect mul-
tiple stationary points with different trajectories.
TRUST-TECH methodology distinguishes itself from existing trajectory
methods with following features. Firstly, development of the TRUST-TECH
methodology is rooted on the theoretical results for characterizing stability re-
gions in autonomous dynamical systems. Secondly, TRUST-TECH finds an-
other local optimal solution (or feasible component) from a given local optimal
solution (or feasible component) by detecting another stability region in the con-
structed dynamical system. This detection is carried out by detecting the stabil-
ity boundary between the two stability regions, or more specifically, detecting
the decomposition point or the exit point on the stability boundary. Thirdly, the
TRUST-TECH methodology is able to find multiple disjoint (path-connected)
feasible regions and to compute multiple local optimal solutions within each
feasible region. Finally, existing local solvers can be effectively incorporated
into TRUST-TECH methodology for efficiently computing local optimal solu-
tions in the identified stability regions.
1.2.3 An illustrative example
We now give a simple example to illustrate how TRUST-TECH solves a global
optimization problem. The unconstrained problem to be optimized is a polyno-
mial as follows:
minx∈R2 f (x) = 4x21 − 2.1x41 +
x61
3 + x1x2 − 4x
2
2 + 4x42
−5 ≤ x1, x2 ≤ 5
. (1.2)
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(a) Plot of f (x) (b) Plot of log f (x)
Figure 1.1: Plots of the objective surface. This objective function possesses
six local optimal solutions, all are located in a flat basin.
The objective surface for this problem is shown in Fig. 1.1(a). It can be seen that
this objective function possesses a flat basin, within which all the local optimal
solutions are located. For a better view of the details, a plot of the objective
logarithm is shown in Fig. 1.1(b).
To solve this optimization problem using TRUST-TECH, a negative gradient
dynamical system is constructed as follows:
x˙1 = −
∂ f
∂x1
= −8x1 + 8.4x31 − 2x51 − x2
x˙2 = − ∂ f
∂x2
= −x1 + 8x2 − 16x32
. (1.3)
There are fifteen equilibrium points in the gradient system, which are listed in
Table 1.1. Of these equilibrium points, seven are of type-1 (Jacobian matrix has
one eigenvalue with positive real part) and two of type-2 (Jacobian matrix has
two eigenvalues with positive real part). The remained six equilibrium points
are stable (type-0, all Jacobian eigenvalues have negative real part), which corre-
spond to six local optimal solutions to the optimization problem (1.2). Relation-
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Figure 1.2: Equilibrium points and stability boundaries of (1.3). There
are seven type-1 equilibrium points, two type-2 equilibrium
points, and six stable equilibrium points corresponding to six
local optimal solutions.
ship between equilibrium points and stability boundaries in the gradient system
is illustrated in Fig. 1.2. In this figure, stable equilibrium points are of subscript
s and highlighted with red dots, type-1 equilibrium points are of subscript d
and highlighted with black diamonds, while type-2 equilibrium points are of
subscript u and highlighted with blue squares. The dashed curves represent the
stability boundaries of the gradient system.
In solving this problem using TRUST-TECH, the limited-memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS) method is used as the local solver. The
initial point is (0.0, 0.0). Thirty orthogonal directions are generated and used
by TRUST-TECH for searching next tier SEPs (local optimal solutions) starting
from each found SEP (local optimal solution).
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Table 1.1: Equilibrium points in the gradient system
EP x f (x) Type
1 -1.6071 -0.5687 2.1043 0
2 -1.6381 -0.2287 2.2294 1
3 -1.7036 0.7961 -0.2155 0
4 -1.2961 -0.6051 2.2295 1
5 -1.2302 -0.1623 2.4963 2
6 -0.0898 0.7127 -1.0316 0
7 -1.1092 0.7683 0.5437 1
8 1.6071 0.5687 2.1043 0
9 0.0898 -0.7127 -1.0316 0
10 1.7036 -0.7961 -0.2155 0
11 0.0000 0.0000 0.0000 1
12 1.1092 -0.7683 0.5437 1
13 1.2961 0.6051 2.2295 1
14 1.6381 0.2287 2.2294 1
15 1.2302 0.1623 2.4963 2
Illustrated in Table 1.2 and Fig. 1.3 to Fig. 1.7, the TRUST-TECH search pro-
cess can be described as the follows:
Tier 0) Using the specified initial point x01 = (0.0, 0.0), the L-BFGS method is
carried out and the first local optimal solution xs1 is found, which is identical to
the initial point since the objective gradient vanishes at it. It needs to note that
xs1 is NOT a true local optimal solution. In fact, as illustrated in Fig. 1.3, it is a
type-1 equilibrium point of the associated gradient system, which corresponds
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Table 1.2: The process of TRUST-TECH search to find all local optimal so-
lutions to the test problem.
IDSearch direction Exit point Initial point Local optimal solutionTier
1 - - (0.000, 0.000) (0.0000, 0.0000) 0
2 (0.918,−0.396) (−1.249,−0.538)(−1.311,−0.565) (−1.6071,−0.5686) 1
3 (−0.929, 0.369) (−0.993, 0.394) (−1.042, 0.414) (−0.0898, 0.7127) 1
4 (−0.918, 0.396) (−1.230,−0.484) (−1.211, 0.216) (0.0898,−0.7127) 2
5 (−0.040, 0.999) (−1.620,−0.227)(−1.622,−0.210) (−1.7036,−0.7961) 2
6 (0.806, 0.592) (1.246,−0.138) (1.304, 0.180) (1.7036,−0.7961) 3
7 (−0.040,−0.999) (1.662, 0.231) (1.660, 0.282) (1.6071, 0.5687) 4
to a saddle point on the objective surface of (1.2).
Tier 1) Starting from xs1, TRUST-TECH searches exit points near the sta-
bility boundary in the specified directions. Among these directions, two exit
points are located in two directions. The first exit point (−1.249,−0.538) is
found along the search direction (0.918,−0.396), and the second exit point
(−0.993, 0.394) is found along the search direction (−0.929, 0.369). Two new ini-
tial points x02 = (−1.311,−0.565) and x03 = (−1.042, 0.414) are generated using
these two exit points, respectively. The L-BFGS method is applied starting from
these initial points and two tier-1 local optimal solutions are found, which are
xs2 = (−1.6071,−0.5686) and xs3 = (−0.0898, 0.7127), respectively, as illustrated in
Fig. 1.4.
Tier 2) Starting from xs2, TRUST-TECH finds two exit points (−1.230,−0.484)
and (−1.620,−0.227) near the stability boundary along search directions
(−0.918, 0.396) and (−0.040, 0.999), respectively. New initial points x04 =
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Figure 1.3: Tier 0 of the TRUST-TECH search. The initial SEP xs1 =
(0.0, 0, 0) from the initial point x01 = (0.0, 0, 0).
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Figure 1.4: Tier 1 of the TRUST-TECH search. Two tier-1 SEPs, xs2 =
(−1.6071,−0.5686) and xs3 = (−0.0898, 0.7127) are found.
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Figure 1.5: Tier 2 of the TRUST-TECH search. Two tier-2 SEPs, xs4 =
(0.0898,−0.7127) and xs5 = (−1.7036,−0.7961) are found start-
ing from the tier-1 SEP xs2.
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Figure 1.6: Tier 3 of the TRUST-TECH search. A tier-3 SEP, xs6 =
(1.7036,−0.7961) is found starting from the tier-2 SEP xs4.
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Figure 1.7: Tier 4 of the TRUST-TECH search. A tier-4 SEP, xs7 =
(1.6071, 0.5687) is found starting from the tier-2 SEP xs6.
(−1.211, 0.216) and x05 = (−1.622,−0.210) are generated using the found exit
points. The L-BFGS method is applied starting from this initial points and finds
tier-2 local optimal solutions xs4 = (0.0898,−0.7127) and xs5 = (−1.7036,−0.7961),
respectively, as illustrated in Fig. 1.5. Starting from xs3, TRUST-TECH finds no
new next-tier local optimal solutions in the specified search directions.
Tier 3) Starting from xs4, TRUST-TECH finds an exit points (1.246,−0.138)
near the stability boundary along the search direction (0.806, 0.592). A new ini-
tial point x06 = (1.304, 0.180) is generated using the found exit point. The L-BFGS
method is applied starting from this initial points and finds a tier-3 local opti-
mal solutions xs6 = (1.7036,−0.7961), as illustrated in Fig. 1.6. Starting from
xs5, TRUST-TECH finds no new next-tier local optimal solutions in the specified
search directions.
Tier 4) Starting from xs6, TRUST-TECH finds an exit points (1.662, 0.231) near
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the stability boundary along the search direction (−0.040,−0.999). A new initial
point x07 = (1.660, 0.282) is generated using the found exit point. The L-BFGS
method is applied starting from this initial points and finds a tier-4 local optimal
solutions xs7 = (1.6071, 0.5687), as illustrated in Fig. 1.7.
After the above four tiers of search, TRUST-TECH has successfully found all
six local optimal solutions to the optimization problem (1.2). Within these local
optimal solutions, the global optimal solution is readily available.
1.3 Contributions of This Thesis
This thesis work contributes to the development of TRUST-TECHmethodology
and general nonlinear programming in the following aspects:
1) Analyze the invariance of partial stability region in quasi-gradient systems
which can be used to characterize the dynamical behaviour for a class of
numerical methods. Propose two sufficient conditions and corresponding
numerical algorithms, in terms of the closest and the controlling unsta-
ble equilibrium points (UEPs), respectively, for checking invariant conver-
gence in quasi-gradient systems.
2) Develop the TRUST-TECH based methods for feasibility computation and
restoration, which indeed introduces a unified framework for analyzing
feasibility and infeasibility of nonlinear problems.
3) Develop the TRUST-TECH based interior point method (TT-IPM) for nonlin-
ear constrained global optimization with an improved convergence and
with the ability to find multiple local optimal solutions.
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4) Develop the ensemble of optimal, input-pruned neural networks using TRUST-
TECH (ELITE) method for learning high-quality neural network ensem-
bles.
5) Apply the TRUST-TECH based feasibility analysis methods to perform
power flow computations with improved convergence and to restore fea-
sibility for infeasible optimal power flow problems.
6) Apply the TT-IPM based method with sensitivity analysis to solve mixed-
integer nonlinear programs (MINLP).
7) Develop the ELITE based method, called ELITE-STLF, for power system
short-term load forecasting (STLF) with promising performance.
1.4 Organization of This Thesis
Fig. 1.8 shows the organization chart of this thesis. There are three major parts in
this thesis, that is, 1) analysis, 2) methods, and 3) applications. The analysis part
consists of solely Chapter 2, where theoretical results are derived to describe in-
variance of partial stability region in quasi-gradient systems and algorithms are
proposed for checking invariant convergence for a class of numerical methods
which can be characterized as quasi-gradient systems. The methods part con-
sists of Chapter 3, 4 and 6. Specifically, TRUST-TECH based methods are devel-
oped for feasibility analysis, which is presented in Chapter 3. In Chapter 4, the
TRUST-TECH based interior point method (TT-IPM) is proposed for solving
nonlinear constrained global optimization problems. In Chapter 6, the ELITE
method is developed for learning high-quality neural network ensembles. The
applications part consists of Chapter 3, 5, and 7. Specifically, in Section 3.4,
13
Figure 1.8: Organization chart of this thesis. The three major parts of this
thesis, including analysis, methods and applications, are illus-
trated.
the feasibility analysis methods are used to solve power system problems, in-
cluding power flow computations and feasibility restoration of optimal power
flows. In Chapter 5, the TT-IPM method is applied to solve mixed-integer non-
linear programs. Chapter 7 applies the ELITE method to construct a short-term
load forecaster, called ELITE-STLF, with promising results. Finally, the thesis is
concluded in Chapter 8 with proposals for a few future research directions.
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CHAPTER 2
INVARIANCE OF PARTIAL STABILITY REGION IN QUASI-GRADIENT
SYSTEMS
2.1 Introduction
Let us consider the following global optimization problem:
min
x=(x1 ,x2,··· ,xn)∈Rn
f (x), f : Rn → R, f ∈ C2. (2.1)
The objective function f (x) is generally nonlinear and can have multiple local
optimal solutions, each of which satisfies the first-order necessary conditions
∇ f (x) =
(
∂ f
∂x1
,
∂ f
∂x2
, · · · , ∂ f
∂xn
)T
= 0. (2.2)
There have been a lot of research efforts focused on developing effective and
robust methods to solve (2.1). Existing optimization methods for solving (2.1)
can be roughly categorized into two types. The first type is called local meth-
ods, such as Newton’s method, quasi-Newton method, and conjugate gradient
method. These methods attempt to solve (2.2) numerically to find local optimal
solutions to (2.1). They are generally deterministic and fast to compute a local
optimal solution, but can be entrapped in the local optimal solution. The other
type is called global methods, such as genetic algorithms, particle swarm opti-
mization, and simulated annealing. These methods generally use some stochas-
tic mechanism to escape from a local optimal solution and directly search for
an approximation to the global optimum of (2.1). Global methods are good at
locating promising areas, but they are generally computationally demanding in
finding a high-quality local optimal solution. It is desirable to develop a de-
terministic method that can not only escape from a local optimal solution, but
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compute multiple local optimal solutions to (2.1). Compared with traditional
deterministic local methods, TRUST-TECH based methods can escape from a
local optimal solution and search multiple local optimal solutions in a system-
atic and deterministic way. A high-quality solution, and possibly the global
optimal solution, can be found from these local optimal solutions.
In practical applications, however, trajectory based methods, including
TRUST-TECH, may encounter numerical difficulties when the provided initial
point is far away from a solution to the optimization problem (2.1). Specifically,
movement of the trajectory can be very slow which results in inefficiency or
failure of these methods in finding a local optimal solution to (2.1). Improved
algorithms have been developed to address this issue, such as the widely used
Levenberg-Marquardt algorithm [66] and the relatively recent pseudo-transient
continuation method proposed in [46, 93]. The latter method can be treated
as a generalization of the former one. Essentially, these methods try to attack
aforementioned numerical issues by altering the original problem to speed-up
movement of the trajectory while keeping the solutions untouched. One way
to speed-up the trajectory is to multiply the original system with a positive-
definite symmetrical matrix (which may vary along the trajectory). However,
such operations can lead the trajectory converge to a different solution, which
could be undesired under some situations. Therefore, a question raised natu-
rally is that under what conditions the trajectory will converge to a same solu-
tion, which is independent of the imposed operations?
This chapter attempts to answer this question regarding invariant conver-
gence via analyzing the invariance of partial stability region in quasi-gradient
systems. We first study relationship of the gradient dynamical system x˙ =
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−∇ f (x) and the associated quasi-gradient system x˙ = −Q∇ f (x), where Q ∈ S N
++
can be any positive-definite symmetrical matrix. Specifically, under a few mild
assumptions, the quasi-gradient system possesses several interesting invariant
properties. Firstly, it is shown that the quasi-gradient system possesses the same
set of equilibrium points with same dynamical properties. Secondly, it is re-
vealed that the stability boundary of each stable equilibrium point (SEP) contains
the same set of unstable equilibrium points (UEPs) in the quasi-gradient system.
Thirdly, the closest UEP with respect to an SEP is proved to be invariant. Fi-
nally, it is found that the controlling UEP with respect to a search path is also
invariant. Based on these invariant properties, the partial stability region of an
SEP that is invariant under the change of Q will be optimally approximated
with different schemes. Specifically, this invariant partial stability region is first
approximated using the energy function level set of the closest UEP. Then, the
energy function level set of the controlling UEP is used as another approxima-
tion with decreased conservativeness. These lead to methods for checking and
preserving invariant convergence of the trajectory starting from a given point in
the quasi-gradient system. Numerical simulation and results are presented to
support these claims.
2.2 Preliminaries
In this chapter, we assume that the objective function f (x) in (2.1) satisfies the
following conditions:
• f (x) is twice continuously differentiable, that is, f ∈ C2 : Rn → R;
• ∇ f (x) is Lipschitz continuous, that is, there exists a constant K such that
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|∇ f (x1) − ∇ f (x2)| < K|x1 − x2|,∀x1, x2 ∈ Rn; and
• f (x) is lower bounded, that is, there exists a constant U such that f (x) > U,
∀x ∈ Rn. In other words, the optimization problem (2.1) is solvable.
TRUST-TECH based methods solve the global optimization problem (2.1)
by first defining a dynamical system such that SEPs in the dynamical system
have one-to-one correspondence with local optimal solutions of the optimiza-
tion problem (2.1). Because of such correspondence, the problem of comput-
ing multiple local optimal solutions of the optimization problem is then trans-
formed to finding multiple stability regions in the defined dynamical system,
each of which contains a distinct SEP. An SEP can be computed with a trajec-
tory based method or using a local method with a trajectory point in its stability
region being the initial point [32, 104]. For the global optimization problem
(2.1), we can define such a desired dynamical system as the following negative
gradient system:
x˙(t) = − ∇ f (x) = −
(
∂ f
∂x1
,
∂ f
∂x2
, · · · , ∂ f
∂xn
)T
. (2.3)
The solution curve of system (2.3) starting from x0 at t = 0 is called the trajectory
starting from x0 and is denoted by φ(x0, t) : R → Rn. A state vector xˆ is called an
equilibrium point (EP) of the dynamical system (2.3) if ∇ f (xˆ) = 0. An equilibrium
point xˆ is said to be hyperbolic if its Jacobian matrix −∇2 f (xˆ), with
∇2 f (x) =

∂2 f
∂x21
d ∂
2 f
∂x1∂x2
· · · ∂
2 f
∂x1∂xn
∂2 f
∂x2∂x1
∂2 f
∂x22
· · · ∂
2 f
∂x2∂xn
...
...
. . .
...
∂2 f
∂xn∂x1
∂2 f
∂xn∂x2
· · · ∂
2 f
∂x2n

, (2.4)
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has no eigenvalue with zero real part. A hyperbolic equilibrium point xs is
called a (asymptotically) stable equilibrium point if all the eigenvalues of its
Jacobian matrix have negative real part. An equilibrium point is called type-k if
its Jacobian matrix has exactly k eigenvalues with positive real part. The stable
and unstable manifolds of an equilibrium point xˆ, denoted as W s(xˆ) and Wu(xˆ),
are defined as follows:
W s(xˆ) = {x ∈ Rn : φ(x, t) → xˆ, as t → +∞}
Wu(xˆ) = {x ∈ Rn : φ(x, t) → xˆ, as t → −∞}
. (2.5)
In other words, every trajectory in the stable manifold W s(xˆ) converges to xˆ as
time goes to positive infinity, while every trajectory in the unstable manifold
Wu(xˆ) converges to xˆ as time goes to negative infinity.
For a stable equilibrium point, it can be shown that there exists a number
δ > 0 such that ‖x − xˆ‖ < δ implies φ(x, t) → xˆ as t → +∞. There are many
physical systems containing multiple SEPs. A useful concept for this kind of
systems is that of the stability region (also called the region of attraction). The
stability region of an SEP xs is defined as:
A(xs) := {x ∈ Rn : lim
t→+∞
φ(x, t) = xs}. (2.6)
From a topological point of view, the stability region A(xs) is an open, invariant
and connected set. The boundary of stability region A(xs) is called the stability
boundary of xs and is denoted by ∂A(xs).
We next introduce several geometrical and topological properties of the gra-
dient system (2.3) which will be useful in this chapter.
Theorem 2.2.1 [32] If there exist ǫ and δ such that ‖∇ f (x)‖ < ǫ unless x ∈ Bδ(xˆ),
where xˆ ∈ E = {x|∇ f (x) = 0} is an equilibrium point, then the gradient system (2.3) is
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completely stable and f (x) is an associated Lyapunov function.
Theorem 2.2.2 [35] Suppose that all the equilibrium points of the gradient system
(2.3) are hyperbolic. Let xi, i = 1, 2, · · · be the equilibrium points on the stability bound-
ary ∂A(xs) of an SEP xs. Then, the stability boundary is contained in the union of the
stable manifolds of the equilibrium points on the stability boundary; in other words,
∂A(xs) ⊆
⋃
xi∈E∩∂A(xs)
W s(xs). (2.7)
Theorem 2.2.3 [32] If xˆ is a hyperbolic equilibrium point of gradient system (2.3),
then 1) xˆ is an SEP of system (2.3) if and only if f (x) has an isolated minimum at xˆ;
and 2) xˆ is a source of system (2.3) if and only if f (x) has an isolated maximum at xˆ.
Theorem 2.2.3 characterizes the relationship between the optimal solutions
of the global optimization problem (2.1) and the SEPs of the associated gradient
system (2.3). Hence, if xs is an SEP of (2.3), then it is a local optimal solution of
the optimization problem (2.1). Conversely, if xs is a local optimal solution of
(2.1), then it is an SEP of the gradient system (2.3).
The TRUST-TECH based exit point method for solving the optimization
problem (2.1) can be described as follows.
TRUST-TECH based exit point method [31]:
Step 1) Construct a path moving away from the initial stable equilibrium point
and moving toward its practical stability boundary.
Step 2) Identify the exit point at which the constructed path intersects with the
practical stability boundary.
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Step 3) Generate one point from the exit point which lies inside the stability region
of the corresponding stable equilibrium point.
Step 4) Integrate the system trajectory starting from the point generated at Step
3. This trajectory will converge to the corresponding stable equilibrium
point (which is another local optimal solution). Alternatively, apply a lo-
cal optimization method to find the corresponding local optimal solution
from a point in the trajectory.
The point generated at Step 3) is generated close to the exit point, thus close
to the stability boundary. This point is far away from the corresponding sta-
ble equilibrium point. The trajectory integrated from this point can move very
slowly which results in inefficiency or failure of TRUST-TECH in finding the
corresponding stable equilibrium point. Improved algorithms, such as pseudo-
transient continuation method can be used to speed-up the movement of the
trajectory. This type of algorithms, described in the simple form, numerically
integrate the following altered dynamical system:
x˙ = −Q∇ f (x), Q ∈ S n
++
, (2.8)
where, S n
++
denotes the set of n × n real positive definite (symmetric) matrices.
The matrix Q in (2.8) is used to improve the scaling of the problem and can be
adaptively changed along the integration process. In this paper, we call the dy-
namical system described by (2.8) the quasi-gradient system and denote it as
d(Q). However, it is a natural concern that such operations can lead the tra-
jectory converge to a different solution, which could be undesired under some
situations. Therefore, a question raised is that under what conditions the tra-
jectory will converge to a same solution, which is independent of the imposed
matrix Q?
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2.3 Invariant Properties of the Quasi-Gradient System
To answer the above question regarding invariant convergence, invariance of
partial stability region in the quasi-gradient system will be studied in this chap-
ter. To this end, in this section, we first study relationship between the gradient
system x˙ = −∇ f (x) and its associated quasi-gradient system (2.8). We assume
that the gradient system (2.3) satisfies the following conditions:
A1) All the equilibrium points on the stability boundary are hyperbolic;
A2) The number of equilibrium points on the stability boundary is finite; and
A3) The stability region for a stable equilibrium point is bounded.
To facilitate analysis in the sequel, we first give definitions of some important
terms which will be encountered frequently throughout this chapter.
Definition A continuously differentiable function V(x) : Rn → R is called an
energy function with respect to the dynamical system (2.3) if it satisfies the fol-
lowing conditions:
• ˙V(φ(x, t)) ≤ 0 if x < E with E being the set of equilibrium points;
• The set {t ∈ R : ˙V(φ(x, t)) = 0} has measure 0 in R, if x < E; and
• V(φ(x, t)) is bounded implies φ(x, t) is bounded.
Definition The closest UEP with respect to an SEP xs is a UEP xc on the stability
boundary ∂A(xs) which attains the minimum energy function value on ∂A(xs).
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Definition The exit point xe with respect to a search path R(λ) passing through
xp ∈ A(xs), where λ ≥ 0 and R(0) = xp, is defined as the first intersection point of
the search path with the stability boundary ∂A(xs).
The intersection of the search path R(λ) and the stability boundary ∂A(xs) is
assumed to satisfy the transversality condition.
Definition The controlling UEP with respect to a search path R(λ) is a UEP xc
on the stability boundary ∂A(xs) whose stable manifold contains the exit point
xe.
It it first shown that the quasi-gradient system (2.8) has the same set of equi-
librium points with same dynamical properties, which is invariant to the change
of the matrix Q.
Theorem 2.3.1 (Invariance of the equilibrium points) The quasi-gradient sys-
tem (2.8) has the same equilibrium points and the same inertia as that of the system
(2.3). Moreover, all the equilibrium points are hyperbolic.
Proof It is trivial to show that quasi-gradient systems d(Q1) and d(Q2) with Q1 ,
Q2 have the same set of equilibrium points since they are defined by F(x) = 0.
Let λx denote the eigenvalue of the Jacobian matrix
Q1Jx = Q1
[
∂F(x)
∂x
]
(2.9)
at the equilibrium point x, and let v be the associated eigenvector, i.e.,
Q1Jxv = λxv. (2.10)
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Since Q1 is a positive definite matrix, we can write . Hence,
Q1/21 (Q1/21 Jx − λxQ−1/21 )v = 0, (2.11)
or
Q1/21 (Q1/21 JxQ1/21 − λxI)Q−1/21 v = 0. (2.12)
Because Q1/21 and Q−1/21 are non-singular, the eigenvalues of Q1/21 JxQ1/21 and that
of Q1Jx are the same. Moreover, Q1/21 JxQ1/21 is congruent to Jx. From Sylvester’s
inertial theorem, the congruence transformation preserves the inertia of matrix.
Similarly, it follows that the eigenvalues of Q1/22 JxQ1/22 and Q2Jx are the same,
and Q1/22 JxQ1/22 is congruent to Jx. This theorem follows. 
It is obvious that the objective function f (x) is an energy function for the
gradient system (2.3) constructed in TRUST-TECH methodology. It is a direct
consequence of the positive-definiteness of Q that f (x) is also a common energy
function for the quasi-gradient system, independent of the choice of Q.
Lemma 2.3.1 The objective function f (x) is a common energy function for the quasi-
gradient system (2.8) for every Q ∈ S n
++
.
Proof To show f (x) is an energy function for the system (2.8), we only need
to show it is non-increasing along any trajectory. In fact, since Q ∈ S n
++
, in the
quasi-gradient system (2.8), we have
˙V(x) = 〈∂V
∂x
, x˙〉 = 〈∇ f (x),−Q∇ f (x)〉 = −〈∇ f (x), Q∇ f (x)〉 ≤ 0. (2.13)
Hence, V = f (x) is an energy function for the quasi-gradient system (2.8). 
24
Development of TRUST-TECH methodology is rooted on the theoretical
foundation of characterization of the stability boundary in the gradient system
(2.3). Moreover, a central task in implementing TRUST-TECH based methods is
to detect the stability boundary and then using the information about the stabil-
ity boundary to facilitate the search of neighbouring stable equilibrium points
(local optimal solutions). Theorem 2.2.2 reveals that, for general autonomous
dynamical systems, there is a direct relationship between the stability boundary
and stable manifolds of the equilibrium points on it.
For the special class of dynamical systems satisfying assumptions A1)
through A3), such as the negative gradient system (2.3) constructed in TRUST-
TECH methodology, Theorem 2.3.2 shows that structure of the stability bound-
ary can be explicitly defined as the union of stable manifolds of type-1 equilib-
rium points.
Theorem 2.3.2 (Characterization of the stability boundary) [32] Let xs be an
SEP of the system (2.8) and xi, i = 1, 2, · · · be the type-1 equilibrium points lying
on ∂AQ(xs). If assumptions A1) to A3) are satisfied, then
∂AQ(xs) =
⋃
xi∈E1∩∂AQ(xs)
W sQ(xi). (2.14)
Note that Theorem 2.3.2 also shows if assumptions A1) to A3) are satisfied,
both the closest UEP w.r.t. an SEP xs and the controlling UEP w.r.t. a search path
R(λ) will generally be type-1 boundary equilibrium points.
Next we will show in Theorem 2.3.3 that the equilibrium points on the stabil-
ity boundary of each stable equilibrium point will also keep the same in quasi-
gradient system (2.8). To facilitate the proof of Theorem 2.3.3, the following two
lemmas will be given first.
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Lemma 2.3.2 Suppose A, B ∈ S n
++
, and 0 < a1 ≤ λ(A) ≤ b1, 0 < a2 ≤ λ(B) ≤ b2, where
λ(A) denotes the eigenvalues of A. Then,
a1a2 ≤ λ(AB) = λ(BA) ≤ b1b2. (2.15)
Proof Since A ∈ S n
++
, we have λ(A) ∈ [a1, b1] if and only if
a1‖x‖2 ≤ 〈x, Ax〉 ≤ b1‖x‖2, ∀x ∈ Rn, (2.16)
where 〈·, ·〉 is the inner product. Similarly,
a2‖x‖2 ≤ 〈x, Bx〉 ≤ b2‖x‖2, ∀x ∈ Rn. (2.17)
Now let A1/2 be the positive definite square root of A, then ∀x ∈ Rn,
〈x, ABx〉 = 〈x, A1/2BA1/2x〉 = 〈A1/2x, BA1/2x〉
≤ b2〈A1/2x, A1/2x〉 = b2〈x, Ax〉 ≤ b1b2‖x‖2
, (2.18)
where, the second equality holds because AB = A1/2A1/2B and A1/2BA1/2 have
same eigenvalues. Similarly, we have
〈x, ABx〉 ≥ a1a2, ∀x ∈ Rn. (2.19)
Hence, λ(AB) = λ(BA) ∈ [a1a2, b1b2]. 
Lemma 2.3.3 Suppose xs is an SEP of the quasi-gradient system (2.8). Then there
exist r > 0 and ǫ > 0 such that Br(xs) ⊂ AQ(xs), and for every matrix ¯Q satisfying
|Q − Q| < ǫ, Br(xs) ⊂ AQ(xs).
Proof Let Jxs = ∇2 f (xs). Since Jxs is symmetrical, it has only real eigenvalues.
Moreover, because xs is a s.e.p. of d(Q), all eigenvalues of the linearized vector
field at xs are negative. By Lemma 2.3.2,
σ(−QJxs ) ≤ − λQλJ = − c, (2.20)
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Figure 2.1: Illustration of Lemma 2.3.3 for a common ball inclusion.
where, λQ and λJ are the minimum eigenvalues of Q and Jxs , respectively, and
c > 0. Since
〈−QJxs x, x〉 ≤ − c|x|2, ∀x ∈ Rn, (2.21)
it follows from the definition of the derivative that
lim
x→xs
| − Q∇ f (x) + QJxs (x − xs)|
|x − xs|
= 0, (2.22)
or by Cauchy inequality
lim
x→xs
〈−Q∇ f (x) + QJxs (x − xs), x − xs〉
|x − xs|2
= 0. (2.23)
Then, for any small number c1 > 0, there exists r > 0 such that if |x − xs| ≤ r (or
x ∈ Br(xs)) implies
〈−Q∇ f (x) + QJxs (x − xs), x − xs〉 ≤ c1|x − xs|2, (2.24)
or
〈−Q∇ f (x), x − xs〉 ≤ 〈−QJxs (x − xs), x − xs〉 + c1|x − xs|2
≤ − (c − c1)|x − xs|2
= − c2|x − xs|2
, (2.25)
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where we choose c1 < c, so c2 > 0.
Therefore, there exists a neighbourhood of Q such that for every matrix Q in
this neighbourhood we have
〈−Q∇ f (x), x − xs〉 ≤ − c3|x − xs|2, ∀x ∈ Br(xs), (2.26)
where c3 > 0 and ‖Q − Q‖ < ǫ.
Let V(x) = 〈x − xs, x − xs〉. Then, the derivative of V along the trajectory of
x˙ = −Q∇ f (x) is
˙VQ(x) = 2〈−Q∇ f (x), x − xs〉 ≤ 0, ∀x ∈ Br(xs). (2.27)
Now, consider the set S (r) = {x ∈ Rn : V(x) ≤ r2}. It is clear that the set S (r) is
bounded for any bounded r. From (2.27), it follows that S (r) is an invariant set
of d(Q). Also it can be shown from (2.27) that xs is the largest invariant set of
d(Q) contained in S (r). Consequently, all the trajectories of x˙ = −Q∇ f (x) starting
from x ∈ S (r) will approach xs as t → ∞. Thus, Br ⊆ AQ(xs). 
Theorem 2.3.3 (Local invariance of boundary equilibrium points) Suppose xs
is an SEP of d(Q). If the system (2.8) satisfies assumptions (A1) to (A3), then there
exists ǫ > 0 such that for every Q satisfying ‖Q − Q‖ < ǫ, the stability boundaries
∂AQ(xs) and ∂AQ(xs) have the same set of type-1 equilibrium points.
Proof Let U ⊂ Rn be a neighbourhood of the e.p. xi of d(Q) and define the local
stable and unstable manifolds of d(Q) as
ˆW sQ(xi) = {x ∈ U |φt→+∞(x; Q) → xi, and φt(x; Q) ∈ U, ∀t ≥ 0}
ˆWuQ(xi) = {x ∈ U |φt→−∞(x; Q) → xi, and φt(x; Q) ∈ U, ∀t ≤ 0}
.
28
By Theorem 2-3 of [40], for each UEP xi on the stability boundary ∂A(Q) and for
any r > 0 such that Br(xs) ⊆ AQ(xs), we have ˆWuQ(xi) ∩ Br(xs) , ∅, i = 1, 2, · · · , N.
In particular, according to Lemma 2.3.3, there exist r > 0 and ǫˆ1 > 0 such that
Br(xs) ⊆ AQ(xs), for every Q satisfying ‖Q − Q‖ < ǫˆ1.
Considering the local unstable and stable manifolds depend continuously
on parameter Q [79], we have that, for each xi ∈ E ∩ ∂A(Q), there exists an ǫi > 0
such that for every matrix Qi satisfying ‖Qi − Q‖ < ǫi implies
ˆWuQi(xi) ∩ Br(xs) , ∅. (2.28)
Let ǫˆ2 = min{ǫ1, · · · , ǫN}. Then for every ˆQ satisfying ‖ ˆQ − Q‖ < ǫˆ2, we have
ˆWu
ˆQ(xi) ∩ Br(xs) , ∅, for i = 1, 2, · · · , N. (2.29)
Now take ǫˆ = min{ǫˆ1, ǫˆ2}. Then for every Q satisfying ‖Q − Q‖ < ǫˆ, we have
ˆWuQ(xi) ∩ Br(xs) , ∅, for i = 1, 2, · · · , N. (2.30)
In particular, we have
ˆWuQ(xi) ∩ AQ(xs) , ∅, for i = 1, 2, · · · , N. (2.31)
Hence, x1, · · · , xN are on the stability boundary ∂AQ(xs).
To complete the proof, we need to show that no new type-1 equilibrium
points can be introduced to ∂AQ(xs). Note that the unstable manifolds of a type-
1 equilibrium point consist of two 1-dimensional solution curves of the system
(2.8), each of which connects this type-1 equilibrium point with a stable equilib-
rium point. Now assume there is a new type-1 equilibrium point x′e introduced
to ∂AQ(xs). Considering that the quasi-gradient system (2.8) has the same set of
equilibrium points for every Q ∈ Sn
++
, x′e must come from the stability boundary
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of anther s.e.p., say x′s. However, for x
′
s, there exists ǫ
′ > 0, such that for all ˜Q
satisfying ‖ ˜Q − Q‖ < ǫ′, the following relation holds
E ∩ ∂(AQ(x′s)) ⊆ E ∩ ∂A ˜Q(x′s),
that is, no type-1 equilibrium point can break away from ∂A ˜Q(x′s). Hence, if
we take ǫ = min{ǫˆ, ǫ′}, then for all Q satisfying ‖Q − Q‖ < ǫ, the set of type-1
equilibrium points will keep the same on ∂AQ(xs). 
Theorem 2.3.3 shows that boundary equilibrium points are invariant locally
in terms of the change of Q. In fact, validity of this invariant property can be
extended such that the boundary equilibrium points are invariant globally in
dependent of the change of Q. This global invariance is described in Theo-
rem 2.3.4. To facilitate the proof of Theorem 2.3.4, Lemma 2.3.4 is given first
to show the path-wise invariance of the boundary equilibrium points.
Lemma 2.3.4 (Path-wise invariance of boundary equilibrium points) Suppose xs
is an SEP for the system (2.8). Let q(λ) = Qλ : [0, 1] → Sn++ be a continuous function
with q(0) = Q1 and q(1) = Q2. If d(Qλ) satisfies assumption (A1) to (A3) for all
λ ∈ [0, 1], then the stability boundaries ∂AQ1(xs) and ∂AQ2(xs) have the same set of
type-1 equilibrium points.
Proof Since d(Qλ) satisfies assumptions (A1) and (A2), ∀λ ∈ [0, 1], it follows
from Theorem 2.3.3 that there exist an ǫλ > 0, such that for every ˜Q satisfying
‖ ˜Q−Qλ‖ < ǫλ, ∂A(Qλ) and ∂A( ˜Q) have the same set of equilibrium points. Hence,
B = {Bǫλ(Qλ), λ ∈ [0, 1]} forms an open cover of the set Q = {Qλ, λ ∈ [0, 1]}. On the
other hand, since Q is a compact set, every open cover of Q has a finite subcover.
Therefore, there exist ˆB = {Bǫλi (Qλi), λi ∈ [0, 1], i = 1, · · · , k} being a finite cover of
Q, such that Q * ˆB − Bǫλi (Qλi), ∀i = 1, · · · , k.
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In addition, the elements in ˆB can be reordered such that Q1 ∈ Bǫ
˜λ1
, Q2 ∈
Bǫ
˜λk
and Bǫ
˜λi
∩ Bǫ
˜λi+1
, ∅, ∀i = 1, · · · , k − 1. Let ˆQi ∈ Bǫ
˜λi
∩ Bǫ
˜λi+1
, then ∂A(Q1),
∂A( ˆQ1), · · · , ∂A( ˆQk−1), ∂A(Q2) all have the same set of type-1 equilibrium points.
Specifically, ∂A(Q1) and ∂A(Q2) have the same set of type-1 equilibrium points.

Theorem 2.3.4 (Global invariance of boundary equilibrium points) If the quasi-
gradient system (2.8) satisfies assumptions A1) through A3), then the stability bound-
ary ∂A(xs) for an SEP xs has the same set of type-1 equilibrium points for all Q ∈ S n++.
Proof It is equivalent to say that the stability boundary of xs has the same set
of type-1 equilibrium points in both systems (2.3) and (2.8). Considering S n
++
is
a convex open set, it is obvious that {Qλ : Qλ = λI + (1 − λ)Q, λ ∈ [0, 1]} ⊂ S n++.
Since for every Qλ ∈ S n++, the assumptions A1) to A3) are satisfied for the quasi-
gradient system (2.8), by Lemma 2.3.4, we know that the stability boundaries
∂AI(xs) and ∂AQ(xs) have the same set of type-1 equilibrium points. The theorem
follows. 
Among all type-1 equilibrium points on the stability boundary, we have spe-
cial interest in the closest UEP and the controlling UEP. In the following theo-
rems, we show that these two UEPs are also invariant in the quasi-gradient
system as the matrix Q changes. We first show the invariance of the closest UEP.
Theorem 2.3.5 (Invariance of the closest UEP) The quasi-gradient dynamical sys-
tem (2.8) has the same closest UEP xc with respect to the SEP xs.
Proof It is known from Lemma 2.3.1 that the objective function f (x) is a com-
mon energy function for the system (2.8) for every Q ∈ S n
++
. By definition, the
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closest UEP is the lowest energy equilibrium point on ∂AQ(xs). Hence, we have
f (xc) = minx∈E∩∂A(xs) f (x). On the other hand, according to Theorem 2.3.2, ∂AQ(xs)
is the closure of the union of the stablemanifolds of the boundary type-1 equilib-
rium points. In addition, the energy value f (x) is decreasing along the trajectory.
Hence, the closest UEP xc must also be a type-1 equilibrium point. Moreover, xc
also has the lowest energy among all type-1 equilibrium points on ∂AQ(xs).
On the other hand, according to Theorem 2.3.4, xs has the same set of bound-
ary type-1 equilibrium points in quasi-gradient systems for all Q. In other
words, xc will be the lowest energy type-1 equilibrium point on ∂AQ(xs) for all
Q. The theorem follows. 
Now we show the invariance of the controlling UEP. Theorem 2.3.6 first
shows that such invariance is hold locally.
Theorem 2.3.6 (Local invariance of the controlling UEP) Suppose xp ∈ AQ(xs),
xp , xs and we can construct a search path R(λ) such that R(0) = xp and f (R(λ))
is increasing. If d(Q) satisfies assumptions A1) to A3), then there exists ǫQ > 0 such
that for every Q satisfying |Q−Q| ≤ ǫQ, the controlling UEP w.r.t. the search path R(λ)
will be the same in d(Q).
Proof First we consider the trivial case where xe ∈ E ∩ ∂AQ(xs), that is, the exit
point is one of the boundary equilibrium points. According to Theorem 2.3.3,
there exists ǫQ > 0 such that for every Q satisfying ‖Q − Q‖ < ǫQ, every equilib-
rium point on ∂AQ(xs) is also on ∂AQ(xs). In other words, xe ∈ ∂AQ(xs). Mean-
while, xe is on the search path R(λ) by construction. Hence, xe is the controlling
UEP w.r.t. R(λ) in d(Q).
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Figure 2.2: Illustration of the local invariance of the controlling UEP.
Now let xe < E ∩ ∂AQ(xs) and xc ∈ E ∩ ∂AQ(xs) be the controlling UEP w.r.t. to
R(λ) in d(Q). Therefore, xe ∈ W sQ(xc). Theorem 2.2.2 implies that there exist r > 0
such that Br(xe)⋂ ∂AQ(xs) = Br(xe)⋂W sQ(xc). In fact, there exist r˜ > 0 and ǫ ˜Q > 0,
such that for every ˜Q satisfying ‖ ˜Q − Q‖ < ǫ ˜Q, Br˜(xe)
⋂
∂A ˜Q(xs) = Br˜(xe)
⋂
W s
˜Q(xc).
If this is not true, that is, for every r˜ > 0 and ǫ ˜Q > 0, there exist x˜ such that x˜ ∈
Br˜(xe)⋂ ∂A ˜Q but x˜ < Br˜(xe)⋂W s
˜Q(xc). Let {r1, r2, · · · } and {ǫ1, ǫ2, · · · } be decreasing
series satisfying ri → 0 and ǫi → 0 as i → ∞. We can construct a corresponding
series {x1, x2, · · · } satisfying xi ∈ Bri(xe)
⋂
∂AQi but xi < Bri(xe)
⋂
W sQi(xc) for all xi,
where ‖Qi −Q‖ < ǫi. Obviously, xi → xe as i →∞, which implies that xe < W sQ(xc).
This leads to a contradiction.
On the other hand, Theorems 2.3.1 through 2.3.4 imply that there is no bi-
furcation in the quasi-gradient system (2.8) as Q changes. In other words, the
topological structure of the system will be preserved as Q changes. Since R(λ)
intersects with ∂AQ(xs) transversally at xe and R(λ) is continuous, there exist
rˆ > 0 such that for every 0 < r < rˆ there are two points x1 = R(λ1) ∈ AQ(xs)
and x2 = R(λ2) < AQ(xs), where x1 and x2 are the two intersection points be-
tween R(λ) and ∂Br(xe); meanwhile, R(λ3) ∈ Br(xe) for every λ3 ∈ (λ1, λ2). In other
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words, x1 is inside AQ(xs) while x2 is outside AQ(xs). Considering that the stability
boundary ∂AQ(xs) changes continuously as Q changes, which is also a topology-
preserving transform, there exists ǫ ˆQ such that x1 ∈ A ˆQ(xs) and x2 < A ˆQ(xs), for
every ‖ ˆQ − Q‖ < ǫ ˆQ. Therefore, R(λ) must intersect with ∂A ˆQ(xs) in between
of x1 and x2; in other words, there exists λ3 satisfying λ1 < λ3 < λ2, such that
x3 = R(λ3) ∈ ∂A ˆQ(xs). Apparently, |x3 − xe| < rˆ. Hence, x3 is the exit point in the
system d( ˆQ).
Now let r¯ = min{r˜, rˆ} and ǫQ = min{ǫ ˜Q, ǫ ˆQ}. Therefore, for every ‖Q − Q‖ < ǫQ,
there exists x′e satisfying x
′
e ∈ R(λ)
⋂
∂AQ(xs) and x′e ∈ Br¯(xe)
⋂
W sQ(xc). Hence, by
definition, xc is the controlling UEP w.r.t. R(λ) in d(Q). 
The global invariance is shown in Theorem 2.3.7. To facilitate the proof of
Theorem 2.3.7, Lemma 2.3.5 is given first to show the path-wise invariance of
the controlling UEP.
Lemma 2.3.5 (Path-wise invariance of the controlling UEP) Suppose xp ∈ AQ(xs)
and we can construct a search path R(λ) such that R(0) = xp and f (R(λ)) is increasing.
Let q(λ) = Qλ : [0, 1] → S n++ be a continuous function, and q(0) = Q1 and q(1) = Q2.
If d(Qλ) satisfies assumptions A1) to A3) for all λ ∈ [0, 1], the controlling UEP w.r.t.
the search path R(λ) will be the same in systems d(Q1) and d(Q1).
Proof Since d(Qλ) satisfies assumptions (A1) and (A2), ∀λ ∈ [0, 1], it follows from
Theorem 2.3.6 that there exist an ǫλ > 0, such that xp has the same controlling
UEP in d( ˜Q), for every ˜Q satisfying ‖ ˜Q − Qλ‖ < ǫλ. It is obvious that the set
B = {Bǫλ(Qλ), λ ∈ [0, 1]} forms an open cover of the set Q = {Qλ, λ ∈ [0, 1]}. On the
other hand, since Q is a compact set, every open cover of Q has a finite subcover.
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Therefore, there exist ˆB = {Bǫλi (Qλi), λi ∈ [0, 1], i = 1, · · · , k} being a finite cover of
Q, such that Q * ˆB − Bǫλi (Qλi), ∀i = 1, · · · , k.
In addition, the elements in ˆB can be reordered such that Q1 ∈ Bǫ
˜λ1
, Q2 ∈ Bǫ
˜λk
and Bǫ
˜λi
∩ Bǫ
˜λi+1
, ∅, ∀i = 1, · · · , k − 1. Let ˆQi ∈ Bǫ
˜λi
∩ Bǫ
˜λi+1
, then the search path
R(λ) has the same controlling UEP in systems d(Q1), d( ˆQ1), · · · , d( ˆQk−1), d(Q2).
Specifically, R(λ) has the same controlling UEP in systems d(Q1) and d(Q2). 
Theorem 2.3.7 (Global invariance of the controlling UEP) Suppose xp ∈ AQ(xs)
and we can construct a search path R(λ) such that R(0) = xp and f (R(λ)) is increasing.
If assumptions A1) to A3) are satisfied, the controlling UEP w.r.t. the search path R(λ)
will be the same in the quasi-gradient systems (2.8) for all Q ∈ S n
++
.
Proof Considering that Sn
++
is a convex open set, it is obvious that {Qλ : Qλ =
λI + (1 − λ)Q, λ ∈ [0, 1]} ⊂ Sn
++
. Since for every Qλ ∈ Sn++, the assumptions (A1)
to (A4) are satisfied for the pseudo-gradient system (2.8), by Lemma 2.3.5, we
know that the controlling UEP w.r.t. the search path R(λ) will be the same in d(I)
and d(Q). The theorem follows. 
2.4 Algorithms for checking invariant convergence
Based on the previous analyses of invariant properties in the quasi-gradient
systems, we will study the invariance of partial stability region in the quasi-
gradient system. Specifically, two types of invariance are developed in terms of
the closest UEP and the controlling UEP, respectively. Each type of invariance
will lead to a corresponding method for checking whether the trajectory start-
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ing from a point will converge to the same stable equilibrium point in the quasi-
gradient system, independent of the change of the matrix Q. Similar techniques
have been widely used in direct methods for power system stability analysis
[40, 41].
Before algorithms are proposed for checking invariant convergence of the
trajectory in the quasi-gradient system, thus to answer the question raised in
the beginning of the paper, we first introduce two theorems describing suffi-
cient conditions for such invariant convergence. Theorem 2.4.1 is the sufficient
condition considering the closest UEP as the reference, while Theorem 2.4.2 uses
the controlling UEP
Theorem 2.4.1 (Invariant convergence w.r.t. the closest UEP) Let xc ∈ E ∩
∂A(xs) be the closest UEP with respect to xp. If f (xp) < f (xc), then xp ∈ AQ(xs),
for every Q ∈ Sn
++
.
Figure 2.3: Illustration of the invariant convergence w.r.t. the closest UEP
Proof We already know that f (x) is a common energy function for the quasi-
gradient system (2.8). Let vc = f (xc) and C(v) denote the connected component
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of the set {x : f (x) ≤ v} containing the s.e.p. xs. We first show that C(vc) ⊂ AQ(xs),
for every Q ∈ Sn
++
. It is known that vc is actually the minimum of f (x) over
the stability boundary. Suppose there is a point y ∈ C(vc) with f (y) < vc and
y < AQ(xs). Since C(vc) is a connected set, there must exist a point, say yˆ, such
that yˆ ∈ ∂AQ(xs) and yˆ ∈ C(vc). Therefore, f (yˆ) < vc. But vc is the minimum value
of f (x) on ∂AQ(xs); hence we reach a contradiction. This implies R(vc) ⊂ AQ(xs).
Now since f (xp) < f (xc) and xp ∈ A(xs), hence xp ∈ C(vc). In other words,
xp ∈ AQ(xs), for every Q ∈ Sn++. The theorem follows. 
Theorem 2.4.2 (Invariant convergence w.r.t. the controlling UEP) Suppose xp ∈
A(xs) and we can construct a search path R(λ) such that R(0) = xp and f (R(λ)) is
increasing. Let xc ∈ E ∩ ∂A(xs) be the controlling UEP with respect to R(λ). If f (xp) <
f (xc), then xp ∈ AQ(xs), for every Q ∈ S n++.
Figure 2.4: Illustration of the invariant convergence w.r.t. the controlling
UEP
Proof Let vc = f (xc) and C(v) denote the connected component of the set {x :
f (x) ≤ v} containing the SEP xs. Let xλ be the intersection of the search path R(λ)
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and ∂C(xc), and let xQe be the exit point w.r.t. xp in the quasi-gradient system
d(Q), as illustrated in Fig. 2.4.
According to Theorem 2.3.7, xc is also the controlling UEP with respect to
the search path R(λ) in d(Q). Hence, the exit point xQe ∈ W sQ(xc), and we have
f (xc) < f (xQe ). Since f (xv) = f (xc), we have f (xv) < f (xQe ). Because f (R(λ)) is
increasing w.r.t. λ on the search path R(λ), we know that the search path R(λ)will
meet ∂C(xc) before meeting ∂AQ(xs). Hence, if f (xp) < f (xc), that is f (xp) < f (xv),
then it is ensured that xp is within the stability boundary ∂AQ(xs); in other words,
xp ∈ AQ(xs). The theorem follows. 
Now we are at the place to introduce the algorithms for checking whether
the trajectory starting from an initial point in the quasi-gradient system will
converge to the same SEP. Similarly, two versions of algorithms are proposed,
based on the closest and the controlling UEP, respectively.
Algorithm 1: checking invariant convergence based on the closest UEP
Input: An initial point x0.
Output: Judgement regarding the invariant convergence of the trajectory
starting from x0 in the quasi-gradient system (2.8).
Algorithm:
Step 1.1 Integrate the gradient system (2.3) starting from x0 and compute the orig-
inal stable equilibrium point xs.
Step 1.2 Compute all type-1 equilibrium points on the stability boundary ∂A(xs),
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denoted as xi, i = 1, , k.
Step 1.3 Determine the closest UEP xc with respect to xs, which is
xc = arg min
x
{ f (x) : x ∈ {x1, · · · , xk}}. (2.32)
Step 1.4 Compare the objective value of x0 with that of xc. If f (x0) < f (xc), we can
output the judgement that the trajectory starting from x0 will converge to
xs in the quasi-gradient system (2.8), which is independent of the change
of the matrix Q.
In practice, however, it is very difficult or even impossible to compute all
type-1 equilibrium points on the stability boundary ∂A(xs). In addition, because
the closest UEP is the lowest energy equilibrium point on ∂A(xs), the resulting
judgement in Step 1.4 could be very conservative. Instead of using the closest
UEP, Algorithm 2 uses the energy value of the controlling UEP as the criterion
to reduce conservativeness. In the meantime, effective numerical methods are
available for computing the controlling UEP, which make the algorithm appeal-
ing for practical applications.
Algorithm 2: checking invariant convergence based on the controlling UEP
Input: An initial point x0, and a search path R(λ) with R(0) = x0.
Output: Judgement regarding the invariant convergence of the trajectory
starting from x0 in the quasi-gradient system (2.8).
Algorithm:
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Step 2.1 Integrate the gradient system (2.3) starting from x0 and compute the orig-
inal stable equilibrium point xs.
Step 2.2 Compute the controlling UEP xc with respect to the search path R(λ). The
BCUmethod proposed in [41] or the method reported in [102] can be used
for computing the controlling UEP.
Step 2.3 Compare the objective value of x0 with that of xc. If f (x0) < f (xc), we can
output the judgement that the trajectory starting from x0 will converge to
xs in the quasi-gradient system (2.8), which is independent of the change
of the matrix Q.
It needs to be noted that, since the conditions described in Theorem 2.4.1
and Theorem 2.4.2 are sufficient, the judgement obtained by the above two al-
gorithms are conservative. In other words, if the above conditions are violated,
no conclusion can be made regarding convergence of the trajectory in the quasi-
gradient system as thematrix Q changes. Starting from an arbitrary initial point,
the following algorithm is proposed to ensure convergence to the same solution,
regardless of the numerical operation imposed on the dynamical system.
Algorithm 3: ensuring invariant convergence from an initial point
Input: An arbitrary initial point x0, and a search path R(λ) with R(0) = x0.
Target: The trajectory starting from x0 will converge to the same solution
regardless of Q in the quasi-gradient system (2.8).
Algorithm:
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Step 3.1 Compute the closest or controlling UEP xc in the original dynamical sys-
tem (2.3).
Step 3.2 Compare the objective value of x0 with that of xc. If f (x0) < f (xc), the
trajectory starting from x0 will converge invariantly to the same solution,
go to Step 3.4; otherwise, go to Step 3.3.
Step 3.3 Integrate the gradient system (2.3) starting from x0 until a point x1 is
reached such that f (x1) < f (xc). In other words, the trajectory starting
from x1 will converge invariantly to the same solution.
Step 3.4 Apply the appropriate numerical operation that can speed-up movement
of the trajectory and fast compute the solution xs in the quasi-gradient
system (2.8).
2.5 Numerical Simulation
In this section, numerical simulations are carried out to validate the proposed
algorithms. Consider the following minimization problem:
min
x
f (x) = − 2 cos(x1) − cos(x2) − cos(x1 − x2) − 0.1x1 − 0.3x2 + 0.4. (2.33)
To solve this problem using TRUST-TECH, the following negative gradient sys-
tem is first constructed:
x˙1 = − 2 sin(x1) − sin(x1 − x2) + 0.1
x˙2 = − sin(x2) − sin(x2 − x1) + 0.3
. (2.34)
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For illustration, all equilibrium points located within the range −10 ≤ x1, x2 ≤
10 are computed by solving the following system of nonlinear equations with
different starting points:
−2 sin(x1) − sin(x1 − x2) + 0.1 = 0
− sin(x2) − sin(x2 − x1) + 0.3 = 0
. (2.35)
The quasi-gradient system is defined by multiplying randomly generated
positive-definite matrices Q to the system (2.34). Convergence of trajectories
from different points in the stability region of the SEP xs = (0.10, 0.20) in the orig-
inal gradient system (2.34) are studied as the matrix Q is changed. The type-1
UEP xc = (0.167, 3.074) has the lowest objective value on the stability boundary
of xs, thus it is the closest UEP with f (xc) = −0.54.
2.5.1 Convergence to the same SEP
We first show that when the proposed criteria are satisfied, the trajectory from
an initial point will still converge to xs in the quasi-gradient system.
The invariant convergence in terms of the closest UEP is first illustrated. The
initial point is x0 = (−1.52,−0.56), its objective value is f (x0) = −0.802. This
objective (energy) value is lower than that of the closest UEP. Hence, by Theo-
rem 2.4.1, the point x0 is within the invariant part of the stability region and the
solution trajectory starting from x0 will always converge to xs no mater how the
matrix Q is changed. Fig. 2.5(a) illustrates such invariant convergence when the
multiplied matrix is:
Q =

0.173 0.606
0.606 10.537
 . (2.36)
42
−5 −4 −3 −2 −1 0 1 2 3 4 5
−5
−4
−3
−2
−1
0
1
2
3
4
5
x0=(−1.52000,−0.56000), V(x0)=−0.80232407
x
c
=(0.16700,3.07400), V(x
c
)=−0.54075016  
 
 Ws(x
c
)
WsA(xc)
φ
t→∞
0 (x0)
φ
t→∞
A (x0)
∂ AQ(xs)
∂ A(x
s
)
∂ V(x
c
)
x
s
x0
x
c
(a) In terms of the closest UEP
−5 −4 −3 −2 −1 0 1 2 3 4 5
−5
−4
−3
−2
−1
0
1
2
3
4
5
x0=(2.76800,1.85600), V(x0)=1.09763173
x
c
=(2.81250,3.39052), V(x
c
)=1.12589709
 
 φ
t→∞
p (x
e
)
Ws(x
c
)
WsA(xc)
x
s
+λ(x0+xs)
φ
t→∞
0 (x0)
φ
t→∞
A (x0)
∂ A(x
s
)
∂ AQ(xs)
∂ V(x
c
)
x0
x
e
x
c
x
s
R(λ)
(b) In terms of the constrolling UEP
Figure 2.5: Illustration of the invariant convergence
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The eigenvalues of this matrix are λ1 = 0.138 and λ2 = 10.572. In Fig. 2.5(a), the
solid curves are the contour plot of the objective function f (x), the red and blue
dashed curves passing the closest UEP xc are segments of stability boundary in
the original gradient system (2.34) and the quasi-gradient system after multi-
plying with Q, respectively. The bold and dashed green and red curves are the
trajectories starting from x0 in the two systems, respectively. Obviously, the two
trajectories both converge to the same SEP xs.
The invariant convergence in terms of the controlling UEP is illustrated with
the help of Fig. 2.5(b). The initial point is x0 = (2.77, 1.86), its objective value is
f (x0) = 1.098. The search path is constructed as the line emanated from xs and
passing x0, that is
R(λ) = xs + (1 + λ)(x0 − xs). (2.37)
The exit point is xe = (3.42, 2.26), which is approximated as the first local maxi-
mum of f (x) along R(λ). Using the method reported in [102], the corresponding
controlling UEP is computed, which is xc = (2.81, 3.39) with f (xc) = 1.126. Since
f (x0) < f (xc), by Theorem 2.4.2, the point x0 is within the invariant part of the
stability region and the solution trajectory starting from x0 will always converge
to xs no mater how the matrix Q is changed. Fig. 2.5(b) illustrates such invariant
convergence when the multiplied matrix is the same as that in Fig. 2.5(a):
Q =

0.173 0.606
0.606 10.537
 . (2.38)
The trajectories starting from x0 converge to the same SEP xs in both the original
gradient system and the quasi-gradient system.
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2.5.2 Convergence to different SEPs
Now we show that, if the proposed conditions are violated, trajectories in the
quasi-gradient system could converge to different stable equilibrium points
other than the original one xs.
Violation of the invariant convergence is first shown in terms of the closest
UEP. The initial point is x0 = (−3.50,−1.50), its objective value is f (x0) = 3.418.
This objective (energy) value is greater than that of the closest UEP f (xc) =
−0.541. As illustrated in Fig. 2.6(a), the trajectory starting from x0 converges
to xs in the original gradient system. However, in the quasi-gradient system
with the same multiplying matrix
Q =

0.173 0.606
0.606 10.537
 , (2.39)
the point x0 is no more located in the stability region of xs. Hence, the tra-
jectory starting from x0 now converges to another stable equilibrium point
x′s = (−6.18,−0.20), as shown in Fig. 2.6(a).
Fig. 2.6(b) illustrates violation of the invariant convergence in terms of the
controlling UEP. The initial point is x0 = (3.00, 2.00), its objective value is f (x0) =
1.36. The search path is constructed as the line emanated from xs and passing
x0, that is
R(λ) = xs + (1 + λ)(x0 − xs). (2.40)
The exit point and the corresponding controlling UEP are the same as that are
shown in Fig. 2.5(b), that is, xe = (3.42, 2.26) and xc = (2.81, 3.39). It is obvious
that f (x0) > f (xc) = 1.12. As shown in Fig. 2.6(b), in the quasi-gradient sys-
tem, the trajectory starting from x0 now converges to another stable equilibrium
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Figure 2.6: Illustration of the convergence to different SEPs
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point x′s = (6.38, 12.77).
2.6 Summary
In this chapter, we study the relationship between a gradient dynamical system
x˙ = −∇ f (x) and its associated quasi-gradient system x˙ = −Q∇ f (x) with Q ∈ S n
++
.
We show that, under a few generic assumptions, partial stability region in the
quasi-gradient system is invariant of the change of Q. Such invariance has been
characterized in terms of the closest and the controlling UEPs. Corresponding
to these invariant properties, sufficient conditions and methods are proposed
for checking and preserving the invariant convergence of the trajectory start-
ing from a given point in the quasi-gradient system. It needs to be emphasized
that applicability of the theoretical results and algorithms developed in this pa-
per is not confined to TRUST-TECH based methods or general trajectory based
methods. These results and methods can also be applied as analytical tools for
convergence analysis of other numerical methods.
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CHAPTER 3
NONLINEAR FEASIBILITY ANALYSIS USING TRUST-TECH
3.1 Introduction
A standard optimization model consists of two primary parts, an objective func-
tion and a set of linear or/and nonlinear constraint functions, as shown in (3.1):
min f (x)
s.t. hi(x) = 0, i ∈ E = {1, · · · , nE}
g j(x) ≤ 0, j ∈ I = {1, · · · , nI},
(3.1)
where, E is the index set for equality constraints hi(x) and I is that for inequality
constraints g j(x). The target of the optimization problem (3.1) is to find val-
ues for the variables x that provide a minimum value for f (x), while all restric-
tions represented by the constraint functions h(x) and g(x) can also be satisfied.
Compared with unconstrained optimization problems, the existence of nonlin-
ear constraints in the optimization problem (3.1) makes the task much more
complicated. Analysing feasibility of the problem and attaining a feasible solu-
tion is usually the first step to be carried out in solving the constrained nonlinear
program (3.1) [18, 43].
Indeed, the task of feasibility computation, that is, computing a solution
point x to satisfy the set of nonlinear equality and inequality constraints
hi(x) = 0, i ∈ E = {1, · · · , nE}
g j(x) ≤ 0, j ∈ I = {1, · · · , nI}
(3.2)
is itself a challenging problem. This class of constraint satisfaction problems
appears in a wide variety of problems in engineering, the sciences and applied
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mathematics. For example, power flow analysis [15, 150, 163], one of the funda-
mental tasks in power system computation, falls into this category of problems.
More often than not, however, there does not always exist a solution to the
problem (3.2). In other words, the set of feasible points satisfying all the con-
straints (3.2) could be empty. On the other hand, different constraints can have
different levels of priority. As a compromise, those low-priority constraints (soft
constraints) can be relaxed such that a feasible solution can still be obtained.
Identifying the most sensitive constraints and restoring feasibility by adjusting
these constraints are of special interest in practical applications.
In this chapter, TRUST-TECH based methods are developed for solving the
feasibility analysis problem (3.2). Following the spirit in the TRUST-TECH
methodology, the problem is solved with the aid of a particular nonlinear dy-
namical system. Specifically, finding feasible points to satisfy the set of non-
linear constraints is accomplished via finding all stable equilibrium manifolds
in the constructed dynamical system. For infeasible problems, a TRUST-TECH
based method is developed to restore feasibility with a two-phase strategy. It
first finds the global minimum-violation point via systematically finding all lo-
cal minimum-violation points; then it restores feasibility by optimally adjusting
constraints at the attained global minimum-violation point.
The proposed methods are applied to solve practical problems in power sys-
tem analysis. As an efficient numerical implementation, the pseudo-transient
continuation method is employed in the proposed methods to achieve a fast
convergence. The first problem to be solved is power flow computation. The
key features of TRUST-TECH based power flow computation are twofold: 1) if
the system possesses a power flow solution, the method can converge globally
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to the power flow solution; and 2) if the system does not possess a power flow
solution, instead of divergence, the method will converge to a solution point
with useful information for guiding feasibility restoration. Numerical simula-
tions have been carried out on power systems of 30 and 2383 buses. The second
problem is the optimal power flow (OPF) problem, where the TRUST-TECH
basedmethod is used to restore feasibility for OPF problems with infeasible con-
straints. Numerical simulations are carried on a 300-bus system with promis-
ing results. These practical results have shown effectiveness of the proposed
TRUST-TECH based feasibility analysis methods.
3.2 Feasibility Analysis
Before we propose the TRUST-TECH based methods for feasibility analysis, a
brief review of the target problems is given in this section.
There are several good reasons for the need to reach feasibility quickly and
reliably in solving the nonlinear optimization problem (3.1). Firstly, some so-
lution methods are unable to proceed to optimality without first reaching a
feasible solution, which is not uncommon for nonlinear optimization meth-
ods [20, 56]. Secondly, overall solution speed can be increased in some algo-
rithms if a feasible solution is available, as happens in branch and bound meth-
ods for mixed-integer programs [72, 74]. Thirdly, a feasible solution is all that is
required, for example, in power flow computations [48, 126, 163]. Finally, many
methods for infeasibility analysis can be accelerated if the feasibility status of
subsets of constraints can be decided quickly [43].
Finding a feasible point for a nonlinear program, however, can be a very
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challenging task. There may be multiple disconnected feasible regions which
could be located at extreme distances from each other. A very common ap-
proach to finding a feasible solution for the set of nonlinear constraints (3.2)
is to minimize an unconstrained function that assigns a non-negative penalty
for each constraint violation at a given point. In general, the penalty function
reaches zero at a feasible point [53]. Minimizing such penalty function itself,
however, can be a challenging global optimization problem. Therefore, many
algorithms for finding a feasible point depend on special characteristics of the
problem, such as convexity of the feasible region [43]. For problems whose
characteristics can not be easily sought, heuristic techniques like multi-start and
random sampling are also used to approximate the feasibility [42, 83]. Global
optimization methods, especially evolutionary algorithms [116], have also been
used for feasibility seeking with interesting results.
As optimization models grow larger and more complex, infeasibility hap-
pens more often during the process of model formulation,and is harder to diag-
nose than ever before. For nonlinear optimization problems, the issue becomes
even more complicated. Specifically, the model might be feasible but the solver,
especially a local one, is given a poor starting point from which it is unable to
reach feasibility. For a truly infeasible model, a natural question raised is: which
(single or multiple) constraints are causing the infeasibility and how would the
feasibility be restored? Three main approaches have been developed in recent
years for diagnosing and repairing infeasibility. The first one is developed to
identify an irreducible infeasible subset (IIS) of constraints, which is usually im-
plemented via sequential or floating constraint selection methods [43]. In con-
trast, the second method analyses infeasibility by identifying amaximum feasible
subset (MFS) of constraints [2, 122]. Identifying an MFS, however, is an NP-hard
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problem and success of these methods relies heavily on good heuristics. The last
approach seeks to find a best way to alter constraints (e. g. the fewest changes
to the constraints) for restoring feasibility. This approach can be implemented
as shifting the right hand side of the constraints [21, 107, 180] or adjusting all of
the constraint coefficients [3]. Most available methods, however, address only
infeasible linear systems and very limited success has been achieved for nonlin-
ear problems [43].
3.3 TRUST-TECH Based Methods
We assume that nonlinear equality constraints hi(x), i ∈ E and nonlinear inequal-
ity constraints g j(x), j ∈ I are all twice differentiable, that is, they all belong to
C2 : Rn → R.
We first notice that inequalities in (3.2) can be replaced by equalities by
adding slack variables as follows:
g j(x) ≤ 0 ⇒ g j(x) + s2j = 0, s j ∈ R. (3.3)
Therefore, without loss of generality, we consider the following feasibility prob-
lem with only equality constraints:
hi(x) = 0, i = {1, · · · ,m}. (3.4)
We define the following equality vector H(x) := (h1(x), · · · , hm(x))T . By apply-
ing the regularity condition and Sard’s theorem [149], it can be shown that the
constraint set (or the feasible set or region) defined by
M =
{
x ∈ Rn : H(x) := (h1(x), · · · , hm(x))T = 0} (3.5)
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is a smooth manifold. In general, the extremely complicated constraint set M
can be decomposed into several disjoint path-connected feasible components,
say
M =
⋃
k
Mk, (3.6)
where, Mi ∩ M j = ∅, ∀i , j.
Assumption 3.3.1 The constraint set H ∈ C2 : Rn → Rm satisfies one of the following
conditions:
1. ‖H(x)‖ is a proper map (i.e., the pre-image of a compact set is compact), or
2. For any γ > 0 and for any closed subset K of
{x ∈ Rn : ‖H(x)‖ ≤ γ, ‖∇T H(x) · H(x)‖ , 0}, (3.7)
we have
inf
{
∇T H(x) · H(x)‖ : x ∈ K
}
> 0. (3.8)
3.3.1 Feasibility computation
The TRUST-TECH based methodology has been developed to compute solu-
tions to the feasibility computation problem (3.4) [103]. This methodology finds
all the feasible components via exploring certain trajectories of a particular dy-
namical system. In order to visit each feasible component, the proposed method
consists of two steps:
Step 1.1: Approach a (path-connected) feasible component of the feasibility compu-
tation problem (3.4).
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Step 1.2: Move away from the feasible component and approach another feasible
component of the feasibility computation problem (3.4).
We design a nonlinear dynamical system whose trajectories can be used to
perform step 1.1 and 1.2. The central idea in designing such a nonlinear dy-
namical system is that every path-connected feasible component corresponds
with a stable equilibrium manifold (a generalized concept of stable equilibrium
point) of the nonlinear dynamical system. In this way, the task of finding all
feasible components of the feasibility computation problem (3.4) is equivalent
to the task of finding all stable equilibrium manifolds of the nonlinear dynami-
cal system. To this end, we build the following so called quotient gradient system
(QGS) whose vector field is associated with the constraint set M characterized
by the equality vector H(x):
x˙ = − ∇T H(x) · H(x), (3.9)
where,
∇H(x) =

∂h1(x)
∂x1
∂h1(x)
∂x2
· · · ∂h1(x)
∂xn
∂h2(x)
∂x1
∂h2(x)
∂x2
· · · ∂h2(x)
∂xn
...
...
. . .
...
∂hm(x)
∂x1
∂hm(x)
∂x2
· · · ∂hm(x)
∂xn

(3.10)
represents the Jacobian matrix of the vector H(x). An energy function associated
with the QGS (3.9) can be defined as
V(x) = 1
2
‖H(x)‖2. (3.11)
Theorem 3.3.1 (Completely Stable [101, 104]) If the feasibility computation prob-
lem (3.4) satisfies Assumption 3.3.1 and all the equilibrium manifolds are pseudo-
hyperbolic and finite in number, then every trajectory of the QGS (3.9) is bounded and
converges to one of the equilibrium manifolds.
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Theorem 3.3.2 (EquilibriumManifolds and Feasible Components [101, 104])
If the feasibility computation problem (3.4) satisfies Assumption 3.3.1 and all the equi-
libriummanifolds are pseudo-hyperbolic and finite in number, then each path-connected
component of the constraint set M of the feasibility computation problem (3.4) is a stable
equilibrium manifold of the QGS (3.9). Conversely, if Σ is a stable equilibrium man-
ifold of the QGS (3.9), then Σ is a non-isolated set of local minima of the following
minimization problem
min
x∈Rn
1
2
‖H(x)‖2. (3.12)
Theorem 3.3.2 provides a basis for our proposed method in searching for
feasible components of the feasibility computation problem (3.4). Hence, steps
1.1 and 1.2 can be numerically implemented via the following tasks:
Task 1.1: Approach a stable equilibrium manifold of the QGS (3.9).
Task 1.2: Escape from the stable equilibrium manifold and approach another stable
equilibrium manifold of the QGS (3.9).
Task 1.1 can be numerically implemented by following the trajectory of the
QGS (3.9) starting from any initial point, which is an infeasible point of the fea-
sibility computation problem (3.4) to a point located in the stable manifold of
system (3.9) (i.e. a point located in a feasible component of the feasibility com-
putation problem (3.4)). Task 1.2 can be numerically implemented by following
the trajectory in reverse time starting from an initial point in the stable manifold
of the QGS (3.9), until the trajectory approaches a point in an unstable equi-
librium manifold on the stability boundary of the stable equilibrium manifold.
Then by following the trajectory starting from an initial point, which is close to
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Figure 3.1: E1, E2, · · · , E6: stable equilibrium manifolds.
the unstable equilibrium manifold but outside the stability region, we can ap-
proach another stable equilibrium manifold of the QGS (3.9), which is another
feasible component of the feasibility computation problem (3.4).
It needs to be noticed that, the correspondence between feasible components
of the feasibility computation problem (3.4) and the stable equilibrium man-
ifolds of the QGS (3.9) may not a bijective one. In particular, the one-to-one
correspondence can only be defined between feasible components and stable
equilibrium manifolds with zero energy, that is, V(x) = 0 for all points lying in
the stable equilibrium manifolds.
We illustrate in Fig. 3.1 to Fig. 3.5 the search process of the TRUST-TECH
based methodology. Suppose there are six feasible components in the search
space of the feasibility computation problem (3.4) (Fig. 3.1). We define a QGS
system described by the equation (3.9) which is completely stable and each
stable equilibrium manifold corresponds with each feasible component of the
feasibility computation problem (3.4). The dashed line represents the stability
boundary of each stable equilibrium manifold (i.e., each feasible component)
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Figure 3.2: E1, E2, · · · , E6: stable equilibrium manifolds; − · −: stability
boundary (i.e. boundary of stability region); U1, · · · ,U15: un-
stable equilibrium manifolds.
Figure 3.3: E1, E2, · · · , E6: stable equilibrium manifolds; − · −: stability
boundary (i.e. boundary of stability region); U1, · · · ,U15: un-
stable equilibrium manifolds; x0: initial condition; →: system
trajectory.
(Fig. 3.2). Starting from an initial point, the system trajectory of the dynami-
cal system (or a local search method) finds a stable equilibrium manifold (i.e.,
a feasible component) (Fig. 3.3). Starting from the found feasible component,
the numerical method for computing tier-one feasible components computes
three initial points that lie inside the stability region of each stable equilibrium
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Figure 3.4: E1, E2, · · · , E6: stable equilibrium manifolds; − · −: stability
boundary (i.e. boundary of stability region); U1, · · · ,U15: unsta-
ble equilibrium manifolds;→: search paths by TRUST-TECH.
Figure 3.5: E1, E2, · · · , E6: stable equilibrium manifolds; − · −: stability
boundary (i.e. boundary of stability region); U1, · · · ,U15: un-
stable equilibrium manifolds;→: system trajectory.
manifold. In addition, each initial point is close to the corresponding stable
equilibrium manifold (i.e., a tier-one feasible component) (Fig. 3.4). Starting
from an initial point, the corresponding (dynamical) trajectory or a local search
method computes the corresponding stable equilibrium manifold (i.e., a feasi-
ble component) (Fig. 3.5). These figures serve to emphasize the capability of the
TRUST-TECH based method in computing surrounding feasible components in
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a tier-by-tier manner.
It has a good possibility that some equilibrium manifold of the QGS (3.9)
does not correspond with a feasible component of the problem (3.4). In addi-
tion, a poor initial point can be provided for the feasibility computation. For
example, assume now the stable equilibrium manifold E3 is found to have non-
zero energy value; hence, it is not a feasible component of the problem (3.4).
As a result, local methods starting from the given initial point x0, which lies in
the stability region of E3, will converge to an infeasible point lying in E3 and
not be able to escape from the attained point. Other existing heuristic meth-
ods, such as multi-start and random sampling techniques, can still fail to find a
feasible component if the stability region of E3 is large enough and the selected
sampling points all happen to lie in it. As a consequence, these methods will re-
port infeasibility of the problem (3.4), although it is truly feasible. The proposed
TRUST-TECH based method eliminates such possibility of false negative errors
by systematically locating all the stable equilibrium manifolds of the QGS (3.9),
thus all feasible components of the feasibility computation problem (3.4).
3.3.2 Feasibility restoration
This TRUST-TECH based framework can also be used to analyse an infeasible
problem (3.4), that is, there is no solution available to satisfy all the imposed con-
straints simultaneously. However, feasibility can still be achieved by adjusting
low priority constraints of the infeasible problem. One reliable way to restore
feasibility for an infeasible problem (3.4) is to first find the global minimum-
violation component and then use it to guide the adjustment of the constraints
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to achieve feasibility. To this end, we propose a TRUST-TECH based method
for infeasibility analysis, which is composed of two distinct phases: In phase I,
starting from an arbitrary starting point, it finds the global minimum-violation
component by systematically finding all local minimum-violation components.
In phase II, it restores the feasibility by optimally adjusting the constraints at the
attained global minimum-violation component.
Phase I
The proposed TRUST-TECH based method for infeasibility analysis first finds
the non-isolated set of global minima of the following violation minimization
problem
min
x∈Rn
1
2
‖H(x)‖2 (3.13)
by finding all non-isolated sets of local minima in the search space with local
minimum violation using some trajectories of a particular class of dynamical
systems. It is obvious that the global minimum of the optimization problem
(3.13) attains a positive objective for an infeasible problem (3.4); otherwise, the
problem (3.4) is in fact feasible. This method is conceptually composed of two
steps:
Step 2.1: Approach a local minimum violation component of the infeasible problem
(3.4).
Step 2.2: Move away from the local minimum violation component and approach
another local minimum violation component of the infeasible problem
(3.4).
60
We design a nonlinear dynamical system whose trajectories can be used to
perform step 2.1 and 2.2. The central idea in designing such a nonlinear dy-
namical system is that every path-connected set of local minimum violations
corresponds with a stable equilibriummanifold of the nonlinear dynamical sys-
tem. In this way, the task of finding all sets of local minimum-violation of the
infeasibility problem (3.4) is equivalent to the task of finding all the stable equi-
librium manifolds of the nonlinear dynamical system. Apparently, the same
QGS (3.9) can serve as the desired dynamical system.
Theorem 3.3.2 also shows that if a set is a local minimum-violation compo-
nent of the infeasible problem (3.4), then the set is a stable equilibrium mani-
fold of the QGS (3.9). This analytical result provides a basis for our proposed
method in searching for sets of local minimum-violation of the infeasible prob-
lem (3.4). Hence, steps 2.1 and 2.2 can be numerically implemented via the
following tasks:
Task 2.1: Approach a stable equilibrium manifold of the QGS (3.9).
Task 2.2: Escape from the stable equilibrium manifold and approach another stable
equilibrium manifold of the QGS (3.9).
Phase II
Phase II is designed to regain feasibility for the infeasible problem (3.4). Indeed,
the global minimum-violation component found in phase I provides informa-
tion regarding theminimumdistance to feasibility. However, it provides no clue
on how to adjust the constraints to achieve feasibility with the minimum effort.
To this end, phase II compute such a set of optimal adjustments to be applied
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on constraints via solving a multi-objective optimization problem.
It was pointed out in [180] that any method based on a weighted sum of
elastic variables to determine the constraint shifts can arrive at only a limited
set of possible solutions: those that appear at the corner points of the solution
space. A goal programming approach, on the other hand, allows solutions that
arrive at any point on the efficient frontier (the Pareto optimal set), giving the
modeller a significantly larger set of possible constraint shifts that provides a
feasible solution [43].
For the convenience of analysis, we restore to the formulation (3.2) with both
equalities and inequalities in the sequel. For an infeasible problem (3.2) having
inequality constraints g j(x), j ∈ I, the constraint shifting problem can be formu-
lated as the following multi-objective optimization problem:
min (y1, y2, · · · , ynI)
s.t. g j(x) − y j ≤ 0
y j ≥ 0, j = 1, · · · , nI,
(3.14)
where, y j are non-negative relaxation variables representing the adjustments to
be applied on the constraints in order to regain feasibility.
The l∞-norm based method is first used to solve the multi-objective opti-
mization problem (3.14). The objective function based on the l∞-norm is:
minx,y,z z = max j=1,··· ,nI |w jy j|
s.t. g j(x) − y j ≤ 0, j = 1, · · · , nI,
(3.15)
where, w j ≥ 0 and
∑nI
j=1 w j = 1, j = 1, · · · , nI are the weights imposed on the
adjustments of the constraints. The optimization problem (3.15) can be imple-
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mented as
minx,y,z z
s.t. w jy j ≤ z, j = 1, · · · , nI
g j(x) − y j ≤ 0, j = 1, · · · , nI
y j ≥ 0, j = 1, · · · , nI.
. (3.16)
The absolute value is not needed because both w and y are non-negative. An op-
timal solution to the l∞-norm optimization problem (3.15) is denoted as (x˜∗, y˜∗).
This is a weakly efficient solution to the multi-objective optimization problem
(3.14).
Then, the solution (x˜∗, y˜∗) is improved by solving a second optimization prob-
lem, which is a weighted relaxation program formulated as follows:
minx,y
∑nI
j=1 w jy j
s.t. g j(x) − y j ≤ 0, j = 1, · · · , nI
0 ≤ y j ≤ y˜∗j, j = 1, · · · , nI.
(3.17)
An optimal solution to the optimization problem (3.17), denoted as (x∗, y∗) is the
final solution to the task of achieving feasibility with least constraint shifts.
The combination of l∞-norm optimizationwith subsequent tightening allows
any solution on the efficient frontier of the multi-objective program (3.14) to be
reached by adjusting the weights w. This provides the modeller with a vastly
increased set of possible ways to shift the constraints to regain feasibility [180].
The choice of weights is usually application oriented, which generally repre-
sent priorities of the constraints. More specifically, large weights are usually
imposed on high-priority constraints, while small weights on low-priority con-
straints.
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Figure 3.6: The problem (3.18) has two disconnected feasible components,
E1 and E2.
3.3.3 Illustrative examples
In this section, we present two examples for the purpose of illustrating the pro-
posed TRUST-TECH based methods for feasibility analysis.
Feasibility computation example
We first consider the following feasibility computation problem:
g(x, y) = 4x2 − 2.4x4 + 13 x
7
+ xy − 4y2 + 4y4 + 1
2
≤ 0. (3.18)
This problem has two disconnected feasible components, as shown in Fig. 3.6.
To carry out the TRUST-TECH based feasibility analysis, a slack item s2 is
first added to (3.18) to transform it into an equality constraint in the following
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Figure 3.7: TheQGS (3.20) has two stable equilibriummanifolds, E1 and E2
other thirteen equilibrium points (0: stable; 1 and 2: unstable).
Dashed curves are stability boundary.
equivalent form:
h(x, y, s) = 4x2 − 2.4x4 + 13 x
7
+ xy − 4y2 + 4y4 + 1
2
+ s2 = 0. (3.19)
Then, the following QGS is constructed
x˙
y˙
s˙

= − ∇T h(x, y, s)h(x, y, s) =

−h(x, y, s) ∂
∂x
h(x, y, s)
−h(x, y, s) ∂
∂yh(x, y, s)
−h(x, y, s) ∂
∂z
h(x, y, s)

. (3.20)
We first choose any initial guess, say x0 = (−1.5,−1.5, 10.0), which is an infea-
sible point because g(x0) = 16.166 > 0. Following the system trajectory (S 1), an
SEP of the QGS (3.20), E0 = (−1.61,−0.57, 0.0) is obtained. However, it is not a
feasible point because g(E0) = 2.604.
Next, starting from E0, a TRUST-TECH search (S 2) is performed and an exit
point xe = (−1.21,−0.41, 0.0) is located in the eigenvector search direction d =
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Figure 3.8: The process to solve (3.18). x0: starting point; E0: stable equi-
librium point (S 1: trajectory); xe: exit point; xs: feasible point;
S 1, S 3: system trajectory; S 2: search direction.
(0.93, 0.37, 0.0). Starting from xe, the stable equilibrium manifold E2 is reached
at xs = (−0.28,−0.67, 0.0) by following the system trajectory S 3. Since g(xs) =
−0.001, it is indeed a feasible point to the problem (3.18).
This example shows that, if a local method is used solely starting from a
poor initial point (such as x0 in this example), a truly feasible problem can be
falsely reported as infeasible because the local method can only reach an infea-
sible solution (E0 in this example) and can not escape from this solution. The
TRUST-TECH based method is able to eliminate such false negative results by
systematically locating multiple stable equilibriummanifolds of the QGS (3.20),
among which the truly feasible component can be identified.
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Figure 3.9: The problem (3.21) is infeasible.
Feasibility restoration example
We now consider the following problem for illustration of the TRUST-TECH
based method for feasibility restoration:
g1(x1, x2) = 4x21 − 2.4x41 +
1
3
x71 + x1x2 − 4x22 + 4x42 +
1
2
≤ 0
g2(x1, x2) = (x1 + 12)
2
+ (x2 + 14)
2 − 15 ≤ 0
. (3.21)
As illustrated in Fig. 3.9, this problem is infeasible since there is no single which
can satisfy the two inequalities simultaneously.
By adding slack items s21 and s
2
2, inequality constraints in (3.21) are first trans-
formed to equality constraints in the following equivalent form:
H(x1, x2, s1, s2) =

4x21 − 2.4x41 +
1
3 x
7
1 + x1x2 − 4x22 + 4x42 +
1
2
+ s21
(x1 + 12)
2
+ (x2 + 14)
2 − 1
16 + s
2
2
 = 0. (3.22)
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Table 3.1: Stable equilibrium points found by TRUST-TECH in the QGS
(3.23).
SEP x1 x2 s1 s2 g1(x1, x2) g2(x1, x2) 12‖H(x1, x2)‖2
1 -0.197 0.334 0 0 0.190 0.370 0.087
2 -0.208 -0.500 0 0 0.024 0.085 0.004
Then, the following QGS is constructed

x˙
y˙
s˙1
s˙2

= − ∇T H(x1, x2, s1, s2) · H(x1, x2, s1, s2). (3.23)
There are two stable equilibrium points found by TRUST-TECH search in the
QGS (3.23), as summarized in Table 3.3.3.
Among the two found SEPs, the second SEP (−0.208,−0.500) results in lower
QGS energy function value. Therefore, this SEP is used as the initial point
in the multi-objective optimization problem (3.14). The weights are specified
as w1 = 0.75 and w2 = 0.25; in other words, we prefer more adjustments
over the constraint g2(x1, x2) than over the constraint g1(x1, x2). As the out-
put of the optimization problem (3.14), the adjustments required on the two
constraints are y1 = 0.028 and y2 = 0.084. The resulting feasible point is
(x1, x2) = (−0.209,−0.499), as shown in Fig. 3.10.
The change of the adjustments to be applied to the constraints for varying
weights is also studied. The SEP (−0.208,−0.500) is used as the initial point in
the multi-objective optimization problem (3.14). We increase the weight w1 on
g1(x1, x2) from 0.05 to 0.95 (accordingly, w2 on g2(x1, x2) will be decreased from
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Figure 3.10: Using (−0.208,−0.500) as the initial point, the optimal adjust-
ment is achieved.
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Figure 3.11: Using (−0.197, 0.334) as the initial point, change of the adjust-
ments with varying weights.
0.95 to 0.05). Fig. 3.11 shows the adjustments y1 and y2 under different weights.
The change of the total adjustment cost z = w1y1 + w2y2 is also demonstrated.
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Figure 3.12: Using (−0.197, 0.334) as the initial point, an over-adjustment
is obtained.
Now we demonstrate what will happen if the initial point chosen for the
multi-objective optimization problem (3.14) is not the global minimum viola-
tion point. We now use the SEP (−0.197, 0.334) as the initial point in solving the
optimization problem (3.14) with the weights keep the same, being w1 = 0.75
and w2 = 0.25. As a result of the computation, the obtained adjustments are
y1 = 0.133 and y2 = 0.400 and the feasible point is (−0.198, 0.359), as shown
in Fig. 3.12. Compared with the situation using (−0.208,−0.500) as the initial
point, the adjustments are much larger. Apparently, this restoration is local op-
timal and the constraints are over-adjusted. In fact, besides the feasible point
(−0.198, 0.359) detected by the optimization problem (3.14), there emerges an-
ther isolated feasible component after adjusting the constraints, which has been
overlooked because of the poor initial point (Fig. 3.12).
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3.4 Applications to Power System Analysis
In this section, the TRUST-TECH based feasibility analysis methods are applied
to solve practical problems in power system analysis, including power flow
computation and feasibility restoration for optimal power flow (OPF) problems.
As an efficient numerical implementation, the pseudo-transient continuation
method is first introduced, which is used in the numerical implementation of
the proposed methods to achieve a fast convergence.
3.4.1 The pseudo transient continuation method
Locating a stable equilibrium manifold of the QGS (3.9), i.e., computing a feasi-
ble solution to the feasibility problem (3.2), from an initial point usually needs
to follow the system trajectory. Generally, an ordinary differential equation (ODE)
solver can be used to exactly follow the system trajectory until a stable equilib-
rium manifold is reached. However, an exact ODE solver can be computation-
ally inefficient, in particular for large-scaled systems which is not uncommon in
power system applications. The pseudo-transient continuation method is used
in the numerical implementation for power flow analysis.
Newton’s method are a classical algorithm for solving the system of nonlin-
ear equations
H(x) = 0 (3.24)
with quadratic convergence if the initial point is close enough to a solution.
However, solving the system of linear equations (the Newton equations)
∇T H(x) · ∆x = −H(x) (3.25)
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at each stage can be expensive if the number of variables is large and may not
be justified when the initial point is far from a solution.
The pseudo-transient continuation method [46, 93] is another way to imple-
ment Newton-type methods. This method was originally designed as a method
for finding steady-state solutions to time-dependent differential equations with-
out computing a fully time-accurate solution.
In the context of optimization, one would integrate (3.9) numerically, man-
aging the time step in a way that, while maintaining stability, would increase as
rapidly as possible in order to make the transition to Newton’s method near the
solution. One way to do this is the iteration
xn+1 = xn − (σ−1n I + JH(xn))−1H(x), (3.26)
where, JH(x) = H′(x) is the system Jacobian. One common way to update the
time step δn is the switched evolution relaxation method:
δn+1 = δn
‖H(xn)‖
‖H(xn+1)‖ . (3.27)
Hence, the time step will be increased as the stable equilibrium points of the
system (3.9) are approached, thus the objective of rapid convergence near a so-
lution can be achieved.
3.4.2 Power flow computation
The first problem to be solved is power flow computation, which is one of the
most fundamental tasks in power system studies. After half a century of in-
tensive research, development and practical application, the power flow com-
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putation remains difficult [87]. Depending on the system’s characteristics, con-
ventional power flow methods may fail, even if there is a feasible operating
point [13]
In this section, the TRUST-TECH based feasibility computation method is
used for power flow analysis. Key features of the proposed method are twofold,
including:
1) Non-divergent: If there exists a power flow solution, the TRUST-TECH
based method can always compute the solution.
2) Unsolvability detection: If the system does not possess a power flow solu-
tion, instead of divergence, the TRUST-TECH basedmethod will converge
to a point with useful information regarding the unsolvability.
The power flow formulations
The power flow computation is to determine a set of voltage settings at each bus
of the system such that a balance between the power generation and demand
can be achieved. Since the voltage at each bus is a complex number, the power
flow analysis can be formulated in two coordinate systems, that is, the polar
coordinate system and the rectangular coordinate system. In the polar power
flow formulation, the complex voltage phaser at each bus is represented using
polar coordinates
Vi = |Vi|∠θi. (3.28)
For the rectangular power flow formulation, the voltage phaser at each bus is
represented using rectangular coordinates
Vi = ei + j fi. (3.29)
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Using polar coordinates, the basic power flow equation for an nB-bus power
system can be formulated as the following system of nonlinear equations repre-
senting power balances at all the buses in the system:
Pi(θ, |V |) + PiD − PiG = 0, i = 1, · · · , nB
Qi(θ, |V |) + QiD − QiG = 0, i = 1, · · · , nB
, (3.30)
where,
• θ = (θ1, · · · , θnB) and |V | = (|V1|, · · · , |VnB |) are the vectors of voltage phase
angles and magnitudes at all the buses in the network, respectively;
• PiD and QiD are the real and reactive power demands at the i-th bus, respec-
tively;
• PiG and QiG are the real and reactive power generations at the i-th bus, re-
spectively;
• Pi(θ, |V |) and Qi(θ, |V |) are the real and reactive power injection into the
network at the i-th bus, and are formulated as the follows:
Pi(θ, |V |) = |Vi|
∑
j∈Ni
{
|V j|(Gi j cos(θi − θ j) + Bi j sin(θi − θ j))
}
Qi(θ, |V |) = |Vi|
∑
j∈Ni
{
|V j|(Gi j sin(θi − θ j) − Bi j cos(θi − θ j))
}, (3.31)
where Yi j = Gi j+ jBi j is the complex admittance between buses i and j, and
Ni denotes the set of neighbourhood buses which are connected to bus i,
including itself.
For the rectangular formulation, the power flow equations contain real and
reactive power balances and voltage set-point equations of the following forms:
Pi(Ve,V f ) + PiD − PiG = 0, i = 1, · · · , nB
Qi(Ve,V f ) + QiD − QiG = 0, i = 1, · · · , nB
. (3.32)
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where
• Ve = (e1, · · · , enB) and V f = ( f1, · · · , fnB) are the vectors real and imaginary
voltage magnitudes;
• Pi(Ve,V f ) and Qi(Ve,V f ) are the real and reactive power injections at the i-th
bus formulated as follows:
Pi(Ve,V f ) =
∑
j∈Ni
{
ei(Gi je j − Bi j f j) + fi(Gi j f j + Bi je j)
}
Pi(Ve,V f ) =
∑
j∈Ni
{
fi(Gi je j − Bi j f j) − ei(Gi j f j + Bi je j)
}
Vi(Ve,V f ) = e2i + f 2i − |Vi|2 = 0
. (3.33)
It should be noted that the rectangular formulation uses an extra equation at
each PV buses in the system, due to the need to maintain the specified voltage
magnitude. As a result, the rectangular formulation (3.32) has a larger equation
and variable count relative to the polar formulation (3.30), with different equal
to the number of PV buses in the system.
Therefore, the task of power flow analysis is to compute a vector of state vari-
ables x = (θ, |V |) in polar coordinates to satisfy the polar power flow equations
(3.30), or x = (Ve,V f ) in the rectangular coordinates to satisfy the rectangular
power flow equations (3.32).
Numerical study
The TRUST-TECH based method is performed to compute power flow solu-
tions on benchmark power systems with the number of buses ranging from 6
to 2383. In this numerical study, the power flow problem is solved in its po-
lar formulation (3.30). Moreover, in order to trace the power flow computation
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from solvable to unsolvable conditions, the load demands at each bus are con-
sistently increased from the base values (P0D and Q0D) with an increasing loading
parameter λ:
PD = (1 + λ)P0D
QD = (1 + λ)Q0D
. (3.34)
Two computation schemes are considered and compared in tracing power
flow solutions with changing loading conditions. The first scheme is a naive
scheme, where the power flow analysis is carried out with a fixed initial con-
dition regardless of the change in load condition. The other scheme utilizes a
continuation strategy, where the power flow solution obtained at the previous
iteration is used as the initial condition at the current iteration. Such contin-
uation strategy has been widely used in continuation power flow analysis for
voltage stability analysis [34, 110].
The computational results on 30-bus and 2383-bus systems are shown in
Fig. 3.13. In this figure, the power flow solutions computed with the two strate-
gies are compared. In each case, the load is increased until the power flow
problem (3.30) is not feasible. The change of the QGS energy value (3.11) along
the solution process is also presented.
We have the following observations based on the results:
• The two schemes generate almost identical results, in terms of both the
change of the solution and the change of the QGS energy. A neglectable
deviation can be observed on the 2383-bus system when the loading con-
dition λ becomes larger than 1.0.
• Even without using continuation, the TRUST-TECH based method can
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Figure 3.13: This figure compares power flow solutions computed with
different strategies and the change of QGS energy at the com-
puted solutions. The solid curve represents the power flows
computed without using continuation, while the dashed
curve represents the power flows computed using continu-
ation. Solutions by the two schemes match to each other very
well. The abrupt change of QGS energy indicates the unsolv-
ability of the power flow.
still follow exactly the solution curve all the way to severe loading con-
ditions where conventional power flow solvers will fail to give a solution
or just diverge.
• The QGS energy provides an indicator for the solvability of the power
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Figure 3.14: Comparison between the P-V curves on the 30-bus system ob-
tained using the continuation power flow method [110] and
the TRUST-TECH based method without using the continua-
tion scheme.
flow problem (3.30). When the power flow problem (3.30) is solvable, the
attained QGS energy will always be zero, indicating the solvability. On
the other hand, once the power flow problem (3.30) becomes unsolvable,
an abrupt increase of the QGS energy can be observed.
The computation result is also compared to the solution obtained by a con-
tinuation power flow solver called CPFLOW [110]. The result by the TRUST-
TECH based method without continuation is considered in this comparison.
Fig. 3.14 shows the P-V curves at the bus #3 in the 30-bus system. The valid-
ity the TRUST-TECH based method is demonstrated through the almost exact
match between the results (before the nose point is reached, beyond which the
power flow problem (3.30) becomes unsolvable).
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3.4.3 Feasibility restoration for optimal power flow
The second problem to be studied is the optimal power flow (OPF) problem.
Since the early 1960s, the OPF problem has been one of the most widely stud-
ied topics in power system analysis and computation [23, 51]. This problem is
relevant in power system operations, scheduling, and planning [159, 125]. The
main objective of the OPF problem is to determine the optimal steady-state op-
eration of an electric power system while satisfying engineering and economic
constraints. With the structural deregulation of electric power systems, OPF is
becoming a basic tool in the power market.
Optimal power flow
Without loss of generality, a typical OPF model formulated in poor coordinates
is considered in this section:
min f (V, θ, PG, QG)
s.t. Pi(V, θ) + PDi − PGi = 0, i = 1, · · · , nB
Qi(V, θ) + QDi − QGi = 0, i = 1, · · · , nB
S i j(V, θ) ≤ S i j, (i, j) ∈ L
S ji(V, θ) ≤ S i j, (i, j) ∈ L
V i ≤ Vi ≤ V i, i = 1, · · · , nB
PGj ≤ PGj ≤ P
G
j , j = 1, · · · , nG
QGj ≤ Q
G
j ≤ Q
G
j , j = 1, · · · , nG
, (3.35)
where, PG = {PGj } and QG = {QGj }, j = 1, · · · , nG, are the real and reactive power
outputs of generators, respectively; V = {Vi} and θ = {θi}, i = 1, · · · , nB, are the
magnitude and phase angle the bus voltages, respectively; S i j and S ji are the
power flow through the (i, j)-th line measured at the from-end and the to-end of
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Figure 3.15: Illustration of a power system. The optimal power flow prob-
lem will be infeasible if the lower bound of the generator’s
output is larger than the thermal limit imposed on Line 1 or
Line 2.
the line, respectively; PD, QD are the active and reactive load powers of all buses;
L is the set of branches in the system; x means the lower limit of x, x means the
upper limit of x. In the OPF problem, the objective function f (x) can be fuel
cost generation, active and/or reactive power transmission loss, reactive power
reserve margin, security margin index, emission, and environmental index.
An infeasible OPF can occur if there are improper limits imposed on the op-
timization variables, which may caused by data errors. A typical cause of infea-
sible OPFs can be illustrated with help of the power system shown in Fig. 3.15.
In this power system, a generator is connected to bus 1, which is connected to
bus 2 via line 1. Line 2 connects buses 2 and 3, and bus 3 is connected to the
remained part of the power network. Suppose there are no loads attached to
the three buses. Therefore, all power produced by the generator, in excess of the
power losses over lines 1 and 2, will be injected into the network. Now assume
that the lower limit of the power produced by the generator is larger than the
maximum allowable power flow (the thermal limit) through line 1 (or line 2).
Under such configuration, all allowable power output from the generation will
be larger than the thermal limit imposed on line 1( or line 2). Specifically, the line
flow S 12 ≈ PG1 (or S 23 ≈ PG1 ) will be always larger than its upper bound S 12 (or
S 13) for all PG1 ≤ PG1 ≤ P
G
1 . Therefore, the OPF problem is infeasible since there is
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no suitable value of PG1 to satisfy both the generation bounds and thermal limits
simultaneously.
A method to check feasibility of the OPF problem and to restore feasibility
if an infeasible OPF problem is detected can be a beneficial step before the OPF
solver is applied. Indeed, it has been shown in [38] that obtaining a feasible
solution beforehand can not only improve the overall computational efficiency
but also remedy divergence of the solver if a poor initial condition is used for
a feasible OPF problem. In addition, if the OPF problem is infeasible, a lot of
CPU time can be wasted by the solver and it generally can not output useful
information regarding the underlying cause of its divergence. To this end, the
TRUST-TECH based method developed in this chapter is used for feasibility
computation and restoration of OPF problems.
Numerical study
In the numerical study, the TRUST-TECH based method is carried out on a 300-
bus power system. This system has 69 generators and 411 lines. The outputs
of the 54-th generator attached to bus 255 are 450MW ≤ PG54 ≤ 600MW and
−200MVar ≤ QG54 ≤ 200MVar, while the maximum allowable flow through the
line connecting buses 33 and 36 is set to be 400MVA (Fig. 3.16(a)). Similarly, the
outputs of the 64-th generator are 553MW ≤ PG64 ≤ 650MW and −200MVar ≤
QG64 ≤ 300MVar, while the thermal limit of the line connecting buses 265 and 145
is 500MVA (Fig. 3.16(b)).
In stage I computation of the TRUST-TECH based method, the QGS is con-
structed based on the OPF constraints and the pseudo-transient continuation
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(a) The generator attached to bus 255
(b) The generator attached to bus 265
Figure 3.16: Two parts of the 300-bus power systemwith improper bounds
on generators’ output which cause infeasibility of the OPF
problem.
method is used to compute stable equilibrium manifolds in the QGS. The min-
imum violation point obtained in stage I has an QGS energy value of 0.212;
hence, this OPF problem is indeed infeasible.
Using the minimum violation point obtained in stage I as the initial point,
stage II computes the optimal shifts on the constraints to restore feasibility for
the OPF problem. In this numerical study, only the (lower and upper) bounds
of generators’ outputs are allowed to be adjusted. An interior point solver is
used to solve the involved optimization problems (3.16) and (3.17). All genera-
tion bounds are treated equally, that is, the weights imposed on all generation
bounds are the same. In the solution of stage II, the computed shifts on lower
bounds of the 54-th and 64-th generators’ real power output are 50.00032MW
and 53.00048MW, respectively. All shifts on other (real and reactive) generation
(lower and upper) bounds are smaller than 2 × 10−4MW/MVar. In other words,
the bounds of the real power generation of the 54-th generator should be ad-
justed to 400MW ≤ PG54 ≤ 600MW and that of the 64-th generator should be
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adjusted to 500MW ≤ PG64 ≤ 650MW.
3.5 Summary
In this chapter, TRUST-TECH based methods are developed for feasibility anal-
ysis. Following the spirit in the TRUST-TECH methodology, the feasibility
analysis problem is solved with the aid of a particular nonlinear dynamical
system. Specifically, finding feasible components satisfying the imposed con-
straints is accomplished via finding all the stable equilibrium manifolds in the
constructed quotient gradient system. For feasibility restoration, a two-phase
TRUST-TECH based method is developed. It first finds the global minimum-
violation component via systematically finding all local minimum-violation
components via finding all the stable equilibrium manifolds in the same quo-
tient gradient system; then it computes the optimal strategy of adjusting the
constraints to achieve feasibility. Indeed, the TRUST-TECH methodology has
introduced a unified framework for analysing feasibility and infeasibility for
nonlinear problems. The proposed methods are applied to compute power flow
solutions and to restore feasibility for infeasible optimal power flow problems
with promising results.
From a computational viewpoint, however, it may well be due to the lack
of computation methods for computing the complete unstable manifolds, the
TRUST-TECH-based methods can only compute multiple feasible components
(local minimum-violation components for infeasible problems), instead of all
of the feasible components (local minimum-violation components for infeasible
problems) for general feasibility analysis problems.
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CHAPTER 4
ENHANCED TRUST-TECH BASEDMETHODS FOR CONSTRAINED
NONLINEAR OPTIMIZATION
4.1 Introduction
In this chapter, we mainly study TRUST-TECH based methods for solving the
following constrained global optimization problem:
min f (x)
s.t. hi(x) = 0, i ∈ E = {1, · · · , nE}
g j(x) ≤ 0, j ∈ I = {1, · · · , nI}
, (4.1)
where, the objective function f (x), the nonlinear equality constraints hi(x), i ∈ E
and the nonlinear inequality constraints g j(x), j ∈ I are all twice differentiable,
that is, they all belong to C2 : Rn → R.
The Lagrangian function L : Rn+nE+nI → R of (4.1) is defined by
L(x, λ, µ) = f (x) + yT h(x) + zT g j(x). (4.2)
where, h = (h1, · · · , hnE)T and g = (g1, · · · , gnI)T , y and z are Lagrange multipliers
for the equality and inequality constraints, respectively. We call x¯ a critical point
of (4.1) (with Lagrange multipliers (y¯, z¯)) if
∇xL(x¯, y¯, z¯) = ∇ f (x¯) + ∇T h(x¯)y¯ + ∇T g(x¯)z¯ = 0
h(x¯) = 0
g(x¯) ≤ 0
. (4.3)
The conditions (4.3) are known as Karush-Kuhn-Tucker (KKT) conditions. The
constraint set of (4.1) defines the following feasible set:
S = {x ∈ Rn : hi(x) = 0, i ∈ E, g j(x) ≤ 0, j ∈ I}, (4.4)
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which can be any closed subset of Rn, and its structure can be very complex.
The constraint set S is usually non-convex and disconnected; i.e. it is composed
of several disjoint and path-connected feasible regions. The task of locating
each connected feasible region of the set S is in itself a difficult one. A reason-
able local structure of the constraint set can be obtained under the following
assumptions, which is generically true [89]:
1. (Regularity) At each x ∈ S , the set of vectors
{∇hi(x), i ∈ E}{∇g j(x), j ∈ Iα(x)} (4.5)
are linearly independent where
Iα(x) = { j ∈ I : g j(x) = 0} (4.6)
is the index set for the active constraints. This condition is also known as
linear independence constraint qualification (LICQ)
2. (Nondegeneracy) At each critical point, x¯ ∈ S , we have
dT∇2xxL(x¯, ¯λ, µ¯)d , 0, ∀d , 0 (4.7)
where, d satisfies
∇T hi(x¯)d = 0,∀i ∈ E
∇T g j(x¯)d = 0,∀ j ∈ Iα(x¯)
. (4.8)
3. (Strict Complementary)
µ¯ j , 0, ∀ j ∈ Iα(x¯). (4.9)
4. (Finiteness and Separating Property) The objective function f has finitely
many critical points in S at which it attains different values of f .
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Without loss of generality, we consider the following optimization problem
with equality constraints:
min f (x)
s.t. hi(x) = 0, i ∈ E = {1, · · · ,m}
. (4.10)
We define the following equality vector H(x) := (h1(x), · · · , hm(x))T . By apply-
ing the regularity condition and Sard’s theorem [149], it can be shown that the
constraint set (or the feasible set or region) defined by
M =
{
x ∈ Rn : H(x) := (h1(x), · · · , hm(x))T = 0} (4.11)
is a smooth manifold. In general, the extremely complicated constraint set M
can be decomposed into several disjoint path-connected feasible components.
One challenge in solving the nonlinear optimization problem (4.10) is that
the feasible set M can be very complex and contain multiple feasible compo-
nents. As a result, the existence of multiple local optimal solutions to the op-
timization problem (4.1) can not only due to the nonlinearity of the objective
function, but due to the complexity of the feasible region. The great majority of
existing numerical methods/techniques and heuristics for solving constrained
nonlinear optimization problems are usually globally convergent and can only
verify the existence of feasible solutions after a feasible solution is found. In
other words, when these methods fail to acquire a feasible solution, they usu-
ally can not verify whether such infeasibility is local or global.
This section develops TRUST-TECH based methods for computing multiple
local optimal solutions to the constrained optimization problem (4.1). Specifi-
cally, two methods are proposed. The first method is derived from the concept
of interior point methods (IPMs) and is named TRUST-TECH based interior point
method (TT-IPM). In this method, a TRUST-TECH search is directly carried out in
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the constructed KKT gradient system to search for multiple stable equilibrium
points with zero energy, each of which corresponds to a local optimal solution
to the optimization problem (4.1). The second method is a two-staged method
and is called reduced projected gradient method. The first stage of this method is to
locate multiple feasible components by computing multiple stable equilibrium
manifolds in an associated quotient gradient system (QGS), while the second stage
is to compute multiple local optimal solutions in each feasible components by
finding multiple stable equilibrium points in a corresponding projected gradient
system (PGS).
4.2 Interior Point Methods
Interior-point methods (IPMs) in mathematical programming have been the
largest and most dramatic area of research in optimization since the develop-
ment of the simplex method [1, 91, 121, 129, 139, 145, 174, 175]. In particular,
these methods provide an attractive alternative to active set strategies in han-
dling problemswith large numbers of inequality constraints [168]. Over the past
decades, there has also been a better understanding of the convergence proper-
ties of IPMs [167] and efficient algorithms have been developed with desirable
global and local convergence properties [164]. IPMs have been considered as
one class of the most popular methods for solving large-scale nonlinear opti-
mization problems [19, 59, 119, 133, 169].
An IPM consists of three crucial elements: (i) the barrier method to handle in-
equality constraints; (ii) the Lagrangian method to handle equality constraints;
and (iii) the improved Newton method to solve the set of nonlinear equations
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which originates from the KKT optimality conditions. In order to solve the op-
timization problem (4.1), an IPM firstly applies the Fiacco-McCormick barrier
method and adds slack variables to transform the optimization problem (4.1)
into the following equality-constrained optimization problem:
minx f (x) − µ∑sj=1 ln ui
s.t. hi(x) = 0
g j(x) + u j = 0
u j > 0
. (4.12)
Then the following augmented Lagrangian function can be defined:
Lg = f (x) − yT h(x) − wT [g(x) + u] − µ
r∑
i=1
ln ui, (4.13)
where, y and w are Lagrangian multipliers for equality and inequality con-
straints, respectively. The KKT first-order necessary conditions for the La-
grangian function Lg are given as follows:
Lx = ∇x f (x) − ∇xh(x)y − ∇xg(x)w = 0
Ly = h(x) = 0
Lw = g(x) + u = 0
Lu = UWE + µE = 0
, (4.14)
where, U = diag(u1, u2, · · · , ur), W = diag(w1,w2, · · · ,wr) and E = [1, 1, · · · , 1]T .
Applying the Newton method to solve the above nonlinear equations, we can
get the following two decomposed linear equations:

H ∇xh(x)
∇Tx h(x) 0


∆x
∆y
 =

L′x
−Ly
 (4.15)
and 
U W
0 I


∆w
∆u
 =

L′u
−Lw − ∇Tx g(x)∆x
 , (4.16)
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where
H = ∇2x f (x) + ∇2xh(x)y + ∇2xg(x)U−1W∇Tx g(x)
L′x = Lx + ∇xg(x)[U−1(L′u − WLw)]
L′u = UWE + µE + ∆u∆w
. (4.17)
Observing equations (4.15)-(4.16), it is impossible to solve (4.15)-(4.16) di-
rectly because the right-hand side includes unknown high-order deviations
∆u∆w. In order to solve this problem, the predictor-corrector interior point
method was proposed, in which a predictor step and a corrector step are needed
at each iteration. Because the predictor step and the corrector step share the
same coefficient matrix with two different right-hand sides, only one LU factor-
ization is needed. The predictor-corrector interior point method is composed of
the following steps:
1) Initialization: Set iteration number k = 0, give the initial values of state
variables x0, slack variables u0, Lagrange multipliers y0, w0.
2) Let µ = 0, ∆u∆w = 0, solve the linear equations (4.15) to obtain the affine
direction ∆xo f , ∆yo f , then obtain ∆uo f , ∆wo f by back substitution of (4.16).
3) Compute step sizes αo f p and αo f d, and modify complementary gaps: GAP
and GAPo f , update the barrier parameter:
αo f p = min
{
0.9995 min
i
( −ui
∆uo f i
,∆uo f i < 0
)
, 1
}
αo f d = min
{
0.9995 min
i
( −wi
∆wo f i
,∆wo f i > 0
)
, 1
}
GAP = − uT w
GAPo f = − (u + αo f p∆uo f )T (w + αo f d∆wo f )
µo f = min

(GAPo f
GAP
)2
, 0.1

GAPo f
2r
. (4.18)
89
4) Set µ = µo f , ∆u∆w = ∆uo f∆wo f , and resolve the linear equations (4.14) using
the same LU factorization matrix obtained in step 2 to obtain centering-
corrector direction ∆x, ∆y. Then obtain ∆u, ∆w by back substitution of
(4.15), and update all the variables:
αp = min
{
0.9995 min
i
(−ui
∆ui
,∆ui < 0
)
, 1
}
αd = min
{
0.9995 min
i
(−wi
∆wi
,∆wi > 0
)
, 1
}
x = x + αp∆x
I = I + αp∆I
u = u + αp∆u
y = y + αd∆y
z = z + αd∆z
w = w + αd∆w
. (4.19)
5) Compute complementary gap GAP = −uT w. If GAP and maximal absolute
power flow mismatch are less than the given precision, or the maximal
iteration is reached, then stop; otherwise, go to step 2.
4.3 The TRUST-TECH Based IPM
Despite their nice numerical efficiency, IPMs are essentially a class of local op-
timization methods. In other words, from a starting point, IPMs can only com-
pute a single local optimal solution to the optimization problem (4.1). Same as
other types of local methods, there is no mechanism available in IPMs to escape
from a local optimal solution and to approach another local optimal solution.
We believe that one reliable way to find the global optimal solution of the
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optimization problem (4.1) is to find first all the local optimal solutions and
then find, from them, the global optimal solution. This motivates us to integrate
the concept of TRUST-TECH into IPMs and to develop the TRUST-TECH based
IPM (TT-IPM) which is capable of computing all local optimal solutions to the
nonlinear optimization problem (4.1).
4.3.1 The proposed method
TT-IPM finds all the local optimal solutions to the nonlinear optimization prob-
lem (4.1) using some trajectories of a particular class of nonlinear dynamical
systems. TT-IPM is conceptually composed of two steps:
Step 1: Start from an arbitrary point and compute a local optimal solution to the
optimization problem (4.1).
Step 2: Move away from the local optimal solution and approach another local
optimal solution of the optimization problem (4.1).
The principal task in developing TT-IPM is to design a nonlinear dynamical
system whose trajectories can be explored to perform Step 1 and Step 2. The
central idea in designing such a nonlinear dynamical system is that all the local
optimal solutions to the optimization problem (4.1) corresponds with all the
stable equilibrium points (SEPs) of the nonlinear dynamical system. In particular,
every local optimal solution to the optimization (4.1) corresponds with an SEP
of the nonlinear dynamical system.
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As has been shown in Section 4.2, IPM solve the optimization problem (4.1)
via finding a stationary point of the penalized Lagrange function
L(x, y, z, s, µ) = f (x) + yT h(x) + zT (g(x) + s) − µ
Ie∑
i=1
ln si. (4.20)
Specifically, a stationary point of (4.20) can be obtained by solving the KKT op-
timality conditions (first order necessary conditions), which can be represented
as the following system of nonlinear equations:
Lx = ∇ f (x) − ∇T h(x)y − ∇T g(x)z = 0
Ly = h(x) = 0
Lz = g(x) + s = 0
Ls = Zs − µe = 0
. (4.21)
As µ → 0, the solution of the system of nonlinear equations (4.21) approaches
a critical point x¯ of the nonlinear optimization problem (4.1) (with Lagrange
multipliers (y¯, z¯)).
In order to perform Step 1 and Step 2, we build the following so-called KKT
gradient system whose vector field is associated with critical points of the op-
timization problem (4.1) characterized by the gradient vector F(w) of the La-
grange function (4.20):
w˙ = − ∇T F(w) · F(w), (4.22)
where w = (x, y, z, s)T and F(w) = (Lx, Ly, Lz, Ls)T .
Based on this construction, steps 1 and 2 in the TT-IPM method can be nu-
merically implemented via the following tasks:
Task 1: Approach an SEP of the KKT gradient system (4.22), which is a critical
point of the optimization problem (4.1).
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Task 2: Move from the SEP to a decomposition point (in order to escape from the
critical point).
Task 3: Approach another SEP of the KKT gradient system (4.22), which is an-
other critical point of the optimization problem (4.1), by moving along the
unstable manifold of the decomposition point.
Task 1 can be implemented by following the trajectory of the KKT gradient sys-
tem (4.22) starting from any initial point. Task 3 can be implemented by follow-
ing the trajectory starting from an initial point, which is close to the decompo-
sition point but outside the stability region, until it approaches another SEP of
(4.22), which is another critical point of the optimization problem (4.31).
4.3.2 Characterization of the KKT gradient system
Wewill employ certain trajectory of the KKT gradient system (4.22) to systemat-
ically locate the set of critical points to the optimization problem (4.1) in a deter-
ministic manner. The global dynamical behaviours of the KKT gradient system
(4.22) play a central role in finding the set of critical points of the optimization
problem (4.1).
Assumption 4.3.1 For any bounded, closed interval [a, b] and for any relatively closed
subset K of (L−1([a, b]) \ EL) in S , we have
inf{‖∇T F(w) · F(w)‖ : x ∈ K} > 0, (4.23)
where, EL = {w ∈ Rm : ∇T F(w) · F(w) = 0} and m = n + nE + 2nI.
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It needs to be noticed that if each path-connected feasible component of M
is compact, then Assumption 4.3.1 always holds. The constraint components
of many practical optimization problems are compact, hence, Assumption 4.3.1
usually holds.
The global behaviour of nonlinear dynamical systems can be very compli-
cated. Their trajectories can behave unbounded or/and bounded but compli-
cated such as almost periodic trajectory, or even chaotic motions. We next show
that the global behaviour of the KKT gradient system (4.22) is very simple: ev-
ery trajectory converges to an equilibrium point. There is no complicated be-
haviours such as closed orbit (i.e., limit cycles) and chaotic motion that can exist
in the KKT gradient system (4.22). Note that a nonlinear dynamical system is
said to be completely stable if every trajectory of the system converges to one of
its equilibrium points.
Theorem 4.3.1 (Completely Stable) If the optimization problem (4.1) satisfies As-
sumption 4.3.1, then the corresponding KKT gradient system (4.22) is completely sta-
ble.
Proof Let V(w) = 1
2
‖F(w)‖2. Then
(i) For all w ∈ EL, ∇V(w) = ∇T F(w) · F(w) = 0.
(ii)
d
dtV(w) = −‖∇
T F(w) · F(w)‖2 < 0.
Hence, V(w) satisfies the conditions required for being an energy function of
the KKT gradient system (4.22). Therefore, according to [35], the KKT gradient
system (4.22) is completely stable. 
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Theorem 4.3.2 (Equilibrium Points and Critical Points [104]) If the optimiza-
tion problem (4.1) satisfies Assumption 4.3.1 and all the equilibrium points of the KKT
gradient system (4.22) is hyperbolic and finite in number, then each critical points of the
optimization problem (4.1) is an SEP of the KKT gradient system (4.22). Conversely, if
x¯ is an SEP of the KKT gradient system (4.22), then x¯ is an isolated local minimum of
the following minimization problem
min
w∈Rm
1
2
‖F(w)‖2. (4.24)
Theorem 4.3.2 provides a theoretical basis for the TT-IPM method. It asserts
that each critical point of the optimization problem (4.1) can be located via the
stable equilibrium point of the KKT gradient system (4.22).
Theorem 4.3.3 (Characterization of Quasi-stability Boundary [104, 33]) Let Ap(xs)
be the quasi-stability region of xs of the KKT gradient system (4.22) and let xi,
i = 1, 2, · · · , be all the decomposition points of xs. If the system satisfies the follow-
ing conditions
i) The equilibrium points on ∂Ap(xs) are hyperbolic and finite in number;
ii) The stable and unstable manifolds of the equilibrium points on ∂Ap(xs) satisfy the
transversality condition;
then the quasi-stability boundary ∂Ap(xs) is the union of the closure of the stable mani-
folds of xi. In other words,
∂Ap(xs) =
⋃
xi∈∂Ap(xs)
W s(xi). (4.25)
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We next derive a dynamical relationship between an SEP and a dynamic de-
composition point (DDP) lying on the quasi-stability boundary of the SEP in the
following theorem.
Theorem 4.3.4 (Decomposition Points and SEPs [32]) Let Ap(xs) be the quasi-
stability region of xs of the KKT gradient system (4.22) that satisfies the following
conditions
i) The equilibrium points on quasi-stability boundaries are hyperbolic and finite in
number;
ii) The stable and unstable manifolds of the equilibrium points on quasi-stability
boundaries satisfy the transversality condition.
If xd is a decomposition on the quasi-stability boundary ∂Ap(xs), then there exists an-
other one and only one SEP, says x¯s, to which the unstable manifold of xd converges.
Conversely, if the set ∂Ap(xs)∩ ∂Ap(x¯s) is nonempty, then the set contains a decomposi-
tion point.
Theorem 4.3.4 reveals a relationship between SEPs and decompositions. The
unstable manifold fo a dynamic decomposition point converges to two SEPs of
the KKT gradient system (4.22). In the context of optimization, Theorem 4.3.3
asserts that tow neighbouring critical points are connected by the unstable man-
ifolds of the corresponding dynamic decomposition point. Note that the two
conditions stated in Theorem 4.3.3 are generic properties for general nonlinear
dynamical systems.
96
4.3.3 Numerical methods
Wenow present a numerical TT-IPMmethod, given a local optimal solution, say
xs0 and a set of search directions, for computing tier-one local optimal solutions
of x0s . Each tier-one local optimal solution is computed via computing the corre-
sponding DDPs and then following the unstable manifold of each DDP and via
carrying out IPMs.
TRUST-TECHMethod for Computing Tier-One Local Optimal Solutions
Input: an initial local optimal solution x0s .
Output: the set of tier-one local optimal solutions Vs of x0s .
Algorithm:
Step 1: Initialize the set of decomposition points Vd = ∅ and set of tier-one local
optimal solutions Vs = ∅.
Step 2: Define a set of search paths S i for x0s , i = 1, 2, · · · ,m j, and set i = 1.
Step 3: For each search path S i starting from x0s , compute its corresponding local
optimal solution using the following steps:
i) Apply the method for computing DDP to system (4.22) to find the
corresponding DDP. If a DDP is found, proceed to the next step; oth-
erwise, go to step vi).
ii) Letting the found DDP be denoted as xdi, check if it belongs to the set
Vd, i.e., xdi ∈ Vd. If it does, go to step vi); otherwise, set Vd = Vd ∪ xdi
and proceed to the next step.
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iii) Set x0i = x
0
s + (1 + ǫ)(xdi − x0s), where ǫ is a small number.
iv) Starting from x0i, conduct a transitional search by integrating dy-
namic system (4.22) to obtain the corresponding system trajectory
until it reaches an interface point, say x f i, at which IPMs outperforms
the transitional search.
v) Starting from the interface point x f i chosen in step iv), apply an IPM
to find the corresponding local optimal solution with respect to xdi,
denoted as xis. And set Vs = Vs ∪ xis.
vi) Set i = i + 1.
vii) Repeat steps i) through vi) until i > m j.
We next present a TT-IPM method for computing tier-one, tier-two, · · · local
optimal solutions. Starting from an initial point, say x0, the solution algorithm
computes a complete set of local optimal solutions as well as the global optimal
solution to the constrained optimization problem (4.1).
TRUST-TECHMethod for Computing All Local Optimal Solutions
Input: an initial point x0.
Output: the set of all local optimal solutions Vs to the constrained optimization
problem (4.1).
Algorithm:
Step 1: Starting from x0, apply an IPM to find a local optimal solution, say x
0
s .
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Step 2: Set j = 0. Initialize the set of local optimal solutions Vs = {x0s}, the set of tier-
j local optimal solutions V jnew = {x0s}, and the set of found decomposition
points Vd = ∅.
Step 3: Initialize the set of tier-( j + 1) local optimal solutions V j+1new = ∅.
Step 4: For each local optimal solution in V jnew, say, x js, find its all tier-one local
optimal solutions.
i) Define a set of search paths S ji for x
j
s, i = 1, 2, · · · ,m j and set i = 1.
ii) For each search path S ji starting from x
j
s, apply an effective method
to nonlinear system (4.22) to find the corresponding DDP. If a DDP is
found, proceed to the next step; otherwise, go to the step viii).
iii) Letting the found DDP be denoted as x jd,i, check if it belongs to the set
Vd, i.e., x jd,i ∈ Vd. If it does, go to step viii); otherwise, set Vd = Vd∪{x jd,i}
and proceed to the next step.
iv) Set x j0,i = x
j
s + (1 + ǫ)(x jd,i − x js), where ǫ is a small number.
v) Starting from x j0,i, conduct a transitional search by integrating the
nonlinear dynamic system (4.22) to obtain the corresponding system
trajectory until it reaches an interface point. x jf ,i, at which IPMs out-
perform the transitional search.
vi) Starting from the interface point x jf ,i chosen in step v), apply an IPM
to find the corresponding local optimal solution, denoted as xis, j.
vii) Check if xis j has been found before, i.e., x
i
s j ∈ V s. If it is a new local
optimal solution, set Vs = Vs ∪ {xis j}, V j+1new = V j+1new ∪ {xis j}.
viii) Set i = i + 1.
ix) Repeat steps ii) through viii) until i > mkj.
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Step 5: If the set of all newly computed local optimal solutions, V j+1new , is empty,
continue with step 6; otherwise set j = j + 1 and go to step 3.
Step 6: Output the set of local optimal solutions Vs and identify the best optimal
solution from the set of Vs by comparing their corresponding objective
function values in and selecting the one with the smallest value. And out-
put it as the global optimal solution.
4.4 The Reduced Projected Gradient Method
In general, the constraint set M can be very complicated with several disjoint
path-connected feasible components. In other words, the constraint set M can
be decomposed into several disjoint path-connected feasible components, say
M =
⋃
k
Mk, (4.26)
where, Mi∩M j = ∅, ∀i , j. Each path-connected component may contain several
local optimal solutions to the optimization problem (4.10). This motivates us to
develop a two-phased method to solve the optimization problem (4.10), where
the first phase is to compute all feasible components and the second phase is to
compute all local optimal solutions in each feasible component.
4.4.1 TRUST-TECH based 2-phased method
A TRUST-TECH based method has been developed for computing multiple lo-
cal optimal solutions to the optimization problem (4.1) [101, 104, 36, 31]. This
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method is composed of two distinct phases: In phase I, starting from an ar-
bitrary starting point, it systematically finds all the feasible components that
constitute the constraint set M. In phase II, it computes all the local optimal
solutions in each feasible component Mk found in phase I.
Phase I
Phase I of the TRUST-TECH method finds all the feasible components via ex-
ploring some trajectories of a particular nonlinear dynamical system. In order
to visit each feasible component, phase I consists of two steps:
Step 1.1: Approach a (path-connected) feasible component of the optimization
problem (4.10).
Step 1.2: Move away from the feasible component and approach another feasible
component of the optimization problem (4.10).
We design a nonlinear dynamical system whose trajectories can be used to
perform step 1.1 and step 1.2. The central idea in designing such a nonlinear dy-
namical system is that every path- connected feasible component corresponds
with a stable equilibrium manifold of the nonlinear dynamical system. In this
way, the task of finding all the feasible components of the optimization problem
(4.10) is equivalent to the task of finding all the stable equilibrium manifolds
of the nonlinear dynamical system. To this end, we build the following so-
called quotient gradient system (QGS) whose vector field is associated with the
constraint set of the optimization problem (4.10) characterized by the equality
vector h(x)
x˙ = − ∇T h(x) · h(x), (4.27)
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where ∇h(x) represents the Jacobian matrix of the vector h(x).
It can be shown [103] that if a set is a feasible component of the optimization
problem (4.10) then the set is a stable equilibrium manifold of the QGS (4.27).
This analytical result provides a basis to search for feasible components of the
optimization problem (4.10). Hence, steps 1.1 and 1.2 are numerically imple-
mented via the following two tasks:
Task 1.1: Approach a stable equilibrium manifold of the QGS (4.27).
Task 1.2: Move away from the stable equilibrium manifold and approach another
stable equilibrium manifold of the QGS (4.27).
Phase II
Phase II of the TRUST-TECH method finds all the local optimal solutions lying
within each feasible component using some trajectories of a particular class of
nonlinear dynamical systems. Phase II is conceptually composed of two steps:
Step 2.1: Start from a feasible point found in step 1.1, compute a local optimal solu-
tion located in the feasible component to the optimization problem (4.10).
Step 2.2: Move away from the local optimal solution and approach another local
optimal solution lying in the same feasible component of the optimization
problem (4.10).
A nonlinear dynamical system can be designed whose trajectories can be ex-
plored to perform step 2.1 and step 2.2. The central idea in designing such a
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nonlinear dynamical system is that all the local optimal solutions to the opti-
mization problem (4.10) correspond with all the SEPs of the nonlinear dynami-
cal system; in particular, every local optimal solution of the optimization prob-
lem (4.10) corresponds with an SEP of the nonlinear dynamical system. To this
end, the following projected gradient dynamical system is designed in [104, 36]
x˙ = − PH(x(t))∇ f (x(t)), (4.28)
where, x(0) = x0 ∈ M, and the projection matrix
PH(x) =
(
I − ∇T h(x)(∇h(x)∇T h(x))−1∇h(x)
)
∈ Rn×n (4.29)
is a positive semi-definite matrix for every x ∈ M.
Based on this construction, steps 2.1 and 2.2 can be numerically implemented
via the following tasks:
Task 2.1: Approach an SEP of the projected gradient system (4.28).
Task 2.2: Move away from the SEP and approach another SEP of the projected gra-
dient system (4.28) (in the same path-connected feasible component of the
optimization problem (4.10)).
4.4.2 The proposed method
Practical optimization problems generally possess special structures that can be
taken advantage of in designing effective numerical implementations. One of
the most important structures is the sparsity shown in the objective Hessian ma-
trix and the constraint Jacobian (and Hessian matrices). The existence of spar-
sity makes it possible to tackle large-scale optimization problems (with thou-
sands of variables and constraints) using limited computational resources.
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It needs to be noticed that the sparsity structure of the optimization problem
(4.10) can be destroyed in Phase II when the dynamical system is defined as
(4.28). As shown in (4.29), the projection matrix PH(x) involves a component
˜H = (∇h(x)∇T h(x))−1. For large-scale problems, the constraint Jacobian ∇h(x) is
generally sparse. However, since the inversion of a sparse matrix is generally
not sparse, the existence of ˜H results in that the projection matrix PH(x) is no
longer sparse. In other words, it could be difficult to achieve a computationally
efficient implementation of Phase II for large-scale problems. This motivates
us to design another dynamical system in Phase II such that the sparsity of the
optimization problem (4.10) can be preserved.
It is obvious that a feasible solution to the optimization problem (4.10) is also
a solution to the scalar equation
˜h(x) = 1
2
‖h(x)‖2 = 0. (4.30)
Indeed, the function ˜h(x) is an energy function of the projected gradient system
(4.27) [104]. Using ˜h(x), we can now define the following optimization problem:
minx f (x)
s.t.
1
2
‖h(x)‖2 = 0
. (4.31)
It is obvious that the optimization problem (4.31) is equivalent to the original
optimization problem (4.10). Hence, the task of Phase II to find multiple local
optimal solutions to the optimization problem (4.10) can be achieved by finding
multiple local optimal solutions to the optimization problem (4.31).
To solve the optimization problem (4.31), the PGS in Phase II of the TRUST-
TECH based method can be defined as
x˙ = − P ˜H(x)∇ f (x), (4.32)
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where, P ˜H(x) is the projection matrix defined as
P ˜H(x) = I −
∇˜h(x)∇T ˜h(x)
‖∇˜h(x)‖2 (4.33)
and
∇˜h(x) = ∇T h(x) · h(x). (4.34)
Compared with the projection matrix PH(x) defined in (4.29), there is no inver-
sion of sparse matrix involved in P ˜H(x). Hence, sparsity of the constraint Jaco-
bian ∇h(x) can be preserved in Phase II. This feature of the new projection sys-
tem (4.32) makes it possible to design efficient numerical implementations for
solving large-scale problems using the two-phase TRUST-TECH based method.
Certain trajectories of the projected gradient dynamical system (4.32) is used
to find a set of local optimal solution to the optimization problem (4.31), thus
to the optimization problem (4.10). We note that P ˜H(x)∇ f (x) is the orthogonal
projection of ∇ f (x) to the tangent space TxM, which means
P ˜H(x)∇ f (x) ∈ Tx M, ∀x ∈ M. (4.35)
Hence, every trajectory of (4.32) starting from x0 ∈ Mk stays in Mk. In other
words, Mk is an invariant set of (4.32). This implies that the trajectory of the sys-
tem (4.32) starting from a feasible point of the optimization problem (4.31) stays
in the feasible component containing the point. Furthermore, it can be shown
that the task of finding a local optimal solution of the optimization problem
(4.31) is equivalent to the task of finding an SEP of the PGS (4.32).
Based on this construction, steps 2.1 and 2.2 in Phase II of the TRUST-TECH
based method can be numerically implemented via the following tasks:
Task 3.1: Approach an SEP of the projected gradient system (4.32).
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Task 3.2: Move from the SEP to a decomposition point (in order to escape from the
local optimal solution).
Task 3.3: Approach another SEP of the projected gradient system (4.32) (in the same
path-connected feasible component of the optimization problem (4.10)) by
moving along the unstable manifold of the decomposition point.
Task 3.1 can be implemented by following trajectories in the system (4.32) start-
ing from any initial point located in a feasible component. Task 3.3 can be imple-
mented by following the trajectory starting from an initial point, which is close
to the decomposition point but outside the stability region, until it approaches
another SEP of (4.32), which is another local optimal solution to (4.31).
4.5 Numerical Results
In this section, the proposed TT-IPM and reduced projected gradient method
are used to solve two constrained nonlinear programs.
4.5.1 Example 1
The first test problem is a five-dimension optimization problem:
minx∈R5 f (x) = (x1 − 1)2 + (x1 − x2)2 + (x2 − x3)3 + (x3 − x4)4 + (x4 − x5)4
s.t. x1 + x22 + x
3
3 = 3
√
2 + 2
x2 − x23 + x4 = 2
√
2 − 2
x1x5 = 2
−5 ≤ xi ≤ 5, i = 1, · · · , 5
. (4.36)
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Table 4.1: The result of TT-IPM on the test problem 1.
ID
x λ
f (x)
x1 x2 x3 x4 x5 λ1 λ2 λ3
1 0.728 -2.245 0.780 3.681 2.747 -17.703 -100.994 4.477 64.8719
2 -0.703 2.636 -0.096 -1.798 -2.843 -8.387 15.139 -6.496 52.9067
3 1.117 1.220 1.538 1.973 1.791 -0.064 -0.353 0.021 0.0293
4 -2.791 -3.004 0.205 3.875 -0.717 -92.256 -584.778 -138.722 606.9965
5 -1.273 2.410 1.195 -0.154 -1.571 -2.125 -1.554 -8.936 27.8730
6 4.570 -1.252 0.472 2.303 0.438 -21.270 -50.543 5.684 44.0225
There are six local optimal solutions to (4.36), which are listed in Table 4.1.
The optimization problem (4.36) is solved using TT-IPM. The solution proce-
dure for computing all local optimal solutions to the problem (4.36) is described
as follows:
1) Set the initial point x0 = [0.0, 0.0, 0.0, 0.0, 0.0]T , the objective function is
f (x0) = 1.0. This initial point is not feasible (the equality constraints are
not satisfied).
2) Using x0 as the initial point, apply the IPM and attain a solution xs0 =
[4.2798,−1.3675, 0.4528, 2.4010, 0.4673]T. The KKT energy of this point is
31.7999 and its objective function f (xs0) = 65.0048. In fact, this point is not
an actual local optimal solution (since the KKT energy is not close to 0).
3) Using xs0 as the central point, search along different directions on the KKT
energy surface and find exit points. Using the exit points as the initial
conditions, apply the IPM to solve problem (4.36). Two new solutions
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are obtained, which are: 1) xs1 = [4.5696,−1.2522, 0.4718, 2.3032, 0.4377]T
with KKT energy being 4.7217 × 10−10 and f (xs1) = 64.8719; 2) xs2 =
[0.7280,−2.2452, 0.7795, 3.6813, 2.7472]T with KKT energy being 9.1276 ×
10−13 and f (xs2) = 52.9067;
4) Using xs1 and xs2 as the starting points, search along different direc-
tions on the KKT energy surface and find exit points. Using the
exit points as the initial conditions, apply the IPM to solve prob-
lem (4.36). Two new solutions are obtained, which are: 1) xs3 =
[1.1166, 1.2204, 1.5378, 1.9728, 1.7911]T with KKT energy being 4.3324−15
and f (xs3) = 0.0293; 2) xs4 = [−2.7909,−3.0041, 0.2054, 3.8747,−0.7166]T
with KKT energy being 1.2552 × 10−7 and f (xs4) = 606.9965;
5) Using xs3 and xs4 as the central points, search along different direc-
tions on the KKT energy surface and find exit points. Using the
exit points as the initial conditions, apply the IPM to solve prob-
lem (1). Two new solutions are obtained, which are: 1) xs5 =
[−1.2731, 2.4104, 1.1949,−0.1542,−1.5710]T with KKT energy being 8.9774×
10−14 and f (xs5) = 27.8730; 2) xs6 = [−0.7034, 2.6357,−0.0964,−1.7980,−2.8434]T
with KKT energy being 1.7806 × 10−15 and f (xs6) = 44.0225.
The whole solution procedure for obtaining all local optimal solutions by
TT-IPM is illustrated in Fig. 4.1, where xs3 is the global optimal solution to the
global optimization problem (4.36).
This example well demonstrates the capability of the proposed TT-IPM
method and the following advantages of incorporating TRUST-TECH with ex-
isting local methods:
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Figure 4.1: The solution procedure of TT-IPM on the optimization problem
(4.36). The local method attains a fake solution starting from
the initial point. TT-IPM finds all local optimal solutions, thus
the global optimal solution.
1) Local optimization methods, such as IPMs, can converge to a local optimal
solution and can be entrapped in the local optimal solution.
2) Local optimization methods, such as IPMs, can even converge to a point
which is not a true local optimal solution.
3) The proposed TT-IPM method integrates TRUST-TECH’S capability to lo-
cate multiple stability regions in the KKT gradient system and IPM’s ca-
pability to fast compute a local optimal solution, thus help local methods,
such as IPMs, to escape from a local optimal solution and approach an-
other local optimal solution.
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4.5.2 Example 2
The second test problem is a two-dimensional optimization problem formulated
as follows:
minx,y f (x, y) = −(x2 + y2 − 1)2 − ((2x2 − 1)2 + (2y2 − 1)2 − 23
)2
s.t. 18x2 + 18x − 42x4 − 42x3 + 17x5 + 17x6 − 3xy + 2y − 8y2
−8y3 + 16y4 − 2 ≤ 0
−2 ≤ x, y ≤ 2
(4.37)
Using the TT-IPM method
The optimization problem (4.37) is first solved using the TT-IPMmethod. Start-
ing from the initial point x0 = (0, 0), TT-IPMfinds eight local optimal solutions to
(4.36), which are listed in Table 4.1. The TT-IPM process for solving this problem
is illustrated in Fig. 4.2, where the global optimal solution, xs3 = (1.272, 1.364), is
found in the first tier local optimal solutions.
Using the reduced projected gradient method
The optimization problem (4.37) is then solved using the reduced projected gra-
dient method. As shown in Fig. 4.3, there are two disconnected feasible compo-
nents, E1 and E2, for this problem. To solve the problem (4.37), the inequality
constraint is first converted to an equality constraint by adding a slack variable:
minx,y,s f (x, y) = −(x2 + y2 − 1)2 − ((2x2 − 1)2 + (2y2 − 1)2 − 23
)2
s.t. 18x2 + 18x − 42x4 − 42x3 + 17x5 + 17x6 − 3xy + 2y − 8y2
−8y3 + 16y4 − 2 + s2 = 0
(4.38)
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Table 4.2: The result of TT-IPM on the test problem 1.
ID
x λ
f (x)
x y λ1 λ2 λ3 λ4 λ5
0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -2.778
1 1.395 0.059 2.486 2.9 × 10−54.9 × 10−51.7 × 10−45.2 × 10−5 -76.301
2 -0.192 1.064 1.106 1.1 × 10−66.5 × 10−79.1 × 10−72.1 × 10−6 -3.233
3 1.272 1.364 7.555 1.5 × 10−61.5 × 10−66.9 × 10−67.9 × 10−6 -144.152
4 -1.476 -0.422 11.126 3.8 × 10−61.3 × 10−65.8 × 10−68.3 × 10−6 -123.028
5 0.707 0.707 5.9 × 10−97.4 × 10−97.4 × 10−91.5 × 10−81.5 × 10−8 -0.444
6 -0.707 0.707 4.6 × 10−87.7 × 10−83.7 × 10−83.7 × 10−87.7 × 10−8 -0.444
7 0.756 -0.690 0.022 1.4 × 10−73.1 × 10−73.2 × 10−81.4 × 10−7 -0.416
Figure 4.2: The solution procedure of TT-IPM on the optimization problem
(4.37). TT-IPM finds the global optimal solution in tier-1 local
optimal solutions.
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Figure 4.3: There are two disconnected feasible components, E1 and E2, for
the optimization problem (4.37).
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Figure 4.4: Starting from x0 = (0.1080,−0.0467), the feasible point x0f =
(0.1026, 0.0078) in E2 is obtained.
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Figure 4.5: Four new initial points, x10 to x
4
0, are found in the four eigen-
directions of the initial feasible point x0f .
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Figure 4.6: Four new feasible points, x1f to x
4
f , are found by integrating the
QGS system starting from x10 to x
4
0, respectively. In particular,
x1f is in E1, while x
2
f to x
4
f are in E2
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By constructing the QGS (4.27), phase I of the method first computes all fea-
sible components through the following steps:
1) Starting from the initial point x0 = (0.5, 0, 0), the initial feasible point x0f =
(0.1026, 0.0078) can be obtained by integrating the QGS system trajectory.
This initial feasible point belongs to the feasible component E2 (Fig. 4.4).
2) Starting from x0f , four search directions along the eigenvectors of the QGS
Jacobian at x0f are emanated from x
0
f . Four new initial points, x
1
0 to x
4
0, are
located in these directions (Fig. 4.5).
3) Starting from x10 to x
4
0, four new feasible points, x
1
f to x
4
f are reached by
integrating the corresponding trajectories in the QGS (4.27). Specifically, x1f
belongs to the feasible component E1, while x2f to x
4
f belong to the feasible
component E2 (Fig. 4.6).
Then, phase II of the method finds multiple local optimal solutions to the
optimization problem (4.37) by finding all SEPs in the PGS (4.32). Each of the
five feasible points obtained in phase I is used to initiate a multi-tier TRUST-
TECH search. As a result, eleven SEPs are found in the PGS (4.32), each of which
is a local optimal solution to the problem (4.37). Specifically, six local optimal
solutions are found in the feasible region E1 (Table 4.3) via the following steps:
1.1) Starting from the feasible point x1f = (0.1080,−0.0477), the local optimal
solution x1s = (0.1026, 0.0078) is found by integrating the system trajectory
of the PGS (4.32).
1.2) Around x1s , a new initial point x
2
0 = (0.1002, 0.0093) is found, starting from
which a tier-1 local optimal solution x2s = (0.0, 0.0) is found by integrating
the PGS trajectory.
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Table 4.3: Six local optimal solutions found in the feasible component E1.
ID
Solution
f (x, y) Tier
Direction Initial Point
x y x y x y
1 0.1026 0.0078 -2.647 0 - - 0.1080 -0.0467
2 0.0 0.0 -2.778 1 -0.23 0.14 0.1002 0.0093
3 -0.7071 0.7071 -0.444 2 -0.42 0.49 -0.4932 0.5772
4 -0.7071 -0.7071 -0.444 2 -0.30 -0.23 -0.6211 -0.4720
5 -1.4757 -0.4220 -122.981 2 -0.32 0.06 -0.8125 0.1418
6 -0.1925 1.0641 -3.233 2 0.11 0.49 0.1794 0.7941
1.3) Around x2s , four new initial points, x
3
0 = (−0.4932, 0.5772), x40 =
(−0.6211,−0.4720), x50 = (−0.8125, 0.1418), x60 = (0.1794, 0.7941), are found.
Starting from these initial points, four tier-2 local optimal solutions, x3s =
(−0.7071, 0.7071), x4s = (−0.7071,−0.7071), x5s = (−1.4757,−0.4220) and
x6s = (−0.1925, 1.0641), respectively, are located by integrating the PGS tra-
jectories.
The remained five local optimal solutions are found in the feasible compo-
nent E2 (Table 4.4) via the following steps:
2.1) Starting from the feasible point x0f = (0.6944,−0.0032), x2f =
(1.3942,−0.0087) and x4f = (0.6088, 0.7563), three local optimal solutions,
x7s = (0.6944, 0.0005), x8s = (1.3950, 0.0595) and x9s = (0.6087, 0.6769), are
found by integrating system trajectories of the PGS (4.32). The trajectory
starting from the feasible point x3f = (0.6843,−0.3603) also converges to x7s .
2.2) Around x7s , a new initial point x
10
e = (0.4791, 0.6760) is found, starting from
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Table 4.4: Five local optimal solutions found in the feasible component E2.
ID
Solution
f (x, y) Tier
Direction Initial Point
x y x y x y
7 0.6944 0.0005 -0.380 0 - - 0.6944 -0.0032
8 1.3950 0.0595 -76.300 0 - - 1.3942 -0.0087
9 0.6087 0.6769 -0.381 0 - - 0.6088 0.7563
10 0.7070 0.7071 -0.444 1 0.24 0.42 0.4791 0.6760
11 1.2756 1.3615 -144.121 1 0.03 0.99 1.4114 0.6405
which a tier-1 local optimal solution x10s = (0.7070, 0.7071) is found by inte-
grating the PGS trajectory.
2.3) Around x8s , a new initial point x
11
e = (1.4114, 0.6405) is found, starting from
which a tier-1 local optimal solution x11s = (1.2756, 1.3615) is found by inte-
grating the PGS trajectory.
The global optimal solution to the optimization problem (4.37) is found to be
the tier-1 local optimal solution x11s in the feasible component E2.
4.6 Summary
We have developed two TRUST-TECH based methods, including TT-IPM and
the reduced projected gradient method, for computing multiple local optimal
solutions to constrained nonlinear optimization problems. In the first method,
a TRUST-TECH search is directly carried out on a KKT gradient system to search
for all stable equilibrium points, each of which corresponds to a critical point of
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the optimization problem. The second method consists of two distinct phases:
phase I, starting from an arbitrary point, systematically finds all feasible compo-
nents which satisfy nonlinear equality and inequality constraints; phase II then
computes all the local optimal solutions in each feasible components found in
phase I. Numerical methods have been developed to implement these methods.
From a computational viewpoint, it may well be due to the lack of compu-
tational methods for computing the complete set of decomposition points that
the TRUST-TECHbasedmethods can only compute multiple local optimal solu-
tions (in each feasible components) for general constrained optimization prob-
lems. In addition, due to the lack of computation methods for computing the
complete unstable manifolds, the TRUST-TECH-based methods can only com-
pute multiple feasible components, instead of all of the feasible components for
general constrained optimizations.
TRUST-TECH based methods are valuable and can be of significant impor-
tance in the following sense: since a sophisticated local-type method, such as
IPMs, can only provide local optimal solutions in a restricted local region while
a global-type method can only provide sparse approximated solutions within
reasonable computational efforts, the TRUST-TECH based methods represent
an enabling technology for:
• enhancing the functionality of local-type methods to effectively find opti-
mal solutions in a broader region, as the proposed TT-IPM method;
• enhancing the functionality of global-type methods to effectively find near
global optimal solutions;
• providing more flexibility in the integrating local-type and global-type
methods to effectively find global optimal solutions.
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CHAPTER 5
TRUST-TECH BASEDMETHODOLOGY FOR SOLVINGMIXED
INTEGER NONLINEAR PROGRAMMING
5.1 Introduction
Many applications, such as power system planning [160, 186, 189], unit commit-
ment problems [111, 132, 152], placement of synchronized measurements [25]
and capacitor placement and control [8, 39, 115, 147], fall under the category
of constrained nonlinear optimization problems (NLP). On the other hand, be-
cause of the discrete controls (shunt compensation, transformer taps, etc) in-
volved in power systems, these optimization problems are essentially mixed-
integer nonlinear programs.
Mixed integer nonlinear programming (MINLP) provides a fairly general and
powerful framework to model optimization problems involving both discrete
and continuous variables. In this framework, the nonlinear expression better
approximates real-world phenomenawhile its discrete variables offer great flex-
ibility to represent an indivisible quantity or applications involving decision
making. In the literature, numerous studies of MINLP problems have been re-
ported in areas such as engineering [10, 58], biological science and economics.
For instance, determination of the molecular structure of a substance based on
the energy calculation is formulated as an MINLP problem [148, 161, 162]. The
MINLP methodology was applied to portfolio selection in financial engineer-
ing [100, 120] and to resource allocation and scheduling problems [17, 45]. Over
the past few decades, there has been a pronounced increase in the study of
MINLP problems.
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Although MINLP provides great flexibility and accuracy, the task of solv-
ing such problems is usually challenging. The diverse nonlinear behaviour
in MINLP problems creates a great challenge not only in algorithmic develop-
ments but also in numerical implementations. Developing efficient and robust
methods and tools for solving MINLP problems continues to attract a lot of re-
search and development efforts. From a theoretical viewpoint, it is well known
that the major difficulty in solving general continuous nonlinear programming
problems arises from the non-convexity of objective functions and/or nonlinear
constraints. Without the aid of other supplemental techniques, the performance
of stand-alone, deterministic, local-type algorithms is greatly restricted by such
non-convexity. The presence of integral variables further deteriorates the situa-
tion since it leads to an explosive increase in the number of solutions.
A large variety of algorithms have been proposed for solving MINLP prob-
lems. Many of these proposed algorithms basically integrate and extend
schemes designed for handling non-convexity arising from nonlinear expres-
sions and the presence of integral variables. Algorithms of this type reported
in the literature include Branch and Bound [12, 74], Generalized Benders Decompo-
sition [65], Outer Approximation [52], Extended Cutting Plane Method [172] and so
forth. Details of these proposed algorithms may be found in [72].
Although schemes such as the branching or cutting planemethodmight alle-
viate adverse effects due to the presence of discrete variables, these algorithms
are still limited by the non-convex nature arising from the inherent nonlinear
expression. For instance, the Branch and Bound algorithm creates a sequence
of sub-problems from the original MINLP problem and seeks to identify op-
timal solutions by solving some sub-problems. Its overall efficiency depends
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heavily on whether good solutions could be identified at an early stage to help
its pruning scheme. To identify potential solutions, it will be indispensable to
solve some non-convex sub-problems (even without integral variables).
The TRUST-TECH methodology has been developed to solve non-convex
global optimization problems [32, 36, 104] and it has been successfully applied
to various applications, such as learning finite mixture models [143], construct-
ing neural network ensembles [171], and solving optimal power flow prob-
lems [38]. One distinguishing feature of the TRUST-TECHmethodology comes
from its ability to systematically and efficiently locate multiple local optimal so-
lutions in a tier-by-tier manner. With the aid of topological information from
the problem structure, the issue of non-convexity can be successfully overcome.
We have demonstrated its efficiency in general continuous nonlinear program-
ming problems. In this chapter we present a TRUST-TECH based methodology
to conquer the non-convexity problem both from nonlinear expression and the
presence of integral variables. However, we point out that the TRUST-TECH
methodology presented for solving MINLP problems is by no means the only
possible extension of the TRUST-TECH methodology. There are several pos-
sible ways that the TRUST-TECH methodology can significantly contribute to
solving MINLP problems. For instance, the TRUST-TECH methodology can
obviously be incorporated with Branch and Bound type algorithms to enhance
their effectiveness.
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5.2 Mixed Integer Programming
Before we present the TRUST-TECH based methodology for solving MINLP
problems, a brief review of the MINLP formulation and existing methods is
first given in this section.
MINLP problems can be formulated as follows:
minx,y f (x, y)
s.t. g j(x, y) ≤ 0 for j ∈ J = {1, 2, · · · , j1}
hi(x, y) = 0 for i ∈ I = {1, 2, · · · , i1}
xl ≤ x ≤ xu, yl ≤ y ≤ yu
xl, x, xu ∈ Rn×1, yl, y, yu ∈ Zm×1
(5.1)
where J: the index set for inequality constraints and I: the index set for equality
constraints. In this formulation x is the set of continuous variables that appears
either linearly or/and nonlinearly in the formulation, and y represents the set
of integer variables in the formulation. The objective function f (x, y), inequality
constraints g j(x, y), and equality constraints hi(x, y), for the time being, are all
continuously differentiable functions of both the continuous variable xk and the
discrete variable yk, where xk denotes the k-th element of x and yk denotes the
k-th element of y. If variable yk can only take value 0 or 1, we call the problem
a mixed binary nonlinear programming problem. Otherwise, we will call the
problem a mixed integer nonlinear programming problem.
The above general formulation (5.1) contains several aspects that are diffi-
cult to solve. Features such as nonlinearity in the discrete variables and non-
separability of continuous and discrete variables are included. The Generalized
Benders Decomposition [65] can be implemented to solve the above mixed-
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integer nonlinear formulation. In addition, two other algorithms have been
proven effective against this problem: the Outer Approximation algorithm [52]
and the Equality Relaxation algorithm. These three algorithms make use of pro-
jection, outer approximation and relaxation. The basic idea behind all three al-
gorithms is to solve an alternating finite sequence of nonlinear programming
(NLP) subproblems, which provide upper bounds for the optimal solution,
and mixed-integer linear programming (MILP) master problems, which pro-
vide lower bounds for the optimal solution.
5.3 The TRUST-TECHBasedMethodology for SolvingMINLPs
Compared to solving the continuous optimization problem, the major difficulty
introduced in solving MINLP problems rests in how to properly handle the in-
tegral variables. However, the TRUST-TECHmethodology has been developed
principally for continuous optimization problems. Hence, the MINLP problem
needs first to be converted to a continuous one before TRUST-TECH is applied.
On the other hand, as the dimension of the MINLP problem increases, the
number of local optimal solutions usually increases as well. As a result, the
number of tiers for TRUST-TECH to search local optimal solutions in the con-
structed continuous problem needs to be increased as well. However, if the
number of tiers we define as the neighbourhood is too large, the entire search-
ing process might be time consuming or unmanageable. This issue needs to
be addressed in the proposed TRUST-TECH based methodology. Another is-
sue that needs to be addressed is the development of a method to eliminate the
issue of non-convexity arising from the presence of integral variables. Address-
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ing these issues may give our TRUST-TECH based framework advantages for
solving continuous constrained problems or easy integration with existing effi-
cient solvers. We hence propose a multi-stage two-phase TRUST-TECH-based
methodology for solving MINLP problems, which consists of the following ba-
sic steps:
Step 1. Convert the constrained MINLP problem (5.1) into a continuous problem
where integral variables are relaxed into continuous ones;
Step 2. Apply the TRUST-TECH based methods to search for multiple solutions
to the continuous problem;
Step 3. Apply a two-stage TRUST-TECH search to find a set of local optimal so-
lutions to the original MINLP problem (5.1). Specifically, for each local
optimal solution, a reduced constrained NLP is constructed by determin-
ing and fixing the values of integral variables of the MINLP problem. The
TRUST-TECH based methods is then used to compute a set of local op-
timal solutions to these reduced NLP problems, from which the optimal
solution of the original MINLP problem (5.1) is determined.
This multi-stage procedure is designed to properly manage the required
computational efforts. At each stage, the search procedure of the TRUST-TECH
based methodology is to explore just a small number of tiers around the start-
ing local optimal solution in the search space which we define as the neigh-
bourhood. Upon completion of the one-stage search, we determine whether the
obtained local optimal solutions achieve a certain solution quality. If there are
no satisfactory local optimal solutions found and sufficient computational time
is still available, another stage of the search procedure will continue.
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In the meantime, the purpose of a two-phase search procedure within each
stage is to eliminate the complicating procedure of determining the optimal val-
ues for the integral variables. During the first phase, several local optimal so-
lutions among all the local optimal solutions found are evaluated and used to
determine the values of the integral variables. Each valid solution of the in-
tegral variables will lead to a corresponding reduced nonlinear programming
problem (with fixed values of the integral variables).
In the remaining parts of this section, each step in the TRUST-TECH based
methodology to realize this conceptual algorithm will be described in detail.
5.3.1 Problem relaxation
Our proposed TRUST-TECH-based methodology for solving the MINLP prob-
lem (5.1) first relaxes the original problem by treating all the discrete variables yk
as continuous variables. The corresponding relaxed problem is then described
below:
min f (x, y)
s.t. g j(x, y) ≤ 0, for j ∈ J = {1, 2, · · · , j1}
hi(x, y) = 0, for i ∈ I = {1, 2, · · · , i1}
xl ≤ x ≤ xu, yl ≤ y ≤ yu
xl, x, xu ∈ Rn×1, yl, yu ∈ Zm×1. y ∈ Rm×1
. (5.2)
This continuous constraint problem (5.2) is then handled by the TRUST-
TECH based methods, such as the TRUST-TECH based interior point method
(TT-IPM) that is developed in Chapter 4. A set of local optimal solutions to the
optimization problem (5.2) can be obtained after applying TT-IPM. These solu-
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tions are potential local optimal solutions to the MINLP (5.1), and are denoted
as (x∗, y∗).
5.3.2 Sensitivity analysis
For each potential local optimal solution (x∗, y∗), sensitivity analysis is per-
formed to determine the value of discrete variables. Sensitivity can be evaluated
as [22]
S fy =
∂ f
∂y
−
(
∂h
∂y
)T 
(
∂h
∂x
)T 
−1
∂ f
∂x
S gy =
∂g
∂y
− ∂g
∂x
(
∂h
∂x
)−1
∂h
∂y
, (5.3)
where, S fy and S gy represent the sensitivity of the objective function and inequal-
ity constraints with respect to the discrete variable changes, respectively.
Using the sensitivity computed with (5.3), we can compute a linear estima-
tion of the change in the objective and the inequality constraints when moving
the discrete variable yi from its current value yki to its nearest upper or lower
value by
∆ f +i = S fyi(yk+1i − yki )
∆ f −i = S fyi(yk−1i − yki )
∆g+i j = S
g j
yi (yk+1i − yki ), ∀ j ∈ J
∆g−i j = S
g j
yi (yk−1i − yki ), ∀ j ∈ J
, (5.4)
where, yk+1i and y
k−1
i represent the nearest upper and lower discrete values of y
k
i ,
respectively; f +i and f −i are the estimated change in the objective, g+i j and g−i j are
the estimated change in the j-th inequality constraint.
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Based on the linear estimations (5.4), we can then define the following two
merit functions:
η+i = w f∆ f +i +
J∑
j=1
wg max[0, g j(x˜, y˜) + ∆g+i j]
η−i = w f∆ f −i +
J∑
j=1
wg max[0, g j(x˜, y˜) + ∆g−i j]
, (5.5)
where, w f > 0 and wg > 0 are weights on the objective and constraints, respec-
tively. These merit functions are designed to evaluate the influence caused by
the movement of yi to its nearest upper and lower discrete values by combining
the variation of the objective and the variation of the amount of constraint vi-
olations. It can be observed from (5.5) that only violated inequality constraints
(after altering the discrete variable) contribute to themerit functions. Obviously,
the lower the value of the merit functions, the better the effect of moving a dis-
crete variable.
5.3.3 Problem reduction
Given a potential local optimal solution (x∗, y∗) with values for discrete variables
have been determined by sensitivity analysis, the corresponding reduced NLP
problem can be represented as follows:
minx f (x, y∗)
s.t. g j(x, y∗) ≤ 0
hi(x, y∗) = 0
xl ≤ x ≤ xu
xl, x, xu ∈ Rn×1
(5.6)
The reduced NLP problem (5.6) can be solved again by the TRUST-TECH
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based methods, such as the TT-IPM method developed in Chapter 4 for con-
strained nonlinear programming problems. Using TT-IPM, we can obtain mul-
tiple local optimal solutions to the problem (5.6). Each of the computed local
optimal solution to the optimization problem is a local optimal solution to the
original MINLP problem (5.1).
5.3.4 The proposed TRUST-TECH-based method
At this point, we can outline three major steps for our search procedure within
one stage as follows:
Step 1. Locate multiple local optimal solutions of the relaxed MINLP problem
(5.1) using the TT-IPM method.
Step 2. From each local optimal solution found, determine the value for each in-
tegral variable of the given MINLP problem (5.1).
Step 3. Determine the optimal values for continuous variables of the correspond-
ing reduced problem (5.6) of the original MINLP problem (5.1) where the
optimal values of integral variables have been determined in Step 2.
We describe the basic steps of our proposed search procedure using the flow
chart shown in Figure 5.1. The proposed TRUST-TECH-based methodology is
presented as follows.
TRUST-TECH-based methodology for MINLP
Stage 1:
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Figure 5.1: A flow chart of the TRUST-TECH-basedmethodology for solv-
ing MINLP problems.
Step 1.1 Initialization: Choose an initial condition for the TT-IPM method.
Step 1.2 Apply the TT-IPMmethod to locate multiple local optimal solutions start-
ing from the chosen initial condition.
Step 1.3 Determine the values of the integral variables of the MINLP problem (5.1)
from the local optimal solutions found in Step 1.2.
Step 1.4 Derive a reduced NLP problem (5.6) with values of the integral variables
fixed at those obtained in Step 1.3.
Step 1.5 Apply the TRUST-TECH-basedmethod to determine a set of local optimal
solutions to the reduced NLP problem (5.6).
Step 1.6 Determine the optimal solution to the MINLP problem (5.1) based on the
set of local optimal solutions obtained in Step 1.5.
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Stage 2:
Step 2.1 Initialization: Use the best local optimal solution identified in Stage 1 as
new initial condition for the TT-IPM method.
Step 2.2 Apply the TT-IPMmethod to locate multiple local optimal solutions start-
ing from the chosen initial condition.
Step 2.3 Determine the values of the integral variables of the MINLP problem (5.1)
from the local optimal solutions found in Step 2.2.
Step 2.4 Derive a reduced NLP problem (5.6) with values of the integral variables
fixed at those obtained in Step 2.3.
Step 2.5 Apply the TRUST-TECH-basedmethod to determine a set of local optimal
solutions to the reduced NLP problem (5.6).
Step 2.6 Determine the optimal solution to the MINLP problem (5.1) based on the
set of local optimal solutions obtained in Step 2.5.
The first stage applies the TRUST-TECH-based method for a breadth-first
search (i.e. locate local optimal solutions lying within three to five tiers from
the initial local optimal solutions). This stage identifies the top few local opti-
mal solutions from the three-tier to five-tier local optimal solutions and uses the
directions from the first local optimal solution to these top local optimal solu-
tions as the search directions to be used in Stage 2. The second stage applies
the TRUST-TECH-based method for a depth-first search (i.e. locate multiple lo-
cal optimal solutions starting from the initial local optimal solution and move
along the search directions determined in the first stage).
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As shown in Figure 5.1, values of the discrete variables are determined one
by one in each stage. At each local optimal solutions found by the TT-IPM
method, merit function values for those relaxed discrete variables are computed
and compared. The discrete variable with the lowest merit function value will
be adjusted to the corresponding discrete value and be fixed. The best solution
(with a new fixed discrete variable) is used to construct the reduced problem
(with dimension decreased by one). This process is iterated until all discrete
variables have been fixed.
Generally, the number of local optimal solution increases with the dimen-
sion of the optimization problem under study. If the initial condition given to
the TRUST-TECH-based method is far away from high-quality local optimal
solutions, the search procedure needs to go through many tiers to obtain these
high-quality local optimal solutions. For large-scale optimization problems, this
search procedure can be time consuming or even unmanageable. A naive ap-
proach to conquer such difficulty is to reduce the number of search directions.
That is, from a located local optimal solution, we only move along a few di-
rections to reach other nearby local optimal solutions. This approach, however,
can be effective but it does not make use of any information obtained during the
search process.
The issue is then how to determine promising search directions on the ba-
sis of all identified local optimal solutions. Since our TRUST-TECH method is
applied to search a promising region containing high-quality local optimal solu-
tions, we conjecture that nearby local optimal solutions have similar behaviour
in the sense that they are uniform in terms of their objective values or feasibil-
ity of the original MINLP problem. With such a conjecture, high-quality local
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Figure 5.2: Architecture of the three-stage TRUST-TECH-based methods
for solving mixed integer nonlinear programming problems.
optimal solutions will cluster together and locate themselves in certain search
directions starting from one initial condition. Therefore, if a high-quality local
optimal solution is identified in a certain search direction, the search process
should continue towards that direction to look for other better solutions. We
design a multi-stage procedure of our proposed method to realize such an idea.
During the first stage, the search procedure is focused on exploring a neigh-
bourhood of the starting local optimal solution up to certain tiers. The number
of tiers should be sufficiently small such that the search process can be com-
pleted within a reasonable amount of computational effort. In our simulations,
the number of tiers is chosen to be between three and five. We use the first stage
as an indication to either increase or decrease the number of tiers for the follow-
ing stages depending on the computational resources allocated to each stage.
Upon the completion of the first stage, a good identified local optimal solution
(after rounding integral variables to their nearest values) is used as a new initial
condition for the next stage. The process is repeated until a satisfactory local
optimal solution is located.
There are several other options available that our TRUST-TECH methodol-
ogy can significantly contribute to solving MINLP problems. For instance, the
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TRUST-TECH methodology obviously can be incorporated with Branch and
Bound type algorithm to enhance its pruning scheme. Figure 5.2 illustrates a
framework for such incorporation of TRUST-TECH with existing algorithms.
5.4 Numerical Results
In this section, we illustrate the proposed method on three testing problems
which appear in Handbook of Test Problems in Local and Global Optimization [57].
The weights in computing the merit values (5.5) are w f = 1.0 and wg = 2.0.
5.4.1 Testing problem 1
The first problem is the following seven-dimensional problem with three con-
tinuous and four binary variables:
min (y1 − 1)2 + (y2 − 1)2 + (y3 − 1)2 + (x1 − 1)2 + (x2 − 2)2 + (x3 − 3)2 − ln(y4 + 1)
s.t. x1 + x2 + x3 + y1 + y2 + y3 ≤ 5
x21 + x
2
2 + x
2
3 + y
2
3 ≤ 5.5
y1 + x1 ≤ 1.2
y2 + x2 ≤ 1.8
y3 + x3 ≤ 2.5
y4 + x1 ≤ 1.2
x22 + y
2
2 ≤ 1.64
x23 + y
2
3 ≤ 4.25
x23 + y
2
2 ≤ 4.64
x1, x2, x3 ≥ 0, yi ∈ {0, 1} for i = 1, · · · , 4.
132
The initial point for solving this problem is x0 = (0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5).
The proposed method solves this problem via the following steps:
1) Starting from x0, TT-IPM finds a local optimal solution x
1
s=(0.2596, 1.1520,
1.9744, 0.5994, 0.5593, 0.4553, 0.9404) with objective f (x, y) = 2.3077.
Around x1s , there is no higher tier local optimal solution found. The
merit values computed at x1s are η
+
1=(0.5994, 2.3107, 3.1396, 0.0885) and
η−1=(0.4802, 0.4930, 0.4960, 0.4846). Hence, the discrete variable y4 is set to
1 and x10=(0.2596, 1.1520, 1.9744, 0.5994, 0.5593, 0.4553, 1).
2) Starting from x10, TT-IPM finds the local optimal solution x
2
s=(0.2000,
1.1452, 1.9811, 0.6275, 0.5731, 0.4731, 1) with objective f (x, y) = 2.3143.
Around x2s , there is no higher tier local optimal solution found. The
merit values computed at x2s are η
+
2=(0.4675, 2.3631, 3.2518) and η
−
2=(0.4675,
0.4893, 0.4986). Hence, y1 = 1 and x20=(0.2000, 1.1452, 1.9811, 1,0.5731,
0.4731,1).
3) Starting from x20, TT-IPM finds the local optimal solution x
3
s=(0.2000,
1.1526, 2.0113, 1, 0.3423, 0.2939, 1) with objective f (x, y) = 2.5738. Around
x3s , there is no higher tier local optimal solution found. The merit values
computed at x3s are η
+
3 = (1.6670, 2.8608) and η−3 = (0.4502, 0.4150). Hence,
y3 = 0 and x30=(0.2000, 1.1526, 2.0113, 1, 0.3423, 0, 1).
4) Starting from x30, TT-IPM finds the local optimal solution x
4
s=(0.2000,
1.1138, 2.0542, 1, 0.6321, 0, 1) with objective f (x, y) = 2.7623. Around x4s ,
there is no higher tier local optimal solution found. The merit values com-
puted at x4s are η
+
4 = 2.9112 and η−4 = 0.4651. Hence, y2 = 0 and x40=(0.2000,
1.1138, 2.0542, 1, 0, 0, 1).
5) Starting from x40, TT-IPM finds the local optimal solution x
5
s=(0.2000,
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1.2806, 1.9545, 1, 0, 0, 1), which is the global optimal solution to the op-
timization problem (5.7) and f (xopt, yopt) = 3.5575.
5.4.2 Testing problem 2
The second problem is the following five-dimensional MINLP problem with
two continuous and three binary variables:
min 2x1 + 3x2 + 1.5y1 + 2y2 − 0.5y3
s.t. x21 + y1 = 1.25
x1.52 + 1.5y2 = 3
x1 + y1 ≤ 1.6
1.333x2 + y2 ≤ 3
−y1 − y2 + y3 ≤ 0
x1, x2 ≥ 0, yi ∈ {0, 1} for i = 1, 2, 3.
(5.7)
The initial point for solving the problem (5.7) is x0 = (0.5, 0.5, 0.5, 0.5, 0.5). The
proposed method happens to solve this problem in one step. Starting from x0,
TT-IPM finds a local optimal solution x1s = (1.1180, 1.3104, 0.0000, 1.0000, 1.0000)
with objective f (x, y) = 7.6672. Around x1s , there is no higher tier local optimal
solution found.
It can be observed that all discrete variables in x1s are already very close
to their closest discrete values (with difference smaller than 10−6). Hence,
the discrete variables are set to the corresponding discrete values and we ob-
tain the global optimal solution to the optimization problem (5.7), which is
(xopt, yopt) = (1.1180, 1.3104, 0, 1, 1) and f (xopt, yopt) = 7.6672.
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5.4.3 Testing problem 3
The third test problem is an eleven-dimensional MINLP problem with three
continuous and eight binary variables defined as follows:
min −x1x2x3
s.t. x1 + 0.1y10.2y20.15y3 = 1
x2 + 0.05y40.2y50.15y6 = 1
x3 + 0.02y70.06y8 = 1
−y1 − y2 − y3 ≤ −1
−y4 − y5 − y6 ≤ −1
−y7 − y8 ≤ −1
3y1 + y2 + 2y3 + 3y4 + 2y5 + y6 + 3y7 + 3y8 ≤ 10
0 ≤ x1, x2, x3 ≤ 1, yi ∈ {0, 1} for i = 1, · · · , 8.
(5.8)
The initial point for solving this problem is x0=(0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5,
0.5, 0.5, 0.5, 0.5). The proposed method solves this problem via the following
steps:
1) Starting from x0, TT-IPM finds a local optimal solution x
1
s=(0.9799, 0.9845,
0.9835, 0.1740, 0.9998, 0.9996, 0.7576, 0.0004, 0.9998, 0.9998, 0.0685)
with objective f (x, y) = −0.9488. Around x1s , there is no higher tier
local optimal solution found. The merit values computed at x1s are
η+1=(4.9548, −4.7 × 10−6, 0.0011, 1.4430, 3.9928, 3.2 × 10−5, 0.0005, 5.6004)
and η−1=(0.0078,0.0313,0.0369,0.0339,1.0×10−5,0.5122,1.9253,0.0034). Hence,
y2 = 1 and x10=(0.9799, 0.9845, 0.9835, 0.1740, 1, 0.9996, 0.7576, 0.0004,
0.9998, 0.9998, 0.0685).
2) Starting from x10, TT-IPM finds the local optimal solution x
2
s=(0.9799,
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0.9845, 0.9835, 0.1748, 1, 0.9997, 0.7568, 0.0004, 0.9998, 0.9999, 0.0685) with
objective f (x, y) = −0.9488. Around x2s , there is no higher tier local optimal
solution found. The merit values computed at x2s are η
+
1=(4.9503, 0.0009,
1.4480, 3.9931, 2.7 × 10−5, 0.0004, 5.6003) and η−1=(0.0078, 0.0369, 0.0339,
8.9 × 10−6, 0.5141, 1.9252, 0.0033). Hence, y5 = 0 and x20=(0.9799, 0.9845,
0.9835, 0.1748, 1, 0.9997, 0.7568, 0, 0.9998, 0.9999, 0.0685).
3) Starting from x20, TT-IPM finds the local optimal solution x
3
s=(0.9799,
0.9845, 0.9835, 0.1739, 1, 0.9997, 0.7579, 0, 0.9998, 0.9999, 0.0685) with ob-
jective f (x, y) = −0.9488. Around x3s , there is no higher tier local optimal
solution found. The merit values computed at x3s are η
+
1=(4.9554, 0.0010,
1.4415, 2.8 × 10−5, 0.0005, 5.6003) and η−1=(0.0078, 0.0369, 0.0342, 0.5125,
1.9252, 0.0033). Hence, y6 = 1 and x30=(0.9799, 0.9845, 0.9835, 0.1739, 1,
0.9997, 0.7579, 0, 1, 0.9999, 0.0685).
4) Starting from x30, TT-IPM finds the local optimal solution x
4
s=(0.9799,
0.9845, 0.9835, 0.1739, 1, 0.9997, 0.7578, 0, 1, 0.9999, 0.0685) with objec-
tive f (x, y) = −0.9488. Around x4s , there is no higher tier local optimal solu-
tion found. The merit values computed at x4s are η
+
1=(4.9554, 0.0009, 1.4419,
0.0004, 5.6003) and η−1=(0.0078, 0.0369, 0.0339, 1.9252, 0.0033). Hence, y7 = 1
and x40=(0.9799, 0.9845, 0.9835, 0.1739, 1, 0.9997, 0.7578, 0, 1, 1, 0.0685).
5) Starting from x40, TT-IPM finds the local optimal solution x
5
s=(0.9799,
0.9845, 0.9835, 0.1746, 1, 0.9997, 0.7570, 0, 1, 1, 0.0686) with objective
f (x, y) = −0.9488. Around x5s , there is no higher tier local optimal so-
lution found. The merit values computed at x5s are η
+
1=(4.9515, 0.0008,
1.4419, 5.6000) and η−1=(0.0078, 0.0369, 0.0339, 0.0031). Hence, y3 = 1 and
x50=(0.9799, 0.9845, 0.9835, 0.1746, 1, 1, 0.7570, 0, 1, 1, 0.0686).
6) Starting from x50, TT-IPM finds the local optimal solution x
6
s=(0.9799,
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0.9845, 0.9835, 0.1739, 1, 1, 0.7576, 0, 1, 1, 0.0684) and f (x, y) = −0.9488.
Around x6s , there is no higher tier local optimal solution found. The
merit values computed at x6s are η
+
1=(4.9552, 1.4432, 5.6011) and η
−
1=(0.0078,
0.0339, 0.0031). Hence, y8 = 0 and x60=(0.9799, 0.9845, 0.9835, 0.1739, 1, 1,
0.7576, 0, 1, 1, 0).
7) Starting from x60, TT-IPM finds the local optimal solution x
7
s=(0.9816,
0.9858, 0.9800, 0.2130, 1, 1, 0.7870, 0, 1, 1, 0) and f (x, y) = −0.9483. Around
x7s , there is no higher tier local optimal solution found. The merit values
computed at x7s are η
+
1=(4.7194, 1.2692) and η
−
1=(0.0087, 0.0322). Hence,
y1 = 0 and x70=(0.9816, 0.9858, 0.9800, 0, 1, 1, 0.7870, 0, 1, 1, 0).
8) Starting from x70, TT-IPM finds the local optimal solution x
8
s=(0.9700,
0.9925, 0.9800, 0, 1, 1, 1.0000, 0, 1, 1, 0) and f (x, y) = −0.9435. Around x8s ,
there is no higher tier local optimal solution found. The merit values com-
puted at x8s are η
+
1=−1.6×10−7 and η−1=0.0213. Hence, y4 = 1 and x80=(0.9700,
0.9925, 0.9800, 0, 1, 1, 1, 0, 1, 1, 0).
9) Starting from x80, TT-IPM finds the local optimal solution x
9
s=(0.9700,
0.9925, 0.9800, 0, 1, 1, 1, 0, 1, 1, 0) and f (x, y) = −0.9435.
Hence the final solution to the optimization problem (5.8) is (xopt, yopt) =(0.9700,
0.9925, 0.9800, 0, 1, 1, 1, 0, 1, 1, 0) and f (xopt, yopt) = −0.9435.
5.5 Summary
Many practical applications can be formulated as mixed integer nonlinear pro-
grams. In this chapter, we have developed a two-stage TRUST-TECH-based
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methodology to systematically compute all the local optimal solutions for gen-
eral MINLP problems. The methodology consists of two distinct stages: Stage I,
for a given MINLP problem, constructs a new continuous constrained problem
through relaxing the integral variable, and it searches for all the local optimal
solutions of the relaxed problem. Stage II defines a reduced constrained prob-
lem for each local optimal solution found in Stage I and computes all the local
optimal solutions for the reduced problem, from which the optimal solution of
the original MINLP problem is determined.
From a computational viewpoint, for general constraint MINLP problems, it
may well be due to the lack of computational methods for computing the com-
plete set of decomposition points that the TRUST-TECH-based methodology
can only compute multiple local optimal solutions for the associated uncon-
strained NLP problem and the corresponding reduced constrained NLP prob-
lems. In other words, the TRUST-TECH-based methodology can only compute
multiple local optimal solutions, instead of all the local optimal solutions for
general MINLP problems.
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CHAPTER 6
ELITE: ENSEMBLE OF OPTIMAL, INPUT-PRUNED NEURAL
NETWORKS USING TRUST-TECH
6.1 Introduction
Two well-known challenging tasks in the area of machine learning using artifi-
cial neural networks (ANNs) are the task of network architecture selection and the
task of optimal weight training. In deciding the architecture for the multi-layer
perceptron (MLP), a large network usually provides better approximation accu-
racy on (training) data at the cost of generalization capability for the unseen
(testing) data [77, 81, 86]. Ensemble offers an effective way to alleviate the bur-
den of tuning the parameters of a single ANN and usually results in improved
generalization capability [142, 190]. Several factors that have a direct impact on
the ensemble quality such as the accuracy and diversity of member networks
[14, 131, 173] and the optimal scheme for combination [76, 165].
We propose a systematic methodology for Ensemble of Optimal, Input-Pruned
Neural Networks Using TRUST-TECH, termed ELITE. There are four stages in
ELITE designed to achieve high-performance accuracy and diversity of member
networks and to achieve optimal combination of selected member networks. In
order to construct high-quality neural network ensembles, a diverse population
(member neural networks) is produced using different feature subsets for dif-
ferent members, while accurate individual networks are achieved via optimal
training. The global optimizer used in ELITE is based on TRUST-TECH and
it plays a critical role in achieving both the optimal training and the optimal
combination of member neural networks.
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Figure 6.1: Structure of the ELITEmethod for constructing neural network
ensembles.
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ELITE provides an effective framework for constructing high-quality neural
network ensembles (see Fig. 6.1). Existing training methods for neural networks
and methods for composing ensembles can be easily incorporated into ELITE.
For instance, in ELITE, optimization problems associated with training and lin-
early combining neural networks are solved using TRUST-TECH and existing
local methods. As illustrated in Fig. 6.1, ELITE creates a population of neural
networks through tier-1 TRUST-TECH search. The input layer of each network
is pruned and a distinct feature subset is assigned. The accuracy of the input-
pruned networks is then achieved by the TRUST-TECH based optimal train-
ing. Finally, a combination of TRUST-TECH with interior point method (IPM)
is used to compute the optimal (combination) weights and the member neural
networks are combined to realize the ensemble.
Several distinguished features of ELITE are described as follows:
1) Diversity and accuracy: Each member neural network in the ensemble con-
structed by ELITE is associated with a distinct, salient feature subset and is op-
timally trained with TRUST-TECH. Hence, both accuracy and diversity of the
population can be achieved. The deterministic feature selection and TRUST-
TECH based optimal training distinguish ELITE from existing methods where
feature subsets are randomly generated via bagging methods [157].
2) Optimality: Optimality of the ensemble constructed using ELITE is
achieved by optimally combining the member neural networks. The associated
quadratic programming problem is effectively solved using TRUST-TECH and
IPM. This feature differs from many existing method such as the genetic algo-
rithm based method [190] in that the issue of entrapment in a local optimum is
resolved in an efficient and deterministic way.
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To illustrate effectiveness of the ELITE method, numerical experiments and
studies are carried out for pattern classification using ensemble of feed-forward
networks. These numerical experiments and studies are quite extensive and
include:
(a) Ensemble performance on a synthetic dataset and several UCI benchmark
datasets;
(b) Comparison of ensemble performance by different combination schemes;
(c) Comparison of diversity and accuracy by different schemeswith andwith-
out using TRUST-TECH;
(d) Ensemble performance with different hidden layer sizes;
(e) Comparison of performance of the proposed ELITE method with existing
ensemble methods.
Numerical results show that ELITE consistently outperforms existing methods
on the benchmark datasets. The performance of ELITE was compared with that
of six existing methods whose performance has been reported in the literature
on the same datasets. Of a total of twelve datasets, ELITE achieves the best
performance on seven datasets while, on the other five datasets its performance
is also comparable with the best performance.
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6.2 Preliminaries
6.2.1 Neural network training
The performance of a neural network is usually gauged by measuring the mean
square error (MSE) of its output. The goal of optimal training is to find a set of
parameters that achieves the global minimumMSE [154]. For an n-dimensional
dataset, the MSE over Q samples in the training set is given by:
E(w) = 1Q
Q∑
i=1
[
ti − y(xi,w)]2 , (6.1)
where, ti is the target output for the i-th sample xi, w is the weight vector, and
y(·) is the network output function. The MSE as a function of the network pa-
rameters usually contains many local optimal solutions.
Existing training methods can be categorized into local and global methods.
Several successful training algorithms have been extensively studied in the lit-
erature [11, 77, 146]. Local methods, such as the back-propagation (BP) algorithm,
are usually deterministic and have received significant attention. However,
these methods can only attain a local optimal solution close to the initial con-
ditions [69]. On the other hand, global methods, such as simulated annealing [4]
and evolutionary algorithms [90, 109, 182], aim to explore the entire error surface
to find solutions approximate to the global optimum. Global methods can ex-
plore the entire solution space effectively to identify promising regions [123].
However, these methods may lack the ability to obtain a precise final solution
and generally require local methods for fine-tuning.
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6.2.2 Neural network based feature selection
The task of feature selection involves selecting a subset of relevant features to
build robust learning models. High dimensional features may degrade the effi-
ciency of learning algorithms, especially when irrelevant or redundant features
exist [144]. Feature selection has been recognized as a challenging combinato-
rial optimization problem. It is generally computationally prohibitive to evalu-
ate all possible combinations to find the most compact feature set. As a recent
advance, semi-supervised feature selection, where both labelled and unlabelled
examples are presented, has attracted special interest. In [176], Xu et al solved
this problem using convex-concave optimization with encouraging results.
Neural networks can also be used as feature selectors. Neural network based
feature selection methods can be categorized asmodel independent ormodel depen-
dent [108]. Model independent methods perform feature selection and model
building separately, while model dependent methods attempt to optimize fea-
ture selection and model selection simultaneously. Optimal training plays
an important role in both model-dependent and model-independent methods
when neural networks are used as the feature selector.
6.2.3 Neural network ensemble
An ensemble provides an effective way to alleviate the burden of tuning the
parameters of a single learning model. When a number of learning models is
available, the best individual is usually chosen. However, the best model with
respect to the performance on the training and validation sets does not necessar-
ily have the best performance on the testing set. An ensemble formed by prop-
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erly combining the outputs of different models usually results in better general-
ization performance than any of the involved individuals [64, 142, 183, 190].
Accurate and diverse neural networks are prerequisites to constructing a
high-quality ensemble [14, 131, 173]. Bagging and boosting are two popular
methods for creating diverse learning models by altering the training set that
each model sees [130]. Bagging is parallel and it re-samples the training set in-
dependently for learning each model. In contrast, boosting is sequential and
the training set for each model is generated depending on previously learned
models. In each case, optimal training is critical to achieve accurate learning
models.
The combination scheme has a direct impact on the ensemble quality [155].
Linear combination of neural networks is widely used in constructing an en-
semble. The task of getting the optimal combination weights to achieve the
minimum error has been formulated as an optimization problem [76, 128, 165].
One difficult issue in the ensemble is the entrapment in local optimal solutions.
In the past, different global optimization methods were employed to address
this issue with different degree of success. In ELITE, this issue is resolved by a
combination of TRUST-TECH and interior point method (IPM).
6.3 Training ANNs Using TRUST-TECH
This section presents an overview of the TRUST-TECH based optimal training
method. Without loss of generality, we consider a feed-forward neural network
with one input layer, one hidden layer and one output node. Given the input-
output pairs (x1, t1), (x2, t2),· · · , (xQ, tQ), the training task can be formulated as an
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s-dimensional optimization problem
min
w
E(w) (6.2)
where s = (n + 2)k + 1 with n being the number of input nodes and k being the
number of hidden nodes, and the weight vector is
w = (w01, · · · ,w0k, · · · ,wn1, · · · ,wnk, b0, · · · , bk)T ,
which includes all the network weights (w0 j is the j-th output weight, and wi j
is the weight connecting i-th input node and j-th hidden node) and biases (b j is
the j-th bias). The MSE to be minimized can be written as
E(w) = 1Q
Q∑
i=1
[ti − y(xi,w)]2. (6.3)
As we know, TRUST-TECH solves an optimization problem by first defining
a dynamical system such that the stable equilibrium points (SEPs) in the dy-
namical system have one-to-one correspondence with local optimal solutions of
the optimization problem (6.2). Because of such correspondence, the problem
of computing multiple local optimal solutions of the optimization problem is
then transformed to finding multiple stability regions in the defined dynamical
system, each of which contains a distinct SEP. A SEP can be computed with the
trajectory method or using a local method with a trajectory point in its stability
region as the initial point [32, 104].
To solve the optimization problem (6.2), the desired dynamical system can
be defined as the generalized gradient system:
dw
dt = − gradRE(w) = − R(w)
−1 · ∇E(w), (6.4)
where R(w) is a positive definite symmetric matrix (also known as the Rieman-
nian metric). This framework is quite general since different existing training
146
algorithms can be included in this formulation with different definitions of
R(w). If R(w) = I, then it is a naive error back-propagation algorithm; if R(w) =
J(w)T J(w) then it is the Gauss-Newton method; and if R(w) = J(w)T J(w)+µI then
it will be the Levenberg-Marquardt (LM) method. Hence, TRUST-TECH based
methods are dynamical methods for obtaining a set of local optimal solutions of
general optimization problems.
A TRUST-TECH based algorithm for training neural network weights is de-
tailed as follows.
The tier-1 TRUST-TECH search based training
Input: a local optimal weight vector ws0.
Output: a setWs of next-tier SEPs.
Initialization: Ws = {ws0}
Algorithm:
1) Determine the search directions ~d1, ~d2,· · · ,~dk.
2) f or i = 1 : k
◦ Search for an exit point we along ~di.
◦ i f we along the search direction is found, then
· Step forward along ~di to the pointw′ = ws0 + ǫ(we −ws0) with ǫ being
a small value. w′ will lie in the stability region of the neighbouring
SEP.
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· Using w′ as the initial guess, apply the local optimizer to get a tier-1
SEP, denoted aswsi, lying in the neighbouring stability region.
· UpdateWs asWs =Ws ∪ {wsi}.
3) Output the setWs of SEPs of the generalized gradient system (6.4).
The value of ǫ is empirically chosen to be 0.1 to make w′ in the stability re-
gion of the neighbouring stable equilibrium point (or the neighbouring local
optimal solution). The task of selecting proper search directions in an efficient
way is very challenging. In this algorithm, the search directions can be chosen
as a subset of dominant eigenvectors of the objective Hessian at the SEP. Justifi-
cation of this strategy is that local stable (unstable) manifold of an equilibrium
point of (6.4) is tangent to the stable (unstable) eigen-space of the linearized sys-
tem at this equilibrium point [73]. However, computing Hessian eigenvectors,
even dominant ones, is computationally demanding, especially for large-scale
problems. Another choice is to use random search directions, but they need be
orthogonal to each other in order to span the search space and to maintain a
diverse search. It appears that effective directions in general have a close re-
lationship with the structure of the objective function (and the feasible set for
constrained problems). Hence, exploitation of the structure of the objective un-
der study will prove fruitful in selecting search directions.
By exploring the TRUST-TECH’s capability to escape from local optimal so-
lutions in a systematic and deterministic way, it becomes feasible to locate mul-
tiple local optimal solutions in a tier-by-tier manner. Each local optimal solution
corresponds to a local optimal neural network. As a result, distinct local opti-
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mal neural networks can be obtained (local optimal weights in Ws of the same
network structure) and are denoted as N = {n1, n2, · · · , nL}.
6.4 Optimal Ensemble
This section proposes a method called ELITE for constructing high-quality neu-
ral network ensembles, taking advantage of TRUST-TECH’s ability to find mul-
tiple local optimal solutions. The goals of designing ELITE are two-folds. The
first one is to generate a population of accurate and diverse neural networks,
and the second one is to optimally combine them to realize an optimal ensem-
ble. ELITE consists of the following four stages (see Fig. 6.2):
• Stage I: Determine an optimal network structure;
• Stage II: Generate member neural networks;
• Stage III: Prune and feature selection for member neural networks; and
• Stage IV: Perform the optimal combination of member neural networks.
6.4.1 Stage I: determining an optimal network structure
Since TRUST-TECH can effectively find multiple local optimal solutions to the
training problem., the potential (i.e. the capability) of a neural network with a
specific structure can be well explored. Hence, a compact-structure neural net-
work can be obtained. Considering that complexity has a direct impact on the
generalization capability of neural networks, a compact-structure neural net-
work is needed. This stage serves to meet this need.
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Stage I:
Network structure
learning
Stage II:
Member network
generating and training
Stage III:
Salient feature
selection
Stage IV:
Optimal network
combination
TRUST-TECH
Escape from a
local optimum
Approach neighborhood
local optima
Tier-by-tier
search
Figure 6.2: ELITE consists of four stages for constructing an ensemble, by
generating and optimally combining accurate and diverse neu-
ral networks. TRUST-TECH plays a central role in helping the
local optimizers avoid entrapment in local optimal solutions to
the associated optimization problems.
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An incrementally growing method is used to determine a compact-
structured neural network. Similar constructive strategy had been used to train
feed-forward neural networks with promising results [114]. This method starts
from an initial network with a single hidden layer and a small number of hid-
den nodes. The TRUST-TECH based training method is applied to determine
the optimal weights achieving the minimum MSE value. If this value is greater
than a target value (0.01 in this chapter), then a new hidden node is added and
the network is trained again using TRUST-TECH. This process is repeated until
the required MSE value is met or there is no significant improvement can be
achieved in reducing the minimumMSE value. The neural network (with high-
quality local optimal weights) thus obtained serves as the fundamental neural
network for the subsequent stages.
6.4.2 Stage II: generating member neural networks
After the structure of a compact neural network has been determined, the net-
work weights will be re-trained through a tier-1 TRUST-TECH search algorithm.
The objective is twofold: First, from a nonlinear system theory viewpoint, this
re-training will explore the stability regions of neighbouring SEPs surrounding
the SEP corresponding to the basic network. Hence, the possibility of getting
better local optimal solutions is increased. Second and more importantly, mul-
tiple local optimal solutions will be obtained through the TRUST-TECH search,
providing a population of neural networks to form an ensemble.
As a result, a population of neural networks sharing the same structure but
with different local optimal weights is obtained. This set of neural networks is
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denoted as N0 = {(n0,w∗1), (n0,w∗2), · · · , (n0,w∗L)}. In our previous work reported
in [37], the effort was stopped here and the neural network achieving the best
performance on the validation dataset was selected as the final result. How-
ever, the single neural network thus selected does not necessarily have the best
performance on an unseen testing dataset. In other words, the generalization
capability of the selected neural network is not guaranteed. In the proposed
ELITE method, all these tier-1 neural networks are preserved. To achieve im-
proved generalization performance, additional processes including feature se-
lection and network ensemble will be carried out, as described in the next two
stages.
6.4.3 Stage III: input pruning and population diversity
In this stage, an improved saliency-based method is proposed to achieve op-
timal input-pruned neural networks using the TRUST-TECH based training
method.
In the MLP, each feature is associated with an input node and feature se-
lection can be realized based on evaluating the saliency of the input nodes.
The saliency of a weight in the neural network can be approximated by the
change on the performance caused by adjusting this weight to 0. Applying
the Taylor expansion on the error function E(w) with respect to the i-th weight
wi ∈ w = (w01, · · · , bk)T , i = 1, · · · , s, we can get
∆E =
(
∂E
∂wi
)T
· ∆wi +
1
2
∂2E
∂w2i
· ∆w2i + O(|∆wi|3). (6.5)
In order to adjust wi to 0, we have ∆wi = −wi; meanwhile, the higher order item
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in (6.5) can be approximated with
O(|∆wi|3) ≈ 12
(
∂E
∂ωi
)2
∂2E
∂ω2i
. (6.6)
Hence, we have the following representation for the saliency of the i-th weight
in the neural network:
si = − ∂E
∂ωi
ωi +
1
2
∂2E
∂ω2i
ω2i +
1
2
(
∂E
∂ωi
)2
∂2E
∂ω2i
. (6.7)
Consequently, the saliency for an input node (accordingly, the corresponding
input feature) can be represented as [108]:
S i =
∑
j∈ f anout{i}
{
− ∂E
∂ω j
ω j +
1
2
∂2E
∂ω2j
ω2j +
1
2
(
∂E
∂ω j
)2
∂2E
∂ω2j
}
. (6.8)
In essence, the saliency of an input node is the accumulated saliency of its fan-
out weights.
We describe a saliency-based feature selection procedure as follows.
The saliency based method for feature selection
Input: a local optimal network n and the threshold p.
Output: a salient feature subset x, and the input-pruned network n.
Algorithm:
1) Calculate the input node saliency according to (6.8).
2) Calculate the normalized saliency
˜S i =
S i∑n
i=1 S i
, ∀i = 1, · · · , n. (6.9)
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3) Sort { ˜S i} in the descending order, resulting
{ ˜S i j | ˜S i1 ≥ ˜S i2 ≥ · · · ≥ ˜S in}. (6.10)
4) The selected salient feature subset is:
x = {xi1 , · · · , xik }, (6.11)
where, k is determined via
k = max{k | 1 −
k∑
j=1
˜S i j ≥ p}. (6.12)
5) Remove the redundant input nodes and corresponding weights and get
the input-pruned network n.
The saliency of input nodes is computed. Then the nodal saliency is normal-
ized according to the total saliency. To balance the number of selected features,
the saliency threshold p is chosen empirically as 0.15 in this chapter. In other
words, the minimum set of input nodes (or features) whose saliency combined
accounts for at least 85% of the total saliency is selected.
This feature selection procedure is carried out separately on each tier-1 local
optimal neural network in the set N0. As a result, distinct feature subsets will
be assigned to different local optimal neural networks. Since those low-saliency
nodes have been removed, the input layer is condensed and the network struc-
ture is modified accordingly. These input-pruned neural networks are denoted
as {ni : wi, xi}, i = 1, · · · , L, where ni stands for the corresponding network struc-
ture, wi corresponds to the modified weights, and xi is the dataset composed of
the selected feature subset.
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For each structurally modified neural network ni, it is evident that the re-
maining weights wi do not necessarily remain (local) optimal. The TRUST-
TECHbased trainingmethod is carried out to findmultiple local optimal weight
vectors for each neural network, fromwhich the optimal one w∗i will be selected.
As a result of this stage, a population of optimal networks associated with dif-
ferent feature subsets is obtained and will be denoted as {ni : w∗i , xi}, i = 1, · · · , L.
6.4.4 Stage IV: optimal combination
The task of finding an optimal ensemble of a family of neural networks is
achieved by solving the following optimization problem:
min
v
E(v|N, x) =
Q∑
i=1
( L∑
j=1
v j ◦ f j(xi) − ti
)2
, (6.13)
where, E(v|N, x) is the error function with respect to the combination rule v,
given the set of neural networks N = {n1, · · · , nL}. The dataset x is usually chosen
as the validation dataset. f j(xi) is the output of the j-th neural network when the
i-th sample is input, while ti is the desired output.
Optimal linear combination
ELITE combines the neural networks using optimal linear weights. The opti-
mal weights are calculated by solving the quadratic programming (QP) prob-
lem [190]:
minv E(v) = 12vT Cv
s.t. vT e = 1
v ≥ 0
, (6.14)
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where, v stands for the combination weight vector and e = (1, · · · , 1)T . C is the
correlation matrix whose elements
Ci j =
∫
p(x)( fi(x) − t(x))( f j(x) − t(x))dx (6.15)
are the correlation between the outputs of the i-th and j-th neural networks,
where t(x) is the target output for x. For a practical problem with Q training
samples, the matrix C can be numerically evaluated with elements being
Ci j =
1
Q
Q∑
k=1
( fi(xk) − tk)( f j(xl) − tl), i, j = 1, · · · , L. (6.16)
Since C may not always have positive eigenvalues, the quadratic optimiza-
tion problem (6.14) is not necessary convex. Hence, it might have multiple
local optimal solutions. Iterative methods, such as the interior-point method
(IPM) [129], are very effective when solving convex quadratic optimizations
problems. However, if there are multiple local optimal solutions, they may get
stuck in a local optimal solution. ELITE combines TRUST-TECH and IPM to
effectively find multiple local optimal solutions, from which a high-quality so-
lution will be selected for ensemble.
The IPM formulation
Using the logarithmic barrier function, the augmented Lagrange function is:
Lµ(v, λ) = 12v
T Cv + λ
(
vT e − 1
)
+ µ
n∑
i=1
ln vi, (6.17)
where, µ is the barrier parameter. Hence, the KKT optimality conditions are:
∂Lµ
∂v
= Cv + λe − µV−1e = 0 (6.18a)
∂Lµ
∂λ
= vT e − 1 = 0 (6.18b)
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, where, V = diag(v1, v2, · · · , vn). Multiplying both sides of (6.18a) with V, we
have
Hµ(v, λ) =

VCv + λVe − µe
vT e − 1
 = 0. (6.19)
The essence of IPM is to solve a sequence of problem (6.18) with decreas-
ing µ → 0. The obtained sequence of solutions will approach a local optimal
solution to the original quadratic optimization problem (6.14) where µ = 0.
The TRUST-TECH based method
The IPM can only obtain a local optimal solution providing an initial point.
TRUST-TECH is used to compute multiple local optimal solutions with the IPM
being the local solver. From these solutions the best one is selected and used for
constructing the ensemble. To this end, TRUST-TECH first builds an associated
nonlinear dynamical system.
Let x = (v, λ). The generalized gradient system corresponding to the problem
(6.19) is defined as
dx
dt = − ∇H
T (x) · H(x), (6.20)
and the associated energy function is
E(x) = 1
2
‖H(x)‖2. (6.21)
Since the system (6.20) is defined for searching multiple local optimal solutions
starting from a local optimal solution of problem (6.14), µ = 0 and thus has no
presence in (6.20).
The TRUST-TECH based method for calculating the optimal combination
weights is detailed as follows.
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The TRUST-TECH+IPM algorithm for optimal linear combination
Input: The set of neural networks N = {n1, · · · , nL}.
Output: The optimal combination weights v∗.
Initialization: The initial point v0 = {1/L, · · · , 1/L}, and the set of SEPs Vs = ∅.
Algorithm:
1) Calculate the correlation matrix C using (6.16) and compute its eigenval-
ues λ1, · · · , λk.
2) Using v0 as the initial point, apply the IPM to solve (6.14) and get an SEP
vs0. Update Vs as Vs = {vs0}.
3) If minki=1 λi < σ (σ is a small positive value)
◦ Calculate the search directions {~d1, · · · , ~dm}.
◦ for i = 1 : m
⋆ Search for an exit point ve along ~di in the generalized gradient system
(6.20).
⋆ If ve along ~di is found, then
· Step forward along the search direction to the point v′ = vs0 +
ǫ(ve − vs0) with ǫ being a small positive number. v′ will lie in the
stability region of the neighbouring SEP.
· Using v′ as the initial point, apply the IPM to get the tier-1 SEP,
denoted as vsi, lying in the neighbouring stability region.
· Update Vs as Vs = Vs ∪ {vsi}.
158
4) The optimal combination weight vector is: v∗ = arg minv{E(v) | v ∈ Vs}.
Being the same as in the previous tier-1 TRUST-TECH search for training, the
value of ǫ is chosen to be 0.1 in this chapter, to make v′ closer to the neighbouring
stable equilibrium point (or the neighbouring local optimal solution). In this
method for computing combination weights, σ is used to detect non-convex
situations, which is set to 1e − 6 in this chapter.
6.5 Numerical Results
To evaluate the performance of the neural network ensembles constructed us-
ing ELITE, numerical experiments have been carried out to solve a variety of
pattern classification problems on the synthetic dataset and the UCI benchmark
datasets [6]. In this section, these experiments are described in detail and the
results are presented and discussed.
6.5.1 Experimental set-up
ELITE has been implemented in MATLAB, and the ensemble is constructed by
optimally combining feed-forward networks with one hidden layer. The hy-
perbolic tangent function is used as the transfer function in both the hidden and
output layers, and the Levenberg-Marquardt method is used as the local optimizer
for training.
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Starting from the initial local optimal solution obtained by the local opti-
mizer, we apply the TRUST-TECH tier-1 search algorithm to locate the tier-1
local optimal solutions. The search directions from the initial local optimal so-
lution are 20 random but orthogonal directions. Hence, the largest ensemble
size will be 21 (the base neural network and 20 tier-1 neural networks). The
number of directions is determined based on the result reported in [61], where
both the theoretical and experimental results showed that choosing the ensem-
ble size to be between 10 and 20 is sufficient to approach the asymptotic bagging
error. In addition, the experimental results in [61] showed that the performance
improvement becomes flat when the ensemble size is larger than 20. In ELITE,
if multiple networks have the same set of inputs, only the best one will be in-
volved in ensemble. Furthermore, networks with accuracy lower than 50% are
removed from combination. As a result, the final ensemble size can be smaller
than 21.
After having performed the proposed stages of feature selection and TRUST-
TECH based optimal training, a family of optimal, yet diverse neural networks
are generated. The ensemble is constructed using a set of optimal linear com-
bination weights computed by solving the quadratic program, where the IPM
solver in the IPOPT package [170] is used as the local optimizer.
6.5.2 Experiments on the synthetic dataset
Experiments are first carried out on a 2-dimensional synthetic dataset. Themain
purpose is to visually demonstrate the diversity between different local opti-
mal neural networks that are computed in ELITE. This dataset is composed of
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200 points in the xy-plane that have been picked up randomly within the area
{(x, y)| − 1 < x < 1,−1 < y < 1} following the uniform distribution. Two class
labels are assigned to the samples following
c =

−1, x ≥ −y
+1, x < −y
, (6.22)
then a zero-mean Gaussian noise with a standard deviation of 0.2 is added to
corrupt the data. A half portion from each class is used for training, and the
remaining half is used for testing. The distribution of the synthetic dataset is
shown in Fig. 6.3(a). The neural network is composed of 4 nodes in the hid-
den layer. Since there are only 2 features in the dataset, feature selection is not
conducted.
Table 6.1 summarizes the performance of the local optimal neural networks
and their ensemble. We have the following observations:
(a) Local optimality and diversity: The initial local optimal network has
training error of 4% and testing error 11%. Its classification surface shown in
Fig. 6.3(b) indicates that it is slightly over-trained. The performance of differ-
ent tier-1 local optimal neural networks varies significantly, where the training
error varies from 2% to 41% and the testing error varies from 9% to 32%.
(b) Minimum MSE neural network: In terms of the objective function value
for the optimization problem (6.2), the best MSE is obtained by the 19-th net-
work, which is 0.08. However, although it achieves the best performance on the
training data with the classification error being 2%, this network is not the best
in terms of the testing performance, which is 15%. Its classification surface is
presented in Fig. 6.3(c), showing that this network is severely over-trained.
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Table 6.1: The results on the synthetic data
Network # 1 2 3 4 5 6 7 8 9 10 11
Training MSE 0.14 0.15 1.64 0.56 0.48 0.36 0.24 0.15 0.32 0.32 0.16
MSE Improvement - -7.1% -1071.43% -300% -242.86% -157.14% -71.43% -7.1% -128.57 -128.57% -14.28%
Training error 4% 4% 41% 14% 12% 9% 6% 4% 8% 8% 4%
Testing error 11% 15% 32% 15% 20% 11% 14% 10% 10% 11% 12%
Network # 12 13 14 15 16 17 18 19* 20 21 Ensemble
Training MSE 0.44 0.32 0.18 0.40 0.64 0.27 0.23 0.08 0.14 0.26 -
MSE Improvement -214.28% -128.57% -28.57% -185.71% -357.14% -92.86% -64.28% 75% 0% -85.71% -
Training error 11% 8% 5% 10% 16% 7% 7% 2% 5% 7% 7%
Testing error 9% 12% 22% 13% 18% 11% 16% 15% 11% 10% 10%
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(c) Improvements via ensemble: The ensemble enhances the generalization
performance of the learning model. It results in a good balance between the
classification errors on the training and testing datasets, which are 7% and 10%,
respectively.
Observation (c) can be further verified by observing its classification surface
as shown in Fig. 6.3(d). The classification surface is well structured and very
close to the ground-truth classification surface y = −x for the dataset before
being contaminated by the noise.
The capability of ELITE to generate a diverse population of neural networks
can also be verified by observing the classification surfaces for all the 20 tier-1
local optimal neural networks, as shown in Fig. 6.4. This figure reveals excel-
lent diversity among the local optimal neural networks found by ELITE, even
without feature selection. This experiment supports the strategy of ELITE to use
different local optimal neural networks as members for ensemble.
6.5.3 Experiments on the UCI benchmark datasets
To evaluate the performance on real data and to facilitate comparison with
other existing methods, ELITE has also been tested on the UCI benchmark
datasets [6]. 12 datasets for pattern classification have been used in the ex-
periment, which are summarized in Table 6.2. To evaluate the generalization
performance, 3-fold cross-validation (CV) is carried out on each dataset.
The number of hidden nodes for each dataset is shown in Table 6.3. This ta-
ble also summarizes the performance of the tier-1 local optimal neural networks
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The whole dataset
(a) The whole dataset
Training error=4.00%  Testing error=11.00%
(b) The initial network
Training error=2.00%  Testing error=15.00%
(c) Network with the best MSE
Training error=7.00%  Testing error=10.00%
(d) The ensemble
Figure 6.3: This figure presents the classification surfaces for the initial net-
work, the tier-1 minimum-MSE network and the final ensem-
ble.
obtained by the tier-1 TRUST-TECH search.
Feature selection is carried out on each tier-1 neural network, where the
threshold for determining the redundant features is set as p = 0.15 in (6.12). The
performance of neural networks without feature selections and with feature se-
lection is summarized in Table 6.3 and Table 6.4 respectively. It can be observed
that the generalization performance has been greatly improved through feature
selection due to a more compact network structure. For example, on average
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Training error=4.00%  Testing error=15.00%
(a) 2-nd network
Training error=41.00%  Testing error=32.00%
(b) 3-rd network
Training error=14.00%  Testing error=15.00%
(c) 4-th network
Training error=12.00%  Testing error=20.00%
(d) 5-th network
Training error=9.00%  Testing error=11.00%
(e) 6-th network
Training error=6.00%  Testing error=14.00%
(f) 7-th network
Training error=4.00%  Testing error=10.00%
(g) 8-th network
Training error=8.00%  Testing error=10.00%
(h) 9-th network
Training error=8.00%  Testing error=11.00%
(i) 10-th network
Training error=4.00%  Testing error=12.00%
(j) 11-th network
Training error=11.00%  Testing error=9.00%
(k) 12-th network
Training error=8.00%  Testing error=12.00%
(l) 13-th network
Training error=5.00%  Testing error=22.00%
(m) 14-th network
Training error=10.00%  Testing error=13.00%
(n) 15-th network
Training error=16.00%  Testing error=18.00%
(o) 16-th network
Training error=7.00%  Testing error=11.00%
(p) 17-th network
Training error=7.00%  Testing error=16.00%
(q) 18-th network
Training error=2.00%  Testing error=15.00%
(r) 19-th network
Training error=5.00%  Testing error=11.00%
(s) 20-th network
Training error=7.00%  Testing error=10.00%
(t) 21-th network
Figure 6.4: This figure depict the classification surfaces for the 20 local op-
timal networks obtained by tier-1 TRUST-TECH search. Diver-
sity of the classification surfaces is readily observed.
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Table 6.2: The datasets used in the experiments
Dataset Dataset Name Samples Features Classes
1 Breast Cancer 683 9 2
2 Clean 467 168 2
3 Diabetes 768 8 2
4 Glass 214 9 6
5 Ionosphere 351 33 2
6 Iris 150 4 3
7 MAGIC 19020 11 2
8 Segmentation 210 19 7
9 Sonar 208 60 2
10 SPECTF 80 44 2
11 Statlog (Heart) 270 13 2
12 Wine 178 13 3
37.00% features have been eliminated from the Breast cancer dataset and the
classification error is increased from 0.08% to 0.76% on the training set, while
the testing error is decreased from 4.96% to 3.24%. For the SPECTF dataset, the
procedure of feature selection have removed 35.45% features, and yet the train-
ing error is maintained at 0.0% while the testing error is reduced from 28.94% to
19.99%.
Table 6.5 summarizes the performance of the resultant ensemble. By the
performance summarized in Table 6.4 and 6.5, it follows that the improvement
on performance made by Stage IV of ELITE is quite significant. For example,
for the Breast cancer dataset, the classification error on the testing set is reduced
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Table 6.3: Performance of the tier-1 min MSE neural networks
Dataset
Hidden Training error Testing error
nodes µTr σTr µT s σT s
1 6 0.08% 0.08% 4.96% 0.12%
2 10 0.13% 0.02% 9.67% 0.73%
3 6 13.13% 0.66% 27.04% 0.27%
4 6 18.17% 2.73% 44.14% 1.29%
5 10 0.0% 0.0% 10.13% 0.96%
6 4 0.20% 0.45% 5.39% 1.14%
7 9 12.21% 0.07% 13.23% 0.09%
8 8 1.47% 0.62% 14.57% 0.29%
9 10 0.0% 0.0% 23.87% 0.29%
10 6 0.0% 0.0% 28.94% 1.30%
11 8 2.31% 1.24% 23.20% 0.63%
12 4 0.0% 0.0% 5.46% 0.77%
µ, σ: the mean and standard deviation, respectively
from 3.24% to 1.44%. For theWine dataset, the improvement is more significant,
with the testing error being decreased from 4.84% to 0.19%.
Generally speaking, Stage IV of ELITE constructs a high-performance en-
semble by optimally ensembles a family of diverse and yet locally optimal neu-
ral networks built in Stage I through III of ELITE. For instance, it is observed
that, comparing the performance of the solo neural network obtained in the
stage I, the ensemble created using ELITE also reduces the standard deviation
σ of the classification error. For example, for the Iris dataset, σ of the testing
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Table 6.4: Performance of the input-pruned neural networks
Dataset
Feature set Training error Testing error
Size Reduction µTr σTr µT s σT s
1 5.67 37.00% 0.76% 0.11% 3.24% 0.09%
2 117.2 29.40% 0.10% 0.01% 9.43% 0.94%
3 5.87 26.62% 17.70% 0.57% 24.40% 0.23%
4 6.07 32.56% 30.28% 2.54% 42.85% 1.97%
5 19.07 42.21% 0.09% 0.05% 9.52% 0.68%
6 3.07 23.25% 0.45% 0.16% 2.78% 0.67%
7 6.13 44.27% 13.20% 0.07% 13.53% 0.08%
8 9.47 50.16% 2.18% 0.68% 11.11% 1.78%
9 36.87 38.55% 0.37% 0.11% 17.08% 0.74%
10 28.40 35.45% 0.0% 0.0% 19.99% 1.40%
11 8.33 35.92% 4.08% 1.15% 19.92% 0.59%
12 8.0 38.46% 0.0% 0.0% 4.84% 0.90%
error is 0.59% before using TRUST-TECH, which is increased to 1.14% for the
tier-1 best neural network and 0.67% after using the proposed feature selection
method. ELITE achieves a significant decrease on σ to 0.13%. The direct benefit
introduced by the reduced deviation is that sensitivity of the classifier’s per-
formance in initialization can be effectively suppressed. Hence, improvement
on both performance and robustness achieved by ELITE has been well demon-
strated.
Among all learning iterations involved in the numerical experiments on the
UCI datasets, it is found that the condition in the algorithm for computing en-
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Table 6.5: Performance of the ensemble
Dataset
Ensemble size Training error Testing error
µS z σS z µTr σTr µT s σT s
1 19.12 0.47 1.60% 0.15% 1.44% 0.07%
2 20.02 0.11 0.53% 0.25% 7.44% 0.32%
3 15.66 0.38 17.28% 0.43% 19.64% 0.16%
4 12.91 0.70 23.50% 1.10% 35.27% 0.60%
5 20.26 0.34 0.39% 0.11% 2.46% 0.48%
6 6.47 0.22 0.92% 0.25% 1.41% 0.13%
7 11.97 0.45 12.73% 0.05% 13.03% 0.08%
8 18.06 0.51 0.50% 0.14% 6.55% 0.11%
9 20.81 0.10 0.92% 0.19% 6.63% 0.22%
10 19.85 0.47 1.02% 0.28% 4.87% 0.17%
11 19.87 1.01 7.10% 2.69% 12.13% 2.26%
12 20.43 0.06 0.0% 0.0% 0.19% 0.11%
semble weights (i.e. min{λ1, · · · , λk} < σ) is satisfied for 57.3% of the cases. These
cases benefit from TRUST-TECH to acquire the optimal combination weights.
Finally, statistics regarding the ensemble size, that is, the number of neural
networks involved in the ensemble for each dataset is also presented in Table 6.5
(columns 2 and 3). For the convenience of comparison, Fig. 6.5 summarizes the
performance in different stages on each dataset. A consistent improvement of
the performance from each stage of ELITE can be readily observed.
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Figure 6.5: The performance in stages of ELITE. The mean, standard devi-
ation, range of the error are presented. The labels on x-axis
stand for the four stages: S1 for the base local optimal net-
work obtained in stage 1; S2 for tier-1 minimum-MSE neural
networks in stage 2; S3 for the optimal input-pruned neural
networks in stage 3; and S4 for the final ensemble in stage
4. Consistent improvement of the performance from stage to
stage can be readily observed.
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6.5.4 Comparison with other ensemble schemes
We next show the effectiveness of Stage IV of ELITE. To this end, the perfor-
mance of different ensemble schemes is compared. In the past, ensembles have
also been constructed using other two widely adopted schemes: the uniform
linear combination and majority voting. On the other hand, the optimal linear
combination scheme is employed in ELITE.
A comparison between the performance by these three ensemble schemes is
presented in Table 6.6. Using the performance by voting as the baseline, a com-
parison of the testing error by the three schemes is better visualized in Fig. 6.6.
We have the following observations based on the comparison:
Firstly, ELITE outperforms the other two schemes by using the TRUST-
TECH based optimal linear combination scheme. On all the datasets, the
scheme achieves testing performance better than both the uniform linear com-
bination and majority voting. The benefit of being computationally efficient
in finding optimal combination weights to construct high-quality ensembles
makes the proposed ELITE method a very favourable choice in practical ap-
plications.
Secondly, the uniform linear combination scheme is comparable with the
majority voting scheme. In fact, these two ensemble schemes share almost in-
distinguishable performance when they are used to combine the local optimal
neural networks learned in stages I through III of ELITE.
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Table 6.6: Comparison between different ensemble schemes
Dataset
ELITE Uniform weight Voting
ETr ET s ETr ET s ETr ET s
1 1.60% 1.44% 1.77% 1.99% 1.70% 1.84%
2 0.53% 7.44% 2.66% 11.19% 2.43% 10.82%
3 17.28% 19.64% 17.69% 21.28% 17.18% 21.46%
4 23.50% 35.27% 21.66% 35.94% 28.53% 37.59%
5 0.39% 2.46% 0.25% 5.09% 0.25% 5.10%
6 0.92% 1.41% 0.93% 2.11% 1.13% 1.63%
7 12.73% 13.03% 13.17% 13.52% 13.57% 13.77%
8 0.50% 6.55% 0.04% 7.45% 1.10% 7.41%
9 0.92% 6.63% 0.14% 10.84% 0.13% 10.84%
10 1.02% 4.87% 0.0% 11.00% 0.0% 10.31%
11 7.10% 12.13% 6.41% 15.01% 6.23% 14.79%
12 0.0% 0.19% 0.0% 0.89% 0.0% 0.59%
6.5.5 Diversity and accuracy
Relationship between the diversity and accuracy of the member networks in-
volved in ensemble is examined. In particular, the relationship exhibited in
ELITE is numerically studied. The diversity of a family of neural networks is
evaluated as the averaged double fault measure [99]:
div = 1 − 2
L(L − 1)
L−1∑
i=1
L∑
j=i+1
prob(ni fails, n j fails), (6.23)
where, ni and n j are the i-th and j-th member networks, respectively, and L is
the total number of member networks.
172
1 2 3 4 5 6 7 8 9 10 11 120
20
40
60
80
100
120
140
160
Dataset
Co
m
pa
ris
on
 o
f t
es
tin
g 
pe
rfo
rm
an
ce
 
 
ELITE
Uniform
Voting
Figure 6.6: Comparison of the testing error of three ensemble schemes.
The voting performance is used as the baseline for comparison.
A numerical test is carried out on the Sonar dataset. The following six fami-
lies of neural networks are produced:
(a) fully connected networks training by TRUST-TECH;
(b) fully connected networks with random initialization and trained by a local
optimizer without using TRUST-TECH;
(c) input-pruned and retrained networks generated from (a);
(d) input-pruned and retrained networks generated from (b);
(e) input-pruned networks (no retraining) generated from (a);
(f) input-pruned networks (no retraining) generated from (b).
Ensembles are constructed using the proposed optimal combination method
and their accuracy is evaluated.
The diversity and accuracy of these ensembles is shown in Table 6.7. We
have the following observations based on our numerical results:
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Table 6.7: Diversity and accuracy
Scheme
Diversity Training error Testing error
µdiv σdiv µTr σTr µT s σT s
a 0.902 0.007 0.48% 0.18% 10.26% 0.74%
b 0.886 0.008 0.13% 0.09% 12.60% 0.56%
c 0.921 0.007 0.92% 0.19% 6.63% 0.22%
d 0.884 0.004 0.93% 0.21% 10.95% 0.90%
e 0.869 0.009 9.85% 0.39% 13.32% 0.68%
f 0.867 0.003 9.04% 0.87% 14.35% 0.58%
(i) The diversity measure is highly correlated with the ensemble accuracy.
In other words, a higher diversity is associated with a better ensemble perfor-
mance.
(ii) Input-pruned neural networks without retraining lead to in the worst-
performed ensemble for both scenarios with and without using TRUST-TECH.
(iii) Retraining the input-pruned networks can improve the ensemble per-
formance, which also outperforms the ensemble using networks without input-
pruning.
(iv) Using TRUST-TECH in schemes (a), (c) and (e) results better perfor-
mance than schemes (b), (d) and (f), respectively.
(v) The proposed ELITE method, corresponding to the scheme (c), achieves
the best ensemble performance among the six situations. This validates effec-
tiveness of the four-stage TRUST-TECH based procedures in ELITE.
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6.5.6 Performance with hidden layer size
In this experiment, the influence of the hidden layer size of member networks
over the ensemble performance is studied. This study is carried out on the Sonar
data, and the hidden layer size is varied between 2 to 11. Since the hidden layer
size is fixed, only stage II through stage IV of the proposed method is involved
in constructing the ensembles.
Both the training error and testing error with different number of hidden
nodes are shown in Fig. 6.7. It can be observed that as the number of hidden
nodes increases, the ensemble performance improves accordingly. In addition,
when the hidden layer size is larger than 5, the improvement of the ensemble
performance becomes saturated, although slightly improved. Finally, it can be
observed that the performance reaches an optimal condition when the hidden
nodes is 10. It should be noted that this optimal condition comes with a cost,
that is, more computational efforts in the tier-1 searches of Stage II and III.
6.5.7 Comparison with existing methods
Finally, the performance of ELITE is compared with six existing methods whose
performance were also reported on (part of) the same datasets as those used in
this chapter:
• SVM: The support vector machine (SVM) using linear kernel that is imple-
mented in LibSVM [54].
• TRUST-TECH in [37]: Our previous work reported in [37], where a multi-
tier TRUST-TECH searchwas used for optimally training neural networks.
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Figure 6.7: Training error and testing error with different number of nodes
in the hidden layer. Both the training error and testing error
reach their local optimal solutions when the number of hidden
nodes is 10.
• CNNE in [85]: A constructive algorithm for training cooperative neural
network ensembles.
• COOP in [64]: The cooperative co-evolutive approach for designing neural
network ensembles.
• Infinite ensemble in [113]: Infinite ensemble learning using SVMs. The best
performance of the ensembles constructed with different kernels that were
reported in [113] is considered for comparison.
• NLBP in [62]: Ensemble construction based on the use of nonlinear boost-
ing projection. The best performance ensemble of the neural network, the
C4.5 tree and SVM that had been reported is considered for comparison.
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Table 6.8: Comparison between ELITE and existing methods
Dataset ELITE SVM In [37] CNNE COOP In [113] NLBP
1 1.44% 3.89% 2.63% 1.10% 1.23% 3.11% 28.11%
2 7.44% 43.07% × × × × ×
3 19.64% 24.72% 20.58% 17.80% 19.69% 23.50% 23.72%
4 35.27% 31.38% × 24.60% 22.89% × 31.50%
5 2.46% 10.79% 6.54% × × 6.40% 4.96%
6 1.41% 4.18% 2.67% × × × 4.40%
7 13.03% 14.67% × × × × ×
8 6.55% 17.07% 7.40% × × × 3.04%
9 6.63% 40.38% 12.98% 14.36% 14.36% 14.70% 15.60%
10 4.87% 34.17% × × × × ×
11 12.13% 29.95% × 11.20% 11.96% 16.40% 18.44%
12 0.19% 5.69% 4.48% × × × ×
×: data not available
The comparison results are summarized in Table 6.8. For the convenience of
comparison, the best performance on each dataset is highlighted. It can be seen
that ELITE achieves the best performance on 7 datasets. On the other 5 datasets,
the performance of the ensemble constructed by ELITE is also comparable with
the best performance.
Numerical results in this section have shown the effectiveness of ELITE in
constructing high-quality neural network ensembles. Specifically, the diversity
of the member networks and accuracy of the constructed ensemble have been
achieved with the proposed procedures. Hence, ELITE is promising and can be
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a competing choice in practical applications.
6.6 Summary
In this work, we have developed a methodology, termed ELITE for constructing
high-quality neural network ensembles. ELITE is designed to address the two
challenging issues in the area of machine learning using ANNs: the issue of net-
work architecture selection and the issue of optimal weight training. There are
four stages in ELITE in which a seed neural network is first constructed (Stage
I), followed by a family of member neural networks (Stage II), each of which
is optimally pruned (Stage III), and the optimal ensemble is achieved at Stage
IV. Several design tasks in ELITE is formulated as optimization problems and
solved by the TRUST-TECH method, which provides a systematic and deter-
ministic way to escape from a local optimal solution and to approach multiple
local optimal solutions
Distinguished features of ELITE include the following:
1) Diversity: Ensemble members of ELITE are distinct optimal neural net-
works with different optimally-pruned inputs. These members are generated
using the proposed saliency based feature selection method. In this manner,
diversity of the ensemble members can be achieved.
2) Accuracy: In ELITE, accuracy of the ensemble members is achieved via
selecting high-quality neural networks from multiple local optimal solutions
obtained by the TRUST-TECH based training method.
3) Optimality: Optimality of the ensemble in ELITE is achieved by optimally
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combining a set of optimal, input-pruned member networks. Specifically, op-
timality of the member neural networks is attained by using a TRUST-TECH
based training method, and by achieving optimality of the combination weights
is achieved via solving the associated non-convex quadratic optimization prob-
lem using TRUST-TECH and a local optimizer, IPM.
The performance of ELITE was compared with other six methods whose
performance has been reported in the literature on the same datasets. Of a total
of 12 datasets, ELITE achieves the best performance on 7 datasets, while, on the
other 5 datasets its performance is also comparable with the best one. Extensive
numerical results conducted thus far have shown the effectiveness of the ELITE
method in constructing high-quality neural network ensembles. Hence, ELITE
is promising and can be a favourable choice in practical applications.
Further work on improving the generalization performance of the ensemble
constructed by ELITE is desirable. Efforts on the following two aspects may
prove fruitful:
1) Network weight pruning: In this chapter, feature selection has been imple-
mented as input node pruning. However, the obtained input-pruned neural
network is still fully connected between the layers. Hence, there might still be
considerable redundancy in network connection. Additional weight pruning to
further reduce the network complexity so as to improve diversity of themember
networks is desirable.
2) Multi-objective neural network design: The task of network weight training
and feature selection have been solved separately. In fact, objectives of these
two tasks are generally competing, and it is more suitable to solve them simul-
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taneously. To this end, the neural network designmethod can be formulated as a
multi-objective optimization problem and solved by an extended TRUST-TECH
method. The development of TRUST-TECH based multi-objective optimization
methodology is our another future work.
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CHAPTER 7
ELITE-STLF: SHORT-TERM LOAD FORECASTING USING ELITE
7.1 Introduction
Load forecasting is a key component of the daily operation and planning of an
electric utility. Forecasts are needed for a variety of activities such as generation
scheduling, scheduling of fuel purchase, maintenance scheduling and security
analysis [141]. In terms of time stamping, load forecasts required by the power
industry can range from short term (a few minutes [27], hours [153], or days
ahead [7, 138]) to long term (up to 20 years ahead) [68]. Short-term load forecasting
(STLF), in particular, has become increasingly important since the rise of the
competitive energy market [78].
Economic and efficient operation of power systems requires accurate load
forecasting in order to close track the system load by the system generation at
all times. The forecasting error can result in significantly increased operating
costs. Under-prediction of load will result in a failure to provide the necessary
reserves which will translate to higher costs due to the use of expensive peaking
units. Over-prediction of load, on the other hand, will involve the start-up of
too many generation units and result in an unnecessary increase in reserves
and hence operating costs. In the year 1985, it was estimated that a one-percent
increase in the forecasting error was associated with an increase in the operating
cost of ten million pounds per year for the British power system [71]. Because
of its economic impact, short term load forecasting has become one of the major
research areas in electric power engineering.
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Accurate load forecasting, however, is a difficult task. First, it is because the
load series is complex and exhibits several levels of seasonality. Secondly, it is
because there are many important factors, specially weather-related ones, that
must be considered in the forecasts [78]. Relationship between these factors and
the load forecast has been found to be highly nonlinear. Researches showed
that it is relatively easy to construct a forecaster with performance being about
10% in terms of the mean absolute percent error (MAPE); however, the costs of
the error are too high to be acceptable. Electric utilities require a much tighter
operations load forecast performance. For example, Electric Reliability Council
of Texas (ERCOT) requires that the monthly averagedMAPE for day ahead load
forecasts be less than 4%.
A wide variety of models have been proposed for load forecasting in the last
three decades owing to its importance. Time series analysis based approaches
had been tried with varying degrees of success, such as autoregressive mod-
els (ARMA [82] and ARMAX [179]), Kalman filtering [84, 137], optimization
techniques [187], non-parametric regression [28], and linear regression [75, 158].
These models are basically linear analysis and they lack the capability to model
the underlying complex and nonlinear relationship between the load and the
factors influencing the load. Therefore, new forecasting models, mainly artifi-
cial intelligence techniques, have been recently introduced to solving the load
forecasting problem. Among these techniques, expert systems [80, 97, 140],
fuzzy inference [127], fuzzy-neural models [47, 96, 97, 112, 151] and support
vector machines [29, 55] have been tried out. However, the models that have re-
ceived the largest share of attention are undoubtedly artificial neural networks
(ANNs) [9, 44, 106, 117, 124, 135, 136, 166, 185]. It seems that ANN-based fore-
casting systems have been well accepted in practice and are used by many util-
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ities [94, 95]. Nevertheless, reviews of ANN-based forecasting systems have
concluded that they are promising but much work still needs to be done before
they are accepted as established forecasting techniques [16, 188].
This chapter focuses on short-term load forecasting, in particular on forecast-
ing a day-ahead load profile, which means that 24 load forecasts are computed
for each day of the week. To develop such a forecasting system, we employ the
ELITE methodology presented in Chapter 6 to construct two neural network
ensembles to forecast the full load profile and the differential load profile, re-
spectively. Outputs of these ensembles are then combined to get the desired
forecast of the load profile in the next day. In order to better initialize the mem-
ber neural networks involved in the ensembles, a TRUST-TECH based hybrid
framework is first introduced. Under this framework, a TRUST-TECH based
evolutionary programming (TT-EP) is developed to acquire neural network pa-
rameters in promising areas of the search space. The constructed forecaster has
been tested on utility production data and the numerical results show that a
promising performance with the MAPE being 1.88% is achieved, which outper-
forms other four popular models with a noticeable performance margin ranging
from 55.8% to 139.36%.
7.2 TRUST-TECH Based Hybrid Framework
Existing optimization methods can be categorized into local and globalmethods.
Local optimization methods, such as the back-propagation (BP) algorithm [88],
scaled conjugate gradient (SCG) method [98] and Levenberg-Marquardt (LM) algo-
rithm [70], have received significant attention. Although these local methods
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(a) Traditional framework
(b) Proposed framework
Figure 7.1: Comparison between different frameworks. Including TRUST-
TECH in the proposed framework results in a better coopera-
tion between local and global methods.
are relatively effective in terms of computational requirements, they can only
attain a local optimal solution close to the initial condition. This local optimal
solution is usually not the best in the search space. On the other hand, global
methods such as simulated annealing (SA) [118], Tabu search [184], ant colony op-
timization [156], evolutionary programming (EP) [63] and particle swarm optimiza-
tion (PSO) [90] can identify promising regions of the search space, but they are
stochastic in nature and computationally expensive. Combined local and global
methods are popular in practical applications (Fig. 7.1(a)) [24, 49, 105]. How-
ever, traditional approaches can still find local optimal solutions close to the
initial points provided by the global method. It is likely that better local optimal
solutions can be found in the vicinity of the obtained local optimal solutions
(Fig. 7.2(a)).
This section presents a TRUST-TECH based hybrid framework, where exist-
ing local and global methods can be bridged in a better manner. Taking advan-
tage of deterministic and systematic features TRUST-TECH, an effective plat-
form is introduced to cooperate with existing local and global methods. This
cooperation starts with a global method to obtain promising regions; then, mul-
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tiple local optimal solutions are computed by efficiently examining neighbour-
ing subspaces using TRUST-TECH with robust and fast local methods. In this
way, high-quality local optimal solutions or the global optimal solution can be
secured (Fig. 7.2(b)).
7.2.1 The hybrid framework
The TRUST-TECH methodology computes multiple local optimal solutions in
a tier-by-tier manner. If the initial local optimal solution is far away from the
global optimal solution, however, the number of search tiers can be large. On
the other hand, although global methods are notoriously inefficient in finding
good approximates to the global optimal solution, they are good at finding
promising regions. Effectively incorporating the strength of existing methods
and that of TRUST-TECHmotivates us to develop the proposed framework.
Structure of the TRUST-TECH based hybrid framework is shown in Fig. 7.3.
Specifically, two stages are included in this framework. The first stage is to per-
form a global search using a global method and the target is to obtain promising
regions. Since it is not used solely to compute the global optimal solution, the
number of iterations required by the global method can be significantly reduced.
As a result, scalability of the global method can be improved. In the second
stage, promising regions and their neighbouring subspaces are effectively ex-
amined using TRUST-TECH with robust and fast local methods. Multiple local
optimal solutions in the promising regions are computed in a tier-by-tier man-
ner. From these local optimal solutions, high-quality local optimal solutions or
the global optimum can be obtained.
185
(a) Traditional approach (b) TRUST-TECH based approach
Figure 7.2: The traditional global + local approach lacks the capability for
fine-tuning, but better solutions can usually be found in the
vicinity, as illustrated in (a) where x∗ is the global minimum.
Empowered with the stability region based dynamical phase,
the TRUST-TECH based approach possesses the capability to
access neighbourhood local optimal solutions via a tier-by-tier
search, thus those better solutions will not be missed, as illus-
trated in (b).
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Figure 7.3: Detailed structure of the TRUST-TECH based hybrid frame-
work. In this framework, TRUST-TECH provides an effective
platform to better cooperate existing local and global methods.
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Features of the proposed framework include: 1) it can provide an effective
platform for cooperating local and global methods by enabling traditional meth-
ods to zoom-in promising regions to find high-quality local optimal solutions;
2) it allows a flexibility of choosing different local and global methods to tackle
different problems effectively.
7.2.2 Evolutionary programming
Research efforts on developing computational models have been rapidly grow-
ing in recent decades. Amongst the several ways of developing effective com-
putational models, evolutionary computation has become very popular. The
evolutionary computational models [60] use well-studied computational mod-
els of evolutionary processes as key elements. There are a variety of such mod-
els that have been proposed and studied which we will refer to as evolutionary
algorithms (EAs). In simple terms, they simulate the process of evolution of indi-
vidual components via processes of selection and reproduction. These processes
depend on the fitness of individuals as defined by an environment. Evolution-
ary algorithms maintain a population of individuals that evolve according to
rules of selection and other genetic operators, such as recombination and muta-
tion. Each individual in the population receives a measure of its fitness in the
environment. Of all these operations mentioned above, selection is themain one
that can exploit the available fitness information and mainly considers those in-
dividuals with high fitness values. Recombination and mutation perturb these
individuals, providing general search strategies and heuristics for exploring the
solution space.
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These evolutionary algorithms are sufficiently complex to provide robust
and powerful adaptive search mechanisms, especially when the number of local
optimal solutions grow exponentially with the problem dimension. Meanwhile,
since no gradient information is required, this category of methods is also gen-
erally easy to implement. As a consequence, evolutionary algorithms have been
widely used to tackle different tasks in learning neural networks [5, 63, 67, 134].
An in-depth review of different combinations between neural networks and
evolutionary algorithms can be found in [181].
Among the category of evolutionary algorithms, the evolutionary program-
ming (EP) and evolutionary strategy (ES) are particularly well-suited for treat-
ing continuous optimization. Unlike genetic algorithms (GA), the primary search
operator in EP and ES is mutation. One of the major advantage of using
mutation-based evolutionary algorithms is that they can reduce the negative
impact brought by the permutation problem [181]. Therefore, the evolutionary
process can be more efficient in these two algorithms.
In this chapter, the evolutionary programming will be the global method
considered in realizing the TRUST-TECH based hybrid framework. The generic
algorithm for an EP algorithm includes the following steps for neural network
training:
Step 1) Initialization: Generate an initial population of P individuals with
random values, and set the iteration counter to be k = 1. Each individual is
a pair of real valued vectors (xi, vi), ∀i ∈ {1, · · · , P}, where xi ∈ Rn are vectors
of network weights and biases, and vi ∈ Rn are vectors of variance for Gaussian
mutations. Therefore, each individual corresponds to a neural network with the
same structure.
189
Step 2) Generating the offspring: At the t-th iteration, each individual in the
population (xi, vi),∀i ∈ {1, · · · , P}, produces a single offspring (x′i , v′i) via the fol-
lowing computations:
v′i( j) = vi( j) · exp(τ1N(0, 1) + τ2N j(0, 1))
x′i( j) = xi( j) + v′i( j) · N j(0, 1)
, (7.1)
where, j = 1, · · · , n, xi( j), x′i( j), vi( j) and v′i( j) denote the j-th components of the
vectors xi, x
′
i , vi and v
′
i , respectively. N(0, 1) denotes a normally distributed one-
dimensional random number with mean 0.0 and variance 1.0. N j(0, 1) indicates
that the random number is generated anew for each value of j. τ1 and τ2 are
constants, which are commonly set to be
(√
2n
)−1 and (
√
2
√
n
)−1
, respectively.
Step 3) Fitness evaluation: Determine the fitness of every individual in the
population, including all parents and their offspring. In other words, the train-
ing data is applied to each neural network corresponding to the individuals and
the training performance is evaluated.
Step 4) Updating the population: Conduct a pairwise comparison over the
union of parents (xi, vi) and their offspring (x′i , v′i), ∀i ∈ {1, · · · , P}. For each indi-
vidual, q opponents are chosen uniformly at random from all parents and their
offspring. In each comparison, if the individual’s fitness is no smaller than that
of the chosen opponents, it receives a win. Select P individuals out of (xi, vi) and
(x′i , v′i), ∀i ∈ {1, · · · , P}, that have the most wins to form the next generation.
Step 5) Checking the stopping criterion: Stop the whole evolutionary process if
the stopping criterion is satisfied; otherwise, increment the iteration counter to
k = k + 1 and go to Step 2) to start a new evolutionary iteration.
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7.2.3 The TT-EP method
Generally, a large number of generations are required in order for an EP with
a reasonable population size to converge to good solutions. Therefore, training
neural networks using evolutionary programming solely can be very time con-
suming and not effective. However, as a global method, one advantage of EP
is its ability to find promising regions containing high quality solutions. Using
EP as a good initializer to identify promising regions in the high-dimensional
search space, TRUST-TECH canworkwith local optimizers to efficiently explore
these regions for high-quality solutions. In this manner, EP can be applied only
for a significantly small number of iterations and it is not required to converge
to the solutions.
Therefore, following the proposed hybrid framework, a TRUST-TECH en-
hanced EP (TT-EP) training method can be developed, which is described in
detail as follows.
The TRUST-TECH enhanced EP training method
Input: the population size P, τ1 and τ2 for EP, and the maximal number of
TRUST-TECH search tiers Tm.
Output: an optimal weight vector x∗ and a set Xs of local optimal solutions.
Initialization: initialize the EP population and set Xs = ∅.
Algorithm:
1) Carry out the standard EP algorithm on the population.
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2) Choose I best individuals {x1, · · · , xI} from the population.
3) for i = 1 : I, do
◦ Using xi as the initial point, retrain the neural network by a local
method, such as BP, until convergence and get the local optimum xs.
◦ Using xs as the initial local optimum, carry out multi-tier TRUST-
TECH search to get a set of local optimal solutions {xs1, · · · , xsk}.
◦ Xs = Xs ∪ {xs1, · · · , xsk}
4) Determine the optimal weight vector:
x∗ = arg minx{ f (x)|x ∈ Xs}
7.3 The ELITE-STLF System
7.3.1 System structure
In this section, a system for short-term load forecasting, called ELITE-STLF,
is developed using the ELITE method presented in Chapter 6 and the TT-EP
method described in Section 7.2. The structure of the ELITE-STLF system is
shown in Fig. 7.4. ELITE-STLF has a similar structure as that of ANNSTLF (gen-
eration 3) which is reported in [95], since both systems are composed of two
sub-forecasters. The first sub-forecaster predicts the 24-hour load curve, and
the second one predicts the change of the load curve with respect to the load
curve of the previous day. The ELITE-STLF system differentiates itself from the
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Figure 7.4: This figure depicts the ELITE-STLF system for short-term load
forecasting, where two forecasters are constructed and their
outputs are combined. One forecaster predicts the next-day 24-
hour load curve, while the other forecasts the 24-hour next-day
change of the load with respect to the previous day.
ANNSTLF system in that each sub-forecaster is an ensemble of neural networks
constructed using the ELITE method.
As is shown in Fig. 7.4, the ELITE-STLF system consists of three modules,
including two ANN ensemble load forecasters and a linear combiner. Both load
forecasters receive the same set of inputs and produce a load forecast for the
same day, but they utilize different strategies to implement the forecast. The
function of the combination module is to mix the two forecasts to generate the
final forecast with improved accuracy.
The difference between the two sub-forecaster is in their outputs. The first
ensemble forecaster is trained to predict the regular (full) load of the next day,
that is, the 24 outputs are the forecasts of the hourly loads of the next day. This
sub-forecaster is referred to as the Full Load Forecaster (FLF). On the other hand,
the second ensemble forecaster predicts the difference in hourly loads from the
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previous day to the forecasting day. This forecaster is named Differential Load
Forecaster (DLF). Hence, the outputs of the two sub-forecasters are (the subscript
k denotes the forecasting day):
• FLF: ˆLFk (1), ˆLFk (2), · · · , ˆLFk (24).
• DLF: ∆ ˆLDk (1),∆ ˆLDk (2), · · · ,∆ ˆLDk (24), where ∆ ˆLDk (i) = ˆLDk (i) − ˆLDk−1(i) is the dif-
ference of the i-th hour load from day k − 1 to the forecasting day k.
To get full load forecasts from the DLF, the outputs of the DLFmodule are added
to the loads of previous day, that is,
ˆLDk (i) = ∆ ˆLDk (i) + ˆLDk−1(i) (7.2)
The two sub-forecasters complement each other because the FLF empha-
sizes regular load patterns whereas the DLF puts stronger emphasis on pre-
vious day’s load pattern. Combining these two separate forecasts will result in
improved performance. This is especially true for cases of sudden load changes
caused by weather fronts. The FLF has a tendency to respond slowly to rapid
changes in loads. On the other hand, since the DLF takes previous day’s loads
as the basis and predicts the differences in loads, it has a faster response to a
changing situation. Patterns of the full and differential loads are illustrated in
Fig. 7.5 for a week period from January 07, 2002 to January 13, 2002. It can be
observed from Fig. 7.5(a) that the full load profile is much smoother and shows
a daily periodic pattern. In contrast, the differential load profile between two
consecutive days is irregular and shows no periodicity, as shown in Fig. 7.5(b).
Taking advantage of the complimentary performance of the two sub-
forecasters, the system forecast for each hour is obtained by a linear combination
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Figure 7.5: Weekly load and difference profiles. The first figure shows the
weekly load profile during 2002/01/07 to 2002/01/13. The
second figure shows the hour-wise load change from previous
day.
of the FLF and DLF outputs as:
ˆLk(i) = α ˆLFk (i) + β ˆLDk (i) (7.3)
The coefficients α and β can be constant or can be adaptively learned to max-
imize the system performance. In the current implementation of ELITE-STLF,
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the values of α and β are constant and set to α = β = 0.5. In other words, the
system forecast is the averaged output of the FLF and DLF outputs.
7.3.2 Constructing sub-forecasters
Both FLF and DLF have the same topology and are constructed through the
same procedure. The procedure to construct an ensemble forecaster is shown
in 7.6. Two stages are involved in learning a sub-forecaster, that is, the TT-EP
stage to compute promising points and the ELITE stage to build the ensemble.
Figure 7.6: The process to construct sub-forecasters. There are two stages,
TT-EP and ELITE, involved in constructing each of the two sub-
forecasters of ELITE-STLF.
The first stage is TT-EP. The purpose of this stage is to take advantage of
global search methods to find promising points in the search space. The TT-EP is
performed on the neural network weights. Therefore, each individual in the EP
population corresponds to a neural network with the same structure (number
of inputs, outputs, layers and hidden nodes) but different weight values.
The main reason for choosing EP, instead of other evolutionary algorithms
such as PSO, is that its final population tends not to converge to the same best
solution. In other words, the solution points obtained by EP tend to be dis-
tributed in different promising areas. This will contribute to the member diver-
sity for ensemble.
The second stage is ELITE. It is known that ensemble offers an effective way
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to alleviate the burden of tuning the parameters of a single ANN and usually
results in improved generalization capability. Using the promising points pro-
duced by TT-EP, ELITE is performed to obtain optimally prune member net-
works. Then optimal combination weights are calculated and used to construct
the ensemble forecaster. In this way, high-quality ensembles can be obtained to
serve as accurate FLF and DLF forecasters.
7.4 Numerical Study
In this section, the proposed ELITE-STLF method will be applied for day-ahead
load forecasting on a set of practical utility data. The testing result reveals that
ELITE-STLF can achieve a performance with MAPE being 1.88%, which shows
that ELITE-STLF is a promising forecaster for practical use. The experimental
set-up and results are described in the remaining part.
7.4.1 The dataset
The load and temperature data provided by PJM is used to test the proposed
ELITE-STLF method. The data ranges from 00:00, January 1, 2000 to 23:00, June
19, 2002, covering two and half years. Measurement is taken at each clock, hence
there are 24 load and temperature data points for each day. Data for the first
two years (from 00:00, January 1, 2000 to 23:00, December 31, 2001) is used for
training, and the data for the remaining half year (from 00:00, January 2002 to
23:00, June 19, 2002) is used for testing.
Let the k-th day be the forecasting day. The data vector input to the ELITE-
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STLF system, which is of 108 dimensions, is organized as follows:
• Load data: The load data consists of the 24-hour load data of the previous
day ((k − 1)-th day), the day before the previous day ((k − 2)-th day), and
the same day in the last week ((k − 7)-th day). Hence, the load data is
72-dimensional.
• Temperature data: The temperature data consists of the minimal, maximal
and average temperature of the (k− 1)-, (k− 2)- and (k− 7)-th days, and the
forecasting 24-hour temperature of the k-th day. The temperature data is
of 33 dimensions.
• Misc data: The misc data consists of the weekday index. This weekday
index is encoded in 3 bits, ranging from 001 to 111. Themain consideration
to employ this scheme is that the probability of 0 and 1 for each input
is roughly balanced in this way. In contrast, for the 7-bit scheme used
by the existing methods, the presence of 0 and 1 in each bit is severely
unbalanced.
• Holidays: In the current implementation, holidays are treated as weekends.
Weekdays before and after non-weekend holidays will be treated as Friday
and Monday, accordingly.
The output of the forecaster is a 24-dimension vector corresponding to the load
profile in the forecasting day.
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7.4.2 Experimental setup
The ELITE-STLF forecaster has been implemented using MATLAB. Two layer
feed-forward neural networks are used as the member network. The hyperbolic
tangent function is used as the transfer function in the hidden layer and the linear
function for the output layer. The size of the hidden layer is 36. In the evolution-
ary programming procedure for computing promising points, the population
size is 50 and the evolution is performed for 1000 generations. From the final
population, 20 best individuals are selected for feature selection and optimal
combination in ELITE. The scaled conjugate gradient method is used as the local
optimizer for weight training.
As preprocessing, every dataset (both the training and testing samples) is
linearly scaled (item-wise) via the following transformation before being used
to construct and test the forecaster:
x˜ = 2 × x − mintr
maxtr − mintr
− 1.0 (7.4)
where, mintr and maxtr are vectors of the minimum and the maximum values
for the training samples, respectively. In other words, the dynamic range of the
training data (both input and output) is linearly scaled to [−1.0, 1.0].
7.4.3 Results
The forecasting performance is represented by the mean absolute percent error
(MAPE)which is evaluated as follows:
MAPE =
|Forecasted load −Actual load|
Actual load
× 100% (7.5)
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Figure 7.7: The forecasting results for different weeks in two seasons. It is
obvious that the forecasting error happens mostly at the peak
load area on the load profile.
The actual and forecast load profiles for two weeks (the week of January
7, 2002 to January 13, 2002 and the week of June 10, 2002 to June 16, 2002) in
two seasons are shown in Fig. 7.7. A close match between the forecasts and the
actual loads can be observed, which shows the effectiveness of the ELITE-STLF
system.
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Table 7.1: The ELITE-STLF system forecasting performance summary.
Combining the FLF and DLF results in lower MAPE than both
sub-forecasters.
Full load Differential load System
forecaster forecaster forecasting
MAPE 1.95% 2.11% 1.88%
Table 7.2: The forecasting performance for daily special loads.
Daily peak Daily valley Daily mean
forecasting forecasting forecasting
MAPE 2.21% 1.08% 1.60%
The forecasting MAPE of the whole system and that of the full load fore-
caster and the differential load forecaster are summarized in Table 7.1. It is
shown that the MAPE by the full load forecaster alone is 1.95% and the MAPE
by the differential load forecaster is 2.11%. By combining the outputs of these
two sub-forecasters, the system-wise forecasting MAPE is reduced to 1.88%. In
other words, the combined forecaster outperforms both sub-forecasters, with
improvements being 3.59% and 10.90%, respectively.
The forecasting performance is also evaluated for daily special loads. Specif-
ically, the MAPEs associated with the daily peak, valley and averaged loads are
calculated and shown in Table 7.2. From this table, we can see that the largest
forecasting error happens at the peak load, with the MAPE being 2.21%. This
error is about 17.55% higher above the system MAPE. It can also be seen that
the forecaster performs quite well in following the daily valley and mean loads.
These observations can also be verified by inspecting the weekly load curves
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Table 7.3: The averaged forecasting performance for individual hours.
Hour 00:00 01:00 02:00 03:00 04:00 05:00
MAPE 0.69% 0.78% 0.94% 1.05% 1.19% 1.38%
Hour 06:00 07:00 08:00 09:00 10:00 11:00
MAPE 1.75% 1.87% 1.77% 1.81% 1.91% 2.02%
Hour 12:00 13:00 14:00 15:00 16:00 17:00
MAPE 2.14% 2.27% 2.43% 2.49% 2.52% 2.60%
Hour 18:00 19:00 20:00 21:00 22:00 23:00
MAPE 2.52% 2.40% 2.17% 2.08% 2.08% 2.19%
Table 7.4: The averaged forecasting error for individual weekdays.
Weekday MON TUE WED THU FRI SAT SUN
MAPE 2.05% 1.69% 1.67% 1.62% 1.60% 1.94% 2.59%
shown in Fig. 7.7 and the hour-wise performance summarized in Table 7.3.
Table 7.4 summarizes the forecasting performance for individual weekdays.
Based on this table, it can be seen that the forecaster performs better on normal
weekdays (Tuesday through Friday) than on weekends. Performance on Mon-
day is negatively affected by loads on Sunday. Such difference happens because
normal weekdays are mostly workdays and possess more regularity in terms
of electricity consumption. Further study is needed to improve the forecasting
accuracy for special days, including weekends and holidays.
The averaged forecasting performance in individual months is also evalu-
ated, which is summarized in Table 7.5. This table suggests that the forecasting
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Table 7.5: The averaged forecasting performance in individual months.
Month January February March April May June
MAPE 1.47% 1.52% 2.15% 1.85% 2.33% 1.93%
performance tends to degrade from month to month. The best performance is
seen in January, 2002, with the MAPE being 1.47%. This is due to that the fore-
caster is fixed once it has been constructed based on the historical data. Appar-
ently, the forecaster favours the time period close to the history data which has
been memorized by it. In order to prevent the performance from degrading, the
forecaster should be retrained every other week or month using the up-to-date
load and weather data.
7.4.4 Comparison with other methods
Four existing methods have also been implemented and applied to the same
dataset. These methods include:
1) The time series auto regressive moving average (ARMA)model [82];
2) The time series auto-regressive moving average with exogenous inputs (AR-
MAX)model [179];
3) The nonlinear autoregressive dynamic neural network with exogenous inputs
(NARX NN)method;
4) Support vector regression (SVR) using LibSVM [26].
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Table 7.6: Comparison of the performance with other methods.
Method ELITE ARMA ARMAX NARX NN SVR
MAPE 1.88% 2.93% 4.0% 4.50% 3.65%
Performance of these methods are evaluated and compared with ELITE-
STLF. The MAPEs achieved by these methods are summarized in Table 7.6. The
following observations can be obtained based on the comparison:
• The two autoregressive methods, ARMAX andNARX, have the worst per-
formance, with MAPEs being 4.0% and 4.5%, respectively. It is because
these models are basically linear analysis and they lack the capability to
model the underlying complex and nonlinear relationship between the
load the factors influencing the load.
• Compared with ARMAX and NARX, the SVR method achieves an im-
proved MAPE of 3.65%. This is because SVR is able to model nonlinear
relationships between the input and the output.
• The ELITE-STLF method outperforms all other methods on the dataset,
with a noticeable performance margin ranging from 55.8% to 139.36%.
This reveals that the underlying complicated nonlinear relationship be-
tween the load the factors influencing the load can be well modeled in the
proposed method.
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7.5 Summary
In this chapter, the ELITE method is applied to construct a high-performance
short-term load forecaster, called ELITE-STLF. Following the TRUST-TECH
based hybrid framework, the evolutionary programming is used in ELITE-STLF
to find promising points in the search space. The forecaster is tested using utility
production data and the result shows that a good performance with the MAPE
being 1.88% is achieved. This implies that ELITE-STLF is a very promising and
competitive option in practical implementations.
Further studies in the following aspects may prove fruitful:
1) Peak load correction. The results have indicated that most of the forecasting
error happens at the peak are on the daily load profile. In fact, daily peak loads
play the most important role for utilities in their planning of power generations.
In other word, further improvement is necessary and beneficial to enhance the
forecasting accuracy for the daily peak loads.
2) Output combination. The current ELITE-STLF gets the system output by
averaging the outputs of FLF and DLF. Introducing another module dedicated
to learn the combination weights could be beneficial. Specifically, this extra
module will receive the same input as other sub-forecasts. The output is also
24 dimension, corresponding to 24 combination weights. The output values for
training can be calculated by mean square error minimization or by L1 norm
minimization.
3) Adaptive learning. The current implementation of ELITE-STLF is trained
off-line. In other words, the structure and parameters are fixed once the fore-
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caster has been constructed using the historical data. An adaptive and online
learning mechanism should be introduced into ELITE-STLF such that new data
can be involved in the learning process constantly. In this way, the long-term
performance of the forecaster can be further improved.
4) Wind forecasting. Wind power is anticipated to increase steadily as the de-
mand raised for clean and renewable energy. An accurate wind forecasting is
indispensable once the wind power becomes a non-negligible portion to the to-
tal generation. As a new application area, the ELITE method could also be a
promising technique for wind or wind power forecasting. Such wind forecaster
could also be integrated into ELITE-STLF to further improve the load forecast-
ing accuracy.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
This chapter concludes our discussion and highlights the most important
contributions of this thesis. It also discusses future research directions that could
further extend TRUST-TECH’s capability to attack a broader range of optimiza-
tion problems.
8.1 Conclusion
This work extends the TRUST-TECH methodology by incorporating new an-
alytical results, developing new solution methods and solving new problems
in practical applications. We have demonstrated the applicability and effec-
tiveness of these methods for practical and high-dimensional nonlinear opti-
mization problems. The central idea behind these methods is to transform the
original optimization problem into a dynamical system with certain properties
and to obtain more useful information about the nonlinear surface via analysing
dynamical and topological properties of the dynamical system.
In Chapter 2, we studied relationships between a gradient dynamical sys-
tem and its associated quasi-gradient variant and revealed the invariance of
partial stability region in the quasi-gradient system. Via these analyses, we an-
swered the question regarding invariant convergence for a special class of nu-
merical operations whose dynamical behaviour can be characterized by a quasi-
gradient dynamic system. Based on these analytical results, we also developed
algorithms for checking and preserving invariant convergence of the trajectory
starting from a given point in the quasi-gradient system.
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This work also developed new solution methods to enhance TRUST-TECH’s
capability of solving constrained nonlinear optimization problems. In Chap-
ter 3, we first developed TRUST-TECH based methods for feasibility computa-
tion and restoration. Compared with unconstrained problems, the existence of
nonlinear constraints in constrained problems make the optimization taskmuch
more complicated. Analysing feasibility of the problem and attaining a feasi-
ble solution is usually the first step in solving a constrained optimization prob-
lem. Indeed, a unified framework based on the TRUST-TECHmethodology has
been proposed for analysing feasibility and infeasibility of nonlinear problems.
These methods were applied to power system applications, including power
flow computation and feasibility restoration for infeasible OPF problems, with
promising results on large systems.
Local methods are usually deterministic and computationally efficient in at-
taining a local optimal solution. Cooperation of TRUST-TECHwith local meth-
ods will result in effective methods for global optimization of constraint non-
linear programs. Following this spirit, Chapter 4 developed the TRUST-TECH
based interior point method (TT-IPM). In Chapter 4, the reduced projected gradient
method was also developed to solve nonlinear optimization problems with a
two-phase strategy. The TT-IPM method was used to solve mixed-integer non-
linear programs (MINLPs) in Chapter 5 with interesting results.
In Chapter 6, we developed the ensemble of optimal, input-pruned neural net-
works using TRUST-TECH (ELITE) method for constructing high-quality neural
network ensembles. Optimization problems involved in ensemble, including
optimal training, diversity improving and optimal combination, are effectively
solved using TRUST-TECH based methods. The ELITE method was then ap-
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plied to build a short-term load forecaster in Chapter 7. The constructed fore-
caster, named ELITE-STLF, outperforms several existing methods when applied
on a utility provided production dataset.
8.2 Future Work
As future efforts, the TRUST-TECH methodology could be generalized in the
following aspects with even far-reaching influence in the optimization field and
be empowered with the ability to attack a broader range of optimization prob-
lems.
Firstly, the TRUST-TECH methodology could be applied to solve the class
of multi-objective optimization problems. The algorithms developed in this
work are mainly focused on optimization problems with single objective. In
fact, many optimization problems in various fields require to optimize multiple
objectives at the same time. Solving these optimization problems is the task of
multi-objective optimization. In the mono-objective optimization scenario, we
generally can obtain a single (local) optimal solution since the objective space is
naturally ordered. For multi-objective programs (MOPs), however, the objective
space becomes multi-dimensional and there is no natural ordering because it is
only partially ordered. Hence, we generally can get a set of solutions (the Pareto
optimal set) to an MOP such that each solution is not worse (inferior) than any
other solutions. In addition, for nonlinear MOPs, there could exist multiple lo-
cal Pareto optimal sets. TRUST-TECH could be a promising technique used to
develop methods to compute multiple solutions lying on a Pareto optimal set
and to find multiple Pareto optimal sets for nonlinear MOPs.
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Secondly, the spirit rooted in the TRUST-TECH methodology could also be
generalized into infinite- dimensional spaces and be used to solve optimization
problems defined in these spaces. It needs to be noticed that analyses and meth-
ods related to the current TRUST-TECHmethodology concern exclusively about
optimization problems defined in finite-dimensional vector spaces and charac-
terized by ordinary calculus. In contrast, variational optimization, or calculus
of variations, is a field of mathematics that deals with functionals, as opposed to
ordinary calculus which deals with functions. These functionals can, for exam-
ple, be formed as integrals involving an unknown function and its derivatives.
The interest is in extremal functions which make the functional attain a max-
imum or minimum value or stationary functions where the rate of change of
the functional is precisely zero. Many applications, such as image segmentation
and restoration and optimal control problems, can be modelled as variational
optimization problems. In order to tackle this class of problems, the theoretical
foundation of the TRUST-TECHmethodology, that is, characterization of stabil-
ity regions of nonlinear dynamical systems needs first to be generalized to more
general spaces where variational problems can be defined. One type of such
spaces of interest is the class of Banach spaces. Then, based on such generaliza-
tion, TRUST-TECH based methods could be developed in these spaces to solve
variational optimization problems.
In concluding the entire work, the spirit in the TRUST-TECH methodology
of locating multiple local optimal solutions with the aid of suitable nonlinear
dynamical systems can be generalized to a much broader range of nonlinear
optimization models and be used to enhance the capability of a much wider
class of optimization algorithms.
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