We thank Weixiao Shen, who pointed out to us that the proof of Theorem 3.2 of [1] was flawed:
R ω is supposed piecewise affine, counter-examples may be constructed.)
Weixiao Shen kindly provided the following argument below to fix this proof.
We do not claim anymore that {h
Kω β if (3.2) holds. See below how to deduce Lemma 5.1 from mixing of F and upper bounds from h ω , without using lower bounds for h ω , on which the proof of (5.1) depended. The lower bound for h ω is not used elsewhere.
Corrected proof of Thm 3.2:
Instead of working with F R ω , we directly work with F ω (just like in the proof of Sublemma 5.5 (1)). More precisely, for each ω and n ≥ 0, let µ ω n be the pushforward of m 0 |∆ σ −n ω,0 by F n σ −n ω . This push-forward is a probability measure on the tower ∆ ω , absolutely continuous with respect to m. Estimate (3.9) implies that the densities ϕ ω n of the µ ω n belong to F + β , with constants sup n C ϕn,ω < ∞. Recall that (3.3) says that m(∆ ω ) < ∞ for almost every ω. In the application to unimodal maps, (3.3) means that we may view almost every ∆ ω as a compact interval. Thus, Arzela-Ascoli gives for almost every ω a subsequence n ℓ → ∞ so that
converges to the density of a probability measure on ∆ ω .
In the general case, (3.3) implies that for almost all ω, there is a subsequence n ℓ → ∞ so that 1 n ℓ n ℓ −1 k=0 µ ω k converges in the weak-(*) topology to a probability measure on ∆ ω , absolutely continuous with respect to m.
1 Note also the -unimportant -typo in the def. of φn,ω where converges to a probability measure µ σ −N ω on the tower ∆ σ −N ω , absolutely continuous with respect to m. By construction, (F ω ) * (µ ω ) = µ σω for almost every ω. This gives the claimed absolutely continuous sample sationary probability measure.
Next, the construction implies that the density h ω of µ ω is bounded uniformly for almost all ω. In particular, {h ω , a.a. ω} belongs to F For the sake of comparison with the original proof of Theorem 3.2, we note that the restrictionsν ω of µ ω to ∆ ω,0 give a family of finite measures, which is invariant under F R ω , in the sense that for almost all ω and each E ⊂ ∆ ω,0
) may depend on ω and n, i.e., our assumptions do not guarantee a common normalisation factor.) Note also that h ω may vanish at (x, ℓ) for ℓ ≥ 1, but then it vanishes identically on the element of Z ω containing (x, ℓ). ] dP (ω) < 1 if υ > 0 is small enough. We explain how to deduce Ω V ℓ ω dP > 0 from mixing of F : Let
Then a simple application of the mixing property of F implies
It is easy to prove that µ ǫ (Λ) > 0. So we obtain a positive lower bound for 
