ABSTRACT: This paper deals with computational techniques used in management engineering in order to support enterprise managers in the decision-making process. Thus, the paper presents an application, built with web technologies for extracting and interpreting information from various sources, enabling the user to analyze data both in text files and the data available on the Internet, results that greatly improves the decision-making process through an efficient and fast analysis of data which, due to large the volume growing exponentially can no longer be covered and analyzed "manually" by a human factor.
INTRODUCTION
Given that both the field of computers and computer science and the data volume has grown exponentially, the need arose for the use and development of new methods and techniques necessary for discovering information "hidden" in the data, information that is almost impossible to detect by traditional means which employ human capacity of analysis [15] .
If communication is to man both means and purpose, to agents it is not (yet?) anything else but means, and thus we should start with the object of communication, namely information [2] .
Since "data" bear and contain this "information", in order to reach it, we inevitably came across the so-called Data Mining (DM) applied, in this example, in order to see and analyze which products are required by consumers to make decisions regarding the adjustment of production according to customer requirements and efficient supply with stocks that tend to zero.
There are numerous definitions of DM; however, we only refer below to the result returned by [20] , namely "data processing using sophisticated data search capabilities and statistical algorithms to discover patterns and correlations in large preexisting databases; a way to discover new meaning in data." This paper presents our own application, built in the PHP language, (Hypertext Preprocessor) for extracting and interpreting information from various sources, allowing analysis of data both in text files and of the data available on the Internet (e.g. blogs, websites, online product marketing websites, Twitter, rss, etc). For example, the data analyzed are from websites selling IT products online (the data to be analyzed can be taken from any field as long as a specific vocabulary is defined). In order to identify the bestsellers on the market, results that help top management of a company to make better decisions, an IT-specific vocabulary was defined.
LITERATURE REVIEW
The online and print Romanian and international literature in the field of DM and text analysis is impressive. The multitude of solutions, theories, techniques (models, methods, paradigms, etc. is overwhelming. After a simple and the first search on GOOGLE, we faced the situation shown in figure 1 by [1] . After a careful approach of the field and the accomplishments of Romanian and foreign scientists things became clearer and we came to the conclusion, in figure 2 adapted after [1] . Figure 2 . Theories, techniques (models, methods) and paradigms used in DM -adapted after [1] .
Moreover, DM may be applied to many other fields (cultural, social, economic, political) illustrated in [3] , [4] , [5] , [6] , [7] , [8] or in engineering [12] . In addition, in the development of such applications, the recommendations and guidelines formulated by the Data Mining Group [9] , whose main aim is to standardize the field, should also be taken into account. The accomplishments of Romanian scientists have also inspired us -one way or another -in developing the application and commencing this study. Noteworthy are the accomplishments of Institutul de Cercetari in Inteligenta Artificiala (RACAI -the Artificial Inteligence Research Institute) [18] and the research published by [13] , [11] , [19] .
CURRENT RESEARCH
Regarding the analysis of various sources, we sought to determine the buyer profile (to see which products are in demand) in order to support management in decision making and regulation of future production as well as the effective supply with products of major retailers, and last but not least for the supply of raw material.
Therefore, this study has three objectives (the first two for 2012, and the third for 2014):
• The development of a software application; practically, in a DM process we performed a pre-processing of data;
• Analysis of various profile sources on the Internet;
• The development of a real data-mining application, by developing a meta-classifier based on the results of several theories and techniques such as (Naive Bayes, Support Vector Machines, Neural Networks, etc.), and directing the application towards the concept of Machine Learning.
We might argue that, we have already accomplished the first objective (see results obtained), the pre-processing of data being available and functional, and for the third objective we still have available time left, i.e. two years.
The main benefits of the study are:
• The possibility of analyzing and extracting information from Internet data (e.g. blogs, online product marketing websites, rss, etc);
• The possibility of automatically generating line and tower graphs (integrated into the application);
• The know-how resulted from developing the application;
• The possibility of subsequently improving the application and developing it to match the Web 3.0 requirements (the development of our own application enables us to develop and achieve the third objective).
THE METHOD
For the achievement of objectives we observed the scheme presented in figure 3 . The vocabulary used by the application contains 4 classes (however, it may contain any number of classes)
Due to the fact that all classes (categories) defined and used by the application are balanced from a quantitative point of view, (they contain five or six words) in the application only the PAF normalization is performed (see figure 3) , namely a qualitative normalization. Moreover, the application uses a special class populated with "link words", which are not counted, in order to reduce the "noise" of the results obtained during the data preprocessing stage.
The algorithm shown in figure 3 is described below.
Requirements
a) The structure of primary elements, termed as word classes, specified in a "source word" format (the word without a prefix or suffix [the word root]) b) The link pool to be classified Note: These sources are in a standard configuration files (*.ini)
The Application Methodology a) All categories are loaded in an accepted format • wordCountcat=[total no. of words / category] b) Every link is downloaded
• The algorithm does not generates links from a source document, that is if it finds a link it does not follow it, , thus, the algorithm operates on the level 0; c) Tags are extracted d) A structure based on the word is thus created, and all categories connected with that word are linked to it • It can also be checked whether there is at least one word in two categories and that word must be deleted from both categories, to prevent conflicts; e) Each word is searched in the word source extracted and a distribution network is created in the following format • [Word (root)]cat/link=[number of occurrences in the linked document] f) The absolute probability between the total number of words and the number of occurrences in a certain category is calculated
g) The normalized probability is calculated 4.3. Output a) Unix like configuration file -a format compatible with the large majority of programming languages, parsers are included at the API level, and thus is a format which allows further cross-platform processing. The problem is that it does not allow specifications of the types of fields used, and thus a wide range of interpretations remain at the level of source code of the data stored in this output format; b) HTML Table -a format which ensures user interface, UI cross-platform compatibility, but it is difficult to work with it at an interoperability level of applications which use these output data; c) XML -using DMG [9] , ensures the best interoperability between applications which use this type of data. The advantage is due to the XML, which incorporates specifications about the types of data used in the output document, but also to the DMG specifications which provide a full understanding of the output data; d) Google API Charts [14] , ensure visual comparison. Google Charts is integrated in the application using Javascript and HTML, which gives it versatility and enables it to clearly display results.
RESULTS
The results obtained by our application are shown in figure 4 , and represent the sale analysis through the pre-processing of data from four different sources. The results are show as tower and line graphs facilitate the decision-making process. Based on this decision, a manager can quickly analyze and learn where computers/monitors/tablets etc. sold better. Moreover, it should be noted that if an adequate vocabulary is developed (the application enables the user to do that) the best selling brands of laptops/computers etc. can easily be analyzed as well. We selected IT sales in order to obtain concrete data, but just as easily an adequate vocabulary can be developed for any field, to enable the top management to make decisions regarding the production (customer requirements) and efficient supply of the stocks (which may be geographically dispersed).
The benefits of such applications can extend along a "life cycle" of the product through decisions regarding suppliers who supply the raw material. In conclusion, such an application, besides providing information "hidden" in the data quickly and effectively, facilitates decision-making in an organization, both upstream and downstream, on the one hand by acknowledging customer needs and preferences, on the other hand through the possibility of reaching an efficient production supply strategy. Basically, the "just-in-time" concept can be applied to stocks that tend to zero at the level of both supply and output.
CONCLUSIONS AND FURTHER RESEARCH
As shown in the outline scheme (figure 3), the pre-processing of data was performed (stage I) as well as their representation in XML taking into account the DMG recommendations, and in graphical form (tower, line) integrating into the application the possibilities provided by Google Chart (stage III).
Considering the fact that in a "knowledge-based society" we must develop "more intelligent" computers able to provide more consistent data, without daring to mention, yet, the concept of the "society of consciousness" launched by the late scientist and academician Mihai Draganescu in 2000 [10] , in the future we aim to expand the "black box" in figure 3 (stage II), turning towards Web 3.0, on the one hand through defining some semantic classes, and on the other through developing a meta-classifier providing solutions such as Naïve Bayes, Support Vector Machines, Neural Networks, etc. For simulating these solutions we shall use the development environment MatLab which quickly facilitates analyses such as Naïve Bayes [16] or Support Vector Machines [17] etc., the final implementation (which shall comprise all the three stages) being performed in JAVA. 
