Lattice boltzmann modelling of the water sorption cycle in a model wood microstructure: the role of cell wall pits and preliminary results for water induced swelling by Adey-Johnson, Robin et al.
1	
	
LATTICE BOLTZMANN MODELLING OF THE WATER SORPTION 
CYCLE IN A MODEL WOOD MICROSTRUCTURE:  
THE ROLE OF CELL WALL PITS AND PRELIMINARY RESULTS FOR 
WATER INDUCED SWELLING. 
 
Robin Adey-Johnson1,2, J.  Sam Henderson1,2, David A.  Faux2, 
Paul J. Mclean1, Peter J.  McDonald2 
 
1.  Forest Research Northern Research Station, Roslin, EH25 9SY, UK 
2.  Department of Physics, University of Surrey, Guildford, Surrey, GU2 7XH, UK 
Corresponding author: p.mcdonald@surrey.ac.uk 
 
SUMMARY 
This paper describes results that combine Shan-Chen two-phase (liquid-vapour) and 
partial-bounce back (semi-permeable membrane) methods of Lattice Boltzmann 
numerical modelling of fluid dynamics in order to understand how bordered pits 
influence the drying and rewetting of wood.  In addition, preliminary results that 
introduce pressure induced distortion are included. 
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INTRODUCTION 
The motivation for this study is to better understand water dynamics in wood.  In particular, 
we seek to investigate and computationally describe hysteresis between sorption and 
desorption and irreversible differences between the first and subsequent drying cycles.  
Within this context we seek to understand the role of pits in modifying capillary transport and 
ultimately to get an understanding of the cellular level mechanisms underlying wood 
shrinkage and timber distortion. 
 
Our strategy is to use X-ray CT to quantify wood microstructure in order to produce a model 
system to use in a Lattice Boltzmann (LB) numerical simulation of the movement of water in 
wood. The simulation results can then be validated against MRI data of water in wood. The 
details of the X-ray CT and MRI will be described elsewhere. In this paper, we focus on the 
central element of the strategy.  We show that a digital microstructure model may be 
combined with LB methods for the numerical modelling of water movement in wood.  In 
particular, we show early results that confirm the role of bordered pits in that movement.  The 
paper concludes with preliminary data that additionally explores cellular collapse in response 
to fluid pressure. A significant fraction of the paper is presented for an idealised structural 
model comprising rectangular cells rather than our X-ray derived case study.  Full results 
using the the more realistic model are reserved for a further peer-review publication in 
preparation. 
 
The LB method of numerical modelling is a powerful and well established tool for the study 
of fluid dynamics in porous media.  The particular advantage of the method is that it solves 
the well-known equations of fluid dynamics such as Navier-Stokes and Fickian diffusion 
within complex geometries with minimal coding.   It is widely applied across materials 
science although it has found particular use in the study of oil bearing reservoir rocks.    
Standard LB methods model a single phase fluid, e.g.   liquid water.   Extended variants 
allow the modelling of two phase (i.e.   liquid and vapour; or oil and water) fluids by one of 
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three broad technique categories: the so called colour (Rothman & Keller, 1988); Shan-Chen 
(Shan & Chen, 1993) and free energy (Swift et al., 1996) models.   Of these Shan-Chen is 
most popular because it offers a good compromise between “physical correctness” and 
“computational complexity”.    
 
The resolution in LB is limited by the pixel size of the under-pinning digital microstructure 
mask.   This leads to difficulties in highly heterogeneous materials such as wood where 
critical lengths vary from mm (cell length) to microns (bordered pit size / wall thickness) as 
prohibitively large data sets and computational times are required if the simulations are to 
adequately explore all length scales.  Fortunately, using a different variant of LB known as 
“partial bounce back” (Dardis & McCloskey, 1998; Walsh et al., 2009) it is possible to model 
semi permeable material with sub-resolution porosity.  By this means some resolution limits 
may be overcome.  In two recent papers (McDonald & Turner, 2016; Zalzale et al., 2016)  we 
showed for the first time how the Shan-Chen and free-energy multiphase models could be 
combined with the partial bounce back method for semi-permeable materials.  Pereira 
(Pereira, 2016) has also published work along similar lines.  In the case of wood as here, we 
model the cell walls and pits explicitly and treat the cell walls as partially permeable.   
 
It is expected that cell collapse and swelling play a significant role in modifying water 
transport in wood.  There is a considerable literature that looks at moving boundaries in LB, 
most usually in the context of colloidal systems (Ladd & Verberg, 2001).  However, there is 
very much less for moving boundaries associated with pressure induced distortion and 
swelling.  Notwithstanding we suggest a way that capillary pressure cell distortion can be 
introduced to LB schemes. 
 
There is little published work on the application of the LB method to wood.  Most relevant in 
the context of this study is the work of Frank et al (Frank et al., 2010) who used the Shan-
Chen method to study the capillary transport of water within the vascular structure of White 
Birch (Betula verrucosa).  White Birch is a hardwood and consequently has vessel elements 
that provide a different mechanism of water transport compared to softwoods. In the first 
instance, our interest is softwoods. The tracheids responsible for water transport in softwoods 
are much small than vessel elements in hardwoods and therefore the models are 
computationally more demanding. To the best of our knowledge, there is currently no 
application of LB to softwood and none using reduced permeability material LB methods to 
any wood system. 
 
Other numerical approaches to the wider problem of modelling water movement in wood 
include application of a statistical model of water movement (Salin, 2011) and the application 
of computational fluid dynamics to solve the Navier Stokes equation in the immediate 
vicinity of bordered pits (Schulte, 2012; Schulte et al., 2015). 
 
THE LB METHOD 
We offer only the most elementary outline of the LB method here.  The method is illustrated 
in Fig.  1.  For more information the reader is referred to the literature (Huang et al., 2015). 
 
In most implementations of LB, the structure is divided into a 2D or 3D rectilinear grid of 
nodes.  Nodes are assigned to regions of either solid or fluid.  An initial fluid density is 
assigned to each node in the fluid region.  A fraction 𝑓" of the fluid (a fluid packet) at each 
node is travelling in each direction towards a neighbour node or is staying (stationary) at that 
node.  A single computational cycle comprises two steps: 
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(i) Collision: Fluid arriving at a node from all neighbour node directions relaxes to an 
equilibrium (Boltzmann) distribution of velocities that encompasses the physics of 
the problem. 
(ii) Streaming: The relaxed fluid is streamed forward to neighbour nodes. 
 
The cycle is repeated until dynamic equilibrium is achieved across the matrix.  If fluid 
encounters a solid node then it bounces back in the opposite direction, see Fig.  2.  This 
implements a no-slip fluid-flow boundary condition. 
 
Figure 1.  The LB method.  Left: Packets of fluid travelling in the direction of the (red) 
arrows impact a lattice node (black circle).  The arrow lengths represent the amount of fluid 
in each packet. Centre: The packets collide at the node and attain local equilibrium with each 
other (blue arrows).  Right: The packets stream forward to neighbour nodes and the 
sequence repeats. Stationary fluid packets are not shown. 
 
 
Figure 2.  Left: A packet of fluid (red arrow) impacting a lattice node in a “solid” region 
(shaded) is bounced back (black arrow).  Right: A packet impacting a node in a semi-
permeable region  (light shading) is partially bounced back and partially streamed forward 
(blue arrow). 
 
The fluid density, average velocity and pressure at a fluid node are readily calculated from 
the fluid distribution function, 𝑓", at that node.  Source and sink fluid nodes can be defined 
and maintained at a constant fluid velocity or pressure thereby mimicking an external fluid 
reservoir or environment and allowing studies of wetting and drying with different boundary 
conditions: constant flux or constant relative humidity (Zou & He, 1997). 
 
The Shan-Chen method adds a fluid-fluid force term to the equilibrium function the action of 
which is to cause phase separation of the fluid into a liquid and vapour.  It can be shown that 
the potential underlying the force mimics a liquid with a Van der Waals equation of state.  By 
assigning an effective fluid density to solid nodes, a solid surface can be made wetting or 
non-wetting.  Droplets are seen to condense on surfaces exactly as expected and a contact 
angle can be measured.  The angle is varied by changing the effective solid density (lower 
values for non-wetting, higher values for wetting). 
 
Partial bounce back is used for semipermeable materials.  In the partial bounce back method, 
solid nodes are referred to as black and assigned a parameter 𝜎 = 1.  Fluid nodes are white 
Collision	step Streaming	step
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and assigned 𝜎 = 0.  Intermediate, partially permeable nodes are referred to as grey and 
assigned an intermediate value, 0 < 	𝜎 < 1.  In the propagation step, a fraction 1 − 𝜎 of the 
fluid moves forward, a fraction 𝜎 bounces back.  Hence the name.  The idea is illustrated in 
Fig.  2.  As 𝜎 increases, the system becomes more solid like and hence less permeable.   
 
To include swelling and distortion we interpose cycles of LB with cycles of mechanical 
response to local pressure.  A point-stress displacement function is evaluated for a unit stress 
applied to a single node in a uniform matrix.  This has been calculated for both an infinite 
system and a finite system with fixed (not moving) boundaries (Irgens, 2008) (Downes & 
Faux, 1995).  Neither is exactly what we seek, but both offer a useful approximation in 
different scenarios.  The latter satisfies a periodic, infinitely repeating system and is used in 
this paper.  It allows internal distortions of the matrix, but not macroscopic swelling.  The 
fluid pressure is calculated as normal for LB at every fluid node.  The stress in the solid 
matrix is calculated from the spatial gradient of matrix displacements (i.e.  the strain) 
multiplied by a modulus parameter.  The two are combined to form a map of “swelling 
stress” that is convoluted with the point stress displacement function with “wrap” boundary 
conditions.  This gives the updated displacement map of all original nodes.  The material 
properties at the displaced positions are extrapolated back onto the original LB matrix and the 
cycle resumed.  In practice we find that we require about 100 LB cycles to every cycle of 
distortion analysis.   
 
SIMULATION PARAMETERS. 
In this work, we use the so-called D2Q9 lattice implying 2 dimensions and 𝑓" with 𝑖 = 1…9 
for a central node, 4 immediate node neighbours and 4 diagonal node neighbours. 
 
Two systems have been investigated. First, to illustrate opportunity, a small extract 
comprising just 3×3 = 9 cells from a statistical model described in our companion paper in 
this volume.  These 9 cells required a matrix of 10510 by 119 nodes ensuring that the cells 
were correctly rendered with the proper aspect ratio.  This is used to generate the data in Fig. 
3. For further study (Figs 4-8), a matrix of stylised rectangular cells that “look-like” wood has 
been created. The cell lumina were assigned as fluid nodes (𝜎 = 0).  The cell walls were 
made semi permeable, (𝜎 = 0.3).  Pits were added to connect all horizontal neighbour cell 
pairs – so four pits per cell.  The pits were initially either “open” 𝜎 = 0 meaning that fluid 
could flow through them unhindered or closed, 𝜎 = 0.3, meaning that they functioned like 
cell wall material.  For the results presented here the cell length and width were 64 and 22 
respectively, the cell wall was 9 nodes thick and the pits 9 nodes wide.  A matrix comprised 8 
by 4 cells or 512	×	88 nodes and was periodic in all directions.  A row of source / sink nodes 
was created at the top and bottom of the matrix to allow wetting / drying from both ends 
(maintaining periodicity).  It is possible to have a source at the bottom and sink at the top 
with no additional computational complexity but results for this are not presented here.   
 
Rules for “dynamic” pits can be envisaged, incorporated into simulations and their effects 
tested.  The dynamic rule explored in this work is that an initially open pit may close if the 
cell on one side is full of liquid water of density > 150 mu/lu2 (LB mass unit per lattice unit 
squared) and that on the other is filled with vapour of density < 150 mu/lu2.  Further to this 
rule, a pit that closes never reopens. 
 
The parameters (and nomenclature) of the LB simulations follow closely those in our 
previous work (McDonald & Turner, 2016) which, in turn, were based on a parameterisation 
studied by Sukop and Or (Sukop & Or, 2004).  In particular, the fluid-fluid force term 
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strength 𝐺 = −5,  the fluid-fluid potential amplitude, Ψ7 = Ψ89: = 4; the density scaling 
parameter within the potential is 𝜌7 = 250 mu/lu2 (previously 200 mu/lu2).  The effective 
fluid density assigned to the solid is 300 mu/lu2.  We note the 2D fluid weighting factors used 
here are 𝑤> = 0,4,4,4,4,1,1,1,1  which corrects an error in McDonald & Turner, 2016 that 
was promulgated from Sukop & Or, 2004 and is why we changed 𝜌7 .  As a result, the 
equation for the pressure, equation 19 in McDonald & Turner, 2016 contains a factor 18 as 
used here rather than 12.   For these parameters the densities of bulk liquid and of liquid in 
the semipermeable material are circa 916 and 460 mu/lu2.  The corresponding vapour 
densities are 82 and 85 mu/lu2. 
 
For swelling, the unit displacement map is given by 𝑑 𝑟 = 𝐴𝑟 + 𝐵/𝑟  where 𝑟 is radial 
distance from a localised delta function stress and 𝐴 and 𝐵 are constants defined such that 𝑑 𝑅 = 0 for 𝑅 = min	[𝑁L, 𝑁M], the smallest matrix dimension and 𝑑 1 = 1.  This 
necessarily introduces approximations and assumptions not discussed here save to say that 
the system is assumed periodic. 
 
RESULTS 
Spatial Equilibration 
Fig.  3 shows the equilibrium distribution of fluid in an exemplar 2-dimensional 3×3 array of 
cells produced from the statistical model introduced in our companion paper in these 
proceedings.  Equilibrium was deemed to have been reached when the fractional fluid density 
change per node per cycle was less than 10-8. The cell array is surrounded by true solid so 
locking the water in.  The volume of water introduced is sufficient to fill 65 % of the total 
space occupied by the cells (i.e.  including the walls, excluding solid surround).  The liquid 
condenses primarily in the cell walls and in the top and bottom apices with respect to the 
major axis of the cell.  The central parts of the cell lumina are vapour filled.  This distribution 
is very much as might be expected for a partially filled wood specimen left to equilibrate for 
a “geological” age.  In practice, it may be hard to obtain as no mechanism for transporting 
water into the cells was considered. 
 
 
Figure 3.  (a) The equilibrium distribution of water in a 2D 3×3matrix of cells generated 
using the statistical model.  The horizontal axis corresponds to the longitudinal direction in 
wood (i.e. the major axis of a tree). The matrix size is 10510 by 119 pixels and is shown with 
the aspect ratio stretched by a factor 5 in the cell width direction. This is for illustrative 
purposes only.  Liquid water (light colours) condenses within the cell walls and around cell 
interior apices.  These locations can be identified in (b), the underlying microstructural 
matrix.  Individual pits can be observed in the image if a digital version is viewed on a screen 
and magnified.  In (a) the colour bar is in mu/lu2; in (b) it merely differentiates matrix 
regions. 
 
Drying 
Figure 4a shows the initial distribution (actually after 50 LB cycles to allow time for start-up 
interfaces to locally equilibrate) of fluid in a stylised regular matrix of cell interiors and walls 
containing an equilibrium bulk density of liquid, 916 and 460 mu/lu2 respectively.  The 
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stylised system more easily evidences processes.  A sink row at the top and bottom is held at 
a density of 53 mu/lu2 representing 65% relative humidity (RH) in the environment.  The pits 
are maintained open.  Figure 4b and c show the subsequent fluid distribution after 20,000 and 
40,000 LB cycles respectively.  As the simulation progresses, the cell interiors empty behind 
a clear drying front but the cell walls are maintained full of water.  Hence this simulation 
mirrors expectation of drying wood above fibre saturation point.   
 
 
Figure 4.  The distribution of fluid in a stylised wood cell matrix after (a) 50, (b) 20,000 and 
(c) 40,000 LB cycles of a drying simulation.  The vertical direction corresponds to the 
longitudinal direction in wood.  The top and bottom are maintained at 65% RH.  Light 
colours are liquid, dark colours are vapour: the colour bar calibrated in mu/lu2 is the same 
in each frame (a)-(c).  With time, the cell lumina empty but the cell walls do not.  (d) The 
matrix of cells, walls and open pits used for the simulation.  Cell lumina (𝜎 = 0) are black 
and the cell walls (𝜎 = 0.3) are white. 
 
Figure  5 compares the situation after 60,000 cycles with pits open for drying at 30 % RH, 65 
% RH (continuation of figure 4) and 90 % RH.  At 30 % RH, the external environment is 
sufficiently dry to empty cell walls as well as cell interiors so the system dries to below fibre 
saturation point (FSP).  As above, at 65 % RH only cell interiors empty: hence this is above 
FSP.  At 90 % RH neither interiors nor walls empty except at the very end of the sample 
where there are cells that have been cut and therefore have no end wall to restrict water 
movement.  At 90 % RH the external vapour pressure reduction is insufficient to overcome 
the Kelvin-Laplace pressure associated with the curved meniscus of fluid in the first row of 
pits.  Even though the pits are open, liquid water does not pass through.   
 
 
Figure 5.  The distribution of fluid in a stylised wood cell matrix after 60,000 cycles of LB for 
a drying experiment with the environment held at (a) 30, (b) 65 and (c) 90 % RH.   
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Figure 6.  The distribution of fluid in a stylised wood cell matrix with dynamic pits after 
60,000 cycles of LB for a drying experiment with the environment held at (a) 30, (b) 65 and 
(c) 90 % RH.  Light colours in the fluid distribution are liquid, dark colours are vapour: the 
scale bar is the same in each frame (a-c).  (d) shows the initial matrix with open pits applied 
in each case.  All horizontal pits between cells are open.   (e-f) are the evolved cell matrices 
corresponding to (a-c) respectively.  Note in (e) how pits in the dry regions of (a) have closed 
slowing the drying process compared to Fig 5a.   The closed pits in the top and bottom row of 
cells of (f) have stopped drying altogether. This situation is to be compared to 5b. 
 
The simulations have been repeated for exactly the same parameters except that in the second 
series the pits are made dynamic according to the rule introduced above.  The pits start open, 
but close if they evolve to a state of vapour on one side, liquid on the other.  At 90% RH, 
nothing materially changes, Figure 6c.  The system cannot dry save for the cut end cells.  The 
situation at 65 % RH is very different as shown in Figure 6b that should be compared to 
Figure 5b.  Now, as soon as the cut end cells dry, the pits in their walls close.  This cuts off 
water in cells deeper in the sample and they cannot dry.  The wood holds its water whereas 
previously it did not.   At 30 % RH, Figure 6a, although the pits close in accordance with the 
rule, the environment is at sufficiently low RH to enable the cell walls to dry and so the 
system as a whole can dry.  However, the cell walls are less permeable than the open pits and 
so drying is slower than with static open pits: compare to Figure 5a.  To aid understanding, 
the initial (Fig 6d) and corresponding (Fig 6e-g) matrix of cells with open and closed pits are 
also shown.  It is immediately obvious how the pits that have closed behind the drying front 
have dramatically slowed the drying at 30% RH and prevented drying at 65% RH.   
 
Figures 7 presents the mass of fluid in the system as a function of square root of time for each 
of 30 and 65 % RH drying with open and dynamic pits.  The fact that these are predominantly 
linear plots is to be expected.  In the very early stages of drying, the system has not “settled 
down” and in the late stages of the more severe drying the top and bottom fronts are 
impacting on each other.  The linearity of the plots is sufficient to confirm that the drying rate 
is not limited by the external surface evaporation rate.  If that were the case, then a linear 
decrease with time, not root time, would be expected.  However, linearity is not sufficient to 
differentiate between capillary desorption and diffusion mechanisms.  Figures such as 4, 5 
and 6 show that a strong drying front moves into the sample creating predominantly “dry 
outer” and “wet inner” regions.  More spatially uniform drying – that may be more realistic 
for macroscale real samples that can be observed from MRI -  is achieved if the matrix is 
filled with water to a greater concentration.  It may also be achieved for much taller matrix 
samples.  This is under investigation and will help differentiate capillary from true diffusion 
mechanisms.   
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Figure 7.  The normalised fluid mass in the matrix as a function of square root of time for 
drying at 30 % RH with open pits (dashed line) and dynamic pits (solid line) and for 65 % 
RH open pits (dot-dash line) and dynamic pits (dotted line). 
 
Wetting 
Figure 8 compares the uptake of liquid water from an external bulk reservoir maintained at 
1300 density units into a sample pre-equilibrated at an average 50% RH equivalent 
concentration (mean 42 mu/lu2) for the case of permanently open (Fig 8a) and closed (Fig 8b) 
pits.  The fluid distributions are shown after 25000 LB cycles.  In the case of Fig.  8a, water 
can be seen just breaking through a row of pits at the wetting front with a meniscus forming 
at the base of the neighbouring pits.  In Fig.  8b, in two columns of cells the water front has 
just reached the end of a pit slightly ahead of the front, presumably drawn forward by 
capillary action whereas in the other two columns water has just broken through the cell wall 
and a meniscus has formed near the start of the cell.  Figure 8c shows the total mass uptake as 
a function of square root of time.  In the former case the water ingresses faster as it travels via 
the pits.  In the latter case it must repeatedly cross only semi-permeable cells walls.  The 
experiments have been repeated for the external reservoir at 1100 mu/lu2 (not shown).  In this 
case, the excess pressure is insufficient to overcome the Kelvin Laplace pressure at the pits 
and so whether or not the pits are open, the water is forced to permeate the cells walls in 
order to ingress.  The two uptake rates are the same. 
  
Figure 8.  Results of a wetting experiment for (a) open and (b) closed pits after 25,000 LB 
cycles.  The liquid reservoir top and bottom is maintained at 1300 mu/lu2, sufficient to 
overcome the Kelvin-Laplace pressure at the pits. (c) shows the normalised mass of water in 
the sample as a function of the square root of time for open (solid line) and closed (dash line) 
pits.  With open pits, the system fills before the end of the simulation at 60,000 LB cycles. 
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Swelling of the solid 
As a final, and preliminary, result that introduces our approach to swelling, Figure 9 shows an 
idealised capillary.  The capillary contains about one third the mass of liquid required to fill 
it.  Periodic boundary conditions apply.  The fluid spontaneously separates into a liquid 
bubble in the middle and vapour at the (periodic) ends.  In this example, the surrounding 
matrix is “solid” (𝜎 = 1) and is liquid wetting.  There is lowered fluid pressure in the liquid 
region due to the curvature of the liquid / vapour interface in the capillary.  Once equilibrated, 
the swelling mechanism is “switched on”.  The system deforms and re-equilibrates to the 
situation shown Figure 9b.  Clearly the pressure deficit has caused the inner capillary to 
collapse.  The modulus parameter (200) has been carefully selected to show partial, not total, 
collapse.  The associated principal components of the lattice strain tensor are shown 
alongside.  Notice that the strain is zero on the boundary due to the periodic boundary and 
central bubble.   
 
 
Figure 9.  (a) A capillary is equilibrated with a central liquid bubble.  (b) The resultant 
capillary pressure results in collapse of the capillary and distortion of the surrounding 
matrix.  (c and d) The principal components (𝜖MM	 and  𝜖LL) of the lattice strain respectively. 
 
DISCUSSION AND CONCLUSION 
The results presented here suggest that, moving forward, LB will be a powerful technique for 
the study of drying and wetting of wood, including the study of hysteresis and irreversibility.  
Results presented here show how dynamic pits dramatically alter the drying of wood 
compared to a model in which they are assumed permanently open.  If they stay closed, then 
subsequent uptake of water is different to what would have been had they stayed open 
throughout.  Advances in the LB method to incorporate swelling will only enhance that 
opportunity.  The simulations are relatively fast and the “engine” of the computer code short 
and simple.  For instance, the data for Figures 3 and 4 each required about 30 minutes to 
collect running MATLAB® on a basic Apple Mac® laptop computer.  The “engine” required 
less than 30 lines of code. 
 
As it stands much still needs to be done.  No attempt has been made in the work presented 
here to match the material properties of real wood to the simulation properties nor to match 
the rheological parameters of the fluid and simulation timescales to real water.  To a limited 
extent this can be done within the confines of the model as presented here.  However, at the 
moment we use only one parameter to control the cell wall permeability (which is different to 
how much water it can absorb – sub-resolution porosity) and the contact angle at the cell 
wall.  Moreover, the density ratio between liquid and vapour is small.  With regard to 
swelling, a single bulk modulus for the system has been assumed and it is implicit that the 
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Poisson ratio is 0.5 which is true of a fluid but not necessarily of anisotropic cell walls 
material.  The fact that, within the Shan Chen model the vapour is less compressible than the 
fluid has been overlooked.  This situation can be improved upon within the current model.  
However, a future transition to using the more computationally expensive free-energy rather 
than Shan Chen model will help overcome more of these limitations.   Within the free-Energy 
model most of the important rheological and material parameters become separately 
controllable.   In yet a further variation, a 2-fluid, single phase model can be adopted: for 
instance liquid water and air. 
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