Subspace tracking is important for many communications and signal processing tasks. Many of the simplest subspace tracking methods, however, only approximately maintain t h e orthonormality of the subspace matrix estimate. In this paper, we describe a generalized procedure for designing principal subspace tracking algorithms that maintain the orthonormality of the subspace matrix estimate in a numerically-robust fashion. Our generalized algorithm families include two recently-developed orthonormal update principal subspace tracking algorithms as special cases, and all but one of the new algorithms are computationally-simpler than these existing approaches. Moreover, we show how to modify these algorithms to perform minor subspace tracking in a numerically-stable fashion. Simulations verify the numerically-robust performances of the algorithms in principal and minor subspace tracking tasks, respectively.
INTRODUCTION Subspace tracking is a classic array processing task [1]-[14].
In principal subspace tracking, a set of n-dimensional signal vectors x(k) = [zl(k) z z ( k ) are used to calculate (m x n) orthonormal matrices W ! k), m < n, such that the reduced-rank reconstruction of x(k), given by u(k) as . z,(k)
closely approximates x(k) in a least-squares or mean-square sense. In minor subspace tracking, the goal is to calculate orthonormal matrices W ( k ) such that Ily(k)ll' is minimized in a mean-square or least-squares sense. Solutions to subspace tracking are useful for statistical pattern recognition, data visualization, and signal extraction [15].
Numerous subspace tracking algorithms have been published in the scientific literature. These algorithms M e r in how the orthonormality constraint on W(k), given by W(k)W*(k) = I,
qRis imposed when adjusting the rows of W(k) over time. to maintain (2) implicitly over time [2, 6, 81. These algorithms calculate parameter changes that cause W(k) to move through the Grassmann manifold described by the constraint in (2) [7] . While In this paper, we present a generalized approach for constructing O(mn) methods for orthonormal-update principal and minor subspace tracking. Our work delineates several key results regarding such methods. In particular, we prove that all rank-one updates of an orthonormal matrix must be mathematically-similar to a Householder transformation of the row8 or columns of the matrix. We then derive two generalized families of principal subspace algorithms based on gradient and approximate least-squares criteria, respectively [2, 61. All but one of our new algorithms require a fewer number of the total divides and square roots to implement than the principal subspace algorithms in [lo, 111. We propose novel modifications of our principal subspace analysis algorithms so that they are numerically-robust in the minor subspace tracking task. We also explain why the minor subspace tracking algorithm in [ll] is only marginallystable. Simulations show the numerical robustness and accuracy of the new subspace tracking algorithms.
EXISTING PRINCIPAL SUBSPACE ANALYSIS METHODS
The orthonormal update subspace methods in this paper are based on existing approaches to subspace tracking, namely, Oja's principal subspace analysis (PSA) algorithm [2] and Yang's projection approximation subspace tracking (PAST) algorithm [SI. Oja's algorithm, given by
where p is a positive-valued step size, ap roximately minimizes the mean-squared error E{lie(k)ll } under the con-P 
1 R;;:
where K-,?(O) = 6-'I . This algorithm requires 3mn + 2m2 + n + 3m MACS to implement at each iteration if symmetry of the R , ( k ) update is maintained. It has been proven that the PAST algorithm is locally-conver ent to the principal subspace of the vector signal sequence b], and its speed of convergence is much-improved over (3).
Both (3) and (6) are of the form
Hence, unless d(k) = 0 or e ( k ) = 0, W(k) is no longer orthogonal. Therefore, both (3) and (6) fail to maintain the constraint in (2). It can be shown that both algorithms possess a novel self-stabilizing property that cause deviations of W(k) away from orthonormality at time k = ko to decay away exponentially. Even so, the deviations of W(k) away from orthonormality are undesirable because they generally depend on p or (1 -A). These dependences limit the choices of p and (1 -A) to small values for both algorithms.
The above discussion leads us to consider the update
where v ( k ) is an n-dimensional vector to be determined.
This update has the same complexity as (9). Our desire is to select both d(k) and v ( k ) such that
If ( 
The LHS of (16) is a symmetric rank-2 matrix. Since both 
where O({di(k)lle(k)J12}) denotes terms of order &(k)x Ile(k)1I2 and higher. Since d(k) is approximately proportional to p or (1 -A), and 11e(k)112 decreases over time, the local convergence and robust numerical properties of our algorithms can be directly inferred from their nonorthonormal counterparts. Unlike [lo, 111, however, we are not limited to a specific choice of d(k) and v ( k ) . In fact, there are many algorithms for orthonormal principal subspace tracking that differ in complexity.
Our design methodology is as follows:
where P(k) is a constant to be determined.
0
Step #2: Parametrize v ( k ) as
where the projection of a(k) onto the row space of W(k-1) points in the direction of d(k). Step #4: Find exact solutions for P(k) and a(k) such that
Steps #1 and #2 fix the form of d(k) and v(k) such that (13) resembles (9) to first order in d ( k ) and e(k).
Step #3 of this procedure produces a nonlinear equation that relates the free parameters within the generalized orthonormal update. The last step involves searching for simple solutions to the resulting nonlinear equations that require the fewest complex operations, such as divides and square roots. Although this last step is not always obvious, we provide several solutions as determined through careful study.
To apply this method to (3),
Step # l . For Step #2, we must choose a(k) to satisfy
we are motivated for computational reasons to select
P(k) and a(k).
B(k) x 1 and Ila(k)ll = Ild(~)lllleQ)l12.
where a ( k ) and r(k) are to be determined. This choice employs vectors that are readily available. Thus, The resulting values are shown in Table 1 . Each row of the table describes a different orthogonal gradient PSA algorithm though (13), (21), and d(k) = pfl(k)y(k), and the first two r m describe an infinite number of different algorithms parameterized by the constant C. The seventh row entry corresponds to the orthogonal Oja algorithm described in [ll] , which is simply a special case in our derivation.
All of these algorithms share similar numerical properties when applied to PSA. which algorithm is to be preferred? If computational requirements are of a concern, the simplest dgorithm to implement is OPSA1(0), whose update is This update requires 3mn + 3n + 2m + 3 MACS and one divide to implement, which is (n -m) MACS, one divide, and one square root less than that of the OOja method [ll] .
We can follow a similar derivation to design orthogonalbased updates for Yang's PAST algorithm. In this case, we set d(k) = P(k)k(k) in Step #1 and set
Step #2. The relation between a ( k ) and P(k) is then As in the gradient-based PSA design case, we desire P(k) x 1 and Q << 11e(k)ll so that the updates closely-approximate the original PAST algorithm. Several simple solutions for a ( k ) and P(k) can be found and are provided in Table 2 .
The fist three rows correspond to new algorithms, whereas the last row corresponds to the orthogonal PAST algorithm [lo] . All three new algorithms involve fewer complex operations than the OPAST method in [lo] . The simplest is the OPPASTl algorithm whose coefficient updates are'
where y ( k ) , e@), and k(k) are computed as before. This algorithm requires 4mn + 2m2 + 2n + 6m + 3 MACs and two divides to implement, which is n -m + 3 MACS, one divide, and one square root less than the complexity of the OPAST algorithm [lo] .
ORTHONORMAL M S A ALGORITHMS
We now extend the orthonormal update PSA algorithms the minor subspace analysis (MSA) task. The main difference between the PSA and MSA tasks is the choice to maximize or minimize a particular cost function, such as E{Jle(k)l12} or (5). Thus, the previously-derived PSA a p proaches are good starting points for MSA if we negate the value of the direction vector d(k). Unfortunately, such algorithms cause W(k) to diverge due to numerical effects. In [8], a modification to the gradient-based PSA algorithm in (3) is proposed and proven to provide numerically-stable MSA behavior. The modification amounts to inserting W(k-l)WT(k-1) at judicious points within the updates.
We can develop similar modifkations to the OPSA and OPPAST algorithms to ensure their numerical stability for MSA. For brevity, these derivations are omitted, and only the final algorithms are given: For gradient-based MSA,
where p < 0 and a ( k ) , ~( k ) , and P(k) are chosen according to any row of Table 1 . The simplest algorithm of this type 'Both (27) and (30) 
The simplest algorithm of this type is the OMPASTl algorithm, which differs somewhat from the PAST-based algorithm for MSA proposed and analyzed in [13] . In [ll], a gradient-based MSA algorithm is proposed in which a v(k) close to e(k) is first computed, d(k) is then calculated from v(k) using (15), and then W(k) is updated according to (13) . The complexity of this approach is approximately 4mn+O(n) MACs, one divide, and one square root at each iteration, which is nearly half the number of MACS required by (32). The algorithm in [ll] , however, suffers from a h e a r growth in numerical errors, as is well known [16, p. 1981. This h e a r growth is readily apparent in the log-log plot of ~( k )
in Figure 2 of [ll] , and it will eventually cause performance difiiculties unless additional corrective procedures are employed. Simulations in Section 5 illustrate these difiiculties in a numerical example.
SIMULATIONS
We now explore the numerical behaviors of the various algorithms via MATLAB simulations, in which x(k) is a sequence of jointly-Gaussian random vectors with were evaluated for each algorithm over 100 simulation runs, where Ci(k) = W(k)Ei for i E (1, 2) and E1 and E2 are the principal and minor two-dimensional subspaces, respectively. where X = 0.995 and 6 = 0.1. As can be seen, both the OPAST and OPPASTl algorithms provide similar subspace analysis performance while maintaining the orthonormality of W ( k ) up to the machine precision. Since the OPPASTl algorithm is the simplest, it is to be preferred. We now explore the behaviors of two competing orthonormal-update minor subspace analysis algorithms. Figures 4(a) and (b) are the evolutions of E{p-'(k)} and E{q(k)) for the Householder Oja algorithm proposed in [ll] as well as for the OMSAl(1) algorithm proposed in this paper, where p = -0.01. As claimed in [ll] , the Householder Oja algorithm is unumericallystable;" however, as illustrated in Figure 4 (b), this algorithm experiences an asymptotic linear accumulation in numerical errors. This h e a r growth can be well-described by oz(k) = e2k/12, where E = 2.204 x is smallest representable MATLAB number. This linear growth in errors will eventually cause the Householder Oja algorithm to fail. The OMSAl(1) algorithm is seen to be numerically-stable. Since the OMSAl(1) is the simplest orthonormal-update algorithm, it is to be preferred.
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CONCLUSIONS
Previous work has indicated the existence of O(mn) orthonormal-update subspace tradtig algorithms. In this paper, we provide a systematic design procedure for gradient and least-squares approaches to orthonormal-update principal and minor subspace analysis. In every scenario, we have identified procedures that have identical performance to and use fewer MACS, divides, and square roots than other existing approaches. We have shown how several approximately-orthonormal update methods for subspace analysis can be derived &om our proposed methods. Simulations verify the usefulness of the proposed approaches for their respective subspace analysis tasks.
