Evolution is the consequence of the continuous changes, which a software system has to perform due to changes in requirements and various maintenance activities. Regression testing provides a means to assure the wanted properties of the system after the introduction of the changes; however, testing requires high effort. Model-based regression testing (MBRT) has the potential to perform test tasks with a much better efficiency. MBRT uses analysis and design models for identifying changes and their corresponding test cases to retest the system after modifications. MBRT promises reduction in cost and labour by selecting a subset of the test cases corresponding to the modifications. However, the identification of modifications in a system and the selection of corresponding test cases is challenging due to interdependencies among models. This chapter aims to provide a detailed insight into MBRT, how it is related to the general software lifecycle and what are the challenges involved. We evaluate the state of the art in MBRT with a detailed analysis of the strengths and weaknesses of the existing approaches. For the analysis we develop a set of comprehensive analysis criteria based on the identified challenges. Furthermore, we demonstrate the applicability of MBRT by presenting our statebased MBRT approach as an example. The chapter targets researchers and practitioners who want to achieve a detailed comprehension of the field and want to know the strengths and weaknesses of the existing approaches in MBRT. This chapter also identifies the areas within MBRT which require further attention by the researchers.
I. INTRODUCTION
Evolution is inherent to the software systems. Due to the growing size and complexity of modern systems, the evolving nature of a system can cause adverse side effects and even system failures. Besides many other measures to prevent these unintended effects of evolution, it is essential to test a system after modifications; often referred to as Regression Testing. Regression testing is performed during the software maintenance phase and during various maintenance activities including corrective, perfective and adaptive maintenance (Wu & Offutt, 2003) .
When a software system is modified, repeating the entire testing activity is a very costly task. A large system may have a huge number of test cases and test-execution requirements. Executing all these test cases is generally not a economically feasible option. Hence, it is necessary for regression testing to select a subset of the test cases corresponding to modifications. This is known as the selective strategy for regression testing and is a more feasible solution in terms of cost and time (Binder, 1999) .
Another important issue during regression testing is scalability. Conventional code-based regression testing approaches fail to deal with the huge size of modern software systems. Modelbased regression testing is a potential solution to this problem, because it offers several advantages compared to the conventional code-based regression testing approaches. This includes better scalability, better complexity management and better comprehension of the system, the relevant test suites and test cases. In model-based testing, the testing activity can be started in early phases of software development allowing early regression planning and estimation ). This results in effort reduction in terms of time and labour. Furthermore, traceability maintenance between test cases and models is relatively easier to accomplish as compared to the code-based approaches ). Due to the use of models as primary artefact in the MBRT, static and dynamic interactions are more visible in design models and no static and dynamic analysis is required to determine the dynamic bindings as in code based approaches. Finally, portability and platform independence is a major benefit for evolving systems to adopt the rapid changes in technology and operational environment.
Besides all these benefits, there are some limitations of model-based regression testing as well. One of the major limitations is the potential impact of incomplete and outdated design models on the creation of effective regression test suites and plans. Moreover, since the test cases are generated from the design models, they are more abstract than test cases generated from code. This abstraction, sometimes make the test execution more difficult as the test cases should be adapted according to the implementation environment. However, considering the benefits of model-based regression testing, these limitations can be somehow compromised.
In this chapter, we try to not only give a broad overview of the area but also discuss all the main steps and key challenges involved in model-based regression testing. We discuss the role and place of MBRT in the classical software development lifecycle and identify the major steps involved in the MBRT phase. We also identify and discuss the challenges associated with modeldriven regression testing approaches which are relatively novice approaches and are influenced by the concepts of model-driven architecture (MDA, 2011) . We present our state-based regression testing approach with a demonstrating example to apply the regression testing steps identified previously and give a detailed insight of how practical regression testing can be performed to the reader. As the major contribution of the chapter, we provide a comparative analysis of the existing MBRT approaches. For this analysis we develop comprehensive evaluation criteria and evaluate the approaches based on the criteria. Our analysis not only shows the strengths and weaknesses of the MBRT approaches but also highlights the areas which still require attention of the researchers and developers. By reading this chapter, researchers and practitioners can get a thorough picture of the area and state of the approaches available in the area. They will also get an insight into how practical MBRT can be performed and what are the major challenges in the field. The rest of the chapter is organized as follows.
Section II provides an overview of model-based regression testing. It discusses the MBRT in the context of the traditional software development lifecycle and also elaborates the major steps involved in the regression testing phase.
Section III presents a state-based regression testing approach developed by the authors as an example, together with a demonstrating case study to explain the approach. The approach and the discussed example provide an insight how the regression testing steps can be performed in practical scenarios.
Section IV discusses the challenges involved in MBRT in detail. These challenges include change identification, the notion of change propagation, the difficulties associated with baseline test suite generation, the risk of invalid test cases after regression test selection and the challenge of test automation. The challenges guide the analysis and classification of the state of the art presented in the section VI.
Section V extends the discussion of challenges of the previous section by those of model-driven regression testing approaches.
Section VI contains a comprehensive analysis and classification of existing MBRT approaches. It discusses the research questions identified, the comparison criteria and later the detailed analysis based on those criteria.
Section VII finally concludes the chapter and sums up its contents and findings.
II. MODEL-BASED REGRESSION TESTING: THE BIG PICTURE
In the traditional software development life cycle (SDLC), MBRT is the part of the testing activity in the maintenance phase. If we consider the simple waterfall development model, the regression testing will be performed in the maintenance phase when a change request is triggered. The following figure depicts the place of regression testing in the classical waterfall style SDLC. However, this figure is just for understanding the concept, in reality MBRT is applicable to all major SDLC,s for example RUP i , SCRUM ii etc. According to Figure 1 , a software system is constructed using the steps of any regular software development life cycle. When a change request is triggered probably due to a changed requirement, the maintenance activities are performed to entertain it. Once this new requirement is implemented, the system should be tested to detect the faults introduced by the changes. Model-based regression testing is used in this phase to test the changed software system. As depicted in Figure 1 , model-based regression testing constitutes of several steps shown in the last row. We discuss these steps in detail in the following sub sections.
A. Steps Involved in Model-based Regression Testing Phase
As depicted in Figure 1 , we identified 6 major steps, which constitute the MBRT phase. Before discussing those steps in detail, we first discuss a pre-requisite of MBRT in the next section i.e. establishment of baseline test suite. The sections afterward provide a discussion of the steps of the MBRT phase.
Baseline Test Suite Establishment
Before performing the actual regression testing, we need to have an existing test suite of the stable version of the system (the so-called baseline system). This test suite is often referred to as a baseline test suite. The test selection during regression testing is then performed by using this test suite. The establishment of a baseline test suite is a necessary activity because if there is no formal baseline test suite available, no regression testing can be performed.
Baseline test suites are often constructed using model-based testing approaches as shown in Figure 1 . However, an important aspect while establishing the baseline test suite is preserving the relationships between the constituents of the test suites and the systems models. Otherwise, it will be hard to identify the affected test cases corresponding to affected elements of the models.
This concept is a core concept in the field of model-based regression testing and is discussed in detail in section IV.B. In the next sections, we discuss the regression testing steps depicted in the lower part of Figure 1 .
Change Identification
Change identification is the first step of regression testing performed after establishing the baseline test suite. This step aims at the identification of the delta-the changes introduced in the new system. In MBRT this delta identification is often performed by comparing various design and architecture models. A more detailed discussion on change identification is available in section IV.A.
Change Impact Analysis
After obtaining the delta, the next step in MBRT is Change Impact Analysis. Several relationships and dependencies exist between different elements of the system. An impact analysis is necessary to identify the elements affected due to these relationships and dependencies. In context of model-based development several models of a system represent different views of the system and hence, are related to each other to give a complete picture of the system. The aim of change impact analysis in MBRT is to determine the impact of change in one model on other models of the system. It helps to identify the parts of the models/system which are indirectly affected by the changes. This topic is discussed in detail in section IV.B
Regression Test Selection
Regression test selection is performed after identifying the changed and impacted elements in the system. In this step, the changes and their impact (already determined in the previous steps) is used to select a subset of the test suite for regression testing. Relationships between elements in the model and test cases are established for performing test selection. As discussed earlier, these relationships are either established at the time of baseline test suite establishment or they need to be discovered later by applying heuristics to discover such relations. Test cases are classified against the added, deleted and changed parts of the system. A very famous test suite classification often adopted by several regression testing techniques in the literature by Leung et al. divides the regression test suite into obsolete, reusable and re-testable test cases (Leung & White, 1989) . Test cases may also be prioritized based on cost and risk factors .
Repair Broken Test cases
A lot of test cases become inapplicable due to the changes introduced to the system. After performing the test selection, it is necessary to identify such test and repair them for further use.
Regression Test Execution
Once all the test cases have been selected and broken test cases are repaired, the next step is execution of these test cases. This step does not require any special tools and techniques, as existing test execution methodologies, environments and engines used for testing the base line can be adapted during the regression test execution as well.
Regression Test Analysis
The last step is to analyze the test results and evaluate the test verdicts to determine the regression defects. Existing test analysis approaches for baseline test analysis can also be used in this step. If some defects are uncovered during the test analysis, some rework is often required to correct the system. In the proceeding section we discuss an example state-based regression testing approach to demonstrate the applicability of the steps discussed above.
III. A PRACTICAL STATE-BASED MBRT APPROACH: A DEMONSTRATING EXAMPLE
In this section, we present a state-based approach for model-based regression testing developed by the authors, together with an illustrating example. This approach provides a practical demonstration of all the MBRT steps discussed in Section II.A. It is also included later in our analysis of the MBRT approaches. Our approach uses UML class diagrams and state machines as input. The dependencies between both types of artefacts are discovered and change impact analysis is performed based on these dependencies. Figure 2 presents the overview of the approach. According to Figure 2 , first of all the baseline version of both state machine and class diagram are compared for change identification and impact analysis. These artefacts are stored in a model repository for the version control. The set of changes obtained after the comparison is used to select the regression test cases from the baseline test suite. Before we discuss these activities in detail in following sections, we explain how the baseline test suite was established in the next section.
A. Baseline Test Suite Establishment in the Statebased MBRT Approach
As mentioned earlier baseline test suite construction is a prerequisite for regression testing. We constructed our state-based base line test suite using the transition tree methodology (Binder, 1999) . Figure 3 , depicts the partial transition tree of the state machine corresponding to the Student class presented in Figure 5 . The dashed lines in the figure represent an ongoing path which is not shown in due to the huge size of the tree. The concrete test representation is in a XML format, where each block marked as Test case in the XML document represents a distinct path in the transition tree. Listing 1 depicts an excerpt of the test suite contacting two cases.
<?xml version="1.0" encoding="UTF-8"?> <xmi:XMI xmi:version="2.1" xmlns:uml="http://schema.omg.org/spec/UML/2.0" xmlns:xmi="http://schema.omg.org/spec/XMI/2.1"> <Test case name="TC1" TestContext="StudentClass"> <TestComponents> <TestComponent name="RegistrarTestComponent"/> </TestComponents> <TestTransition name= "T0" source="Initial" target="RegisteredStudent" trigger=""/> <TestTransition name= "T2" source="RegisteredStudent" target="BeingEnrolled" trigger="registrar.enrollInCourse"/> <TestTransition name= "T4" source="BeingEnrolled" target="RegisteredStudent" trigger="self.status==unsuccessful"/> </Test case> <Test case name="TC2"> <TestComponents> <TestComponent name="RegistrationTestComponent"/> </TestComponents> <TestTransition name= "T0" source="Initial" target="RegisteredStudent" trigger=""/> <TestTransition name= "T2" source="RegisteredStudent" target="BeingEnrolled" trigger="registrar.enrollInCourse"/> <TestTransition name= "T6" source="BeingEnrolled" target="Enrolled" trigger="self.status==unsuccessful"/> <TestTransition name= "T7" source="Enrolled" target="Enrolled | Studying" trigger="registration.currentSemester.status==Study"/> <TestTransition name= "T12" source="Enrolled | Studying" target="Enrolled | GivingExams" trigger="registration.currentSemester.status==midTerm||finalExam"/> <TestTransition name= "T14" source="Enrolled | GivingExams" target="Enrolled | Studying" trigger="registration.currentSemester.status==Study"/> </Test case> </xmi:XMI>
Listing 1: The Concrete Test Representation in XML Format

B. Traceability between System Models and Test cases
We use the concept of implicit traceability to discover the relationship between class diagrams and state machines and then the test cases. In implicit traceability, the traceability information is not already available and made explicit. To discover the relationship between class diagrams and state-machines, we apply heuristics based on similarity of the names and the ID's of model elements.
Discovering the relationship between state machines and test cases is simpler in our approach. During the test suite generation every test case contains the id of the corresponding transition in the state machine. These ID's are used later to trace the test cases corresponding to the affected transitions.
C. Performing Change Identification and Impact analysis on the state-based MBRT Approach
The first step of our MBRT approach is change identification and impact analysis. According to Figure 2 , at first the changes in the class diagram are obtained by comparing the baseline and the delta versions of class diagrams along with class invariants and operation contracts. A change set is obtained after this comparison and is referred to as "Class-driven Changes". Change computation is performed by comparing the properties of all the elements of the class model such as classes, operations and attributes, after parsing both class diagrams.
After computing the class-driven changes the next activity is state machine comparison. Changes in both versions are detected and class-driven changes are used to obtain the affected elements of the state machine. For example, a state transition will be marked as affected if it uses any changed attribute or operation of the corresponding class in its guards, events or actions. The set of these changes is referred to as state-driven changes.
To elaborate the methodology, let us consider Student Enrolment System as an example. Figure  4 represents an excerpt of the class diagram of the Student Enrolment System. In the class diagram shown in Figure 4 , we have state machine corresponding to two state-full classes; the Student class and the Course class. Figure 5 depicts the state machine of the baseline version of the student class.
Following corrective changes are introduced in the new version of the system. 1. The defaulter attribute of student class is modified. Its type is changed from String to Boolean. 2. State 2 and transition T1 and T3 are no more in the state machine of student class.
During the class diagram comparison process, the defaulter attribute is identified as modified and inserted in the set of class-driven changes. In the state machine comparison process, the state 2 and transition T1 and T3 are marked as deleted. However, an additional transition is also marked as modified. The transition T5 is using the defaulter attribute of the student class in its guard condition "[self.defaulter="false"]", hence T5 is also marked as a modified transition Listing 2 contains two sample change impact rules for the modified transition. It is important to note that such change models and change impact rules are defined for every model element in the state machine meta-model. 
A. Regression Test Selection
Finally, the set of affected test cases from the baseline test suite are selected by tracing the statedriven changes to the corresponding test cases. As discussed earlier, the test cases contain the information about the ID's of the transitions they correspond. The ID,s of the affected transitions are matched with the test cases to identify the affected test cases. Our test suite is classified into three types of test cases; obsolete, reusable and re-testable (Leung & White, 1989 This classification is adopted by several regression testing techniques in the literature. Obsolete test cases are no more valid for the delta version. They usually correspond to elements in the system that are deleted and are not accessible in the delta version. Re-testable test cases need to be executed for regression testing as they correspond to modified parts of the system. After performing the test suite classification for regression test selection, the total number of retestable test cases that are required to execute during regression testing for the Course and Student class are 447 and 15 respectively. 29 test cases of the student class are also marked as obsolete and cannot be executed to test the delta version of the system.
IV. CHALLENGES IN MODEL-BASED REGRESSION TESTING
In this section gives a general introduction to the challenges in research and industrial application of model-based regression testing. These challenges guide the analysis and classification in section VI.
A. Change Identification
Change identification is a crucial part of regression testing. As discussed earlier, change identification in MBRT is the process of calculating the change given one of more models of baseline and delta version of the system. Model comparison is a key concept while dealing with change identification in MBRT. Unfortunately, most of the existing approaches in MBRT do not place much focus on this aspect (see section VI.D.3).
However, in a few approaches [ (Briand, Labiche, & Soccar, 2002) , (Farooq, Z., Malik, & Nadeem, 2007) ] change identification is explicitly covered. These approaches focus on elementary change types; addition of a model element, deletion of a model element and modification (changed/added/deleted property) of a model element. However, there can be more complex and fine grained changes. The so-called modular operators discussed by Baldwin and Clarke (Baldwin & Clarke, 1999) can be used as a foundation for understanding complex change types. These modular operators are splitting, substituting, augmenting, excluding, inverting and porting. Mäder et al. (Mäder, Gotel and Phillipow, 2009 ) also presented an interesting taxonomy of complex change types for traceability maintenance. These change types are add, delete, move, merge, split, and replace.
In Figure 6 , we present a taxonomy of elementary and complex model changes for comparison of models for change identification during regression testing. The figure contains the change types from Baldwin and Clark, and Mäder et al. and some other additional change types relevant to model comparison. All the change types/operators are presented with a demonstrating example of a structural model (class diagram) and a behavioural model (activity or process diagram). In Figure 6 , left hand side of the containers separated with a dashed line show the original models and right hand side shows the modified models. The name of the container depicts the name of the change type/operator applied. We discuss these change types/operators in the following. 
Rename
Rename is a change type/operator which changes the name of a model element in a model. Rename is quite similar to the property update change type; however, we separated it because name is often a unique and most significant property of a model element and the effect of this change type will normally different in regression testing as compared to the update property change type.
Split and Merge
The change-types split splits a model element into n number of model elements; whereas, merge merges n number of model elements into 1 respectively. In Figure 6 , two classes A and B are merged into 1 class C. It is to notice that after merge properties of both classes are part of the merged class.
Similarly in case of an activity/process diagram example in Figure 6 , input and output of the merged process are a combination of both processes it merged. Normally, changes like merge and split are hard to detect and require very strong heuristics and change detection rules.
Move/Change of Hierarchy
We combined the move and change of hierarchy change types/operators because, if we move any model element from one place to another, it will be placed from one container to another, which is a form of change in hierarchy as well. However, in some cases change of hierarchy can also be separated from move. For example, in a class diagram, if a new parent class is added or an existing parent class of a class is deleted then it will also cause change of hierarchy without application of move change type/operator.
Change of Order
Change of order occurs in the behavioural models. In the corresponding example in Figure 6 , one the order of activities in the activity/process diagram is changed. Such changes are also hard to detect and also require strong heuristics and change detection rules.
Property Update
Property update is a change in which any attribute/property of a model element is changed. This is also a form of elementary change. Figure 6 contains an example of a property update, where a property value of the attribute isAbstract of a class is changed from true to false.
We think that the above mentioned change types are very interesting for change identification in MBRT and the investigation of the impact of such change type during regression test selection is a very interesting research question.
In the following sections we will discuss the types of model comparison approaches and the available tools and technologies for model comparison
Type of Model Comparison Approaches
There are two basic types of model comparison techniques. We discuss them in the following subsections.
a) Offline/State-based Change Detection
In offline/state-based change detection, two states of the models are compared. The state before change (baseline models) and the state after change (delta model). Models are often compared to detect the added and deleted elements and changed properties of these elements. All the regression testing techniques discussed in the literature so far are using offline change detection.
b) Online/ Event-based Change Detection
In contrast to the offline change detection, each change operation performed by a modeller is recorded in online/event-based change detection. This event capturing mechanism is built-in in the modelling tool and produces chains of recorded events. These event chains are then processed to extract the complex change type based on modeller's intentions by applying heuristics. Online change detection is used in many fields such as traceability maintenance and conflict resolution [ (Mäder, Gotel and Phillipow, 2008) ; (Gerth et al., 2010) ]. However, none of the regression testing techniques discussed in the literature so far uses online change detection. It is an interesting research question how these change operation chains can be processed to compute complex changes and then how they can affect the regression testing. At present, using online change detection for MBRT to answer these questions is a work in progress and the authors of this chapter are working on it.
Recent Tools and Technologies for Model Comparison
In this section, we discuss some recent tools and technologies developed in the field of model comparison.
EMF Compare (Generic Model Comparison Tool)
EMFCompare is a generic tool for comparing EMF based models (EMFCompare, 2011); hence, the tool is able to compare any model expressed in EMF. It focuses on the elementary change types add delete and update/change during model comparison. A very interesting feature of EMFCompare is its ability of change visualisation in form of a model.
ECL (Epsilon Comparison Language) Another interesting concept in model comparison introduced recently is of ECL (ECL, 2011).
ECL is a rule-based language to specify the comparison logic; hence, complex change types can be specified. However; more case studies are required to evaluate the comparison strengths and weaknesses and scalability of ECL.
Model Comparison using Model Transformations
In such comparison approaches, comparison logic is specified using model transformation languages. The examples available at the website of ATL (Atlas Transformation Language) for model comparison and model merging are examples of such comparison (ATL, 2011).
The approaches discussed in this section can be used in the change identification phase of MBRT because most of the MBRT approaches do not focus on change identification, as mentioned earlier.
It is an interesting research question how regression testing techniques can use these new approaches for change identification, and consider the changes mentioned above.
B. Change Propagation
After the identification of changes, their consequences on tests have to be determined. A change in one artefact affects other related artefacts, for example test cases. This phenomenon is often referred to as Change Propagation. In model-based development, several artefacts are covered by different views, which represent different aspects of the system. These views are inter-related as they represent the whole system. It is necessary to consider the relationships and dependencies between the artefacts and model elements, to analyze the change propagation phenomenon for effective regression testing. Two concepts are important when dealing with change propagation; "Traceability" for the establishment and maintenance of the relationships, and "Change Impact" for the determination of the affected artefacts. In the following sub sections, we will discuss both concepts in detail.
Traceability
According to a definition by Gotel and Finkelstein (Gotel & Finkelstein, 1995) , traceability refers to the ability to describe and follow those aspects that are of interest. Traceability deals with the relationships among entities of interest. A traceability link expresses a dependency between two or more entities, which has been passed during a development activity. By definition, a dependency constitutes a relation between two artefacts of which the one has to be adapted if the related artefact changes. For MBRT, relations between artefacts from all development phases such as requirements, design, implementation, deployment, and test are of relevant.
Different artefacts relate with each other in a different context. This context determines the type of the relationship, the type of the artefacts, which can be related, and rules for completeness and consistency. The context, however, is determined by the problem to be solved by the modelling, and thus the goal of the modelling. There is no need to analyse other aspects such as the actual development activity, the design methodology applied, and the problem domain are related to the context in a minor degree, because the goal of the modelling is influenced by them. For example for a modelling of time behaviour, artefacts with a regard to time such as events, tasks and semaphores are relevant. The relevant types of relationships between them comprise all relationships with influence on the time behaviour such as after, before, waits-for and similar.
If the analysis of change propagation constitutes the goal of the modelling, all those artefacts are relevant that are influenced by a change, for example use cases and conceptual models as part of requirements models; systems, components, and interfaces as part of the structural view of architectural and design models; the various elements from behavioural models, and the elements of implementation and deployment models. The set of relevant types of relationships comprise all dependencies, for example the relationships use, implements, part-of, is-a, instance-of, and many more.
The relationship type of dependencies and traceability links is important for its evaluation and utilization. Using the relationship type, rules for consistency checks can be established, and methods for impact analysis can be developed. Unfortunately, there is no standard classification of types of dependencies. Moreover, Antequi et al. argue that it is not possible to foresee all relationship types for dependencies (Anquetil, et al., 2008) . However, it is helpful for impact analysis to classify relationship types according to their nature in order to establish rules for impact evaluation for theses classes. Since the goal of modelling determines the relevant relationships, a classification should be made according to the purpose they serve. 
Change Impact Analysis
Determining the effect of a change to a software system is commonly referred to as Impact Analysis . Caused by dependencies between different software artefacts (e.g. classes), the effect of a change is able to spread across the entire software system, causing new changes and resulting in unwanted side effects.
Many different techniques to uncover such ripple-effects have been proposed in literature within the last years of research. The overall goal is to assist developers who are responsible for planning and implementing changes, allowing them to evaluate the effects of proposed changes before actually performing the change.
Impact Analysis can as well be used to [ (Kabaili, Keller, & Lustman, 2001) ; (Orso, Apiwattanapong, & Harrold, 2003) ] identify those test cases which must be executed after implementing a change and therefore assist regression testing. As MBRT is concerned with abstract system representations such as a systems architecture, Impact Analysis techniques developed for abstract models, such as (Briand L. , Labiche, O'Sullivan, & Sowka, 2006) , can be used to identify possible candidates for retesting.
Apart from dependencies between different artefacts, change couplings offer an additional source for conducting Impact Analysis. Change couplings can be inferred by observing historical change data, i.e. examining version control systems for patterns or clusters of co-changing artefacts (Xing & Stroulia, 2004) , as a change to one artefact of a cluster is very likely to cause changes to the entire cluster of artefacts.
C. Baseline Test Suite Generation
As mentioned earlier, it is a prerequisite for regression testing approaches to have an existing baseline test suite used to test the stable version of the system. However, baseline test suite generation is very crucial, since model-based test generation approaches are still not very mature. Most of the test suite generation activities are often manual and only a few approaches for automated test generation in the domain of model-based testing are available. Moreover, most of the approaches use ad-hoc specification languages for test specification.
There are a very few approaches using test specific languages and even these approaches are not mature enough to be applied in different domains and in larger development contexts (Baker et al., 2008) . Moreover, maintenance of traceability and preserving the relationship between models and test cases is also often overlooked during baseline test suite generation. This makes the regression testing activity more difficult.
D. Validity of Test Cases
As mentioned earlier, due to introduction of changes, many test cases often become invalid and they therefore, must be identified and repaired prior to regression test execution. How these test cases can be automatically repaired is a very interesting research question which is completely neglected by existing MBRT approaches.
E. Test Automation
Like other model-based testing approaches, test automation is also a big challenge for modelbased regression testing approaches. The standard conformance of these tools is another major issue, caused by rapidly changing modelling standards. Moreover, integration of model-based regression testing tools with other tools, especially baseline test generation tools and test execution environments is also a necessity which is often overlooked. Since MBRT relies heavily on models precise definitions of models (meta-models) and their implementation is required for tool implementation. Such meta-models are often not available for many domain specific languages. However, they are increasingly made available for example the UML and BPMN meta-model implementation for eclipse platform which is a positive sign for MBRT tool developers [(UML2Eclipse, 2011); (BPMNEclipse, 2011) ].
In the next section, we discuss a practical approach for state-based MBRT. We are demonstrating the approach with the help of an example for the sake of brevity. The approach is discussed in context of the MBRT steps and challenges discussed above.
V. MODEL-DRIVEN REGRESSION TESTING -CHALLENGES AND EMERGING
APPROACHES
Due to the increasing adaptation of model-driven development in the industry, researchers are investigating the possibilities of introducing MDA practices during regression testing as a next step after MBRT. The core of MDA lies in raising the level of abstraction by introducing models in all the development stages, compared to model-based techniques. Model transformations are the key concept in MDA which allows transformations of models between different or same abstractions. Recently some researchers proposed ideas in the dimension of Model-driven regression testing (referred in this chapter as MDRT).
A. Challenges in Model-driven Regression Testing
Maturity of Model-driven testing (MDT) approaches
For the application of regression testing approaches, well defined model-driven test generation approaches are required. Due to the fact that MDT itself is a quite new research area, the number of sophisticated MDT approaches is very limited. MDRT approaches depend on the test-suites generated by MDT approaches; hence, it is difficult to perform the regression testing without existing test generation methodologies.
Maturity of Transformation languages
For the application of MDT and MDRT approaches, transformation languages area core requirement. However, a lot of available transformation languages are not mature enough. They lack sophisticated development environments, sometimes they do not support the required modelling languages and sometimes they lack the important development facilities such as debugging etc.
Maturity of Test modelling languages
MDRT should use test modelling languages to conform to the MDA ideology. However, the support for test modelling is also very limited. Very few test modelling languages are available for example AGEDIS (AGEDIS, 2002), Tela (Pickin, 2001 ) and U2TP (U2TP1.0, 2005). However, AGEDIS and Tela are abandoned project and no more support is available for them. Although U2TP is a standard by OMG, it still lakes proper semantics and tool support for U2TP is also very limited.
Platform Independence
By definition of model-based and model-driven approaches, they should provide platform independence. However, its a big challenge to provide platform independence at every level during regression testing. For example, as discussed earlier, test modelling is another way to introduce the platform independence for test specification but due to immaturity of test modelling language it is hard to make the test specification platform independent.
Various Dimensions of Evolution
Due to the fact that in MDA models are available at different levels of abstractions, there are CIM (Computation Independent Models), PIM (Platform Independent Models) and PSM (Platform Specific Models). Hence, evolution is performed both vertically and horizontally as compared to the traditional model-based development where evolution is normally horizontal (Briand, Labiche, & Yue, 2009) .
Another important aspect is meta-model evolution. In MDA every model should conform to some meta-model. In case the meta-model is changed or extended, it can create version compatibility issues. Another type of evolution is platform and technical infrastructure evolution where chains of code generators, runtime environments, dependency tools are changed. The effect of such evolution can be same as meta-model evolution (Visser, Warmer, & Deursen, 2007) .
Models as Code
B. Emerging Approaches in the field of Modeldriven Regression Testing
As discussed earlier, MDRT is about introducing MDA practices such as model transformations, platform independent models for test generation and platform independent models for test specifications. The approaches mentioned here are recent and most of them only present research ideas. The application of these ideas is still a work to be done.
Naslavsky et al's approach is to use traceability and model transformations for regression test selection (Naslavsky, Ziv, & Richardson, 2010) . They used sequence diagrams for baseline test suite generation. The idea was in a preliminary phase and no results are reported for the success of the approach. Pilskalns et al. discuss another interesting approach for regression testing the designs models directly instead of testing the implementation (Pilskalns, Uyan, & Andrews, 2006) . This means that the test cases corresponds directly to the model and will be executed on the design models instead of the code.
Silva et al. present a concern-based approach for model-driven system; however, they do not discuss the use of model transformation languages or model-based test specification in their approach (Silva, Budnik, Hasling, McKenna, & Subramanyan, 2010) . We are evaluating the above mentioned approaches in our analysis in Section VI.
Another recent approach is by one of the authors of this chapter and it is a work in progress. The idea consists of using the MDA transformations for the baseline test suite generation with the integrated traceability. However, instead of ad-hoc test suite representations as adopted by other approaches, we are using U2TP 2 (U2TP1.0, 2005), a test modelling language, for the test specification. Use of a test modelling language not only increases the portability of the test suites but also the traceability maintenance is easy between design models and test models rather than test code. Another important aspect is that dedicated test specification languages cover several aspects of test specification such as test architecture, test time and test data modelling; hence, the impact analysis is fine grained and covers various aspects of test suites.
VI. EVALUATION OF MODEL-BASED REGRESSION TESTING APPROACHES
In this section, we present a comprehensive evaluation of the existing MBRT approaches. Considering the challenges identified in the previous sections, it is very important to evaluate the ability of the existing MBRT approaches to deal with all these challenges. This will help the researches working in the field of MBRT to identify the weaknesses of the existing approaches and to further continue the research in those areas to improve those weaknesses. For the practitioners, however, this evaluation can help to select the approach that suites their particular needs and project's requirement. For the tool developers, the analysis provides a guideline to identify the state of automation in the field and it provides the motivation to build new tools to address the need of testers during software maintenance.
Before performing the analysis, we identified some research questions and formulated detailed evaluation criteria to address these research questions. We discuss them in the subsequent sections. The criteria presented here is equally applicable to MDRT approaches as well; hence, we include the MDRT approaches discussed in V.B in our analysis as well.
There are some existing surveys on model-based regression testing (Fahad & Nadeem, 2008) , (Mahdian, Andrews, & Pilskalns, 2009) , (Engstroem, Runeson, & Skoglund, 2010 ). However, the major difference of the survey presented in this chapter is the level of detail. We identified a set of research questions for each criterion to have a better understanding of weakness and strengths of approaches in certain areas. The criteria presented in this chapter are very comprehensive as compared to any other criteria developed to evaluate model-based regression testing techniques in the literature. It contains 9 criteria and 27 inquiries corresponding to them. Our criteria are discussed in detail in Section VI.C. Moreover, before the comparison, we divided the approaches into 6 different sets for better understanding. These sets are explained in the start of VI.D.
A. Research Questions
According to the challenges discussed in section IV, we identified the following important research questions.
1. How much support is available for each regression testing step discussed in section II.A?
2. Whether the techniques provide strong support for change identification and impact analysis to deal with change propagation or not? 3. How much platform independence the existing techniques provide? 4. Do the techniques provide adequate test suite classification and how much reduction they promise? 5. How mature are the approaches in the field and how much support for the users they provide? 6. How much automation is supported by the model-based regression testing techniques?
Besides the research questions related to the challenges discussed earlier, we added two more research questions for better understand the techniques.
1. How many approaches exist for each testing level, i.e. unit, integration and system level? 2. What is the tendency of coverage of structural and behavioural models by the available model-based regression testing techniques?
In the next section we explain how we selected the studies for our analysis. We eliminate the irrelevant studies by establishing study selection criteria.
B. Study Selection
To eliminate the irrelevant studies before performing the analysis we used the following two filters.
1. All the approaches we considered are from the year 2000 and onwards. The reason is that the studies before that do not use mature modelling languages and are not applicable to the present scenarios.
2.
We consider only those approaches that use models as input; hence, ignoring the approaches that use source code or specification and design artefacts other then models. In the following sub sections, we discuss the study selection process and the eliminated studies.
Selected Studies
Initially the research papers were selected on the basis of title and abstract relevance. To search for the relevant papers we relied mostly on the existing knowledge of the authors in the field; hence, the initial papers were mostly already known by the authors. To make our search more reliable, we also thoroughly searched the references of all available papers and finally to get confidence on a complete coverage we searched the most popular databases IEEE digital Library, ACM Digital Library, SpringerLink and ScienceDirect using different combinations of following keywords.
"Regression Testing, Models, UML, Design Models, Model-driven, Model-based, specificationbased, evolution" After applying the initial selection filters and filtering them based on abstract and title relevance we obtained total 17 studies corresponding to 31 research papers. The list of these selected studies and their corresponding references are given in Appendix A.
Excluded Studies
We excluded all those approaches from our analysis which are published before year 2000. Interested readers can have a look on these studies in additional readings section in Appendix XI. Some other studies are excluded because the input used by these approaches was not models, they were either textual requirements or version data modelled using OCL. The list of these studies is also included in the additional reading section.
C. Analysis Criteria
In this section, we discuss the analysis criteria we developed to answer the above mentioned research questions. The criteria contain a set of further questions/inquiries satisfying the criteria. Table 2 presents each criterion and the inquiries related to the criterion. (Rothermel & Harrold, 1994) .
According to the criteria, inclusiveness is the extent to which modification revealing test cases are added in the regression test suite and Precision is the extent to which non-modification revealing test cases are omitted from the regression test suite. To determine inclusiveness is not possible without an experimental evaluation. For us experimental evaluation of 18 approaches was not possible due to time, resources and non-availability of detailed information for all the approaches. However, inclusiveness and precision in our case can be deduced by considering criterion 4 and 5 in Table 2 .
Efficiency, according to Rothermel & Harrold, is determined by considering space and time requirements of the regression testing techniques. This criterion also cannot be determined without experimental evaluations. We defined efficiency as the reduction capability of regression testing techniques and ability to classify the original test suite for regression testing effectively. The criterion 7, in Table 2 presents this criterion. Rothermel & Harrold defined generality as the ability to function in a wide and practical range of solutions. In our case, generality can be deduced by considering the inquiries in criterion 1.
Harrold et al defined Accountability as the extent to which regression testing approaches promote structural coverage criteria. To us, application of a structural coverage is concerned mostly with test prioritization approaches and most of the regression testing approaches do not deal with application of structural coverage criteria; hence, we do not consider this in our analysis. Another very important issue is scalability of the approaches. Scalability can be deduced by considering criterion 1 and 2 in Table 2 .
D.
Detailed Analysis of MBRT Approaches
In this section, we present the detailed analysis of the selected studies for each criterion. We classified the approaches into 5 different categories according to the models they are using. Following is the classification of the approaches.
Specification Level Activity-based Approaches: These are approaches with use specification models like use cases and activity diagrams as input for regression testing.
Approaches involving Both Specification and Design
Artefacts: These approaches either perform system level testing or involve multiple testing levels such as unit, integration and system levels. They take both specification and design models as input.
Design Level State-based Approaches:
These approaches take event-based models as input for regression testing. Most of these approaches take variants of finite state machines as input.
Design Level Component-based Approaches:
These approaches are specific for component-based regression testing.
Design Level Approaches using Sequence and Class diagrams:
These approaches takes sequence and class diagrams as input for regression testing.
Design Level Miscellaneous Approaches: These approaches are the design level approaches which do not fall into any above mentioned category.
In the following, we present the analysis of each criterion using for each classification of approaches mentioned above. Each criterion contains a corresponding analysis table and a "critical Issues" section highlighting the major findings of the analysis of the criterion.
Analysis of Criterion 1 & 2-Testing Level & Model Coverage
The criteria states which input models and test specification language the approaches use, and what levels of testing the approaches address? The inquiries other then inquiry 4 are more elaborative then analytical. These are used to understand the nature of the approaches better. Table 3 presents the analysis of the selected approaches for these criteria. According to Table 3 , from the total 17 approaches selected for the analysis, 7 of the approaches deal with system level testing, 2 approaches are about component-based testing, 4 approaches are integration level approaches and 7 approaches can be applied at unit level.
Most of the approaches do not use any particular test specification language for the test representation. Most of the approaches specify test in their custom styles. However, one approach uses JUnit for test specification and one use a XML-based representation of the test cases. The corresponding critical issues section contains the critical points extracted in the light of analysis. 
Critical Issues-Testing Level and Model Coverage:
The existing MBRT approaches use no standard test specification language such as TTCN or U2TP. They only use ad-hoc test representations and in most of the cases test specifications are very abstract and how these abstract test cases will be later mapped to the concrete test cases is unclear.
Analysis of Criterion 3-Support for Regression Testing Steps
This criterion shows how much support for the regression testing steps discussed in section II.A is provided by the existing MBRT approaches. Table 4 presents the analysis of the selected MBRT approaches for the inquiries of the criterion. For the discussion on the critical findings of the analysis please refer to the corresponding critical issues section. Critical Issues-Support for RTS:
1. The existing regression testing approaches do not consider two important steps of the regression testing; how the selected test should be repaired and analyzed. 2. A lot of the approaches provide limited support for change identification and impact analysis as well (see criterion change identificationVI.D.3 and impact analysis VI.D.4 for further details.)
Analysis of Criterion 4-Change Identification
Change identification is an important activity in regression testing. This section provides the analysis of the inquiries corresponding to the change identification for the selected MBRT approaches. The analysis is presented in Table 5 . For the critical issues refer to the corresponding critical issues section. Critical Issues-Change Identification:
1. Most of the approaches do not provide the sound change definitions to detect the changes in the models. If a change is not defined it cannot be detected later. 2. The existing MBRT approaches only consider the primary change types (Add, Delete, and Property Modification) and the effect of other complex change types discussed in section II.A.2 is not considered by any of the approaches. 3. A lot of approaches also do not discuss the rules for change identification between two versions of the system.
Analysis of Criterion 5-Impact Analysis
As discussed earlier, impact analysis is one of the most important activities in the regression testing. This section presents the analysis of the selected approaches for their capabilities to support impact analysis. Table 6 presents the analysis of the MBRT approaches for different inquiries corresponding to the impact analysis. The corresponding critical issues section discusses the critical findings of the analysis. No Traceability Intra-model
Critical Issues-Impact Analysis:
1. Most of the regression testing approaches do not support the concept of explicit traceability, i.e., traceability is not maintained at the time of test generation so that it could be used to perform impact analysis later during regression testing. 2. Some approaches provide the traceability, most of them use ID and name comparison to find the relations which is a week approach and might miss many relations. 3. A lot of MBRT approaches either do not support impact analysis or support impact analysis within one diagram. The relations between several diagrams are considered only in a few approaches. 4. Most of the approaches do not consider different types of dependencies. The type of dependency can affect the way selected test should be treated later. Only a few approaches consider control and data dependencies for intra-model impact analysis.
Analysis of Criterion 6-Platform Independence
This section provides the analysis of selected approaches for the criterion Platform independence. The criterion considers the platform independence of input models and test specification models and the implementation platform. Table 7 presents the analysis of the criterion for the selected approaches.
Further issues are discussed the corresponding critical issues section.
Study-9: (Beydeda et al., 2000)
No Traceability Intra-model Critical Issues-Platform Independence:
1. The concept of test modelling which supports platform independent test suites is not supported by the existing model-based regression testing techniques. 2. Almost all the prototype implementations provided by the approaches are compliant to the Java platform and support for other platforms is not provided by the approaches
Analysis of Criterion 7-Efficiency
This criterion analyzes the efficiency of the approaches by analyzing the reduction capabilities and by considering the ability of test suite classification of the selected approaches. Table 8 presents the analysis of the selected approaches for the corresponding inquiries. The corresponding critical issues section highlights the general issues considering the evaluation of the approaches for efficiency. Critical Issues-Efficiency:
Although some MBRT approaches report the reduction achieved by applying their approaches on the case studies. However this reduction depends on how much modifications they considered and how complex were the case studies. To evaluate the reduction capabilities of the approaches, the approaches should be empirically analysed with the same set of the approaches.
Analysis of Criterion 8-Maturity and Support
This criterion evaluates the maturity and support provided by the MBRT approaches by focusing on three main issues; case studies or evaluations, standard compliance and available documentation and support. Table 9 shows the results of the analysis of the selected approaches. We discuss the critical issues related to this criterion in the corresponding critical issues section. Critical Issues-Maturity and Support:
1. Although some cases studies are available for evaluating MBRT approaches for their applicability; however, most of the studies do not evaluate the approaches for efficiency and reduction. Unavailability of comparative evaluations is also a major issue in MBRT. 2. Standard compliance, especially for test specification is a major deficiency in the existing MBRT approaches. 3. The degree of documentation and support is very limited in the existing MBRT approaches. The only support material available for most of the approaches is a conference or a workshop paper. Very few approaches also publish their results in a journal paper which contains relatively more detailed information. However, none of the approaches provide tutorials or other artefacts to support their approach. Most of the approaches also do not provide any other kind of documentation and tutorials for their tools and methodology.
Analysis of Criterion 9-Automation and Tool Support
This criterion evaluates the degree of automation and tool support by the existing MBRT approaches. Table 10 presents the analysis of the selected approaches for two further inquiries. The approach provides the algorithmic details of the ideas or not and the ideas or implemented in a tool or not. The corresponding critical issues section discussed the critical findings of the analysis. Existing model-based regression testing approaches provide very limited tool support. Most of the tools are not mature and also not available online.
E. Discussions
In the above section, we presented a detailed analysis of the existing MBRT approaches. The critical issues corresponding to each analysis criterion are identified and discussed. The critical issues highlight the areas within MBRT which require further attention from the researchers. In general, the analysis shows that there is a need of better support of change identification and impact analysis. Moreover, test automation, standard conformance repair of broken test cases and test result analysis are the areas where further research is required.
MBRT approaches need to be mature by providing support in form of tutorials and more help materials to perform the approaches practically. Further, there is a strong need of comparative empirical evaluations of different categories of MBRT approaches to determine their comparative reduction capabilities and other factors discussed in section VI.C.
In the next section, we discuss an example of our state-based regression testing approach to demonstrate how MBRT can be practically applied. Although, we are not resolving the above mentioned issues in the discussed example but we believe that this example can be useful to understand the basic concepts of MBRT.
VII. CONCLUSION
In this chapter, we discussed the model-based regression testing (MBRT), its core concepts, challenges, the state of the art and the emerging trends. We also demonstrated how MBRT fits in the software development life cycle and we demonstrated the steps involved in MBRT phase. We discussed the challenges, which MBRT has to overcome to reach a more widespread application in the industrial practice. Moreover, we give an overview over the challenges of the emerging model-driven regression testing approaches, which are still in an early stage of development.
The main contribution of the chapter is provision of a comparative analysis and classification of the existing MBRT approaches. First we classified the approaches based on the artefacts they use and whether they are specification-based or design-based MBRT approaches. For this analysis, we developed comprehensive analysis criteria which contain 9 major evaluation criterions consisting of 27 inquiries (research questions). The criteria is based on the challenges in MBRT, we identified earlier in this chapter. We selected 17 studies from the MBRT literature consisting of 31 research papers. We applied the analysis criteria to compare the selected studies in detail. We identified the critical issues in existing MBRT approaches for each criterion after our analysis. In total, we identified 16 major issues that need to be improved by the MBRT approaches. This analysis can provide the researchers the reasons to do further research in the area of MBRT and to choose the issues they should address in their research. For the practitioners as well, the analysis provides a thorough insight of the strengths and weaknesses for different classes of the approaches.
Furthermore, we presented our own approach for state-based regression testing as a concrete example on how MBRT works in practical scenarios. To conclude we suggest, based on the analysis presented in this chapter, that the lack of tool support, standard conformance especially for test specification, limited focus on the impact analysis and change identification, and the lack of documentation are the major hindrances in the practical application of MBRT and the utilization of its full potential. Research should be conducted in the above mentioned areas to improve the quality and applicability of model-based regression testing approaches.
of the system is one in which new changes are introduced. It has to be tested using the regression testing approaches.
Regression Testing: Regression testing is a testing activity which is performed after a change is introduced into the system. The aim of the regression testing is to reveal the defects introduced after the changes. The changes introduced in the system are the result of the software evolution. Changes are often identified by comparing the baseline and delta versions of the system. After the change identification, the test cases corresponding to the changes are identified from the baseline test suite to retest the system.
Model-based and Model-driven Testing:
Model-based testing uses analysis and design models of a system as input to identify the changes between different versions of a system. Model-driven testing is a type of Model-based testing which uses MDA principles such as Platform independent models and platform specific models as input and model transformations for test generation. Additionally Model-driven regression testing approaches should also use platform independent test suites and should support the concept of test modelling.
MBRT:
Model-based Regression Testing (MBRT) is a type of regression testing that uses analysis and design models of baseline and delta versions of the software system for the change identification. The analysis and design models of the baseline and delta versions are compared to identify the changes between different versions of the systems. The changes are used later to select the regression test cases.
Traceability: Traceability is ability to specify and preserve the relationship between two entities of interest. Traceability is often categorized as implicit and explicit traceability. Implicit traceability is the traceability which exists between two model elements but is not made explicit. Explicit traceability is the traceability which is discovered and stored/persisted for further reuse.
Change Impact Analysis: Change impact analysis is the process to identify the impact of change in one artefact on the other related artefacts. The impact analysis is performed by considering the various dependencies that exists between artefacts in a system.
Abstract test cases and concrete test cases:
Abstract test cases are often extracted from the specification of the system. They cannot be executed often due to the fact that they are derived from a representation which is at a higher level of abstraction then the actual system code. They need to be translated to the executable from (concrete test cases) for execution on the system under test. ., (a), 2002,2003 ) (Chen, Probert, & Sims, 2002) , (Chen Y. , 2002 ) ) Study-3: (Silva et al., 2010) (Silva, Budnik, Hasling, McKenna, & Subramanyan, 2010) 
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