I. INTRODUCTION
A recent program, Sympathy, 1 for finding optimal polarity Reed-Muller (FPRM) expansions of symmetric functions is based on an algorithm whose data structure is an OFDD of the given function.
It requires O(n 7 ) operations and O(n 6 ) storage space, where n is the number of variables. However, if one uses a more efficient data structure, specifically the transeunt triangle of Suprun [1] , [3] , [4] , the same computation can be done with O(n 3 ) operations and O(n 2 ) storage space. The improvement is achieved because coefficients needed in various expansions are computed and stored only once, whereas Sympathy builds a new OFDD for each polarity. On benchmark functions, the speed improvement is by orders of magnitude Note the total number of product terms required to realize this function. In the first and fourth FPRM expansions, seven terms are required, while in the second and third, only four are required. The FPRM simplification problem is to determine which of n +1 polarities (number of complemented variables) yields the FPRM expansion with the fewest Publisher Item Identifier S 0278-0070(00)10293-3. terms. In this example, the two middle polarities are both optimum, yielding an expansion of four terms each. 
III. TRANSEUNT TRIANGLE REPRESENTATION OF REED-MULLER EXPANSIONS
Consider a triangle of 0s and 1s, where the base is a symmetric function's n + 1-bit carry vector. Immediately below this is a vector of n 1s and 0s formed by the exclusive OR of adjacent bits in the carry vector.
Immediately below this is a vector of n 0 1 1s and 0s formed by the exclusive OR of adjacent bits in the previous vector, etc.. At the bottom is a single 1 or 0. Doing this for f (x1; x2; x3) = x1 x2 x3 + x1 x2x3 yields the triangle in Fig. 1 .
The resulting triangle is the transeunt triangle, originated by Suprun [3] , [4] . Notice that the bits along the triangle's left side are coefficients in RM 0 , while bits along the right side are coefficients in RM 3 . Additionally, embedded rectangles represent the coefficients in RM1 and RM 2 . This can be seen in Fig. 2. 0278-0070/00$10.00 © 2000 IEEE 
A. The Algorithm
Note that a single element of the transeunt triangle represents one or more coefficients in the various Reed-Muller expansion matrices. The efficiency of the transeunt triangle is due to the fact that it is not necessary to recompute this coefficient for each polarity.
Algorithm 1 [4] 1) Generate the transeunt triangle. 2) For each
, extract the coefficients ( ), and compute the number of product terms.
3) Choose an with the fewest product terms.
B. Time and Space Complexity
The following lemma gives both the time and space complexity of the above algorithm. The time complexity is due to [4] . to store the number of product terms, one for each of the n + 1 polarities, for a total of O(n 2 ) locations.
The OFDD approach has time complexity O(n 7 ) and space complexity O(n 6 ). Thus, Algorithm 1 represents a significant improvement.
V. EXPERIMENTAL RESULTS
Suprun [3] , [4] did not apply his algorithm to benchmark functions. Our implementation is called Symphony, (symmetric phunction optimizing system), which is written in C++ and compiled under Microsoft's Visual Studio Version 6.0 for Windows98. It was run on a 400 MHz. Pentium system. Table I shows, for certain symmetric benchmark functions, the execution time of Symphony compared to Sympathy and to FDD, another OFDD-based minimizer that does not consider symmetry [2] . Table I also shows the number of inputs (In), the Output Number (Out), the Carrier Vector expressed as a regular expression (Car. Vec.), the polarity(ies) that produced the optimal realization (Opt. Pol.), and the number of product terms in the optimal solution (Products). The three execution times (FDD, Sympathy, and Symphony) are shown in seconds.
A. Comparison of Symphony on benchmark functions
As can be seen, Symphony is very fast, requiring no more than 0.0002 secs. on any of the functions considered by Dreschler and Becker. Indeed, these execution times are less than the time interval between real time clock interrupts. As a result, timing functions in C++ return zero elapsed time for program execution. To achieve the necessary resolution, each function was minimized 2 000 000 times and the total time was divided by 2 000 000.
Each dbruijn_k entry in Table I is a d'Brujin sequence indexed by k. That is, each sequence contains exactly one copy of each of the 2 k binary k-tuples. Overall, it contains a total of 2 k + k 0 1 bits. This sequence is such that decision diagram representations for such functions will have many nodes, as there are few repeated subsequences. As a result, algorithms based on decision diagrams will require more computation time than for other symmetric functons. Table II shows, for certain symmetric functions that are also threshold functions, the relative execution times of FDD, Sympathy, and Symphony. Again, Symphony is fast.
VI. CONCLUSION
Rather than computing the entire FPRM expansion for each polarity, Symphony computes and stores expansion coefficients only once, using the transeunt triangle, and extracts them, as needed, to form the various expansions. In this way, it achieves a major savings in computation time and storage over Sympathy, which computes a decision diagram for each polarity.
An abbreviated version of Symphony can be accessed at http://www. oc.nps.navy.mil/~butler/transeunt.html (word length restrictions on the server preclude carrier vectors with more than 31 bits). Users can input a carrier vector and see the transeunt triangle along with the number of product terms for each polarity.
