sy + ys = −k (3)
We will classify the irreducible representations of H(t, k). Now, for t = 0, H(t, k) is clearly isomorphic to H(1, k t ) under the map X → X, s → s, y → 1 t y.
Thus it is sufficient to classify irreducible representations of H(0, k) and H(1, k). For brevity we will use the notation H 0 def = H(0, k) and H 1 def = H(1, k), assuming that k has been fixed once and for all. 
Irreducible representations of H

Irreducible representations of H 1
Proposition 2.3. Let k / ∈ F p . Then the irreducible representations of H 1 are the following:
1,1 with basis {v µ+j , v −µ+j , j = 0, 1, . . . , p − 1}, defined by the following:
Xv β = sv −β−1 , β = ±µ, ±µ + 1, . . . , ±µ + p − 1; (10)
• For θ = ±1, we have a 2p-dimensional representation V θ 1,2 with basis {v j , w j , j = 0, 1, . . . , p−1}, defined by the following:
(11)
1,1 and V
are isomorphic if and only if Now, in the case where k ∈ F p , note that there is an isomorphism between H(1, k) and H(1, −k), given by y → y, s → −s, X → X, k → −k.
So we may assume that k is an even integer with 0 ≤ k ≤ p − 1.
Proposition 2.4. Let k be even with 2 ≤ k ≤ p − 1. Then the irreducible representations of H 1 are the following:
1,1 , defined as in Proposition 2.3.
are isomorphic if and only if 
• For c, θ = ±1, we have a p-dimensional representation V c,θ 1,6 with basis {v j , j = 0, 1, . . . , p − 1}, defined by
1,7 with basis {v j , u j , j = 0, 1, . . . , p − 1}, defined by
Proof. Given a product of X, y, s, X −1 in any order, one can ensure that the y's are to the right of all the X's by using yX = Xy − ksX repeatedly, and one can also ensure that the s's are to the left of all the X's and y's by using Xs = sX −1 and ys = −k − sy repeatedly.
Proof. First, let us show that y 2 ∈ Z(H 0 ). We have
thus [X, y 2 ] = 0. We also have
thus [s, y 2 ] = 0. It follows that y 2 ∈ Z(H 0 ). Next, we show that X + X −1 ∈ Z(H 0 ). We have
Thus [y, X + X −1 ] = [s, X + X −1 ] = 0, and so X + X −1 ∈ Z(H 0 ). Finally, we show that Xy − yX −1 ∈ Z(H 0 ). First we note that
and thus
and
Thus Xy − yX −1 ∈ Z(H 0 ).
Corollary 3.3. H 0 is finitely generated as a module over its center.
Proof. From Lemmas 3.1 and 3.2, we see that H 0 is generated over its center by 
. From this it follows that
Now let H 0 be the subalgebra of H 0 generated by Z(H 0 ) and 2βX − ksX. Proof. Let v ∈ V [0] be nonzero. From the proof of corollary 3.3, we know that V is spanned by {v, Xv, sv, sXv}.
Let w = −sv; then, yw = −ysv = syv + kv = kv.
Let w ′ = −Xv = −sv ′ ; then, as above, we have yw Proof. From the proof of corollary 3.6, we see that y acts on V as the zero operator. Let λ be an eigenvalue of X, let V X [λ] denote the associated eigenspace and let v ∈ V X [λ] be nonzero. From the proof of corollary 3.3, we know that V is spanned by {v, sv}. Now
If λ = ±1, it follows that X and s commute as operators on V ; since V is irreducible, this implies that dim V = 1. 
First, we note that X and y cannot have a common eigenvector; for if Xw = γw and yw = β ′ w, then ksw = XyX −1 w − yw = 0, and combining this with s 2 = 1 gives w = 0. Hence, by scaling, we can assume that ω 0 = 1. Now the central element Xy − yX −1 acts on V as a scalar. The matrix representation of Xy − yX −1 is
.
, which means that det X = 1. Hence,
Using (4), we see that XyX −1 − y − ks = 0. Using (79), we see that the matrix yrepresentation of
Using (2), we see that s 2 = 1. Using (80)-(83), we see that the matrix representation of s 2 is
Thus,
Using (79)- (84), we see that V is isomorphic to V β,θ0 0,1 . Furthermore, it is easy to see that for all a, β ∈ k \ {0}, V 
Now the matrix representation of sy + ys + k is
(3) thus implies that γ 1 = −k and γ 0 = −δ 1 . Scaling, we may assume that γ 0 = 1. Next, we note that s 2 − 1 acts on V as −δ 0 k Id; (2) thus implies that δ 0 = 0. We then see that the matrix representation of
(4) thus implies that θ 1 = −kθ 0 , θ 0 = ω 1 + kω 0 . Finally, the matrix representation of XsX − s is
Thus V is isomorphic to V 
First, we note thet X and y commute, so they must have a common eigenvector; for the moment, let us assume that ω 0 = 0. Now the central element Xy − yX −1 acts on V as a scalar. The matrix representation of
Using (4), we see that XyX 
a . Now let V be a two-dimensional representation of H 0 in which y acts as zero and X has eigenvalues λ and λ −1 , with λ = ±1.
Let the matrix representing s with respect to the basis {v 0 , v 1 } be as follows:
Using (1), we see that Xs − sX −1 = 0. But the matrix representation of Xs − sX −1 is γ 0
Since λ = ±1, we see that γ 0 = δ 1 = 0. Thus s 2 acts on V as γ 1 δ 0 Id. Using (2), we see that s 2 = 1. Hence,
. By scaling, we may assume that γ 1 = δ 0 = 1. Thus V must be isomorphic to V 
span H 1 over k.
Proof. Similar to the proof of lemma 3.1.
Lemma 4.2. X p + X −p and (y p − y) 2 belong to the center Z(H 1 ) of H 1 .
Proof. First, let us show that X p + X −p ∈ Z(H 1 ). We have
So X(y + 1) 2 = y 2 X, and thus Xg(y + 1) = g(y)X for all even polynomials g. In particular, [X, (y p − y) 2 ] = 0. Furthermore, we have [s, y 2 ] = 0 (for the same reason as in the case t = 0). It follows that (y p − y) 2 ∈ Z(H 1 ). Corollary 4.3. H 1 is finitely generated as a module over its center.
Proof. From Lemmas 4.1 and 4.2, we see that H 1 is generated over its center by
Corollary 4.4. Every irreducible H 1 -module is finite-dimensional over k.
Proof. Standard.
Consider the following elements of H 1 :
These elements were introduced by Cherednik in [Che97] and are called intertwiners. We note that B is also equal to −ys − k 2 . Lemma 4.5.
Proof. We have
Lemma 4.6. Ay = (−y − 1)A, By = −yB.
Proof. We have Ay = sXy = s(yX − X + ksX) = −ysX − kX − sX + kX = (−y − 1)A, and
Corollary 4.7. Let V be a representation of H 1 . Then
is an isomorphism and
is a homomorphism. B is an isomorphism if and only if β = ± 
where µ is a root of the equation
Proof. Let µ be an eigenvalue of y, and let
By corollary 4.7, we have the following homomorphisms:
If none of the eigenvalues in (86) is equal to k 2 , then all of the homomorphisms in (86) are isomorphisms (by corollary 4.7). Otherwise, we may assume without loss of generality that µ = k 2 , and once again all of the homomorphisms in (86) are isomorphisms. Thus, dim V ≥ 2p dim V [µ]. Now the dimension of the algebra Proof. Let µ be an eigenvalue of y, and let
Since k / ∈ F p , none of the eigenvalues in (87) is equal to ± k 2 . By corollary 4.7, all of the homomorphisms in (87) are isomorphisms, and the eigenvalues of y are precisely the elements of
(see the proof of corollary 4.3). Hence, 
Note that Bv −µ ∈ V [µ]; using lemma 4.8, we see that Bv −µ = dv µ , where d ∈ k is nonzero. From this we can deduce that (5)- (10) Since A maps eigenspaces to eigenspaces and generalized eigenspaces to generalized eigenspaces, and since A 2 = 1, we can use lemma 4.9 to conclude that 
