We consider the problem of computing the optimal swap edges of a shortest-path tree. This theoretical problem arises in practice in systems that offer point-offailure shortest-path rerouting service in presence of a single link failure: if the shortest path is not affected by the failed link, then the message will be delivered through that path; otherwise, the system will guarantee that, when the message reaches the node where the failure has occurred, the message will then be rerouted through the shortest-path to its destination. There exist highly efficient serial solutions for the problem, but unfortunately because of the structures they use, there is no known (nor foreseeable) efficient distributed implementation for them. A distributed protocol exists only for finding swap edges, not necessarily optimal ones. We present two simple and efficient distributed algorithms for computing the optimal swap edges of a shortest-path tree. One algorithm uses messages containing a constant amount of information, while the other is tailored for systems that allow long messages. The amount of data transferred by the protocols is the same and depends on on the structure of the shortest-path spanning-tree; it is no more, and sometimes significantly less, than the cost of constructing the shortest-path tree.
Introduction
Consider an undirected graph G = (V, E) with weighted edges. Let T r be the shortest-path spanning-tree of G rooted in r ∈ V . The removal of any edge e of T r will disconnect T r into two subtrees. If G is biconnected, there will always be at least an edge e ∈ E(G) \ E(T r ) that would join the two disconnected subtrees forming a new spanning tree T of G. Any such an edge is called a swap edge for e; let S r (e) denote the set of swap edges for e. An optimal swap edge (or bridge) for e = (u, v) is any swap edge for e such that the distance from u to the source r in the new tree the failure has occurred, the message will then be re-routed through the shortest-path to its destination. This improved quality of service can be achieved by precomputing for each possible link failure a optimal swap edge, to replace the failed one, for each possible destination, and storing this information in the tables. In particular, it is enough for a node just to know (how to reach) an optimal swap edge for each possible destination. In other words, P SR can be achieved with the same amount of storage as P R: for each destination, a node stores only one link in addition to the one in the fault-free shortest-path.
For its implementation, P SR requires the solution of n instances of the more difficult optimal swap edges problem, one for each choice of s ∈ V .
The problem of computing all the optimal swap edges for a shortest-path tree has been attacked by Nardelli, Proietti, and Widmayer [8] . They showed that the problem can be solved sequentially in O(m · α(m, n)) time, where α(m, n) is the functional inverse of Ackermann's function. This bound is achieved using Tarjan's sophisticated technique for union-find, which requires the construction of transmuters [10] . Unfortunately, there is currently no efficient distributed implementation of this sequential technique; since in a distributed network setting the construction of transmuters requires complete global network information at some node, it is doubtful whether this approach will become feasible at all.
Summarizing, optimal swap edges problem is both an interesting graph-theoretic problem on its own (studied as such in [8] ) and a crucial component to implement a point-of-failure shortest-path rerouting strategy (described in [6] ). Currently, there is no distributed solution (in [6] , the problem is posed but no solution given). Clearly any such a solution should not add significantly to the overall cost of constructing the final routing tables. In particular, the computation should not require more messages (at least in order of magnitude) than those used to construct the shortest-path tree.
Our Contribution
In this paper we present an efficient distributed solution to the optimal swap edges problem.
Given a shortest-path spanning-tree T r , the proposed protocol determines at each node x the optimal swap edge for e x . The algorithm uses O(n * r ) messages of constant size, where n * r is the size of the transitive closure of T r \ {r}; observe that 0 ≤ n * r ≤ (n − 1)(n − 2)/2.
If longer messages are allowed, the same strategy can be modified to construct a different algorithm that uses only O(n) such messages.
Providing a uniform comparison between protocols using different sized messages, the data complexity of a protocol measures the total amount of data exchanged during the execution; in our context, a node, an edge, a label, a weight, and a distance are each a unit of data. Both algorithms have an overall data complexity of O(n * r ). Notice that this cost is always less, and oftentimes substantially so, than the cost of constructing a shortest-path spanning-tree. We actually conjecture that such a cost is optimal.
Further notice that the information assumed available by our algorithms can be acquired during the shortest-path spanning-tree construction, without increasing the order of magnitude of the message and information complexity of that process. Should this information not be provided, it can be easily acquired with an O(m) data complexity.
The paper is organized as follows. In the next section we introduce some definitions and terminology. The new distributed algorithm for constructing all the optimal swap edges for a given shortest-path spanning-tree using constant-size messages is described and analyzed in Section 3. In Section 4, we present a more efficient algorithm for systems allowing long messages. The concluding remarks and open problems are in Section 6.
Definitions and Terminology
Let G = (V, E) be a simple undirected graph, with n = |V | vertices and m = |E| edges. A subgraph G = (V , E ) of G is any graph where
vertices, there exists a path connecting them. A graph G is biconnected if, after the removal of anyone of its edges it remains connected. A tree is a connected graph with no cycles.
A non negative real value called weight (or length) and denoted by |e| is associated to each edge e in G. Given a path P , the length of the path is the sum of the lengths of its edges. The distance d G (x, y) between two vertices x and y in a connected subgraph G of G, is the length of the shortest path from x to y in G . For simplicity, in the following we will denote d G (x, y) simply by d(x, y).
For a given vertex r, called source, the shortest path tree (SP T ) of r is the spanning tree T r rooted at r such that the path in T r from r to any node v is the shortest possible one; i.e., ∀x ∈ V d Tr (x, r) = d(x, r).
The removal of any edge e of T r will disconnect T r into two subtrees. If G is biconnected, there will always be at least an edge e ∈ E(G) \ E(T r ) that will join the two disconnected subtrees forming a new spanning tree T of G. Any such an edge is called a swap edge for e; let S r (e) denote the set of swap edges for e.
An optimal swap edge (or bridge) for e = (u, v) is any swap edge for e such that the distance from u to the source r in the new tree T is minimized; more precisely, an optimal swap edge for e = (u, v) is a swap edge e = (u , v ) ∈ S r (e) such that
As an example, consider the biconnected weighted graph G shown in Figure ( 
b). It is easy to verify that the optimal swap edge for (C, A) is (F, B).
The optimal swap edges problem for T (r) is the problem of determining an optimal swap edge for each edge in T r .
As already mentioned, a sequential algorithm solving this problem was given in [8] . We are interested in the distributed solution of the optimal swap edge problem. We consider a distributed computing system with communication topology G. Each computational entity x is located at a node of G, has local processing and storage capabilities, has a distinct label λ x (e) from a totally ordered set associated to each of its incident edges e, knows the weight of its incident edges, and can communicate with its neighboring entities by transmission of bounded sequence of bits called messages. The communication time includes processing, queueing, and transmission delays, and it is finite but otherwise unpredictable. In other words, the system is asynchronous. All the entities execute the same set of rules, called distributed algorithm.
In the following, when no ambiguity arises, we will use the terms entity, node and vertex as equivalent; analogously, we will use the terms link, arc and edge interchangeably.
Computing All Optimal Swap Edges
We now present a solution to the problem of distributively computing all optimal swap edges for a given shortest-path spanning tree T r .
Basic Properties and Tools
In our algorithm we make use of some known properties of rooted trees. In T r each node except the root r has a unique parent, and each edge connects a node to its parent.
Property 1 The partial order induced by the relation parent has dimension at most 2.
Consider in fact the labelling α : V → {1, . . . , n} 2 defined as follows. Given T r , for x ∈ V let α(x) = (a, b), where a is the numbering of x in the preorder traversal 1 of T r ; and b is the numbering of x in the inverted preorder traversal of T r , i.e., when the order of the visit of the children is inverted. The labels associated to the nodes in the tree of Figure 1 .b are shown in Figure 2 .a.
Let T r [x] denote the subtree of T r rooted in x. Any node y in the subtree T r [x] is said to be a descendant of x. Let Desc r (x) be the set of the descendants of x in T r ; note that, by definition, x ∈ Desc r (x). Interestingly, the lexicographic order between the labels assigned by α completely characterizes the descendant relationship in a rooted tree: 1 Since the labelling of the incident links is drawn from a totally ordered set, this numbering is unique.
Property 2 A node y is descendant of a node x in T r if and only if α(y) α(x).
Property 2 can be easily verified and it is known as a folklore method to check relationships among nodes in trees.
Furthermore, there exists a simple relationship between swap edges and the descendants.
Property 3
An edge (u, v) ∈ E \ E(T s ) is a swap for e x ∈ E(T s ) if and only if only one of u and v (but not both) is in Desc r (x). For brevity, we will denote the set S r (e x ) of all swap edges for e x simply by S(x), and by InS(x) ⊆ S(x) the set of those that are incident on x. The last useful property states that the swap edges for e x consists only of all the swap edges incident to x and to its descendants.
Property 4
For all x ∈ V S(x) = y∈(Descr (x) InS(y).
Properties 2, 3, and 4 provide a powerful computational tool for determining which edges are possible candidate for being optimal swap edges. We will now see how to efficiently use this tool.
The Algorithm
By definition, a node x knows the weight of all its incident links, and can distinguish those that are part of T s from those that are not; of those that are part of T s , x can distinguish the one that leads to its parent from those leading to its children.
We assume that each node x knows its distance from r, the distances of its neighbors from r, its own pair α(x), as well the pairs of its neighbors. If not available, this information can be easily and efficiently acquired.
In the proposed algorithm, each node x computes an optimal swap edge for e x , i.e., the swap edge for e x in the shortest path from x to r in E \ {e x }. We shall denote such an edge as b x and call it the bridge of x. A node x also contributes, if necessary, to the computation of the bridges of other nodes.
Computing its bridge.
To compute its bridge b x , a node x:
1 It determines which of its incident edges are swaps for e x ; i.e., it constructs the set InS(x). It then sets L(x) = InS(x).
If x is not a leaf (and if it does not have the information already),
(a) it requests from each child y a swap edge (if any) for e x that is incident on a descendent of y, and among all edges satisfying the above, the distance from y to r using this swap edge instead of e x is minimized.
(b) It waits until it receives a reply from all its children. It adds each received edge to the set S(x).
3 For each e ∈ L(x), x computes its distance from r using e instead of e x (i.e., in T r − {e x } ∪ {e}). It then sorts L(x) so that the corresponding distances are in (B, G) 10 Each node x also contributes to the calculation of the bridge of its predecessors. It does so as following.
Cooperating with the other nodes.
1 As soon as its bridge b x has been computed, x sends it to its parent.
2 If requested by its parent to find the best swap edge feasible with some edge e, then:
(a) It creates a set L(x, e) by removing from L(x) all the incident links that are not swap edges for e;
(b) if the link in L(x) sent by child y is not a swap for e, then x removes it from L(x, e), requests y to send its best swap edge for e, waits to receive such an edge (or notification that none exists), and adds it to L(x, e) (c) x sorts L(x, e) and sends the new min x to its parent (it will send NIL if L(x, e) = ∅).
Note that, because of Properties 2 and 3, to determine if an edge is a swap edge is sufficient to examine the relationship "descendant", which in turn is uniquely determined by the mapping α. Hence, in the following, we shall use the term "feasible for α(x)" to mean "swap edge for e x " without any loss of precision.
Algorithm All Bridges, reported below, describes the state-event-action set of rules: it specifies what action must a node perform if in a given state.
Initially, all nodes are in state COMPUTING and start the execution. Each node x maintains a list L(x) of possible swap edges. Initially L(x) contains all the links incident on x that are not in the tree. To each e = (w, z) ∈ L(x), where w is a descendent of x (possibly, x = w), there is associated the pair α(z) as well as the distance
The set L(x) is kept sorted w.r.t. the distances. Note that while each node knows its distance from the root, the distances d[e] must be computed. This can be easily done: when a swap edge e is transmitted by a child to a parent along (u, v), together with a distance d, node v will increment the distance by |(u, v)|.
Function ChooseMin(a, b) determines the swap edge with minimum distance in L(x) that is feasible with (a, b) (for the leaves all the swap edges are feasible), its output is (e, d), where e is such an edge and d is the distance between x and r using e as a swap edge. If no such an edge exists, function ChooseMin(a, b) returns NIL.
The Boolean function Feasible(edge, (a, b)) determines whether edge is feasible with the pair of labels (a, b); by definition, if edge = N IL, Feasible is always TRUE, regardless of (a, b). Let e = (z, w). The feasibility of the swap edge e is checked by comparing the pair (a, b) with the pair corresponding to w.
It is understood that when sending information about an edge e, as in the "Choice" messages, this information include the pairs of labels associated to the end nodes of e.
Example.
As an example consider the SPT of the graph of Figure 1 , shown in Figure 2 . According to the algorithm, the leaf nodes B, G, H, and E compute their bridges directly and become SWAPPED. Node F receives swap edges from G and H and can computes its bridge [(F, C), 4] becoming SWAPPED. Node D receives the swap edge [(F, C), 5] from its only child F , and this becomes its bridge. Node C instead receives non feasible edges from both D and E; it then sends to both of them a request for a feasible edge. Node E does not have edges feasible with C; hence it sends N IL. As for D, as the swap link it had received from F is not feasible for C, it will forward the request to F . Since the swap edge known to F ((F, C)) is not feasible for C, F forwards the request to the leaves G and H. 
Analysis
The correctness of Algorithm ALL BRIDGES is established by the following Theorem.
Theorem 1 In algorithm ALL BRIDGES:
(i) each node u correctly computes b u ;
(ii) if so requested by its parent, each node u will determine among the swap edges incident to its subtree and feasible with α(e) = (p, q), if any, one edge e that minimizes the distance between u and r in T r − {e} ∪ {e }.
Proof
Removal of e u partitions T r in two subtrees, one rooted in r the other in u. By definition, any feasible swap edge, and hence b u , must have an endpoint in each component. The proof will be by induction on the height h(u) of the subtree of T r rooted in u.
Basis. h(u) = 0; i.e., u is a leaf. In this case, one components contains only u, while the other contains all the other nodes. In other words, the only possible swap edges are incident on u. Thus, u correctly computes b u , proving (i); it can also immediately determine the feasibility of any of those links with respect to any pair of labels, and thus answer correctly any received query, proving (ii).
Induction step. Let the theorem hold for all nodes v with k − 1 ≥ h(v) ≥ 0; we will now show that it holds for u with h(u) = k. Since u is not a leaf, the subtree T r [u] rooted at u contains at least two nodes. Consider the set S(u) of all feasible swap edges for e u ; clearly, if e = (w, z) ∈ S(u) then one of its end point, say w, is in T r [u] (and thus a descendent of u), while the other say z, is not.
Let v be a child of u; then h(v) < k. It follows that, by inductive hypothesis, when asked by u, v will send to u the edge in Swap(v) that, among those feasible with e u , minimizes the distance between v and r. We will now show that this information is sufficient for u to correctly determine its optimal swap edge b u .
By definition of bridge, b u is the edge e = (w, z) in S(u) that minimizes the quantity d u [e] = d(u, w) + |(w, z)| + d(z, r). By Property 4, the optimal swap edge is either incident on u or on a strict descendent of u. Clearly u can locally determine its distance from r for any of its incident swap edges, and determine the minimum one. If e is not incident on u, it is in the subtree T r [v] rooted in a child v of u; furthermore, e is the swap edge in S(v) that, among those feasible with e u , minimizes the distance between v and r. In other words, once u obtains from each child v the swap edge e ∈ S(v ) that, among those feasible with e u , minimizes the distance between v i and r, u can determine the minimum one. Since, by inductive hypothesis, every child of u sends this information to u, it follows that u can correctly determine its optimal swap edge, proving Part (i) of the Theorem.
To prove Part (ii), it is sufficient to observe that, by Property 3, u can determine which of its incident swap edges are feasible with a given pair (p, q); furthermore, since the height of its children in T r is less than k, then by inductive hypothesis it can obtain from them the "best" swap edge in their subtree feasible with (p, q). Therefore, u can determine among the swap edges incident to its subtree and feasible with (p, q), if any, one that minimizes the distance between u and r, proving Part (ii).
Let us now examine the message complexity of the proposed algorithm. Let n * r be the number of edges of the transitive closure of T r \ {r}; observe that 0 ≤ n * ≤ (n − 1)(n − 2)/2.
