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This paper considers estimation of blocking probabilities in a nonstationary loss
network. Invoking the so called MOL (Modified Offered Load) approximation, the
problem is transformed into one requiring the solution of blocking probabilities in a
sequence of stationary loss networks with time varying loads. To estimate the block-
ing probabilities Monte Carlo simulation is used and to increase the efficiency of the
simulation, we develop a likelihood ratio method that enables samples drawn at a one
time point to be used at later time points. This reduces the need to draw new samples
every time independently as a new time point is considered, thus giving substantial
savings in the computational effort of evaluating time dependent blocking probabili-
ties. The accuracy of the method is analyzed by using Taylor series approximations of
the variance indicating the direct dependence of the accuracy on the rate of change of
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1 Introduction
Modern broadband networks have been designed to integrate several service types into the
same network. On the call scale, the process describing the number of calls present in
the network can often be modeled by a loss network, see e.g. [10]. The traditional loss
network model uses the assumption that the arrival process of calls into the network can
be described by a time homogeneous Poisson process. This assumption, however, is not
justified in practice, when the arrival rate of the calls, in fact, changes considerably over
time. To this end, the loss network model can be extended such that the calls of a given
traffic class are assumed to be generated by a Poisson process with a time varying rate.
In loss networks, one of the basic tasks is to calculate the blocking probability for each traffic
class in the system. The steady state distribution of the system in the stationary (time
homogeneous) case has the well known product form, from which it is easy to write down
analytic expressions also for the blocking probabilities. In the nonstationary loss network
the product form does not hold anymore (see, e.g., [8]), and hence, the time dependent
blocking probabilities do not have explicit analytic expressions, either. However, by using the
Modified Offered Load (MOL) approximation, as given, e.g., in [9], accurate approximations
of the blocking probabilities can be obtained.
The MOL approximation of the time dependent blocking probabilities corresponds to a prob-
lem of determining blocking probabilities for a stationary loss network with an offered load
depending on time. Then, computing the MOL approximation of the blocking probability
over a given time horizon requires, in principle, solving a sequence of blocking probabilities
for stationary loss networks with different loads. However, associated with the problem of
solving the blocking probability for a stationary loss network is a problem of computabil-
ity: the huge size of the state space prohibits the computation from the known analytic
expressions, and efficient recursive methods exist only for special network topologies. As
an alternative, Monte Carlo (MC) simulation can be used to obtain estimates of the block-
ing probabilities. In this paper, we address the problem of how to efficiently estimate the
MOL approximation of the time dependent blocking probabilities by using MC simulation
augmented with ideas from the importance sampling (IS) variance reduction method to
minimize the number of time points for which sampling is required.
The direct method of computing the MOL approximation over a given time horizon consists
of making several repeated MC simulations, one at each particular time point. With our
likelihood ratio method the idea is to minimize the number of samples that are generated
during the simulations by allowing some controlled reduction of accuracy in the results.
Ideally, the likelihood ratio method enables that samples are generated only once and can
then be used for any time point. To be able to use the samples generated at some reference
time point at another time point requires that the samples are weighted appropriately with
the ratio of the probability of the sample at the considered time to the probability of the
sample at the reference time, i.e., the likelihood ratio. This is similar to the use of IS in
stationary loss networks, as studied in [4], [5], [7], and [10], where the idea is to use IS
to provide better sampling of the most important parts of the state space. In our case,
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the likelihood ratio is used to scale the result to a different point in time. The method
does not incur much extra effort in the simulation and the sample statistics can be used to
determine if results are good enough. When sample statistics imply that at some time point
the variance has become too large, at that time point the samples are simply regenerated.
Thus, in the worst case, one ends up just doing the same as in the direct method.
In this paper, we also provide expressions for the approximate variance of the estimates
of the blocking probabilities to obtain insight into the dependence of the variance on the
offered load. These results are used in the different scenarios illustrating applications of the
likelihood ratio method. More concretely, we consider three application scenarios that cover
the cases where 1) the likelihood ratio method is used to estimate the blocking probability
over a given finite time horizon assuming that the load over the time horizon is also known, 2)
the likelihood ratio method is used in an on-line algorithm that only utilizes local information
of the load and the samples are used until the accuracy criterion fails, and 3) the on-line
version of the likelihood ratio method is augmented with a method to estimate a break down
point into the future for the accuracy of the method. In each of these cases, the efficiency
of the method is highlighted through various numerical examples.
The paper is organized as follows. Section 2 introduces the inhomogeneous loss network
and the MOL approximation of the blocking probabilities, and in section 3, we define the
likelihood ratio method. Section 4 contains analytical results on the approximate variance
of the method. These results are used in section 5, where applications of the method in
different settings are considered along with some numerical examples. Conclusions and
suggestions for future research are provided in Section 6.
2 The nonstationary loss network
Consider a network consisting of J links, indexed j = 1, . . . , J , with link j having a capacity
of Cj resource units. The network supports K classes of calls. The call holding times are
exponentially distributed with mean 1/µk. Associated with a class k call, k = 1, . . . , K,
is a bandwidth requirement of bj,k on link j, i.e., bj,k are assumed to be integer multiples
of a basic bandwidth unit. Also, bj,k = 0 when a class k call does not use link j. The
row vector bj denotes the required bandwidths of different classes on link j. Calls of class
k arrive according to an inhomogeneous Poisson process with time dependent arrival rate
λk(t). New calls are always accepted if there is enough capacity and blocked calls are cleared.
2.1 Infinite capacity
Assume first that the system has infinite link capacities and letX∞(t) = (X∞1 (t), . . . , X
∞
K (t))
denote the state at time t of the infinite capacity system, with X∞k (t) recording the number
of class k calls in progress at time t. The state space of the process X∞(t) is
I = {x | x = (x1, . . . , xK) ≥ 0},
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where xk ∈ N, k = 1, . . . , K, with N denoting the set of natural numbers {0, 1, 2, . . .}.
It is well known (see, e.g., [8]) that with inhomogeneous arrivals the time dependent distri-
bution of the process X∞(t) that starts empty is, similar to the stationary case, a simple
product of independent Poisson distributions,
pi(x, t) = P{X∞(t) = x} =
K∏
k=1
ρk(t)
xk
xk!
e−ρk(t), (1)
where
dρk(t)
dt
= λk(t)− µkρk(t), t > 0, ρk(0) = 0, k = 1, . . . , K. (2)
The results in [8] also show that the functional form of the distribution (1) does not depend
on the distribution of the call durations. However, (2) applies only in the case of exponen-
tially distributed call durations. For a generally distributed call duration, Sk, the load ρk(t)
is determined by
ρk(t) = E
[∫ t
t−Sk
λk(z) dz
]
.
When the initial distribution is Poisson with parameter γ, say,
P{X∞(0) = x} =
K∏
k=1
γxkk
xk!
e−γk ,
the distribution (1) and (2) still applies with ρk(0) = γk, k = 1, . . . , K. If the initial
distribution is a mixture of Poisson distributions with loads γ(l), l = 1, . . . , L, the time
dependent distribution is the same mixture of Poisson distributions, each determined by (1)
and (2). Further note that (1) is determined by the load only. Routing such as typically
occurring in wireless network models also leads to an expression for the load and a product
of independent Poisson distributions of the form (1), see, e.g., [1].
2.2 Finite capacity and the MOL approximation
For the finite capacity system, the set of allowed states, S, consists of those states for which
the resulting link occupancies of all the links in the network do not exceed the capacity limit
of any link. Formally, S is defined as
S = {x ∈ I | ∀ j : bj • x ≤ Cj} ,
where the scalar product is defined as bj • x =
∑
k bj,kxk. The set of blocking states for a
class k call, Bk, consists of those states for which an addition of one more call from class k to
a given state results in a link occupancy on some link violating the link capacity constraint,
Bk = {x ∈ S | ∃ j : bj • (x+ ek) > Cj} ,
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where ek is a K-component vector with 1 in the k
th component and zeros elsewhere.
Let X(t) denote the state process of the finite capacity system. Unfortunately, contrary
to the case in the stationary loss network, the distribution of X(t) does not anymore have
the simple product form of (1). However, as the infinite capacity system still possesses the
product form, an appealing approximation (known as the Modified Load Approximation,
MOL) for the distribution of X(t) is,
P{X(t) = x} ≈ P{X∞(t) = x |X∞(t) ∈ S}. (3)
The MOL approximation is known (see, e.g., [9]) to give accurate results when the arrival
rate does not change too quickly compared with the time scale of arrival and departure
events (i.e., the load varies slowly) and if the blocking probabilities are not too high. This
approximation is based (i) on the relation, in equilibrium, between the system with finite
and infinite capacity, where eq. (3) is exact, and (ii) on the explicit expressions (1) and (2)
for the time dependent distribution of the infinite capacity system. Analytical expressions
for and bounds on the error of the MOL approximation can be found in [9] for a network
with unit size calls and a single link, and in [1] for general call sizes and multiple links.
The primary performance measure we are interested in is the instantaneous blocking prob-
ability of a class k call at time t, Bk(t). It is the probability that an arriving class k call is
blocked at time t and is given by
Bk(t) = P{X(t) ∈ Bk}.
No explicit analytical expressions exist for computing Bk(t). To this end, one could perform
a discrete event simulation of the underlying nonstationary continuous time Markov chain.
In principle, by generating a large number of realizations of the process, one can, given
enough computer time, obtain estimates of Bk(t) at any point in time. This is, however, a
very computationally intensive approach.
By invoking the MOL approximation, Bk(t) can be expressed in the form of a ratio of two
state sums
Bk(t) ≈ P{X∞(t) ∈ Bk |X∞(t) ∈ S} = P{X
∞(t) ∈ Bk}
P{X∞(t) ∈ S} . (4)
To compute the MOL approximation at time t consists of first considering (2) upto time t
to obtain ρk(t),∀k, and then computing the loss probabilities from the time homogeneous
loss network with load parameters equal to ρk(t). Note that an estimate of ρk(t), ∀k, as
measured from a live network, is sufficient, as well.
Thus, all methods available from the theory of stationary loss networks, see, e.g., Ross [10]
for an overview, can be used to evaluate the blocking probabilities for a given fixed t. In
general, the exact computation of these blocking probabilities can be done efficiently only
for networks with special topologies and, in practice, approximations are required. Here we
investigate the use of simulation methods to obtain estimates of the blocking probabilities.
Since it is possible to generate independent samples directly from the distribution (1), the
traditional Monte Carlo (MC) methods can be utilized. In particular, this paper studies the
application of MC simulation techniques to efficiently estimate the MOL approximation of
Bk(t) for t ∈ [0, T ].
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3 The likelihood ratio method
In the following we assume that the blocking probability is to be estimated for a given traffic
class k and the index k is assumed implicit in the notation and is omitted, i.e., we denote
Bk(t) ≡ B(t), etc. Additionally, it can be noted that the simulation requires, in general,
estimation of two state sums {
β(t) = P{X∞(t) ∈ B},
γ(t) = P{X∞(t) ∈ S}.
Of these, it is the estimation of β(t) that is often inefficient due to the rarity of the blocking
states. The estimation of γ(t) does not, in practice, incur much extra computational work
compared with the computational effort of estimating β(t). Thus, in the sequel, we focus
on methods for estimating β(t). The effect of estimating γ(t) will be addressed later in the
numerical examples section.
In the straight forward method of computing β(t) for t ∈ [0, T ], one essentially performs a
separate simulation at every time point ti ∈ [0, T ]. For each ti the standard MC method is
used and β(ti) is estimated by
βˆN(ti) =
1
N
N∑
n=1
1(X∞n (ti) ∈ B),
where X∞n (ti) denotes samples drawn from (1) and N is the total number of samples.
The above assumes that samples are independently drawn for each different time point. The
idea in our likelihood ratio method, introduced below, is basically to minimize the number
of samples drawn in the simulation(s) when estimating β(t), t ∈ [0, T ], by allowing some
controlled reduction of accuracy of the estimates at the different time points. Ideally, we
want to draw the samples only once, and with those samples estimate β(ti) for all ti.
To achieve this, the same idea as is used in importance sampling for obtaining variance
reduction is applied here, but for a different purpose. Importance sampling is based on
the following well known property. Let X and X∗ denote two (discrete) random variables
with distributions p(x) and p∗(x), and consider estimating the probability α of a set A,
α = E[1(X ∈ A)]. The direct MC estimator for α is clearly, αˆ = (1/N)∑Nn=1 1(Xn ∈ A). If
p∗(x) satisfies p∗(x) > 0, ∀x ∈ A, the original expectation α can be expressed as,
α = E[1(X ∈ A)] = Ep∗
[
1(X∗ ∈ A) p(X
∗)
p∗(X∗)
]
where p(x)/p∗(x) denotes the so called likelihood ratio, and Ep∗ denotes expectation with
respect to the distribution p∗(·). The above relation suggests a new estimator for α,
αˆ = (1/N)
∑N
n=1 1(Xn ∈ A) p(Xn)/p∗(Xn). Thus, IS allows us to generate samples from
a different distribution than the original one, and the bias is corrected with the likelihood
ratio. The common idea in IS is then roughly to choose p∗(x) such that it makes the occur-
rence of the more important samples more probable, thus reducing the number of samples
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required for an accurate estimate of α. Here we will also use IS to reduce the number of
samples required to estimate β(ti). In contrast with the standard approach, we use IS to
reduce the number of time points at which sampling must be carried out.
The distribution (1) of X∞(t) depends on t only through the loads ρk(t), ∀k. Therefore, in
a time varying environment, we can use the same principle as in IS such that we generate
samples corresponding to a system at some t∗. At another time point t, the only thing that
has changed is the load. Thus, the points generated at time point t∗ can be reused at time
point t, if the samples are simply weighted with the ratio of the probability of the sample
at time t to the probability of the sample at time t∗, i.e., the likelihood ratio. In effect, the
likelihood ratio is used to scale the results across different points in time. What makes the
method applicable is the explicit and simple expression for the likelihood ratio, see (6).
To formulate the above more precisely, assume we have a reference time point t∗ and samples
X∞n (t
∗) generated from the original distribution pi(x, t∗) given by (1). The estimator for β(t)
at some other time point t is
βˆN(t) =
1
N
N∑
n=1
1(X∞n (t
∗) ∈ B)L(X∞n (t∗), t∗, t), (5)
where L(X∞n (t
∗), t∗, t) = pi(X∞n (t
∗), t)/pi(X∞n (t
∗), t∗) is the likelihood ratio with the following
geometric form,
L(x, t∗, t) =
pi(x, t)
pi(x, t∗)
=
K∏
k=1
(
ρk(t)
ρk(t∗)
)xk
e−(ρk(t)−ρk(t
∗)). (6)
As mentioned earlier, with the likelihood ratio method the results of all relevant time points
can be estimated by scaling the reference time point results with the likelihood ratio. How-
ever, by doing so we may cause an increase in the variance of the results beyond an acceptable
level at some time points. For such time points the samples need to be redrawn. Thus, by
using this method we incur a slight computational increase corresponding to the computa-
tion of the statistics of other time points besides the reference time point, but potentially we
save a considerable amount of time in that samples do not need to be generated separately
for each time point.
4 Analysis of the likelihood ratio method
To obtain insight into what is the actual computational gain that can be achieved with the
likelihood ratio method, we look at how the variance of the estimator (5) behaves using
two approaches. In the first approach, advantage is taken of the fact that the system
is parameterized by time, and we are able to obtain an expression for the variance with
respect to time, in which case the results show that the expected accuracy depends directly
on time. In the second approach, the variance is examined with respect to the load, and the
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expected accuracy is hence characterized by the load, which also characterizes the blocking
probabilities.
To start with, some simplifications in the notation are introduced. LetX∗ denote the random
variable X∞(t∗), and the notation Eρ∗ is used to denote expectation with respect to the
distribution (1) at the reference time t∗ (instead of Epi(·,t∗)). According to our likelihood ratio
method, the observed random variable in the simulation at time t is 1(X∗ ∈ B)L(X∗, t∗, t),
which has expected value and variance,
Eρ∗ [1(X
∗ ∈ B)L(X∗, t∗, t)] = β(t),
Vρ∗ [1(X
∗ ∈ B)L(X∗, t∗, t)] = Eρ∗ [1(X∗ ∈ B) (L(X∗, t∗, t))2]− (Eρ∗ [1(X∗ ∈ B)L(X∗, t∗, t)])2.
Thus, estimator (5) is unbiased and it has variance Vρ∗ [1(X
∗ ∈ B)L(X∗, t∗, t)]/N , since the
samples are independent.
4.1 Variance with respect to time
To gain further insight into how the variance of (5) behaves as a function of time relative
to our reference time t∗, we approximate L(x, t∗, t) by its Taylor series expansion around t∗
of which only the first two terms are taken into consideration (i.e., the higher order terms
are ignored). First, we note that
β(t) = β(t∗) +
dβ(t∗)
dt
(t− t∗) + err(t∗, t), (7)
where err(t∗, t) denotes the error terms of the Taylor series expansion of β(t) around t∗.
Using the Taylor series expansion of L(x, t∗, t) one can alternatively express β(t) as
β(t) = Eρ∗
[
1(X∗ ∈ B)
(
L(X∗, t∗, t∗) +
dL(X∗, t∗, t∗)
dt
(t− t∗) + Err(X∗, t∗, t∗)
)]
,
≈ β(t∗) + Eρ∗
[
1(X∗ ∈ B) dL(X
∗, t∗, t∗)
dt
]
· (t− t∗), (8)
where the time derivative dL(x, t∗, t)/dt obtained from (6) equals
dL(x, t∗, t)
dt
=
(
K∑
k=1
(
xk
ρk(t)
− 1
)
· dρk(t)
dt
)
· L(x, t∗, t),
which is to be evaluated at time t∗. The error term in the Taylor series, Err(x, t∗, t), equals
Err(x, t∗, t) =
d2L(x, t∗, tˆ)
dt2
(tˆ− t∗)2
2
, (9)
for some tˆ ∈ [t∗, t]. To gain insight into the error, in Remark 1 we relate the expected value
of this error to the higher order derivatives of β(t).
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For the variance we need the 2nd moment of 1(X∗ ∈ B)L(X∗, t∗, t),
Eρ∗ [1(X
∗ ∈ B) (L(X∗, t∗, t))2]
= Eρ∗
[
1(X∗ ∈ B)
(
L(X∗, t∗, t∗) +
dL(X∗, t∗, t∗)
dt
(t− t∗) + Err(X∗, t∗, t)
)2]
≈ β(t∗) + 2Eρ∗
[
1(X∗ ∈ B) dL(X
∗, t∗, t∗)
dt
]
(t− t∗)
+ Eρ∗
[
1(X∗ ∈ B)
(
dL(X∗, t∗, t∗)
dt
)2]
(t− t∗)2
(10)
Collecting the terms from (8) and (10), we obtain
Vρ∗ [1(X
∗ ∈ B)L(X∗, t∗, t)]
≈ β(t∗) + 2Eρ∗
[
1(X∗ ∈ B) dL(X
∗, t∗, t∗)
dt
]
(t− t∗)
+ Eρ∗
[
1(X∗ ∈ B)
(
dL(X∗, t∗, t∗)
dt
)2]
(t− t∗)2
−
(
β(t∗) + Eρ∗
[
1(X∗ ∈ B) dL(X
∗, t∗, t∗)
dt
]
(t− t∗)
)2
= β(t∗)(1− β(t∗)) + 2(1− β(t∗))Eρ∗
[
1(X∗ ∈ B) dL(X
∗, t∗, t∗)
dt
]
(t− t∗)
+ Vρ∗
[
1(X∗ ∈ B) dL(X
∗, t∗, t∗)
dt
]
(t− t∗)2
(11)
Thus, we have obtained a characterization of the variance of (5) as a function of terms
depending only on random variables at the reference time t∗ and the distance at time t from
the reference time t∗. The dependencies are such that the variance depends quadratically
in time on the variance of 1(X∗ ∈ B) dL(X∗,t∗,t)
dt
and linearly in time on the expectation of
1(X∗ ∈ B) dL(X∗,t∗,t)
dt
. Furthermore, note that (11) is simply a 2nd order equation in t.
Remark 1: Here we comment on the error of the Taylor series approximation. First, it can
be observed that the terms in the Taylor series expansions (7) and (8) of β(t) satisfy the
following relation
Eρ∗
[
1(X∗ ∈ B) d
kL(X∗, t∗, t∗)
dtk
]
= Eρ∗
[
1(X∗ ∈ B) 1
pi(X∗, t∗)
dkpi(X∗, t∗)
dtk
]
=
∑
x∈B
1
pi(x, t∗)
dkpi(x, t∗)
dtk
pi(x, t∗)
=
dkβ(t∗)
dtk
,
i.e., the terms of the Taylor series expansion (8) with respect to L(x, t∗, t) coincide term by
term with the higher order derivatives of β(t) involved in the Taylor series (7) of β. Thus,
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also the expected value of the error (9) equals
Eρ∗[1(X
∗ ∈ B) Err(X∗, t∗, t)] = err(t∗, t) = d
2β(tˆ)
dt2
(tˆ− t∗)2
2
,
for some tˆ ∈ [t∗, t]. Further, it can be seen that d2β(t)/dt2 ∼ d2ρk(t)/dt2,∀k (see [1] and [9]).
In conclusion, it can be noted that the error in β(t) by using the Taylor series approximation
(8) of L(x, t∗, t) is naturally related to the rate of change in β(t) which depends on the rate
of change of the loads, i.e.,
Eρ∗[1(X
∗ ∈ B) Err(X∗, t∗, t)] ∼ d
2β(t)
dt2
∼ d
2ρk(t)
dt2
,∀k.
Remark 2: We can also make a note here on bounding the true likelihood ratio, i.e., the
ratio of the probability of a given state in the finite nonstationary loss network at time
t to the product form probability of the state in the MOL approximation corresponding
to the reference time t∗. To this end, let the true distribution distribution of the finite
nonstationary loss network at time t be denoted here by p(x, t). So, we are trying to
compute
L∗(x, t∗, t) =
p(x, t)
pi(x, t∗)
=
p(x, t)
pi(x, t)
· pi(x, t)
pi(x, t∗)
= L∗(x, t) · L(x, t∗, t),
where L(x, t∗, t) is the likelihood ratio of the two product form probabilities as given by
(6), the value of which is explicitly known. Although the term L∗(x, t) can be explicitly
characterized, its form is not amenable for numerical evaluation. However, L∗(x, t) can be
bounded for example in the following manner by using the results of [1] and [9],
L∗(x, t) =
pi(x, t) + (p(x, t)− pi(x, t))
pi(x, t)
≤ 1 +
sup0≤τ≤t 2
∫ t
0
∑K
k=1
∣∣∣dρk(τ)dτ ∣∣∣ βk(τ) dτ
pi(x, t)
Note that this bound is increasing in t, which suggests that the accuracy of the MOL
approximation decreases with t. The error is clearly determined by the blocking probabilities
βk(t) and the rate of change of the loads, dρk(t)/dt. Indeed, numerical experiments in [1]
show that the accuracy is very good for networks with small blocking probabilities, or slowly
changing blocking probabilities. This also coincides with the range in which our likelihood
ratio method is applicable.
4.2 Variance with respect to load
The accuracy of expression (11) has the draw back that it depends explicitly on time, whereas
the MOL approximation depends on the load (and implicitly on time, only), i.e., from the
point of view of the MOL approximation, the value of B(t) at one time instant t1 relative to
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its value at another time instant t2 depends solely on how much the load has changed from
t1 to t2 and not on how far or near t2 and t1 are to each other in time. Therefore, below we
capture the effect of the changing load in our approximations of Eρ∗
[
1(X∗ ∈ B) dL(X∗,t∗,t)
dt
]
and Vρ∗
[
1(X∗ ∈ B) dL(X∗,t∗,t)
dt
]
.
The technique to be used is the same as above, the likelihood ratio is approximated by its
Taylor series expansion around the reference load vector. To this end, we use the notation
L(x,ρ∗,ρ) to emphasize that the likelihood ratio depends on the state x, the load vector at
the reference time ρ∗, and the load vector ρ at time t. Similarly, β(t) will be here denoted
by β(ρ). Using the Taylor series approximation of L(x,ρ∗,ρ), an approximation for β(ρ)
relative to the reference load ρ∗ is obtained as
βˆ(ρ) = Eρ∗[1(X
∗ ∈ B) (L(X∗,ρ∗,ρ) +∇L(X∗,ρ∗,ρ∗) • (ρ− ρ∗) + Err(X∗,ρ∗,ρ))]
≈ β(ρ∗) +
K∑
k=1
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k) (12)
where the partial derivatives ∂L(x,ρ∗,ρ)/∂ρk are equal to
∂L(x,ρ∗,ρ)
∂ρk
=
(
xk
ρk
− 1
)
· L(x,ρ∗,ρ),
and the error term is
Err(x,ρ∗,ρ) =
1
2
∑
i,j
(ρi(θ)− ρ∗i )(ρj(θ)− ρ∗j)
∂
∂ρi
∂
∂ρj
L(x,ρ∗,ρ(θ)) (13)
for some θ ∈ [0, 1] and ρ(θ) = ρ∗ + θ(ρ− ρ∗).
Again, to get the variance, the second moment of 1(X∗ ∈ B)L(X∗,ρ∗,ρ) is required
Eρ∗[1(X
∗ ∈ B) (L(X∗,ρ∗,ρ))2]
≈ Eρ∗
[
1(X∗ ∈ B) (L(X∗,ρ∗,ρ∗) +∇L(X∗,ρ∗,ρ∗) • (ρ− ρ∗))2]
= Eρ∗ [1(X
∗ ∈ B) (L(X∗,ρ∗,ρ∗))2]
+ 2Eρ∗[1(X
∗ ∈ B)L(X∗,ρ∗,ρ∗)∇L(X∗,ρ∗,ρ∗) • (ρ− ρ∗)]
+ Eρ∗
[
1(X∗ ∈ B) (∇L(X∗,ρ∗,ρ∗) • (ρ− ρ∗))2]
= β(ρ∗) + 2
K∑
k=1
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k)
+
K∑
k=1
Eρ∗
[
1(X∗ ∈ B)
(
∂L(X∗,ρ∗,ρ∗)
∂ρk
)2]
· (ρk − ρ∗k)2
+
K∑
i=1
K∑
j=1
j 6=i
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρi
∂L(X∗,ρ∗,ρ∗)
∂ρj
]
· (ρi − ρ∗i )(ρj − ρ∗j)
(14)
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Combining results from (12) and (14) we get
Vρ∗[1(X
∗ ∈ B)L(X∗,ρ∗,ρ)]
≈ β(ρ∗) + 2
K∑
k=1
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k)
+
K∑
k=1
Eρ∗
[
1(X∗ ∈ B)
(
∂L(X∗,ρ∗,ρ∗)
∂ρk
)2]
· (ρk − ρ∗k)2
+
K∑
i=1
K∑
j=1//j 6=i
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρi
∂L(X∗,ρ∗,ρ∗)
∂ρj
]
· (ρi − ρ∗i )(ρj − ρ∗j)
−
(
β(ρ∗) +
K∑
k=1
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k)
)2
= β(ρ∗)(1− β(ρ∗) + 2(1− β(ρ∗))
K∑
k=1
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k)
+
K∑
k=1
(
Eρ∗
[
1(X∗ ∈ B)
(
∂L(X∗,ρ∗,ρ∗)
∂ρk
)2]
− Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]2)
· (ρk − ρ∗k)2
+
K∑
i=1
K∑
j=1
j 6=i
(
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρi
∂L(X∗,ρ∗,ρ∗)
∂ρj
]
− Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρi
]
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρj
])
· (ρi − ρ∗i )(ρj − ρ∗j)
= β(ρ∗)(1− β(ρ∗) + 2(1− β(ρ∗))
K∑
k=1
Eρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k)
+
K∑
k=1
Vρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρk
]
· (ρk − ρ∗k)2
+
K∑
i=1
K∑
j=1
j 6=i
Covρ∗
[
1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρi
, 1(X∗ ∈ B) ∂L(X
∗,ρ∗,ρ∗)
∂ρj
]
· (ρi − ρ∗i )(ρj − ρ∗j)
(15)
The Taylor series expansion with respect to the load vector ρ yields an explicit expression
of the dependencies of the variance on the load vector. The expression is similar to (11),
but contains extra covariance terms with respect to all traffic classes in the system. As a
consequence, the more implicit relation (11) seems to be of more practical interest.
Remark 3: In this case also the expected value of the error (13) can be related in a similar
fashion as in Remark 1 to the higher derivatives of β(ρ).
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5 Applications and numerical examples
In this section we introduce three application scenarios, where the likelihood ratio method
is applied. The scenarios correspond to situations, where 1) the likelihood ratio method is
used for all time points (assumes full knowledge of the load into the future), 2) the likelihood
ratio method is used on-line until it breaks (accuracy becomes unacceptable), and 3) the
on-line method is augmented with a method to estimate a time step into the future upto
which the likelihood ratio method can be used.
5.1 MOL approximation for fixed time points
The basic problem considered here is that given ρk(t), for all k, and a predefined set of
time points tm, with m = 1, . . . ,M , how should one compute the MOL approximation of
β(tm), ∀m. In practice, this corresponds to a situation where one is interested in obtaining
a discretized approximation to the continuous β(t). To choose the actual time points such
that the discretized approximation is in some sense accurate enough is not considered in
this subsection.
To apply the likelihood ratio method, we first need to fix an initial reference time (or load).
For simplicity, one can use ρk(t1),∀k, as the starting values. To make this initial guess as
good as possible, one should choose a reference load that is similar to most of the different
values of loads (however, this idea is not developed any further in this context). According
to the likelihood ratio method, samples are generated from the distribution (1) with load ρ∗
corresponding to the chosen reference load. For the reference load, samples are generated
until the relative error is less than ε2 ≤ ε1, where ε1 is the target relative error to be met by
all time points. The same samples are used in estimator (5) to obtain estimates at all time
points tm,m = 1, . . . ,M . Furthermore, during the simulation, estimates of the standard
deviations of the estimates are obtained (and hence the relative errors). Based on these
one can see which time points have not met the relative error ε1. For those time points the
simulation is performed again and new samples need to be generated from a distribution
corresponding to the load at that time. The samples from this new simulation can again
be reused for other points in time, where the accuracy criterion failed and that have a load
similar to the time point which initially required resampling.
Some practical remarks:
• Memory requirements: To make the computation of L(x, t∗, t) as efficient as possible,
it is practical to store the values of the Poisson probabilities related to the distribution
pi(x, tm) for all tm in arrays. The number of elements to be stored for each time point
tm is of the order KC, where C is the maximum link capacity.
• Choosing ε2: Choosing ε2 < ε1 can be used to increase the accuracy and the likelihood
that time points having loads that are similar to the reference load will meet the target
accuracy ε1. However, the cost is that one generates more samples than required by
13
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Figure 1: Loads in Scenario 1 (left figure) and Scenario 2 (right figure).
the direct MC method. Numerical studies indicate that when loads vary within a
reasonably small range, it pays off to choose ε2 slightly smaller than ε1, for example,
if target accuracy ε1 is chosen 0.05, then ε2 could be chosen as 0.45.
• Estimating B(t): In practice, we need to estimate the ratio B(t) = β(t)/γ(t). To
this end, the same samples that are used for estimating β(t) are used for estimating
γ(t), as well. This results in a ratio estimator, for which the standard deviation (and
relative error) can be obtained using standard methods (see, e.g., [2]). Below in the
numerical examples we estimate the ratio B(t).
Numerical examples
We experiment with a 3 link star topology network. The network has 3 routes, (1,2), (1,3)
and (2,3), and two types of calls with bandwidth requirements 1 and 2, respectively. Thus,
there are 6 traffic classes all together. The link capacities are C = [70, 70, 70]. Two different
load scenarios are considered as depicted in Figure 1. In the first scenario all traffic classes
have the same ρk(t) and in the second scenario, the sinusoidal load has a different phase
for each traffic class such that ρ1(t) has phase 0 (thicker solid line in the figure) and the
subsequent classes have phases (k − 1) · 2pi
6
, for k = 2, . . . , 6. The magnitude of the loads
have been chosen such that blocking probabilities are of the order 1% (i.e., such that no
rare event problems occur and such that the MOL approximation itself is valid).
We computed the blocking probability of class 1 for 32 evenly spaced time points in the
interval [0, 2pi]. Two accuracy criterions were used to check if the amount of samples that
need to be generated to reach the accuracy affects the performance gains. To be specific the
accuracy criterions that were used were (ε1 = 0.05, ε2 = 0.045) and (ε1 = 0.02, ε2 = 0.018).
The simulations were implemented in Matlab 6.0 and were run under Linux on a 700 MHz
Pentium III PC.
The results obtained with the likelihood ratio method (LR in the table) are compared against
results obtained by direct MC simulation, i.e., by performing 32 repeated simulations and
at each time point generating samples until an accuracy of ε1 is reached. Figure 2 shows
14
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Figure 2: Blocking probabilities and 95% confidence intervals from standard MC simulation
for traffic class 1 in Scenario 1 (left figure) and Scenario 2 (right figure).
the blocking probabilities and the 95% confidence intervals for traffic class 1 as obtained by
the standard MC method with ε1 = 0.05 accuracy criterion. Figure 3 shows the blocking
probabilities of traffic class 1 when using the likelihood ratio method for both scenarios for
accuracy criterions (ε1 = 0.05, ε2 = 0.045). The iteration round at which each of the time
points satisfied the target accuracy ε1 is also shown in the figure via a change of the marker.
The 95% confidence intervals are only slightly shorter in magnitude than in the standard
MC case, and have been left out to keep the figure clear. The total number of generated
samples for standard MC and the likelihood ratio methods are shown in Table 1, where also
the execution times of the simulation codes are shown.
¿From the results it can be seen that the method clearly reduces the number of sample
generations that need to be made to reach a given accuracy. Also, the execution times have
been considerably reduced, indicating clear reduction in the computational effort. However,
in Scenario 2 the gain is less since the algorithm is performing more unnecessary likelihood
ratio computations (samples are usually only valid for a few time points). However, one
should keep in mind that the times are only indicative as they are always subject to im-
plementation specific differences. ¿From the graph on the right hand side of Figure 3 one
can also observe that the likelihood ratio method, despite that the estimates are unbiased,
creates a special kind of bias in the results: if the estimate for the time point for which
the samples have been generated produces an under (over) estimate of the actual blocking
probability, the estimates of the time points for which the samples are reused according to
the likelihood ratio method are under (over) estimates, too.
5.2 Likelihood ratio method for fixed time points, on-line variant
The above version of the algorithm assumes that the loads are known also into the future.
This may not be a realistic assumption in practice, where an important setting is the case
where an operator may wish to follow the time evolution of the blocking probabilities in
an on-line manner. Then the load is not known into the future but it is measured on-line
15
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Figure 3: Blocking probabilities from the likelihood ratio method for traffic class 1 in Sce-
nario 1 (left figure) and Scenario 2 (right figure).
Scenario/accuracy Nof samples/running time (MC) Nof samples/running time (LR)
1/5% 405 800/400 s 35 000/120 s
1/2% 2 531 900/2 460 s 212 400/740 s
2/5% 340 000/330 s 79 200/240 s
2/2% 2 096 500/2 050 s 498 700/1 490 s
Table 1: Number of samples used in the scenarios for the likelihood ratio method and direct
Monte Carlo method.
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and only an estimate of the traffic load at current time is known (and at the previous
time epochs). Using the same samples at every time point in the future, potentially saves
simulation work when loads in the future are similar to the current reference load. If this
is not the case, one may end up wasting computational effort on unnecessarily computed
likelihood ratios.
To account for the above considerations, another variant is introduced of the method in the
previous section. The idea is to use the samples generated at the reference time up to the
time when the error limit breaks and then immediately perform resampling. In more detail,
at the first time epoch t1, say, samples are again drawn until an accuracy limit ε2 is reached.
These samples are stored, and at the next time epoch t2 the likelihood ratio method is used
to estimate B(t2) and the relative error of the estimate. If the relative error is below the
target accuracy ε1 the estimate is accepted and the samples are still saved until the next
time epoch. If the accuracy criterion fails, new samples are drawn and they are, in turn,
saved. The direct MC method is in this case the same as earlier, i.e., samples are redrawn
independently at every time epoch.
Practical remarks:
• Note that the on-line situation implies that it is not anymore possible to precompute
the Poisson distributions into tables for all time points. Instead, the distribution from
which the samples are generated must be computed on the fly at the time point when
it is needed, making the sample generation part somewhat more time consuming.
• Again, in practice, one is estimating the blocking probability B(t), and the same ratio
estimator, as discussed earlier, is used. Below in the numerical examples we estimate
the ratio B(t).
Numerical examples
We use the same scenarios and the two accuracy criterions (ε1 = 0.05, ε2 = 0.045) and (ε1 =
0.02, ε2 = 0.018) as earlier. In Table 2, the number of samples needed in the simulations
and the execution times of the program are shown for each of the cases.
As expected, compared with the likelihood ratio method discussed in the previous section,
the performance of the on-line variant is almost equal in Scenario 1. However, in Scenario 2
the on-line variant outperforms the method discussed in the previous section, which is,
indeed, due to the fact that in Scenario 2 using the samples in all time points wastes
computational effort as the samples are only valid for a relatively short period of time and
not anymore after that (as can be seen in the results on the right hand side of Figure 3). The
differences in the execution times are not substantial and can be (at least partly) explained
by properties of Matlab. For the on-line variant samples are stored in a list that is iterated
in a for-loop at subsequent time points (until the accuracy criterion breaks). For-looping in
Matlab is known to be a relatively slow operation. In the method introduced in the previous
section, storing samples in a list is not necessary and iteration of long lists can be avoided.
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Scenario/accuracy Nof samples/running time (LR)
1/5% 36 000/120 s
1/2% 208 700/690 s
2/5% 92 400/210 s
2/2% 571 600/1 270 s
Table 2: Number of samples used in the scenarios for the on-line version of the likelihood
ratio method.
5.3 Adaptive step size method
The methods described in the previous sections allow the evaluation of the blocking proba-
bilities at discrete time points, where the distance between time points is assumed to be a
constant. However, by doing so one ends up with another question: How densely should the
discretization points be chosen? As an alternative answer to this question, in this section
we consider an adaptive step size method, where the time interval between successive time
points may vary. In the on-line setting this means that it is possible to determine the time
into the future upto which the current approximation is “good enough”.
The Taylor series approximation with respect to time gives us both an approximation for
β(t) over time relative to a reference time t∗ and also an estimate for the variance of the
estimator (5). Thus, the results can be used to characterize the time horizon over which the
samples drawn at time t∗ can be expected to be good enough, and, additionally, to obtain
approximate confidence intervals for the estimates over that time horizon. As only the
constant and the linear terms of the Taylor series approximation of L(x, t∗, t) are used, the
approximation is expected to be accurate only as long as a linear approximation of ρ(t) is
applicable. Thus, the accuracy criterion we use is also based on the first order characteristics
of the simulation, i.e., simply on the value of the estimate of β(t). More specifically, the
approximation (8) is used during the time where the value of (8) has not changed too much
relative to the value of β(t∗). To this end, let ∆ denote the step size. During ∆, it is allowed
for β(t) to change by a factor κ = |β(t∗ +∆)− β(t∗)|/β(t∗). Thus, ∆ is solved from
∆|dβ(t∗)
dt
|
β(t∗)
= κ.
As we do not impose restrictions on the second derivatives of ρ(t), in a situation where β(t)
changes slowly (i.e., dβ(t)/dt is small), the above requirement may give a very large step
size ∆ that may be unjustified due to changes in the load ρ(t), as captured by the error term
err(t∗, t). Therefore, we introduce an upper bound, ∆max, on the step size that captures the
variability in the load, see Remark 1. ∆ is finally determined by
∆ = min
(
∆max,
κβ(t∗)
|dβ(t∗)
dt
|
)
(16)
Given properly chosen κ and ∆max, the above equation, effectively, prevents us from using
the Taylor series approximation too far into the “unpredictable” future.
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The method works as follows. At time t∗ = t1, say, standard MC simulation is performed
until the target relative error criterion ε1 is reached. During the simulation, also
dβ(t∗)
dt
=
Eρ∗
[
1(X∗ ∈ B) dL(X∗,t∗,t∗)
dt
]
and Vρ∗
[
1(X∗ ∈ B) dL(X∗,t∗,t∗)
dt
]
need to be estimated. Having done
this, one solves (16) to obtain ∆. In the interval [t1, t1+∆], β(t) is approximated by (8) and
an approximate confidence interval can be obtained using (11) for the variance. At time
t2 = t1 +∆ a new MC simulation is performed, a new ∆ is computed etc. This procedure
is continued until T is reached.
Practical remarks:
• From the point of view of simulation a more sensible choice for the accuracy criterion
would be to determine ∆ based on the relative error, i.e., from V (t)/E(t)2 = ε2.
Inserting (8) and (11) in this criterion results in a second order equation in ∆. However,
solving the roots of this equation for the time step ∆ does not lead to meaningful
solutions in all cases, e.g., the solution can be such that two positive roots exist.
Thus, using this criterion does not apparently lead to a practically implementable
method for determining the step size ∆. The reason for this can be that this criterion
is essentially a ratio of two Taylor series approximations.
• Estimating B(t): In practice the aim is to estimate B(t). To this end, dB(t∗)/dt =
dβ(t
∗)
γ(t∗)/dt needs to be obtained. Estimating
dγ(t∗)
dt
can be done easily at the same time as
estimating dβ(t
∗)
dt
, and B′(t∗) = (β′(t∗)γ(t∗) − β(t∗)γ′(t∗))/γ(t∗)2. However, obtaining
an approximate confidence interval for the ratio estimator is not that straight forward.
In practice, the variance of the estimate of γ(t∗) does not influence the overall variance
of the estimate of B(t∗) too much, and one could base the confidence interval simply
on the variance of the estimate of β(t∗), i.e., on (11).
Numerical examples
Reconsider the scenarios of Section 5.2. Contrary to the results earlier, here we only consider
the estimation of β(t) (and not the ratio B(t), as earlier). To approximate B(t) one could use
the ideas given above. The parameters of the algorithm in both cases were ε1 = 0.05, κ = 0.3
and ∆max = 1. In Figure 4, the approximate values of β1(t) (solid lines) and the approximate
95% confidence intervals (dashed lines) are shown for both scenarios (Scenario 1 on the left
hand side and Scenario 2 on the right hand side, respectively). The circles indicate the
estimated values of β1(t) at the time points where actual simulation was performed. The
execution times for the two scenarios were 180 s (Scenario 1) and 110 s (Scenario 2). As
can be seen from the results, the method is able to track the changes in the load and
the confidence intervals almost always overlap at the points where a new simulation is
performed. Also, the computational efficiency of the algorithm (in terms of execution time)
is comparable to the other variants presented here.
In conclusion, the adaptive method presented here can be beneficial especially in an on-line
estimation of the blocking probabilities, because it is possible to determine in advance the
time point at which resampling is needed. The performance of the method depends on the
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Figure 4: Blocking probabilities and approximate 95% confidence intervals from the adaptive
step size method for traffic class 1 in Scenario 1 (left figure) and Scenario 2 (right figure).
parameter choices for κ and ∆max, which essentially determine a trade off between speed and
accuracy. If load varies at a longer time scale of minutes, say, one can even further improve
the method by performing the simulations already α seconds before the (estimated) break
down of the approximation, where α denotes the time to perform the simulation. In this
way, during the estimation, an accurate estimate will always be available.
6 Conclusions
In this paper the problem of efficiently estimating blocking probabilities in a loss network
with time varying arrival rates has been considered. By using the so called MOL approxima-
tion the problem can be transformed into one requiring the solution of blocking probabilities
for a stationary loss network with a time dependent load. To this end, an efficient simulation
method, the likelihood ratio method, has been derived. The idea of the method is based
on utilizing the well known change of probability measure technique of the IS simulation
method. Whereas in IS the idea is to define the IS distribution such that the more impor-
tant events become more frequent, in our likelihood ratio method the same idea is used to
effectively scale the blocking probabilities of one time point into the blocking probabilities
of also other time points. In other words, using the likelihood ratio method enables us to
reuse the samples generated at one time point at other time points, as well, without the
need to draw the samples again (and again) at every considered time point, thus saving
potentially a lot of computational effort. To gain insight into what factors affect the perfor-
mance of the method, the variance of the likelihood ratio estimator has been analyzed by
using Taylor series techniques, where it is shown that the variability of the offered load is the
key component for prediction of the confidence intervals for the blocking probabilities. In
the numerical examples this relation is exploited, and efficiency of the proposed method has
been compared against the standard Monte Carlo method. The examples clearly demon-
strate the efficiency of the approach. Additionally, several variants of the method that can
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be applied in different practical circumstances have been given.
Open problems and topics for future research include improvement of the adaptive method
by adding more terms in the Taylor series approximation, i.e., adding also second order
(and higher order) terms into the approximation of the likelihood ratio. Another research
direction is to increase the efficiency of the method via an importance sampling distribution
that uses more samples from the set of blocking states such that variance is reduced in many
time points. This requires analysis of the sensitivity of the most likely blocking state(s) with
respect to the changing load.
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