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Abstract
We study the discrete massless Gaussian Free Field on Zd, d ≥ 2, in the presence of a disor-
dered square-well potential supported on a finite strip around zero. The disorder is introduced by
reward/penalty interaction coefficients, which are given by i.i.d. random variables. Under minimal
assumptions on the law of the environment, we prove that the quenched free energy associated
to this model exists in R+, is deterministic, and strictly smaller than the annealed free energy
whenever the latter is strictly positive.
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1 The model
We study the discrete Gaussian Free Field with a disordered square-well potential. For Λ a finite
subset of Zd, denoted by Λ ⋐ Zd, let ϕ = (ϕx)x∈Λ represent the heights over sites of Λ. The values of
ϕx can also be seen as continuous unbounded (spin) variables, we will refer to ϕ as “the interface” or
“the field”.
Let Ω = RZ
d
be the set of configurations. The finite volume Gibbs measure in Λ for the discrete
Gaussian Free Field with disordered square-well potential, and 0 boundary conditions, is the probability
measure on Ω defined by :
µeΛ(dϕ) =
1
ZeΛ
exp
(
−βHΛ(ϕ) + β
∑
x∈Λ
(b · ex + h)1[ϕx∈[−a,a]]
)∏
x∈Λ
dϕx
∏
y∈Λc
δ0(dϕy). (1)
where a, β, b > 0, h ∈ R and HΛ(ϕ) is given by
HΛ(ϕ) = 1
4d
∑
{x,y}∩Λ 6=∅
x∼y
(ϕx − ϕy)2, (2)
where x ∼ y denotes an edge of the graph Zd and 1[A] denotes the indicator function of A. An
environment is denoted as e := (ex)x∈Λ. We consider it to be an i.i.d family of random variables such
that E(ex) = 0, Var(ex) = 1, and
E(eb·ex+h) <∞. (3)
The parameter b is usually called the “intensity of the disorder”, while h is its average. We will
see that (3) is a minimal condition for the annealed free energy to be well-defined. The disordered
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potential attracts or repulses the field at heights belonging to [−a, a]. ZeΛ is the partition function,
i.e. it normalizes µeΛ so it is a probability measure. We stress that our model contains two levels of
randomness. The first one is e which we refer to as “the environment”. The second one is the actual
interface model whose low depends on the realization of e.
The inverse temperature parameter β enters only in a trivial way. Indeed, if we replace the field
(ϕx)x∈Λ by (
√
βφx)x∈Λ, a by
√
βa, and (b · ex + h)x∈Λ by (β(b · ex + h))x∈Λ we have transformed the
model to temperature parameter β = 1. In the sequel, we will therefore work with β = 1.
In this paper we focus on d ≥ 2 since 1-dimensional models have been well-studied in the last
decade (see Section 3.2.1 below). The questions to address are the usual ones concerning statistical
mechanics models in random environment : Is the quenched free energy non-random ? Does it differ
from the annealed one ? Can we give a physical meaning to the strict positivity (resp. vanishing) of
the free energy ? What can be said concerning the quenched and annealed critical lines (surfaces) in
the space of the relevant parameters of the system ?
We prove that the quenched free energy exists, is non-random, and strictly smaller than the annealed
free energy whenever the annealed free energy is positive.
In the forthcoming work [7] we also investigate the corresponding phase diagram : in the plane
(b, h), we can prove that the quenched critical line (separating the phases of positive and zero free
energy) lies strictly below the line h = 0. Thus there exists a non trivial region where the field is
localized though repulsed on average by the environment.
2 Results
We define the quenched (resp. annealed) free energy per site in Λ ⋐ Zd by :
fqΛ(e) = |Λ|−1 log
(
ZeΛ
Z0Λ
)
, faΛ(e) = |Λ|−1 log
(
EZeΛ
Z0Λ
)
, (4)
where Z0Λ denotes the partition function of the model with no potential, ex ≡ 0 (i.e. of the Gaussian
free field). In the case when Λ = Λn = {0, ..., n− 1}d we will use short forms fqn (e) and fan(e). By the
Jensen inequality, we have fq(e) ≤ fa(e). Moreover, it is not difficult to see that the annealed model
corresponds to the model with constant (we will also say homogenous) pinning with the strength
ℓ(e) := log(E(eb·ex+h)). (5)
for all x ∈ Λ. In other words EZeΛ = Zℓ(e)Λ . We see now that assumption (3) is minimal for the annealed
free energy to be well-defined.
Below we present our results. The proofs are delegated to Section 4.
2.1 Existence and basic properties of the free energy
In this section we present results concerning the existence and the positivity of the free energy.
Theorem 2.1. Let d ≥ 2 and e be an environment such that (3) holds. Then the limit
fq(e) := lim
Λ↑Zd
fqΛ(e) ∈ R,
exists almost surely and in L2, and does not depend on the sequence Λ ↑ Zd provided that |∂Λ|/|Λ| → 0.
Moreover, fq(e) is deterministic, i.e.
fq(e) = E(fq(e)) a.s.
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The following is a straightforward corollary.
Corollary 2.2. Let d ≥ 2 and e be an environment such that (3) holds. Then the limit
fa(e) := lim
Λ↑Zd
faΛ(e),
exists in R and does not depend on the sequence Λ ↑ Zd provided that |∂Λ|/|Λ| → 0.
Fact 2.3. Let d ≥ 2 and e be an environment such that (3) holds. Then
fa(e) ≥ fq(e) ≥ 0.
Moreover for the annealed model, using a variant of the argument in the proof of [5, Theorem 2.4],
it is possible to show that [23],
Fact 2.4. The annealed free energy is a non-decreasing function of ℓ(e) such that fa(e) = 0 whenever
ℓ(e) < 0. Moreover, for d ≥ 3 there exist a constant Cd > 0 such that
fa(e) = Cdℓ(e)(1 + o(1)) as ℓ(e)→ 0,
For d = 2 there exists a constant C2 such that
fa(e) = C2
ℓ(e)√| log(ℓ(e))| (1 + o(1)) as ℓ(e)→ 0
2.2 Strict inequality between quenched and annealed free energies
In this section we state the main results of our paper. Before that we recall that we assume b > 0 in
(1) hence the disorder is always non-trivial.
Theorem 2.5. Let d ≥ 2 and e be an environment such that (3) holds. Then
fq(e) < fa(e) whenever fa(e) > 0.
Moreover, the following quantitative bounds hold. Let γ := exp(b · e0 + h− ℓ(e)), then
(a) For d ≥ 3 we have
fq(e)− fa(e) ≤ E log(λγ + 1− λ),
where λ := C1ℓ(e)1+C1ℓ(e) for some C1 = C1(a) > 0.
(b) For d = 2 we have
fq(e)− fa(e) ≤ E log
(
λ
| log λ|γ + 1−
λ
| log λ|
)
,
for some λ = λ(ℓ(e)) > 0 which equal to C2ℓ(e)√
| log ℓ(e)|
with C2 = C2(a) > 0 for ℓ(e) small enough.
Remark 2.6. 1. The explicit expression for λ(ℓ(e)) for large ℓ(e) in dimension 2 could be a priori
derived by a method similar to the one developed in [5, 17]. One should keep track, though, of
the dependency in ℓ(e) of the size of all the boxes. This information is of little relevance here.
2. It follows from Fact 2.4 that in all dimensions d ≥ 2 we have λ = C˜dfa(e) for ℓ(e) small enough
and some constants C˜d = C˜d(a) > 0.
3
3. We present two examples of the bounds for the concrete environment laws. Let the environment
be given by the Bernoulli random variables, i.e. P(ex = −1) = P(ex = 1) = 1/2. Then there
exists a constant C > 0 such that for b, h small enough and ℓ(e) > 0 we have
fq(e)− fa(e) ≤ −Cb2(b2/2 + h) + o(b2(b2/2 + h)),
for d ≥ 3. We recall that in this case fa(e) ≈ ℓ(e) ≈ b2/2 + h. Further for d = 2 we obtain
fq(e)− fa(e) ≤ −Cb2 b
2/2 + h
| log(b2/2 + h)|3/2 + o
(
b2
b2/2 + h
| log(b2/2 + h)|3/2
)
.
We note that the condition ℓ(e) > 0 yields b2/2+h > 0 hence the expression above is well-defined.
The same estimates hold for the Gaussian environment i.e. ex ∼ N (0, 1).
3 Related results and open problems
3.1 Known results about homogenous models
Our work relies on certain techniques developed in [5],[9]. They focus on the case ex = const which
we will refer to as the homogenous pinning model. The review article, [24], focuses on the localization
and delocalization of random interfaces (in a non-random environment).
We briefly describe some results relevant to our work. Let us now consider the following model 1 :
µεΛ(dϕ) =
1
ZεΛ
exp (−HΛ(ϕ))
∏
x∈Λ
(dϕx + εδ0(dϕx))
∏
y∈Λc
δ0(dϕy), (6)
with ε ≥ 0 and HΛ given by (2).
We denote by A the (random) set of pinned sites i.e. A := {x ∈ Λ : ϕx = 0}. Important results
concerning the distribution of A were obtained in [5]. First of all, it is strong FKG in the sense of [10].
Moreover, it can be compared with i.i.d. Bernoulli fields. Let BαΛ be the Bernoulli product measure with
parameter α ∈ [0, 1] in Λ. Namely the measure on subsets of Λ given by BαΛ(A = A) = α|A|(1−α)|Λ|−|A|.
By [5, Theorem 2.4] there exist constants 0 < c−(d) < c+(d) < ∞ such that for any Λ, any B ⊂ Λ,
and ε sufficiently small we have
B
c−(d)g(ε)
Λ (A ∩B = ∅) ≤ µεΛ(A ∩B = ∅) ≤ Bc+(d)g(ε)Λ (A ∩B = ∅),
where
g(ε) =
{
ε| log ε|−1/2 d = 2,
ε d ≥ 3.
For d ≥ 3, an even stronger statement is true; the distribution of the pinned sites is strongly stochas-
tically dominated by Bc+(d)ε/(1+c+(d)ε)Λ and strongly stochastically dominates B
c−(d)ε/(1+c−(d)ε)
Λ . Con-
cerning the behavior of the interface, it is known that an arbitrarily weak pinning ε is sufficient to
localize the interface. Indeed, in [9], Deuschel and Velenik proved that, for a class of models including
µεΛ, the infinite volume Gibbs measure, denoted by µ
ε, exists in all d ≥ 1. Further, for ε small enough
and K large enough we have2
− log µε(ϕ0 > K) ≍d


K d = 1,
K2/ logK d = 2,
K2 d ≥ 3.
1Similar results hold for the homogenous version of our model with b · ex + h = ε > 0 for all x ∈ Z
d, see [5].
2
a ≍d b means that there exist two constants 0 < c1 ≤ c2 <∞, depending only on d, such that c1b ≤ a ≤ c2b.
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The so-called mass i.e. rate of exponential decay of the two-point function associated to the infinite
volume Gibbs measure µε is defined, for any x ∈ Sd−1, by
mε(x) := − lim
k→∞
1
k
log µε(ϕ0ϕ[kx]).
where [x] is the vector of integer parts of x’s coordinates. In [17] Ioffe and Velenik showed that for any
ε > 0 and d ≥ 1,
inf
x∈Sd−1
mε(x) > 0.
The localization of the interface becomes weaker as ε ↓ 0. We can quantify this by studying the
behavior of the variance and the mass of the field in this limit. The most precise results were obtained
by Bolthausen and Velenik in [5]. For d = 2 and ε small enough,
µε(ϕ20) =
1
π
| log ε|+O(log | log ε|).
We recall that for d ≥ 3 the variance is bounded even when ε = 0. For d ≥ 2 and ε small enough we
have
mε ≍d
{ √
ε| log ε|−3/4 d = 2,√
ε d ≥ 3.
3.2 Known results about disordered models
3.2.1 Models on Z
In [2], Alexander and Sidoravicius studied the 1-dimensional model. They consider a polymer, with
monomer locations modeled by the trajectory of a Markov chain (Xi)i∈Z, in the presence of a potential
(usually called a “defect line”) that interacts with the polymer when it visits 0. Formally, let Vi be an
i.i.d. sequence of 0-mean random variables, the model is given by weighting the realization of the chain
with the Boltzmann term
exp
(
β
n∑
i=1
(u+ Vi)1[Xi=0]
)
.
They studied the localization transition in this model. We say that the polymer is pinned, if a positive
fraction of monomers is at 0. In the plane (β, u) critical lines are defined as follows: for β fixed, let
uqc (β) (resp. uac (β)) be the value of u above which the polymer is pinned with probability 1 (for the
quenched (resp. annealed) measure). They showed that the quenched free energy and critical point
are non-random, calculated the critical point for a deterministic interaction (i.e. Vi ≡ 0) and proved
that the critical point in the quenched case is strictly smaller.
When the underlying chain is a symmetric simple random walk on Z, the deterministic critical
point is 0, so having the quenched critical point uc(β) strictly negative means that, even when the
disorder is repulsive on average, the chain is pinned. This result was obtained by Galluccio and Graber
in [11] for a periodic potential, which is frequently used in the physics literature as a “toy model” for
random environments.
In [16], Giacomin and Toninelli investigated the order of the localization transition in general
models of directed polymers pinned on a defect line. They proved that for quite a general class of
disordered models the transition is at least of the second order, i.e. the free energy is differentiable at
the critical line and the order parameter (which is the density of pinned sites) vanishes continuously
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at the transition. This is particularly interesting as there are examples of “non-disordered” systems
with the first order transition only (e.g. (1 + d)-dimensional directed polymers for d ≥ 5, see [13,
Proposition 1.6]). These results imply that the presence of a disorder may have a smoothening effect
on the transition.
For 1-dimensional models, the renewal structure of the return times to 0 plays important role, in
particular it simplifies a lot of calculations. In [1], Alexander emphasized this fact by assuming that the
tails of the excursion length between consecutive returns of X to 0 are as n−cφ(n) (for some 1 < c < 2
and slowly varying φ).
He analyzed the quenched and annealed critical curves in the plane (u, β) for different values of c.
He proved that for c > 3/2 the quenched and annealed curves differ only when the temperature is high
enough. For c < 3/2 the quenched and annealed critical points are always equal. This confirmed a
prediction made by theoretical physicists on the basis of the so-called Harris criterion (see [13, Section
5.5]). The case c = 3/2 had been open until recent papers [14] and [15] of Giacomin, Lacoin and
Toninelli. They proved that in this case the disorder is relevant in the sense that the quenched critical
point in shifted with respect to the annealed one. They had considered i.i.d. Gaussian disorder in
the first paper and extended the result to more general i.i.d. laws, as well as refined the lower bound
on the shift, in the second paper. Note that their results include pinning of a directed polymer in
dimension (1+1) as already mentioned, but also the classical models of two-dimensional wetting of a
rough substrate, pinning of directed polymers on a defect line in dimension (3 + 1) and pinning of an
heteropolymer by a point potential in three-dimensional space.
Remark 3.1. Paper [21] contains a short proof of the strict inequality between quenched and annealed
free energies in the case of the polymer model described above, with Vi being Gaussian. The proof
technique relies of the “interpolation” method well-known in the theory of spin glasses. Albeit we expect
that this approach can be extended to d ≥ 2 its applicability is limited to the Gaussian case. Any
generalization beyond that will probably be a non-trivial task. These topics will be addressed in a
forthcoming paper.
3.2.2 Models on Zd, d ≥ 2
The only result about random pinning models we are aware of is [18]. In this paper, Janvresse, De La
Rue and Velenik considered the model (6) in dimension 1 and 2 with ε = εx ∈ {0, η}, which models
an interface interacting with an attractive diluted potential. They show that the interface is localized
in a sufficiently large but finite box (in the sense that there is a density of pinned sites) if and only if
the sites at which the pinning potential is non-zero have positive density. Note that in this paper they
characterize the set of realizations of the environment for which pinning holds (the disorder is fixed,
not sampled from some given distribution), which is stronger than an almost sure result.
We also mention a series of papers by Külske et al. ([19], [22], [20] which study a model with
disordered magnetic field (instead of disordered pinning potential ). For example, Külske and Orlandi
studied the following model in dimension 2
µ
ε,(η)
Λ (dϕ) =
1
Z
ε,(η)
Λ
exp
(
− 1
4d
∑
x∼y
V (ϕx − ϕy) +
∑
x∈Λ
ηxϕx
)∏
x∈Λ
(dϕx + εδ0(dϕx))
∏
y∈Λc
δ0(dϕy), (7)
where (ηx)x∈Λ is an arbitrary fixed configuration of the external field and V is not growing too slowly
at infinity. Without disorder (η ≡ 0), the interface is localized for any ε > 0 [5]. One could expect
that in presence of disorder and at least for very large ε the interface is pinned. However, the authors
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show that this is not the case : the interface diverges regardless of the pinning strength. Thus the
infinite-volume Gibbs measure for this model does not exist. One could hope for the existence of the
so-called gradient Gibbs measure (Gibbs distributions of the increments of the interface), which is a
weaker notion. In [22] Van Enter and Külske proved that such (infinite volume) measures do not exist
in dimension 2.
3.3 Open problems
The model studied in this paper lends itself to number of extensions. We list here a selection, with
brief comments.
• Path-wise description of the interface. In the positive free energy region, for our model,
one expects localization, i.e. the finite variance of ϕx and exponential decay of correlations. A
much more difficult question concerns the behavior of the interface near the critical line. Does
it behave the same as in the homogenous case (i.e. second order transition with the density of
pinned sites decreasing linearly for d ≥ 3, and with a logarithmic correction for d = 2) ? Or does
the presence of disorder have a smoothening effect on the transition (as it was proven for certain
1-dimensional models) ?
In the zero free energy region, we expect the behavior similar to the entropic repulsion for the
GFF : in a box of size n the interface should be repelled at height ± log n in d = 2 and ±√log n
in d ≥ 3 (see [8] and references therein for details). The ± stems from the fact that our model
is symmetric with respect to reflection at zero height, hence with probability 1/2 it either goes
upwards or downwards.
• Description for non Gaussian pair-potential. A natural conjecture is that the behavior of
the model is the same if we change the Gaussian term (ϕx −ϕy)2 to any other uniformly convex
potential V (ϕx − ϕy). Let us note however that the problem is difficult even in the homogenous
case (due to lack of the Griffiths inequality).
• Non-nearest neighbors interactions. We restricted our work to the case of the nearest
neighbors interactions. We suspect that the results holds true for fast decaying interactions, at
least with condition like in [5, (2.1)] (which ensures a control of the random walk’s behavior in
the random walk representations). As the behavior of the homogenous pinning model beyond
this regime is not known, we are unable to pose any further conjectures.
• Non i.i.d. environment laws. Going beyond the i.i.d. case is a very interesting direction. Two
natural cases would be the stationary Bernoulli field or the quenched chessboard like configu-
ration. These questions may be closely connected to convexity/concavity properties of the free
energy function in the homogenous case. The understanding of this case is still limited. It would
be interesting to know if finite range environment laws change the picture, as it is sometimes the
case in models with bulk disorder but it seems difficult to answer to this question rigorously.
• Geometry of pinned sites. The geometry of the pinned sites is still not fully understood in the
homogenous case. For the d ≥ 3 the law of pinned sites resembles a Bernoulli point process. It
is conjectured that once the pinning tends to zero, under suitable re-scaling, this field converges
to Poisson point process. For d = 2 the situation is not clear at all, since it is expected that
the dependency between the points will be preserved in the limit (implying the limit being non-
Poissonian).
Not only these questions propagate to the non-homogenous case but also new ones arise. E.g. for
our model it would be interesting to study the joint geometry of attractive and repulsive sites.
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• Models with wetting transition. The effects of introducing a disorder in other models with
pinning might be interesting, for example in models exhibiting a wetting phenomenon. In the
case of the massless Gaussian model in d = 2, it is known [6] that the wetting transition takes
place at a non-trivial point. A natural question to ask is, if adding disorder shifts this point.
4 Proofs
4.1 Proof of Theorem 2.1
Although the proof is rather standard there are a few technical issues which need to be clarified. They
stem from the fact that we put only minimal conditions of the environment.
In the main proof it will be easier to deal with environments with bounded support. Thus we start
with a truncation argument. Let H > 1, we define a new environment eH by eHx := e˜x1[e˜x∈[−H,H]]
with e˜x := bex + h. We claim that:
lim sup
H↑∞
lim sup
Λ↑Zd
|fqΛ(e)− fqΛ(eH)| = 0. (8)
Proof. We recall (4). By a direct calculation we obtain
fqΛ(e)− fqΛ(eH) = |Λ|−1 log µe
H
Λ
(
exp
(∑
x∈Λ
e˜x1[e˜x∈[−H,H]c]1[ϕx∈[−a,a]]
))
≤ |Λ|−1 log µeHΛ
(
exp
(∑
x∈Λ
e˜x1[e˜x∈[H,∞)]1[ϕx∈[−a,a]]
))
≤ |Λ|−1
∑
x∈Λ
e˜x1[e˜x∈[H,∞)].
As the size of the domain converges to infinity the last expression converges to Ee˜01[e˜0∈[H,∞)]. This in
turn, converges to 0 as H →∞. Further we observe that
fqΛ(e)− fqΛ(eH) ≥ |Λ|−1 log µe
H
Λ
(
exp
(∑
x∈Λ
e˜x1[e˜x∈[H,∞)]1[ϕx∈[−a,a]]
)
1[ϕx /∈[−a,a] ∀x∈A]
)
,
where A = {x ∈ Λ : e˜x ≤ −H}. Let further a1, a2, . . . , aN be some enumeration of point in A and
Ai = {a1, a2, . . . , ai}, where i ∈ {1, 2, . . . , N}. We write
fqΛ(e)− fqΛ(eH) ≥ |Λ|−1 log µe
H
Λ (ϕx /∈ [−a, a] ∀x ∈ A)
= |Λ|−1
N∑
i=1
log µe
H
Λ (ϕxi /∈ [−a, a]|ϕx /∈ [−a, a] ∀x ∈ Ai−1). (9)
For any xi ∈ A, by the spatial Markov property, we have
µe
H
Λ (ϕxi /∈ [−a, a]|ϕx, x ∼ xi) = Z−1E
(
1[G/∈[−a,a]]e
e˜xi1[G∈[−a,a]]
)
, (10)
where G denotes a Gaussian random variable N ((∑x∼xi ϕx)/2d, 1) (which law is denoted P and the
corresponding expectation E) and Z is the normalizing constant Z := E
(
ee˜xi1[G∈[−a,a]]
)
. We recall that
at site xi the we have necessarily e˜xi < 0 hence Z ≤ 1. Finally, the expression (10) is lower bounded
by
E
(
1[G/∈[−a,a]]e
e˜xi1[G∈[−a,a]]
)
= P(G /∈ [−a, a]) ≥ C,
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for certain C > 0 independent of (
∑
x∼xi
ϕx)/2d. We use this to estimate (9) as follows
fqΛ(e)− fqΛ(eH) ≥ |Λ|−1N logC → P(e˜x ≤ −H) · logC as Λ ↑ Zd.
Alike previously this converges to 0 as H →∞, which concludes the proof of (8).
Further we will assume that the law of the environment has a bounded support. Moreover, by the
well-known fact that the free energy of the Gaussian free field exists, i.e. limΛ↑Zd |Λ|−1 logZ0Λ exist and
is finite, it is enough to prove the existence of the limit of f˜qΛ(e) given by
f˜qΛ(e) := |Λ|−1 logZeΛ.
We prove convergence only along a sequence of boxes Bn = Λ2n−1. The extension to the case
of general sequences is standard. We will cut Bn in 2d sub-boxes denoted by Bin−1. Let X =
(
⋃2d
i=1 ∂B
i
n−1)\∂Bn be “the border” between the sub-boxes. In order to prove the existence of the
limit along (Bn)n, we first derive a “decoupling property”. Namely, there exists cn ≥ 0 such that∑
n cn <∞ and
|ZeBn −
2d∏
i=1
Ze
i
Bin−1
| ≤ cn,
for any realization of e, where ei is the restriction of e to the box Bin−1.
The next lemma provides us with control over the concentration of the field.
Lemma 4.1. There exist C1, C2, C3 > 0 such that for n sufficiently large, for all x ∈ Λn and T > 0
we have
µeΛn(|ϕx| > T +C3 log n) ≤ C1e−C2T
2/ logn.
Proof. Let A := {x : ϕx ∈ [−a, a]}. We first use the following decomposition, which is a reordering of
the pinning contributions over subsets of Λ:
µeΛn(|ϕx| > T ) =
∑
A⊂Λ
((∏
x∈A
ebex+h
)
Z0Λn(A = A)
ZeΛn
)
µ0Λn(|ϕx| > T | A = A).
It is sufficient to upper-bound the rightmost term uniformly in A. Using the FKG inequality (see e.g.
[12, Section B.1]) it is standard to check that
µ0Λn(dϕx | A = A) ≺ µ0Λn(dϕx | ∀y ∈ Λn, ϕy ≥ a),
where ≺ denotes the stochastic domination. Further, we intend to use the Brascamp-Lieb inequality.
To this end we first estimate
An := µ
0
Λn(ϕx | ∀y ∈ Λn, ϕy ≥ a).
For d ≥ 3 it follows easily by [12, Theorem 3.1] that An ≤ C
√
log n for some C > 0. For d = 2 let us
assume first that An ≥ C log n for some large C. By [12, (B.14)] we have µ0Λn(ϕ2i | ∀y ∈ Λn, ϕy ≥ a) ≤
log n+A2n. Using the Paley-Zygmund inequality we get
µ0Λn(ϕi ≥ An/2 | ∀y ∈ Λn, ϕy ≥ a) ≥
1
4
· A
2
n
log n+A2n
≥ 1/8,
for n large enough. Increasing C further, if necessary, we get a contradiction with [3, Theorem 4].
Thus, An ≤ C log n. Finally by the Brascamp–Lieb inequality [12, Section B.2] we obtain
µ0Λn(ϕx ≥ T | ∀y ∈ Λn, ϕy ≥ a) ≤ exp(−C˜2(T −An)2/ log n) ≤ C1 exp(−C2T 2/ log n)
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Let us define X˜ = X ∪ (∂X ∩ Bn), which is a thickening of X consisting of 3 “layers”. Then,
Lemma 4.1 allows us to control the height of the field on X˜ ⊂ Bn. Let us fix some δ > 0, we have
µeBn(∃i ∈ X˜ : |ϕi| > 2δn) ≤
∑
i∈X˜
µeBn(|ϕi| > 2δn) ≤ e−C2
δn
, (11)
for some C > 0. We denote the full Hamiltonian of our system (i.e. not only the Gaussian part) by
K(ϕ). Using (11) we deduce
ZeBn ≤ (1 + 2e−C2
δn
)
∫
RBn
1[|ϕx|≤2δn,∀x∈X˜]e
−K(ϕ)dϕ.
Given ϕ we define ϕ˜ by setting ϕx = 0 for x ∈ X and ϕ˜x = ϕx otherwise. It is easy to check that for ϕ
fulfilling |ϕx| ≤ 2δn for any x ∈ X˜ we have |K(ϕ) − K(ϕ˜)| ≤ C|X|22δn, for some C > 0 (here we used
the fact that the support of the law of the environment is bounded). Therefore
ZeBn ≤ (1 + C ′e−C2
δn
)eC|X|2
2δn
∫
[−2δn,2δn]X
∏
i
∫
RB
i
n
1[|ϕx|≤2δn,∀x∈X˜]e
−K(ϕ˜)dϕ.
We notice that ϕ˜ “enforces” 0 boundary conditions on X. Consequently, each of the inner integrals is
bounded from above by Ze
i
Bin
. This leads to
f˜qBn(e) ≤
1
2d
2d∑
i=1
f˜q
Bin−1
(ei)+Cmax2
n(2δ−1),
for some Cmax ≥ 0. Now let us prove a bound from below. We have
ZeBn =
∫
RBn
e−K(ϕ)dϕ ≥
∫
RBn
1[ϕ∈A]e
−K(ϕ)dϕ,
where A = {ϕ : ϕx ∈ (−a, a),∀x ∈ X and |ϕx| ≤ n3,∀x ∈ X˜}. Let ϕ ∈ A we define ϕ˜ by setting
ϕx = 0 for x ∈ X and ϕ˜x = ϕx otherwise. It is easy to check that |K(ϕ) −K(ϕ˜)| ≤ C|X|n3, for some
C > 0 (again we use the fact that that the environment is bounded). Therefore
ZeBn ≥ e−C|X|n
3
∫
[−a,a]X
∏
i
∫
RB
i
n
1[ϕ∈A]e
−K(ϕ˜)dϕ.
Let us consider an integral in the product. Using Lemma 4.1 similarly as before we check that it is
bounded from below by
(
1− |X|e−Cn)Zei
Bin
. Hence
f˜qBn(e) ≥
1
2d
2d∑
i=1
f˜q
Bin−1
(ei)− Cmin2−n/2.
for some constant Cmin ≥ 0. Combining our two bounds above we obtain
Cmin2
−n/2 ≤ f˜qBn(e)−
1
2d
2d∑
i=1
f˜q
Bin−1
(ei) ≤ Cmax2n(2δ−1). (12)
By (12), it is easy to see that :
|E(f˜qBn(e))− E(f˜
q
Bn−1
(e))| ≤ |E(f˜qBn(e))− E
( 1
2d
2d∑
i=1
f˜q
Bin−1
(ei)
)
| ≤ 2−cn, (13)
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for some c > 0 as soon as δ < 1/2 and n is large enough. The right hand side is thus summable hence
E(f˜qBn(e)) converges as n → ∞ to some limit L ∈ R. Using independence of environment among the
boxes Bin−1, we can estimate the variance. Let us write
f˜qBn(e) = 2
−d
2d∑
i=1
f˜q
Bin−1
(ei) + En,
where En is the (random) error term above. We have |En| ≤ 2−cn. Thus
Var(f˜qBn(e)) = Var
(
2−d
2d∑
i=1
f˜q
Bin−1
(ei)
)
+Var(En) + Cov
(
2−d
2d∑
i=1
f˜q
Bin−1
(ei), En
)
≤ 2−dVar(f˜qBn−1(e)) + Var(En) + 2−cnE
(
2−d
2d∑
i=1
f˜q
Bin−1
(ei)
)
.
Now, since (E(f˜qBn−1(e)))n converges, we get the following inductive upper bound on the variance:
Var(f˜qBn(e)) ≤ 2−dVar(f˜
q
Bn−1
(e))+2−2cn + 2L2−cn,
as long as n is large enough. We deduce that for some b ∈ (0, 1) and n large enough we have
Var(f˜qBn(e)) ≤ bn. This yields f˜
q
Bn
(e)→ L both in L2 and almost surely.
4.2 Proof of Fact 2.3
The first inequality follows by the Jensen inequality. We recall definition (4). We have
fq(e) = lim
n→∞
n−d log µ0Λn
(
exp
(∑
x∈Λn
(b · ex + h)1[|ϕx|≤a]
))
≥ lim
n→∞
n−d log µ0Λn (ϕx ≥ a , ∀x ∈ Λn) .
One easily checks that
µ0Λn(ϕx ≥ a , ∀x ∈ Λn)
≥ µ0Λn(ϕx ≥ a , ∀x ∈ Λn−1|ϕx ∈ [a, a+ 1] , ∀x ∈ ∂Λn−1) · µ0Λn(ϕx ∈ [a, a+ 1] , ∀x ∈ ∂Λn−1).
The second factor is of order e−Cn
d−1
and thus is negligible. The first one is bounded from below by
In = µ
0
Λn−1
(ϕx ≥ 0 , ∀x ∈ Λn−1). Let us fix some δ ∈ (0, 1). By the FKG inequality we get
n−d log In ≥ n−d log µ0Λn−1(ϕx ≥ 0 , ∀x ∈ Λ⌈δn⌉) + n−d
∑
x∈Λn−1\Λ⌈δn⌉
log µ0Λn−1(ϕx ≥ 0)
≥ (−C)(n−1 + (1− δ)d), for some constant C > 0.
The estimation of the second term follows simply by the fact that µ0Λn−1(ϕx ≥ 0) = 1/2, whereas to
treat the first term we use the entropic repulsion results:
writing Ω+Λ⌈δn⌉ = {ϕx ≥ 0 ,∀x ∈ Λ⌈δn⌉}, in dimension 2 we know that µ0Λn(Ω
+
Λ⌈δn⌉
) = exp(−O((log n)2))
(see [3, Theorem 3]) while in dimension 3 and higher the above probability is of order exp(−O(nd−2 log n))
(see [4, Theorem 1.1]). Taking limits n → ∞ and δ → 1 we obtain lim infn→∞ n−d log In ≥ 0, which
concludes the proof.
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4.3 Proof of Theorem 2.5
We recall (1) and we perform calculations which resemble the so-called high-temperature expansion
µeΛ(dϕ) =
1
ZeΛ
exp
(
−HΛ(ϕ) +
∑
x∈Λ
(b · ex + h)1[ϕx∈[−a,a]]
)∏
x∈Λ
dϕx
∏
y∈Λc
δ0(dϕy) (14)
=
1
ZeΛ
exp (−HΛ(ϕ))
∏
x∈Λ
(
(eb·ex+h − 1)1[ϕx∈[−a,a]] + 1
)∏
x∈Λ
dϕx
∏
y∈Λc
δ0(dϕy)
=
∑
A⊂Λ
(∏
x∈A
(
eb·ex+h − 1
) Z0Λ(ϕx ∈ [−a, a] ,∀x ∈ A)
ZeΛ
)
︸ ︷︷ ︸
=νeΛ(A)
µ0Λ(dϕ | ϕx ∈ [−a, a] ,∀x ∈ A).
We observe that when b · ex + h ≥ 0 for any x in the domain Λ, then νeΛ is a probability measure
(otherwise some weights eb·ex+h − 1 are negative).
For any homogenous environment ex = ε for all x ∈ Λ, it is known [5] that νεΛ is strong FKG in the
sense of [10], and that it can be stochastically majored and minored by two Bernoulli product measures
(the precise statement needed in our work will appear later on).
By Theorem 2.1, Corollary 2.2 and (5) we have
fq(e)− fa(e) = lim
n→∞
n−dE log
(
ZeΛn
Z
ℓ(e)
Λn
)
= lim
n→∞
n−dE log µ
ℓ(e)
Λn
(
exp
(∑
x∈Λn
(b · ex + h− ℓ(e))1[ϕx∈[−a,a]]
))
. (15)
For the rest of the proof A will denote the set of “pinned points” of a given configuration ϕ ∈ Ω, namely
A = {x ∈ Λn : ϕx ∈ [−a, a]}. By (15) we conclude that our goal is to prove
lim sup
n→∞
n−dE log
(
µℓ(e)n
(
γ
A
))
< 0,
where µℓ(e)n is a simplified notation for µ
ℓ(e)
Λn
and we denote
γ
A :=
∏
x∈A
γx with γx := exp(b · ex + h− ℓ(e)).
Let us now comment on the proof strategy. Let us observe that the calculations would be simple
if A was distributed according to an i.i.d. Bernoulli(λ) product measure. Indeed, in such a case, the
above limit does not depend on n:
n−dE log µℓ(e)n (γ
A) = n−dE log
( ∏
x∈Λn
(λγx + 1− λ)
)
= E log(λγ0 + 1− λ) < 0. (16)
The last inequality follows by the strict concavity of the logarithm and the Jensen inequality. However,
the interaction between the geometry of A and the one of the environment in γA might be potentially
complicated and hard to analyze. Exploiting the fact that the environment is i.i.d. we will introduce
an additional randomization. This will simplify the problem so that only the information about the
cardinality of A will matter. The last trick we use is to compare the distribution of A under µℓ(e)n with
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the measure νℓ(e)n defined in (14). This will enable to use the stochastic domination results announced
above and to get an expression similar to (16). Further, calculations are standard though little tiresome
since we work with general laws of environments.
Let us now introduce the randomization. Let π be a permutation of the vertices of Λn chosen
uniformly at random. We will denote the corresponding expectation by E˜. It is easy to check that for
any i.i.d. pinning law EE˜(·) = E(·). By the Jensen inequality we have
n−dE log
(
µℓ(e)n
(
γ
A
))
= n−dEE˜ log µℓ(e)n
(∏
i∈A
γπ(i)
)
(17)
≤ n−dE log E˜µℓ(e)n
(∏
i∈A
γπ(i)
)
= n−dE log E˜µℓ(e)n
(
γ
π(A)
)
,
where π(A) = {π(i) : i ∈ A}. Intuitively, E˜µℓ(e)n is the expectation of the distribution of pinned sites
“scattered” by a random permutation. Thanks to this we can work with a uniformly distributed set of
pinned points, provided we know its cardinality. More precisely,
E˜µℓ(e)n
(
γ
π(A)
)
=
nd∑
k=0
(
nd
k
)−1 ∑
A⊂Λn:|A|=k
γ
A

µℓ(e)n (|A| = k) . (18)
We recall measure νℓ(e)n defined in (14). Paper [5] provides us with stochastic domination results which
will be useful in our estimations. To this end we make the following elementary calculations:
µℓ(e)n (|A| ≤ k) =
∑
A⊂Λn
νℓ(e)n (A) · µ0n(|A| ≤ k | ∀x ∈ A, |ϕx| ≤ a)
=
∑
A⊂Λn,|A|≤k
νℓ(e)n (A) · µ0n(|A| ≤ k | ∀x ∈ A, |ϕx| ≤ a)
≤
∑
A⊂Λn,|A|≤k
νℓ(e)n (A) = ν
ℓ(e)
n (|A| ≤ k). (19)
The next difficulty is that {|A| = k} appearing in (18) is not an increasing event. This will be handled
differently for d ≥ 3 and d = 2. Let us start with the former.
Case d ≥ 3. By [5, Theorem 2.4, (2.15)], there exists some C1 > 0 such that νℓ(e)n stochastically
dominates a Bernoulli product measure, denoted Bλn, with a specific intensity λ depending on a and
ℓ(e). More precisely,
νℓ(e)n ≻ Bλn with λ := C1ℓ(e)/(1 + C1ℓ(e)). (20)
Below we will write Bλn(|A| = k) = bn,λ(k) =
(nd
k
)
λk(1 − λ)nd−k. Observe that by [5] we know that
fa(e) > 0 as soon as ℓ(e) > 0 and consequently λ > 0. As the event {|A| ≤ k} is decreasing, we have
the following upper-bound, using (19) and (20) :
µℓ(e)n (|A| = k) ≤ µℓ(e)n (|A| ≤ k) ≤ νℓ(e)n (|A| ≤ k) ≤ Bλn (|A| ≤ k) (21)
=
k∑
j=0
bn,λ(j) = bn,λ(k)

1 + k−1∑
j=0
bn,λ(j)
bn,λ(k)

 = bn,λ(k)

1 + k−1∑
j=0
k−1∏
i=j
bn,λ(i)
bn,λ(i+ 1)

 ,
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Now, for i ≤ ⌊λnd⌋,
bn,λ(i)
bn,λ(i+ 1)
=
i+ 1
nd − i
1− λ
λ
≤ 1.
This gives an upper bound for k ≤ ⌊λnd⌋, namely
µℓ(e)n (|A| = k) ≤ nd · Bλn (|A| = k) . (22)
By Stirling’s formula for k ∈ [⌈λnd⌉, nd] we have bn,λk(k) ≥ c2n−d/2 > 0, where λk := kn−d. Trivially
µℓ(e)n (|A| = k) ≤ nd · Bλkn (|A| = k) ,
for n large enough. Using the above estimates we treat (18) as follows
E˜µℓ(e)n
(
γ
π(A)
)
≤ nd
nd∑
k=0
(
nd
k
)−1 ∑
A⊂Λn:|A|=k
γ
A



Bλn (|A| = k) + n
d∑
j=⌈λnd⌉
B
λj
n (|A| = k)


≤ n2d max
α∈[λ,1]
nd∑
k=0
(
nd
k
)−1 ∑
A⊂Λn:|A|=k
γ
A

 · Bαn(|A| = k)
≤ n2d max
α∈[λ,1]
B
α
n
(
γ
A
)
= n2d max
α∈[λ,1]
∏
x∈Λn
B
α
n
(
γ
1[x∈A]
x
)
.
Hence,
n−d log E˜µℓ(e)n
(
γ
π(A)
)
≤
(
n−d max
α∈[λ,1]
∑
x∈Λn
log(αγx + (1− α))
)
+ o(1), as n→∞.
We recall (15) and (17). Taking the expectation with respect to the environment we get
fq(e)− fa(e) ≤ lim
n→∞
n−dE
[
max
α∈[λ,1]
∑
x∈Λn
log (α(γx − 1) + 1)
]
. (23)
Let r,R ∈ R such that 0 < r < 1 < R < ∞. The right hand side of (23) is bounded from above by
I1(r) + I2(r,R) + I3(R) where
I1(r) = lim
n→∞
n−dE
[
max
α∈[λ,1]
∑
x∈Λn
log (α(γx − 1) + 1)1[0≤γx≤r]
]
,
and I2, I3 are defined analogously by exchanging 1[0<γx≤r] with 1[r<γx<R] and 1[R≤γx] respectively. As
r < 1, we have I1(r) ≤ 0. Further as R > 1 the term I3(R) is maximized at α = 1, consequently
I3(R) = E log(γ0)1[R≤γ0].
We observe that limR→∞ I3(R) = 0 and further we proceed to I2. Firstly we denote
fn(α, r,R) := n
−d
∑
x∈Λn
log(αγx + 1− α)1[r<γx<R],
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and further let Xn(α, r,R) = fn(α, r,R) − Efn(α, r,R). That is
Xn(α, r,R) = n
−d
∑
x∈Λn
[
log(αγx + 1− α)1[r<γx<R] − E
(
log(αγx + 1− α)1[r<γx<R]
)]
.
The summands are centered independent and bounded. By Hoeffding’s inequality we get
P(|Xn(α, r,R)| > t) ≤ 2e−2t2nd/C2(α,r,R)2 , (24)
for any t > 0, where C2(α, r,R) = log(αR + 1 − α) − log(αr + 1 − α). Further we observe that there
exists C1(λ, r,R) > 0 (deterministic) such that
max
α∈[λ,1]
∂αfn(α, r,R) ≤ n−d
∑
x∈Λn
max
α∈[λ,1]
(
γx − 1
αγx + 1− α1[r<γx<R]
)
≤ C1(λ, r,R).
This let us work with a finite number of values of α. Let N ∈ N and αi := (1− iN )λ+ iN . We have
max
α∈[λ,1]
fn(α, r,R) ≤ max
i=0,...,N
fn (αi, r, R) + C1(λ, r,R)/N.
Let C¯2(r,R) = maxα∈[λ,1]C2(α, r,R)
2 <∞. We use (24) and the union bound to get
P( max
i=0,...,N
|Xn(αi, r, R)| > t) ≤ 2(N + 1)e−2t2nd/C¯2(r,R). (25)
Now we may write
I2(r,R) = lim
n→∞
E max
α∈[λ,1]
fn(α, r,R) ≤
≤ lim
n→∞
E( max
i=1,...,N
Xn(αi, r, R)) + lim
n→∞
max
α∈[λ,1]
Efn(α, r,R) +
C1(λ, r,R)
N
.
The first term vanishes by (25). Taking the limit N ↑ ∞ we have
I2(r,R) ≤ lim
n↑∞
max
α∈[λ,1]
Efn(α, r,R).
Taking now limits r ↓ 0, and R ↑ ∞ and coming back to (23), we obtain
fq(e)− fa(e) ≤ max
α∈[λ,1]
E log(αγ0 + 1− α) = E log(λγ0 + 1− λ), (26)
where the second equality will become apparent shortly. Indeed, we denote h(α) := E log(αγ0+1−α).
Obviously, h′(α) = E γ0−1α(γ0−1)+1 ≤
E(γ0−1)
αE(γ0−1)+1
= 0, which follows by the Jensen inequality applied to
x/(αx+1) and the facts that γ0 ≥ 0 and Eγ0 = 1. We notice that (26) is precisely the bound announced
in Theorem 2.5 part a). The strict inequality between the quenched and annealed free energies (d ≥ 3)
follows easily by the strict Jensen inequality and the fact that Eγ0 = 1.
Case d = 2. The case d = 2 requires some slight modification as the stochastic domination of νℓ(e)n by
Bernoulli product measures holds in a weaker sense. Consequently, we cannot use the same argument
as in (21). Indeed, by [5, Theorem 2.4, (2.13)], for any ℓ(e) > 0 and any set B ⊂ Λn we have
νℓ(e)n (A ∩B = ∅) ≤ (1− λ)|B|, (27)
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with some λ > 0 depending on a and ℓ(e), which takes the form
λ := C1ℓ(e)| log ℓ(e)|−1/2 (28)
for some C1 > 0 when ℓ(e) is small enough. Now, using (19) and (27) we have
µℓ(e)n (|A| = k) ≤ µℓ(e)n (|A| ≤ k) ≤ νℓ(e)n (|A| ≤ k)
= νℓ(e)n (∃B ⊂ Λn : |B| = nd − k and A ∩B = ∅)
≤
∑
B⊂Λn:|B|=nd−k
νℓ(e)n (A ∩B = ∅) ≤
(
nd
k
)
(1− λ)nd−k.
By a direct calculations one checks that for λ˜ := λ| log λ| we have(
nd
k
)
(1− λ)nd−k ≤ Bλ˜n(|A| = k), for k ≤ ⌊λ˜nd⌋.
Further one may process as for d ≥ 3 by using λ˜ instead of λ. Consequently we deduce
fq(e)− fa(e) ≤ E log
(
λ
| log λ|γ0 + 1−
λ
| log λ|
)
.
This finishes the proof for d = 2.
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