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During recent years, the methods used in sensitivity analysis of complex engineering
problems, such as turbomachinery design, have developed rapidly with the demand for
more reliable components. Furthermore, the public interest is focusing on concepts that
improve the energy efficiency of power and heat supply systems with low energy cost.
This increases the necessity for innovative design approaches for the construction of ro-
bust mechanical components for gas turbine power plant. While the traditional methods
were based on simplified theories, experience and intuition of engineers, new design meth-
ods use computational fluid dynamics and computational structural mechanics based on
numerical simulation and optimization algorithms.
From an industrial point of view, the necessity exists to improve structural integrity
of engineering components with reduction of design time and cost of products. Therefore,
the design process can not be satisfactorily carried out without considering advanced life
prediction methods. The formation and growth of cracks under cyclic loading (fatigue) in
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metal is a random process [16]. The properties and conditions of materials in any structure
subjected to cyclic loads will vary in a random manner [16]. In the gas turbine industry
for example, increasing the mass flows and the temperature loads of gas-fired power plants
leads to higher and higher mechanical and thermal load on the blading. Due to higher
turbine inlet temperatures, the centrifugal forces increase with larger turbine radii as well
as thermal loads. Existing material reserves will thus be increasingly exploited and a
detailed probabilistic assessment of the risk of failure will be crucial to guarantee the safe
operation of combined cycle power plants. Furthermore, the volatile supply of wind and
solar energy into the electricity grid poses new challenges to gas-fired power plants with
regard to starting frequency and thus increases the relevance of low-cycle fatigue (LCF),
which is subjected to an inherent scattering.
For economic reasons, there is a need to integrate the above-mentioned scatter into the
methods of design. In addition to the material scatter, manufacturing tolerances also
become drivers of the expected service life, which often leads to deviations that are quite
relevant in terms of the design life.
Modern 3D design methods, especially in the context of automated optimization of aero-
dynamic design, are the drivers of further efficiency gains (beyond 60% efficiency rate) in
combined cycle power plants. Thereby, losses can in many cases be significantly reduced.
Examples of efficiency gains up to a few tenths of a percent by individual components
can be found in the literatures [20, 32, 37, 53]. In practice, it becomes often apparent
that monodisciplinary optimization - purely aerodynamic optimization - usually do not
lead to realizable designs, or that these designs have to be modified in such a way that
a significant part of the efficiency increase is lost again. A necessary consequence of
this observation is an application of multi-criteria optimization strategies, in which the
mechanical and aerodynamic performance of components in synchronous simulations is
13
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assessed [33, 49].
1.2 The Objectives of This Ph.D. Project
The aim of this Ph.D. project is the development of methods and design tools to de-
termine the sensitivity of the probability of failure of mechanically and thermally stressed
hot gas components under the variation of design parameters and production-related
shape deviations. Based on the research findings of a predecessor project ’Probabilistis-
che Lebensdauerberechnung für Design bei extremen Temperaturen (AG Turbo Project
4.1.2. [58]) which describes the basic methodology for calculating default risks, the cur-
rent project focuses on design techniques resulting from this approach.
A local and probabilistic model for LCF in the context of polycrystalline metal based
on an appropriate combination of reliability statistics and Poisson point process has been
developed in [43]. This probabilistic model quantitatively describes the failure mechanism
of surface driven LCF in terms of the following Weibull cumulative distribution function:
















Here stand 𝜕Ω for the boundary of a bounded region Ω ⊆ R3 filled with some polycrys-
talline metal, 𝑡 for the number of load cycles, 𝑁𝑑𝑒𝑡 for number of cycles to crack initiation,
?̄? and 𝜂 for Weibull shape and scale parameters respectively.
In contrast to the deterministic design philosophy, probabilistic design not only assesses
the highest point of loading in a component, but also the potential crack initiation in
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less stressed locations. As a side effect, it is to be noted that the objective functional,
i.e. which is the probability of survival for the duration of a given number of cycles or
number of operating hours, take the form of integrals over local stress and temperature
fields. This local integral form of the probabilistic objective functional assimilates both
structure-mechanical and fluid dynamical design and leads to functional differentiability
of the objective functionals according to the temperature and stress fields.
The smooth variation of the probabilistic objective functional within the design space
encourages the use of gradient-based shape optimization approach. The advantage of
such method is the convergence to a load optimum with a significantly smaller number
of functional evaluations [29]. Since the number of design variables, which represent the
surface perturbation of a mechanical component, is too large, an effective computation of
the shape gradients necessities the integration of the adjoint method. However, the source
terms of the adjoint equation are just partial derivatives of the objective functional. To
make these fundamental observations for the mechanical design operational, is first to
find the adjoint form of the so-called mixed problem for linear elasticity:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∇ · 𝜎 + 𝑓 = 0, in Ω;
𝜎(𝑢) = 𝜇(∇𝑢+∇𝑢𝑇 ) + [𝜆(∇ · 𝑢)]I in Ω;
𝑢 = 0, on 𝜕Ω𝐷,
𝜎(𝑢) · 𝑛 = 𝑔, on 𝜕Ω𝑁 .
(1.3)
Here, 𝑓 and 𝑔 are the volume and surface loads, respectively, 𝜆 and 𝜇 are the Lamé
coefficients, I is the identity matrix in R3 and 𝑛 is the outward normal on the boundary
𝜕Ω = 𝜕Ω𝐷 ∪ 𝜕Ω𝑁 .
The adjoint equation of the above state equation is simply a linear equation system
containing the transpose of the system matrix (stiffness matrix) and the derivatives of
the objective functional as right hand side vector. Based on the adjoint state, which is
15
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the solution of this adjoint equation, the sensitivity gradient of the probability of failure
under variation of any number of the geometry nodes can be efficiently evaluated.
1.3 Sensitivity Analysis in Engineering Design
Fatigue is a structural damage process that occurs for materials subjected to cyclic
loadings with stresses well below the static ultimate tensile. The failure process may
prevent material components to fulfill the design requirements. This failure life can be in-
fluenced by the design geometry, material characteristics, the environment and the stress
difference. In polycrystalline metal, for example, the number of load cycles until the
initiation of cracks exposes a statistical scatter up to a factor 10 [22], even under lab
conditions. Under repetitive or fluctuating load, the displacement of slip planes in al-
ternating directions form small extrusions and intrusions on the material surface, which
grow increasingly in depth and width, see [23, 6, 40] and Figure 1-1. This surface driven
failure process is known as low cycle fatigue (LCF).
After a discretization of the linear elasticity equation, the design life, which can be under-
stood as the number of cycle during a safe usage of the components, is derived by tacking
the minimum average time of loaded points on the mesh surface with combination of
safety factors used to account for the stochastic effects. The design objective, or in other
words the mechanical integrity, is to maximize the lifetime.
The main goal of automated gradient based optimization in mechanical engineering
is to compute effectively the design sensitivities of an objective functional with respect
to some perturbations on the shape. It is common ground that these sensitivities deliver
important informations to the designers. Unfortunately, the non-differentiability of the
minimum mentioned previously poses a problem regarding the usefulness of such an ap-
proach by mechanical integrity. The probabilistic LCF-model introduced in [43, 44, 45, 46]
16
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Figure 1-1: (a) Intrusions and extrusions form on the surface, (b) a crack initiation from
the surface (taken from [22]).
solves this problem of differentiability by modelling the random process of LCF crack-
initiation with regular objective functional expressed in term of an integral containing
stress gradients informations. It is the first time that a numerical sensitivity study of
such probabilistic functional is done an real life three dimensional geometries. See [8] for
preliminary study in 2D.
The adjoint approach is a powerful method used to evaluate the shape sensitivity of an
objective functional 𝐽(𝑈,𝑋) with respect to design variables 𝑋 in a problem governed by
a system of equations represented by the residual 𝑅(𝑈,𝑋) = 0, where 𝑈 is the solution
of the discretized state equation.
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The sensitivity can be performed by substituting the term 𝜕𝑈
𝜕𝑋
in (1.4) regarding the
















is termed as the adjoint equation and Λ stands for the adjoint state.
We have to choose between two approaches for effecting the numerical sensitivity anal-
ysis: The adjoin-then-discretize vs. discretize-then-adjoin approaches. In a adjoin-then-
discretize method, we first perform the adjoint state from the original (not discretized)
partial differential equation regarding the boundary and initial conditions and then dis-
cretize the continuous adjoint equation using numerical algorithms. In a discretize-then-
adjoin approach, one first discretize the continuous linear elasticity problem and then
compute the adjoint equation to obtain a discrete sensitivity, see Figure 1-2. According
to [38], the sensitivities in both approaches appear to converge to the same values as the
mesh sizes go to zero. A substantial difference can be delivered by the choice of practi-
cable mesh sizes. Since the second derivatives of the original solution are required, the
use of the first approach is not possible, because these derivatives are not included in the
𝐻1-element classes of the commercial solvers.




Concluding this introduction, we outline the structure of the remainder of the thesis.
We begin chapter 2 with an introduction to basic aspects of the theory of finite element
approximations (FEA). The linear isotropic elasticity model, which describes the mechan-
ical behavior of metallic components under stress loading, are presented in section 2.1 as
partial differential equation, known as the boundary value problem (BVP). The section
2.2 gives a general definition of the finite elements, presents the construction principles of
a mesh and introduces the Galerkin method, which allow an approximation of the infinite
function space with a finite-dimensional space, in order to solve numerically the BVP. For
the purpose, to compute the surface integral in the objective functional defined in (1.2),
we give quadrature formulas even with high order to take in account the nonlinearities in
the integrand.
Chapter 3 introduces a probabilistic model based on fatigue failure analysis and Pois-
son point process. This LCF-model, developed in [46], describes the failure mechanism of
surface driven LCF. After a short introduction to fatigue of materials, section 3.2 outlines
the mathematical background of the probabilistic model. A discretization of the objective
functional and the bilinear form with the use of the finite element method is presented in
section 3.3. We apply this LCF model to mechanical components such a cantilever beam
and a jet engine radial turbo compressor and investigate their probabilistic LCF life.
Chapter 4 is dedicated to the deviation of global terms for shape sensitivity analysis.
In section 4.1 we review the direct and adjoint approaches designated to perform the to-
tal shape sensitivity. Then, we give details of calculations of the partial derivative terms
of the sensitivity equations. Therefore, we outline the developed numerical algorithms
needed for the implementation of the LCF sensitivity model. Section 4.2 provides some
19
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numerical examples and validations.
Chapter 5 is devoted to a generalization of the previous shape sensitivity analysis.
Here thermal stress will be considered additionally. The linear thermoelasticity problem
and the heat transfer equation are presented in section 5.1. Section 5.2 describes the
coupled weak-formulation of the thermo-mechanical system. A discretization of this al-
gebraic system is given in section 5.3. Section 5.4 is concerned with the introduction of
a temperature dependent objective functional and its discretization. A shape sensitivity
analysis for the thermoelasticity is presented in section 5.5.
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Figure 1-2: Flow diagram of shape derivative computations of the probabilistic




Finite element methods represent powerful techniques to approximately compute solutions
of partial differential equations that arise in many engineering and scientific problems. We
use these techniques to solve numerically the mixed problem of linear isotropic thermoe-
lasticity. This chapter gives an overview of the mathematical theory of finite elements
[14, 15, 17].
2.1 Boundary Value Problem
Before we start with the mathematical background of the finite element approach,
we describe in the next section the physical model and its governing partial differential
equation.
2.1.1 Boundary Value Problem
Let us consider a domain Ω ⊂ R3 which represents a deformable medium such as
polycrystalline metal initially at equilibrium. The function 𝑓 : Ω → R3 represents the
external load applied to Ω. Moreover let 𝑢 : Ω → R3 be the displacement field and let
𝜕Ω be the boundary of Ω. The clamped boundary 𝜕Ω𝐷 and the Neumann boundary 𝜕Ω𝑁
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form a partition of 𝜕Ω. The normal load imposed on 𝜕Ω𝑁 is described by the function
𝑔 : 𝜕Ω𝑁 → R3. Let 𝜎 : Ω→ R3,3 be the stress tensor in the medium. The model problem
of linear isotropic elasticity is described by the following partial differential equation [17]:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∇ · 𝜎(𝑢) + 𝑓 = 0, in Ω
𝜎(𝑢) = 𝜆(∇ · 𝑢)I + 𝜇(∇𝑢+∇𝑢𝑇 ), in Ω,
𝑢 = 0, on 𝜕Ω𝐷,
𝜎(𝑢) · 𝑛 = 𝑔, on 𝜕Ω𝑁 .
Here, 𝜆 and 𝜇 are the Lamé coefficients, I is the identity matrix in R3 and 𝑛 is the outward





This partial differential equation will be called the boundary value problem (BVP).
2.1.2 Weak Formulation
Let 𝑣 : Ω → R3 be a test function and consider the functional test space 𝑉𝐷𝑁 =
{𝑣 ∈ [𝐻1(Ω)]3; 𝑣 = 0 on 𝜕Ω𝐷} equipped with the norm ‖ 𝑣 ‖1,Ω=
∑︀3
𝑖=1 ‖ 𝑣𝑖 ‖1,Ω where
𝑣 = (𝑣1, 𝑣2, 𝑣3)
𝑇 and ‖ 𝑣𝑖 ‖1,Ω is the Sobolev 𝑊 1,2(Ω) norm. The weak formulation of our
problem is: ⎧⎨⎩ Find 𝑢 ∈ 𝑉𝐷𝑁 such that𝐵(𝑢, 𝑣) = 𝐿(𝑣), ∀𝑣 ∈ 𝑉𝐷𝑁 , (2.1)
with the bilinear form
𝐵(𝑢, 𝑣) = 𝜆
∫︁
Ω
∇ · 𝑢∇ · 𝑣 𝑑𝑥+ 2𝜇
∫︁
Ω
𝜀(𝑢) : 𝜀(𝑣) 𝑑𝑥.
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𝑓 · 𝑣 𝑑𝑥+
∫︁
𝜕Ω𝑁
𝑔 · 𝑣 𝑑𝑥
2.2 Finite Elements
The variational abstract problem introduced in the last section is posed on a Banach
space 𝑉𝐷𝑁 . An analytical solution of such problem is not always possible. The finite
element approximation (FEA) can be used to obtain an approximative solution. The
main idea of FEA is to divide the space 𝑉𝐷𝑁 into a number of small subdomains and
to approximate the solution of the partial differential equation by a simpler polynomial
function on each subdomain. This technique will be discussed in this section.
2.2.1 Definition of Finite Element
In this Section we introduce a mathematical definition of a finite element following
[14, 17]:
Definition 2.2.1 Finite element
A finite element is defined as a triple {𝐾,𝑃 (𝐾),Σ(𝐾)}, where
 𝐾 ⊂ R3 is a compact, connected Lipschitz set with nonempty interior called element
domain,
 𝑃 (𝐾) is a finite-dimensional vector space of functions on 𝐾 and
 the set Σ(𝐾) = {𝜙1, ..., 𝜙𝑛𝑠ℎ} of linear forms 𝜙𝑙 : 𝑃 (𝐾) → R for 𝑙 = 1, ..., 𝑛𝑠ℎ is a
basis for L(𝑃 (𝐾);R) (the bounded linear functionals on P(K)).
Note that the linear forms {𝜙1, ..., 𝜙𝑛𝑠ℎ} are called the local degrees of freedom.
The basis functions {𝜃1, ..., 𝜃𝑛𝑠ℎ} in 𝑃 (𝐾) which satisfies 𝜙𝑖(𝜃𝑗) = 𝛿𝑖𝑗 for 1 ≤ 𝑖, 𝑗 ≤ 𝑛𝑠ℎ
are called local shape functions.
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We introduce a definition of an important class of finite elements which we will use in the
following sections.
Definition 2.2.2 We call {𝐾,𝑃 (𝐾),Σ(𝐾)} a Lagrange finite element, if there is a set
of points {𝑋𝐾1 , . . . , 𝑋𝐾𝑛sh} ∈ 𝐾 such that, for all 𝑝 ∈ 𝑃 (𝐾), 𝜙𝑖(𝑝) = 𝑝(𝑋
𝐾
𝑖 ), 1 ≤ 𝑖 ≤ 𝑛𝑠ℎ.
We call {𝑋𝐾1 , . . . , 𝑋𝐾𝑛sh} the nodes of the finite element.
Definition 2.2.3 Local Interpolation operator
Given a finite element {𝐾,𝑃 (𝐾),Σ(𝐾)}. Let 𝑉 (𝐾) be a normed vector space of functions
𝑣 : 𝐾 → R𝑚 with 𝑃 (𝐾) ⊂ 𝑉 (𝐾). We assume that the basis {𝜙1, ..., 𝜙𝑛𝑠ℎ} can be extended
to L(𝑃 (𝐾);R). A local interpolation operator will be defined as:





Remark 2.2.4 The interpolation operator 𝜋𝐾 is linear and satisfies 𝜙𝑖(𝜋𝐾(𝑣)) = 𝜙𝑖(𝑣)
for 1 ≤ 𝑖 ≤ 𝑛𝑠ℎ and 𝜋𝐾(𝑣) = 𝑣 for 𝑣 ∈ 𝑃 (𝐾). By matching points value 𝑣 the operator
𝜋𝐾(𝑣) is not necessarily defined. Thus the term interpolation can not be viewed in the
classical sense.
In general, the finite dimensional space 𝑃 (𝐾) used in the definition of finite elements
consists of polynomials. We give now some important spaces corresponding the finite
elements like tetrahedrons and bricks.
Definition 2.2.5 Polynomial spaces P𝑘 and Q𝑘 :
Let 𝑥 = (𝑥1, ..., 𝑥𝑑), 𝛼 = (𝛼1, ..., 𝛼𝑑) and 𝑘 ≥ 0. The polynomial space P𝑘 is defined as
the space of polynomials of global degree at most 𝑘 in each variables 𝑥1, ..., 𝑥𝑑 with real
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The process of mesh generation consists of dividing the geometrical domain Ω into
small elements. This decomposition will be called mesh generation. In this section we
give the basic concepts of mesh construction.
Definition 2.2.6 Mesh
A mesh is defined as a union of compact, connected, Lipschitz sets 𝐾𝑖 with 𝐾𝑖 ̸= ∅ such
that {𝐾}1≤𝑖≤𝑁𝑒𝑙 forms a partition of Ω, i.e.,




{𝐾}1≤𝑖≤𝑁𝑒𝑙 are called mesh elements. In the literature a mesh is offen denoted by Tℎ. By
setting ℎ𝐾 = 𝑑𝑖𝑎𝑚(𝐾) for 𝐾 ∈ Tℎ, the subscript ℎ will be defined as ℎ = max{ℎ𝐾 , 𝐾 ∈
{𝐾𝑖}1≤𝑖≤𝑁𝑒𝑙}. The parameter ℎ can be seen as refinement indicator for a mesh.
A mesh can be generated from a fixed element ?̂? ⊂ R𝑑 called reference element and a
set of geometric maps 𝑇𝐾 : ?̂? → 𝐾, which map ?̂? to the current mesh element.
We assume that the map 𝑇𝐾 is bijective and all mesh elements are generated from the
same reference element.
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Starting from the reference element ?̂? we construct a new reference finite element (?̂?, 𝑃 (?̂?),
Σ̂(?̂?)) by adding a finite-dimensional vector space 𝑃 (?̂?) and a set of linear forms Σ̂(?̂?).
Definition 2.2.7 Geometric Transformation
Given a Lagrange finite element (?̂?, 𝑃𝑔𝑒𝑜(?̂?), Σ̂𝑔𝑒𝑜(?̂?)) with nodes {?̂?𝑚1 , . . . , ?̂?𝑚𝑛geo} and
{𝜃1, ..., 𝜃𝑛𝑔𝑒𝑜} shape functions spanning the space 𝑃𝑔𝑒𝑜 where 𝑛𝑔𝑒𝑜 = 𝑐𝑎𝑟𝑑(Σ̂𝑔𝑒𝑜) and 1 ≤
𝑚 ≤ 𝑁𝑒𝑙. Then the geometric transformation is defined as:





To ensure that the transformation 𝑇𝑚 is a diffeomorphism, the numbering of the reference
nodes {?̂?𝑚1 , . . . , ?̂?𝑚𝑛geo} and the nodes {𝑋
𝑚
1 , . . . , 𝑋
𝑚
𝑛geo} have to be compatible. Note that
the compatibility impose that the numbering of nodes is such that the Jacobian determi-
nant of the transformation 𝑇𝑚 is positive.
By mesh generation a list
𝑋𝑚𝑖 , 1 ≤ 𝑖 ≤ 𝑛𝑔𝑒𝑜, 1 ≤ 𝑚 ≤ 𝑁𝑒𝑙
will be created. The triple (?̂?, 𝑃𝑔𝑒𝑜(?̂?), Σ̂𝑔𝑒𝑜(?̂?)) is called the geometric reference fi-
nite element, {𝜃1, ..., 𝜃𝑛𝑔𝑒𝑜} the geometric reference shape functions and {?̂?𝑚1 , . . . , ?̂?𝑚𝑛geo}
the geometric reference nodes.
Definition 2.2.8 Affine meshes
A mesh is said to be affine if all transformations {𝑇𝑚}1≤𝑚≤𝑁𝑒𝑙 are affine i.e.
𝑇𝑚 : ̂︀𝐾 ↦→ 𝐾, ?̂? ↦→ 𝐽𝐾 ?̂?+ 𝑎𝐾
27













Figure 2-1: Geometric transformation of tetrahedral element
where 𝐽𝐾 ∈ R𝑑,𝑑 and 𝑎𝐾 ∈ R𝑑.
From a practical point of view, the use of geometric transformations reduces the calcu-
lation of integral over the whole domain to evaluate integrals over the reference element̂︀𝐾. Note that the use of affine meshes produces an interpolation error by domains with
curved boundaries.





The open set Ωℎ is defined as a geometrical interpolation of the domain Ω.
Let 𝐾 = 𝑇𝐾(?̂?) be a mesh element. Vertices, edges and faces of 𝐾 are the image under
the transformation 𝑇𝐾 of vertices, edges and faces of the reference element ?̂?.
Definition 2.2.9 Conformal meshes
Let Ω ⊂ R𝑑 be a domain and let Tℎ = {𝐾𝑖}1≤𝑖≤𝑁𝑒𝑙 be a mesh of Ω . A mesh Tℎ is called
geometrically conformal if for all 𝐾𝑖 and 𝐾𝑗 with 𝐹 = 𝐾𝑖 ∩𝐾𝑗 ̸= ∅ (𝑖 ̸= 𝑗) there is a facê︀𝐹 of ̂︀𝐾 such that
𝐹 = 𝑇𝑖( ̂︀𝐹 ) = 𝑇𝑗( ̂︀𝐹 ) 𝑎𝑛𝑑 𝑇𝑖| ̂︀𝐹 = 𝑇𝑗| ̂︀𝐹 .
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2.2.3 Construction of Finite Elements
In this section we present the technique used to generate finite elements based on a
fixed reference element. Let {𝐾,𝑃 (𝐾),Σ(𝐾)} be a finite element and let {?̂?, 𝑃 (?̂?), Σ̂(?̂?)}
be a fixed finite element. Moreover let 𝑉 (𝐾) and 𝑉 (?̂?) two Banach spaces of functions
with values in R𝑚. For every element 𝐾 ∈ Tℎ let
𝜓𝐾 : 𝑉 (𝐾)→ 𝑉 (?̂?)
be a linear bijective mapping. The local interpolation operator 𝜋?̂? is defined as:





Proposition 2.2.10 Generation of finite elements
Let Tℎ be a mesh and let {?̂?, 𝑃 (?̂?), Σ̂(?̂?)} be a fixed finite element. For 𝐾 ∈ Tℎ the
triplet {𝐾,𝑃 (𝐾),Σ(𝐾)} so that:⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝐾 = 𝑇𝐾(?̂?)
𝑃 (𝐾) = 𝜓−1𝐾 (𝑃 )
Σ(𝐾) = {𝜙𝑖(𝜓𝐾(𝑃𝐾)), 1 ≤ 𝑖 ≤ 𝑛𝑠ℎ}
is a finite element.
The finite element {?̂?, 𝑃 (?̂?), Σ̂(?̂?)} used to generate finite elements in the above propo-
sition will be called reference finite element .
By setting 𝜙𝐾,𝑖(𝑝) = 𝜙𝑖(𝜓𝐾(𝑝)) for 1 ≤ 𝑖 ≤ 𝑛𝑠ℎ and ∀𝑝 ∈ 𝑃𝐾 , we define the local shape
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functions as 𝜃𝐾,𝑖 = 𝜓
−1
𝐾 (𝜃𝑖) and the associated local interpolation operator as:





Consequently, the following diagram commutes:
𝑉 (𝐾)




Given a reference finite element {?̂?, 𝑃 (?̂?), Σ̂(?̂?)} and a geometric reference finite element
{?̂?, 𝑃𝑔(?̂?), Σ̂𝑔(?̂?)}. The interpolation is called isoparametric when {?̂?, 𝑃 (?̂?), Σ̂(?̂?)} and
{?̂?, 𝑃𝑔(?̂?), Σ̂𝑔(?̂?)} are identical.
The interpolation is called subparametric if 𝑃𝑔(?̂?) ( 𝑃 (?̂?). For examples see figure 2-2.
Based on the local interpolation operator defined previously, we construct in the next
a global interpolation operator as follow:
Let Ωℎ be a geometric interpolation of Ω. we choose a domain 𝐷(𝜋ℎ)
𝐷(𝜋ℎ) = {𝑣 ∈ [𝐿1(Ωℎ)]𝑚,∀𝐾 ∈ Tℎ, 𝑣|𝐾 ∈ 𝑉 (𝐾)}.
For a fixed element 𝐾 ∈ Tℎ we define elementwise











































Figure 2-2: Affine, Subparametric and Isoparametric transformation [15]








where 𝑊ℎ is defined as
𝑊ℎ = {𝑣ℎ ∈ [𝐿1(Ωℎ)]𝑚,∀𝐾 ∈ Tℎ, 𝑣|𝐾 ∈ 𝑃 (𝐾)}.
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Definition 2.2.12 approximation space
Let Ωℎ a geometric interpolation of Ω i.e. (Ωℎ =
⋃︀
𝐾∈Tℎ 𝐾). The space 𝑊ℎ is called an
approximation space.
Definition 2.2.13 Conformal approximation
Let 𝑊ℎ an approximation space and let 𝑉 be a Banach space. If 𝑊ℎ ⊂ 𝑉 holds, the space
𝑊ℎ is said to be 𝑉 -conformal.
2.2.4 Construction of 𝐻1−conformal Subspace
Before we start with the construction of 𝐻1−conformal subspace of the approximation
space 𝑊ℎ, let us give some technical definitions that we need.
Let 𝐹 𝑖 be a (𝑑 − 1)−manifold and we suppose that there are 𝐾1, 𝐾2 ∈ Tℎ such that
𝐹 𝑖 = 𝐾1 ∩ 𝐾2. The face 𝐹 𝑖 is called a interior face and the set of interior faces will
be denoted by F𝑖ℎ. The set F
𝜕
ℎ of faces 𝐹
𝑠 separating the mesh from the exterior of Ωℎ is
defined as a set of (𝑑 − 1)−manifolds satisfying the condition that there is 𝐾 ∈ Tℎ such
that 𝐹 𝑠 = 𝐾 ∩ 𝜕Ωℎ. We set Fℎ = F𝑖ℎ ∪ F𝜕ℎ.
Let 𝐹 𝑖 = 𝐾1∩𝐾2 and let 𝑛1 and 𝑛2 denote the outward normal to 𝐾1 and 𝐾2 respectively.
On every finite element 𝐾 ∈ Tℎ we define a scalar-valued function 𝑣 and suppose that 𝑣
is sufficiently smooth to have limits on both sides of 𝐹 . Then the jump of 𝑣 across 𝐹 is
defined as:
‖𝑣‖𝐹 = 𝑣|𝐾1𝑛1 + 𝑣|𝐾2𝑛2.
Let the reference finite element {?̂?, 𝑃 (𝐾), Σ̂(𝐾)} be a Lagrange finite element and let
the mesh Tℎ be geometrically conformal. By setting⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑉 (?̂?) = [C0(?̂?)]𝑚,
𝑉 (𝐾) = [C0(𝐾)]𝑚,
𝜓𝐾(𝑣) = 𝑣 ∘ 𝑇𝐾 ∈ 𝑉 (?̂?), ∀𝑣 ∈ 𝑉 (𝐾)
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the proposition 2.2.10 guarantees that the finite element {𝐾,𝑃 (𝐾),Σ(𝐾)} is a Lagrange
finite element for every 𝐾 ∈ Tℎ.
Proposition 2.2.14 We consider the following approximation space with zero jumps:
𝑉ℎ = {𝑣ℎ ∈ 𝑊ℎ; ∀𝐹 ∈ F𝑖ℎ, ‖𝑣ℎ‖𝐹 = 0}.
Then we have:
𝑉ℎ ⊂ [𝐻1(Ωℎ)]𝑚.
Given the local degrees of freedom of adjacent elements. Under which properties is the
zero jump condition holds?. We consider the following conditions:
1. For each face 𝐹 of the reference element ?̂?, the number of nodes 𝑛𝜕𝑛𝑠ℎ is the same.
2. The triplet {𝐹 , 𝑃 (𝐹 ), Σ̂(𝐹}) is a finite element, where 𝐹 is a face of ?̂? with nodes
{𝑋1,𝐹 , ...𝑋𝑛𝜕𝑛𝑠ℎ ,𝐹}, 𝑃 (𝐹 ) = {𝑞;∃𝑝 ∈ 𝑃 , 𝑞 = 𝑃 |𝐹} and Σ(𝐹 ) = {𝜙1, ..., 𝜙𝑛𝜕𝑛𝑠ℎ} such
that 𝜙𝑖(𝑞) = 𝑞(𝑋𝑖,𝐹 ) for 𝑞 ∈ 𝑃 (𝐹 ) and 1 ≤ 𝑖 ≤ 𝑛𝜕𝑛𝑠ℎ .
3. ∀𝐹 𝑖 ∈ F𝑖ℎ with 𝐹 = 𝐾𝑠 ∩ 𝐾𝑡, 𝑠 ̸= 𝑡, assume that there are renumberings of the
Lagrange nodes 𝐾𝑠 and 𝐾𝑡 so that 𝑋𝐾𝑠,𝑖 = 𝑋𝐾𝑡,𝑖 for 𝑖 ∈ {1, ..., 𝑛𝜕𝑛𝑠ℎ}.
We consider the three conditions mentioned above and let 𝑢ℎ ∈ 𝑊ℎ. Then the following
properties are equivalent [17]:
 ∀𝐹 𝑖 ∈ F𝑖ℎ, ||𝑢ℎ||𝐹 𝑖 = 0
 ∀𝐹 𝑖 ∈ F𝑖ℎ such that 𝐹 𝑖 = 𝐾𝑠 ∩𝐾𝑡(𝑠 ̸= 𝑡),
∀𝑖 ∈ {1, ..., 𝑛𝜕𝑛𝑠ℎ}, 𝑢ℎ|𝐾𝑠(𝑋𝐾𝑠,𝑖) = 𝑢ℎ|𝐾𝑡(𝑋𝐾𝑡,𝑖).
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1 , ..., 𝑋
𝐾
𝑛𝑠ℎ
} as the set of all the Lagrange nodes. For
𝐾 ∈ Tℎ and 𝑚 ∈ {1, ..., 𝑛𝑠ℎ}, let
̂︀𝑗 : Tℎ × {1, . . . , 𝑛sh} →{1, . . . , 𝑁}
(𝐾,𝑚)→̂︀𝑗(𝐾,𝑚)
be the mapping which allow us to establish the relation between local and global index
of nodes.




⎧⎨⎩ 𝛿𝑚𝑛, if there is 𝑛 ∈ {1, ..., 𝑛𝑠ℎ} such that 𝑖 = ̂︀𝑗(𝐾,𝑛);0, otherwise.
This implies that 𝜑𝑖(𝑋𝑗) = 𝛿𝑖𝑗 for 1 ≤ 𝑖, 𝑗 ≤ 𝑁 .
According to [17, Prop. 1.78] the set of functions {𝜑1, ..., 𝜑𝑁} is a basis in 𝑉ℎ and called
the global shape functions. Moreover we define for 1 ≤ 𝑖 ≤ 𝑁 the following linear
forms:
𝛾𝑖 : 𝑉ℎ →R
𝑣ℎ →𝛾𝑖(𝑣ℎ) = 𝑣ℎ(𝑋𝑖).
The set {𝛾1, ..., 𝛾𝑁} is a basis in L[𝑉ℎ,R] and the linear forms are called the global
degrees of freedom in 𝑉ℎ.
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As examples for approximation space we give:
𝑃 𝑘𝑐,ℎ = {𝑣ℎ ∈ C0(Ω̄ℎ);∀𝐾 ∈ Tℎ, 𝑣ℎ ∘ 𝑇𝐾 ∈ P𝑘} (2.2)
and
𝑄𝑘𝑐,ℎ = {𝑣ℎ ∈ C0(Ω̄ℎ);∀𝐾 ∈ Tℎ, 𝑣ℎ ∘ 𝑇𝐾 ∈ Q𝑘} (2.3)
2.2.5 Galerkin Approximation
In this section we consider a linear problem such (2.1) and we will see under which
conditions this problem is said to be well-posed. Then, we introduce the idea of Galerkin
approximation technique.
Well-posedness
Let 𝑊 be a Banach space equipped with the norm ||.||𝑊 and let 𝑉 be a reflexive
Banach space with the norm ||.||𝑉 . Moreover we consider a continuous bilinear form 𝐵
on 𝑊 × 𝑉 and a continuous linear form 𝑓 on 𝑉 . The following problem⎧⎨⎩ Find 𝑢 ∈ 𝑊 such that𝐵(𝑢, 𝑣) = 𝑓(𝑣), ∀𝑣 ∈ 𝑉 , (2.4)
is well-posed (in the sense of Hadamard ) if it admits a unique solution and if the following
holds:
∃𝑐 > 0,∀𝑓 ∈ L(𝑉,R), ||𝑢|| ≤ 𝑐||𝑓 ||L(𝑉,R).
35
2.2. Finite Elements (Finite Element Approximation)
The next lemma gives a sufficient condition for existence and uniqueness of a solution of
Problem 2.4.
Lemma 2.2.15 Lax-Milgram
Let 𝑉 be a Hilbert space and let 𝐵 be a continuous bilinear form on 𝑉 × 𝑉 . We assume
that 𝐵 is coercive, i.e. ∃𝛼 > 0,∀𝑢 ∈ 𝑉 𝐵(𝑢, 𝑢) > 𝛼||𝑢||2𝑉 . Moreover let 𝑓 be a continuous
linear form on 𝑉 . Then, the following problem⎧⎨⎩ Find 𝑢 ∈ 𝑉 such that𝐵(𝑢, 𝑣) = 𝑓(𝑣), ∀𝑣 ∈ 𝑉 ,
is well-posed and





The coercivity of the continuous bilinear form 𝐵 results from the following Korn inequal-
ities:
Theorem 2.2.16 (Korn’s first inequality)
Let Ω ⊆ R3. Then, there exists 𝑐 such that
∀𝑢 ∈ [𝐻10 (Ω)]3, 𝑐‖𝑢‖1,Ω ≤
(︂∫︁
Ω




Theorem 2.2.17 (Korn’s second inequality)
Let Ω ⊆ R3. Then, there exists 𝑐 such that
∀𝑢 ∈ [𝐻1(Ω)]3, 𝑐‖𝑢‖1,Ω ≤
(︂∫︁
Ω









2.2. Finite Elements (Finite Element Approximation)
Proof. See [13].
Since the coercivity holds only on Hilbert space, we cannot apply the Lax-Milgram lemma
to Banach spaces. The theorem of Banach-Necas-Babuska generalize the lemma of Lax-
Milgram to Banach spaces by giving equivalent conditions for the existence and uniqueness
of solution of the Problem 2.4.
Theorem 2.2.18 Banach-Necas-Babuska
Let 𝑊 be a Banach space and 𝑉 be a reflexive Banach space, 𝐵 ∈ L(𝑊 × 𝑉,R) and
𝑓 ∈ L(𝑉,R). Then problem 2.4 is well posed if and only if:




 ∀𝑣 ∈ 𝑉, (∀𝑤 ∈ 𝑊,𝐵(𝑤, 𝑣) = 0)⇒ (𝑣 = 0).
Moreover,




Proof. We refer to [17] page 85.
2.2.6 Galerkin Methods
The central idea of Galerkin approximation is to seek the solution of the problem (2.4)
not in the infinite dimensional spaces 𝑊 and 𝑉 but in the finite-dimensional spaces 𝑊ℎ
and 𝑉ℎ. We have seen in the section 2.2 the interpolation technique used to construct such
spaces 𝑊ℎ and 𝑉ℎ where the index ℎ refers to the mesh size. By replacing both spaces by
its approximations in the problem (2.4) we have now to solve the following problem:⎧⎨⎩ Find 𝑢 ∈ 𝑊ℎ such that𝐵(𝑢, 𝑣) = 𝑓(𝑣), ∀𝑣 ∈ 𝑉ℎ, (2.5)
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Let us consider that dim(𝑊ℎ) = 𝑁 and dim(𝑉ℎ) = 𝑀 . The family of functions {𝜃1, ..., 𝜃𝑁}










𝑈𝑗𝜃𝑗, 𝜑𝑖) = 𝑓(𝜑𝑖) for 𝑖 = 1, ...,𝑀
and with use of linearity of 𝐵
𝑁∑︁
𝑗=1
𝑈𝑗𝐵(𝜃𝑗, 𝜑𝑖) = 𝑓(𝜑𝑖) for 𝑖 = 1, ...,𝑀.
We put
𝐵𝑖𝑗 = 𝐵ℎ(𝜃𝑗, 𝜑𝑖), for 1 ≤ 𝑖 ≤𝑀, 1 ≤ 𝑗 ≤ 𝑁
and
𝐹𝑖 = 𝑓(𝜃𝑖), 1 ≤ 𝑖 ≤𝑀
Finally we have the linear system
𝐵𝑈 = 𝐹.
The matrix 𝐵 ∈ R𝑁×𝑀 with entries 𝐵𝑖𝑗 will be called stiffness matrix and the vector
𝐹 = (𝐹𝑖)1≤𝑖≤𝑀 will be called force vector.
𝐻1−conformal Approximation
Let (?̂?, 𝑃 (?̂?), Σ̂(?̂?)) be a Lagrangian reference finite element and we consider the
approximation spaces 𝑃 𝑘𝑐,ℎ and 𝑄
𝑘
𝑐,ℎ defined on (2.2) and (2.3) respectively. To construct a
𝑉−conformal approximation space, we must take into account the boundary conditions.
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Thus we set
𝑉 𝑝ℎ = 𝑃
𝑘





In our problem we have a mixed boundary conditions: the Dirichlet boundary 𝜕Ω𝐷 and
the Neumann boundary 𝜕Ω𝑁 . By assuming that 𝜕Ω𝐷 is a collection of faces we can write
𝑉 𝑝ℎ = {𝑣ℎ ∈ 𝑃
𝑘
𝑐,ℎ; 𝑣ℎ = 0 on 𝜕Ω𝐷} and 𝑉
𝑞
ℎ = {𝑣ℎ ∈ 𝑄
𝑘
𝑐,ℎ; 𝑣ℎ = 0 on 𝜕Ω𝐷}
as 𝐻1−conformal approximation spaces.
2.2.7 Numerical Integration
In this section we introduce the most common integration technique used by the finite
element method for approximating integrals over a given function. We give firstly a
definition of quadrature [17].
Definition 2.2.19 Quadrature
We consider a non-empty, Lipschitz, compact, connected subset 𝐾 ⊂ R𝑑. A quadrature
on 𝐾 with 𝑙𝑞 points 𝑙𝑞 ≥ 1 is defined as a union {𝜔𝑖, 𝜉𝑖}𝑙𝑞𝑖=1 of a set of 𝑙𝑞 real numbers
{𝜔1, . . . , 𝜔𝑙𝑞} and a set of 𝑙𝑞 points {𝜉1, . . . , 𝜉𝑙𝑞} in 𝐾.






𝜔𝑙𝑝(𝜉𝑙), ∀𝑝 ∈ P𝑘.
The set {𝜔1, . . . , 𝜔𝑙𝑞} is called quadrature weights and {𝜉1, . . . , 𝜉𝑙𝑞} is called Gauß points
or quadrature nodes.
There are various ways to approximate integrals of a function over a given domain. We
use in this thesis Gauß quadratures which provide exact approximations for polynomials
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𝑙𝑞 𝑘𝑞 Nodes Weights








































Table 2.1: Nodes and weights for quadratures on the interval [−1, 1]
with degrees less than 2𝑙𝑞 − 1 by an appropriate choice of quadrature coefficients and
points.
Proposition 2.2.20 For 𝑙𝑞 ≥ 1 let E𝑘(𝑥) be define the Legendre polynomials on the






(𝑥2 − 𝑥)𝑘, for 𝑘 ≥ 0.









the family {𝜔1, . . . , 𝜔𝑙𝑞 , 𝜉1, . . . , 𝜉𝑙𝑞} is a quadrature of order 2𝑙𝑞 − 1 on [0, 1].
For Computing integrals over a interval [𝑎, 𝑏], we can benefit from the quadratures in the
last proposition 2.2.20 by using a simple change of variables. We can deduce quadratures
on rectangles und bricks by subdividing the multidimensional domain into one-dimensional
intervals and using Fubini’s theorem.
We define the discretized finite element space 𝑉 1ℎ (Ω,R) as :
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𝑉 1ℎ (Ω,R) = 𝑠𝑝𝑎𝑛{𝜙𝑗, 𝑗 ∈ {1, . . . , 𝑁}}
We put 𝑉 1ℎ (Ω,R3) = 𝐻1ℎ(Ω,R)×3 and we have 𝑉 1ℎ (Ω,R3) ⊆ 𝑉 1(Ω,R3). We define 𝑉 1𝐷,ℎ(Ω,R3)
as :
𝑉 1𝐷,ℎ(Ω,R3) = {𝑢 ∈ 𝑉 1ℎ (Ω,R3);𝑢 = 0 on 𝜕Ω𝐷 ∩ {𝑋1, . . . , 𝑋𝑛}}.
By assuming that 𝑢 vanishes along the Dirichlet boundary 𝜕Ω𝐷 if 𝑢 vanishes on all Dirich-
let nodes, we can write:
𝑉 1𝐷,ℎ(Ω,R3) = 𝑉 1ℎ (Ω,R3) ∩ 𝑉 1𝐷(Ω,R3).
We can now write the discretized elasticity problem of the problem (2.1) as:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩




𝑓 · 𝑣 𝑑𝑥+
∫︀
𝜕Ω𝑁
𝑔 · 𝑣 𝑑𝐴,∀𝑣 ∈ 𝑉 1𝐷,ℎ(Ω,R3)
(2.6)
The coercivity of the bilinear form 𝐵(𝑢, 𝑣) on 𝑉 1𝐷,ℎ(Ω,R3) is established by the Korn’s
inequalities mentioned in 2.2.16 and 2.2.17. This ensure the existence of a solution of
(2.6).
Proposition 2.2.21 Let 𝑢 solve (2.1) and let 𝑢ℎ solve the discretized problem (2.6). Then
lim
ℎ→0
‖𝑢− 𝑢ℎ‖[𝐻1(Ω)]3 = 0.
Furthermore, if 𝑢 ∈ [𝐻 𝑙+1(Ω)]3∩𝑉𝐷𝑁 for some 𝑙 ∈ {1, ..., 𝑘}, there exists a constant 𝐶 ≥ 0
such that
‖𝑢− 𝑢ℎ‖[𝐻1(Ω)]3 ≤ 𝐶ℎ𝑙|𝑢|[𝐻𝑙+1(Ω)]3 .




Polycrystalline metals are composed of many small single crystals called grains which are
variously oriented and sized. This microstructure plays an important role in determining
the material properties such as electrical and thermal conductivity, strength and mal-
leability [6].
The grain boundary is defined as the space that exists between grains and represents a
defect in polycrystalline materials. The cooling rate has a profound effect on the size of
the grain. If the cooling process is slow, large grains will be produced and they are easier
to break or fracture [57].
3.1 Fatigue of Materials
In materials science, fatigue defined the damage that occurs when a material is sub-
jected to a repetitive or fluctuating stress. Material fatigue cracks initiate and propagate
in contact regions where the strain is most severe. Many material engineers are interesting
to analyze the fatigue life 𝑁𝑑𝑒𝑡 which is defined as the number of stress cycles to crack
initiation or failure. In this work, we study the sensitivity of the failure probability of a
gas turbine blade subjected to low-cycle fatigue (LCF) loding.
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High cycle fatigue (HCF) can only be achieved by low amplitude high frequency elastic
strains, where only little plastic deformation occurs. In this range the total strain cor-
responds approximately to the elastic part and can be expressed in terms of true elastic








where the parameters 𝜎
′
𝑓 , 𝑏 and 𝐸 are called fatigue strength, fatigue strength exponent
and Young’s modulus, respectively.
High amplitude low frequency plastic strains characterize the low cycle fatigue (LCF). In
this case, large plastic deformation occurs so that the total strain is mainly determined







𝑓 is fatigue ductility and 𝑐 is fatigue ductility exponent. Combining the Basquin












From the last equation we define the CMB function as:










3.1. Fatigue of Materials (Materials and Fatigue)
The Ramberg–Osgood equation has been proposed to describe the non linear relationship
between stress and strain of many materials. This equation is especially useful for strain
hardening metals with smooth transition between elastic and plastic deformation. Intro-
ducing the parameters strain hardening coefficient 𝐾 and strain hardening exponent 𝑛









with Young’ modulus 𝐸 = 𝜇(3𝜆+2𝜇)
𝜆+𝜇
. We define the Ramberg-Osgood function as







We present the method of Neuber shakedown, which allows a conversion of elastic stress
values obtained from a finite element analysis to elastic-plastic values. From the Ramberg-
Osgood equation and the Neuber shakedown method we can associate the strain 𝜀𝑒𝑙−𝑝𝑙𝑎 to















By defining the shakedown function SD as:



















3.1. Fatigue of Materials (Materials and Fatigue)
By the analysis of plastic deformations of ductile materials such a metal, it is very im-
portant to characterize the threshold between elastic and plastic deformations. Such
threshold can be expressed as the so-called yield criteria. We use in our work the von
Mises yield criterion which is given by:√︂
1
6
[(𝜎1 − 𝜎2)2 + (𝜎1 − 𝜎3)2 + (𝜎2 − 𝜎3)2] = 𝑘𝐹
where 𝜎1, 𝜎2, 𝜎3 are the principal stresses and 𝑘𝐹 is the critical value of the yield criterion.
























[(𝜎1 − 𝜎2)2 + (𝜎1 − 𝜎3)2 + (𝜎2 − 𝜎3)2].




(∇𝑢 + ∇𝑢𝑇 )
)︀
· I + 𝜇(∇𝑢 + ∇𝑢𝑇 ). We first consider the
strain deviator tensor 𝜎𝑑𝑒𝑣𝑎 :

















=𝜆(∇ · 𝑢) · I + 𝜇(∇𝑢+∇𝑢𝑇 )− 1
3
(3𝜆+ 2𝜇)(∇ · 𝑢) · I
=− 2
3






(𝑞 + 𝑞𝑇 )).I + 𝜇(𝑞 + 𝑞𝑇 ) with 𝑞 = ∇𝑢.
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𝛿𝑖𝑗 + 𝜇(𝑞𝑖𝑗 + 𝑞𝑗𝑖)
)︁2






























Finally, we are able to compute the deterministic life prediction as (see Figure 3-1):
𝑁𝑑𝑒𝑡 = 𝐶𝑀𝐵







3.2 The Local and Probabilistic Model for LCF
We refer in this section to the probabilistic model for LCF presented in [21] [43], which
based on a statistical model for crack initiation.
We consider the mechanical component Ω ⊂ R3 as a bounded, open domain with Lipschitz
boundary 𝜕Ω and let C = (0,∞]× 𝜕Ω be a collection of pairs of times and location.
Definition 3.2.1 Radon and counting measures
Let B(C) be denotes the Borel-𝜎-algebra. The space of Radon measures R is a set of
measures 𝛾 on the measurable space (C,B(C)) such that 𝛾(𝐴) < ∞ for a bounded 𝐴 ∈
B(C).
A Radon measure 𝛾 ∈ R is a counting measure if 𝛾(𝐵) ∈ N0, for a bounded and measurable
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Stress tensor : 𝜎𝑒𝑎
displacement : 𝑢
Stress deviator : 𝜎𝑑𝑒𝑣𝑎
von Mises stress : 𝜎𝑒𝑙−𝑝𝑙𝑎
Neuber shakedown : 𝑆𝐷−1
Ramberg-Osgood : 𝑅𝑂
Coffin-Manson-Basquin : 𝐶𝑀𝐵−1

























































Figure 3-1: Flow diagram of computations of the deterministic life prediction.
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𝐵 ⊂ C.
We denote by R𝑐 the set of all Radon counting measures. Let 𝐶0(C) be the space of
continuous functions with compact support on C. The standard 𝜎-algebra on the space
R𝑐 of counting measures generated by the mappings 𝛾 →
∫︀
C
𝑓 𝑑𝛾 with 𝑓 ∈ 𝐶0(C) will be
denoted by R𝑐.
Definition 3.2.2 Point process [30]
A point process defined on C is a measurable mapping defined on probability space (𝑋,F,P)
taking values in (R𝑐,N(R𝑐)). This mapping induces a distribution P𝑋 of 𝑋 given by
P𝑋 = P({𝜔 ∈ Ω, 𝑋(𝜔) ∈ 𝐹}) for 𝐹 ∈ N(R𝑐).
The point process on C is called a simple point process if its realizations contain no coin-
cident points.
If P(𝛾({𝑐}) > 0) = 0 for all 𝑐 ∈ C holds, we say that the point process is non-atomic.
Let 𝐵1, .., 𝐵𝑛 ∈ B(C) mutually disjoint. The point process 𝛾 has independent increments
if the random variables 𝛾(𝐵1), ..., 𝛾(𝐵𝑛) are independent.
The assumption that the point process is non-atomic describe the fact that the probability
of failure originating exactly from a location in Ω is equal to zero.
Definition 3.2.3 ([21]) Let 𝛾 be a point process on C.
We say that 𝛾 is a crack initiation process if 𝛾 is simple and non-atomic.
The time to crack initiation is defined as
𝜏(𝛾) = min{𝑡 > 0 : 𝛾({(𝑠, 𝑥) ∈ C : 𝑠 ≤ 𝑡}) > 0}
This last expression is well-defined for the reasons that Radon measures are upper con-
tinuous for sets with finite diameter and that the mapping 𝑡→ 𝛾(C𝑡) is right continuous.
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Proposition 3.2.4 Poisson Point process
A process 𝛾 on C is Poisson point process if there exist a unique Radon measure 𝜌 ∈ R
such that
P(𝛾(𝐵) = 𝑛) = exp(−𝜌(𝐵))𝜌(𝐵)
𝑛
𝑛!
for each 𝐵 ∈ B(C) bounded
where 𝜌 is the intensity measure of 𝛾.
A crack initiation process 𝛾 on C with independent increment is a Poisson point process.
Proof. See [21, 50, 30] .
By setting 𝐵 = [0, 𝑡] × 𝐴 where 𝑡 > 0 and 𝐴 ⊂ 𝜕Ω, 𝜌(𝐵) is the expected values of crack
initiations in 𝐴 until time 𝑡. Hence
𝜌(𝐵) = E(𝛾([0, 𝑡]× 𝐴)).
Proposition 3.2.5 failure distribution
Let 𝑇 be the time to crack initiation. The distribution function 𝐹𝑇 of 𝑇 is given by:
𝐹𝑇 (𝑡) = 1− exp(−𝜌(C𝑡)), with C𝑡 = {(𝑥, 𝑠) ∈ C : 𝑠 ≤ 𝑡}
The term 𝜌(C𝑡) is interpreted as the cumulative hazard function.
Proof. See [21] .
We would now like to briefly introduce the fundamental principles mentioned in the works
[21, 43] that lead to the local, probabilistic model for LCF:
The expected number of crack initiation should depend only on the local and physical
quantity i.e. the stress tensor 𝜎(𝑥). Furthermore 𝜌([0, 𝑡]×𝐴) muss be monoton in t because
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crack will not be disappears as fracture progresses. This leads us to this approach






where 𝜚(𝑡, 𝜎(𝑥)) ≥ 0 describes the local crack initiation intensity of a Poisson point
process. Note that we neglect in this approach that 𝜚 depend on the derivatives of the
stress tensor.
Following the proposition 3.2.5, the probability of faiure in 𝜕Ω until cycle 𝑛 is giving by










where 𝑁 represents the cycle of first crack initiation.
The LCF probabilistic model is based on a deterministic CMB life prediction approach









the number 𝑁 of cycles to crack initiation are Weibull distributed. Here ?̄? is the Weibull
shape and the scale field 𝑁𝑑𝑒𝑡(𝜎), 𝑥 ∈ 𝜕Ω is the Weibull scale parameter which is the











The local and probabilistic model for LCF ist given by the Weibull cumulative distribution
function :

















We are interesting by calculating the sensitivities to the following cost functional for local







In the next section, we concentrate an the discretization of this surface integral.
3.3 Finite Element Approximations for the LCF-Model
3.3.1 Discretization of the Probabilistic Model
For the numerical approximation of the failure probability we have to compute the cost
functional 𝐽𝑠𝑢𝑟(Ω, 𝑢) which is an integral over the surface 𝜕Ω. Denote by Nℎ a collection
of the boundary faces 𝐹 of finite elements 𝐾 = 𝐾(𝐹 ) ∈ Tℎ that lie in 𝜕Ω.
The computation of surface integral 𝐽𝑠𝑢𝑟(Ω, 𝑢) reduces to evaluating integrals over

















𝑇𝐹 : ̂︀𝐹 → 𝐹
be a C1-diffeomorphism mapping the geometric reference face ̂︀𝐹 ⊂ R2 to any face 𝐹 in
Nℎ and
𝐽𝐹 (̂︀𝑥) = 𝜕𝑇𝐹 (̂︀𝑥)
𝜕̂︀𝑥 ∈ R3,2
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be the Jacobian matrix of the mapping 𝑇𝐹 at ̂︀𝑥 and
𝑔𝐹 (̂︀𝑥) = (𝐽𝐹 (̂︀𝑥))𝑇𝐽𝐹 (̂︀𝑥) (3.8)














𝑑𝑒𝑡(𝑔𝐹 (̂︀𝑥))𝑑 ̂︀𝐴. (3.9)
We consider a quadrature on ̂︀𝐹 defined by 𝑙𝐹𝑞 Gauß points {̂︁𝜉𝐹1 , ...,̂︁𝜉𝐹𝑙𝐹𝑞 } and 𝑙𝐹𝑞 weights
{̂︁𝜔𝐹1 , ..., ̂︁𝜔𝐹𝑙𝐹𝑞 }.

























𝜔𝑙𝐹 = ̂︀𝜔𝑙√︁𝑑𝑒𝑡(𝑔𝐹 (̂︁𝜉𝐹𝑙 )) and 𝜉𝑙𝐹 = 𝑇𝐹 (̂︁𝜉𝐹𝑙 )
we have:











The value of 𝐽𝑠𝑢𝑟(Ω, 𝑢) can only be found by computing
𝜎(𝑥) = 𝜆∇ · 𝑢(𝑥)I + 2𝜇𝜀(𝑢(𝑥)).
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𝑢̂︀𝑗(𝐾,𝑚) ⊗ (𝐽𝐾(̂︀𝜉)𝑇 )−1 ̂︀∇̂︀𝜃𝑚(̂︀𝜉)), for 𝜉 ∈ 𝐾 and 𝜉 = 𝑇𝐾(𝜉), (3.12)
where
𝐽𝐾(̂︀𝜉) = ̂︀∇𝑇𝐾(𝜉) = 𝑛sh∑︁
𝑗=1
̂︀∇̂︀𝜃𝑗(̂︀𝜉)𝑋𝐾,𝑗
be the Jacobian matrix of the mapping 𝑇𝐾 .
From the gradient formula (3.12), we have





𝑢̂︀𝑗(𝐾,𝑚) ⊗ (𝐽𝐾(̂︀𝜉)𝑇 )−1 ̂︀∇̂︀𝜃𝑚(̂︀𝜉)))︁ for 𝜉 ∈ 𝐾 and 𝜉 = 𝑇𝐾(𝜉). (3.13)

















3.3.2 Discretization of the Governing Equation





𝑓 · 𝑣 𝑑𝑥+
∫︁
𝜕Ω𝑁
𝑔 · 𝑣 𝑑𝐴,∀𝑣 ∈ 𝑉 1𝐷,ℎ(Ω,R3)
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where 𝑢 ∈ 𝑉 1𝐷,ℎ(Ω,R3).
Similar to the discretization of the probabilistic cost functional, the bilinear form can be
discretized in the following way


































?̂?𝑙 det(𝐽𝐾(𝜉𝑙))𝜀(𝑢(𝑇𝐾(𝜉𝑙))) : 𝜀(𝑣(𝑇𝐾(𝜉𝑙))),
(3.15)
where {̂︀𝜉1, ...,̂︁𝜉𝑙𝑞} are 𝑙𝑞 Gauß points and {̂︁𝜔1, ...,̂︁𝜔𝑙𝑞} are 𝑙𝑞 volume quadratures.
After setting 𝜔𝑙𝐾 = ̂︀𝜔𝑙 det(︁𝐽𝐾(̂︀𝜉𝑙))︁ and 𝜉𝐾𝑙 = 𝑇𝐾(̂︀𝜉𝑙), this can be written as




















⏟  ⏞  
𝐵2(𝑢,𝑣)
(3.16)
For the volume integral we obtain by a similar argument
∫︁
Ω







𝑙 ) · 𝑣(𝜉𝐾𝑙 ). (3.17)
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Figure 3-2: A cantilever beam subjected to to an axial force 𝐹
The surface force can be discretized as follow
∫︁
𝜕Ω





𝜔𝑙𝐹𝑔(𝜉𝑙𝐹 ) · 𝑣(𝜉𝑙𝐹 ). (3.18)
We will note that the above formulas have to be understood in the sense of approximations
if the selected surface and volume quadratures are not exact.
3.4 Numerical Validations and Applications
3.4.1 First Application : Cantilever Beam
Practical problems of linear elasticity are not easy to solve in three dimensional space.
This is due on the one hand to the solutions which depend on the geometrical boundary
conditions of the problem under consideration. On the other hand, the large number of
degrees of freedom of the partial differential equations makes computations slow. In order
to validate the code of the numerical computations we need to make a direct comparison
of the simulations result with the analytical solutions.
We consider as illustrated in figure (3-2) a short section of a fixed-free cantilever beam of
length 𝐿 and square cross section 𝑤 × 𝑤 subjected to an axial force 𝐹 stretches by 𝑑𝑢.
In the following we want to compute analytically the cost functional 𝐽𝑎𝑛𝑎𝑠𝑢𝑟 for this case.
As mentioned, we apply a normal stress on the positive 𝑧−face of the metallic beam.
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The stress deviator can be computed as






























































The elastic strain is:












3.4. Numerical Validations and Applications (Materials and Fatigue)
Figure 3-3: (a) Boundary conditions and load by the discretized metallic beam (b) Von
Mises stress (c) Displacement
Then, we can write the analytical probabilistic cost functional as:




















where 𝑆–(𝜕Ω) stands for the surface of Ω.
3.4.2 Numerical Validation : Cantilever Beam
The lenght L of the beam is 10 𝑚𝑚. The surface of the square is (0.8)2 𝑚𝑚2 and
the applied stress is 12 𝑁/𝑚𝑚2 . The beam will be discretized by applying the finite
element method to 6400 brick element of types C3D20R with 20 degrees of freedom, 8
volume quadratures and 4 surface quadratures. The total number of nodes is 30825.
Ramberg-Osgood Parameters and deterministic CMB parameters are taken from [10].
The probabilistic CMB parameters needed here are obtained from the deterministic CMB
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described in [46, 43].
For solving the FEA model we use the commercial solver ABAQUS 6.1 on a laptop with
Intel Core i7-3632QM CPU @ 2.20 GHz with 12GB RAM. 𝐽𝑛𝑢𝑚𝑠𝑢𝑟 is computed over all 3328
faces (rectangles) on the beam boundaries. A self implemented FEM-tool in R language
is used for this computation. The Weibull shape parameter is ?̄? = 2.
As comparison between the analytical probabilistic cost functional computed with the








This type of validation using analytical method allow us to check the implemented code
used for the numerical computation.
3.4.3 Second Application : Turbo Compressor
As a second application, we study the crack initiation for a radial turbo compressor of
a jet engine. This model is a part of CalculiX package, which is developed by employees
of MTU Aero Engines in Munich. The compressor is loaded by pure centrifugal force
and is constructed of casted aluminum alloy AlMgSi6082, containing roughly 97 𝑤𝑡% 𝐴𝑙,
roughly 1 𝑤𝑡% 𝑆𝑖 and 𝑀𝑔 along with minor contributions of 𝑀𝑛, 𝐹𝑒 and 𝐶𝑟. We refer
to [10] for more chemical composition details.
We neglect in this computation air pressure and we consider the volume forces caused
by the centrifugal load with a rotation speed of 110 000 rpm and a specific density of
the material of 2.65 𝑔/𝑐𝑚3. The material parameters used in this model are Young’s
modulus 𝐸 = 70000 𝑀𝑃𝑎 and Poisson’s ratio 𝜈 = 0.3. The Lamè coefficient are
𝜆 = 𝐸𝜈




The discretized cost functional 𝐽𝑠𝑢𝑟 is computed for a model jet engine radial turbo
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Figure 3-4: Probability of failure over the number of load cycles (right) for a radial
compressor model. (a) PoF over the number of load cycles for the compressor model. (b)
crack initiation intensity in logarithmic color code from blue (low) to red (high) .
compressor obtained from [52]. The preprocessing data (coordinates, elements connectiv-
ity and displacements) are handled using the free FEA-Software CalculiX. The compressor
is discretized using a 20 node hexahedral element with reduced quadratures (ℎ𝑒20𝑟) into
9464 elements. 𝐽𝑠𝑢𝑟 is calculated over all 6356 faces (rectangles) on the compressor bound-
ary.
The material parameters have been taken from [10]. Ramberg-Osgood Parameters are
𝑛′ = 0.064 and 𝐾 = 443.9 . Table 3.1 shows CMB parameters and we apply the scaling
relation (3.20) to pass from deterministic to probabilistic CMB parameters. The Weibull
shape parameter is ?̄? = 2, which is a usual value for polycristalline metal. We followed
the approach described in (3.20) to adapt the CMB-parameters to our compressor model
because the size of specimens have a non-negligible influence on crack-initiation life.
As described in the last section 3.4.1, the same solver and machine is used to solve the
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𝜎′𝑓 (MPa) 𝜖
′
𝑓 𝑏 𝑐 ?̄? |𝜕Ω| (mm2)
Deterministic 487 0.209 −0.07 −0.593 – 377
Probabilistic 599 1.213 −0.07 −0.593 2 1
Table 3.1: Material parameters for the probabilistic model and their deterministic coun-
terparts (taken from [10]). The parameter ?̄? is a guess on the basis of probabilistic
investigation of other polycristalline metals.
FEA model for 𝑢. The time needed for this computations is 28 second. The maximum
von Mises stress at the bore is about 310 𝑀𝑃𝑎. Many scripts implemented in R.3.2.1
are used to compute the surface quadratures for the calculation of 𝐽(Ω, 𝑢) and take on
a single core a 19 second execution time. We will take into account that the compressor
is composed from seven rotated sectors. Hence the obtained 𝐽-value will be multiplied
by 7 and the resulting total value is 7.8541 × 10−8. The scale Weibull parameter is
𝜂 = (7.8541 × 10−8)−1/2 = 3568 cycles and corresponds to the 1 − 1
𝑒
≈ 63% quantiles of
crack initiation life. Figure 3-4 shows the probability of failure (PoF) over the number of




In this chapter we present the adjoint sensitivity method that is used to study the effects
of varied design parameters to the variation of the objective functional 𝐽𝑠𝑢𝑟. The following
section begins with an introduction to the computation of the total sensitivity, where both
methods - the direct and the adjoint method - are derived. Then, we describe the details of
the calculation and implementation of the partial derivative terms in the total sensitivity
equation. Finally, we present results of the application of this sensitivity computation
method to finite element models.
4.1 Sensitivity Analysis
4.1.1 Shape Sensitivity : Direct Method
The goal of applying the sensitivity analysis is to investigate how a functional of in-
terest varies with respect of some perturbations on the shape geometry. The probabilistic
functional 𝐽𝑠𝑢𝑟(Ω, 𝑢) developed in the last chapter not only depends on the design vari-
ables, but also on the displacement field. After the discretization of the shape with the
FEM, let the set 𝑋 = {𝑋1, . . . , 𝑋𝑁} indicate the mesh nodes (design variables). Let
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where 𝜃𝑗 are the global shape functions. Instead of 𝐽𝑠𝑢𝑟(Ω, 𝑢) we can equivalently write
𝐽(𝑋,𝑈). By rewriting the governing equation described in (2.6) we have:
𝐵(𝑋)𝑈 = 𝐹 (𝑋)
where
𝐵(𝑋)(𝑟,𝑗),(𝑠,𝑘) = 𝐵(𝑒𝑟𝜃𝑗, 𝑒𝑠𝜃𝑘),




𝑓 · 𝑒𝑟𝜃𝑗 𝑑𝑥+
∫︁
𝜕Ω𝑁
𝑔 · 𝑒𝑟𝜃𝑗 𝑑𝐴,
is a 3 × 𝑁 tensor representing the load vector. The vectors 𝑒𝑠 for 𝑠 = 1, 2, 3 are the
canonial basis on R3. By the following expression
𝑅(𝑋,𝑈(𝑋)) = 𝐵(𝑋)𝑈 − 𝐹 (𝑋) = 0
we denote the residual of the this governing equation. Remark that the displacement 𝑈
is a 3×𝑁 tensor and depends on the geometry variable 𝑋 which is a 3×𝑁 tensor.


















in the last equation can be seen as a contraction of tensor slots
generated by the partial 𝑈 -differentiation in 𝜕𝑅(𝑋,𝑈(𝑋))
𝜕𝑈
and the 𝑈 -slots in 𝜕𝑈(𝑋)
𝜕𝑋
.




















we can solve for 𝜕𝑈(𝑋)
𝜕𝑋
















The approach, where the equation (4.3) is solved and the result is used in the expression
of the equation (4.4), is called the direct method.
4.1.2 Shape Sensitivity : Adjoint Method
The adjoint method used in our work is based on a discretized formulation that de-
rived from the governing partial differential equation. This is opposed to the continuous
approach where the adjoint equation is first derived then discretized [47]. The Lagrangian
of the discretized problem is defined as
L (𝑋,𝑈,Λ) = 𝐽(𝑋,𝑈)− Λ𝑇 (𝐵(𝑋)𝑈 − 𝐹 (𝑋)) , (4.5)
where in this context the adjoint state Λ is a Lagrange multiplier. Remark that Λ =
(𝜆𝑗)𝑗∈{1,...,𝑁} is a 𝑁 × 3 tensor and if Dirichlet boundary conditions are satisfied for 𝑈 =
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(𝑢𝑗), then we have the same for Λ = (𝜆𝑗) i.e.
𝐼𝑓 𝑢𝑗 = 0 for 𝑋𝑗 ∈ 𝜕Ω𝐷 ⇒ 𝜆𝑗 = 0.






− Λ𝑇𝐵(𝑋) = 0. (4.6)
Since the stiffness matrix (tensor) is symmetric in the (𝑗, 𝑟) and (𝑘, 𝑙) indices, we can







In the previous equation, the components of the right-hand side are usually non-zero
only for those element-points on the surface mesh. Remark that the adjoint equation has
the same stiffness matrix as the governing equation. The right-hand side in the adjoint

















4.1.3 Partial Derivatives Calculation: Direct Approach
In this section, we describe the details of calculation of the partial derivatives needed
to solve the total derivative by using the adjoint method. We start by calculating the




Let ̂︀𝑗 : Tℎ × {1, . . . , 𝑛sh} → {1, . . . , 𝑁} (4.9)
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be the connectivity mapping, which gives the relationship between the finite element 𝐾 ∈
Tℎ with its local degree of freedom in {1, . . . , 𝑛𝑠ℎ} and the index in {1, . . . , 𝑁} defining the
global degree of freedom. A restriction of the mapping ̂︀𝑗 to the set {(𝐾, 1), . . . , (𝐾,𝑛𝑘)}
is denoted by ̂︀𝑗𝐾 : {1, . . . , 𝑛sh} → {1, . . . , 𝑁}
where the set {1, . . . , 𝑛𝑠ℎ} is identified with {(𝐾, 1), . . . , (𝐾,𝑛𝑘)}. Reciprocally, for a
given global index 𝑗 ∈ {1, 2, . . . , 𝑁} we have ̂︀𝑗−1(𝑗) = {(𝐾1,𝑚1), ..., (𝐾𝑓 ,𝑚𝑓 )} where
𝐾1, ..., 𝐾𝑓 ∈ Tℎ and 𝑚1, ...,𝑚𝑓 ∈ {1, 2, ..., 𝑛sh}. We note with ̂︀𝑗−1(𝑗)1 = {𝐾1, . . . , 𝐾𝑓} the
set projection to the first component.
For 𝑘 = 1, 2, 3 let 𝑢𝑗𝑘 denote the 𝑥, 𝑦, 𝑧 coordinate of the global degree of freedom 𝑢𝑗. The






















We use the following notation to wrap the last formula:
𝑞 = 𝑞𝑙𝐹 = 𝑞𝑙𝐹 (𝑈,𝑋) = ∇𝑢(𝜉𝐹𝑙 ) =
𝑛sh∑︁
𝑚=1
𝑢̂︀𝑗(𝐾(𝐹 ),𝑚) ⊗ (𝐽𝑇𝐾(𝐹 )(̂︀𝜉𝐹𝑙 ))−1 ̂︀∇̂︀𝜃𝑚(̂︀𝜉𝑙)), 𝑙 = 1, . . . , 𝑙𝐹𝑞 ,
(4.11)
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To continue, we need to compute the last term in (4.12)
𝜕
𝜕𝑢𝑗𝑘
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where 𝛿𝑠𝑘 denotes Kronecker’s delta.























The derivative of the composition RO ∘ S̄D−1(·) of the functions RO(·) and S̄D−1(·) is


































𝛿𝑖𝑗𝛿𝑠𝑚 + 𝛿𝑖𝑠𝛿𝑗𝑚 + 𝛿𝑗𝑠𝛿𝑖𝑚. (4.18)
















𝛿𝑖𝑗𝛿𝑠𝑚 + 𝛿𝑖𝑠𝛿𝑗𝑚 + 𝛿𝑗𝑠𝛿𝑖𝑚
)︀
. (4.19)
In the next step we describe the algorithm used to compute the partial derivative 𝜕𝐽(𝑋,𝑈)
𝜕𝑈
.
Note that here it suffices to calculate all partial derivatives for finite elements 𝐾 ∈ Tℎ
with at least one surface face 𝐹 ∈ Nℎ, since all other partial derivatives of 𝐽(𝑋,𝑈) give
the value zero.
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Data: FE global node set 𝑋, FE connectivity and surface element tables,
FE shape functions 𝜃𝑗 and gradients ∇𝜃𝑗 and FE solution 𝑈 = (𝑢𝑗),
FE surface quadrature points and weights, elasticity and lifing material constants.




for all faces 𝐹 ∈ Nℎ do
1 initialize a 3× 𝑛sh × 𝑙𝑞-tensor 𝜕𝐽𝜕𝑈
𝐹 ← 0;
for all local degrees of freedom, 𝑘 = 1, . . . , 𝑛sh do
for all surface quadrature points 𝜉𝐹𝑙 , 𝑙 = 1, . . . , 𝑙
𝜕
𝑞 do
2 Calculate the derivative of (3.12) and (3.13) with respect to 𝑢𝑘 at the
quadrature point 𝜉𝐹𝑙 ;
3 Calculate the derivative of the stress tensor 𝜎(𝑇𝐾(𝐹 )(𝜉
𝐹
𝑙 ))
with respect to 𝑢𝑘;
4 Calculate the derivative of 𝜎𝑣 with respect to 𝑢𝑘;






















8 Sum up the (3× 𝑛sh × 𝑙𝜕𝑞 ) tensor 𝜕𝐽𝜕𝑈
𝐹
obtained over the quadratures;
9 Augment 𝜕𝐽
𝜕𝑈loc
[·, ·, 𝐾(𝐹 )] by the result;
end
Algorithm 1: Compute 𝜕𝐽
𝜕𝑈loc
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The algorithm 1 provides a surface face-wise separate computation of the partial
derivative of the cost functional 𝐽 with respect the the local vector of displacements.
The local derivatives 𝜕𝐽
𝜕𝑈loc
are stored in an array of dimension (3× 𝑛sh ×𝑁𝜕𝑒𝑙).
The next step is to assemble those local derivatives based on the connectivity list to obtain
the global partial derivative. This assembling process will be described in the following
algorithm.
Data: A 3× 𝑛sh ×𝑁𝜕𝑒𝑙 tensor,
FE connectivity table and
surface element table





for all elements 𝐾 ∈ T𝜕ℎ do
1 initialize a 3× 𝑛sh × 𝑙𝑞-tensor 𝜕𝐽𝜕𝑋
𝐹 ← 0;


















We use the same abbreviation as in the last computation of 𝜕𝐽(𝑋,𝑈)
𝜕𝑈
. The partial derivative
of 𝐽(𝑋,𝑈) with respect to the global 𝑗𝑡ℎ geometry mesh node 𝑋𝑗𝑖, where 𝑖 = 1, 2, 3 and
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det(𝑔𝐹 (̂︀𝜉𝐹𝑙 )))︀−1/2 𝜕𝜕𝑋𝑗𝑖 (det(𝑔𝐹 (̂︀𝜉𝐹𝑙 ))).
(4.21)






𝑔𝐹 (̂︀𝜉𝐹𝑙 ))︁)︂ = det(︁𝑔𝐹 (̂︀𝜉𝐹𝑙 ))︁ tr(︂(︁𝑔𝐹 (̂︀𝜉𝐹𝑙 ))︁−1𝜕𝑔𝐹 (̂︀𝜉𝐹𝑙 )𝜕𝑋𝑗𝑖
)︂
, (4.22)
where 𝑔𝐹 (̂︀𝜉𝐹𝑙 ) = 𝐽𝐹 (̂︀𝜉𝐹𝑙 )𝑇𝐽𝐹 (̂︀𝜉𝐹𝑙 ) is the Gram matrix and




























Note that ̂︀𝑋𝐹𝑖 , 𝑖 = 1, 2, stand for the coordinates on the two dimensional reference face
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̂︀𝐹 corresponding to 𝐹 in ̂︀𝐾.







𝐽𝐹 (̂︀𝜉𝐹𝑙 ))︀𝑇𝐽𝐹 (̂︀𝜉𝐹𝑙 ) + (︀𝐽𝐹 (̂︀𝜉𝐹𝑙 ))︀𝑇 𝜕𝜕𝑋𝑗𝑖 (︀𝐽𝐹 (̂︀𝜉𝐹𝑙 ))︀. (4.24)























Thus the computation of the first term on the right hand side of (4.20) is finished.






























We will note that the symbol : in the above equation stands for the contraction of both
















̂︀𝜉𝐹𝑙 ))−1)︁̂︀∇̂︀𝜃𝑚(̂︀𝜉𝐹𝑙 ), (4.28)
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̂︀𝜉𝐹𝑙 ))︀−1 = −(︀𝐽𝑇𝐾(̂︀𝜉𝐹𝑙 ))︀−1𝜕(︀𝐽𝑇𝐾(̂︀𝜉𝐹𝑙 ))︀𝜕𝑋𝑗𝑖 (︀𝐽𝑇𝐾(̂︀𝜉𝐹𝑙 ))︀−1. (4.29)









































































𝜕̂︁𝑋𝑘 , if 𝑗 ∈ ̂︀𝑗𝐾({1, . . . , 𝑛sh})
0 otherwise
. (4.31)
This finishes the computation of the second term.
We follow the same approach as in the algorithm 1 to calculate the partial derivative of
𝐽 with respect to 𝑋. Note that Gram determinant 𝑔𝐹 (𝜉
𝐹
𝑙 ) and the Jacobi determinant
𝐽𝐾(𝐹 )(𝜉𝑙) depend on the mesh Node 𝑋𝑗 with 𝑗 = 1, . . . , 𝑁 .
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Data: Same as in Algorithm 1




for all faces 𝐹 ∈ Nℎ do
2 initialize a 3× 𝑛sh × 𝑙𝑞-tensor 𝜕𝐽𝜕𝑋
𝐹 ← 0;
for all local degrees of freedom, 𝑘 = 1, . . . , 𝑛sh do
for all surface quadrature points 𝜉𝐾𝑙 , 𝑙 = 1, . . . , 𝑙𝑞 do
3 Calculate the derivative of Jacobian matrix with respect to 𝑋
𝐾(𝐹 )
𝑘 ;




5 Calculate the 𝑋𝑘 derivative of
√︁
det 𝑔𝐹 (𝜉𝐹𝑙 ) using (3.8) and (3.11);















[·, 𝑘, 𝑙] by the result;
end
end
10 Sum up the (3× 𝑛sh × 𝑙𝜕𝑞 ) tensor 𝜕𝐽𝜕𝑋
𝐹
obtained over the quadratures;
11 Augment 𝜕𝐽
𝜕𝑋loc
[·, ·, 𝐾(𝐹 )] by the result;
end
Algorithm 3: Compute 𝜕𝐽
𝜕𝑋loc
The algorithm 3 performs an element-wise computation of the partial derivative 𝜕𝐽
𝜕𝑋loc
.
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4.1.4 Partial Derivatives Calculation: Total Sensitivity
We return to the adjoint equation described in (4.7). This linear equation consists of
the stiffness matrix 𝐵, the adjoint state vector Λ and the right hand side vector 𝜕𝐽
𝜕𝑈
.
Explicit expressions for the equation described in (2.6) are to be evaluated in global form.
Therefore, we consider the global degrees of freedom 𝑈 = (𝑢𝑗)𝑗∈{1,...,𝑁}, 𝑢𝑗 ∈ R3, and
the node coordinates 𝑋, where it is understood that 𝑢𝑗 = 0 if 𝑋𝑗 ∈ 𝜕Ω𝐷. We give the
equation (2.6) in terms of global variables 𝑈 via
𝐵(𝑋)𝑈 = 𝐹 (𝑋), (4.32)
where
𝐵(𝑋)(𝑗,𝑟),(𝑘,𝑠) = 𝐵(𝑒𝑟𝜃𝑗, 𝑒𝑠𝜃𝑘) = 𝜆
∫︁
Ω









𝐹 (𝑋)(𝑗,𝑟) = 𝐹 (𝑒𝑟𝜃𝑗) =
∫︁
Ω
𝑓 · 𝑒𝑟𝜃𝑗 𝑑𝑥+
∫︁
𝜕Ω𝑁
𝑔 · 𝑒𝑟𝜃𝑗 𝑑𝐴, (4.34)
with 𝑒𝑟, 𝑟 = 1, 2, 3 the standard Basis on R3.
For industrial models with many design variables, the stiffness matrix is too large for
direct solvers. We therefore use the commercial iterative solver ABAQUS to solve the
adjoint equation where the partial derivative 𝜕𝐽
𝜕𝑈
can be seen as pseudo force.
























𝑈 and 𝜕𝐹 (𝑋)
𝜕𝑋
. The first term is calculated by algorithm 3. The quantity 𝜕𝐵(𝑋)
𝜕𝑋
in the second term is a tensor of dimension (𝑁 × 3) × (𝑁 × 3) × (𝑁 × 3) and contains
two indices that originate from the partial derivative with respect to 𝑋 and another four
indices which are contracted with Λ and 𝑈 . Taking advantage of the fact that this tensor
is contracted with Λ and 𝑈 , we avoid a memory consuming one-to-one storage in the main
















Note that we consider in the next the partial derivatives of the element stiffness matrices.






























Here the notation ̂︀𝑗−1(𝑗)𝑖𝑑𝑥 stands for the projection of the set ̂︀𝑗−1(𝑗) to the idx-th com-
ponent (the index of the element).






























4.1. Sensitivity Analysis (Shape Sensitivity Analysis)
For any invertible matrix 𝐴, we have 𝑑
𝑑𝛼
det(𝐴) = det(𝐴) tr (𝐴−1 𝑑𝐴
𝑑𝛼













has been calculated in (4.31), where we have to replace ̂︀𝜉𝐹𝑙 with ̂︀𝜉𝑙. For















By referring to the equations (4.29) and (4.31), we replace the surface quadrature point
𝜉𝐹𝑙 by the volume quadrature point 𝜉𝑙 to complete the computation. The third partial





























































The first term is calculated in (4.36). For the second term, we observe that the linear











4.1. Sensitivity Analysis (Shape Sensitivity Analysis)
and we refer to the argument following Eq. (4.38) to conclude the computation of (4.39).



















































The partial derivative of the volume determinant has been calculated in (4.36). The shape











vanishes. If the volume force density 𝑓 does not depend explicitly










𝑙 ) vanishes too.










































We use (4.21) to calculate the first term. The same reasoning as for the volume force is
applied to compute the second and the third term. We present in the next the algorithm
used to compute the total shape sensitivity:
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Data: Same as in Algorithm 1 plus FE volume quadrature points and weights.
Result: A 𝑁 × 3 tensor containing 𝑑𝐽
𝑑𝑋
1 Use Algorithm 1 to obtain 𝜕𝐽
𝜕𝑈
;
2 Solve the adjoint equation (4.7) numerically using a standard FE solver;
3 Use Algorithm 5 below and Λ to obtain Λ𝑇 𝜕𝐵
𝜕𝑋
𝑈 ;
4 Use Algorithm 6 and Algorithm 7 below and Λ to obtain Λ𝑇 𝜕𝐹
𝜕𝑋
;
5 Use Algorithm 3 to obtain 𝜕𝐽
𝜕𝑋
;




Algorithm 4: Compute the Shape Sensitivity 𝑑𝐽
𝑑𝑋
The following three algorithms are thus needed for the numerical calculation of the
total shape gradient 𝑑𝐽
𝑑𝑋
. Remark that by the implementation of the above algorithm, the
storage of the (3 × 𝑛sh) × (3 × 𝑛sh) × (3 × 𝑛sh) × 𝑁𝑒𝑙 tensor 𝜕𝐵𝜕𝑋𝑙𝑜𝑐 will be in many cases
impossible due to constraints of the main memory, even if a sparse data format is used.




We will note that the computation of Λ𝑇 𝜕𝐵
𝜕𝑋loc
𝑈 performed by Algorithm 5 is local
and have to be assembled to obtain the global term Λ𝑇 𝜕𝐵
𝜕𝑋
𝑈 . This assembling procedure
is similar to the algorithm 2 and is omitted here. In order to increase the running time
efficiency we use a parallel computation over the elements 𝐾 ∈ Tℎ.
The computation of the derivative of the volume force with respect to the 𝑋 will be given
by the next algorithm 6 for the case where the volume force density is independent of
𝑋. We will discuss the necessary adjustments in the case where volume loads, as e.g.
centrifugal loads, depend on 𝑋 in the context of concrete models in Section 4.2.4.
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Data: Same as in Algorithm 4, but with volume quadrature points and weights.
The adjoint state Λ.
Result: A 3× 𝑛sh ×𝑁𝑒𝑙 tensor containing Λ𝑇 𝜕𝐵𝜕𝑋loc𝑈
1 initialization Λ𝑇 𝜕𝐵
𝜕𝑋loc
𝑈 ← 0;
for all elements 𝐾 ∈ Tℎ do
2 initialize a 3× 𝑛sh × 3× 𝑛sh × 3× 𝑛sh × 𝑙𝑞 tensor 𝜕𝐵𝜕𝑋loc
𝐾 ← 0;
3 initialize a 3× 𝑛sh tensor Λ𝐾loc ← 0;
4 initialize a 3× 𝑛sh tensor 𝑈𝐾loc ← 0;
for all local degrees of freedom, 𝑗 = 1, . . . , 𝑛sh do
for all local degrees of freedom, 𝑘 = 1, . . . , 𝑛sh do
for all local degrees of freedom, 𝑞 = 1, . . . , 𝑛sh do














[·, 𝑗, ·, 𝑘, ·, 𝑞, 𝑙] using (4.35) and (4.39);
8 Assign Λ𝐾loc[·, 𝑘] ← Λ[·,̂︀𝑗(𝐾, 𝑘)];







[·, 𝑗, ·, 𝑘, ·, 𝑞, 𝑙] with Λ𝐾loc[·, 𝑘] and 𝑈𝐾loc[·, 𝑞] and sum
over 𝑞, 𝑘 (along with related 𝑥𝑦𝑧 indices) and quadrature index 𝑙;









4.1. Sensitivity Analysis (Shape Sensitivity Analysis)
Data: Same as in Algorithm 1, but with volume quadrature points and weights
Volume force vector 𝑓 (eventually depending on 𝑋)
The adjoint state Λ.
Result: A 3× 𝑛sh ×𝑁𝑒𝑙 tensor Λ𝑇 𝜕𝐹
vol
𝜕𝑋loc




for all elements 𝐾 ∈ Tℎ do




3 initialize a 3× 𝑛sh tensor Λ𝐾loc ← 0;
for all local degrees of freedom, 𝑗 = 1, . . . , 𝑛sh do
for all local degrees of freedom, 𝑘 = 1, . . . , 𝑛sh do














[·, 𝑗, ·, 𝑘, 𝑙] using (4.41) ;






[·, 𝑗, ·, 𝑘, ·, 𝑞, 𝑙] with Λ𝐾loc[·, 𝑘] and sum over 𝑘 (along with
the related 𝑥𝑦𝑧 index) and quadrature index 𝑙;






Algorithm 6: Compute Λ𝑇 𝜕𝐹
vol
𝜕𝑋loc
Similar to the last algorithm, an element-wise calculation and contraction with the
adjoint state Λ is used to overcome the storage problems. The next algorithm per-
forms the computations of the term Λ𝑇 𝜕𝐹
sur
𝜕𝑋loc
. The assembly to the global 3 × 𝑁 ma-
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is standard. We have thus provided all the necessary sub-
algorithms to Algorithm 4, which allows us an efficient calculation of the shape sensitivity.
Data: Same as in Algorithm 1
Surface force vector 𝑔 (eventually depending on 𝑋)
The adjoint state Λ.
Result: A 3× 𝑛sh ×𝑁𝜕𝑒𝑙 tensor Λ𝑇 𝜕𝐹
surf
𝜕𝑋loc




for all faces 𝐹 ∈ Nℎ do




3 initialize a 3× 𝑛sh tensor Λ𝐾loc ← 0;
for all local degrees of freedom, 𝑗 = 1, . . . , 𝑛sh do
for all local degrees of freedom, 𝑘 = 1, . . . , 𝑛sh do




















[·, 𝑗, ·, 𝑘, 𝑙] using (4.42) ;






[·, 𝑗, ·, 𝑘, ·, 𝑞, 𝑙] with Λ𝐾loc[·, 𝑘] and sum over 𝑘 (along with
the related 𝑥𝑦𝑧 index) and quadrature index 𝑙;
9 Store the result in Λ𝑇 𝜕𝐹
surf
𝜕𝑋loc
[·, 𝑗, 𝐹 ];
end
end




4.2. Numerical Examples and Validation (Shape Sensitivity Analysis)
4.2 Numerical Examples and Validation
In this section we describe in more detail the implementation of the total sensitivity
by using the adjoint method. Later we compute the form gradient for the probability
of failure for three different mechanical models with increasing geometric and numeric
complexity.
4.2.1 Implementation Details




is based on scripts in R
3.2.1. We use python scripts and the commercial solver ABAQUS CAE 6.13 to compute
the adjoint equation. The computation of the total sensitivity is carried out in parallel on
a different cores using the R-package parallel. In our case, the maximal number of parallel
computing cores is 12. We use the R-package tensorA for some tensor summations and
contractions.
Element types available are linear or quadratic rectangular plane stress elements, linear
or quadratic triangular plane stress elements, tetrahedra elements with 4 or 8 DoF and
brick elements with 8 or 20 DoF. Quadratures for the surface integrals can be chosen with
up to 81 quadrature points, while full and reduced quadratures are available for volume
integrals.
The boundary conditions such clamped Dirichlet and cyclic boundary conditions have
been implemented along with volume forces and surface forces.
4.2.2 A 2D Bended Rod under Tensile Loading
We consider as a first example a simple two dimensional plane stress model where we
have some intuitive prediction about the behavior of the probabilistic shape gradient. We
thus consider a geometry of a rod which is 100 𝑚𝑚 long and is bended up to a width of
25 𝑚𝑚. We use the same material properties as described in Section 3.4.2. A Dirichlet
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boundary condition 𝑢 = 0 is applied on the left and a uniform tensile stress load is applied
on the right with an amplitude of 12 𝑁/𝑚𝑚2 .
Mesh Convergence Study
The accuracy of the numerical solution by using the finite element method depends
on the number of mesh elements. However, the computational cost increases with each
successive level of mesh refinement. We perform a mesh convergence study to find a solu-
tion that balance the accuracy of the numerical solution and the computational capacity
in a reasonable way.
We start by refining successively the mesh of our model with denser element distribution
and we compute the probabilistic cost functional and the Weibull scale 𝜂 for each mesh
refinement step (see table 4.1).
Mesh density Elements Coordinates Faces Probabilistic functional Weibull scale
Mesh 1 265 912 116 1.28e-03 27.9
Mesh 2 1060 3413 232 3.50e-03 16.8
Mesh 3 2114 6673 330 4.60e-03 14.7
Mesh 4 4220 13123 462 5.63e-03 13.3
Mesh 5 7228 22293 608 6.27e-03 12.6
Mesh 6 13572 41543 826 6.93e-03 12.0
Mesh 7 26100 79445 1144 7.44e-03 11.5
Mesh 8 47101 142844 1540 7.80e-03 11.3
Mesh 9 53534 162253 1650 7.86e-03 11.2
Mesh 10 62524 189351 1778 7.94e-03 11.2
Table 4.1: Mesh convergence for the probabilistic cost functional 𝐽(Ω, 𝑢) and the Weibulls
scale 𝜂
Figure 5-3 shows the converging trend of the Weibull scale variable 𝜂 as mesh density
increases. To reduce the computational time by an acceptable accuracy the mesh 5 are
selected for this model.
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Figure 4-1: The mesh convergence for Weibull scales.
Finite Element Model
The finite element model consists out of 22293 nodes and 7228 rectangular quadratic
stress elements of type CPS8 with 𝑛𝑠ℎ = 8 local degrees of freedom. The volume quadra-
ture contains 𝑙𝑞 = 9 points and the surface quadrature contains 𝑙
𝐹
𝑞 = 4 points. The value
of the objective functional 𝐽 is 6.27× 10−3, which corresponds to a Weibull scale variable
𝜂 = 12.62 cycles.
Figure 4-2a shows the 2D bended rod model subjected to a surface traction load on the
right side where the left side is clamped (𝑥 = 𝑦 = 𝑧 = 𝑢𝑥 = 𝑢𝑦 = 𝑢𝑧 = 0). Figure 4-2b
shows the crack formation intensity due to the uniform tensile stress. We show that the
critical region (red hotspot) for crack initiation is located at the lower side of the portion
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of the rod with the strongest bending.
(a) The bended rod subjected to surface traction force on the right side. The left side is
clamped with encastre boundary conditions
(b) Crack formation intensity for the bended rod. Stress concentration on the lower side
of the location with the strongest curvature leads to an augmented probability of stress
initiation.
Figure 4-2: 2-D bended rod under tensile loading and Crack formation intensity
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(a) Partial derivative 𝜕𝐽𝜕𝑈 𝑗 visualized as an arrow
at node 𝑋𝑗 .
●
● ●
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(b) Comparison of 𝜕𝐽𝜕𝑈 · 𝑍𝑖 with the finite dif-
ferences 𝐽(𝑋,𝑈+𝜀𝑍𝑖)−𝐽(𝑋,𝑈)𝜀 for 𝜀 → 0. 𝑍𝑖 is a
random perturbation field (𝑖 = 6).
(c) The 𝑗th component of 𝜕𝐽𝜕𝑋 is visualized
as an arrow at node 𝑋𝑗 .
●






















(d) Comparison of 𝜕𝐽𝜕𝑋 · 𝑍𝑖 with the finite
differences 𝐽(𝑋+𝜀𝑍𝑖,𝑈)−𝐽(𝑋,𝑈)𝜀 for 𝜀→ 0. 𝑍𝑖
is a random perturbation field (𝑖 = 6).
Figure 4-3: Partial derivatives of 𝐽 .
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(a) Adjoint state Λ𝑗 is visualized as an arrow at 𝑋𝑗 . Asymmetry is a consequence of non
symmetric boundary conditions.
(b) The total shape sensitivity 𝑑𝐽𝑑𝑋 . The 𝑗th com-
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(c) Comparison of the shape sensitiv-
ity 𝑑𝐽𝜕𝑋 · 𝑍𝑖 with the finite differences
𝐽(𝑋+𝜀𝑍𝑖,𝑈(𝑋+𝜀𝑍𝑖))−𝐽(𝑋,𝑈)
𝜀 for 𝜀 → 0. 𝑍𝑖 is
a random perturbation field.
Figure 4-4: Validation of the shape sensitivities.




as arrows at mesh nodes.
The panels in the figures 4-3b and 4-3d compare results of the partial derivatives with
the finite difference method. Note that the finite difference method is calculated based
on a small random perturbation of the mesh geometry. The range of relative errors by
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the numerical validation is 0.1%.
In figure 4-4a we show the adjoint state. Note that the asymmetry of the boundary
conditions imposed only on the left hand side yields an appearance of asymmetry of the
adjoint state field. The total shape sensitivity is displayed in Figure 4-4b. The panel in
figure 4-4c gives the validation of the total sensitivity and the finite difference method
by random perturbations on the mesh coordinates. The relative error by the numerical
validations is less than 1%.
The total shape sensitivity tends to enlarge the structure of the bended rod at the area
of the highest loading and will thus increase the diameter at this location, which will
effectively decrease the peak stress and thereby the failure probabilities.
4.2.3 A 3D Bended Rod under Tensile Loading
As a second test, we consider a three dimensional bended rod subjected to a uniform
surface traction loading. We thus consider a geometry of a 1 𝑚𝑚 diameter rod which is
6.08 𝑚𝑚 long, bended up to a height of 3.51 𝑚𝑚. We use the same material properties
as in Section 3.4.3. A Dirichlet boundary condition 𝑢 = 0 is applied on the fixed left
side and a uniform surface traction force is applied on the right side with an amplitude
of 12 𝑁/𝑚𝑚2.
Mesh Convergence
We perform a finite element discretization of the 3D bended rod by using a quadratic
hexahedral element. By increasing successively the mesh density we calculate for every
mesh the probabilistic cost functional. Table 4.2 summarizes the mesh densities informa-
tion and the corresponding obtained Weibull scales.
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Mesh density Elements Coordinates Faces Probabilistic functional Weibull scale 𝜂 Relative Dev. 𝜂 %
Mesh 1 570 2950 398 1.36e-11 271163 7.6
Mesh 2 918 4550 530 1.20e-11 288675 1.7
Mesh 3 1302 6410 734 1.26e-11 281718 4.1
Mesh 4 7700 34750 2510 1.35e-11 272165 7.3
Mesh 5 12816 56448 3314 1.15e-11 294884 0.4
Mesh 6 18824 82328 4522 1.22e-11 286299 2.5
Mesh 7 25520 110673 5544 1.19e-11 289885 1.3
Mesh 8 31330 135712 6722 1.09e-11 302891 3.2
Mesh 9 42582 182567 7936 1.16e-11 293610 0.0
Mesh 10 56610 241226 9614 1.16e-11 293610 —
Table 4.2: Mesh convergence for the probabilistic cost functional 𝐽(Ω, 𝑢) and the Weibulls
cale 𝜂.
Taking the finest mesh as the reference, the maximum deviation is well below 10%
with a trend towards smaller deviation for growing mesh size. A certain (declining) level
of meshing noise is observed, which however is in the same range as maximum stress
variations in deterministic life calculation. In order to balance the accuracy and the
simulation efficiency the mesh 3 is used.
Finite Element Model
The finite element mesh consists out of 6410 nodes and 1302 quadratic brick elements
of type C3D20R with 𝑛𝑠ℎ = 20 local degrees of freedom. The reduced volume quadrature
contains 𝑙𝑞 = 8 points and the surface quadrature contains 𝑙
𝐹
𝑞 = 36 points. The value
of the objective functional 𝐽 is 3.998054 × 10−11, which corresponds to a Weibull scale
variable 𝜂 = 158152 cycles.
The applied boundary conditions and load vector are illustrated in Figure 4-5a. As ex-
pected, during the load process, the crack formation intensity is higher at the lower side
of the critical region with the strongest bending, see Figure 4-5b.
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(a) The bended rod subjected to surface traction
force on the right side. The left side is clamped
with encastre boundary conditions
(b) Crack formation intensity for the bended
rod. Stress concentration on the lower side of
the location with the strongest curvature leads
to an augmented probability of stress initiation.
Figure 4-5: 3-D bended rod under tensile loading and Crack formation intensity
Figures 4-6a and 4-6c show the partial derivatives of the objective functional with



















𝐽(𝑋 + 𝜖𝑍𝑥𝑖 , 𝑈)− 𝐽(𝑋,𝑈)
𝜖
where 𝑍𝑢𝑖 and 𝑍
𝑥
𝑖 are small random perturbations of the displacements and coordinates
field respectively.
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(a) Partial derivative − 𝜕𝐽𝜕𝑈 𝑗 visualized as an ar-
row at node 𝑋𝑗 . Rescaling is applied for better
visualization.
●





















(b) Comparison of 𝜕𝐽𝜕𝑈 · 𝑍𝑖 with the finite dif-
ferences 𝐽(𝑋,𝑈+𝜀𝑍𝑖)−𝐽(𝑋𝑉,𝑈)𝜀 for 𝜀 → 0. 𝑍𝑖 is
a random perturbation field (𝑖 = 6). All six
tests show good agreement, as the quotient of
the shape sensitivity divided by finite differences
approaches one for small 𝜀.
(c) The 𝑗th component of 𝜕𝐽𝜕𝑋 is visualized an
arrow at node 𝑋𝑗 .
●
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(d) Comparison of 𝜕𝐽𝜕𝑋 · 𝑍𝑖 with the finite dif-
ferences 𝐽(𝑋+𝜀𝑍𝑖,𝑈)−𝐽(𝑋,𝑈)𝜀 for 𝜀 → 0. 𝑍𝑖 is a
random perturbation field (𝑖 = 6). All six tests
show good agreement, as the quotient of the
shape sensitivity divided by finite differences ap-
proaches one for small 𝜀.
Figure 4-6: Partial derivatives of 𝐽 .
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By assuming that the random perturbations 𝑍𝑢𝑖 and 𝑍
𝑥
𝑖 are small enough that the
linear approximations are sufficiently accurate, we calculate the euclidian norm of ‖ 𝜕𝐽
𝜕𝑈
·
𝑍𝑢𝑖 ‖ / ‖
𝐽(𝑋,𝑈+𝜀𝑍𝑢𝑖 )−𝐽(𝑋,𝑈)
𝜀
‖ and the euclidian norm of ‖ 𝜕𝐽
𝜕𝑋




with decreasing 𝜀 and various random perturbations 𝑍𝑢𝑖 and 𝑍
𝑥
𝑖 with 𝑖 = 1, ..., 6. see
figures 4-6b and 4-6d.




≈ 𝐽(𝑋 + 𝜖𝑍
𝑥




Note that for every random perturbation 𝑍𝑥𝑖 (𝑖 = 1, ..., 6), we have to run the FE solver to
compute the new displacement field 𝑈(𝑋+𝜖𝑍𝑥𝑖 ) correspond to the new geometry 𝑋+𝜖𝑍
𝑥
𝑖 .
A comparison between the total shape sensitivity and the finite difference method for six
random geometry perturbations is shown in figure 4-8b. Figure 4-7 visualizes the total
shape gradient. It is visible that the arrows point outward from the critical region in the
normal directions which approves our intuitive prediction.
Figure 4-7: The total shape sensitivity 𝑑𝐽
𝑑𝑋
. The 𝑗th component of − 𝑑𝐽
𝑑𝑋
is visualized an
arrow at node 𝑋𝑗.
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(a) Adjoint state Λ𝑗 is visualized as an arrow at
𝑋𝑗 . Asymmetry is a consequence of non sym-
metric boundary conditions. Rescaling is ap-























0.5 0.1 0.05 0.01 0.005
1 ●●
●
(b) Comparison of the shape sensitiv-
ity 𝑑𝐽𝜕𝑋 · 𝑍𝑖 with the finite differences
𝐽(𝑋+𝜀𝑍𝑖,𝑈(𝑋+𝜀𝑍𝑖))−𝐽(𝑋,𝑈)
𝜀 for 𝜀 → 0. Curves for
six different random directions 𝑍𝑖 which are
applied to deform the mesh X are chosen and
displayed in different colors (but partially mask
each other due to almost identical behavior).
All six tests show good agreement, as the
quotient of the shape sensitivity divided by
finite differences approaches one for small 𝜀.
Figure 4-8: Adjoint state and validation of the shape sensitivities.
The Table 4.3 reports execution times for the computation steps of shape sensitivity for
the bended rod. The leading computational cost lies in the calculation of partial deriva-
tives of the stiffness matrix 𝜕𝐵
𝜕𝑋
, cf. Algorithm 5. For the C3D20R brick elements used
here, the element wise tensor representing this expression contains (3 × 20)3 = 216 000
entries, which have to be computed for each element before contracting with Λ and 𝑈 .
Fortunately, this task can be easily carried out in parallel. Usage of more than 6 virtual
cores will thus considerable shorten the execution time.
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Quantity Elapsed Cores Tool





together 77.22 1 R 3.1.0





together 154.51 6 R 3.1.0
Table 4.3: Execution times in sec for the bended rod model on an Intel Core i7-3632QM
CPU @ 2.20GHZ, 12GB shared memory machine with 4 physical and 8 virtual cores.
Also from a mechanical standpoint, the results are convincing. While the negative
shape sensitivities of the probability of failure all point outwards – more material brings
more reliability – the highest sensitivities are observed at the location of stress concen-
tration at the lower bottom of the rod’s bow. A shape flow following the direction of the
negative shape gradient would thus straighten out the rod to improve it’s reliability, just
as general mechanical wisdom suggests.
Execution times for the computation steps of shape sensitivity for the bended rod are
reported in Table 4.3. We see that the calculation of the partial derivatives of the stiffness
matrix is the most time-consuming step. This can be explained by the fact that even single
element shape derivatives of the stiffness matrix with 20 DoF and 8 volume quadrature
points for a reduced quadrature requires the calculation of an array of dimension 20×3×
20× 3× 20× 3× 8 which is more than 1.728 million array entries per element. Reducing
the number of degrees of freedom lead to much more noisy representations of the shape
sensitivities.
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4.2.4 A Turbo Charger Compressor of a Jet Engine
We next calculate the total shape sensitivity for a radial turbo compressor of a jet
engine introduced in Section 3.4.3. The load vector, neglecting gas pressure, is exclusively
determined by the centrifugal load and the density 𝜌 = 2.65×10−9𝑘𝑔/𝑚𝑚3. The rotation
speed is 110000 𝑟𝑝𝑚 and corresponds to 𝜔 = (2𝜋 × 110000)/60 = 11519.17𝐻𝑧.
The centrifugal force points radially outward from the axis of rotation 𝑥 and can be
expressed as 𝑓 = 𝜌𝜔𝛼, where 𝛼 = (0, 𝛼2, 𝛼3). Then, the derivative of the centrifugal force
with respect to the mesh nodes can be written as:
𝜕𝑓
𝜕𝑋𝑗𝑖




⎧⎨⎩ 0, if 𝑖 = 1;𝜌𝜔2𝜃𝑗(𝜉𝑙)𝑒𝑖, if 𝑖 = 2, 3.
where 𝑋𝑗𝑖 is the local node coordinate.
We remember that the compressor consist of 7 symmetric sectors. Therefore, we profit
from this cyclic symmetry structure by analyzing the shape sensitivity only for a single
repetitive sector instead of the entire compressor. Thus the computational cost is consid-













0 cos(𝜃) − sin(𝜃)
0 sin(𝜃) cos(𝜃)
⎞⎟⎟⎟⎠ is the rotation matrix about the 𝑥-axis by an






stands for sensitivities of sector 𝑘 (𝑘 = 1, ..., 6).
The numerical simulation is performed with the settings given in Section 3.4.3. The
details for the finite element simulation are given in 3.3. Note that we apply the same
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(a) Positive shape sensitivity for the radial com-
pressor (only a section of 1/7 th of the Geometry
in Fig. 3-4 is displayed). Length of 𝑑𝐽𝑑𝑋 𝑗 is dis-
played as arrow at 𝑋𝑗 (rescaled). The left clip
shows a zoom of positive sensitivities, while the
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(b) Validation of the compressor sensitivities vs
finite differences. Curves for six different ran-
dom directions which are applied to deform the
mesh𝑋 are chosen and displayed in different col-
ors (but mask each other due to almost identical
behavior). All six tests show good agreement, as
the quotient of the shape sensitivity divided by
finite differences approaches one for small 𝜀.
Figure 4-9: Compressor shape sensitivity and validation test .
discretization for the adjoint state. Table 4.4 shows runtime information. Again, as
already explained in section 4.2.3, the leading computation time is spent in algorithm 5
and can be considerably reduced, when parallelizing with more cores.
Figure 4-9 displays the shape sensitivity for the radial compressor. Also in the case
of a complex geometry the shape sensitivity calculations conform to more than 99% with
the finite difference method.
As in the case of the bended rod, the physical interpretation of the results is well aligned
with general mechanical insight. Due to centrifugal load, when targeting reliability, the
worst design option is adding more material at far from the rotation axis. Therefore
the positive shape sensitivities, pointing to worsened reliability, are large and outward
pointing in such locations, see the left clip in Figure 4-9 (a). Despite the additional
centrifugal load, it is however favorable to reliability to add more material in the fillet
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Quantity Elapsed Cores Tool





together 71.77 1 R 3.1.0





together 195.91 6 R 3.1.0
Table 4.4: Execution times for the compressor model in sec on an Intel Core i7-3632QM
CPU @ 2.20GHZ, 12GB shared memory machine with 4 physical and 8 virtual cores.
of the compressor’s blade close to the rotation axis, as is shown by the outward pointing




In many engineering fields, like gas turbine design, thermo-elastic effects caused by the
change of temperature on the state of materials have to be considered. There are various
approaches for modelling such effects by coupling temperature and stress [54, 55]. By fully
coupled thermal-stress analysis, stress field and temperature distribution affect each other
strongly [56]. In our study, we use the sequentially coupled approach, which assume that
strains arising from boundary loadings and body forces induce small temperature changes
and hence can be neglected (which is the case in gas turbine blades). This approximate,
sequentially coupled approach is satisfactory for materials like metals (see [54]).
In the first subsection, the linear thermoelasticity problem composed of two partial differ-
ential equations, describing the mechanical and thermal behavior, is introduced. Further-
more, we present the weak formulation and an algebraic form of the coupled system. A
temperature dependent probabilistic LCF-model is described in section 5.4. Expressions
for computing the total thermo-elastic sensitivity using adjoint method are derived in
section 5.5. Finally, we present some numerical test cases on 2D and 3D geometries.
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5.1 Linear Thermoelasticity Problem
The objective of our thermoelastic analysis is to compute the shape sensitivity of
components subject to mechanical and thermal loadings. Within the context of linear
small deformation theory, the total strain can be decomposed into the sum of mechanical






If 𝑇0 is taken as the reference temperature and 𝑇 as an arbitrary temperature, the thermal
strain due to the change of temperature is:
𝜀𝑇𝑖𝑗 = 𝛼𝑖𝑗(𝑇 − 𝑇0)
where 𝑇−𝑇0 is the temperature difference and 𝛼𝑖𝑗 are coefficients of the thermal expansion
tensor. If the material is taken as isotropic, then 𝛼𝑖𝑗 must be an isotropic second-order
tensor, and we have
𝜀𝑇𝑖𝑗 = 𝛼(𝑇 − 𝑇0)𝛿𝑖𝑗.
The stationary heat equation with constant thermal conductivity and without a heat
source within the volume is simply the Laplace equation [27]:
△𝑇 = 0,
where △ is the Laplace operator. The heat flux transfer rate is given by:
𝑞 = −𝑘∇𝑇,
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where 𝑘 is the thermal conductivity constant.
In case of convective heat transfer, the heat flux 𝑛 · 𝑞 = 𝑘 𝜕𝑇
𝜕𝑛
over the boundary is propor-
tional to the difference of the temperature 𝑇 −𝑇𝑒𝑥𝑡. Note that the temperature gradient is
in a direction of greatest decrease of temperature and hence the opposite direction of the
outward pointing normal vector of the boundary. Thus the heat flux will have a positive
sign if the external temperature is lower than the internal temperature and a negative
sign otherwise.
For a positive heat flux coefficient ℎ > 0 we have the dependence
𝑛 · 𝑞 = ℎ(𝑇 − 𝑇𝑒𝑥𝑡).
The temperature distribution satisfies the following equation:⎧⎨⎩ ∆𝑇 = 0, in Ω;−𝑘 𝜕𝑇
𝜕𝑛
= ℎ(𝑇 − 𝑇𝑒𝑥𝑡), on 𝜕Ω.
The governing equation of linear isotropic thermoelasticity reads:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∇ · 𝜎 + 𝑓 = 0, in Ω;
𝜎(𝑢) = 𝜇(∇𝑢+∇𝑢𝑇 )+
[𝜆(∇ · 𝑢)− 𝛼(3𝜆+ 2𝜇)(𝑇 − 𝑇0)]I, in Ω;
𝑢 = 0, on 𝜕Ω𝐷,
𝜎(𝑢) · 𝑛 = 𝑔, on 𝜕Ω𝑁 .
(5.1)
We note that the component is clamped on the Dirichlet boundary 𝜕Ω𝐷 and a surface
traction force 𝑔 is applied on the Neumann boundary 𝜕Ω𝑁 .
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5.2 Weak Formulation
In order to use finite element approximations, we first have to transform the partial
differential equations to the weak formulation. Thereafter, a discretization of the derived
linear and bilinear forms is required.






(∇𝑇 · 𝑛)𝑣𝑇 𝑑𝐴−
∫︁
Ω
∇𝑇 · ∇𝑣𝑇 𝑑𝑥 = 0,





(𝑇 − 𝑇𝑒𝑥𝑡)𝑣𝑇 𝑑𝐴 =
∫︁
Ω
∇𝑇 · ∇𝑣𝑇 𝑑𝑥.
We reorder the last equation by placing the solution 𝑇 of the heat transfer equation on
the left side. Thus we have
∫︁
Ω











∇𝜎(𝑢) · 𝑣𝑀 𝑑𝑥 =
∫︁
Ω
𝜎(𝑢):𝜀(𝑣𝑀 )⏞  ⏟  




𝑔⏞  ⏟  
𝜎(𝑢) · 𝑛 𝑑𝐴 =
∫︁
Ω
𝑓 · 𝑣𝑀 𝑑𝑥,
where 𝑣𝑀 ∈ 𝑉𝐷𝑁 = {𝑣 ∈ [𝐻1(Ω)]3; 𝑣 = 0 on 𝜕Ω𝐷}.
Coupling the weak formulations of the linear thermoelasticity and heat transfer gives the
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∇𝑇 · ∇𝑣𝑇 𝑑𝑥 = −ℎ𝑘
∫︀
𝜕Ω
(𝑇 − 𝑇𝑒𝑥𝑡)𝑣𝑇 𝑑𝐴
(5.2)
By substituting the global stress term of the governing equation (5.1) into the first term
in the system of equation (5.2) we obtain
∫︁
Ω
𝜎(𝑢) : 𝜀(𝑣𝑀) 𝑑𝑥 =𝜆
∫︁
Ω
∇ · 𝑢∇ · 𝑣𝑀 𝑑𝑥+ 2𝜇
∫︁
Ω




𝑇 · tr (𝜀(𝑣𝑀)) 𝑑𝑥+ 𝛼(3𝜆+ 2𝜇)
∫︁
Ω
𝑇0 · tr (𝜀(𝑣𝑀)) 𝑑𝑥.




∇ · 𝑢∇ · 𝑣𝑀 𝑑𝑥+ 2𝜇
∫︁
Ω
𝜀(𝑢) : 𝜀(𝑣𝑀) 𝑑𝑥− 𝛼(3𝜆+ 2𝜇)
∫︁
Ω











5.3 Discretized Thermo-mechanical System of Equa-
tions
In this section, we represent the finite element discretization of the coupled thermo-
mechanical system. The method is analog to the purely mechanical case described in the
last chapter. In this section, we concentrate on the discretization of the thermal terms.
First, we define the following bilinear forms and linear forms. The purely mechanical
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bilinear form is defined as:
𝐵𝑀(𝑢, 𝑣𝑀) = 𝜆
∫︁
Ω
∇ · 𝑢∇ · 𝑣𝑀 𝑑𝑥+ 2𝜇
∫︁
Ω
𝜀(𝑢) : 𝜀(𝑣𝑀) 𝑑𝑥.
The thermal-mechanical bilinear form reads
𝐵𝑀𝑇 (𝑇, 𝑣𝑀) = −𝛼(3𝜆+ 2𝜇)
∫︁
Ω
𝑇 · tr (𝜀(𝑣𝑀)) 𝑑𝑥.
The thermal bilinear form is
𝐵𝑇 (𝑇, 𝑣𝑇 ) = 𝑘
∫︁
Ω




The mechanical linear form is defined as
𝐹𝑀(𝑣𝑀) = −𝛼(3𝜆+ 2𝜇)
∫︁
Ω







The thermal linear form is




By considering the global shape functions 𝜃𝑗, 𝑗 = 1, . . . , 𝑁 from the first chapter and the
Basis 𝑒𝑟, 𝑟 = 1, 2, 3 from R3, we define the discretized bilinear and linear forms by the
following matrices and vector as :
For the purely mechanical bilinear form we obtain the following 𝐵𝑀 matrice
𝐵𝑀(𝑗,𝑟),(𝑙,𝑠) = 𝐵𝑀(𝜃𝑗𝑒𝑟, 𝜃𝑙𝑒𝑠),
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where 𝐵𝑀 ∈ Mat(R𝑁×3).
Discretizing the thermal-mechanical bilinear gives






where 𝐵𝑀𝑇 ∈ Mat(R𝑁×3;R𝑁).
The discretized thermal bilinear form is given by:










𝜔𝑙𝐹 𝜃𝑗(𝜉𝑙𝐹 )𝜃𝑙(𝜉𝑙𝐹 ),
where 𝐵𝑇 ∈𝑀𝑎𝑡(R𝑁).
For the mechanical linear form we get

















where 𝐹𝑀 ∈ R𝑁×3.
Finally, the thermal linear form reads






where 𝐹𝑇 ∈ R𝑁 .
After discretizing the term of the weak formulation of the partial differential equations we
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can write the discretized coupling thermo-mechanical system as linear system of equations⎡⎣ 𝐵𝑀 𝐵𝑀𝑇
0 𝐵𝑇
⎤⎦











⏟  ⏞  
F
The general form of our discretized linear thermo-elasticity problem is:
BU = F.
5.4 Temperature Dependent Objective Functional
5.4.1 Larson-Miller Approach
In the last chapter, we studied the local Weibull model for Low Cycle Fatigue by
considering only mechanical loads. In this chapter, we extend this approach to thermo-
mechanical loads. The temperature has a local effect on the resistance of materials.
Thus, we can write the number of cycles to failure as a temperature dependent variable
𝑁𝑑𝑒𝑡(𝜎) = 𝑁𝑑𝑒𝑡(𝜎, 𝑇 ).
At elevated temperatures (most greater than half the melting point), metals exhibit creep
fracture and rupture. The Larson-Miller approach can be used to determine the LCF
life for materials under mechanical and thermal stress. The choose of this approach is
due to the following reason: Since the migration of the dislocation lines through crystals
is a diffusion process, that should be facilitated by thermally induced atomic vibrations.
Therefore, the number of cycles to failure (in the range of very high temperatures) de-
creases with the increase of the temperature. we then define the number of cycles to
failure as:
𝑁𝑑𝑒𝑡(𝜎, 𝑇 ) = 𝑒
−𝑄(𝑇−𝑇0)𝑁𝑑𝑒𝑡(𝜎), (5.3)
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where 𝑄 stands for an activation energy characterizing the failure process and will be
determined experimentally, and 𝑇0 is another experimental constant. We can extend
this Larson-Miller approach to a general temperature model with temperature dependent
CMB-parameters 𝜎
′












By setting 𝑏(𝑇 ) = 𝑏, 𝑐(𝑇 ) = 𝑐, 𝜎
′









the temperature dependent model. For reason of simplicity, we neglect the temperature
dependence of the parameters 𝐸, 𝐾 and 𝑛′.
We define the objective functional as

















Thus, the probability of failure until load cycle 𝑡 is
𝑃𝑜𝐹 (𝑡) = 1− 𝑒−𝑡?̄?𝐽(Ω,𝑢,𝑇 ).
5.4.2 Discretization of Temperature Dependent Model
The discretization of the temperature dependent LCF-model with the finite element
method is analogue to the purely mechanical case described in the last chapter. We
consider the global node coordinates of the mesh 𝑋 ∈ R𝑁×3 and the global degrees





∈ R𝑁×3 × R𝑁 . Discretizing the objective
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is the finite element approximation of the temperature field and thus
𝑇 (𝑇𝐹 (




where ?̂? is a mapping connectivity defined in (4.9).
5.5 Sensitivity Analysis
5.5.1 Lagrangian Approach of Coupled System
In this subsection we follow the same approach described in the mechanical case and
we consider the following state equation
B(𝑋)U(𝑋) = F(𝑋).
We define the Lagrange functional
L : R𝑁×3 × R4𝑁 × R4𝑁 → R
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as





∈ R(𝑁×3) × R3 is a Lagrangian multiplier.




= B(𝑋)U(𝑋)− F(𝑋) = 0.







− Λ𝑇B(𝑋) = 0. (5.4)
The matrix B(𝑋) in the adjoint equation (5.4) is not symmetric. Therefore, the use of
standard FEM-Software is simplified by dividing the adjoint equation to a mechanical











Note that the both matrices 𝐵𝑀 and 𝐵𝑇 are symmetric. The mechanical adjoint equation
is coupled in the thermal adjoint equation.
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A computation of the total sensitivity of the coupled thermo-mechanical system needs an
extension of the code implemented in the purely mechanical case.
5.5.2 Computation of Partial Derivatives
The partial derivative 𝜕𝐵𝑀 (𝑋)
𝜕𝑋






















)︀⏟  ⏞  
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∇𝜃𝑞(𝜉𝑙𝐾) · ∇𝜃𝑘(𝜉𝑙𝐾) + 𝜔𝑙𝐾
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and all three terms are already calculated.
































̂︁𝜉𝐹𝑙 )𝑒?̄?𝑄(∑︀𝑁𝑗=1 𝑇𝑗(𝜃𝑗(̂︁𝜉𝐹𝑙 ))−𝑇0).




































5.6 Thermal Shape Sensitivity Computation
This section describes the steps to the computation of the thermal shape sensitivity
as illustrated in Figure 5-1. Our input model 𝑋 is a mechanical component subjected
to mechanical and thermal stresses. After meshing the geometry, we define the material
properties, boundary conditions and the applied mechanical and thermal loads. Then, we
perform a steady state thermal analysis with ABAQUS to solve the heat equation in order
to determine the temperature field 𝑇 . The next step consists of integrating the resolved
nodal temperatures in a structural analysis as predefined field and performing a coupled
thermal stress analysis to get the displacement field.
We use our self implemented FEM-tool to compute the thermal cost functional and its
partial derivatives with respect to displacement, shape geometry and temperature. Note
that this FEM-tool contains a set of scripts implemented in R version 3.1.0, which allows
us to create, modify and submit ABAQUS analysis jobs.
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FE Solver T
FE Solver U

























































Figure 5-1: Flow diagram of shape derivative computations in thermo-mechanical case.
Furthermore we use this interface to communicate with ABAQUS by reading and
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visualizing the result output files. For the computation of the mechanical adjoint state
Λ𝑈 we use the partial derivative
𝜕𝐽(𝑋,𝑈,𝑇 )
𝜕𝑈
in the right hand side of the adjoint equation
(5.5) as pseudo force in the ABAQUS solver input file. Then we perform a structural
analysis to get the adjoint state. We compute the thermal-mechanical matrix 𝐵𝑀𝑇 and
we perform an ABAQUS run to get the thermal adjoint state Λ𝑇 . We use our code to
compute the local partial derivatives of stiffness matrices as well as the local derivatives
of the force. Then, we can compute the global thermal shape sensitivity after assembling
the local derivatives.
As we have seen, the computation of the total thermal sensitivity needs two runs of
ABAQUS solver for the computation of the temperature and displacement fields and two
runs for the computation of the mechanical and thermal adjoint state. The calculations of
the the derivatives of the stiffness matrices is the most time and storage consuming step.
A parallel computing approach based on the multi-core architecture is used to reduce the
computational costs.
5.7 Numerical Examples and Validations
In this section, we outline the results of computations of shape sensitivity for linear
thermoelasticity applied on various 2D and 3D models. We perform a sequentially coupled
thermal stress analysis. In this approach, we first solve the pure heat transfer problem to
obtain the nodal temperatures. Then we keep the temperatures as predefined field in a
pure stress analysis to obtain the displacement field.
5.7.1 Mesh Convergence Study
As already described in the last chapter, we start by refining successively the mesh of
the 2D and 3D bended rods with denser element distribution and we compute the thermal
probabilistic cost functional and the Weibull scale 𝜂 for each mesh refinement step.
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It has to be taken into account that for every refinement step, we have to perform a
steady-state thermal analysis followed by stress analysis.
Mesh density Elements Coordinates Faces Probabilistic functional Weibull scale
Mesh 1 265 912 116 5.03e-06 445.63
Mesh 2 1060 3413 232 3.70e-05 164.32
Mesh 3 2114 6673 330 5.21e-05 138.52
Mesh 4 4220 13123 462 6.68e-05 122.32
Mesh 5 7228 22293 608 7.62e-05 114.53
Mesh 6 13572 41543 826 8.60e-05 107.83
Mesh 7 26100 79445 1144 9.38e-05 103.23
Mesh 8 47101 142844 1540 9.93e-05 100.36
Mesh 9 53534 162253 1650 1.00e-04 99.88
Mesh 10 62524 189351 1778 1.01e-04 99.27
Table 5.1: Mesh convergence for the thermal probabilistic cost functional 𝐽(Ω, 𝑢, 𝑇 ) and
the Weibulls scale 𝜂 by the 2D bended rod.
Figure 5-2 shows the converging trend of the temperature dependent Weibull scale
variable 𝜂 as mesh density increases. A certain (declining) level of meshing noise is ob-
served, which however is in the same range as maximum stress variations in deterministic
life calculation.
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Figure 5-2: The mesh convergence for temperature dependent Weibull scales by the 2D
bended rod.
Mesh density Elements Coordinates Faces Probabilistic functional Weibull scale 𝜂
Mesh 1 570 2950 398 7.40e-11 116217.23
Mesh 2 918 4550 530 6.39e-11 125030.96
Mesh 3 1302 6410 734 8.45e-11 108789.04
Mesh 4 7700 34750 2510 1.41e-10 84182.04
Mesh 5 12816 56448 3314 1.40e-10 84254.65
Mesh 6 18824 82328 4522 1.75e-10 75561.61
Mesh 7 25520 110673 5544 1.85e-10 73501.32
Mesh 8 31330 135712 6722 1.90e-10 72449.01
Mesh 9 42582 182567 7936 2.19e-10 67539.55
Mesh 10 56610 241226 9614 2.37e-10 64892.89
Table 5.2: Mesh convergence for the thermal probabilistic cost functional 𝐽(Ω, 𝑢, 𝑇 ) and
the Weibulls cale 𝜂 by the 3D bended rod.
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Figure 5-3: The mesh convergence for Weibull scales by the 3D bended rod.
5.7.2 Finite Element Model
In the following we describe the finite element models used in our study:
2D Model
The 2D finite element model consists out of 22293 nodes and 7228 elements. A sequential
thermal-stress analysis is performed with two-dimensional, 8-node heat transfer elements,
DC2D8, used for the heat transfer analysis and the corresponding 8-node plane stress
continuum elements, CPS8, used for the stress analysis. The volume quadrature contains
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𝑙𝑞 = 9 points and the surface quadrature contains 𝑙
𝐹
𝑞 = 3 points.
3D Model
The 3D finite element model consists out of 6410 nodes and 1302 elements. We perform a
sequential thermal-stress analysis with three-dimensional, 20-node heat transfer elements,
DC3D20, used for the heat transfer analysis and the corresponding 20-node brick con-
tinuum elements, C3D20R, used for the stress analysis. The reduced volume quadrature
contains 𝑙𝑞 = 8 points and the surface quadrature contains 𝑙
𝐹
𝑞 = 9 points.
5.7.3 Conductive and Convective Heat Transfer
Heat transfer between two bodies are classified into three modes: conduction, convec-
tion and radiation.
 The thermal conduction mode can be understood as the direct transfer of heat
through the matter, caused by temperature difference between two adjacent regions
of the same medium, or between two media in contact. Conduction does not require
any bulk motion of matter. This type of heat transfer can occur through a gas
turbine blade.
 The thermal convection mode is caused by the transfer of heat energy between a
surface and a moving fluid. This type of transfer takes place in gas turbine industry
by cooling of turbine blades with air, for example.
 The thermal radiation mode is caused by the transfer of energy through space with-
out the necessary presence of matter.
In this subsection we focus on the thermal shape sensitivity by conductive and convective
heat transfer. We consider two different models: A 2D and 3D bended rod subjected to
thermal stress and tensile loading.
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In case of conductive heat transfer, the clamped sides of the 2D rod and the 3D rod
are exposed to a low temperature of 273, 15 𝐾 and the right sides are subjected to a high
temperature of 323, 15 𝐾.
In case of convective heat transfer, the surfaces on the upper and lower sides of the 2D
bended rod are exposed to a sink temperature 𝑇𝑠1 = 373, 15 𝐾 with convective heat
transfer coefficient ℎ1 = 20 𝑊/𝑚
2𝐾. The surfaces on the left and the right sides are
exposed to a sink temperature 𝑇𝑠2 = 273, 15 𝐾 with convective heat transfer coefficient
ℎ1 = 20 𝑊/𝑚
2𝐾. The two surfaces on the left and the right sides of the 3D bended
rod are subjected to a sink temperature 𝑇𝑠1 = 323, 15 𝐾 with convective heat coeffi-
cient ℎ2 = 20 𝑊/𝑚
2𝐾. The surrounding surface is subjected to a sink Temperature
𝑇𝑠2 = 273, 15 𝐾 with convective heat coefficient ℎ2 = 20 𝑊/𝑚
2𝐾.
The thermal material parameters used in both cases are the thermal conductivity 𝑘 =
160 𝑊/𝑚𝐾, the thermal expansion 𝛼 = 2.3 × 10−5 and the activation energy constant
𝑄 = − log(1/2)/100. The surfaces on the right side of the 2D rod and the 3D rod are
subjected to an uniform traction loading with an amplitude of 75 𝑁/𝑚𝑚2 and 12 𝑁/𝑚𝑚2
respectively.
Before we begin with the computation of the thermal cost functional 𝐽𝑠𝑢𝑟, we have to
solve the heat equation in order to obtain the nodal temperatures. Figures 5-4a, 5-4c, 5-5a
and 5-5c show the temperature distribution along the rods after solving the heat equation
by conductive and convective heat transfer. Figures 5-4b, 5-4d, 5-5b and 5-5d show
the crack formation intensity by linear thermoelasticity for the 2D and 3D bended rods.
The probability of failure increases on the lower side of the location with the strongest
curvature, where the thermal stress concentration is maximal both in conductive and
convective cases.






can be obtained in direction 𝑍 by the following
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5.7. Numerical Examples and Validations (Thermo-Elastic Sensitivity Analysis)
(a) The temperature distribution along the
2D bended rod by conductive heat
transfer.
(b) Thermal crack formation intensity for
the 2D bended rod by conductive heat
transfer.
(c) The temperature distribution along rod
by convective heat transfer.
(d) Thermal crack formation intensity for
the rod by convective heat transfer.
Figure 5-4: The temperature distribution and thermal crack formation intensity by the























𝐽(𝑋,𝑈, 𝑇 + 𝜖𝑍𝑡𝑖 )− 𝐽(𝑋,𝑈, 𝑇 )
𝜖




𝑖 are small random perturbations of the displacements, coordinates
and temperatures field respectively.
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≈ 𝐽(𝑋 + 𝜖𝑍
𝑥
𝑖 , 𝑈(𝑋 + 𝜖𝑍
𝑥
𝑖 ), 𝑇 (𝑋 + 𝜖𝑍
𝑥
𝑖 ))− 𝐽(𝑋,𝑈, 𝑇 )
𝜖
Note that for every random perturbation 𝑍𝑥𝑖 (𝑖 = 1, ..., 6), we have to run the FE solver
to solve the heat equation in order to compute the new temperature field 𝑇 (𝑋 + 𝜖𝑍𝑥𝑖 )
correspond to the new geometry 𝑋 + 𝜖𝑍𝑥𝑖 . Then, we compute the new displacement field
𝑈(𝑋 + 𝜖𝑍𝑥𝑖 ) correspond to the perturbed geometry 𝑋 + 𝜖𝑍
𝑥
𝑖 .






by conductive and convective heat transfer for
the 2D and 3D bended rod are shown in figures 5-6(a,c,e) and 5-7(a,c,e). Validation results
of the computed partial derivatives divided by finite differences for various stepsizes and
random directions are displayed in the figures 5-6(b,d,f) and 5-7(b,d,f). We show that the
range of the relative errors is 0.1%.
The total thermal shape sensitivities for the convective and conductive heat transfer
by the 2D and 3D bended rod are shown in figures 5-10 and 5-11. As one can see, the
direction of improved reliability given by the negative shape gradient points downward
and outward. The outward direction aims to diminish the risk of LCF failure by adding
more material. The longest arrows in the downward direction in the middle part in the
bended rods clearly aims to reduce stress concentration at the critical spot.
Numerical validation work has been conducted by comparison of the shape gradients
with finite difference calculations for different stepsizes and random geometry perturba-
tions. Results are reported in right panels in figures 5-10 and 5-11. The relative error is
less than 0.1%.
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Quantity Elapsed Cores Tool
2D 3D
conv cond conv cond
Temperature 𝑇 23.36 25.89 25.46 25.36 1 ABAQUS CAE 6.13







together 2.51 3.52 20.40 20.10 1 R 3.1.0
Adjoint State Λ𝑈 25.37 26.55 25.39 25.31 1 ABAQUS CAE 6.13


























30.11 27.50 414.51 431.42 6 R 3.1.0
Sensitivity 𝑑𝐽/𝑑𝑋 156.89 145.31 716.34 691.20 6
ABAQUS CAE 6.13
R 3.1.0
Table 5.3: Execution times in sec for thermal sensitivity by conductive (cond) and con-
vective (conv) heat transfer on an Intel Core i7-3630QM CPU @ 2.40GHZ, 8GB shared
memory machine with 4 physical and 8 virtual cores.
As can be seen from the table 5.3, most CPU-time to evaluate the total thermal sen-
sitivity 𝑑𝐽
𝑑𝑋











). This is mainly due to the fact that even local
shape derivatives of the mechanical stiffness matrix require the calculation of an array
(tensor) of the dimension 3× 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 𝑙𝑞, where 𝑛𝑠ℎ stands for the local
degree of freedom and 𝑙𝑞 is the number of quadratures. For a brick element 3D20R with
20 points and 8 quadratures, the term 𝜕𝐵𝑀
𝜕𝑋
requires 1.728 million array entries (see table
5.4 for other terms). Due to the support of multi-core processor technology and the use of
R-package parallel, computations were carried out to significantly reduce the simulation
run-times.
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Quantity Size Entries by C3D20R element
𝜕𝐵𝑀
𝜕𝑋
3× 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 𝑙𝑞 1 728 000
𝜕𝐵𝑀𝑇
𝜕𝑋
3× 𝑛𝑠ℎ × 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 𝑙𝑞 576 000
𝜕𝐵𝑇
𝜕𝑋
𝑛𝑠ℎ × 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 𝑙𝑞 192 000
𝜕𝐹𝑀
𝜕𝑋
3× 𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 𝑙𝑞 28 800
𝜕𝐹𝑇
𝜕𝑋
𝑛𝑠ℎ × 3× 𝑛𝑠ℎ × 𝑙𝑞 9600
Table 5.4: The sizes of tensors involved in the thermal shape sensitivity computations
5.8 Conclusion
A new probabilistic model based on Larson-Miller approach for computing the ther-
mal sensitivity of mechanical components has been presented. The sequentially coupled
approach, where the strain effect on temperature can be neglected, has therefore been
chosen instead of the fully coupled approach. Several numerical 2D and 3D models of
thermo-mechanical sensitivity analysis have been presented in this chapter. The compu-
tations of thermal shape gradients using two adjoint equations have been shown to give
very accurate results by comparison with finite difference calculations. Execution time
efficiency has been increased using parallel computations based on multi-core architecture.
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5.8. Conclusion (Thermo-Elastic Sensitivity Analysis)
(a) The temperature distribution along the
3D rod by conductive heat transfer.
(b) Thermal crack formation intensity for
the 3D rod by conductive heat transfer.
(c) The temperature distribution along the
3D rod by convective heat transfer.
(d) Thermal crack formation intensity for
the 3D rod by convective heat transfer.
Figure 5-5: The temperature distribution and thermal crack formation intensity by the
3D rod 𝐽 .
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5.8. Conclusion (Thermo-Elastic Sensitivity Analysis)
(a) Partial derivative 𝜕𝐽𝜕𝑈 𝑗 visualized as an
arrow at node 𝑋𝑗 .
●
●





















(b) Comparison of 𝜕𝐽𝜕𝑈 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈+𝜀𝑍𝑖,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(c) The 𝑗th component of 𝜕𝐽𝜕𝑋 is visualized
as an arrow at node 𝑋𝑗 .
●
●





















(d) Comparison of 𝜕𝐽𝜕𝑋 · 𝑍𝑖 with the finite
differences 𝐽(𝑋+𝜀𝑍𝑖,𝑈,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(e) Visualization of 𝜕𝐽𝜕𝑇 .
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(f) Comparison of 𝜕𝐽𝜕𝑇 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈,𝑇+𝜀𝑍𝑖)−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀 → 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
Figure 5-6: Partial derivatives of the thermal cost functional by conductive heat transfer
𝐽 .
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(a) Partial derivative 𝜕𝐽𝜕𝑈 𝑗 visualized as an
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(b) Comparison of 𝜕𝐽𝜕𝑈 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈+𝜀𝑍𝑖,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(c) The 𝑗th component of 𝜕𝐽𝜕𝑋 is visualized
as an arrow at node 𝑋𝑗 .
●
●
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(d) Comparison of 𝜕𝐽𝜕𝑋 · 𝑍𝑖 with the finite
differences 𝐽(𝑋+𝜀𝑍𝑖,𝑈,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(e) Visualization of 𝜕𝐽𝜕𝑇 .
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(f) Comparison of 𝜕𝐽𝜕𝑇 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈,𝑇+𝜀𝑍𝑖)−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀 → 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
Figure 5-7: Partial derivatives of the thermal cost functional 𝐽 for 3D rod by conductive
heat transfer.
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(a) Partial derivative 𝜕𝐽𝜕𝑈 𝑗 visualized as an
arrow at node 𝑋𝑗 .
●
●





















(b) Comparison of 𝜕𝐽𝜕𝑈 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈+𝜀𝑍𝑖,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(c) The 𝑗th component of 𝜕𝐽𝜕𝑋 is visualized
as an arrow at node 𝑋𝑗 .
●
●





















(d) Comparison of 𝜕𝐽𝜕𝑋 · 𝑍𝑖 with the finite
differences 𝐽(𝑋+𝜀𝑍𝑖,𝑈,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(e) Visualization of 𝜕𝐽𝜕𝑇 .
●
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(f) Comparison of 𝜕𝐽𝜕𝑇 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈,𝑇+𝜀𝑍𝑖)−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀 → 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
Figure 5-8: Partial derivatives of the thermal cost functional 𝐽 by convective heat transfer.
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5.8. Conclusion (Thermo-Elastic Sensitivity Analysis)
(a) Partial derivative 𝜕𝐽𝜕𝑈 𝑗 visualized as an
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(b) Comparison of 𝜕𝐽𝜕𝑈 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈+𝜀𝑍𝑖,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(c) The 𝑗th component of 𝜕𝐽𝜕𝑋 is visualized
as an arrow at node 𝑋𝑗 .
●
●
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(d) Comparison of 𝜕𝐽𝜕𝑋 · 𝑍𝑖 with the finite
differences 𝐽(𝑋+𝜀𝑍𝑖,𝑈,𝑇 )−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀→ 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
(e) Visualization of 𝜕𝐽𝜕𝑇 .
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(f) Comparison of 𝜕𝐽𝜕𝑇 · 𝑍𝑖 with the finite
differences 𝐽(𝑋,𝑈,𝑇+𝜀𝑍𝑖)−𝐽(𝑋,𝑈,𝑇 )𝜀 for 𝜀 → 0.
𝑍𝑖 is a random perturbation field (𝑖 = 6).
Figure 5-9: Partial derivatives of the thermal cost functional 𝐽 by convective heat transfer.
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(a) The total shape sensitivity 𝑑𝐽𝑑𝑋 . The 𝑗th
component of 𝑑𝐽𝑑𝑋 is visualized as an arrow

























(b) Comparison of the shape sensi-
tivity 𝑑𝐽𝜕𝑋 · 𝑍𝑖 with the finite differ-
ences 𝐽(𝑋+𝜀𝑍𝑖,𝑈(𝑋+𝜀𝑍𝑖),𝑇 (𝑋+𝜀𝑍𝑖))−𝐽(𝑋,𝑈,𝑇 )𝜀
for 𝜀 → 0. 𝑍𝑖 is a random perturbation
field.
(c) The total shape sensitivity 𝑑𝐽𝑑𝑋 . The 𝑗th
component of 𝑑𝐽𝑑𝑋 is visualized as an arrow
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(d) Comparison of the shape sensi-
tivity 𝑑𝐽𝜕𝑋 · 𝑍𝑖 with the finite differ-
ences 𝐽(𝑋+𝜀𝑍𝑖,𝑈(𝑋+𝜀𝑍𝑖),𝑇 (𝑋+𝜀𝑍𝑖))−𝐽(𝑋,𝑈,𝑇 )𝜀
for 𝜀 → 0. 𝑍𝑖 is a random perturbation
field.
Figure 5-10: The thermal shape sensitivity and validation by conductive heat transfer.
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(a) The total shape sensitivity 𝑑𝐽𝑑𝑋 . The 𝑗th
component of 𝑑𝐽𝑑𝑋 is visualized as an arrow
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(b) Comparison of the shape sensi-
tivity 𝑑𝐽𝜕𝑋 · 𝑍𝑖 with the finite differ-
ences 𝐽(𝑋+𝜀𝑍𝑖,𝑈(𝑋+𝜀𝑍𝑖),𝑇 (𝑋+𝜀𝑍𝑖))−𝐽(𝑋,𝑈,𝑇 )𝜀
for 𝜀 → 0. 𝑍𝑖 is a random perturbation
field.
(c) The total shape sensitivity 𝑑𝐽𝑑𝑋 . The 𝑗th
component of 𝑑𝐽𝑑𝑋 is visualized as an arrow
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(d) Comparison of the shape sensi-
tivity 𝑑𝐽𝜕𝑋 · 𝑍𝑖 with the finite differ-
ences 𝐽(𝑋+𝜀𝑍𝑖,𝑈(𝑋+𝜀𝑍𝑖),𝑇 (𝑋+𝜀𝑍𝑖))−𝐽(𝑋,𝑈,𝑇 )𝜀
for 𝜀 → 0. 𝑍𝑖 is a random perturbation
field.




This thesis covers different topics in the field of structural analysis and shape sensitivity
analysis concerning the development of methods and tools for the assessment of the shape
sensitivity by a probabilistic model for material fatigue. Based on advanced life prediction
methods, this shape gradient tool shall be able to deliver reliable information to engineers
to improve the quality of design as a part of an advanced future design process.
Linear Elasticity and Finite Element Method
The mechanical behavior of metallic components under stress loading was described by
partial differential equation. Furthermore, a short mathematical introduction to the finite
element method concerning mesh generation, construction of finite elements, Galerkin ap-
proximation and numerical integrations was presented.
Discretization of the probabilistic LCF model
Based on the local and probabilistic model developed in [43] we used the finite element
approximation to calculate the probabilistic cost functional, which is an integral over a
surface containing mechanical and thermal stress informations. The finite element tool
has been implemented in R and contains various shape functions for 1D, 2D and 3D
isoparametric elements. Our FEM-tool has been adapted with the element library of
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the commercialized solver ABAQUS/Standard to ensure an effective, fast and error-free
computations. Some basic conceptual examples as complex models for various 2D and
3D models has been constructed, implemented and studied to validate and visualize the
crack formation intensity.
Sensitivity Analysis : Linear Elasticity
The effects of design geometry and the production-related shape perturbations are the
aim of our sensitivity analysis. Two approaches for computing the shape sensitivity are
presented in chapter 4. As the number of surface geometry parameters is too large, we
use the adjoint method which guarantees an efficient computation of shape gradients. A
detailed derivation of the adjoint equation is described in the subsection 4.1.2. All partial
derivatives needed for the computation of the total shape sensitivity are computed and
implemented in section 4.1. To demonstrate the capabilities of our tool several test cases
ranging from simple 2D examples to complex industrial ones are performed. The partial
derivatives of the probabilistic cost functional are benchmarked and validated against
finite-difference approximations by a small perturbation of the shape geometry. It has
been shown that there is an excellent agreement between the computed adjoint shape
gradient and the finite difference derivative approximation.
Sensitivity Analysis : Linear Thermoelasticity
Our finite element tool has been developed to take in account not only the mechanical
loading but also the thermal stress caused by the change of temperatures in the state of
design components. An algebraic thermo-mechanical system of equations coupling the
heat transfer equation and the governing linear thermoelasticity equation was derived.
The temperature dependent objective functional based on Larson-Miller approach de-
scribed in section 5.4 has been discretized using isoparametric elements for displacement,
geometry and temperature. An efficient Lagrangian approach using two adjoint equations
has been presented to compute the thermal shape gradients. The feasibility of our tool
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and the quality of the sensitivity gradients are judged by comparing our results with the
finite difference methods.
It was observed that the evaluation of the probabilistic shape gradient with the adjoint
approach offers an efficient method for designer to analyse the effect of geometry on the
life time of design components. Our framework has been tested by 2D and 3D models
with different stress and thermal loadings and has been verified against finite-difference
derivative approximations with relative errors in the range of one percent. According to
the best of our knowledge, this is the first numerical evaluation of shape gradients based
on failure probabilities in the thermomechanical setting.
A worthwhile continuation of the presented work would be to integrate our tool in other
numerical shape optimization framework to decrease the failure probability of ceramic
structures by three dimensional geometries. A two dimensional approach is described in
[8]. Moreover, our tool shall be used widely to different research and development fields.
It is necessary to take into account some engineering constraints like contact boundary
conditions (see [28]). Another future approach could be the extension of the probabilistic





For the case of steady-state (time-independent or stationary state) and source-free tem-
perature field , the heat equation will described by the Laplace equation
∆𝑇 = 0.
By considering the Dirichlet conditions 𝑇 = 𝑇0 on the boundaries 𝜕Ω, we can write⎧⎨⎩ ∆𝑇 = 0, in Ω;𝑇 = 𝑇0, on 𝜕Ω. (A.1)
When the temperature 𝑇0 is not necessarily equal to zero, we read about a partial differ-
ential equation (A.1) with non-homogenous Dirichlet conditions.
We set 𝑇 * = 𝑇 − 𝑇0 and we consider the test space 𝑉𝐷 = {𝑣 ∈ 𝐻1(Ω), 𝑣 = 0 on 𝜕Ω}.
Thus, ⎧⎨⎩ ∆𝑇 * = −∆𝑇0, in Ω;𝑇 * = 0, on 𝜕Ω. (A.2)
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(Steady-state heat equation)
An integration by parts using Green’s identity yields:
∫︁
Ω
∆𝑇 *𝑣 𝑑𝑥 = −
∫︁
Ω
∇𝑇 * · ∇𝑣 𝑑𝑥+
∫︁
𝜕Ω
(∇𝑇 * · 𝑛)𝑣 𝑑𝐴 = −
∫︁
Ω
∇𝑇 * · ∇𝑣 𝑑𝑥.
The same yields for 𝑇0 ∫︁
Ω
∆𝑇0𝑣 𝑑𝑥 = −
∫︁
Ω
∇𝑇0 · ∇𝑣 𝑑𝑥.
The weak formulation of the Poisson equation shows:⎧⎨⎩ Find 𝑇 * ∈ 𝑉𝐷 so that𝑎(𝑇 *, 𝑣) = 𝐹 (𝑣), (A.3)
where 𝑎(𝑇 *, 𝑣) =
∫︀
Ω
∇𝑇 * · ∇𝑣 𝑑𝑥 and 𝐹 (𝑣) = −
∫︀
Ω
∇𝑇0 · ∇𝑣 𝑑𝑥 .





∇𝑇 * · ∇𝑣 𝑑𝑥 and 𝐹𝑇 (𝑣) = −
∫︁
Ω
∇𝑇0 · ∇𝑣 𝑑𝑥,




B.1 Shape Functions for 1D Elements
B.1.1 1D Linear Element
𝑟
1 2
Figure B-1: Linear 1D element.
The shape functions of the linear 1D element and its derivatives with respect to the
local coordinate 𝑟 are:









B.2. Shape Functions for 2D Elements (Shape Functions)
B.1.2 1D Quadratic Element
𝑟
1 2 3
Figure B-2: Qudratic 1D element.
The shape functions for the 1D quadratic element and its The derivatives with respect to
the local coordinate 𝑟 are :
𝜑1(𝑟) = 𝑟(𝑟 − 1)/2;
𝜕𝜑1
𝜕𝑟
= 𝑟 − 1/2;




𝜑3(𝑟) = 𝑟(1 + 𝑟)/2;
𝜕𝜑3
𝜕𝑟
= 𝑟 + 1/2.
B.2 Shape Functions for 2D Elements





Figure B-3: Linear triangular element.
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B.2. Shape Functions for 2D Elements (Shape Functions)
𝜑1(𝑟, 𝑠) = 1− 𝑟 − 𝑠;
𝜕𝜑1
𝜕𝑟
(𝑟, 𝑠) = −1; 𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = −1;
𝜑2(𝑟, 𝑠) = 𝑟;
𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠) = 1;
𝜕𝜑2
𝜕𝑠
(𝑟, 𝑠) = 0;
𝜑3(𝑟, 𝑠) = 𝑠;
𝜕𝜑3
𝜕𝑟
(𝑟, 𝑠) = 0;
𝜕𝜑3
𝜕𝑠
(𝑟, 𝑠) = 1;







Figure B-4: Linear triangular element.
𝜑1(𝑟, 𝑠) = (1− 𝑟 − 𝑠)(1− 2𝑟 − 2𝑠);
𝜕𝜑1
𝜕𝑟
(𝑟, 𝑠) = 4𝑟 + 4𝑠− 3; 𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = 4𝑟 + 4𝑠− 3;
𝜑2(𝑟, 𝑠) = 𝑟(2𝑟 − 1);
𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠) = 4𝑟 − 1; 𝜕𝜑2
𝜕𝑠
(𝑟, 𝑠) = 0;
𝜑3(𝑟, 𝑠) = 𝑠(2𝑠− 1);
𝜕𝜑3
𝜕𝑟
(𝑟, 𝑠) = 0;
𝜕𝜑3
𝜕𝑠
(𝑟, 𝑠) = 4𝑠− 1;
𝜑4(𝑟, 𝑠) = 4𝑟(1− 𝑟 − 𝑠);
𝜕𝜑4
𝜕𝑟
(𝑟, 𝑠) = 4− 8𝑟 − 4𝑠; 𝜕𝜑4
𝜕𝑠
(𝑟, 𝑠) = −4𝑟;
𝜑5(𝑟, 𝑠) = 4𝑟𝑠;
𝜕𝜑5
𝜕𝑟
(𝑟, 𝑠) = 4𝑠;
𝜕𝜑5
𝜕𝑠
(𝑟, 𝑠) = 4𝑟;
𝜑6(𝑟, 𝑠) = 4𝑠(1− 𝑟 − 𝑠);
𝜕𝜑6
𝜕𝑟
(𝑟, 𝑠) = −4𝑠; 𝜕𝜑6
𝜕𝑠
(𝑟, 𝑠) = 4− 4𝑟 − 8𝑠;
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Figure B-5: Linear rectangular element.
The shape functions for the linear 4-node rectangular reference element and its partial
derivatives with respect to the local coordinates 𝑟 and 𝑠 are:
𝜑1(𝑟, 𝑠) = (1− 𝑟)(1− 𝑠)/4;
𝜕𝜑1
𝜕𝑟
(𝑟, 𝑠) = −(1− 𝑠)/4; 𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = −(1− 𝑟)/4;
𝜑2(𝑟, 𝑠) = (1 + 𝑟)(1− 𝑠)/4;
𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠) = (1− 𝑠)/4; 𝜕𝜑2
𝜕𝑠
(𝑟, 𝑠) = −(1 + 𝑟)/4;
𝜑3(𝑟, 𝑠) = (1 + 𝑟)(1 + 𝑠)/4;
𝜕𝜑3
𝜕𝑟
(𝑟, 𝑠) = (1 + 𝑠)/4;
𝜕𝜑3
𝜕𝑠
(𝑟, 𝑠) = (1 + 𝑟)/4;
𝜑4(𝑟, 𝑠) = (1− 𝑟)(1 + 𝑠)/4.
𝜕𝜑4
𝜕𝑟
(𝑟, 𝑠) = −(1 + 𝑠)/4; 𝜕𝜑4
𝜕𝑠
(𝑟, 𝑠) = (1− 𝑟)/4.









Figure B-6: Quadratic rectangular element.
138
B.2. Shape Functions for 2D Elements (Shape Functions)
The shape functions of the 8-node quadratic rectangular element are:
𝜑1 = (1− 𝑟)(1− 𝑠)(−𝑟 − 𝑠− 1)/4; 𝜑2 = (1 + 𝑟)(1− 𝑠)(𝑟 − 𝑠− 1)/4;
𝜑3 = (1 + 𝑟)(1 + 𝑠)( 𝑟 + 𝑠− 1)/4; 𝜑4 = (1− 𝑟)(1 + 𝑠)(−𝑟 + 𝑠− 1)/4;
𝜑5 = (1− 𝑟2)(1− 𝑠)/2; 𝜑6 = (1− 𝑠2)(1 + 𝑟)/2;
𝜑7 = (1− 𝑟2)(1 + 𝑠)/2; 𝜑8 = (1− 𝑠2)(1− 𝑟)/2.
The derivatives of the shape functions with respect to the local coordinate 𝑟 are :
𝜕𝜑1
𝜕𝑟
(𝑟,𝑠) = (1− 𝑠)(2𝑟 + 𝑠)/4; 𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠) = (1− 𝑠)(2𝑟 − 𝑠)/4;
𝜕𝜑3
𝜕𝑟
(𝑟,𝑠) = (1 + 𝑠)(2𝑟 + 𝑠)/4;
𝜕𝜑4
𝜕𝑟
(𝑟, 𝑠) = (1 + 𝑠)(2𝑟 − 𝑠)/4;
𝜕𝜑5
𝜕𝑟
(𝑟, 𝑠) = −𝑟(1− 𝑠); 𝜕𝜑6
𝜕𝑟
(𝑟, 𝑠) = (1− 𝑠2)/2;
𝜕𝜑7
𝜕𝑟
(𝑟, 𝑠) = −𝑟(1 + 𝑠); 𝜕𝜑8
𝜕𝑟
(𝑟, 𝑠) = −(1− 𝑠2)/2
The derivatives of the shape functions with respect to the local coordinate 𝑠 are :
𝜕𝜑1
𝜕𝑠
(𝑟,𝑠) = (1− 𝑟)(2𝑠+ 𝑟)/4; 𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = (1 + 𝑟)(2𝑠− 𝑟)/4;
𝜕𝜑1
𝜕𝑠
(𝑟,𝑠) = (1 + 𝑟)(2𝑠+ 𝑟)/4;
𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = (1− 𝑟)(2𝑠− 𝑟)/4;
𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = (𝑟2 − 1)/2; 𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = −𝑠(1 + 𝑟);
𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = (1− 𝑟2)/2; 𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠) = −𝑠(1− 𝑟);
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Figure B-7: Linear tetrahedral element.
The shape functions for the linear 4-node tetrahedral reference element and its partial
derivatives with respect to the local coordinates 𝑟, 𝑠 and 𝑡 are:
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Figure B-8: Quadratic tetrahedral element.
The shape functions for the quadratic 4-node tetrahedral reference element and its partial
derivatives with respect to the local coordinates 𝑟, 𝑠 and 𝑡 are:
𝜑1(𝑟, 𝑠, 𝑡) = (1− 𝑟 − 𝑠− 𝑡)(1− 2(𝑟 + 𝑠+ 𝑡));
𝜕𝜑1
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 4(𝑟 + 𝑠+ 𝑡)− 3;
𝜑2(𝑟, 𝑠, 𝑡) = (2𝑟 − 1)𝑟;
𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 4𝑟 − 1;
𝜑3(𝑟, 𝑠, 𝑡) = (2𝑠− 1)𝑠;
𝜕𝜑3
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 0;
𝜑4(𝑟, 𝑠, 𝑡) = (2𝑡− 1)𝑡;
𝜕𝜑4
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 0;
𝜑5(𝑟, 𝑠, 𝑡) = 4𝑟(1− 𝑟 − 𝑠− 𝑡);
𝜕𝜑5
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 4(1− 2𝑟 − 𝑠− 𝑡);
𝜑6(𝑟, 𝑠, 𝑡) = 4𝑟𝑠;
𝜕𝜑6
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 4𝑠;
𝜑7(𝑟, 𝑠, 𝑡) = 4𝑠(1− 𝑟 − 𝑠− 𝑡);
𝜕𝜑7
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −4𝑠;
𝜑8(𝑟, 𝑠, 𝑡) = 4𝑡(1− 𝑟 − 𝑠− 𝑡);
𝜕𝜑8
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −4𝑡;
𝜑9(𝑟, 𝑠, 𝑡) = 4𝑟𝑡;
𝜕𝜑9
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 4𝑡;
𝜑10(𝑟, 𝑠, 𝑡) = 4𝑠𝑡;
𝜕𝜑10
𝜕𝑟
(𝑟, 𝑠, 𝑡) = 0;
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𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 4(𝑟 + 𝑠+ 𝑡)− 3; 𝜕𝜑1
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 4(𝑟 + 𝑠+ 𝑡)− 3;
𝜕𝜑2
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 0;
𝜕𝜑2
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 0;
𝜕𝜑3
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 4𝑠− 1; 𝜕𝜑3
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 0;
𝜕𝜑4
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 0;
𝜕𝜑4
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 4𝑡− 1;
𝜕𝜑5
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −4𝑟; 𝜕𝜑5
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −4𝑟;
𝜕𝜑6
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 4𝑟;
𝜕𝜑6
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 0;
𝜕𝜑7
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 4(1− 𝑟 − 2𝑠− 𝑡); 𝜕𝜑7
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −4𝑠;
𝜕𝜑8
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −4𝑡; 𝜕𝜑8
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 4(1− 𝑟 − 𝑠− 2𝑡);
𝜕𝜑9
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 0;
𝜕𝜑9
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 4𝑟;
𝜕𝜑10
𝜕𝑠
(𝑟, 𝑠, 𝑡) = 4𝑡;
𝜕𝜑10
𝜕𝑡
(𝑟, 𝑠, 𝑡) = 4𝑠;








Figure B-9: Linear brick element.
The shape functions for the linear 8-node brick reference element are given as follow:
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𝜑1(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)(1− 𝑡)/8; 𝜑2(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(1− 𝑡)/8;
𝜑3(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1− 𝑡)/8; 𝜑4(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1− 𝑡)/8;
𝜑5(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)(1 + 𝑡)/8; 𝜑6(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(1 + 𝑡)/8;
𝜑7(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1 + 𝑡)/8; 𝜑8(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1 + 𝑡)/8;




(𝑟, 𝑠, 𝑡) = −(1− 𝑠)(1− 𝑡)/8; 𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1− 𝑡)/8;
𝜕𝜑3
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1− 𝑡)/8; 𝜕𝜑4
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −(1 + 𝑠)(1− 𝑡)/8;
𝜕𝜑5
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −(1− 𝑠)(1 + 𝑡)/8; 𝜕𝜑6
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1 + 𝑡)/8;
𝜕𝜑7
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1 + 𝑡)/8;
𝜕𝜑8
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −(1 + 𝑠)(1 + 𝑡)/8;
𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1− 𝑡)/8; 𝜕𝜑2
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑡)/8;
𝜕𝜑3
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑡)/8; 𝜕𝜑4
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑡)/8;
𝜕𝜑5
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1 + 𝑡)/8; 𝜕𝜑6
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1 + 𝑡)/8;
𝜕𝜑7
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑡)/8;
𝜕𝜑8
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑡)/8;
𝜕𝜑1
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1− 𝑠)/8; 𝜕𝜑2
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑠)/8;
𝜕𝜑3
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1 + 𝑠)/8; 𝜕𝜑4
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1 + 𝑠)/8;
𝜕𝜑5
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)/8; 𝜕𝜑6
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)/8;
𝜕𝜑7
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)/8;
𝜕𝜑8
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)/8;
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Figure B-10: Quadratic brick element.
The shape functions for the quadratic 20-node cubic element are given as follow:
𝜑1(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)(1− 𝑡)(−𝑟 − 𝑠− 𝑡− 2)/8;
𝜑2(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(1− 𝑡)(+𝑟 − 𝑠− 𝑡− 2)/8;
𝜑3(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1− 𝑡)(+𝑟 + 𝑠− 𝑡− 2)/8;
𝜑4(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1− 𝑡)(−𝑟 + 𝑠− 𝑡− 2)/8;
𝜑5(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)(1 + 𝑡)(−𝑟 − 𝑠+ 𝑡− 2)/8;
𝜑6(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(1 + 𝑡)(+𝑟 − 𝑠+ 𝑡− 2)/8;
𝜑7(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1 + 𝑡)(+𝑟 + 𝑠+ 𝑡− 2)/8;
𝜑8(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1 + 𝑡)(−𝑟 + 𝑠+ 𝑡− 2)/8;
𝜑9(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1− 𝑠)(1− 𝑡)/4; 𝜑10(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1− 𝑠)(1− 𝑡)/4;
𝜑11(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1 + 𝑠)(1− 𝑡)/4; 𝜑12(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1− 𝑠)(1− 𝑡)/4;
𝜑13(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1− 𝑠)(1 + 𝑡)/4; 𝜑14(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1− 𝑠)(1 + 𝑡)/4;
𝜑15(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1 + 𝑠)(1 + 𝑡)/4; 𝜑16(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1− 𝑠)(1 + 𝑡)/4;
𝜑17(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)(1 + 𝑡)(1− 𝑡)/4; 𝜑18(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(1 + 𝑡)(1− 𝑡)/4;
𝜑19(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1 + 𝑡)(1− 𝑡)/4; 𝜑20(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1 + 𝑡)(1− 𝑡)/4;
The partial derivatives of the above 20-node cubic element are given as follow:
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𝜕𝜑1
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1− 𝑡)(2𝑟 + 𝑠+ 𝑡+ 1)/8;
𝜕𝜑2
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1− 𝑡)(2𝑟 − 𝑠− 𝑡− 1)/8;
𝜕𝜑3
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1− 𝑡)(2𝑟 + 𝑠− 𝑡− 1)/8;
𝜕𝜑4
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1− 𝑡)(2𝑟 − 𝑠+ 𝑡+ 1)/8;
𝜕𝜑5
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1 + 𝑡)(2𝑟 + 𝑠− 𝑡+ 1)/8;
𝜕𝜑6
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1 + 𝑡)(2𝑟 − 𝑠+ 𝑡− 1)/8;
𝜕𝜑7
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1 + 𝑡)(2𝑟 + 𝑠+ 𝑡− 1)/8;
𝜕𝜑8
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1 + 𝑡)(2𝑟 − 𝑠− 𝑡+ 1)/8;
𝜕𝜑9
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −𝑟(1− 𝑠)(1− 𝑡)/2; 𝜕𝜑10
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1− 𝑠)(1− 𝑡)/4;
𝜕𝜑11
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −𝑟(1 + 𝑠)(1− 𝑡)/2; 𝜕𝜑12
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −(1 + 𝑠)(1− 𝑠)(1− 𝑡)/4;
𝜕𝜑13
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −𝑟(1− 𝑠)(1 + 𝑡)/2; 𝜕𝜑14
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1− 𝑠)(1 + 𝑡)/4;
𝜕𝜑15
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −𝑟(1 + 𝑠)(1 + 𝑡)/2; 𝜕𝜑16
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −(1 + 𝑠)(1− 𝑠)(1 + 𝑡)/4;
𝜕𝜑17
𝜕𝑟
(𝑟, 𝑠, 𝑡) = −(1− 𝑠)(1 + 𝑡)(1− 𝑡)/4; 𝜕𝜑18
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1 + 𝑡)(1− 𝑡)/4;
𝜕𝜑19
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1 + 𝑡)(1− 𝑡)/4; 𝜕𝜑20
𝜕𝑟
(𝑟, 𝑠, 𝑡) = (1 + 𝑠)(1 + 𝑡)(1− 𝑡)/4;
𝜕𝜑1
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑡)(2𝑠+ 𝑟 + 𝑡+ 1)/8;
𝜕𝜑2
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑡)(2𝑠− 𝑟 + 𝑡+ 1)/8;
𝜕𝜑3
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑡)(2𝑠+ 𝑟 − 𝑡− 1)/8;
𝜕𝜑4
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑡)(2𝑠− 𝑟 − 𝑡− 1)/8;
𝜕𝜑5
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑡)(2𝑠+ 𝑟 − 𝑡+ 1)/8;
𝜕𝜑6
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑡)(2𝑠− 𝑟 − 𝑡+ 1)/8;
𝜕𝜑7
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑡)(2𝑠+ 𝑟 + 𝑡− 1)/8;
𝜕𝜑8
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑡)(2𝑠− 𝑟 + 𝑡− 1)/8;
𝜕𝜑9
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑟)(1− 𝑡)/4; 𝜕𝜑10
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)𝑠(1− 𝑡)/2;
𝜕𝜑11
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1− 𝑡)/4; 𝜕𝜑12
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)𝑠(1− 𝑡)/2;
𝜕𝜑13
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑟)(1 + 𝑡)/4; 𝜕𝜑14
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)𝑠(1 + 𝑡)/2;
𝜕𝜑15
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1 + 𝑡)/4; 𝜕𝜑16
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)𝑠(1 + 𝑡)/2;
𝜕𝜑17
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1 + 𝑡)(1− 𝑡)/4; 𝜕𝜑18
𝜕𝑠
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1 + 𝑡)(1− 𝑡)/4;
𝜕𝜑19
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑡)(1− 𝑡)/4; 𝜕𝜑20
𝜕𝑠
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑡)(1− 𝑡)/4;
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𝜕𝜑1
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑠)(1− 𝑟)(2𝑡+ 𝑟 + 𝑠+ 1)/8;
𝜕𝜑2
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(2𝑡− 𝑟 + 𝑠+ 1)/8;
𝜕𝜑3
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(2𝑡− 𝑟 − 𝑠+ 1)/8;
𝜕𝜑4
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(2𝑡+ 𝑟 − 𝑠+ 1)/8;
𝜕𝜑5
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1− 𝑠)(2𝑡− 𝑟 − 𝑠− 1)/8;
𝜕𝜑6
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑠)(2𝑡+ 𝑟 − 𝑠− 1)/8;
𝜕𝜑7
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(2𝑡+ 𝑟 + 𝑠− 1)/8;
𝜕𝜑8
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(2𝑡− 𝑟 + 𝑠− 1)/8;
𝜕𝜑9
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑟)(1− 𝑠)/4; 𝜕𝜑10
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1 + 𝑠)(1− 𝑠)/4;
𝜕𝜑11
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑟)(1 + 𝑠)/4; 𝜕𝜑12
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1 + 𝑠)(1− 𝑠)/4;
𝜕𝜑13
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1− 𝑠)/4; 𝜕𝜑14
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1 + 𝑠)(1− 𝑠)/4;
𝜕𝜑15
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1 + 𝑟)(1− 𝑟)(1 + 𝑠)/4; 𝜕𝜑16
𝜕𝑡
(𝑟, 𝑠, 𝑡) = (1− 𝑟)(1 + 𝑠)(1− 𝑠)/4;
𝜕𝜑17
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1− 𝑟)(1− 𝑠)𝑡/2; 𝜕𝜑18
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1− 𝑠)𝑡/2;
𝜕𝜑19
𝜕𝑡
(𝑟, 𝑠, 𝑡) = −(1 + 𝑟)(1 + 𝑠)𝑡/2; 𝜕𝜑20
𝜕𝑡





To compute the Sensitivity 𝑑𝐽(𝑋,𝑈(𝑋))
𝑑𝑋
, where 𝑋 is a vector of nodes, we use in this
section the adjoint method. This technique allows us to evaluate efficiently the partial












The residual 𝑅(𝑋,𝑈(𝑋)) is defined as:
𝑅(𝑋,𝑈(𝑋)) = 𝐵(𝑋,𝑈(𝑋))− 𝐹 (𝑋)























































Now we solve the following adjoint problem:⎧⎨⎩ solve (𝜕𝑅𝜕𝑈 )𝑇𝜆1 = ( 𝜕𝐽𝜕𝑈 )𝑇and compute 𝑑𝐽
𝑑𝑋











We return to the algebraic thermo-mechanical system described in the section 5.3:⎧⎨⎩ 𝐵𝑀𝑈 +𝐵𝑀𝑇𝑇 = 𝐹𝑀𝐵𝑇𝑈 = 𝐹𝑇 .
We set the residuals 𝑅𝑀 and 𝑅𝑇 as:⎧⎨⎩ 𝑅𝑀 = 𝐵𝑀𝑈 +𝐵𝑀𝑇𝑇 − 𝐹𝑀𝑅𝑇 = 𝐵𝑇𝑈 − 𝐹𝑇





































































































































































Now we have to solve the following problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
solve
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