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ON COEFFICIENTS OF POWERS OF POLYNOMIALS AND
THEIR COMPOSITIONS OVER FINITE FIELDS
GARY L. MULLEN, AMELA MURATOVIC´-RIBIC´, AND QIANG WANG
Abstract. For any given polynomial f over the finite field Fq with degree
at most q − 1, we associate it with a q × q matrix A(f) = (aik) consist-
ing of coefficients of its powers (f(x))k =
∑q−1
i=0 aikx
i modulo xq − x for
k = 0, 1, . . . , q − 1. This matrix has some interesting properties such as
A(g ◦ f) = A(f)A(g) where (g ◦ f)(x) = g(f(x)) is the composition of the
polynomial g with the polynomial f . In particular, A(f(k)) = (A(f))k for any
k-th composition f(k) of f modulo xq − x with k ≥ 0. As a consequence, we
prove that the rank of A(f) gives the cardinality of the value set of f . More-
over, if f is a permutation polynomial then the matrix associated with its
inverse A(f(−1)) = A(f)−1 = PA(f)P where P is an antidiagonal permuta-
tion matrix. As an application, we study the period of a nonlinear congruential
pseduorandom sequence a¯ = {a0, a1, a2, ...} generated by an = f(n)(a0) with
initial value a0, in terms of the order of the associated matrix. Finally we
show that A(f) is diagonalizable in some extension field of Fq when f is a
permutation polynomial over Fq.
1. introduction
Let Fq be the finite field of order q = p
n where p is a prime number and n is
a positive integer. Let f(x) =
∑q−1
i=0 aix
i be a polynomial over Fq with degree at
most q−1. To compute its composition with another polynomial g(x) =
∑q−1
i=0 bix
i,
we can either use interpolation to obtain its expression directly, or calculate all the
powers f(x)i (mod xq − x) in the expression (g ◦ f)(x) =
∑q−1
i=0 bi(f(x))
i.
Denote by
(f(x))k =
q−1∑
i=0
aikx
i mod (xq − x)
the k-th power of the polynomial f(x) for k = 1, 2, . . . , q−1. Denote by f0 the zero
polynomial in Fq[x]. If f 6= f0 we will define (f(x))
0 = 1 and f0(x)
0 = 0.
For any polynomial f(x) =
∑q−1
i=0 aix
i we associate a coefficient vector vf with
it, namely,
vf = (a0, a1, . . . , aq−1)
T .
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We define a q × q matrix associated with f(x) 6= f0(x) by
A(f) =


1 a01 a02 . . . a0,q−2 a0,q−1
0 a11 a12 . . . a1,q−2 a1,q−1
...
...
. . .
...
...
0 aq−2,1 aq−2,2 . . . aq−2,q−2 aq−2,q−1
0 aq−1,1 aq−1,2 . . . aq−1,q−2 aq−1,q−1


,
where the k-th column consists of the coefficients of the (k−1)-th power of f(x). In
particular, we define A(f0) to be the zero q× q matrix. We note that we can build
the matrix A(f) by directly computing each of the k-th powers of f(x) modulo
xq − x. For example, finding each column of A(f) takes q1+o(1) bit operations
using the result of Kedlaya and Umans [9]. On the other hand, using Lagrange’s
interpolation f(x)k =
∑
α∈Fq
f(α)k
(
1− (x− α)q−1
)
, one can obtain the explicit
expression for all the entries of A(f). Namely, for all 1 ≤ i, j ≤ q − 1, we have
aij = −
∑
α∈Fq
f(α)j
(
q−1
i
)
(−α)q−1−i and a0j = f(0)
j =
∑
α∈Fq
f(α)j(1−(−α)q−1).
The Bell matrix of an analytic function f is an infinite matrix defined as
B[f ]jk =
1
j!
[
dj
dxj
(f(x))k
]
x=0
,
where (f(x))k =
∑∞
j=0 B[f ]jkx
j . It is sometimes called a Jabotinsky matrix. The
transpose of a Bell matrix is called a Carleman matrix, which is often used in
iteration theory to find the continuous iteration of a function [8].
In this paper we show that our matrix A(f) of a polynomial f over Fq is indeed
a finite field analogue of the Bell matrix. Some fundamental properties in terms
of the composition of polynomials are proved similarly. Moreover, we derive a few
results specifically related to finite field theory. In Section 2 we show that the matrix
associated with the composition of two polynomials over a finite field is the product
of two associated matrices. That is, A(g ◦ f) = A(f)A(g). As a corollary, we prove
that the value set size of any polynomial f over Fq is the rank of its associated
matrix A(f), which is equivalent to an earlier result of Chou and Mullen [3], which
deals with the transpose of the (1, 1)-minor of A(f). In Section 3, we concentrate
on permutation polynomials over Fq. In particular, we prove that the associated
matrix for the compositional inverse f (−1) satisfies A(f (−1)) = PA(f)P , where P
is an antidiagonal permutation matrix defined by Pi,q−i = 1 for i = 1, . . . , q and
zero otherwise. Moreover, we show A(f) is diagonalizable in some extension field of
Fq. Throughout this paper, we note that f
k(x) or (f(x))k denotes the k-th power
of f(x) modulo xq − x, while f (k)(x) denotes the k-th composition of f(x) modulo
xq − x.
2. The matrix of a composition of polynomials
First we derive the following obvious result.
Proposition 1. Let f(x) =
∑q−1
i=0 aix
i ∈ Fq[x] and g(x) =
∑q−1
i=0 bix
i ∈ Fq[x].
Then
vg◦f = A(f)vg.
Proof. The (i + 1)-th coordinate of A(f)vg is given by (A(f)vg)i+1 =
∑q−1
k=0 aikbk.
On the other hand, we obtain g ◦ f(x) =
∑q−1
k=0 bk(f(x))
k =
∑q−1
k=0 bk
∑q−1
i=0 aikx
i =
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∑q−1
i=0 (
∑q−1
k=0 bkaik)x
i. Therefore we obtain (vg◦f )i+1 =
∑q−1
k=0 aikbk = (A(f)vg)i+1
for i = 0, 1, . . . q − 1. 
Theorem 1. Let g(x) =
∑q−1
i=0 cix
i ∈ Fq[x] and f(x) =
∑q−1
j=0 ajx
j ∈ Fq[x]. Let
(g ◦ f)(x) = g(f(x)) be the composition of g with f . Then
A(g ◦ f) = A(f)A(g).
Proof. By Proposition 1, we see that A(f)vgk = vgk◦f for any k-th power of the
polynomial g. Let σk(x) = x
k. Because the composition of polynomials is an
associative operation, we have gk ◦ f = (σk ◦ g) ◦ f = σk ◦ (g ◦ f) = (g ◦ f)
k.
Therefore A(f)vgk = v(g◦f)k for all k = 0, 1, 2 . . . , q − 1. Partitioning the matrix
A(g) with columns vg0 , vg, vg2 , . . . , vgq−1 , we derive
A(f)A(g) =
(
A(f)vg0 , A(f)vg, A(f)vg2 , . . . , A(f)vgq−1
)
=
(
v(g◦f)0 , v(g◦f), v(g◦f)2 , . . . , v(g◦f)q−1
)
= A(g ◦ f).

We recall that fk(x) denotes the k-th power of f(x), while f (k)(x) denotes the
k-th composition of f(x).
Corollary 1. For any given polynomial f ∈ Fq[x] we have that A(f
(k)) = (A(f))k,
for any k = 1, 2, . . ..
This provides an algebraic way to study the composition of polynomials in terms
of multiplication of matrices. Although the matrices associated with polynomials
are large and costly to build, this still gives us some interesting theoretical conse-
quences. We note that the transpose of the (1, 1)-minor of A(f) was earlier studied
by Chou and Mullen [3]. They gave a result on the size of the value set of f in
terms of the rank of the (1, 1)-minor of A(f); see also page 234 in [13]. However,
our proof is different.
Corollary 2. Let f be a polynomial over a finite field Fq and |Vf | be the size of
the value set Vf = {f(a) | a ∈ Fq} of f . Then |Vf | = rank(A(f)).
Proof. If f(x) ∈ Fq[x] is not a permutation polynomial then we define D = Vf and
let g ∈ Fq[x] be a nonzero polynomial of least degree m such that g : D → {0}. Let
g(x) = bmx
m + bm−1x
m−1 + · · · + b1x + b0. Then we have g ◦ f(x) = 0, and thus
A(f)vg = 0 by Proposition 1. This means that the first m + 1 columns of A(f)
are linearly dependent and thus the coefficients of g determine a linear dependence
among the polynomials 1, f(x), f2(x), . . . , fm(x) in the sense that
∑m
i=0 bi(f(x))
i =
0. Moreover, (f(x))0, f(x), . . . , (f(x))m−1 are linearly independent because g(x)
is the lowest degree polynomial such that g ◦ f = 0. Therefore, rank(A(f)) =
deg(g(x)) = |Vf |.
If f ∈ Fq[x] is permutation polynomial, then all the powers of f and correspond-
ing columns of A(f) are linearly independent. 
Corollary 2 states that the size of the value set of f is given by the rank of the
matrix A(f). One would also like to know which elements c ∈ Fq show up in the
value set Vf of f , and if c shows up in the value set, how many times does it appear?
Again, we consider the polynomial f(x) = a0 + a1x + · · · + aq−1x
q−1 over Fq.
First we want to determine the number of nonzero solutions to f(x) = c. Let us
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consider the polynomial h(x) = (a0 + aq−1 − c) + a1x+ · · ·+ aq−2x
q−2. Then, by
the Ko¨nig-Rados Theorem (Theorem 6.1 in [10]), the number of nonzero solutions
to f(x) = c is q − 1 − r, where r the rank of the (q − 1) × (q − 1) left circulant
matrix
C(h) :=


a0 + aq−1 − c a1 . . . aq−2
a1 a2 . . . a0 + aq−1 − c
a2 a3 . . . a1
...
...
...
...
aq−3 aq−2 . . . aq−4
aq−2 a0 + aq−1 − c . . . aq−3


.
Therefore, if c 6= f(0), then c appears in the value set Vf of f if and only if the
rank of the matrix C(h) is less than q− 1. And the number of times that c appears
in the value set Vf of f is r if and only if the rank of the matrix C(h) is q − 1− r.
If c = f(0) then c appears in the value set q − r times.
Let k be the largest positive integer such that {1, f, . . . , fk} is linearly indepen-
dent over Fq. Then obviously the rank rank(A(f)) ≥ k + 1. For example, let
f ∈ Fq[x] be a polynomial of degree d, then it is obvious that 1, f, . . . , f
⌊(q−1)/d⌋
are linearly independent and thus the value set Vf has size |Vf | ≥ ⌊(q − 1)/d⌋+ 1.
We note that polynomials satisfying |Vf | = ⌊(q − 1)/d⌋ + 1 are called minimum
value set polynomials. The classification of minimum value set polynomials is the
subject of several papers; see [1, 2, 6, 7, 11]. Using the discussion after Corollary 2,
we have the following.
Corollary 3. Let f be a polynomial of degree d over the finite field Fq. Then f
is a minimum value set polynomial if and only if rank(A(f)) = ⌊(q − 1)/d⌋ + 1.
That is equivalent to, {1, f, . . . , f ⌊(q−1)/d⌋} is a basis which spans the space of all
nonnegative powers of f .
Let us consider the (1, 1)-minor M(f) of A(f). If the i-th row of M(f) consists
entirely of 0’s or entirely of 1’s, set li = 0. Otherwise for a nonzero i-th row of
M(f), arrange the entries in a circle and define li to be the maximum number of
consecutive zeros appearing in this circular arrangement. Let Lf be the maximum
of the values of li, where the maximum is taken over all of the q − 1 rows of the
matrix M(f). Using the linearly independence of these columns, we can derive a
lower bound of the size of the value set Vf .
Corollary 4. (Theorem 1, [4]) Let f be a polynomial over Fq and Lf be defined as
above. Then |Vf | ≥ Lf + 2.
In [12], Mullen fully classified polynomials f(x) over finite fields which commute
with linear permutations, that is, f(bx+ a) = bf(x) + a. We note that A(bx + a)
is an upper triangular matrix. Comparing the second column of A(bx+ a)A(f) =
A(f)A(bx+ a), one can derive the following corollary.
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Corollary 5. (Theorem 1, [12]) The polynomial f(x) = b0 + b1x+ · · ·+ bq−1x
q−1
satisfies f(bx+ a) = bf(x) + a if and only if
b0(b− 1) = −a+
q−1∑
t=1
bta
t,(1)
bs(1− b
s−1) = bs−1
q−1∑
t=s+1
(
t
s
)
at−sbt, (1 ≤ s ≤ q − 1)
3. Permutation polynomials
Permutation polynomials over the field Fq under the operation of functional com-
position form a group isomorphic to the symmetric group (Sq, ◦) with q! elements.
There is a representation of the permutation polynomials in terms of circulant
matrices such that its centralizer is commutative [14], but here we consider the rep-
resentation of f in terms of the invertible matrix A(f). We note that the mapping
f → A(f) is one-to-one. Hermite’s criterion (Theorem 7.4 in [10]) states that f(x)
is permutation polynomial if and only if the coefficient aq−1,k in the k-th power of
f(x) is 0 for all k = 1, 2, . . . , q−2 and f(x) has exactly one root in Fq, say f(e) = 0.
This means that all entries of the last row of A(f) are zero except aq−1,q−1 = 1.
Indeed, f(x)q−1 = 1 if x 6= e and f(x)q−1 = 0 if x = e. Hence
f(x)q−1 =
∑
a 6=e
(1−(x−a)q−1) = xq−1−
q−2∑
i=1
∑
a 6=e
(
q − 1
i
)
(−a)q−1−ixi+
∑
a 6=e
(1−(−a)q−1).
Therefore aq−1,q−1 = 1. Moreover, a0,q−1 = 1 if e 6= 0, and a0,q−1 = 0 if e = 0.
We now consider the compositional inverse f (−1) of a permutation polynomial f
with respect to composition. Since A(g ◦ f) = A(f)A(g) and the matrix associated
with f (0)(x) = Id(x) = x is the identity matrix, it is easy to see that A(f (−1)) =
A(f)−1. Moreover, we have
Theorem 2. Let f be a permutation polynomial of Fq. Let P be the antidiagonal
permutation matrix, i.e. P is defined by Pi,(q−i) = 1 for i = 1, 2, . . . , q and zero
otherwise. Then A(f (−1)) = (A(f))−1 = PA(f)P .
Proof. Obviously, A(f (−1)) = (A(f))−1. Denote the k-th power of f and the inverse
polynomial f (−1) by fk(x) =
∑q−2
i=0 aikx
i and (f (−1)(x))k =
∑q−2
i=0 bikx
i respec-
tively, for k = 1, 2, . . . , q − 1. For any permutation polynomial g(x) =
∑q−2
i=0 cix
i,
it is well known (see for example [15]) that its coefficients can be calculated by
ci = −
∑
s∈Fq
sq−1−ig(s), for i = 0, 1, . . . , q − 2.
For 1 ≤ k ≤ q−2, by Hermite’s criterion, the polynomial fk(x) must have degree
at most q − 2. Therefore we have for 0 ≤ i ≤ q − 2 and 1 ≤ k ≤ q − 2,
aik = −
∑
s∈Fq
(f(s))ksq−1−i = −
∑
s∈Fq
sk(f (−1)(s))q−1−i) = bq−1−k,q−1−i,
i.e.
aik = bq−1−k,q−1−i, for 0 ≤ i ≤ q − 2 and 1 ≤ k ≤ q − 2.
Moreover, aq−1,k = 0 for 1 ≤ k ≤ q − 2 and aq−1,q−1 = 1. In addition, aq−1,k =
bq−1−k,0 by the definition of A(f
(−1)).
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On the other hand, for any polynomial g(x) =
∑q−1
i=0 cix
i, it is well known that
its coefficients can be calculated by ci = −
∑
s∈Fq
sq−1−ig(s), for i = 1, . . . , q − 2
and c0 + cq−1 = −
∑
s∈Fq
g(s)q−1. Hence we can compute
ai,q−1 = −
∑
s∈Fq
sq−1−i(f(s))q−1 = −
∑
s∈Fq
(f (−1)(x))q−1−isq−1 = b0,q−1−i,
for 1 ≤ i ≤ q − 2 and a0,q−1 + aq−1,q−1 = −
∑
s∈Fq
f(s)q−1 = −
∑
s∈Fq
sq−1 = 1.
Because aq−1,q−1 = 1, we have a0,q−1 = 0, which is equal to b0,q−1 by definition.
Hence we have proven that aik = bq−1−k,q−1−i, for all 0 ≤ i ≤ q − 1 and 1 ≤ k ≤
q − 1. Since the multiplication by P on both sides reverses the order of rows and
columns of A(f), it follows that A(f (−1)) = PA(f)P . 
Corollary 6. Let f be a permutation polynomial and P be the antidiagonal per-
mutation matrix as defined in Theorem 2. Then the matrix PA(f) is the inverse
of itself.
Proof. By Theorem 2, we have (A(f))−1 = A(f (−1)) = PA(f)P . Therefore
(P (A(f))2 = I. 
Corollary 7. Let S be a group of invertible q × q matrixes over Fq equipped with
the operation A ∗ B = B · A where B · A denotes the usual product of the matrices
B and A. Denote by fpi the permutation polynomial of degree at most q− 2 induced
by a permutation pi ∈ Sq. Then the mapping ψ : Sq → S given by ψ(pi) = A(fpi) is
a monomorphism and thus Sq is isomorphic to the subgroup A = {A(fpi)|pi ∈ Sq}
of the group S.
Proof. It is easy to show that (S, ∗) is a group and that the mapping ψ is injective.
Now ψ(pi ◦ α) = A(fpi ◦ fα) = A(fα) · A(fpi) = ψ(pi) ∗ ψ(α). 
Finally we comment on some potential applications of our results in sequence
designs. For any permutation polynomial f , we define a nonlinear congruential
pseudorandom sequence a¯ = {a0, a1, a2, ...} such that an = f
(n)(a0) and a0 is the
initial value. The period of a¯ is equal to the smallest k such that f (k+i)(a0) =
f (i)(a0) for some i. Character sums of these sequences are studied in [5, 16, 17, 18,
19]. For each initial value that is not fixed by f , we find the period of the nonlinear
congruential pseudorandom sequence. If we take K as the least common multiple
of all these periods, then we obtain f (K) = id and thus A(f (K)) = I. Conversely,
if A(f)K = I then the period of the nonlinear congruential sequence is a divisor of
the order of the invertible matrix. Next we demonstrate the following two simple
examples although they can be obtained easily without using these matrices.
Let f(x) = xm be a polynomial over Fq such that (m, q − 1) = 1. Then A(f)
is a permutation array such that the only nonzero entry in column k is in (km
(mod q− 1), k) position where 1 ≤ k ≤ q− 1. The period of a¯ is well known, which
is the order of m modulo q − 1.
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Let f(x) = ax+ b ∈ Fp[x], where a is a primitive element in Fp and b 6= 0. Then
A(f) =


1 b b2 . . . bp−2 1
0 a 2ab . . . (p− 2)abp−3 (p− 1)abp−2
...
...
. . .
...
...
0 0 0 . . . ap−2 (p− 1)ap−2b
0 0 0 . . . 0 1


.
The matrix is an upper triangular matrix such that its eigenvalues are all the
nonzero elements (ak, k = 1, . . . , p− 1) in Fp and the multiplicity of 1 is 2. Hence
the period of A is equal to p − 1, the least common multiple of orders of these
eigenvalues.
Computing the order of the matrix A(f) associated with a permutation polyno-
mial f provides an algebraic way to find out the period of this kind of pseudorandom
sequence, although the matrix A(f) itself is costly to build. For example, finding
each column of A(f) takes q1+o(1) bit operations using the result of Kedlaya and
Umans [9]. We wonder whether we could overcome this drawback by pre-computing
the initial matrix, or taking a sparse matrix, or diagonalizing the matrix. As an at-
tempt, we end our paper with a diagonalization result of A(f) over some extension
field of Fq.
Theorem 3. Let f ∈ Fq[x] be a permutation polynomial of Fq such that the disjoint
cycles C1, C2, . . . , Ck of f have lengths L1, L2, . . . , Lk respectively. Let K be an
extension field of Fq that contains all solutions of the equations x
Li − 1 = 0 for
i = 1, 2, . . . , k and ψi be a fixed primitive Li-th root of unity in K for each i. Then
A(f) is diagonalizable with eigenvalues ψji for i = 1, . . . , k and j = 0, . . . , Li − 1.
Proof. For each cycle Ci we pick a starting point (arbitrarily) and denote it by b0, so
our cycle can be denoted by (b0, b1, . . . , bLi−1). For each j such that 0 ≤ j ≤ Li−1,
we can define
gi,j(x) =
{
(ψji )
t if x = bt ∈ Ci;
0 if x ∈ Fq \ Ci.
Obviously,
gi,j(f(x)) = (ψ
j
i )gi,j(x)
i.e., each gi,j produces an eigenvector of A(f) with the corresponding eigenvalue
(ψji ). Indeed, if x 6∈ Ci, then f(x) 6∈ Ci and so gi,j(x) = 0 = gi,j(f(x)). If
x ∈ Ci then x = bt for some t = 0, 1, . . . , Li − 1. Then f(x) = bt+1 (mod Li).
Thus gi,j(f(x)) = (ψ
j
i )
t+1 = (ψji )(ψ
j
i )
t = (ψji )gi,j(x). In this way we obtain a set
{gi,j(x) : i = 1, . . . , k, j = 0, 1, . . . , Li − 1} of q polynomials in K[x]. For each fixed
i, it is easy to see that {gi,j(x) : j = 0, . . . , Li − 1} is linearly independent because
ψi is a primitive Li-th root of unity. Moreover, if i 6= i
′ then gi,j(x)gi′,j′(x) = 0.
Therefore the set of q polynomials {gi,j(x) : i = 1, . . . , k, j = 0, 1, . . . , Li − 1} is
linearly independent. Because the size of A(f) is q and these gi,j(x)’s provide us
q linearly independent eigenvectors corresponding to eigenvalue ψji , the proof is
complete. 
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Remark 1. From the proof of Theorem 3, all polynomials g(x) ∈ K[x] such that
g(f(x)) = λg(x) for some λ satisfy
g(x) =
k∑
i=1
Li−1∑
j=0
ai,jgi,j(x).
Remark 2. Theorem 3 can be extended to non permutation polynomials such that
either x or f(x) is in a cycle of the functional graph of f , that is, the tail length of
any element in the functional graph is at most one. For each such a leaf d in the
functional graph of f , we define the function
gi,d(x) =
{
1 if x = d;
0 if x 6= d.
Obviously, d 6∈ Vf . Hence gi,d(f(x)) = 0 = 0gi,d(x) for all x ∈ Fq and thus
gi,d(x) derives an eigenvector corresponding to the eigenvalue 0. Together with the
eigenvectors corresponding to the nodes in the cycles, we have q linearly independent
eigenvectors and thus A(f) is diagonalizable. However, in general A(f) is not
necessarily diagonalizable in each of its extension fields. For example, let f(x) =
x2 + x+ 1 ∈ F5[x]. Then
A(f) =


1 1 1 1 1
0 1 2 1 0
0 1 3 2 0
0 0 2 2 0
0 0 1 1 0


It is easy to check that the rank of A(f) is 3 over F5. However, eigenvalues of
A(f) over R are 5, 1, 1, 0, 0 and thus are 0, 1, 1, 0, 0 over F5. Hence A(f) can not
be diagonalizable over any extension field of F5.
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