Abstract. In this short note we prove that for any fixed integer k and any prime power q ≥ k, there exists a subset of F 2k q of size q 2(k−1) +q k−1 −1 which contains no k points on a line, and hence no k-term arithmetic progressions. As a corollary we obtain an asymptotic lower bound as n → ∞ for r k (F n q ) when q ≥ k, which can be interpreted as the finite field analogue of Behrend's construction for longer progressions.
Introduction
A central result in arithmetic combinatorics is Szemerédi's theorem, which states that for every positive integer k, every sufficiently dense subset of {1, 2, . . . , N } contains a k-term arithmetic progression. Denoting by r k (N ) the maximum size of a subset of {1, 2, . . . , N } that contains no k-term arithmetic progression, Szemerédi [1] showed that r k (N ) = o(N ). The special case k = 3 is Roth's theorem [2] , with a current best bound of r 3 (N ) = O(N (log N ) −2/3+ ) due to Bourgain [3] . When k > 4, the best known bounds are due to
Gowers [4] and of the form O(N (log log N ) −c ), where the constant c goes to zero in a way that is doubly exponential in k.
On the other hand, the best known example of a large subset of {1, 2, . . . , N } that contains no 3-term arithmetic progression was constructed by Behrend [5] in 1946. His example shows that r 3 (N ) = Ω(N exp(−c(log N ) 1/2 )) for some constant c, and has not been meaningfully improved in over 60 years, but see [6, 7] . Behrend's construction was extended to cover the case of longer progressions by Rankin [8] . His argument was recently rediscovered by Laba and Lacey [9] and yields bounds of the form r 2 k +1 (N ) = Ω(N exp(−c(log N ) 1/k+1 )) (see also [10] ). As well as in the integers, Szemerédi-type problems have been extensively studied in the so-called "finite field" setting, and an excellent survey can be found in [11] . Let F n q be the n-dimensional vector space over a fixed finite field with q elements. In this context, it is natural to define r k (F n q ) to be the maximum size of a subset of F n q that contains no k-term arithmetic progressions. It turns out that it is often advantageous to first tackle a Szemerédi-type problem in the finite field setting, where one has plenty of exact algebraic substructure available. Many times this simplifies the technical aspects of a problem, and more often than not the main ideas of a proof transfer naturally to the integer case. Roth's original argument [2] was elegantly adapted to the F n 3 setting by Meshulam [12] to give an upper bound of the form r 3 (F n 3 ) = O(N (log N ) −1 ), where we have used N = 3 n to denote the size of the ambient group F n 3 . For longer progressions, Green and Tao [13] have shown that r 4 (F n 5 ) = O(N (log N ) −c ), where N = 5 n .
As far as the lower bound is concerned, Edel [14] showed that r 3 (F In this paper we complete the picture by constructing large subsets of F n q that contain no k-term arithmetic progressions for q ≥ k > 3. More specifically, we prove the following theorem. Theorem 1. Let k be a positive integer. Let F q be the finite field of q elements such that q ≥ k. Then there is a subset of F that contains no k-term arithmetic progression. Thus, by taking the product of the set constructed in Theorem 1 with itself many times, we obtain the following corollary.
Corollary 2. Let k be a positive integer. Let F q be the finite field of q elements such that q ≥ k. For any n divisible by 2k, we have
For fixed q and k, this result improves upon the more trivial lower bound of Ω(
where N = q n (see Corollary 4) . It is in some sense analogous to the aforementioned extension of Behrend's construction to k-term arithmetic progressions in [8, 9, 10] . As far as we are aware, Corollary 2 is the first general result in this direction.
2. Subsets of F n q containing no 3-term arithmetic progressions
As was already mentioned in the introduction, the best known bounds when q = k = 3 are due to Edel [14] . In this very short section we summarize what is known for general finite fields F q and 3-term arithmetic progressions.
Bierbrauer [15] showed that for any finite field F q with at least 3 elements, there exists a subset of F 3 q with q 2 elements that does not contain 3 points on a line. By taking a n q
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Cartesian product of this set with itself sufficiently many times, it is clear that for any prime power q ≥ 3 and any n divisible by 3, we have
It turns out that by an ingenious product construction this lower bound can be improved. Indeed, it is shown in [15] that there exists a subset of F 6 q of size q 4 + q 2 − 1 that does not contain 3 points on a line, and hence that for any prime power q ≥ 3 and any n divisible by 6, we have
We have stated the results in this section without proof, and shall now turn to generalizing them to longer progressions.
Subsets of F n q containing no k-term arithmetic progressions
From now on we pursue the general problem of determining the maximum size of a subset of F n q not containing any k-term arithmetic progressions for k ≥ 3. By a brute force argument, it is not hard to show that we have r 4 (F This theorem immediately implies the following corollary by taking Cartesian products as usual.
Corollary 4. Let k be a positive integer and F q be the finite field with q elements. Whenever q ≥ k and n is divisible by k, we have
Proof of Proposition 3. The proof is essentially a generalization of the argument in [15] used to prove (1) above. Let g ∈ F q [x 2 , x 3 , . . . , x k ] be a homogeneous polynomial of degree k−1 such that the only solution to g(x 2 , x 3 , . . . , x k ) = 0 is (0, 0, . . . , 0). The reader in doubt about the existence of such a polynomial may refer to page 6 of [16] , for example. Consider
is uniquely determined by x 2 , x 3 , . . . , x k via the relation
Suppose that S does contain k points on a line, then there exist vectors (
is a polynomial in λ of degree at most k − 1, it follows that this polynomial is identically zero. By considering the coefficient of λ k it follows that g(v 2 , . . . , v k ) = 0 and by choice of g we get (v 2 , . . . , v k ) = (0, 0, . . . , 0).
It turns out that we can do even better, and that Bierbrauer's product construction [15] which leads to (2) for 3-term arithmetic progressions can also be adapted to longer progressions. The remainder of this section is devoted to proving the following result. The main construction is described in Proposition 7 below. We say that k points p 1 , p 2 , . . . , p k in F n q are projectively collinear if there exist non-zero vectors u and v ∈ F n q and scalars α i and β i ∈ F q , not both zero, such that p i = α i u + β i v for all 1 ≤ i ≤ k. The following statement is easy to check.
Lemma 6. Let p 1 , p 2 , . . . , p k be elements of F n q . Then p 1 , p 2 , . . . , p k are collinear if and only if the points (1, p 1 ), (1, p 2 ) , . . . , (1, p k ) ∈ F n+1 q projectively collinear.
Proposition 7. Let S be as in the proof of Proposition 3. Let e 1 = (1, 0, 0 Proof. Suppose to the contrary that there exist k points p 1 , p 2 , . . . , p k ∈ T that are projectively collinear. This means that there exist non-zero vectors u, v ∈ F 2k+1 q and (α i , β i ) ∈ F 2 q with (α i , β i ) = (0, 0) such that p i = α i u+β i v for all 1 ≤ i ≤ k. Write u = (u 1 , u 2 , . . . , u 2k+1 ) and v = (v 1 , v 2 , . . . , v 2k+1 ). We distinguish two main cases. v from u). We first establish that there exists at most one index i such that p i ∈ T 2 . Suppose that p i ∈ T 2 and consider the last co-ordinate. Since u 2k+1 = 0, v 2k+1 = 0, it follows that β i = 0. Moreover, (u k+1 , u k+2 , . . . , u 2k ) = ae 1 for some non-zero a ∈ F q and aα i = 1.
u is uniquely determined, so there exists at most one index i such that p i ∈ T 2 . For a similar reason, there exists at most one index j such that p j ∈ T 3 . Case 1.A. Not all of the points p i belong to T 1 . Without loss of generality, suppose p k ∈ T 2 . By the above discussion, (u k+1 , . . . , u 2k ) = ae 1 for some non-zero a ∈ F q . By considering the last co-ordinate of any p i ∈ T 1 we get
+ u k+1 α i , it follows that α i only depends on u, v. So we concluded that if not all of the p i s belong to T 1 , then at most one of them belong to T 1 . Since there are also at most one i such that p i ∈ T 2 or T 3 , it follows that there are at most three i such that A. There exist no indices i = j such that p i ∈ T 2 and p j ∈ T 3 . By symmetry of the argument, we may assume that all the points p i lie in T 2 . Since any point in T 2 has (k + 1) th co-ordinate equal to 1, if k of them are projectively collinear then k elements in S ⊂ F k q are collinear by Lemma 6, which is impossible. Case 2.B. There exist points p i ∈ T 2 and p j ∈ T 3 . We shall show that no other point p l , l = j, belongs to T 3 . Since any p j ∈ T 3 has first co-ordinate 1, it follows that at least one of u 1 and v 1 is non-zero. Without loss of generality, we can suppose that u 1 = 0, v 1 = 0 (otherwise, subtract
Let us first suppose that (u 1 , u 2 , . . . , u k ) = (0, 0, . . . , 0) so that for some 2 ≤ l ≤ k, u l = 0. For any index j such that p j ∈ T 3 , consider the first co-ordinate. Since u 1 = 0, v 1 = 0, it follows that β j = 1/v 1 . Considering the l th co-ordinate, which is zero for all elements in T 3 , we get that α j u l + β j v l = 0. Together with β j = 1/v 1 , we have that
Hence both α j and β j are uniquely determined by u and v.
In the case when (u 1 , u 2 , . . . , u k ) = (0, 0, . . . , 0), we need a slightly more elaborate argument. Considering the first k co-ordinates of any p j ∈ T 3 , we see that there exists a ∈ F, a = 0 such that (v 1 , v 2 , . . . , v k ) = ae 1 , and β j = 1/a. Since both u and v have the l th co-ordinates equal to zero for all 2 ≤ l ≤ k, so does any p i ∈ T 2 . Combining this with the fact that the first k co-ordinates of any element of T 2 must be a zero of f , it follows that the first k co-ordinates of p i are all zero and hence β i = 0 for any p i ∈ T 2 . Now by considering the (k + 1) th to (2k) th co-ordinate of p i , one sees that (u k+1 , u k+2 , . . . , u 2k ) = be 1 for some b ∈ F q , b = 0. Next we observe that the (k + 1) th to (2k) th co-ordinate of p j are (bα j + v k+1 /a, v k+2 /a, v k+3 /a, . . . , v 2k /a). Since this point is a zero of f , we see that
Thus, both α j , β j are uniquely determined by u and v.
In either case, we see that for any p j ∈ T 3 , α j and β j are uniquely determined by u and v. It follows that there exists at most one index j such that p j ∈ T 3 . A similar argument shows that there exists at most one index i such that p i ∈ T 2 . Hence there are at most two p i s that belong to T 2 ∪ T 3 . But p 1 , p 2 , . . . , p k ∈ T 2 ∪ T 3 and k ≥ 4, a final contradiction which completes the proof.
Proof of Theorem 5. Let T be as in Proposition 7. It is clear that |T | = q 2k−2 + 2q k−1 . We consider points in T with first co-ordinate equal to 0. Suppose x = (x 1 , x 2 , 1) ∈ T 1 has first co-ordinate equal to 0, then x 1 is an element in S with first co-ordinate equal to 0. Because the only solution to g(x 2 , x 3 , . . . , x k ) = 0 is (0, 0, . . . , 0), we find that x 1 = (0, 0, . . . , 0). Since x 2 can be any element of S, we see that there are q k−1 points in T 1 with first coordinate equal to 0. By a similar argument we see that there is exactly one point in T 2 with first co-ordinate equal to 0. There are no such points in T 3 since any vector in T 3 has first co-ordinate equal to 1. Hence there are (q 2k−2 + 2q
points in T with non-zero first co-ordinate. Define
Then the size of T * is q 2k−2 + q k−1 − 1. Because no k distinct points of T ⊂ F . Since all elements of T * have first co-ordinate equal to 1, the set H = {h ∈ F 2k q : (1, h) ∈ T * } is a subset of F 2k q of size q 2k−2 + q k−1 − 1. Furthermore, H contains no k collinear points by Lemma 6 above. As an immediate corollary we have the following result.
Corollary 8. Let k be a positive integer and F q be the finite field with q elements. Whenever q ≥ k and n is divisible by 2k, we have
For fixed q and k, this beats the bound obtained in Corollary 4 asymptotically. In particular, we find that r 4 (F 
Concluding remarks and open questions
As far as the upper bounds for r k (F n q ) are concerned, the case k = 4 is very different from the case k = 3. In particular, it is not possible to adapt Meshulam's Fourier analytic argument [12] to give an upper bound for the 4-term progression case. So-called "higher-order Fourier analysis" is required to deal with the case of longer progressions, which originated in the work of Gowers [4] . It is worth noticing that such an increase in conceptual difficulty does not occur in our construction of the corresponding lower bound. We have seen time and again that by taking Cartesian products of a progression-free subset A ⊆ F m q with itself, we obtain a subset of F n q that contains no k points in arithmetic progression. However, Theorem 5 above as well as the argument in [14] show that taking Cartesian products produces by no means the best construction. It therefore seems reasonable to ask if the product construction by Edel [14] can be adapted to longer progressions. In Section 2 we saw that there exists a subset of F 3 q of size q 2 that contains no 3 points on a line. It can in fact be shown that q 2 is best possible, see [17, 18] . In Section 3 we showed that there exists a subset of F k q of size q k−1 that contains no k points on a line, as long as q ≥ k. It would be interesting to know whether the set obtained in Proposition 3 was best possible in this sense. We can also explore the problem in a more general setting by replacing the field F q with a ring such as Z/4Z. An upper bound for r 3 ((Z/4Z) n ) was very recently obtained by Sanders [19] , and is of interest since it beats the O(N (log N ) −1 ) bound which in the case of a field is considered to be the limit of the Fourier analytic method. A computer search in [19] revealed that r 3 ((Z/4Z) 3 ) = 16, which gives rise to a lower bound on r 3 ((Z/4Z) n ) in the usual way. Can Proposition 3 and Theorem 5 be adapted to Z/4Z? It is worth noticing that the progression-free sets constructed in this paper (as well as those in [5] , [8] , [9] , [14] ) obey the stronger property that they contain no k points on a line. It would be of great interest to make use of this additional piece of information in order to improve the bounds in Theorem 8.
