Abstract. The current paper is concerned with positive stationary solutions and spatial spreading speeds of KPP type evolution equations with random or nonlocal or discrete dispersal in locally spatially inhomogeneous media. It is shown that such an equation has a unique globally stable positive stationary solution and has a spreading speed in every direction. Moreover, it is shown that the localized spatial inhomogeneity of the medium neither slows down nor speeds up the spatial spreading in all the directions.
Introduction
The current paper is devoted to the study of spatial spreading dynamics of species in locally spatially inhomogeneous environments or media. Reaction diffusion equations of the form u t (t, x) = ∆u(t, x) + u(t, x)f 1 (x, u(t, x)), x ∈ R N (1. 1) are widely used to model the population dynamics of many species in unbounded environments, where u(t, x) is the population density of the species at time t and location x, ∆u characterizes the internal interaction of the organisms, and f 1 (x, u) represents the growth rate of the population, which satisfies that f 1 (x, u) < 0 for u ≫ 1 and ∂ u f 1 (x, u) < 0 for u ≥ 0 (see [1] , [2] , [8] , [21] , [23] , [24] , [39] , [49] , [65] , [67] , [69] , [70] , [74] , etc.).
When using (1.1) to model the population dynamics of a species, it is assumed that the underlying environment is not patchy and the internal interaction of the organisms is random and local (i.e. the organisms move randomly between the adjacent spatial locations). In practice, the environments in which many species live may be patchy and/or the internal interaction of the organisms may be nonlocal. To model the population dynamics of a species in the case that the underlying environment is not patchy but the internal interaction is nonlocal, the following nonlocal dispersal equation is often used, * Partially supported by NSF grant DMS-0907752 u t (t, x) = R N κ(y − x)u(t, y)dy − u(t, x) + u(t, x)f 2 (x, u(t, x)), x ∈ R N , (1.2) where κ(·) is a smooth convolution kernel supported on a ball centered at the origin (that is, there is a δ 0 > 0 such that κ(z) > 0 if z < δ 0 , κ(z) = 0 if z ≥ δ 0 , where · denotes the norm in R N and δ 0 represents the nonlocal dispersal distance), R N κ(z)dz = 1, and f 2 (·, ·) is of the same property as f 1 in (1.1) (see [3] , [9] , [16] , [17] , [22] , [26] , [36] , [38] , [40] , [41] , etc.). Spatially discrete dispersal equations of the following form arise when modeling the population dynamics of species living in patchy environments, u t (t, j) = k∈K a k (u(t, j + k) − u(t, j)) + u(t, j)f 3 (j, u(t, j)), j ∈ Z N , (
where K = {k ∈ Z N | k = 1}, a k (k ∈ K) are positive constants, and f 3 (j, u) < 0 for u ≫ 1 and ∂ u f 3 (j, u) < 0 for u ≥ 0 (see [21] , [47] , [49] , [65] , [66] , [69] , [70] , etc.).
Spatial spreading dynamics is one of the central dynamical issues of (1.1)-(1.3). Roughly speaking, it is about how fast the population spreads as time evolves. E.g., letting H = R N in the case (1.1) and (1.2) and H = Z N in the case of (1.3), ξ ∈ S N −1 := {ξ ∈ R N | ξ = 1}, and a given initial population u 0 satisfy for some σ 0 > 0 that u 0 (x) ≥ σ 0 for x ∈ H with x · ξ ≪ −1 and u 0 (x) = 0 for x ∈ H with x · ξ ≫ 1 (x · ξ is the inner product of x and ξ), how fast does the population invade into the region with no population initially?
Since the pioneering works by Fisher [24] and Kolmogorov, Petrowsky, Piscunov [39] on the following special case of (1.1) u t (t, x) = u xx (t, x) + u(t, x)(1 − u(t, x)), x ∈ R, (1.4) a vast amount research has been carried out toward the spatial spreading dynamics of (1.1)-(1.3) with f i (·, ·) (i = 1, 2, 3) being periodic in the space variable, which reflects the spatial periodicity of the media.
See, for example, [1] , [2] , [5] , [6] , [7] , [25] , [30] , [34] , [37] , [43] , [44] , [45] , [50] , [52] , [53] , [54] , [56] , [68] , [69] , [70] , etc. for the study of (1.1) in the case that f 1 (x, u) is periodic in x, see [18] , [19] , [20] , [32] , [42] , [62] , [63] , [64] , etc. for the study of (1.2) in the case that f 2 (x, u) is periodic in x, and see [10] , [11] , [12] , [27] , [28] , [29] , [35] , [46] , [69] , [70] , [72] , etc. for the study of (1.3) in the case that f 3 (j, u) is periodic in j. In such cases, the spatial spreading dynamics is quite well understood. For example, consider (1.1) and assume that f 1 (x + p i e i , u) = f 1 (x, u) for i = 1, 2, · · · , N , where p i (i = 1, 2, · · · , N ) are positive constants and e i = (δ i1 , δ i2 , · · · , δ iN ), δ ij = 1 if i = j and 0 if i = j.
If the principal eigenvalue of the following eigenvalue problem associated to the linearized equation of (1.1) at u = 0, ∆u(x) + f 1 (x, 0)u(x) = λu(x), x ∈ R N u(x + p i e i ) = u(x), x ∈ R N , ( where u 1 (t, x; u 0 ) denotes the solution of (1.1) with u 1 (0, x; u 0 ) = u 0 (x). Observe that (1.1) has also traveling wave solutions which connect u * 1 (·) and 0 and propagate in the direction of ξ with speeds greater than or equal c * 1 (ξ) and there is no such traveling wave solution of slower speed (see [7] , [44] , [57] , [70] for the definition of spatially periodic traveling wave solutions). Hence c * 1 (ξ) is also the minimal wave speed of traveling wave solutions propagating in the direction of ξ. See [7] , [34] , [44] , [70] for the above mentioned results for (1.1) and see [62] , [63] , [64] for similar results for (1.2) and [28] , [29] , [35] , [44] , [70] , [72] for similar results for (1.3).
In the current paper, we consider (1.1)-(1.3) in the case that the growth rates depend on the space variable, but only when it is in some bounded subset of the underlying media, which reflects the localized spatial inhomogeneity of the media. More precisely, let
We assume
Assume (H1) and (H2). Then (1.1), (1.2), and (1.3) have the following limit equations as 8) and
Equations (1.7), (1.8), and (1.9) will play an important role in the study of (1.1), (1.2), and (1.3). Clearly, (1.7) has similar spatial spreading dynamics as that of (1.4) , that is, it has a unique positive constant solution u 0 1 and has a spatial spreading speed c 0 1 (ξ) in the direction of ξ for every ξ ∈ S N −1 . Equations (1.8) (resp. (1.9)) has similar properties as that of (1.7), that is, (1.8) (resp. (1.9)) has a unique positive constant stationary solution u 0 2 (resp. u 0 3 ) and has a spatial spreading speed c 0 2 (ξ) (resp. c 0 3 (ξ)) in the direction of ξ for every ξ ∈ S N −1 (see Definition 2.1 for detail).
Our objective is to explore the spatial spreading dynamics of (1.1)-(1.3) with localized spatial inhomogeneity. The main results of this paper can be summarized as follows:
• Assume (H1) and (H2). Then (1.1) (resp. (1.2), (1.3)) has a unique positive stationary solution
is globally asymptotically stable with respect to positive perturbations (and hence u ≡ 0 is an unstable stationary solution of (1.i)) (i = 1, 2, 3) (see Theorem 2.1).
• Assume (H1) and (H2). Then (1.1) (resp. (1.2), (1.3)) has a spatial spreading speed c * 1 (ξ) (resp. c * 2 (ξ), c * 3 (ξ)) in the direction of ξ for every ξ ∈ S N −1 (see Definition 2.1 for the definition of spreading speeds).
Moreover, c *
) is the spatial spreading speed of (1.7) (resp. (1.8), (1.9)) in the direction of ξ (see Theorem 2.2).
• Assume (H1) and (H2). Then the solution of (1.1) (resp. (1.2), (1.3)) with a nonnegative initial data which has a nonempty compact set spreads neither slower than inf{c *
The above results reveal such an important biological scenario: the localized spatial inhomogeneity of the media does not prevent the population to persist and to spread, moreover, it neither slows down nor speeds up the spatial spread of the population.
It should be pointed out that the authors of [54] considered the transition fronts, which are generalizations of traveling wave solutions, of (1.1) in the case that N = 1, f (x, 1) = 0, and f (x, 0) > 0. They provided conditions under which transition fronts of (1.1) exist and also showed that (1.1) may not have transition fronts. Hence the localized spatial inhomogeneity of the media may prevent the existence of transition fronts.
We remark that in literature (1.1) (resp. (1.2), (1.3)) with f 1 (x, u) (resp. f 2 (x, u), f 3 (j, u)) being decreasing in u and negative for u ≫ 1 and u ≡ 0 being an unstable solution is called a Fisher type or KPP type or monostable equation. The reader is referred to [4] , [48] , [54] , and references therein for the study of transition solutions of general spatially inhomogeneous Fisher or KPP type equations and to [33] , [58] - [61] for the study of spatial spreading dynamics of general temporally inhomogeneous Fisher or KPP type equations.
We also remark that it would be interesting to study the spatial spreading dynamics of KPP type equations in inhomogeneous media with more general limit media, say, equation (1.i) (i = 1, 2, 3) with
which is periodic in t and/or x. We will consider such general case elsewhere. The rest of the paper is organized as follows. In section 2, we introduce the standing notions to be used in the paper and the definition of spreading speeds and state the main results of the paper (i.e. Theorems 2.1, 2.2, and 2.3). In section 3, we present some preliminary materials to be used in later sections. Section 4 is devoted to the study of positive stationary solutions of (1.1)-(1.3). Theorem 2.1 is proved in this section. In section 5, we explore the existence of spreading speeds of (1.1)-(1.3) and prove Theorems 2.2 and 2.3.
Standing Notions, Definitions, and Main Results
In this section, we first introduce some standing notations and the definition of spreading speeds. We then state the main results of the paper.
Let H i be as in (1.6) . Let p = (p 1 , p 2 , · · · , p N ) with p i > 0 for i = 1, 2, · · · , N . We define the Banach spaces X i,p (i = 1, 2) by
with norm u X1,p = max x∈R N |u(x)|, and
(the introduction of X 2,p is for the convenience in notation). If p i ∈ N, we define X 3,p by
with norm u X3,p = max j∈Z N |u(j)|. Let
and
for i = 1, 2, 3. We define X i (i = 1, 2, 3) by 
(again the introduction of X 2 is for the convenience in notation), and
with norm u X3 = sup j∈Z N |u(j)|. Let
If no confusion occurs, we may write · Xi,p and · Xi as · (i = 1, 2, 3).
Assume (H1). By general semigroup theory (see [31] , [55] ), for any u 0 ∈ X 1 (resp. u 0 ∈ X 2 ,
For given ξ ∈ S N −1 and u ∈ X + i , we define lim inf 
(2.12) 
and lim sup x·ξ≥ct,t→∞
The main results of this paper are stated in the following three theorems.
Theorem 2.1 (Positive stationary solutions). Assume (H1) and (H2).
(1) (Existence) Equation (1.1) (resp. (1.2), (1.3)) has a unique stationary solution u = u *
where
Theorem 2.2 (Existence and characterization of spreading speeds). Assume (H1) and (H2). Then for
are the spatial spreading speeds of (1.7), (1.8), and (1.9) in the direction of ξ, respectively.
Theorem 2.3 (Spreading features of spreading speeds)
. Assume (H1) and (H2) and 1 ≤ i ≤ 3. Then for any given ξ ∈ S N −1 , the following hold.
(1) For each u 0 ∈ X + i satisfying that u 0 (x) = 0 for x ∈ H i with |x · ξ| ≫ 1,
(2) For each σ > 0, r > 0, and
(4) For each σ > 0, r > 0, and
To indicate the dependence of u * i (·) and c * i (ξ) on f i , we may sometime write u * i (·) and c *
Preliminary
In this section, we present some preliminary materials to be used in later sections, including some basic properties of solutions of (1.1)-(1.3); principal eigenvalue theories for spatially periodic dispersal operators with random, nonlocal, and discrete dispersals; and spatial spreading dynamics of KPP equations in spatially periodic media.
Basic properties of KPP equations
In this subsection, we present some basic properties of solutions of (1. Let X 1 , X 2 , and X 3 be as in (2.6), (2.7), and (2.8), respectively. For given u 0 ∈ X 1 (resp. u 0 ∈ X 2 ,
Let X + i and X ++ i (i = 1, 2, 3) be as in (2.9) and (2.10). For given 1 ≤ i ≤ 3 and u, v ∈ X i , we define
For given continuous and bounded function u :
Super-solutions (sub-solutions) of (1.2) and (1.3) are defined similarly.
Proposition 3.1 (Comparison principle). Assume (H1).
(1) Suppose that u 1 (t, x) and u 2 (t, x) are sub-and super-solutions of (1.1) (resp. (1.2), (
(2) If u 01 , u 02 ∈ X i and u 01 ≤ u 02 (1 ≤ i ≤ 3), then u i (t, ·; u 01 ) ≤ u i (t, ·; u 02 ) for t > 0 at which both
x ∈ H i and t > 0 at which both u i (t, ·; u 01 ) and u i (t, ·; u 02 ) exist. (2) and (3) follow from (1).
(4) We provide a proof for the case i = 2. Other cases can be proved similarly. Take any T > 0 such that both u 2 (t, ·; u 01 ) and
Then K generates an analytic semigroup on X 2 and
Observe that e Kt u 0 ≥ 0 for any u 0 ∈ X + 2 and t ≥ 0 and e Kt u 0 ≫ 0 for any u 0 ∈ X ++ 2 and t ≥ 0. Observe
for any t > 0 at which u i (t, ·; u 0 ) exists. It is then not difficult to prove that for any T > 0 such that u i (t, ·; u 0 ) exists on (0, T ), lim t→T u i (t, ·; u 0 ) exists in X i . This implies that u i (t, ·; u 0 ) exists and
Observe that ρ i (u, v) is well defined and there is α ≥ 1 such that
is called the part metric between u and v. 
Proof. We give a proof for the case i = 1. Other cases can be proved similarly.
First, note that there is α
This together with Proposition 3.1 implies that
and then
Similarly, it can be proved that 1
and hence
To indicate the dependence of solutions of (1.1)-(1.3) on the nonlinearity, we may write u i (t, ·; u 0 ) as
Proposition 3.4 (Convergence on compact subsets). Given 1 ≤ i ≤ 3, suppose that u 0n , u 0 ∈ X + i (n = 1, 2, · · · ), { u 0n } is bounded, and u 0n (x) → u 0 (x) as n → ∞ uniformly in x on bounded sets.
Proof. We prove (1) with i = 2. All other cases can be proved similarly.
Observe that {a n (t, x)} is uniformly bounded and continuous in t and x and b n (t, x) → 0 as n → ∞ uniformly in t ∈ [0, ∞) and x on bounded sets.
Take a ρ > 0. Let
where K is as in (3.3), and there are M > 0 and ω > 0 such that
where I is the identity map on X 2 (ρ). Hence
By Gronwall's inequality,
uniformly in x on bounded sets.
Principal eigenvalues of spatially periodic dispersal operators
In this subsection, we present some principal eigenvalue theories for spatially periodic dispersal operators with random, nonlocal, and discrete dispersals.
Let p = (p 1 , p 2 , . . . , p N ) with p i > 0 for i = 1, 2, · · · , N and X i,p be as in (2.1)-(2.3). When X 3,p is considered, it is assumed that p i ∈ N. We will denote I as an identity map on the Banach space under
Observe that when µ = 0, (3.4), (3.5), and (3.6) are independent of ξ. Observe also that if u(t, x) =
with φ(·) ∈ X 1,p \ {0}, or a solution of
with φ(·) ∈ X 2,p \ {0}, or a solution of
with φ(·) ∈ X 3,p \ {0}, then λ is an eigenvalue of (3.4) or (3.5) or (3.6) with φ(·) being a corresponding
is the linearized equation of (1.1) (resp. (1.2), (1.3)) at u = 0. 
For given 1 ≤ i ≤ 3, µ ∈ R, and ξ ∈ S N −1 , let
Observe that for any µ ∈ R and ξ ∈ S N −1 , O i,µ,ξ generates an analytic semigroup {T i (t)} t≥0 in X i,p and moreover, T i (t) is strongly positive (that is, T i (t)u 0 ≥ 0 for any t ≥ 0 and u 0 ∈ X + i,p and T i (t)u 0 ≫ 0 for any t > 0 and u 0 ∈ X + i,p \ {0}). Then by [51, Proposition 4.1.1], r(T i (t)) ∈ σ(T i (t)) for any t > 0, where r(T i (t)) is the spectral radius of T i (t). Hence by the spectral mapping theorem (see [14, Theorem
We may then put
It is well known that the principal eigenvalue λ 1 (µ, ξ, a 1 ) and λ 3 (µ, ξ, a 3 ) of O 1,µ,ξ and O 3,µ,ξ exist for all µ ∈ R and ξ ∈ S N −1 and
The principal eigenvalue of O 2,µ,ξ may not exist (see an example in [62] ). If the principal eigenvalue
Regarding the existence of principal eigenvalue of O 2,µ,ξ , the following proposition is proved in [62] , [63] .
Proposition 3.5 (Existence of principal eigenvalue).
(1) If a 2 ∈ C N (R N , R) ∩ X 2,p and the partial derivatives of a 2 (x) up to order N − 1 are zero at some x 0 satisfying that a 2 (x 0 ) = max x∈R N a 2 (x), then the principal eigenvalue λ 2 (µ, ξ, a 2 ) of O 2,µ,ξ exists for all µ ∈ R and ξ ∈ S N −1 .
(2) If a 2 (x) satisfies that max x∈R N a 2 (x) − min x∈R N a 2 (x) < inf ξ∈S N −1 z·ξ≤0 k(z)dz, then the principal eigenvalue λ 2 (µ, ξ, a 2 ) of O 2,µ,ξ exists for all µ ∈ R and ξ ∈ S N −1 .
Proof. Letâ i be the average of a i (·) (i = 1, 2, 3), that is,
j∈D3 a 3 (j), (3.14) where
and We remark that λ i (µ, ξ,â i )(= λ 0 i (µ, ξ,â i )) (i = 1, 2, 3) have the following explicit expressions,
(3.17)
KPP equations in spatially periodic media
In this subsection, we recall some spatial spreading dynamics of KPP equations in spatially periodic media.
Consider
and 20) where g i (·, ·) (i = 1, 2, 3) are periodic in the first variable and monostable in the second variable. More precisely, we assume
, where p l > 0 and p l ∈ N in the case i = 3 (l = 1, 2, · · · , N ), and g i (x, u) < 0 for all (x, u) ∈ H i × R + with u ≥ α 0 for some α 0 > 0
, where i = 1, 2, 3. Assume (P1). Similarly, by general semigroup theory, for any u 0 ∈ X 1 (resp. u 0 ∈ X 2 , u 0 ∈ X 3 ), (3.18) (resp. (3.19), (3.20) ) has a unique (local) solution u 1 (t, ·; u 0 , g 1 (·, ·))(∈ X 1 ) (resp. u 2 (t, ·; u 0 , g 2 (·, ·))(∈ X 2 ), u 3 (t, ·; u 0 , g 3 (·, ·))(∈ X 3 )) with initial data u 0 (·). Moreover, if u 0 ∈ X i,p , then u i (t, ·; u 0 , g i (·, ·)) ∈ X i,p for any t > 0 at which .18) (resp. (3.19), (3.20) ) has a unique spatially periodic stationary solution u * (3.19), (3.20) ) has a spreading speed c *
and the following hold for i = 1, 2, 3.
(1) For each u 0 ∈ X + i satisfying that u 0 (x) = 0 for x ∈ H i with |x · ξ| ≫ 1, lim sup |x·ξ|≥ct,t→∞
(2) For each σ > 0, r > 0, and u 0 ∈ X + i satisfying that u 0 (x) ≥ σ for x ∈ H i with |x · ξ| ≤ r, lim sup |x·ξ|≤ct,t→∞
(4) For each σ > 0, r > 0, and u 0 ∈ X + i satisfying that u 0 (x) ≥ σ for x ∈ H i with x ≤ r, lim sup Letĝ 1 (u) (resp.ĝ 2 (u),ĝ 3 (u)) be the spatial average of g 1 (x, u) (resp. g 2 (x, u), g 3 (x, u)), respectively, that is, Observe that λ i (ĝ i (0)) =ĝ i (0). Then by Proposition 3.6, (P3) implies (P2). Assume (P3). By Proposition 3.8, for any ξ ∈ S N −1 , (3.18) (resp. (3.19), (3.20) ) with g 1 (x, u) (resp. g 2 (x, u), g 3 (j, u)) being replaced byĝ 1 (u) (resp.ĝ 2 (u),ĝ 3 (u)) has a spreading speed c *
Proposition 3.9 (Influence of spatial variation). Assume (P1) and (P3). Then for any
The proposition then follows.
Positive Stationary Solutions and the Proof of Theorem 2.1
In this section, we investigate the existence of positive stationary solutions of (1.1), (1.2), and (1.3), and prove Theorem 2.1.
Throughout this section, we assume (H1) and (H2). We first prove some lemmas. 
, and for the cases that i = 1 and 2, the partial derivatives of h i (x) up to order N − 1 are zero at some x 0 ∈ H i with h i (x 0 ) = max x∈Hi (x), whereĥ i is the average of h i (·) (see (3.14) for the definition). 
It is clear that for i = 1 or 2, the partial derivatives of h i (x) up to order N − 1 are zero at some x 0 ∈ H i with h i (x 0 ) = max x∈Hi h i (x)(= f 0 i (0)). For given ǫ > 0, choosing p j ≫ 1, we havê
The lemma is thus proved. 
Proof. We prove the case thatf 2 (x, u) = f 2 (x, u). The case thatf 2 (x, u) = f 0 2 (u) can be proved similarly. Let h * (x) = R N κ(y − x)ũ * 2 (y)dy for x ∈ R N . Then h * (·) is C 1 and has bounded first order partial
Therefore,ũ * 2 has bounded first order partial derivatives. It then follows thatũ * 2 (x) is uniformly continuous in x ∈ R N and thenũ * 2 ∈ X ++ 2 .
Proof. We first prove that u *
Then there are ǫ 0 > 0 and x n ∈ R N such that x n → ∞ and
By the uniform continuity of u * 1 (x) in x ∈ R N , without loss of generality, we may assume that there is a continuous functionũ *
as n → ∞ uniformly in x on bounded sets. Moreover, by a priori estimates for parabolic equations,ũ * 1 is C 2+α for some α > 0 and we may also assume that
as n → ∞ uniformly in x on bounded sets. This together with f 1 (x + x n , u) → f 0 1 (u) as n → ∞ uniformly in x on bounded sets and in u ∈ R implies that ∆ũ *
By Proposition 3.7, we must haveũ *
N , without loss of generality, we may assume that there is a continuous functionũ *
as n → ∞ uniformly in x on bounded sets. By the Lebesgue Dominated Convergence Theorem, we have 1, 2, 3) .
Moreover, for i = 1 or 2, the partial derivatives of h i (x) up to order N − 1 are zero at some x 0 ∈ H i with 
This implies that there is a Lebesgue measurable function u −, * ,δ i :
Moreover, by regularity and a priori estimates for parabolic equations, u 
It then follows that lim t→∞ u i (t, x; M ) exists for all x ∈ R N . Let u 
By Proposition 3.1 and the arguments in Proposition 3.3,
It then follows that for 0 < ǫ ≪ 1, 
By (1), Lemmas 4.4 and 4.5, and Dini's Theorem,
We claim that u i (t, ·; u 0 ) − u * i (·) → 0 as t → ∞. Assume the claim is not true. Then there are ǫ 0 > 0, t n → ∞, and x n with x n → ∞ such that
Then by Lemma 4.3,
Letδ > 0 andM > 0 be such thatδ
For any ǫ > 0, let T > 0 be such that
for n ≫ 1. Then
as n → ∞ uniformly in x on bounded sets. This together with (4.1) implies that 
Spatial Spreading Speeds and Proofs of Theorems 2.2 and 2.3
In this section, we explore the spreading speeds of (1.1), (1.2), and (1.3), and prove Theorems 2.2 and 2.3. Throughout this section, we assume (H1) and (H2).
We first prove two lemmas.
, and u 0 ∈ X + i be given.
(1) If lim inf x·ξ≤ct,t→∞ u i (t, x; u 0 ) > 0, then for any 0 < c ′ < c, lim sup
(2) If lim inf |x·ξ|≤ct,t→∞ u i (t, x; u 0 ) > 0, then for any 0 < c ′ < c, lim sup
Proof.
(1) Suppose that lim inf x·ξ≤ct,t→∞ u i (t, x; u 0 ) > 0. Then there are δ and T > 0 such that
Assume that the conclusion of (1) is not true. Then there are 0 < c ′ < c, ǫ 0 > 0, x n ∈ H i , and t n ∈ R + with x n · ξ ≤ c ′ t n and t n → ∞ such that
Without loss of generality, we may assume that x n → x * as n → ∞ in the case that { x n } is bounded
2)
Without loss of generality, we may assume that t n −T ≥ T for n ≥ 1.
Observe thatũ 0n (x + x n ) →ũ 0 as n → ∞ uniformly in x on bounded sets. In the case that
as n → ∞. By (5.4) and (5.5),
By (5.2), (5.6), and (5.7), |u i (t n , x n ; u 0 ) − u * i (x n )| < ǫ 0 for n ≫ 1. This contradicts to (5.1).
In the case that x n → x * , by Proposition 3.4 again,
as n → ∞. By (5.3) and (5.5), 
