Interval probabilistic forecasts for a binary event are forecasts issued as a range of probabilities for the occurrence of the event, for example, 'chance of rain: 10-20%'. To verify interval probabilistic forecasts, use can be made of a scoring rule that assigns a score to each forecast-outcome pair. An important requirement for scoring rules, if they are to provide a faithful assessment of a forecaster, is that they be proper, by which is meant that they direct forecasters to issue their true beliefs as their forecasts. Proper scoring rules for probabilistic forecasts issued as precise numbers have been studied extensively. But, applying such a proper scoring rule to, for example, the mid-point of an interval probabilistic forecast, does not, typically, produce a proper scoring rule for interval probabilistic forecasts. Complementing parallel work by other authors, we derive a general characterisation of scoring rules that are proper for interval probabilistic forecasts and from this characterisation we determine particular scoring rules for interval probabilistic forecasts that correspond to the familiar scoring rules used for probabilistic forecasts given as precise probabilities. All the scoring rules we derive apply immediately to rounded probabilistic forecasts, being a special case of interval probabilistic forecasts.
Introduction
Consider an event that can have one of two outcomes. When forecasting which outcome will occur, the word 'forecast' is often read as 'point forecast', a statement about what the outcome of the event will be. One may though, also speak of a 'probabilistic forecast', a statement about how likely it is that each outcome will occur. Probabilistic forecasts are not new (see the historical account by Murphy 1998) and, already familiar in meteorology, are of increasing interest in many other disciplines (for a broad map of applications, see Gneiting and Katzfuss 2014) . Studies of how well a probabilistic forecaster performs, which is the subject of probabilistic forecast verification, have up to now as far as we are aware, taken the forecast probability to be a precise number; we will refer to such probabilistic forecasts as precise probabilistic forecasts (a thorough overview of this type of probabilistic forecasting is given in Dawid 1986 ).
Yet a probabilistic forecast is often expressed as a range of probabilities (for example, "Chance of rain: 25-30%"). We assume that the forecaster can compute their forecast probability precisely but must issue a range of probabilities. For example, meteorological offices around the world communicate their forecasts for precipitation as ranges of probabilities. We call a probabilistic forecast issued as a range of probabilities, an interval probabilistic forecast.
Rounded probabilistic forecasts are a special case of interval probabilistic forecasts. Each rounded probability represents a range of probabilities, namely those probabilities that, when rounded, reduce to the forecast probability. For example, if probabilistic forecasts are rounded to the nearest 10%, a rounded probabilistic forecast of 20% can be represented as the interval of probabilities from 15% (inclusive) to 25% (exclusive).
To verify precise probabilistic forecasts, the standard formal approach is to use a scoring rule (see for example , Winkler 1996) , a rule that assigns to each possible outcome of the event and each (precise) probabilistic forecast of the event, a score. A forecaster's accuracy is measured by their average score. There are many scoring rules from which to choose when calculating a forecaster's accuracy. There are no prescriptions about which rule should be chosen, but, the scoring rule used must satisfy the condition of being proper. A scoring rule is proper if a forecast matching the forecaster's actual judgment about the event's outcomes will optimise the score the forecaster expects to receive; a scoring rule is strictly proper only if a forecast reflecting the forecaster's actual judgment about the event's outcomes will optimise the forecaster's expected score (see Murphy and Epstein 1967) .
Consider the following setting. Suppose that X is 1 if it rains tomorrow and 0 otherwise. Let the precise probability q be the forecaster's actual belief that it will rain tomorrow.
The forecaster issues the probabilistic forecast p (which may or may not equal q). A scoring rule, S, assigns to each precise forecast probability p and each value x of X a score S(p, x).
Before we know the value of X, the forecaster can compute their expected score (with respect to their actual belief q) when they issue the precise forecast p. We denote this expected score by S[p, q] = Eq[S(p, X)]. We assume that S is negatively oriented, that is, lower values of S are better (Winkler and Murphy 1968) .
With this assumption, the scoring rule, S, is said to be a proper scoring rule if S[q, q] ≤ S [p, q] for all p and q and strictly proper only if S[q, q] < S [p, q] when p = q. For precise probabilistic forecasts there are many well-known proper scoring rules from which to choose (see for example, Gneiting and Raftery 2007) .
For ease of reference, we shall refer to proper scoring rules for precise probabilistic forecasts as precise-proper scoring rules.
Impropriety gives the forecaster the opportunity to hedge: obtain better accuracy by publishing forecasts that differ from their actual judgments, and, in allowing such dissemblance, impropriety undermines the credibility of the forecasts. Consider, for example, the apparently reasonable absolute error scoring rule (Murphy and Epstein 1967) , S(p, X) = |p − X|. The forecaster will receive a score of |p − 1| if it does rain tomorrow and a score of |p| if it does not rain tomorrow; a lower score is a better score (p being closer to the outcome of X). The expected score of
so the forecaster will receive the same expected score no matter what value they issue for p. Similarly, if q < 1 2 the forecaster will receive the best (i.e. lowest) expected score by issuing p = 0.
And if q > 1 2 , the forecaster will receive the best expected score by issuing p = 1. The published probabilistic forecasts will then always be either 0 or 1 (or, if q = 1 2 , an arbitrary value) and do not represent the forecaster's true views (unless the forecaster is always certain about whether there will be rain tomorrow i.e. q = 0 or q = 1).
Maintaining the above setting, suppose that the forecaster can articulate their precise true belief, q, that X = 1, but must issue an interval of probabilities that X = 1. Let 0 = a 0 < a 1 < . . . < a n−1 < an = 1 be a partition of the interval [0, 1] We refer to scoring rules that are proper for interval probabilistic forecasts as interval-proper scoring rules.
Given a precise-proper scoring rule S, there are many possible ways of constructing an interval scoring rule, s, from S (e.g. maximum of S over an interval, average of S over an interval).
However, an illustration in the next section shows that even when S is precise-proper and for each i, s(I i , X) is defined simply as the value of S at the mid-point of I i , s need not be an interval-proper scoring rule. In response to this difficulty, we present in section 3 a general expression for any interval-proper scoring rule. This result is a special case of more general results that have been proved by Lambert et al. (2008) ; Lambert and Shoham (2009); Lambert (2013) and Frongillo and Kash (2014) .
But, their results, while powerful, are abstract and this has prompted us to offer a short new proof of the characterisation of interval-proper scoring rules for events with only two outcomes.
From this general expression, we derive particular interval-proper scoring rules that are analogues of some familiar precise-proper scoring rules. In section 4 we demonstrate the effects of using improper scoring rules for interval probabilistic forecasts, with verification studies based on probability of precipitation (PoP) forecasts issued by the Australian Bureau of Meteorology and the United Kingdom Meteorological Office. Section 5 concludes.
Proofs appear in the appendices.
An Illustration
We ask whether, at a particular time in the future, an event will occur (e.g. will it rain tomorrow?). Let X be a random variable that will take the value 0 if the event does not occur (e.g. no rain tomorrow) and 1 if the event does occur (e.g. rain tomorrow).
A precise probabilistic forecast for X is a statement of the precise value for the probability that X = 1 (e.g. "chance of rain tomorrow, 0.2 (20%)"); such a value lies in the interval [0, 1] . An interval probabilistic forecast is a statement that the probability that X = 1 lies in a subinterval of [0, 1] (e.g. "chance of rain tomorrow, 0.15-0.25 (15-25%)).
To evaluate a precise probabilistic forecast, choose the Brier scoring rule (Brier 1950) 
2 where
x is the observed value of X and p is the precise probabilistic forecast that X = 1; S is negatively-oriented. It is known (Murphy and Epstein 1967) 
Suppose that the forecaster does not issue the precise probabilistic forecast p, but issues an interval I i . A scoring rule, s,
for an interval probabilistic forecast might be defined by Figure 1b where the partition has equal spacing.
A General Result

Characterisation Theorem
We would like to be able to write down the general form of those scoring rules that are proper for interval probabilistic forecasts. particular statistical functionals are given in Gneiting (2011)).
To arrive at a form for scoring rules that are proper for interval probabilistic forecasts, we can therefore, contextualise these general results, in particular those of Lambert (2013) , to our setting. With this indirect approach, however, we risk being opaque. Moreover, for interval forecasts of a binary random variable, it is possible to give a straightforward derivation of the functional form that an interval-proper scoring rule must have, and this we now do. The reader inclined more to application may move immediately to Theorem 3.1.
As in the previous section, X is a random variable taking only the values 0 and 1, for which the forecaster issues an interval probabilistic forecast, I i , for some 0 < i ≤ n. What is the general expression for the strictly interval-proper scoring rule s?
Recalling that the expected value of s(I i , X) when the probability that X = 1 is q, is defined by
(1) the propriety of s gives
The condition (2) must be satisfied for every q ∈ I k and, in particular, for q = a k . Therefore, letting j = k + 1 and q = a k , we have
From the strict propriety of s,
By equation (1) 
This smoothness condition coupled with strict propriety gives
Consequently, from (3) and (4), we have
Using (1), equation (5) may be written as
and this must hold for every k = 1, . . . , n − 1.
One possible solution to (6) is the trivial solution s(I k , X) = 0
for all values of k and X. But such a solution violates the condition of strict propriety: suppose that i < j and choose
and the propriety of s alone gives
Applying (1) to (8) and rearranging the terms in the inequality,
Substituting from (7) gives
We can, therefore, write
for non-negative constants γ k . The difference equation (9) has a solution
with f an arbitrary function of X. Defining the function g
. . , n − 1, we have proved the following theorem
Theorem 3.1 (Characterisation for Interval-Proper Scoring
Rules) Let X ∈ {0, 1} be a future binary observation. Given a partition 0 = a 0 < a 1 < . . . < a n−1 < an = 1, let s be a strictly interval-proper scoring rule for interval probabilistic forecasts
. . , n of the outcome X = 1. Then s has the form
where f is an arbitrary function and g is a non-decreasing function.
Note that under s given by equation (11), interval probabilistic forecasts that are closer to the outcome for X receive a lower (that is, better) score than interval probabilistic forecasts that are further from the outcome for X. Suppose that X = 0. We have
and the summation term increases as k increases (g being a nondecreasing function) so that as I k moves further away from X (as
and the summation term is always positive and increases in size as k increases so that s(I k , 1) increases as I k moves away from X (as k decreases).
Choosing f and g
In equation (11), each choice for the function f and for the non-decreasing function g, will give a new proper scoring rule for interval probabilistic forecasts. How should the functions f and g be chosen? While any real-valued function may be chosen for f and any non-decreasing real-valued function may be chosen for g, it is helpful to have some method to guide these choices. Here we suggest one such method.
To begin, choose ξ k ∈ I k+1 for k = 0, . . . , n − 1 and define the
Replacing g by h in (11),
from which
Restrict attention to those s for which, as n increases and all subintervals of the partition are made steadily smaller, the value of s for the interval containing p tends to the value of some preciseproper scoring rule S at p. Then (see Appendix B), for suitably smooth functions S and h, letting n → ∞ in (13), gives
So, if we have a scoring rule, S, that is proper for precise probabilistic forecasts, we substitute for this scoring rule into the left-hand side of (14) and solve for h as a function of p; having done so, we set g(k) = h (ξ k ) (for some predetermined choice for the ξ k ).
To interpret h, integrate both sides of (14) with respect to p to obtain
where a(·) is a function of X alone. Taking the expectation in
With X ∈ {0, 1}, we can write 
from which, differentiating both sides with respect to p,
Equation (15) states that h(p) is (up to a constant), the derivative of the entropy of p associated with S (we thank an anonymous referee for bringing this property of h to our attention and for suggesting that this property of h promises an interesting form for equation (12) in the limit, a form which we resolve in the next paragraph).
Lead by this interpretation of h, from equation (12), we have (where the indicator function 1(·) has the value 1 if its argument is true, and 0 otherwise)
Allowing n → ∞ in equation (16), we obtain
which (for our choice of f , see below) is the Schervishrepresentation of a proper scoring rule for a binary event (Schervish (1989) ,Theorem 4.2,page 1861; see also Gneiting and Raftery (2007) , page 364).
What of the function f ? From equation (11) we have that
We choose f (X) = S(ξ 0 , X). This choice ensures that
As examples of this method we take some familiar preciseproper scoring rules and derive the corresponding analogues that are interval-proper. In all cases, we assume that X takes only the values 0 and 1, the precise probabilistic forecast that X = 1 is p and that the interval [0, 1] has n subintervals with end-points 0 = a 0 < a 1 < . . . < an = 1.
EXAMPLE (Brier scoring rule (Brier 1950) 
With these choices of f and g, equation (11) gives the following Brier scoring rule for interval probabilistic forecasts
which may be rewritten as
and the expected interval Brier score is
If we choose ξ k = 1 2 (a k + a k+1 ), the mid-point of each subinterval, then
Since propriety is preserved under translation, we define the adjusted interval-proper Brier scoring rule by
Equation (19) also shows that when ξ k is the mid-point of the (k + 1)st interval, then, under equally-spaced subintervals,
which, from Proposition 2.1, is known to be proper.
✷ EXAMPLE (Ignorance scoring rule (Good 1952) ). The
Ignorance scoring rule is defined by
for p ∈ (0, 1). Substituting into (14) gives
We have, therefore, that for p ∈ (0, 1),
Choose f (X) = S (ξ 0 , X).
The expression for s(I k , X) may be written
which is of the same form as equation (18) (Roby 1964) ). Fix α > 1. The α-pseudo-spherical scoring rule is
Replacing S in (14) gives dh(p) dp
Solving for h, we have
the pseudo-spherical scoring rule is referred to as the spherical scoring rule.) ✷
Consequences of Impropriety
Equation (11) 
Data
Two separate data sets, in both cases precipitation data, were used. The amount of precipitation per day (the 24-hour period beginning at midnight local time) is converted into a binary variable, X, by choosing a threshold rainfall level (in mm) and defining X = 1 if the recorded amount of precipitation is greater than or equal to the threshold level; otherwise X = 0.
The UK Meteorological Office (UKMO) provided data for 58 lead-times (from 6 to 348 hours at 6-hourly intervals) and 2 locations; for each lead-time and location pair approximately two-years of daily data was available. For each day of each lead-time and location pair, the observation was a precipitation level (in mm) and the forecast was given as a set of nodes
. . , m of the cumulative distribution function (F ) of the precipitation level in mm (z), from which the precise probability of the precipitation level exceeding a threshold of 1mm was calculated; if necessary, the nodes were linearly interpolated and the tails were linearly extrapolated, that is, the upper limit of the cumulative distribution function was determined by
(zm − z m−1 ) + zm and the lower limit of the cumulative distribution function was calculated as
UKMO precise probabilistic forecasts were translated into interval probabilistic forecasts (see below) using the following partition of the interval 
Calculating Interval Probabilistic forecasts
The data described in the previous subsection are precise probabilistic forecasts. We now describe how these data may be used to calculate interval probabilistic forecasts. We begin by assuming that each precise probabilistic forecast, p, is determined under a precise-proper scoring rule and so represents the forecaster's true belief that X = 1. Next, suppose that the forecaster is made aware of both the interval scoring rule, s, by which they will be evaluated (see for example, Gneiting (2011) on the need for the forecaster to be made aware of the scoring rule) and the partition 0 = a 0 < a 1 < . . . < a n−1 < an = 1 from which they must choose an interval. The interval chosen by the forecaster, I k , is that which optimises their expected
If s is an interval-proper scoring rule, the interval issued by the forecaster will be the interval containing p. Under an interval-improper scoring rule, the forecast interval will not necessarily contain the forecaster's true belief p.
In this manner, for each precise probabilistic forecast in the data two interval probabilistic forecasts are computed: one when s is an interval-improper scoring rule and one when s is an interval-proper scoring rule. We emphasise that all interval probabilistic forecasts so calculated are hypothetical and are not actual interval probabilistic forecasts provided by either the UKMO or the ABOM. We define (Wilks 2006, page 259) , the forecaster's skill by
Skill
where EXAMPLE (Brier scoring rule (Brier 1950) ). Let 0 = a 0 < a 1 < . . . < an = 1 be a partition of unequally-spaced intervals.
Choose ξ k to be the mid-point of I k+1 for each k = 0, . . . , n − 1.
Let s be the adjusted interval-proper Brier scoring rule (equation (21)) ands be the interval-improper adjusted mid-point Brier scoring rulẽ ands (improper). In figure 2a , the skill of interval probabilistic forecasts at Heathrow Airport for different lead-times is shown.
In figure 2b , the skill of the 12-hour lead-time forecast at each of 18 different locations around Australia is plotted.
✷
The immediate conclusion from the above example is that there appears to be no material difference in skill measured under the interval-proper and interval-improper (Brier) scoring rules.
But, there is a more insidious danger from impropriety:
impropriety permits hedging, wherein the forecaster chooses to publish an interval probabilistic forecast that differs from the interval they truly believe is appropriate. In such cases, a forecaster's accuracy (or skill) does not measure their true forecasts but measures their given forecasts, thereby misrepresenting their ability. In the presence of hedging, decisions based on the forecaster's ability, in particular whether one forecaster is better than another, are invalid.
For a given interval-improper scoring rule,s, and the forecaster's true (precise) belief that X = 1, q, whether a forecaster is induced to hedge depends on the values ofs [I, q] for different intervals I, and therefore, only on the partition from which the interval forecasts are selected. In the example that follows we demonstrate the effect of the choice of partition on a forecaster's hedging profile.
EXAMPLE (Brier scoring rule (Brier 1950) In the bar-graphs below, the height of each bar is the proportion of times the interval is issued as a forecast. For each bar, the white area (if any) is the proportion of times the interval is forecast and is a hedge that understates the forecaster's true belief; the dark-grey area (if any) is the proportion of times the interval is forecast and is a hedge that overstates the forecaster's true belief.
(In all cases, an understated forecast is a forecast of the interval immediately below the true interval forecast and an overstated forecast is a forecast of the interval immediately above the true interval forecast.) The points marked by •, are the proportion of times the interval is a hedge given the interval is forecast, that is, the propensity to hedge.
In figure 3 , the distribution of the 12-hour lead-time forecasts at Heathrow Airport is shown. The relative frequency of hedging is 5% with hedging existing in both the lower and upper mid-ranges of the [0, 1] interval. A hedge in the lower mid-ranges of the [0, 1] interval may be either an understatement or an overstatement, as too a hedge in the upper mid-ranges may be. There is no simple trend in the propensity to hedge across the subintervals. The relative frequency of 12-hour lead-time interval probabilistic forecasts issued for Heathrow Airport. The height of each entire bar is an estimate of the probability that the interval is forecast. The white portion of each bar is an estimate of the probability that the interval is the forecast published and is a hedge that understates the forecaster's true belief. The dark-grey portion of each bar is an estimate of the probability that the interval is the published forecast and is a hedge that overstates the forecaster's true belief. The • points are estimates of the conditional probability that when the interval is forecast, it is a hedge. (The ticklabels on the horizontal axis are the upper end-points of each subinterval.)
An altogether different set of features is displayed in figure   4 , a bar-graph of the 12-hour lead-time interval probabilistic forecasts at Perth Airport. Here, the forecaster only tends to hedge when issuing forecasts in the extremities of the [0, 1] interval. EXAMPLE (Brier scoring rule (Brier 1950) cont.) . In figure 6 , the relative frequency of hedging is shown for different lead-times at two sites: Heathrow Airport and Eskdalemuir.
Hedging is, on the whole, higher for Heathrow Airport than for Eskdalemuir, although the pattern of hedging is similar over the different lead-times: hedging occurs on no more than 12% or so of occasions, tending to peak shortly before the 150-hour lead-time forecast and is lowest for the longest lead-times.
In figure 7 , the relative frequency of hedging when issuing interval probabilistic forecasts is compared for a number of lead- 
Summary
We consider probabilistic forecasts for a future 0/1 event. A precise probabilistic forecast is a statement of the exact value for the probability that 1 will occur. An interval probabilistic forecast is a range of values for the probability that 1 will occur.
Interval probabilistic forecasts may be issued explicitly (e.g.
'chance of rain tomorrow: 10-20%') or implicitly as a rounded probabilistic forecast (the undeclared interval forecast being all those precise probabilities that round to the given rounded probabilistic forecast).
Probabilistic forecasts must be evaluated using proper scoring rules. Scoring rules that are proper when the forecast probability is a precise value are not, in general, proper when applied to a representative probability from the interval forecast. Analogous to the result of Lambert (2013), we present a general expression for scoring rules that are proper for interval probabilistic forecasts.
Specific interval-proper scoring rules, corresponding to the more familiar precise-proper scoring rules (Brier scoring rule,
Ignorance scoring rule and Pseudo-spherical scoring rule) are also given; of these, the interval-proper Brier scoring rule (equation (21)) has a simple and appealing form. Interval-proper scoring rules depend explicitly on the set of intervals to which the interval forecasts refer. A change of the intervals used to express forecasts will influence the scoring rule and a natural question arises as to whether there is an optimal set of intervals. The question may be framed as a high-dimensional non-linear constrained optimisation problem and while we have not conducted a general investigation of this problem, in the particular case of the unadjusted interval-proper Brier scoring rule (equation (20)) it can be shown that the optimal partition is the equally-spaced partition, when 'optimal' is defined as the interval-proper Brier scoring rule being close in the squared-error sense to the precise-proper Brier scoring rule.
Condition (24) must hold for all q ∈ I i and so holds for q = a i .
In this case,
and, letting j = i + 1,
Also, condition (24) must hold for q = inf I i = a i−1 .
Specifically,
Letting j = i − 1,
As i was fixed arbitrarily, we have, for all 0 < i < n,
and this holds for all 0 < k < n, that is, the a i are equally-spaced.
Conversely, suppose that the a i are equally-spaced;
Equally, if i > j then i − 1 ≥ j and
Condition (24) is satisfied and therefore, the mid-point Brier scoring rule is interval-proper.
We remark in passing that the propriety of the more general λ-Brier scoring rule, defined by s(I i , X) = {(1 − λ)a i−1 + λa i − X} 2 also depends critically on the spacing of the partition, being
proper if and only if, letting
B. Appendix
We show under certain conditions on the partition 0 = a 0 < a 1 < . . . < an = 1, and on the functions s, S and h, that, letting ξ k ∈ I k+1 , as n increases the equation
leads to the differential equation
Definition B.1 The partitions [a]n = a n,0 < a n,1 < . . . < an,n, 0 = a n,0 , 1 = an,n, are said to be increasingly refined as n → ∞ if the mesh, µn = max{a n,i − a n,i−1 | i = 1, . . . , n} tends to 0.
Remark. When refering to subintervals of the partition
[a]n = a n,0 < a n,1 < . . . < an,n, 0 = a n,0 , 1 = an,n, we shall use the notation I n,1 = [a n,0 , a n,1 ], I n,k = (a n,k−1 , a n,k ] for k = 2, . . . , n.
Lemma B.1 Let p ∈ [0, 1]. If the partitions [a] n are increasingly refined then ∀ǫ > 0, ∃N ≥ 0 such that for each n > N , there is a k (depending on n) such that |a n,k − p| < ǫ.
Proof. Fix ǫ > 0. Since the partitions [a] n are increasingly refined, there is an N ≥ 0 such that ∀n > N , µn < ǫ. Let n > N so that µn < ǫ. If p ∈ [0, 1] then there is some k such that p ∈ I n,k .
Therefore, |a n,k − p| ≤ |a n,k − a n,k−1 | ≤ µn < ǫ. So for all n > N , there exists a k (depending on n) such that |a n,k − p| < ǫ. [a] n are increasingly refined then ∂S(p, X) ∂p = dh(p) dp (p − X).
Definition
Proof.
Let ǫ > 0, p ∈ [0, 1]. S is continuously partially differentiable with respect to p, so ∃δ * > 0 such that ∀|r| < δ * , S(p + r, X) − S(p, X) r − ∂S(p, X) ∂p < ǫ 4
and ∃δ ′ > 0 such that if |ξ − p| < δ ′ , ∂S(ξ, X) ∂ξ − ∂S(p, X) ∂p < ǫ 4 .
Further, since h is continuously differentiable, ∃δ * * such that ∀|r| < δ * * , h(p + r) − h(p) r − dh(p) dp < ǫ 2
and ∃δ ′′ > 0 such that if |ξ − p| < δ ′′ , then dh(ξ) dξ − dh(p) dp < ǫ 2 .
Let δ = min{δ * , δ ′ , δ * * , δ ′′ , ǫ}.
As the partitions [a] n are increasingly refined, ∃N * ≥ 0 such that for n ≥ N * , µn < δ 2 . The interval scoring rule s converges to S in the Lipschitz sense, so ∃N ′ ≥ 0 such that ∀n > N ′ , |s(I n,j , X) − S(p, X)| < ǫ 4 min{|a n,j−1 − p|, |a n,j − p|} for p ∈ I n,j . Let N = max{N * , N ′ }, n ≥ N and let k (depending on n) satisfy p ∈ I n,k . From equation (25), s(I n,k+1 , X) − s(I n,k , X) ξ n,k − ξ n,k−1 = − h(ξ n,k ) − h(ξ n,k−1 ) ξ n,k − ξ n,k−1 (X − a n,k ) (27) where, as above, ξ n,k ∈ I n,k+1 .
Considering the left-hand side of equation (27), s(I n,k+1 , X) − s(I n,k , X) ξ n,k − ξ n,k−1 − ∂S(p, X) ∂p = s(I n,k+1 , X) − S(ξ n,k , X) ξ n,k − ξ n,k−1 − s(I n,k , X) + S(ξ n,k−1 , X) ξ n,k − ξ n,k−1 + S(ξ n,k , X) − S(ξ n,k−1 , X) ξ n,k − ξ n,k−1 − ∂S(ξ n,k−1 , X) ∂ξ n,k−1 + ∂S(ξ n,k−1 , X) ∂ξ n,k−1 − ∂S(p, X) ∂p ≤ s(I n,k+1 , X) − S(ξ n,k , X) ξ n,k − ξ n,k−1 + s(I n,k , X) + S(ξ n,k−1 , X) ξ n,k − ξ n,k−1 + S(ξ n,k , X) − S(ξ n,k−1 , X) ξ n,k − ξ n,k−1 − ∂S(ξ n,k−1 , X) ∂ξ n,k−1 + ∂S(ξ n,k−1 , X) ∂ξ n,k−1 − ∂S(p, X) ∂p .
But, S is partially continuously differentiable with respect to p, ξ n,k − ξ n,k−1 ≤ a n,k+1 − a n,k−1 ≤ 2µn < δ, and |ξ n,k−1 − p| < µn < δ, from which it follows that s(I n,k+1 , X) − s(I n,k , X) ξ n,k − ξ n,k−1 − ∂S(p, X) ∂p < ǫ 4 min{|a n,k+1 − ξ n,k |, |a n,k − ξ n,k |} ξ n,k − ξ n,k−1 + ǫ 4 min{|a n,k − ξ n,k−1 |, |a n,k−1 − ξ n,k−1 |} ξ n,k − ξ n,k−1 + ǫ 4 + ǫ 4 < ǫ 4 + ǫ 4 + ǫ 4 + ǫ 4 =ǫ having noted too that min{|a n,k+1 − ξ n,k |, |a n,k − ξ n,k |} ξ n,k − ξ n,k−1 ≤ |a n,k − ξ n,k | ξ n,k − ξ n,k−1 ≤ 1 and, similarly min{|a n,k − ξ n,k−1 |, |a n,k−1 − ξ n,k−1 |} ξ n,k − ξ n,k−1 ≤ |a n,k − ξ n,k−1 | ξ n,k − ξ n,k−1 ≤ 1.
Next, h(ξ n,k ) − h(ξ n,k−1 ) ξ n,k − ξ n,k−1 − dh(p) dp = h(ξ n,k ) − h(ξ n,k−1 ) ξ n,k − ξ n,k−1 − dh(ξ n,k−1 ) dξ n,k−1 + dh(ξ n,k−1 ) dξ n,k−1 − dh(p) dp ≤ h(ξ n,k ) − h(ξ n,k−1 ) ξ n,k − ξ n,k−1 − dh(ξ n,k−1 ) dξ n,k−1 + dh(ξ n,k−1 ) dξ n,k−1 − dh(p) dp
Finally, |(X − a n,k ) − (X − p)| = |p − a n,k | ≤ µn < δ 2 ≤ ǫ.
Combining these separate limit results, equation (27) gives ∂S(p, X) ∂p = − dh(p) dp (X − p).
