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La  curva di  ROC  (Receiver  operating characteristic  curve) è una  tecnica statistica attualmente 
utilizzata in una grande varietà di campi scientifici. 
QuHVWDWHFQLFDWUDHRULJLQHQHOO¶ambito della teoria della rivelazione del segnale. Si tratta di una 
metodologia che è stata utilizzata per la prima volta da alcuni ingegneri, durante la seconda guerra 
PRQGLDOHSHUO¶DQDOLVLGHOOHLPPDJLQLUDGDUHORVWXGLRGHOUDSSRUWRVHJQDOHGLVWXUERPiù tardi, tra il 
1970 e il 1980, diventò evidente O¶LPSRUWDQ]DGHOO¶utilizzo di questa tecnica nella valutazione dei test 
diagnostici,  in  campi  quali  la  radiologia,  cardiologia,  chimica  clinica  ed  epidemiologia. 
RecHQWHPHQWHqHQWUDWDDQFKHQHOO¶ambito del data mining (Metz, 1978; Pepe, 2003; Zou, 2002).  
/¶uso così estensivo di questa tecnica può essere spiegato grazie alla sua relativa semplicità di 
costruzione,  e  per  la  sua  facile  applicazione  come  tecnica  di  valutazione  della  bontà  dei  test 
discriminatori. 
In base alla tipologia di responso fornito, i test si possono dividere in qualitativi e quantitativi. I primi 
restituiscono un output di tipo dicotomico (vero/falso, si/no, positivo/negativo), i secondi producono 
risultati sotto forma di variabili numeriche di tipo discrete o continue. Per i test di tipo quantitativo è 
necessario individuare un valore di soglia che permetta di discriminDUHLULVXOWDWLLQ³SRVLWLYL´H 
³QHJDWLYL´e questo valore viene chiamato cut-off (cut-point, threshold), cioè quel valore assunto 
dalla variabile misurata nel test al di sopra del quale il soggetto viene dichiarato positivo e al di sotto 
del quale viene definito negativo. 
Prendendo come esempio un test medico in realtà accade che, quando si sottopone un campione ad 
una procedura diagnostica, per un determinato valore di cut-off, non tutti i soggetti malati risulteranno 
positivi al test, così come non tutti i soggetti sani risulteranno negativi. Questo genera incertezza 
QHOO¶interpretazione del test perché, nella maggioranza dei casi, esiste una zona di sovrapposizione dei  
II 
 
risultati del test applicato a pazienti sani e a pazienti malati. In particolare si possono ottenere queste 
tre situazioni: 
 
1.  il test ideale dovrebbe consentire di discriminare completamente tra pazienti sani e malati 
come mostrato nella Figura 1. In questo caso è immediato individuare suOO¶DVVH delle ascisse il 
valore di cut-off che permette di discriminare, in questo caso e solo in questo con precisione 







2.  il caso opposto è quello mostrato nella Figura 2. I risultati non si possono interpretare e non si 
riesce ad attribuire il paziente al gruppo dei sani o al gruppo dei malati. Si dice che il test non 







3.  nella pratica si verifica sempre una sovrapposizione più o meno ampia delle due distribuzioni, 
come  mostrato  nella  Figura  3.  Si  avrà  sempre  un  certo  numero  di  soggetti  sani  che 
risulteranno positivi al test ³IDOVLSRVLWLYL´)3HXQFHUWRQXPHURGLVRJJHWWLPDODWLFKH
erroneamente verranno classificati come sani ³IDOVLQHJDWLYL´)1'XQTXHQHOODUHDOWjè 
LPSRVVLELOH LQGLYLGXDUH VXOO¶asse  delle  ascisse  un  valore  di  cut-off  che  consenta  una 
classificazione perfetta, ossia da azzerare i falsi positivi e i falsi negativi. 
 
             
 
Figura (3)  
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Per semplicità, nella trattazione si farà sempre riferimento a test applicati per determinare lo stato di 
³VDOXWH´R³PDODWWLD´GLXQVLQJRORSD]LHQWH7XWWDYLDTXHVWDDQDOLVLSXzHVVHUHXWLOL]]DWDDQFKHSHU
test quantitativi capaci di accertare qualsiasi altra condizione (discriminare tra rumore e segnali 
contenenti informazioni, classificazione binaria dei dati e successiva possibilità di valutare la qualità 
del risultato prodotto etc.). 
Una tecnica ampiamente utilizzata per valutare il comportamento di  un test  diagnostico in  una 
SRSROD]LRQHqO¶DQDOLVL tramite la curva ROC. Infatti, attraverso la costruzione della curva ROC e del 
FDOFRORGHOO¶area sottesa ad essa (AUC, Area under the ROC curve), è possibile stimare la probabilità 
di assegnare un¶unità statistica al suo reale gruppo di appartenenza e quindi valutare la bontà del 
metodo usato per la classificazione. 
Nei capitoli successivi verranno presentati i seguenti argomenti. Il primo capitolo presenterà alcuni 
concetti  generali  riguardanti  la  teoria  della  curva  ROC  e  della  valutazione  della  capacità 
discriminatoria di  un tHVW DWWUDYHUVRO¶LQGLFDWRUH$8& ,l  secondo  capitolo  tratterà  del  software 
statistico R (http://www.r-project.org/) e della possibilità di analisi della curva ROC in R. NHOO¶ultimo 
capitolo si stimerà la curva ROC e le quantità ad essa collegate, sulla base di dati riguardanti dei casi 










Capitolo 1. La curva ROC   
 
 
In questo capitolo presenteremo come valutare la bontà di un modello di classificazione. Verranno 
presentati la matrice di confusione, la curva ROC HO¶indice AUC per confrontare i risultati attesi con 
quelli ottenuti. Per una trattazione approfondita di tali argomenti si rinvia a Krzanowski, Hand 
(2009). 
 
1.1 La matrice di confusione: sensibilità e specificità 
 
Un classificatore può essere decritto come una funzione che mappa gli elementi di un insieme in certe 
classi o gruppi. In un caso medico, YHQJRQRFRQIURQWDWLO¶output del test con il vero stato del paziente. 
4XHVW¶ultimo può essere già noto in partenza, oppure può essere stabilito mediante quello che viene 
definito un golden test, ossia un test con una alta attendibilità. Quindi i risultati del golden test 
corrispondono alla realtà. 
In un problemDGLFODVVLILFD]LRQHELQDULDO¶insieme dei dati da classificare è suddiviso in due classi 
che possiamo indicare convenzionalmente in positivi P e negativi N (ad esempio malati e sani). Gli 
esiti predetti dal clasVLILFDWRUHELQDULROLLQGLFKHUHPRFRQSRVLWLYL³S´HQHJDWLYL³Q´ULVSHWWLYDPHQWH 
Sono possibili quattro risultati a seconda del valore di cut-off: 
 
x  il classificatore produce il vDORUH³S´ partendo da un dato appartenente alla classe P. Si 
dice che il classificatore ha prodotto un vero positivo (TP); 
 
x  il classificatore produce il valore ³p´ partendo da un dato appartenente alla classe N. Si 





x  il classificatore produce il valore ³n´ partendo da un dato appartenente alla classe N. Si 
dice che il classificatore ha prodotto un vero negativo (TN); 
 
x  il classificatore produce il valore ³Q´ partendo da un dato appartenente alla classe P. Si 
dice che il classificatore ha prodotto un falso negativo (FN). 
 
I quattro valori identificati (TP, FP, TN, FN) possono essere rappresentati in una tabella a doppia 
entrata che conta il numero di unità classificate correttamente o meno per ciascuna delle due modalità 
possibili. Questa matrice è detta matrice di confusione (o tabella di errata classificazione); si veda la 
Tabella 1.  
 
         Tabella 1. Matrice di confusione 
 
I numeri sulla diagonale della matrice di confusione rappresentano le unità statistiche correttamente 
classificate; gli altri sono gli errori. 
A partire da tale classificazione, si possono ottenere due importanti indici sintetici della qualità della 
classificazione: la sensibilità e la specificità. La sensibilità è definita come 
 ൌ  ൌ
்௉




ed esprime la proporzione di Veri Positivi rispetto al numero totale di positivi effettivi. 
La sensibilità è condizionata negativamente dalla quota di falsi negativi: pertanto un test  molto 
sensibile dovrà associarsi ad una quota molto bassa di falsi negativi, ovvero di soggetti malati che 
³VIXJJRQR´DOO¶identificazione attraverso il test. Il calcolo della sensibilità considera esclusivamente 
la popolazione dei malati (ovvero la seconda riga della Tabella 1LQIXQ]LRQHGHOO¶LGHQWLILFD]LRQH
come positivi e negativi del test.    
La specificità è definita come  
ϐ ൌ  ൌ
்ே
ி௉ା்ே , 
ed  esprime  la  proporzione  di  Veri  Negativi  rispetto  al  numero  totale  di  negativi  effettivi.  La 
specificità è influenzata in particolare dalla quota di falsi positivi; ovvero un test sarà tanto più 
specifico quanto più bassa risulterà la quota dei falsi positivi, cioè di soggetti sani identificati dal test 
come malati. Un test molto specifico consente di limitare la possibilità che un soggetto sano risulti 
positivo al test. Per calcolare la specificità si fa riferimento esclusivamente al gruppo dei sani ed alla 
loro distribuzione fra positivi e negativi al test (ovvero  la prima riga  della Tabella 1). Un test 
altamente specifico sarà dunque un test che produrrà una bassa quota di falsi positivi.   
Si dice che il test è sensibile al 100% quando tutti i malati sono risultati positivi; si dice che il test è 
specifico al 100% quando tutti i sani risultano negativi. 
(¶IDFLOHYHULILFDUHFKHLYDORULGLVHQVLELOLWjHVSHFLILFLWjVRQR fra loro inversamente correlati in 
rapporto alla scelta del valore di cut-off. Infatti, modiILFDQGRTXHVW¶ultimo, si può ottenere uno dei 
seguenti effetti: 
 
x  aumento della sensibilità e diminuzione della specificità; 
 
x  aumento della specificità e diminuzione della sensibilità. 




(¶SRVVLELOHGLPRVWUDUHche, quando la distribuzione dei valori delle due classi malati-sani è di tipo 
QRUPDOHOD³VRJOLDGLVFULPLQDQWHRWWLPDOH´, ossia il valore di cut-off che minimizza gli errori di 
classificazione,  è  pari  al  valore  in  ascissa  corrispondente  al  punto  di  intersezione  delle  due 
distribuzioni (Bottarelli, Parodi, 2003). Tuttavia, la scelta di tale valore non si può basare solo su 
teorie  probabilistiche.  Ad  esempio,  nel  caso  di  malattie  ad  alta  contagiosità,  potrebbe  essere 
opportuno minimizzare la quota di falsi negativi e quindi privilegiare la sensibilità a scapito della 
specificità. Nel caso contrario, si privilegia la specificità a scapito della sensibilità. 
A tali difficoltà è da sovrapporre un ulteriore elemento che ostacola sia la scelta del cut-off ottimale 
per un singolo test che il raffronto fra le performance di test diversi. Tale elemento è costituito dal 
fatto che i valori predittivi (Appendice 1) dipendono, oltre che dalla Se e Sp del test, anche dalla 
prevalenza  della  malattia  nella  popolazione  studiata ,QIDWWL q LQWXLWLYR FKH DOO¶aumentare  della 
frazione  dei  malati  nel  campione  sottoposto  al  test,  la  proporzione  dei  malati  positivi  aumenti 
QHOO¶insieme  dei  positivi  al  test.  Al  contrario,  per  una  patologia  poco  rappresentata,  tenderà  ad 
aumentare la frazione dei falsi positivi sul totale dei positivi al test. Nel complesso, tali osservazioni 
comportano tre importanti implicazioni: 
 
1.  è possibile scegliere un valore di cut-off che corrisponda ad un predeterminato valore di Se o 
di Sp, ma non è detto che tale valore sia ottimale per gli scopi contingenti; 
 
2.  la Se e la Sp associate ad un singolo valore di cut-off non rappresentano descrittori esaurienti 
della performance del test potenzialmente ottenibile adottando altri valori di cut-off; 
 
3.  i valori predittivi, in quanto dipendenti dalla prevalenza della malattia nella popolazione 
studiata, non sono caratteristiche intrinseche del test e quindi non possono essere utilizzati 




Le problematiche appena accennate, ad eccezione della 3, possono essere risolte con l¶analisi della 
curva ROC (Bottarelli, Parodi, 2003). 
 
1.2 La curva ROC 
 
Il  modello  di  classificazione  sarebbe  ottimale  se  massimizzasse  contemporaneamente  sia  la 
sensibilità  che  la  specificità.  Questo  tuttavia  non  è  possibile:  infatti  elevando  il  valore  della 
specificità, diminuisce il valore di falsi positivi , ma si aumentano i falsi negativi, il che comporta una 
diminuzione della sensibilità. Si può quindi osservare che esiste un trade-off tra i due indici. 
La relazione tra i suddetti parametri può essere rappresentata attraverso una linea che si ottiene 
riportando, in un sistema di assi cartesiani e per ogni possibile valore di cut-off, la proporzione di veri 
positivi in ordinata e la proporzione di falsi positivi in ascissa. Se il risultato del test è calcolato su 
scala continua, si possono calcolare i valori di Se e il complemento a uno della specificità, 1-Sp 
(probabilità di ottenere un falso positivo nella classe dei non-malati). /¶unione dei punti ottenuti 
riportando nel piano cartesiano ciascuna coppia di Se e 1-Sp genera una spezzata, la curva ROC 
(Figura 4). 
Piccoli spostamenti lungo la curva informano sulle variazioni reciproche di sensibilità e di specificità 
per piccole variazioni del cut-off. In questo senso è importante la pendenza locale della curva; ad 
esempio, una forte pendenza significa un buon  incremento di  sensibilità con piccola perdita di 
specificità.  
Un test perfetto dal punto di vista discriminatorio (assenza di sovrapposizione tra i due gruppi) è 
rappresentato  da  una  curva  ROC  che  passa  peU O¶angolo  superiore  sinistro  degli  assi  cartesiani 
(massima specificità e sensibilità). Al contrario, la curva ROC per un test assolutamente privo di 
valore informativo è rappresentata dalla bisettrice ³chance line´%DPEHU=ZHLJCampbell, 






Figura 4.Grafico della curva ROC. La linea verde rappresenta la ³chance line´. 
 
1.3 Area sottesa alla curva ROC 
 
La curva ROC può essere utilizzata per confrontare test diagnostici diversi che fanno riferimento ad 
uno stesso gruppo di unità statistiche. 
Uno degli indici più utilizzati per valutare la bontà della regola di classificazione è O¶AUC (Area 
under the ROC curve). ,OFDOFRORGHOO¶$8C per una curva empirica (Figura 4), può essere effettuata 
semplicemente connettendo i diversi punti della curva ROC DOO¶asse delle ascisse con segmenti 
verticali e sommando le aree dei risultanti poligoni generati nella zona sottostante. Questa tecnica, 
detta regola trapezoidale, può fornire però risultati distorti.  








Questa espressione  è  anche  nota come modello  sollecitazione-resistenza  (stress-strenght  model) 
(vedi,  ad  esempio,  Kotz.  et  al.,  2003).  Si  possono  fare  varie  assunzioni  parametriche  e  non 
parametriche sulle variabili X e Y. 
Sotto ipotesi non parametriche, la quantità AUC è collegata alla statistica test U di Mann-Whitney 
(Bottarelli, Parodi, 2003). La statistica U, rappresenta una delle più note tecniche di statistica non 
parametrica. Viene utilizzata per il confronto della distribuzione di una variabile continua tra due 
JUXSSLHSHUWHVWDUHO¶LSRWHVLQXOOa che i due gruppi presentino la stessa mediana. Tale ipotesi è 
equivalente a testare che un soggetto estratto a caso da un gruppo X abbia la stessa probabilità di 
presentare un valore della variabile inferiore ad un valore predefinito di quello di un soggetto estratto 
a cDVRGDOO¶altro gruppo Y (Bottarelli, Parodi, 2003).  




ଶ  ± R1 , 
 
con n1 e n2 numerosità campionarie dei due gruppi e R1 somma dei ranghi del gruppo con numerosità 

















da cui segue che VHPSUHVRWWRO¶LSRWHVLQXOOD 
 
ȝAUC= E[AUC]= 0.5. 
 
Sotto ipotesi parametriche, si assume in genere che X e Y siano variabili casuali con funzioni di 
densità, rispettivamente, fx(x; ύ x) e fy(y; ύ y), con ύx א Ĭx ك R
px e ύy א Ĭy كpy /¶$8&può essere 
quindi espressa come  
 
AUC = AUC(ύ)=  P(X<Y)=׬ ܨ
ାஶ
ିஶ x(t; ύ x) dFy(t; ύ y) , 
 
con Fx(t; ύ x) e Fy(t; ύ y) funzioni di ripartizione di X e Y, rispettivamente, e ύ = (ύx , ύy ). 
(VLVWRQRGLYHUVHHVSUHVVLRQLGHOO¶$UC a seconda delle distribuzioni delle due variabili. Nel caso più 
comune, in cui le variabili X e Y si distribuiscono come X~1ȝx ı
2
x) e Y~ 1ȝy ı
2
y), si ottiene   
 






   




y).   








con ύ =( Įȕ  
Una  VWLPD SDUDPHWULFD GHOO¶AUC  si  può  ottenere  utilizzando  la  proprietà  di  equivarianza  degli 
stimatori di massima verosomiglianza (cfr. ad esempio Pace, Salvan, 2001, Cap 3). Sia ፽ ෡ la stima di 
massima verosomiglianza di ύ, ottenuta massimizzando la funzione di verosomiglianza completa   
 
L(ύ)= L(ύ x, ύ y)= ς ݂ ௫ሺݔ௜Ǣ፽௫ሻ ௡௫
௜ୀଵ ς ݂ ௬ሺݕ௝Ǣ፽௬ሻ
௡௬
௝ୀଵ  , 
 
con  x=  (x1,  « [nx)  e  y=  (y1 «\ny  )  campioni  casuali  semplici  di  numerosità  nx  e  ny  tratti, 
rispettivamente, da X e Y, variabili casuali indipendenti. 
La stima dLPDVVLPDYHURVRPLJOLDQ]DGHOO¶AUC è 
 
ܣܷܥ ෣= AUC(፽ ෡)= AUC(፽ ෡x,፽ ෡y). 
 
Nel caso di un test perfetto, ossia che non restituisce alcun falso positivo né falso negativo (capacità 
discriminante = 100%), la curva ROC passa attraverso le coordinate (0,1) ed il valore GHOO¶AUC 
FRUULVSRQGHDOO¶DUHDGHOO¶LQWHURTXDGUDWRGHOLPLtato dai punti di coordinate (0,0), (0,1), (1,0), (1,1), 
che assume valore 1, corrispondendo ad una probabilità del 100% di una corretta classificazione. Al 
contrario la curva ROC per un test assolutamente privo di valore informativo è rappresentata dalla 
bisettrice (³chance line´, con AUC =0.5. 
Per O¶LQWHUSUHWD]LRQHGHOYDORUHGHOO¶AUC, si può tenere presente la classificazione della capacità 
discriminante di un test proposta da Swets (1988). Essa è basata su criteri largamente soggettivi ed 




x  AUC=0.5      test non informativo 
x  0.5<AUC     test poco accurato 
x  $8&  test moderatamente accurato 
x  $8&  test altamente accurato 
x  AUC=1.0               test perfetto 
 
,Q DOFXQL FDVL VL SRWUHEEH HVVHUH LQWHUHVVDWL DO FDOFROR GHOO¶DUHD VRWWHVD DOOD FXUYD 52& SHU XQ
LQWHUYDOORGLVSHFLILFLWjPLQRUHULVSHWWRDOO¶LQWHURintervallo. In questo caso si parla di PAUC (Partial 
Area  under  the  ROC  curve).  Sembrerebbe  un  modo  perfettamente  ragionevole  di  restringere 
O¶DWWHQ]LRQHVXXQLQWHUYDOORGLVSHFLILFLWjFKHLQGLFKHUHPRFRQ(a,b). Tuttavia, il problema è che sia 
LOYDORUHPDVVLPRFKHLOYDORUHPLQLPRGL3$8&GLSHQGRQRGDOO¶LQWHUYDOORFRQVLGHUDWRLOFKHUHQGH
difficile    O¶interpretazione  del  PAUC  per  valutare  la  capacità  discriminante  di  un  test.  Questo 
problema di interpretazione  può essere risolto utilizzando la correzione di McClish (1989). Con 
questa correzione, il PAUC assume valori compresi tra 0.5 e 1, per qualsiasi intervallo (a,b), il che 
rende possibile utilizzare, ad esempio, la classificazione proposta da Swets (1988) per valutare la 
FDSDFLWjGLFODVVLILFD]LRQHGLXQWHVWXWLOL]]DQGRLO3$8&DOSRVWRGHOO¶$8& 
La correzione di McClish è la seguente   
 
ଵ
ଶ ( 1 + 
௉஺௎஼ሺ௔ǡ௕ሻି௠
ெି௠  ),  
 
con M = (b-a) e m= 
ሺ௕ି௔ሻሺ௕ା௔ሻ
ଶ  . 
 
 




1.4 Valutazione della performance di un singolo test  
 
L¶DUHD VRWWHVD DOOD FXUYD  ROC  rappresenta  un  parametro  fondamentale  per  la  valutazione  della 
performance  di  un  test,  in  quanto  costituisce  una  misura  GHOO¶accuratezza  non  dipendente  dalla 
SUHYDOHQ]D3RLFKpO¶AUC rappresenta una stima da popolazione campionaria finita, risulta quasi 
sempre necessario testare la significatività della capacità discriminante del test, ovvero VHO¶DUHDVRWWR
la curva ROC eccede significativamente il suo valore atteso nullo 0.5. Tale procedura corrisponde a 
verificare se la proporzione dei veri positivi è superiore a quella dei falsi positivi (Bottarelli, Parodi, 
2003). 











AUC è la varianza di ܣܷܥ ෣. 
Secondo Hanley e McNeil (1983), sotto ipotesi non parametriche, la varianza di ܣܷܥ ෣  può essere 









dove n1 e n2 rappresentano la numerosità dei due gruppi a confronto e Q1 e Q2 sono date da 






ଶି஺௎஼ ෣          e            Q2= 
ଶ஺௎஼మ ෣
ଵା஺௎஼ ෣ . 
 
Se, ad esempio, il valore di |Z| eccede il valore critico 1.96, si può affermare che DOLYHOORĮ  il test 
diagnostico  presenta  una  performance  significativamente  superiore  rispetto  ad  un  test  non 
discriminante. 
Attraverso la stima non parametrica di ı
2
AUC, qSRVVLELOHRWWHQHUHLQWHUYDOOLGLFRQILGHQ]DSHUO¶$8& 
/¶Lntervallo di confidenza a livello nominale (1-Į SHUO¶$8&qGDWRGD 
 
ܣܷܥ ෣ ıAUC z1-Į . 
 
1.5 Comparazione di due test mediaQWHO¶analisi della curva di ROC 
 
DXHWHVWSRVVRQRHVVHUHFRPSDUDWLWUDORURFRQIURQWDQGROHVWLPHGHOO¶DUHDVRWWHsa alle corrispondenti 
curve ROC (Figura 5). 
 
Figura 5. Confronto tra tre test diagnostici mediante analisi ROC. Risulta evidente la superiorità discriminatoria del test A 
rispetto ai test B e C. 




Un test alla Wald può essere eseguito rapportando la differenza di due aree DOO¶errore standard di tale 
differenza. 
Un test (Hanley, McNeil, 1983) per il confronto tra due curve ROC indipendenti (i test a confronto 
sono stati applicati a gruppi di soggetti diversi) è dato da 
 
Z= 










2 sono le varianze di ܣܷܥଵ ෣  e ܣܷܥଶ ෣ , rispettivamente. 
Se i due test non sono indipendenti (situazione che viene a verificarsi quando vengono applicati agli 
stessi  soggetti) O¶HUURUH VWDQGDUG GHOOD GLIIHUHQ]D GHOOH GXH DUHH YLHQH D GLSHQGHUH  anche  dalla 
correlazione r esistente tra esse, ossia 
 
Z= 






La stima di r è stata illustrata in dettaglio da Hanley e McNeil (1982).  
 
1.6 Scelta del valore soglia ottimale 
 
In una curva ROC esistono due segmenti di scarsa importanza DLILQLGHOODYDOXWD]LRQHGHOO¶attitudine 
discriminante  del  test  in  esame.  Essi  sono  rappresentati  dalle  frazioni  di  curva  sovrapposte 
ULVSHWWLYDPHQWHDOO¶DVVHGHOOHDVFLVVHHGDOO¶DVVHGHOOHRUGLQDWH,QIDWWLLFRUULVSRQGHQWLYDORULSRVVRQR




Se o, viceversa, una migliore Se senza perdita di Sp. Infine, è da ricordare che la valutazione di un test 
DWWUDYHUVRO¶$8&YLHQHFRPSLXWDDWWUibuendo ugual importanza alla Se e alla Sp, mentre in molti casi 
è necessario differenziare il peso da assegnare a tali parametri. 
Nella maggioranza degli sWXGLO¶individuazione del cut-off ottimale viene effettuata assumendo una 
distribuzione normale per la variabile oggetto di studio e si raggiunge adottando un valore pari a 
[media aritmetica + 2 deviazione standard] dei risultati generati dal gruppo dei pazienti sani. Questo 
approccio consente di ottenere una specificità pari al 97.5% (Barajas-Rojas, 1993), ma trascura 
completamente il valore della sensibilità. 
Un metodo empirico comunemente utilizzato per la scelta del cut-off consiste nel fissare a priori il 
valore  desiderato  di  specificità  JHQHUDOPHQWH 0.9)  e,  quindi,  nel  calcolare  la  corrispondente 
sensibilità del test nella suddetta condizione. Questo approccio genera tuttavia due effetti negativi. Il 
SULPR q UDSSUHVHQWDWR GDOO¶evenienza  che  il  test  in  questione  possa  produrre  risultati 
complessivamente migliori attraverso O¶adozione di un cut-off diverso da quello assunto. Il secondo è 
legato DOO¶impossibilità di effettuare un raffronto affidabile fra la performance di due o più test 
valutati in base ad un singolo valore di cut-off. 
Come regola generale si può affermare che il punto sulla curva ROC più vicino DOO¶angolo superiore 
sinistro rappresenta il miglior compromesso fra sensibilità e specificità. Infatti, la distanza di ogni 
punto della curva ROC al punto (0,1) è pari a 
 
d= ඥሺͳ െ ܵ݁ሻଶ ൅ ሺͳ െ ܵ݌ሻ
2. 
 
Per ottenere il punto di cut-off ottimale si calcola questa distanza per ogni combinazione di Se e Sp: il 
valore soglia ottimale sarà il punto con distanza minore (Perkins, Schisterman, 2006). 
,OYDORUHRWWLPRSXzHVVHUHFDOFRODWRDQFKHDWWUDYHUVRO¶LQGLFH J di Youden (Perkins, Schisterman, 




ROC (Figura 6). In altre parole, O¶LQGLFH J di Youden, è il punto sulla curva ROC più lontano dalla 
diagonale ottenuto massimizzando la funzione 
 
 [Se + Sp ± 1]. 
 
 
Figura 6. Criterio della minima distanza d e indice di Youden J. 
 
Infine  si  ricorda  che  tra  le  misure  che  si  possono  ottenere  dalla  matrice  di  confusione,  la  più 






RiportanGRLQXQJUDILFRLYDORULGHOO¶accuratezza del test rispetto a diversi valori di cut-off, si sceglie 
come valore ottimo di cut-off il valore al quale corrisponde il massimo valore di accuratezza (Figura 




   
Figura7. Esempio di scelta del valore di soglia ottimale attraverso l' accuratezza del test. Dal grafico si nota che il valore 

















Appendice 1: Valori predittivi di un test e prevalenza della malattia 
 
Sensibilità e specificità sono parametri definibili a priori, perché sono caratteristiche intrinseche del 
test che dipendono esclusivamente dalla tipologia del test adottato. Esse ci informano su qual è la 
probabilità di reclutare soggetti malati o sani da una certa popolazione di partenza (di malati e di 
sani), mentre nulla ci dicono sulla probabilità che, di fronte ad un singolo risultato positivo, quel 
soggetto sia realmente malato. SRSUDWWXWWRQHOFDPSRGHOO¶epidemiologia clinica, cioè quando i test 
vengono  utilizzati  a  scopo  diagnostico  e  non  in  operazioni  di  screening,  ancor  più  interessanti 
risultano altri due parametri: il valore predittivo positivo VPP (probabilità che un soggetto scelto 
casualmente  dalla  popolazione,  risultato  positivo  al  test,  sia  effettivamente  malato)  e  il  valore 
predittivo negativo VPN (probabilità che un soggetto risultato negativo ad un test sia effettivamente 
sano). 
La relazione tra valori predittivi di un test, sensibilità, specificità e prevalenza della malattia può 
essere ricavata analiticamente mediante il Teorema di Bayes. Dati due eventi A e B, definendo con 
P(A|B) e P(B|A), rispettivamente, la SUREDELOLWjFKHVLYHULILFKLO¶evento A dato che si è verificato 




୔ሺ୆ሻ  . 
 
Ricordando  la  definizione  di  valore  predittivo,  di  sensibilità  e  di  specificità,  si  può  scrivere, 
formalmente, 
 
VPP= P(M+|T+),   VPN= P(M-|T-),   Se= P(T+|M+),    




dove M+ e M- indicano il vero stato del soggetto, e T+ T- se il test è risultato positivo o negativo, 
rispettivamente. 
6LLQGLFKLLQROWUHFRQ23O¶25Odds Ratio) di Prevalenza, definito formalmente come il rapporto tra 







Tale indice viene spesso impiegato per comodità, in quanto aumenta con la prevalenza e può essere 
stimato molto semplicemente come rapporto tra il numero dei malati e quello dei non malati nel 
campione. 
Applicando il Teorema di Bayes alle definizioni sopra riportate si ricava immediatamente la relazione 




୔ሺ୘ାሻ  . 
 
Si consideri inoltre che la probabilità di un test positivo P(T+) è pari alla somma delle probabilità di 






da cui si ottiene la seguente relazione 























Dal punto di vista pratico risulta evidente dal Teorema di Bayes che: 
 
¾  in condizioni di bassa prevalenza diminuisce il valore predittivo del test positivo; 
 
¾  in condizioni di bassa specificità del test diminuisce il valore predittivo del test positivo; 
 
¾  in condizioni di bassa specificità e di bassa prevalenza aumenta il valore predittivo del test 
negativo, quindi un test diventa utile soprattutto per escludere la malattia. 
 















Il rapporto di verosomiglianza di un risultato positivo (LR+) esprime la probabilità di un risultato 
positivo in un soggetto malato rispetto alla medesima probabilità in un soggetto sano. Analogamente, 
il rapporto di verosomiglianza di un risultato negativo (LR-) esprime la probabilità di un risultato 
negativo in un soggetto malato rispetto alla medesima probabilità in un soggetto sano. In termini di 








Illustrando tali relazioni in un grafico (Figura 8), si può notare che il VPP tende ad aumentare in modo 
non lineare con la prevalenza e con maggiore rapidità per valori elevati di LR+, mentre VPN tende a 
diminuire con la prevalenza, tanto più rapidamente quanto più elevato è LR-. 
 
     




Capitolo 2. Implementazione della curva ROC in R  
 
/¶DQDOLVL tramite la curva ROC si può effettuare con diversi programmi statistici, uno di questi è R. 
Nei successivi paragrafi presenteremo in breve il programma open-source R e ci soffermeremo su 




Esiste una gamma assai vasta di software specializzati nell'analisi statistica dei dati, basta ricordare 
SAS, SPSS, STATA, STATGRAPHICS PLUS, SHAZAM, S PLUS, MINITAB, GAUSS, etc., solo 
per citarne alcuni che sono in commercio. Sono prodotti che costituiscono senz'altro un fondamentale 
ed insostituibile ausilio per il lavoro dello statistico. Tuttavia, molti di questi programmi sono anche 
alquanto costosi ed è consentito l'uso su licenza da parte del produttore. 
Da alcuni anni a questa parte, soprattutto in ambito universitario (ma non solo), si sta sempre più 
diffondendo un nuovo package che merita di sicuro una debita trattazione e l'interessamento da parte 
degli statistici e di coloro che fanno analisi dei dati, e che costituisce anche una valida alternativa ai 
software commerciali. Ci stiamo riferendo al software R (http://www.r-project.org/). R è un ambiente 
statistico scaricabile gratuitamente dal sito di The R Project for Statistical Computing. Esso è il frutto 
del lavoro collettivo svolto da un gruppo, sempre più folto, di ricercatori in campo statistico ed 
informatico a livello mondiale. R più che un software statistico può essere definito come un ambiente, 
costituito da una varietà di strumenti, orientato alla gestione, all'analisi dei dati e alla produzione di 
grafici, basato sul linguaggio S creato da AT&T Bell Laboratories. R è contemporaneamente un 
linguaggio ed un software. 




a) semplicità nella gestione e manipolazione dei dati; 
b) disponibilità di una suite di strumenti per calcoli su vettori, matrici ed altre operazioni complesse; 
c) accesso ad un vasto insieme di strumenti integrati per l'analisi statistica; 
d) produzione di numerose potenzialità grafiche particolarmente flessibili; 
e) possibilità di adoperare un vero e proprio linguaggio di programmazione orientato ad oggetti che 
consente l'uso di strutture condizionali e cicliche, nonché di funzioni create dall'utente. 
L'ambiente R è basato sul concetto di "package" tradotto di solito in italiano con pacchetto. Un 
package è un insieme di strumenti che svolgono determinate funzioni, ma può anche contenere solo 
dati,  oppure  solo  documentazione.  Attualmente  è  disponibile  una  vasta  gamma  di  packages 
(http://cran.stat.unipd.it/) utilizzabili per la risoluzione di specifici problemi o per analisi statistiche 
molto  particolareggiate.  Il  cuore di  R  è  rappresentato dal  modulo base (che  offre  gli strumenti 
fondamentali per l'analisi statistica) e attorno a questo modulo "ruotano" una serie di altre librerie 
addizionali, alcune delle quali sono già comprese nel programma R al momento in cui lo si installa, 
mentre altre librerie ancora, in relazione alle esigenze e necessità, possono essere aggiunte e installate 
dall'utente dopo averle scaricate dal sito. 
In R sono disponibili diversi pacchetti che implementano la possibilità di analisi della curva ROC e 
più in generale valutare il potere discriminatorio di un test. Alcuni esempi sono: ROCR,  HSROC, 
caTools, Analogue, pROC, nonbinROC, risksetROC, rocc, rocplus, survivalROC, verification. 











Il  pacchetto  ROCR  è  sicuramente  il  più  noto  e  il  più  utilizzato  H OR VL SXz VFDULFDUH GDOO¶URL 
http://rocr.bioinf.mpi-sb.mpg.de/. 
ROCR è un tool flessibile che permette di costruire la curva ROC dai dati forniti GDOO¶utente, con la 
possibilità di ulteriori analisi combinando tra loro due tra le 25 misure di performance possibili (le 
PLVXUHGLSHUIRUPDQFHSRVVRQRHVVHUHDPSOLDWHXVDQGRO¶LQWHUIDFFLDVWDQGDUG. 
7XWWRTXHVWRqSRVVLELOHJUD]LHDOO¶XWLOL]]RGLWUHVHPSOLFLFODssi di comandi: 
1.  Prediction-class 
2.  Performance-class 




Ogni  valutazione di  un  classificatore utilizzando  ROCR  LQL]LDFRQOD FUHD]LRQHGL XQ ³RJJHWWR´
definito prediction. Questa funzione viene utilizzata per trasformare i dati in nostro possesso (che 
possono  essere  in  formato  vettoriale,  matriciale,  o  sotto  forma  di  un  elenco)  in  formato 
standardizzato. 
/¶HVSUHVVLRQH della funzione prediction è la seguente 
 
prediction( predictions, labels, label.ordering=NULL) 
 
In questa funzione sono presenti tre argomenti: 
x  predictions: un vettore, una matrice, una lista o un data frame che contiene i valori predetti 




x  labels:  un  vettore,  una  matrice,  una  lista  o  un  data  frame  che  contiene  la  vera                 
classificazione dei dati. 'HYHDYHUHODVWHVVDGLPHQVLRQHGHOO¶DUJRPHQWRpredictions; 
x  label.ordering: SHUPHWWHGLPRGLILFDUHO¶RUGLQHSUHGHILQLWRGDR GHOO¶DUJRPHQWRlabels. Se 
posto uguale a NULL YHUUjPDQWHQXWRO¶RUGLQDPHQWRSUHGHILQLWR   
Attualmente  ROCR  supporta  solo  la  classificazione  binaria  (estensioni  verso  la  classificazione 
multi-classe sono in programma). Se ci sono più di due etichette distintHO¶esecuzione viene eseguita 
con un messaggio di errore.  
/¶oggetto prediction contiene informazioni relative alla matrice di confusione 2x2 (vedi Tabella 1) 
come tp,fp,tn,fn, insieme con le somme marginali n.pos, n.neg, n.pos.pred, n.neg.pred, poiché questi 
indici formano le basi di molte delle misure di performance che si possono derivare. 
Assegnando un nome alla funzione, VLRWWLHQHO¶oggetto 
 
pred=prediction(predictions, labels, laber.order=NULL) 
 
e poi, richiamandolo, si ottengono le seguenti informazioni: 
¾  predictions: una lista dei valori contenuti QHOO¶DUJRPHQWR predictions; 
¾  labelsODOLVWDGHOOHHWLFKHWWHFRQWHQXWHQHOO¶DUgomento labels; 
¾  cutoffs: una lista dei valori di cut-off utilizzati per discriminare i dati. /¶ordinamento è in 
ordine decrescente. Per ogni valore di cut-off si ottiene una diversa tabella di contingenza; 
¾  fp: un vettore di numeri in cui ogni elemento rappresenta il numero di falsi positivi indotti dal 
corrispondente valore presente in cutoffs; 
¾  tp: come fp, ma per i veri positivi; 
¾  tn: come fp, ma per i veri negativi; 
¾  fn: come fp, ma per i falsi negativi; 




¾  n.neg: contiene il numero di veri negativi; 
¾  n.pos.pred: un vettore di numeri in cui ogni elemento rappresenta il numero di positivi 
predetti dal test indotti dal corrispondente valore presente in cutoffs; 




Tutti i tipi di valutazione predittivi si ottengono utilizzando questa funzione. Dopo aver ottenuto 
O¶RJJHWWRpred, attraverso questa funzione è possibile il calcolo dei valori di sensibilità, specificità e 
accuratezza, rappresentare la curva ROC e stimare O¶AUC. 
/¶HVSUHVVLRQH della funzione performance è la seguente 
 
performance( prediction.obj, measure, x.measure) 
 
$OO¶LQWHUQRVRQRSUHVHQWLWUHDUJRPHQWL 
x  prediction.objO¶oggetto della classe prediction HV³pred´ 
x  measure: contiene una misura di performance da utilizzare per la valutazione. In seguito 
mostreremo alcune delle misure di performance più importanti tra quelle disponibili; 
x  x.measure: contiene una seconda misura di performance. Se diversa dal valore predefinito, 
x.measure UDSSUHVHQWDO¶XQLWjQHOO¶DVVHGHOOHDVFLVVHmeasure O¶XQLWjQHOO¶DVVHGHOOHRUGLQDWH
GHOO¶eventuale curva bidimensionale che si potrà creare con la funzione plot, che analizzeremo 
nel seguito. Questa curva è parametrizzata con il valore di cut-off.  
Un oggetto può essere creato per catturare le misure di valutazione che si possono ottenere con la 
funzione performance. Assegnando un nome alla classe performanceVLRWWLHQHO¶RJJHWWR 




perf= performance( pred, measure, x.measure) 
 
e richiamandolo vengono visualizzate le seguenti informazioni: 
¾  x.nameXQDPLVXUDGLSHUIRUPDQFHXWLOL]]DWDSHUO¶DVVH x; 
¾  y. nameODVHFRQGDPLVXUDGLSHUIRUPDQFHXWLOL]]DWDSHUO¶DVVH\ 
¾  alpha.nameLOQRPHGHOO¶unità che viene utilizzata per parametrizzare la curva. 
Può DVVXPHUHYDORUH³none´RSSXUH³cut-off´ 
¾  x.values: una lista in cui ogni voce contiene i valori dell¶argomento measure; 
¾  y.values: una lista in cui ogQLYRFHFRQWLHQHLYDORULGHOO¶argomento x.measure; 
¾  alpha.values: contiene la lista dei valori soglia con la quale verrà parametrizzata la curva. 
I valori x.values, y.values e alpha.values sono in corrispondenza univoca. 
Come detto precedentementeDOO¶interno delle classe performance sono presenti XQ¶ampia varietà di 
misure di performance. Qui di seguito elencheremo le principali; per le altre si può consultare la 
manualistica della libreria ROCR. 
3HUIDFLOLWDUHO¶HVSRVL]LRQH, indicheremo con Y la vera classificazione,ܻ ෠la classificazione stimata 
dalla classe prediction, e con ࿀ e࿁ i valori positivi e negativi, rispettivamente. Ecco un elenco delle 
misure di performance: 
x  acc: accuratezza: P(ܻ ෠=Y). Frazione totale di casi classificati correttamente. La sua stima è: 
்௉ା்ே
௉ାே  ; 
x  err: error rate: P(ܻ ෠<. Frazione totale di casi classificati scorrettamente. La sua stima è: 
ி௉ାிே
௉ାே  ; 
x  fpr: false positive rate. Complemento a uno della specificità: P(ܻ ෠=࿀|Y=࿁). La sua stima 
è: 
ி௉
ே  ; 
x  tpr: true positive rate. Sensibilità: P(ܻ ෠=࿀|Y=࿀). La sua stima: 
்௉




x  fnr: false negative rate: P(ܻ ෠=࿁|Y=࿀). La sua stima è: 
ிே
௉  ; 
x  tnr: true negative rate: Specificità. P(ܻ ෠=࿁|Y=࿁). La sua stima: 
்ே
ே  ; 
x  ppv: positive predictive value: P(Y=࿀|ܻ ෠=࿀). La sua stima è: 
்௉
்௉ାி௉ ; 
x  npv: negative predictive value: P(Y=࿁|ܻ ෠=࿁). La sua stima è: 
்ே
்ேାிே ; 
x  rch:  curva  ROC.  Non  può  essere  utilizzata  in  combinazione  con  altre  misure  di 
performance; 
x  auc: area sottesa alla curva ROC. Questo valore, come visto nel capitolo precedente, è 
collegata al valore della statistica test di Wilcoxon. Questa misura di performance non può 
essere  utilizzata  in  combinazione  con  altre.  /¶DUHD SDU]LDOH VRWWR OD FXUYD SXz HVVHUH
calcolata dato un certo valore di fpr, con il comando opzionale fpr.stop=0.5 (o un qualsiasi 




(¶ XQD Flasse  di  funzioni  attraverso  la  quale  è  possibile  creare  il  grafico  di  tutte  le  misure  di 
performance contenute nella classe performance. 
Si riportano nel seguito degli esempi di combinazioni di misure di performance per ottenere alcuni dei 
grafici più importanti: 
x  Curva ROC: perf= performance;ƉƌĞĚ͕͞tpr͕͟͟fpr͟Ϳ 
x  Plot Sensibilità/Specificità: perf= performance;ƉƌĞĚ͕͟sens͕͟͟spec͟Ϳ  
Naturalmente è possibile ottenere molti altri diversi grafici di valutazione del test, combinando 
differenti misure di performance. /¶HVSUHVVLRQH della funzione è la seguente 
 








x  x: oggetto della classe performance (nel nostro caso perf); 
x  avg: VHO¶RJJHWWRperformance GHVFULYHSLFXUYHTXHVW¶XOWLPHSRVVRQRHVVHUHYDOXWDWHLQ
PHGLD,YDORULFRQVHQWLWLVRQR³none´ (plot con tutte le curve VHSDUDWH³horizontal´LQ
media orizzRQWDOH³vertical´ LQPHGLDYHUWLFDOHH³threshold´LQ media con il valore di 
soglia); 
x  spread.estimate: TXDQGRO¶argomento avg è attivo, la variazione attorno la average curve può 
essere visualizzata come barre di errore standard ³stderror´EDUUHGLstandard deviation 
³stddev´RXVDQGRLboxplot ³boxplot´/¶XVRGLTXHVWRDUJRPHQWRpuò portare ad un 
messaggio di errore nel caso in cui, in una certa posizione, la variazione sia pari a zero; 
x  colorize: permette di colorare la curva in base alla variazione del valore di cut-off; 
x  print.cutoffs.at: permette di stampare lungo la curva i valori di cut-off VHOH]LRQDWLGDOO¶XWHQWH 
x  downsampling: ROCR può calcolare misure di performance in modo efficiente anche per 
insiemi di dati con milioni di elementi. Tuttavia, la rappresentazione dei plot per grandi 
insiemi di dati può essere molto lenta e può portare alla creazione di file di dimensione 
elevata. In tali casi, una curva indistinJXLELOHGDOO¶RULJLQDOHVLSXz ottenere utilizzando solo 
una  parte  degli  elementi  a  disposizione.  Valori  di  downsampling  compresi  tra  0  e  1 
rappresentano la frazione dei dati originali che viene XWLOL]]DWDSHUODFUHD]LRQHGHOO¶RJJHWWR
performance; 
x  add: se posto pari a TRUE, la curva sarà aggiunta ad un plot già esistente. 
Per gli argomenti spread.estimate e colorize esistono delle opzioni, la cui trattazione è rimandata alla 






Il pacchetto pROC può essere scaricato al seguente indirizzo 
http://cran.r-project.org/web/packages/pROC . 
/¶XQLWjGLEDVHGHOSDFFKHWWRpROC è la funzione roc. Attraverso di essa si può costruire la curva 
52&HVHJXLUHO¶operazione di smoothing OLVFLDPHQWRFDOFRODUHO¶DUHDVRWWHVDDGHVVD$8&H
calcolare gli intervalli di confidenza di alcuni parametri. 





(¶ la funzione principale del pacchetto pROC e permette di costruire la curva ROC e di creare un 
RJJHWWR³roc´, che poi potrà essere richiamato dalle funzioni plot, print, auc, ci e coords. Inoltre, due 
oggetti creati attraverso la funzione roc possono essere confrontati attraverso il roc.test. 
/¶HVSUHVVLRQH della funzione è la seguente: 
 
roc(response, predictor, percent=TRUE, auc=TRUE,na.rm=TRUE, plot=TRUE) 
 
*OLDUJRPHQWLDOO¶LQWHUQRGHOODIXQ]LRQHKDQQROHVHJXHQWLXWLOLWj 
x  response: vettore delle risposte solitamente di tipo numerico o di tipo factor, tipicamente 
codificate con ³´FRQWUROOLH³´FDVL6RORGXHFODVVLSRVVRQRHVVHUHXWLOL]]DWHSHU la 
costruzione della curva ROC. Per questo, se il vettore contiene più di due valori distinti, 




controlli e quali come casi; 
x  predictor: vettore numerico contenente il valore di ogni osservazione (valori osservati dal 
test); 
x  levelsSHUPHWWHDOO¶XWHQWHGLFRGLILFDUHLGDWLFRQWHQXWLQHOO¶DUJRPHQWR response LQ³´H³´
Se la codificazione è già stata effettuata, questo argomento può essere omesso; 
x  percent: consente di ottenere i valori di sensibilità, specificità e AUC in percentuale (TRUE) o 
in frazione (FALSE, default); 
x  na.rm: se TRUE i valori Na (dati mancanti) vengono automaticamente rimossi; 
x  auc: calcola ODVWLPDQRQSDUDPHWULFDGHOO¶area sottesa alla curva; 
x  plot: crea il plot della curva ROC. 
Attraverso questa semplice funzione si può molto semplicemente rappresentare la curva ROC e 
FDOFRODUHO¶area sottesa ad essa. Ma se vogliamo effettuare un analisi più approfondita, basta creare 




4XHVWDIXQ]LRQHYLHQHWLSLFDPHQWHULFKLDPDWDVHVLqSRVWRO¶DUJRPHQWRauc=TRUE DOO¶interno della 
funzione roc, che SHUPHWWHGLFDOFRODUHVRODPHQWHLOYDORUHGHOO¶$8& 
Invece, attraverso la funzione auc, qSRVVLELOHLOFDOFRORSDU]LDOHGHOO¶DUHDHLOFDOFRORGHOO¶DUHD
parziale corretta. 
La terminologia della funzione auc è la seguente 
 
auc(roc.obj, partial.auc=c(),ƉĂƌƚŝĂů͘ĂƵĐ͘ĨŽĐƵƐс;͞ƐƉ͕͟͟ƐĞ͟Ϳ͕partial.auc.correct=TRUE) 





x  roc.obj: oggetto della funzione roc; 
x  partial.auc: se TRUE, si deve inserire un vettore di dimensione due, contenente O¶intervallo da 
FRQVLGHUDUHSHULOFDOFRORSDU]LDOHGHOO¶DUHD 
x  partial.auc.focus: VHO¶DUJRPHQWRpartial.auc è attivo, è possibile VSHFLILFDUHVHO¶LQWHUYDOOR
LQVHULWR QHOO¶DUJRPHQWR partial.auc  è  in  termini  di  specificità  (default)  o  in  termini  di 
sensibilità;  
x  partial.auc.correct: se TRUE, viene applicata la correzione di McClish DOFDOFRORGHOO¶area 
parziale. &RQTXHVWDFRUUH]LRQHO¶$8& parziale è pari a 0.5 se il test è non discriminante, pari 
a  1  se  il  test  ha  massimo  potere  discriminante,  qualunque  intervallo  sia  stato  definito. 





4XHVWDIXQ]LRQHSHUPHWWHGLFDOFRODUHO¶intervalORGLFRQILGHQ]DSHUO¶AUC, per la sensibilità, per la 
specificità e per i valori di cut- off. Questo è possibile grazie al metodo ³bootstrap´ (vedi Appendice 






La terminologia della funzione è la seguente 





boot.stratified=TRUE, reuse.auc= TRUE) 
   
*OLDUJRPHQWLDOO¶interno della funzione hanno il seguente significato: 
x  roc.obj: oggetto della funzione roc; 
x  conf.level: livello GHOO¶intervallo di confidenza, da default pari a 0.95; 
x  method: due metodi possono essere utilizzati per il calcolo degli intervalli di confidenza, 
³delong´H³bootstrap´ Da default YLHQHXWLOL]]DWRLOPHWRGR³delong´ perché più flessibile 
e rapido, eccetto i casi di confronto di AUC parziali e di smoothing curve, come definito da 
'HORQJ3HULFDVLLQFXLLOPHWRGR³delong´QRQqVXSSRUWDWRVLXVDLOPHWRGR
³bootstrap´FRPHGHILQLWRGD&DUSHQWHUH%LWKHOO0); 
x  boot.n:  numero  di  ricampionamenti  utilizzati.  Per  default  pari  a  2000.  Naturalmente 
maggiore sarà il numero di ricampionamenti, più precise saranno le stime; 
x  boot.stratified: la stratificazione del bootstrap può essere controllata con boot.stratified. Se 
posta TRUE (default), ogni replica contiene lo stesso numero di casi e di controlli rispetto al 
campione  originale.  Questo  controllo  è  molto  utile,  perché  senza  questa  impostazione 
potrebbe capitare che una o più repliche non contengano alcuna osserva]LRQH³FDVR´R
³FRQWUROOR´LOFKHQRQSHUPHWWHLOFDOFRORGHJOLLQWHUYDOOLGLFRQILGHQ]D 
x  reuse.auc: se TRUE (default) e il roc.obj FRQWLHQHO¶argomento auc  (nella funzione  roc, 
O¶DUJRPHQWR auc=TRUE),  vengono  riutilizzate  queste  informazioni  per  il  calcolo  degli 
intervalli. Se roc.obj QRQFRQWLHQHO¶argomento auc, basta utilizzare la funzione auc e creare 
un oggetto auc.obj HSRLULFKLDPDUORDOO¶interno della funzione ci.auc in questo modo 
 
ci.auc(roc.obj,auc.obj,...) . 




2.3.3.2 CI- Sensibilità, specificità e cut-off 
 
Come per O¶$8&qSRVVLELOHFDOFRODUH intervalli di confidenza per la sensibilità per determinati valori 
di specificità, viceversa calcolare intervalli di confidenza per la specificità per determinati valori di 
sensibilità. 
La terminologia delle due funzioni è la seguente 
 
1.  ci.se(roc.obj, conf.level=0.95, ƐƉĞĐŝĨŝĐŝƚŝĞƐсƐĞƋ;Ϭ͕ϭ͕͘ϭͿ͕ŵĞƚŚŽĚсĐ;͞ĚĞůŽŶŐ͕͟͟ďŽŽƚƐƚƌĂƉ͟Ϳ͕
boot.n=2000, boot.stratified=TRUE) 
2.  ci.sp(roc.obj, conf.level=0.95, ƐĞŶƐŝƚŝǀŝƚŝĞƐсƐĞƋ;Ϭ͕ϭ͕͘ϭͿ͕ŵĞƚŚŽĚсĐ;͞ĚĞůŽŶŐ͕͟͟ďŽŽƚƐƚƌĂƉ͟Ϳ͕
boot.n=2000, boot.stratified=TRUE) 
 
Le  due  espressioni  sono  molto  simili  e  differiscono  solamente  per  gli  argomenti  specifities  e 
sensitivities.  $WWUDYHUVRTXHVWLDUJRPHQWLO¶XWHQWHLQVHULVFHLYDORULGLVSHFLILFLWjRVHQVLELOLWjLQ
corrispondenza  della  quale  verranno  calcolati  gli  intervalli  di  confidenza  della  sensibilità  o 
specificità, rispettivamente. 
Se invece siamo interessati al calcolo degli intervalli di confidenza della Se e Sp in corrispondenza di 





$WWUDYHUVRO¶argomento  thresholds  è  possibile inserire un vettore di  numeri,  o i  caratteri:  ³all´ 
(calcolo degli intervalli per ogni valore di cut-off), ³local  maximas´ (calcolo per i valori di cut-off 






(¶ODIXQ]LRQHGHILQLWDQHOODOLEUHULDpROC che permette di aggiungere gli intervalli di confidenza di 
uno dei parametri visti precedentemente, ad un plot di una curva ROC già esistente. Naturalmente gli 
LQWHUYDOOLGLFRQILGHQ]DSHUO¶$8&QRQSRWUDQQRHVVHUHUDSSUHVHQWDWL 
Dopo aver creato un oggetto (ci.se.obj, ci.sp.obj, ci.thresholds.obj) del parametro del quale siamo 




*OLDUJRPHQWLDOO¶interno della funzione hanno il seguente significato: 
x  x: uno degli oggetti precedentemente creati; 
x  type: scelta del tipo di plot³bars´R³shape´ 




Questa funzione di semplice utiliz]RSHUPHWWHGLLQGLYLGXDUHDOO¶interno del ROC plot alcuni punti di 
interesse, come ad esempio il valore di cut-off ottimale. Più in generale questa funzione restituisce le 
coordinate della curva ROC per i punti specificati GDOO¶utente. 
La terminologia della funzione è la seguente 
 
coords(roc.obj, x, input=c("threshold", "specificity","sensitivity"), ret=c("threshold", "specificity", 
"sensitivity"), best.method=c("youden", "closest.topleft") 
 
 




x  roc.obj: oggetto della funzione roc; 
x  x: coordinate alla quali siamo interessati. Possono essere numeriche (il significato dovrà 
eVVHUHSHUzVSHFLILFDWRQHOO¶argomento input) o espresse attraverso uno di questi argomenti: 
³all´WXWWLLSXQWLGHOODFXUYD52&³local maximas´LOPDVVLPRORFDOHGHOODFXUYD52& 
³best´LOSXQWRFKHPDVVLPL]]DODVRPPDWUDVHQVLELOLWjHVSHFLILFLWj 
x  inputVHO¶argomento x è numerico, bisogna specificare il significato delle coordinate inserite, 
FLRqXQRWUD³threshold´, ³specificità´ e ³sensitività´); 
x  ret: valori che vogliamo ci venganRUHVWLWXLWL8QRRSLWUD³threshold´³specificity´H
³sensitivity´ 
x  best.method: se x= ³best´VSHFLILFDUHLOFULWHULRSHUO¶LQGLYLGXD]LRQHGHOPLJOLRU valore di 
cut-off. I due metodi disponibili SHUO¶LQGLYLGXD]LRQHGHOcut-off ottimale VRQRO¶Lndice di 





Questa funzione permette di comparare due curve ROC, attraverso il confronto GHOO¶$8&RGHOO¶AUC 
parziale. Per poter applicare questa funzione, bisogna prima specificare se le due curve ROC che 
vogliamo analizzare sono correlate tra di loro. 
Per far questo, la libreria pROC mette a disposizione la funzione are.paired. 
Due curve ROC sono correlate se sono costruite su due variabili osservate sullo stesso campione, 
ossia, se il vettore GLYDORULFRQWHQXWLQHOO¶argomento  response di entrambe le curve ROC sono 
identici. Quindi la funzione are.paired non fa altro che verificare questa uguaglianza.  





are.paired (roc1.obj, roc2.obj,return.paired.rocs=TRUE) 
 
Gli argomenti della funzione hanno il seguente significato: 
x  roc1.obj,  roc2.obj: i due oggetti associati a due funzioni  roc, che contengono le due curve 
ROC che vogliamo analizzare; 
x  return.paired.rocs:  se  TRUE  e  le  due  curve  ROC  sono  correlate,  questo  argomento 
rappresenterà le due curve ROC in un unico plot. 
Quando questa funzione viene eseguita in R, restituisce due tipi di valori: TRUE se le due curve ROC 
sono correlate, FALSE altrimenti. 
Verificata la correlazione tra le due curve, è possibile comparare i due test discriminatori mediante la 
funzione roc.test, per capire quale sia il test migliore. 
/¶espressione della funzione è la seguente 
 
roc.test(roc1.obj, roc2.obj, 




x  roc1.obj, roc2.obj: i due oggetti associati a due funzioni roc, che contengono le due curve 
ROC che vogliamo comparare; 
x  method: sono disponibili tre metodi: ³delong´³bootstrap´H³venkatraman´,SULPLGXH, 
per la comparazione dei due test, confroQWDQRO¶$8&GHOOHGXHFXUYH52& il terzo, invece, 
confronta  direttamente  le  due  curve.  Da  default  viene  utilizzato  LO PHWRGR ³delong´ 




GLUH]LRQHGLYHUVDLQFXLYLHQHXWLOL]]DWRLOPHWRGR³bootstrap´ (Carpenter, Bithell, 2000). Il 
PHWRGR³venkatraman´YLHQHHVHJXLWRFRPHGHVFULWWo da Venkatraman e Begg (1966) per 
curve ROC correlate, e Venkatraman (2000) per curve ROC indipendenti. Il vantaggio di 
questo ultimo metodo è quindi la possibilità di confrontare anche curve ROC indipendenti, 
cosa non possibile con i primi due metodi; 
x  alternative:  specifica  O¶LSRWHVL DOWHUQDWLYD GHO WHVW ³two.sided´ WHVW ELODWHUDOH ³less´
O¶$8&GLroc1.obj SLSLFFRODGHOO¶AUC di roc2.obj³greater´O¶$8&GLroc1.obj  più 
JUDQGHGHOO¶AUC di roc2.obj); 
x  reuse.auc: se TRUE (default) e il roc.obj FRQWLHQHO¶argomento auc  (nella funzione  roc, 




x  boot.stratified: se posto pari a TRUE controlla la stratificazione di ogni replica; 
x  ties.method: solo per il metodo ³venkatraman´Da GHIDXOW³first´ (Venkatraman, 2000). 
Eseguendo la funzione roc.test si ottiene la seguente lista di valori: 
¾  p.value: il p-value del test; 
¾  il valore della statistica Z PHWRGR³delong´) o della statistica test D PHWRGR³bootstrap´ 
¾  alternativeO¶ipotesi alternativa verificata; 
¾  method: PHWRGRVFHOWRGDOO¶utente SHUHVHJXLUHODYHULILFDGHOO¶ipotesi; 
¾  null.value: valore atteso della statistica test sotto O¶ipotesi nulla; 
¾  estimate: VWLPDGHOO¶$8&SHUOHGXHFXUYH52& 
¾  parameterVRORSHULOPHWRGR³bootstrap´YHQJRQRULSRUWDWLLYDORULGHJOLDUJRPHQWLboot.n 
e boot.stratified. 






Il pacchetto verification, scaricabile dal sito 
http://cran.r-project.org/web/packages/verification/index.html,  sebbene  non  sia  stato  creato 
specificamente per questo scopo, permette la costruzione della curva ROC e di FDOFRODUHO¶$8&. Un 
test, basato sulla statistica U di Wilco[RQqLPSOHPHQWDWRDOO¶LQWHUQRGHOSDFFKHWWRSHUYDOXWDUHOD
performance di un modello di classificazione, ma non è possiELOHLOFRQIURQWRDWWUDYHUVRO¶analisi della 




Questa funzione permette di costruire la curva ROC. 





Gli argomenti DOO¶interno della funzione hanno il seguente significato: 
x  obs: osservazioni binarie codificate con 0 e 1; 
x  pred: YDORULSUHGHWWLVXOO¶LQWHUYDOOR>@6HVLFRQIUontano più modelli, viene costruita una 
matrice in cui ogni colonna rappresenta, rispettivamente, i valori predetti da ciascun modello; 
x  thresholds:  attraverso questo argomento possiamo fornire i valori di cut-off che vogliamo 
utilizzare per la costruzione della curva ROC.  Se posto pari a  NULL  (default), verranno 
utilizzati come cut-off WXWWLLYDORULGHOO¶LQWHUYDOOR>@ 





x  plot: è possibile scegliere tra tre tipi diversi di plot³emp´ (curva ROC empirica)³binormal´
(curva ROC sotto ipotesi bi-QRUPDOH³both´YHQJRQRFRVWUXLWHHQWUDPEHOHFXUYH; 
x  CI: LQWHUYDOOLGLFRQILGHQ]DFDOFRODWLFRQLOPHWRGR³bootstrap´ 
x  alpha: livello degli intervalli di confidenza. (Default alpha= 0.05);  




7DOHIXQ]LRQHSHUPHWWHLOFDOFRORGHOO¶AUC e la valutazione della performance di un singolo test di 
classificazione utilizzando la statistica test U di Wilcoxon. 




con gli stessi argomenti obs e pred, visti nella funzione precedente. 
Una volta eseguita questa funzione si ottengono i seguenti valori: 
¾  AYDORUHGHOO¶AUC; 
¾  n.total: numero totale di osserYD]LRQLELQDULHFRQWHQXWHQHOO¶argomento obs; 
¾  n.eventsQXPHURWRWDOHGLQHOO¶argomento obs; 
¾  n.noeventsQXPHURWRWDOHGLQHOO¶argomento obs; 
¾  p-value: il p- value della statistica Z, ottenuto come visto nel paragrafo 1.4. 
 




2.5 Tabella riassuntiva 
 
In  questo  capitolo  abbiamo  analizzato  tre  dei  pacchetti  disponibili  in  R  che  implementano  la 
possibilità di analizzare la curva ROC. Si riporta una tabella riassuntiva che mostra le differenze tra 
questi tre pacchetti. 
 
 














Appendice 2: Metodo Bootstrap e DeLong per comparare curve ROC 
 
Il  bootstrap  è una tecnica statistica di  ricampionamento  utile  per  approssimare la distribuzione 
campionaria di una statistica. Permette perciò di approssimare media e varianza di uno stimatore, 
costruire intervalli di confidenza e calcolare livelli di significatività osservati di test quando, in 
particolare, non si conosce la distribuzione della statistica di interesse/¶LGHDDOODEDVHGHObootstrap 
qTXHOODGLXWLOL]]DUHODGLVWULEX]LRQHHPSLULFDGHOFDPSLRQHFKHqO¶XQLFDLQIRUPD]LRQHFKHDEELDPR
sulla ignota distribuzione della popolazione F
0JHQHUDQGRQXPHURVLFDPSLRQLFRQXQDSURFHGXUD
di  ricampionamento  con  ripetizione  di  n  elementi  dagli  n  dati  campionari.  In  questo  modo  si 
RWWHQJRQRGLYHUVHVWLPHGHOSDUDPHWURG¶LQWHUHVVHFRQOHTXDOLJUD]LHDOO¶DLXWRGHOFRPSXWHUHVHQ]D
utilizzare  formule  matematiche  particolarmente  complicate,  si  è  in  grado  di  ottenere  misure  di 
variabilità dello stimatore, quali errori standard, distorsione e intervalli di confidenza. Nel caso di 
campionamento  casuale  semplice,  il  funzionamento  è  il  seguente:  si  consideri  un  campione 
effettivamente osservato di numerosità pari a n, indicato con x=(x1«[n). Da x si campionano B 
campioni di numerosità costante pari ad n, indicati con x1
*«[B
*. In ciascuna estrazione bootstrap, i 
dati provenienti dal primo elemento del campione, cioè x1, possono essere estratti più di una volta e 
ciascun dato ha probabilità pari a 1/n di essere estratto. Sia T lo stimatore di ύ, diciamo T (X)= ፽ ෡. Si 
calcola tale quantità per ogni campione bootstrap, ossia T(x1
*«7[B
*). In questo modo si hanno a 
disposizione B stime di ύ, dalle quali è possibile calcolare la media bootstrap, la varianza bootstrap 
ecc.,  che  sono  approssimazioni  dei  corrispondenti  valori  ignoti  e  portano  informazioni  sulla 
distribuzione di T(X). 
Il metodo bootsrap SHUFRPSDUDUHO¶AUC di due curve ROC correlate, utilizza la procedura descritta 
da Hanley e McNeil (1983), definendo  
 






௦ௗሺ፽భ ෢ି፽మ ෢ሻ , 
 
dove  ፽ଵ ෢  e  ፽ଶ ෢  sono  i  due  valori  AUC.  Il  calcolo  di  sd  (፽ଵ ෢ െ፽ଶ ෢  )  viene  effettuato  con  B 
ricampionamenti (bootstrap). Z segue approssimativamente una distribuzione normale standard. 
Il secondo metodo per compaUDUHGXHFXUYH52&DWWUDYHUVRO¶AUC e stato introdotto da DeLong 
(DeLong et al., 1988). Questo test non richiede di utilizzare ricampionamenti dato che la varianza 
della differenza dei due valori di AUC può essere calcolata come 
 









Capitolo 3. Applicazioni a casi di studio 
 
3.1 Marcatori tumorali 
 
Si supponga che un nuovo marcatore tumorale A sia stato scoperto in uno studio in vitro e che si 
voglia valutare la sua efficacia nel separare individui malati (ad esempio di uno specifico tumore) da 
soggetti sani. Vengono reclutati 58 pazienti, afferenti ad un centro, di cui 30 sono risultati affetti da 
tale patologia e 28 no, JUD]LHDOO¶utilizzo di un golden test (test ad alta affidabilità). 
I valori di tale marcatore, misurati nel plasma dei soggetti, appartenenti ai due gruppi sono riportati 
nella seguente tabella (Bottarelli, Parodi, 2003). 
 
 




Per  valutare  la  performance  del  nuovR PDUFDWRUH YLHQH XWLOL]]DWD O¶analisi  ROC,  utilizzando  il 
software R. 
Per prima cosa costruiamo in R le tre variabili: labels_A, X_A e Y_A. La prima conterrà il vero stato 
del paziente, codificato con 0 (non-malato) e con 1 (malato). 
La variabile X_A è un vettore contenente i valori del marcatore A per i pazienti non-malati, e 
viceversa, la variabile Y_A contiene i valori del marcatore A per i pazienti malati. In R: 
 
> X_A= c(23.8, 35.9, 30.2, 20.6, 13.7, 19.5, 36.3, 20.3, 20.7, 22.4, 22.9, 15.7, 33.6, 27.3, 34.8, 30, 
25, 41.3, 26.9, 21.3, 11.6, 39.2, 18.3, 28.7, 10.8, 28.5, 33.2, 25.3) 
 
> Y_A= c(23.7, 25.4, 23.2, 32.4, 24.4, 48.8, 42.1, 31.5, 54.2, 53.7, 40.1, 23.3, 27.6, 39.9, 52.2, 26, 
16.3, 23.5, 22.6, 42.9, 22.3, 36.5, 29, 50.8, 42.6, 36, 36.8, 35, 19.2, 40.6) 
 
> labels_A= c(rep(0,length(X_A)), rep(1,length(Y_A))) 
[1] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 
[39] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
 
Come visto nel primo capitolo, quando si considerano i risultati di un particolare test diagnostico su 
due gruppi, un gruppo di pazienti malati e un secondo gruppo di pazienti non-malati, in genere è 
difficile  osservare  una  separazione  perfetta  tra  i  due  gruppi,  ma  in  genere  si  osserva  una 
sovrapposizione delle distribuzioni (Figura 9). 
Attraverso il test di Shapiro-:LONYHULILFKLDPRO¶ipotesi di normalità per le variabili X_A e 
Y_A, ottenendo i seguenti valori: 
 




                Shapiro-Wilk normality test 
 
data:    X_A   
W = 0.9819, p-value = 0.8922 
 
> shapiro.test (Y_A) 
       Shapiro-Wilk normality test 
 
data:    Y_A   
W = 0.9406, p-value = 0.09431 
 
che SRUWDDGDFFHWWDUHO¶ipotesi nulla per entrambe le variabili. 
Nel nostro caso di studio, le distribuzioni delle misurazioni del test diagnostico nei due gruppi sono 
illustrate nella Figura 9. Le due distribuzioni normali sono stimate con 
 
> boxplot(X_A,Y_A, names=c("non-malati", "malati")) 
> curve(dnorm(x,mean(X_A), sd(X_A)), 0,60, ylab="", xlab="") 
> curve(dnorm(x, mean(Y_A), sd(Y_A)), 0,60, add=TRUE, lty=2, ylab="", xlab="") 





Figura 9. Distribuzione delle misurazioni del marcatore A nel gruppo dei pazienti non-malati (linea continua), e il gruppo dei 
pazienti malati (linea tratteggiata). 
 
 
Dalla Figura 9 si nota che, per ogni valore di cut-off selezionato per discriminare tra i due gruppi di 
pazienti, ci saranno dei pazienti malati classificati come positivi (TP), ma alcuni dei pazienti malati 
saranno  classificati  come  negativi  (FN).  Analogamente,  alcuni  pazienti  non-malati  saranno 
correttamente classificati come negativi (TN), ma alcuni non-malati saranno classificati come positivi 
(FP). 





> pred = prediction(predictions_A, labels_A) 
5LFKLDPDQGRO¶RJJHWWRpred si ottiene il seguente output di R: 
> pred 





[1] 23.8 35.9 30.2 20.6 13.7 19.5 36.3 20.3 20.7 22.4 22.9 15.7 33.6 27.3 34.8 
[16] 30.0 25.0 41.3 26.9 21.3 11.6 39.2 18.3 28.7 10.8 28.5 33.2 25.3 23.7 25.4 
[31] 23.2 32.4 24.4 48.8 42.1 31.5 54.2 53.7 40.1 23.3 27.6 39.9 52.2 26.0 16.3 
[46] 23.5 22.6 42.9 22.3 36.5 29.0 50.8 42.6 36.0 36.8 35.0 19.2 40.6 
   
Slot "labels": 
[1] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 
[39] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Levels: 0 < 1 
 
Slot "cutoffs": 
[1] Inf 54.2 53.7 52.2 50.8 48.8 42.9 42.6 42.1 41.3 40.6 40.1 39.9 39.2 36.8 
[16] 36.5 36.3 36.0 35.9 35.0 34.8 33.6 33.2 32.4 31.5 30.2 30.0 29.0 28.7 28.5 
[31] 27.6 27.3 26.9 26.0 25.4 25.3 25.0 24.4 23.8 23.7 23.5 23.3 23.2 22.9 22.6 
[46] 22.4 22.3 21.3 20.7 20.6 20.3 19.5 19.2 18.3 16.3 15.7 13.7 11.6 10.8 
 
Slot "fp": 
[1] 0 0 0 0 0 0 0 0 0    1    1    1    1    2    2    2    3    3      4    5    6    7    7    7 
[26]    8    9    9 10 11 11 12 13 13 13 14 15 15 16 16 16 16 16 17 17 18 18 19 20 21 
[51] 22 23 23 24 24 25 26 27 28 
 
Slot "tp": 




[26] 17 17 18 18 18 19 19 19 20 21 21 21 22 22 23 24 25 26 26 27 27 28 28 28 28 
[51] 28 28 29 29 30 30 30 30 30 
 
Slot "tn": 
[1] 28 28 28 28 28 28 28 28 28 27 27 27 27 26 26 26 25 25 24 24 23 22 21 21 21 
[26] 20 19 19 18 17 17 16 15 15 15 14 13 13 12 12 12 12 12 11 11 10 10    9    8    7 
[51]    6    5    5    4    4    3    2    1    0 
 
Slot "fn": 
[1] 30 29 28 27 26 25 24 23 22 22 21 20 19 19 18 17 17 16 16 15 15 15 15 14 13 
[26] 13 13 12 12 12 11 11 11 10 9 9 9 8 8    7    6    5    4    4    3    3    2    2    2    2 









[1] 0    1    2    3    4    5    6    7    8    9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
[26] 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
[51] 50 51 52 53 54 55 56 57 58 





[1] 58 57 56 55 54 53 52 51 50 49 48 47 46 45 44 43 42 41 40 39 38 37 36 35 34 
[26] 33 32 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 
[51]    8    7    6    5    4    3    2    1    0 
 
Ad esempio, scegliendo come valore di cut-off  k=30 (Figura 10, posizione 27 nello slot cutoffs), e 
prendendo i valori di TN, TP, FP, FN in corrispondenza della posizione 27, si ottiene la seguente 
matrice di confusione 
 
Figura 10. Distribuzioni delle misurazioni del marcatore A sui pazienti non-malati (linea continua) e malati (linea tratteggiata). 






  Paziente Malato  Paziente 
non-Malato 
Totale 
Test positivo  17  9  26 
Test negativo  13  19  32 
Totale  30  28   
 
 
mentre per k= 22.4 (Figura 11, posizione 46 nello slot cutoffs) si ottiene 
 






Figura 11. Distribuzioni delle misurazioni del marcatore A sui pazienti non-malati (linea continua) e malati (linea tratteggiata). 




  Paziente Malato  Paziente 
non-Malato 
Totale 
Test Positivo  27  18  45 
Test negativo  3  10  13 




Ad ogni valore di cut-off corrisponde quindi, una matrice di confusione diversa. 
A partire da queste classificazioni, si possono ottenere due importanti indici sintetici della qualità 
della classificazione: la sensibilità e la specificità. In R: 
 




> perf   
ŶŽďũĞĐƚŽĨĐůĂƐƐ͞ƉĞƌĨŽƌŵĂŶĐĞ͟ 
Slot "x.name": 










[1] 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 
[7] 1.00000000 1.00000000 1.00000000 0.96428571 0.96428571 0.96428571 
[13] 0.96428571 0.92857143 0.92857143 0.92857143 0.89285714 0.89285714 
[19] 0.85714286 0.85714286 0.82142857 0.78571429 0.75000000 0.75000000 
[25] 0.75000000 0.71428571 0.67857143 0.67857143 0.64285714 0.60714286 
[31] 0.60714286 0.57142857 0.53571429 0.53571429 0.53571429 0.50000000 
[37] 0.46428571 0.46428571 0.42857143 0.42857143 0.42857143 0.42857143 
[43] 0.42857143 0.39285714 0.39285714 0.35714286 0.35714286 0.32142857 
[49] 0.28571429 0.25000000 0.21428571 0.17857143 0.17857143 0.14285714 
[55] 0.14285714 0.10714286 0.07142857 0.03571429 0.00000000 
 
Slot "y.values": 
[1] 0.00000000 0.03333333 0.06666667 0.10000000 0.13333333 0.16666667 
[7] 0.20000000 0.23333333 0.26666667 0.26666667 0.30000000 0.33333333 
[13] 0.36666667 0.36666667 0.40000000 0.43333333 0.43333333 0.46666667 
[19] 0.46666667 0.50000000 0.50000000 0.50000000 0.50000000 0.53333333 
[25] 0.56666667 0.56666667 0.56666667 0.60000000 0.60000000 0.60000000 




[37] 0.70000000 0.73333333 0.73333333 0.76666667 0.80000000 0.83333333 
[43] 0.86666667 0.86666667 0.90000000 0.90000000 0.93333333 0.93333333 
[49] 0.93333333 0.93333333 0.93333333 0.93333333 0.96666667 0.96666667 
[55] 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 
 
Slot "alpha.values": 
[1] Inf 54.2 53.7 52.2 50.8 48.8 42.9 42.6 42.1 41.3 40.6 40.1 39.9 39.2 36.8 
[16] 36.5 36.3 36.0 35.9 35.0 34.8 33.6 33.2 32.4 31.5 30.2 30.0 29.0 28.7 28.5 
[31] 27.6 27.3 26.9 26.0 25.4 25.3 25.0 24.4 23.8 23.7 23.5 23.3 23.2 22.9 22.6 
[46] 22.4 22.3 21.3 20.7 20.6 20.3 19.5 19.2 18.3 16.3 15.7 13.7 11.6 10.8 
 
Come descritto nel Capitolo 1, i valori di sensibilità e specificità dipendono ovviamente dalla soglia k 
fissata nella classificazione. Si noti che, quando si fissa un valore elevato di k, i Veri Positivi (TP) e la 
sensibilità decrescono, con la specificità e i Veri Negativi (TN) che aumentano. Viceversa, se si 
seleziona un valore basso di k, i Veri Positivi (TP) e la sensibilità aumentano, e i Veri Negativi e la 
specificità diminuiscono. 
 
Cut-off  Specificità  Sensibilità 
54.2  1.000  0.033 
42.6  1.000  0.233 
35.0   0.857  0.500 
30.0  0.679  0.567 
22.4  0.357  0.900 
18.3  0.143  0.967 
10.8  0.000  1.000 
 
 Tabella 3. Alcuni valori di sensibilità e specificità in corrispondenza dei valori di cut-off 
 




Per costruire la curva ROC (Figura 12)SHULOFDOFRORGHOO¶AUC e per valutare la performance 
discriminatoria del marcatore A, utilizzeremo il pacchetto verification, molto più rapido ed efficace 
rispetto a pROC e ROCR. In R: 
 
> library (verification) 






Figura 12. Curva ROC corrispondente al marcatore A. 
 
 
> roc.area (labels, predictions) 
















accurato, secondo la classificazione di Swets (1998). 
Si perviene allo stesso risultato utilizzando la relazione tra la sWDWLVWLFD8GL:LOFR[RQHO¶$8& 
 
>    wilcox.test (X_A,Y_A) 
                Wilcoxon rank sum test 
 
data:    X_A and Y_A   
W = 235, p-value = 0.003571 









Sotto ipotesi parametriche si può RWWHQHUHXQDVWLPDGHOO¶$8&VIUXWWDQGRODGLVWULEX]LRQHQRUPDOH
delle due variabili X_A,Y_A: 
 






> sigma2y_hat= length(Y_A)*var(Y_A)/length(Y_A) 
> sigma2y_hat 
[1] 121.8419 
> sigma2x_hat= length(X_A)*var(X_A)/length(X_A) 
> sigma2x_hat 
[1] 66.05497 




La funzione roc.area ci ha fornito inoltre il p-value del test per valutare la performance del marcatore 
A. Il p-value è pari a 0.0018, TXHVWRFLSRUWDDULILXWDUHO¶ipotesi nulla (H0: AUC=0.5), vista nel 
paragrafo 1.4. 
Si arriva agli stessi risultati calcolando a mano il valore della statistica test Z. 
2FFRUUHTXLQGLFDOFRODUHı
2
AUC, e applicando il metodo di Hanley e McNeil (vedi paragrafo 1.4) si 






ଶି଴Ǥ଻ଶ଴ = 0.563      Q2= 
ଶכ଴Ǥ଻ଶ଴̰ଶ





ଷ଴כଶ଼  = 0.00449 
Il test Z è pari a  
Z = 
଴Ǥ଻ଶ଴ି଴Ǥହ
ξ଴Ǥ଴଴ସସଽ = 3.284 . 
,OYDORUHRWWHQXWRHFFHGHLOYDORUHĮSHUFXLVLSXzDIIHUPDUHFKHLYDORULGHOmarcatore 
differiscono significativamente nei due gruppi. 
(¶SRVVLELOHRWWHQHUHDQFKHLQWHUYDOOLGLFRQILGHQ]DSHUO¶$8& utilizzando la libreria pROC: 
 
> library(pROC) 
> roc_A= roc(labels_A, predictions_A, auc=TRUE) 
> ci.auc(roc_A, conf.level=0.95, reuse.auc=TRUE) 
  95% CI: 0.5895-0.851 (DeLong) 
> ci.auc(roc_A, conf.level=0.95,method="bootstrap", boot.n=2000, boot.stratified=TRUE, 
reuse.auc=TRUE) 
  95% CI: 0.5928-0.8369 (2000 stratified bootstrap replicates) 
 
Si  supponga  ora  che  il  nuovo  marcatore  A  che  stiamo  analizzando,  possa  essere  utilizzato  in 
sostituzione di un precedente marcatore B. Si applica quindi un confronto tra le due curve ROC, 
utilizzando i valori della Tabella 4. 





Tabella 4. Valori dei marcatori tumorali A e B 
 
Come per il marcatore A, anche per il marcatore B creiamo le variabili: labels_B, X_B, Y_B. In R: 
 
> X_B= c(48.2, 38.5, 22.5, 22.2, 33.1, 24.3, 39.0, 18.1, 32.4, 31.3, 36.3, 18.4, 53.7, 22.1, 42.4, 43.3, 
28.6, 71, 45.5, 57.2, 28, 69.2, 17.9, 23.5, 16, 33.7, 15.1, 31) 
 
> Y_B= c(63, 63.1, 59.2, 71.4, 68.5, 69.9, 59.7, 67.1, 74.5, 93.3, 58.5, 40.8, 60, 82.6, 88.2, 75.7, 
53.6, 80.8, 60.1, 95.3, 74, 63.4, 61.5, 80.6, 80.8, 73.8, 68.2, 89.7, 53.2, 67.6) 
 
> labels_B= c( rep(0,length(X_B)), rep(1,length(Y_B))) 




[39] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
 
Le due curve ROC corrispondenti ai due marcatori sono riportate nella Figura 13. In R: 
 
> predictions_B= c(X_B, Y_B) 
> roc_A= roc(labels_A, predictions_A,plot=TRUE) 
> roc_B= roc(labels_B, predictions_B,plot=TRUE, add=TRUE,lty=2) 
 
Figura 13. Confronto tra la curva ROC del marcatore A (linea continua), e la curva ROC del marcatore B (linea tratteggiata). 
 
Il  marcatore  B,  presenta  quindi  una  migliore  capacità  discriminante,  poiché  la  curva  ROC 
corrispondente si trova interamente al di sopra di quella generata dal marcatore A. /¶$8&GHO
marcatore B risulta essere pari a:  
 





roc.default(response = labels_B, predictor = predictions_B, auc = TRUE) 
 
Data: predictions_B in 28 controls (response 0) < 30 cases (response 1). 
Area under the curve: 0.9488 
 
Verifichiamo  se  la  performance  del  marcatore  B  supera,  D OLYHOOR Į ,  la  performance  del 
marcatore A. Per il confronto tra i due marcatori, utilizziamo la libreria pROCO¶XQLFDFKHLPSOHPHQWD
questa funzione. ,OWHVWG¶LSRWHVLFKHDQGLDPR a verificare è il seguente 
 
¾  H0 : AUCB ± AUCA = 0 
¾  H1 : AUCB ± AUCA  0 
 
In R: 
> roc.test (roc_B,roc_A, alternative = "two.sided") 
            DeLong's test for two correlated ROC curves 
 
data:    roc_B and roc_A   
Z = 3.8574, p-value = 0.0001146 
alternative hypothesis: true difference in AUC is not equal to 0   
sample estimates: 
AUC of roc1 AUC of roc2   
    0.9488095      0.7202381 
 




ULILXWDUHO¶ipotesi nulla, per cui si può affermare che la performance del marcatore B supera quella del 
nuovo marcatore A (con Į<0.05). 
 
3.2 Dati Linfoma Anaplastico a Grandi Cellule. 
 
I valori  contenuti  nel  dataset  oggetto di  studio sono  stati  raccolti  dal  Centro Oncoematologico 
Pediatrico di Padova e si dividono in due gruppi: uno di malati (variabile casi) e uno di sani (variabile 
controlli). I dati sono:  
  
> controlli=c (0.23, 0.44, 0.19, 0.08) 
> casi= c(2.8, 1.4, 0.13, 0.2, 0.8, 0.56, 0.44, 5.2, 1.7, 1.14) 
 
Il Centro voleva valutare se la quantità di una certa proteina (Hsp70) presente nel paziente potesse 
essere un indicatore in grado di discriminare i sani dai malati di Linfoma Anaplastico a Grandi 
Cellule, un particolare tipo di cancro. Non solo sembra che i pazienti malati abbiano un livello di 
Hsp70 maggiore rispetto ai sani (come mostra il boxplot, Figura 14), ma la presenza di tale proteina 
VHPEUDGLPLQXLUHO¶HIILFDFLDGHOODWHUDSLD 
 





i due gruppi. Questo problema può essere riformulato in termini di AUC. 
Il livello di proteina nel paziente è stato rilevato su scala continua e le osservazioni sono indipendenti. 
Costruiamo la curva ROC (Figura 15), costruendo le variabili labels e predictions: 
 
> predictions= c(controlli,casi) 
> labels=c(rep(0,length(controlli)),rep(1,length(casi))) 
> library(pROC) 
> roc.(labels, predictions,plot=TRUE) 
 
 
Figura 15. Analisi con la curva ROC per i livelli di proteina Hsp70. 
 


















un indicatore moderatamente accurato (Swets, 1988). 
Si perviene allo stesso risultato utilizzando la relazione tra la sWDWLVWLFD8GL:LOFR[RQHO¶$8& 
 
> wilcox.test(controlli,casi) 
      Wilcoxon rank sum test with continuity correction 
 
data:    controlli and casi   
 
W = 5.5, p-value = 0.04747 
 
alternative hypothesis: true location shift is not equal to 0 
 




AUC = 1- 
ହǤହ
ଵ଴כସ = 0.8625 
 
Sotto ipotesi parametriche qSRVVLELOHFDOFRODUHO¶$8&VIUXWWDQGRODGLVWULEX]LRQHGHOOHYDULDELOLFDVL







   
   
con F0(x) la distribuzione che vogliamo verificare.  
Questo significa che l'ipotesi non si riferisce soltanto ad un parametro della variabile casuale X, ma 
O¶LQWHUDVXDIXQ]LRQHGLULSDUWL]LRQH 
Nel  nostro  caso  verifichiamo  che  le  due  variabili  casi  e  controlli  si  distribuiscono  in  maniera 
esponenziale. In R: 
 
> m_casi= mean(casi) 
> 1/m_casi 
[1] 0.6958942 
> ks.test (casi,"pexp",0.695) 
One-sample Kolmogorov-Smirnov test 
 
data:    casi   
D = 0.1068, p-value = 0.999 
alternative hypothesis: two-sided 







              One-sample Kolmogorov-Smirnov test 
 
data:    controlli   
D = 0.304, p-value = 0.7582 
alternative hypothesis: two-sided 
3HUHQWUDPEHOHGXHYDULDELOLQRQVLULILXWDO¶LSRWHVLQXOODDOLYHOORĮ= 0.05. 
Sotto assunzioni di distribuzione esponenziale delle variabile casi e controlli, una stima parametrica 
GHOO¶AUC si ottiene con: 
 




La funzione roc.area ci ha fornito inoltre il p-value del test per valutare la performance, della quantità 
di proteina Hsp70 nel paziente, come indicatore in grado di discriminare  pazienti sani e malati di 
Linfoma Anaplastico a Grandi Cellule. Il p-value è pari a 0.024, questo ci porWDDULILXWDUHO¶LSRWHVL
nulla (H0 : AUC=0.5), vista nel paragrafo 1.4. 
Si può pertanto concludere che il livello della proteina è diverso nei due gruppi e pertanto discrimina 
sufficientemente bene i due gruppi. 
(¶possibile determinare, inoltre, un valore soglia k che discrimini tra i due gruppi di pazienti, che 
risponda ad un qualche criterio ottimale visto nel paragrafo 1.6. In R: 





> roc_Hsp70=roc(labels, predictions, auc=TRUE) 
> coords(roc_Hsp70, x="best",best.method="youden") 
      threshold specificity sensitivity   
                0.5                  1.0                  0.7 
> coords(roc_Hsp70, x="best",best.method="closet.topleft") 
      threshold specificity sensitivity   
                0.5                  1.0                  0.7 
/¶RXWSXWGL5FLPRVWUDFKHLOYDORUHGLcut-off ottimale è k VLDSHUO¶LQGLFHGL<RXGHQ sia per il 
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