A new method is presented for the identi cation of systems parameterized by linear state space models. The method relies on the concept of subspace tting, wherein an input/output data model parameterized by the state matrices is found that best ts, in the least-squares sense, the dominant subspace of the measured data. Some empirical results are included to illustrate the performance advantage of the algorithm compared with standard techniques.
Introduction
R esearch in the identification of discrete-time linear systems has focused in recent years on prediction error methods (PEMs) based on autoregressive and autoregressive moving-average (ARMA) data models and their various derivatives (e.g., 1, 2]). Although linear state space models are common in estimation and control, they have not been widely used in identi cation. Implicitly, of course, a given input/output model can be associated with various canonical state space realizations, and thus a PEM might be thought of as nding a state space model for the system. One of the goals of this paper is to demonstrate, however, that there are some important advantages in explicitly considering more general state space forms in identi cation.
Several early approaches to the general state space identi cation problem were based on examining the structure of a Hankel matrix composed of samples of the impulse response of the system 3, 4, 5]. More recently, De Moor 6, 7] has developed a total-least-squares algorithm that exploits the same shift structure present in a certain input/output data model, and that allows arbitrary input excitations. Related methods have also been recently proposed by Moonen, et al. 8] , and Verhaegen, et al. 9 ]. 1 This work was supported by the National Science Foundation under grant MIP-9110112. 2 Dept. of Electrical & Computer Engineering, Brigham Young Univ., Provo, UT, 84602. 3 ArrayComm, Inc., Santa Clara, CA, 95054. 4 Dept. of Signals, Sensors, and Systems, Royal Inst. of Tech., S-100 44 Stockholm, Sweden. 5 Information Systems Lab, Stanford Univ., Stanford, CA, 94305.
The method presented in this paper also exploits the inherent shift structure in the data, but in a di erent way. The motivation for this new algorithm comes from some recent results in sensor array signal processing. In particular, it is shown how the identi cation problem can be cast in the subspace tting framework, where the goal is to nd the input/output model which best ts (in the least-squares sense) the dominant subspace of the data. This approach has been successfully applied by Ottersten and Viberg in the context of narrowband direction-of-arrival estimation 10]. Of special interest is the fact that a weighting can be applied to the dominant subspace to emphasize certain directions where the signal-to-noise ratio is high. This weighting can provide an advantage in cases involving nearly unobservable systems or an insu ciently excited state space.
Data Model and Assumptions
Consider the following multiple-input, multiple-output (MIMO) time-invariant linear system in state space form x k+1 = Ax k + Bu k y k = Cx k + Du k + v k ; (1) where x k 2 IR n , u k 2 IR m , y k 2 IR l , v k 2 IR l , and the system matrices A;B;C; and D are of consistent dimension. The system input u k is assumed known and the output, y k , is corrupted by additive measurement noise, v k . If several observations of the input and output vectors are available, they may be grouped together into the single equation (e.g., see 6, 11] ) Y = ?X + HU + V ; (2) where Y = We will make the following assumptions concerning the data model of (2):
The system is observable, and the block dimension i is chosen to be large enough so that rank(?) = n. This implies li n.
The input sequence u k has su ciently excited the system and j n, so that rank(X) = n. 
rank(XU ? ) = n, so that j mi + n. This rank condition is satis ed for most choices of the input (e.g., with probability one if the input is zero-mean white noise) 6, 11] .
With these assumptions, YU ? is a li p matrix, with n p j ? mi. In most situations, p = j ? mi > n, so that YU ? is composed of a (low) rank n \signal" term ?XU ? that depends on the parameters of interest, and a \noise" term VU ? that is (with probability one) full rank. 
for some n n matrix T. We have written ? as a function of a vector , which contains the elements of the parameterization chosen for A and C. Just as there are many realizations or coordinate systems that can be used to describe the state space, there are many identi able parameterizations that can be chosen, each yielding a di erent T that satis es (4). The subspace tting method presented in this paper is based on the relationship of equation (4) . Note that with no measurement noise or in nite data, the model order n is revealed by simply counting how many of the smallest generalized eigenvalues are equal. With a nite collection of noisy data, a statistical test is required to estimate this quantity. This problem has been extensively studied in very general contexts, and many such tests have been developed (e.g., see 12, 13, 14] ). We will thus assume throughout the remainder of the paper that n has been correctly determined.
A Subspace Fitting Approach
Because of the e ects of noise, only an estimate of the generalized eigenvectorsÊ can be obtained fromR Y U ? (or equivalently from an SVD of YU ? ). Consequently, assuming an appropriate identi able parameterization has been chosen, we propose the following two step identi cation procedure based on equation (4) Some comments are in order concerning the two steps of the Weighted Subspace Fitting (WSF) algorithm described above.
Step 1 { The choice of the weighting matrix W will be discussed below in Sec- Alternatively, A could be assumed to be diagonalizable, in which case C is solved for directly, and the minimization of (5) can be simpli ed to involve only a search over the n pole locations.
One of the advantages of the problem formulation considered herein is that any a priori information about the structure of A and C can be directly incorporated into the problem. In some instances, the dynamical model underlying the system may be well understood, but may depend on certain parameters that are imprecisely known.
These parameters appear as unknown constants in the matrices A and C of the system model, and could serve as the parameters in the minimization of (5) just as easily as the poles or the coe cients of the characteristic polynomial. Whether or not the set of unknown parameters can be uniquely identi ed is then problem dependent, and must be determined on a case-by-case basis. The minimization of (5) is identical in form to a problem in antenna array signal processing considered in 15]. In fact, once an appropriate parameter vector has been identi ed, an algorithm essentially identical to that described in 15] may be used to estimate A and C. Additional information on the connection between state space system identi cation and array signal processing can be found in 16, 17] .
We note here that, even though 6 = I, consistent parameter estimates can be obtained by setting = I if the noise is white and independent with equal variance among the l outputs, and if j is su ciently large 18] 6 . In other cases, however, ignoring when 6 = I (as is done in 6, 7, 9]) can lead to biased parameter estimates. 6 How large j has to be for this to hold depends on the magnitude of the noise.
Step 2 { This step is also used by De Moor in his identi cation method 6, 7] . A description of the mechanics required to solve for B and D can also be found in 19], and will not be given here.
Subspace Weighting
In simple terms, the presence of the weighting matrix W in the minimization of (5) allows certain directions or dimensions of the low rank subspace to be emphasized over others. For example, the generalized eigenvector e 1 corresponding to the largest eigenvalue represents the component of the measured data where the signal energy is the strongest. The eigenvector e n gives the direction where the signal energy is weakest, but still non-zero. A measure of how \strong" or \weak" the signal energy is in a given direction can be based on how much bigger than 2 the eigenvalues 1 ; ; n are. The di erence n ? 2 can be quite small in cases where ? or X are ill-conditioned (e.g., because the system is nearly unobservable or the input is not su ciently exciting), and in such cases one would probably wish to give much less weight to e n in (5) than e 1 .
The following \optimal" weighting has been derived for subspace tting problems of the form (5) in 10]:
W W SF = (^ s ?^ 2 I) 2^ ?1 s ; (6) where the diagonal matrix^ s contains 1 ; ; n as its diagonal elements, and^ 2 is an appropriate estimate of 2 (obtained, for example, as an average of the li ? n smallest generalized eigenvalues). The term \optimal" here means that, under certain conditions, the weighting of (6) will lead to minimum variance parameter estimates.
The Hankel structure of Y and V in our problem violates one of these conditions, namely that the columns of the data matrix be independent. However, using W W SF in (5) has been empirically shown to yield better results than using no weighting at all (W = I).
Comparison with Other Techniques
The principle di erence between the WSF algorithm presented above and the methods described in 6, 7, 9] is that the WSF approach can exploit the complete structure of ? rather than a just single \shift-invariance". This advantage is especially evident in situations where a priori information is available about the structure of A and C.
On the other hand, the methods of 6, 7, 9] admit a simple \closed-form" solution, whereas (5) can only be solved by means of a multidimensional search.
Unlike standard ARMA-based PEM approaches, the WSF algorithm is just as easily applied to MIMO systems as in the single-input single-output case, has a builtin mechanism for model order determination, and can exploit structured system models with more compact parameterizations. Even in the unstructured case, WSF tends to yield pole and zero estimates with much lower variance than PEMs, as illustrated by the simulation examples of the next section. Recent work in identi cation and controller design for rapid thermal processing of semiconductor wafers 19, 20] has also borne out some of the advantages of using subspace based identi cation methods over PEMs.
Simulation Examples
In this section, we consider two simple simulation examples that illustrate the advantage of the subspace tting approach. In the rst example, the parameters of the following three state SISO discrete time system will be estimated: A = The poles of this system are located at 0:3; 0:79; and 0:8, and the zeros at 0:82, and 0:68 j0:33. Note that for this system, X will be ill-conditioned since the lower right 2 2 block of A is diagonal, with nearly equal diagonal elements, and the last two elements of B are identical. This is also evidenced by the fact that there is a near pole-zero cancellation in the transfer function.
This system was simulated using a zero-mean, unit power, white Gaussian process as its input, and assuming a zero initial state 7 . White Gaussian measurement noise with a standard deviation of 0:001 was added to the system output. Using the noise-free input and the noisy system output, three methods were used to estimate the system poles and zeros. These were the method of De Moor 6, 7] (which, for brevity, we refer 7 The e ects of a non-zero initial state can be handled by assuming the presence of an additional input that is a unit Dirac impulse 6] to as the S4ID technique), the WSF algorithm, and a PEM based on an output error model 1]. The correct model order was assumed to be known in each case.
250 Monte Carlo experiments were conducted, with an independent measurement noise and input sequence generated for each trial. The block dimensions of the Hankel matrices were chosen as i = 12 and j = 50, corresponding to a total of 61 output samples for each trial. The WSF method was implemented using the weighting of (6), and assuming a diagonal parameterization for the system matrix A. Both WSF and PEM used the true parameter vectors to initialize their respective search routines. The results of the simulations are displayed in Figure 1 . The solid line at the right of each plot represents the unit circle, and the true pole and zero locations are indicated by the symbols`x' and`o', respectively.
The variance of the poles and zeros estimated by WSF is clearly much smaller than that of the other algorithms. This is especially true for the pole at 0:3; in fact, all 250 estimates are so closely bunched together that they are almost indistinguishable from the`x' marking the true pole. All three algorithms estimated the complex zeros very accurately; the individual trials are again indistinguishable from the true zero locations. However, the variance of the real-valued zero is much smaller for WSF than for either PEM or S4ID. In addition, both PEM and S4ID estimated complex poles on about 20% of the simulations, while the WSF poles were always purely real (though they were not constrained to be so). One drawback of the subspace based methods is that, on a few occasions (5 for WSF and 11 for S4ID), they produced unstable pole estimates.
In the second example, we consider the following system used in the simulation studies The poles of this system are at 0:96 j0:01, and there is a single zero at ?0:5. The same type of input and measurement disturbance as above were used in this case, except the variance of the disturbance was increased to one. This resulted in an average e ective output SNR of only 4.4 dB. The dimensions of the block Hankel matrices were chosen as i = 40 and j = 161, for a total of 200 samples per trial. As before, both WSF and the output error PEM were initialized with the true parameters, and 250 independent trials were conducted. The results of the simulation are plotted in Figures 2 and 3 . Figure 2 shows the pole estimates for the output error model, with the true pole locations indicated by the crosshairs, and Figure 3 shows the same for the WSF algorithm. No separate plot is shown for S4ID, since it gave results essentially equivalent to WSF in this case (with the exception of one outlier). The WSF approach again yields pole estimates with a much smaller variance than the corresponding PEM. The average mean-square prediction error for WSF in this case was 0.985, compared with 1.403 for the output error PEM.
Because of the various optimality properties of PEMs in general 1], one may be surprised by the superior performance of WSF in the above two examples. Since both algorithms used essentially the same minimization procedure (Gauss-Newton iterations with identical initial conditions and termination criteria), the relatively poor performance of the output error PEM in these examples may be attributed to a propensity for convergence to local minima.
Conclusions
We have presented a new method for identi cation of linear systems parameterized by state space models. The method is based on the notion of weighted subspacetting (WSF), a problem-solving philosophy most recently applied to parameter estimation problems in sensor array signal processing. Like other state space identi cation schemes, WSF is easily applied in the MIMO case, allows for direct incorporation of a priori physical constraints into the problem, and appears to have better numerical properties than methods based on input/output models. In addition, the ability to appropriately weight the signal subspace vectors used in the WSF minimization provides a degree of robustness over previous subspace-based methods when the system is nearly unobservable or not su ciently excited. Though implementation of WSF requires a multidimensional parameter search, accurate initial conditions for the search are readily obtained. 
