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Abstract
A recent breakthrough of Conlon and Ferber yielded an exponential improvement on the
lower bounds for multicolor diagonal Ramsey numbers. In this note, we modify their construc-
tion and obtain improved bounds for more than three colors.
1 Introduction
For positive integers t and ℓ, let r(t; ℓ) denote the ℓ-color Ramsey number of Kt, i.e. the least integer
N such that every ℓ-coloring of E(KN ) contains a monochromatic Kt. The most well-studied case
is that of ℓ = 2, where the bounds
2t/2 ≤ r(t; 2) ≤ 22t
were proved by Erdo˝s [6] and Erdo˝s–Szekeres [7] in 1947 and 1935, respectively. Despite decades
of effort, only lower-order improvements have been made to these bounds [13, 4, 12].
For larger values of ℓ, even less is known. The Erdo˝s–Szekeres [7] argument yields that r(t; ℓ) ≤
ℓℓt. For the lower bound, Erdo˝s’s random construction [6] shows that r(t; ℓ) ≥ ℓt/2. This was
improved substantially by Lefmann [9], who used an iterated product coloring to show that r(t; ℓ) ≥
2tℓ/4. Thus, we see that the dependence on the clique size t is exponential, and the dependence
on the number of colors ℓ is somewhere between exponential and super-exponential, i.e. between
2Ω(ℓ) and 2O(ℓ log ℓ). It is a major open problem to determine the correct ℓ-dependence. Already
for the case t = 3, Erdo˝s offered $100 for the determination of whether r(3; ℓ) is exponential or
super-exponential in ℓ, and this question is closely related to a number of other questions in graph
theory, coding theory, and beyond; see e.g. [1, 11] for more.
In a recent breakthrough, Conlon and Ferber [5] improved Lefmann’s lower bound on r(t; ℓ) for
fixed ℓ > 2 and t → ∞. To do so, they introduced a new construction that mixes algebraic and
probabilistic approaches, and which does better than the random construction for ℓ = 3 and ℓ = 4.
Then, they use Lefmann’s iterated product trick to obtain better bounds for all larger values of ℓ
as well. Their result is that
r(t; ℓ) ≥
(
2
7ℓ
24
+C
)t−o(t)
,
for some constant C that depends only on the residue of ℓ modulo 3. In this note, we use a variant
of the Conlon–Ferber construction to improve the lower bounds on r(t; ℓ) for fixed ℓ and large t.
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Theorem 1. For any fixed ℓ ≥ 2,
r(t; ℓ) ≥
(
2
3ℓ
8
−
1
4
)t−o(t)
.
Theorem 1 gives the best known bound for all ℓ ≥ 4, and for large ℓ, improves the constant in
the exponent by roughly a factor of 9/7. It is interesting to note that for our bound, we do not use a
product coloring at all, and instead obtain the bound in Theorem 1 directly from the construction.
The bound also matches the best known exponential constant for ℓ = 2 (due to Erdo˝s [6]) and for
ℓ = 3 (due to Conlon and Ferber [5]). This is because our construction specializes for ℓ = 2, 3 to
these earlier constructions.
At a high level, our construction differs from the Conlon–Ferber construction by replacing their
random induced subgraph by a number of independent random blowups. Such an approach to
proving lower bounds for multicolor Ramsey problems goes back to work of Alon and Ro¨dl [2].
Moreover, it was observed in [8], combining ideas of Alon–Ro¨dl with those of Mubayi–Verstrae¨te
[10], that for such problems random induced subgraphs and random blowups are closely related,
and are both part of a more general framework of random homomorphisms.
2 Proof of Theorem 1
We begin by recalling the basics of the Conlon–Ferber construction, in the special case of q = 2.
Let t be even and let V ⊂ Ft2 denote the set of vectors of even Hamming weight, so that |V | = 2
t−1.
We define a graph G0 with vertex set V by letting {u, v} ∈ E(G0) if and only if u · v = 1, where
u · v =
∑t
i=1 uivi denotes the scalar product over F2.
Lemma 2 (Conlon–Ferber [5]). G0 has no clique of order t.
Proof. This is a simple variant of the Oddtown theorem [3]. Since V consists of vectors of even
Hamming weight, we see that v · v = 0 for all v ∈ V . Therefore, it is simple to show that every
clique in G0 of order t consists of linearly independent vectors, since t is even. Since dimV = t− 1,
this gives the desired result.
Lemma 3 (Conlon–Ferber [5]). G0 has at most 2
5t
2
8
+o(t2) independent sets of order at most t.
In their paper, Conlon and Ferber only state this bound for the number of independent sets of
size exactly t, but their proof actually yields Lemma 3.
We now fix a non-negative integer m, and define an (m+ 2)-coloring χ of E(KN ) for every N .
We will eventually take N = 2
3mt
8
+ t
2
−o(t); in particular, one should think of N as much larger than
|V | = 2t−1. We pick m uniformly random functions f1, . . . , fm : [N ] → V , all independent of one
another. For two distinct vertices x, y ∈ [N ], we define their color χ(x, y) as follows. First, if there
is some index i ∈ [m] such that {fi(x), fi(y)} ∈ E(G0), then we let χ(x, y) be the minimum such
index i; note that in particular, χ(x, y) = i implies that fi(x) 6= fi(y). If there is no such i, then
we pick χ(x, y) ∈ {m+1,m+2} uniformly at random, with these choices made independently over
all pairs x, y.
In other words, the coloring of KN is obtained by overlaying m random blowups of G0 to N
vertices, and then randomly coloring all the remaining pairs with the two unused colors. We now
claim that for an appropriate choice of N , this coloring will contain no monochromatic cliques of
order t.
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Theorem 4. For every non-negative integer m, if N = 2
3mt
8
+ t
2
−o(t), then the coloring χ will contain
no monochromatic clique of order t with positive probability. In particular, r(t;m+2) ≥ 2
3mt
8
+ t
2
−o(t).
Remark. By letting m = ℓ− 2, one obtains the bound in Theorem 1.
Proof. We fix a set S ⊂ [N ] with |S| = t, and will bound the probability that S spans a monochro-
matic clique under χ. First, we observe that S cannot be a monochromatic clique in any of the
first m colors, since blowing up a graph cannot increase its clique number. More formally, if S were
a monochromatic clique in color i ∈ [m], then the set of vertices fi(S) ⊂ V would form a clique in
G0 of order t, which cannot exist by Lemma 2.
Now we bound the probability that S is monochromatic in one of the last two colors. To do
so, we will first compute the probability that no pair in S receives one of the first m colors, i.e.
the probability that all the functions f1, . . . , fm map S into an independent set of G0. If T is some
independent set of G0 with |T | ≤ t, then the probability that fi(S) ⊆ T is precisely (|T |/|V |)
t,
since each vertex of S has a |T |/|V | chance of being mapped into T by fi. Therefore,
Pr(fi(S) = T ) ≤
(
|T |
|V |
)t
≤
(
t
2t−1
)t
= 2−t
2+o(t2).
By Lemma 3, the number of choices for such a T is at most 25t
2/8+o(t2). Therefore, by the union
bound, the probability that fi(S) is an independent set in G0 is at most 2
−3t2/8+o(t2). Since these
events are independent over all i ∈ [m], we conclude that
Pr(fi(S) is independent in G0 for all i ∈ [m]) ≤ 2
−
3mt
2
8
+o(t2).
Now, for S to be monochromatic in one of the last two colors, we must first have that fi(S) is
independent in G0 for all i, and then that all the pairs in S receive the same color under the
random assignment of the colors m+ 1 and m+ 2. In other words,
Pr(S is monochromatic) = 21−(
t
2
) Pr(fi(S) is independent in G0 for all i ∈ [m])
≤ 2−
t
2
2
−
3mt
2
8
+o(t2).
Finally, we can apply the union bound over all choices of S, and conclude that
Pr(KN has a monochromatic clique of order t) ≤
(
N
t
)
2−
t
2
2
−
3mt
2
8
+o(t2)
≤
(
N2−
t
2
−
3mt
8
+o(t)
)t
= o(1),
by our choice of N = 2
3mt
8
+ t
2
−o(t).
For m = 1, our construction is actually identical to the Conlon–Ferber construction, so of course
yields their bound of r(t; 3) ≥ 27t/8−o(t). However, already for four colors our construction starts
doing better than theirs. Specifically, applying Theorem 4 to m = 2, we conclude that
r(t; 4) ≥ 2
6t
8
+ t
2
−o(t) = 2
5t
4
−o(t) ≈ 2.37t,
whereas their lower bound is roughly 2.13t. Additionally, one can check that our bound is stronger
than the Conlon–Ferber bound for all ℓ ≥ 4.
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