We prove that the fixed-point-free involution Stanley symmetric functionsF FPF z are Schur P -positive, and classify the involutions z for whichF FPF z is a single Schur P -function. These symmetric functions arise as the stable limits of the analogues of Schubert polynomials for the orbits of the symplectic group in the flag variety. They are indexed by fixed-point-free involutions in the symmetric group. Our proof of Schur P -positivity is constructive, and provides an efficient algorithm to compute the expansion ofF FPF z into Schur P -summands. We prove that this expansion is unitriangular with respect to the dominance order on partitions. As a corollary, we prove that the fixed-point-free involution Stanley symmetric function of the reverse permutation is a Schur P -function indexed by a shifted staircase shape. 
1 Introduction n 2 ! · 1 1−n · 3 2−n · 5 3−n · · · (2n − 3) −1 . The reverse permutation w n belongs to F n when n is even. Letr FPF n denote the size ofR FPF (w n ). It is natural to ask if these numbers have any nice formula, and in [6] we proved the following: The numbers (r FPF n ) n=2,4,6,8,10,... begin as (1, 2, 80, 236544, 108973522944, . . . ) and form a subsequence of [20, A066051] . The theorem shows thatr FPF n is the number of standard bitableaux of shape (δ p , δ q ), which is also the dimension of the largest complex irreducible representation of the hyperoctahedral group of rank P + Q.
For an arbitrary sequence of simple transpositions a = (s a 1 , s a 2 , . . . , s a ℓ ), let f a ∈ Z[[x 1 , x 2 , . . . ]] denote the formal power series given by summing the monomials x i 1 x i 2 · · · x i ℓ over all positive integers i 1 ≤ i 2 ≤ · · · ≤ i ℓ satisfying i j < i j+1 whenever a j < a j+1 . Stanley computed r n in [21] by showing that for each permutation w ∈ S n the power series F w = a∈R(w) f a is a symmetric function, and that for the reverse permutation this symmetric function is the Schur function F wn = s δn . One gets the formula for r n from this identity by comparing coefficients of x 1 x 2 · · · x n(n−1)/2 . (The reader should note that our notation for F w differs from Stanley's in [21] by an inversion of indices.) Nowadays, one calls F w a Stanley symmetric function. To prove Theorem 1.2, we introduced in [6] this variant of F w :
The methods in this paper are primarily algebraic. In contrast to the situation in our previous work [9] , it is an open problem to find a bijective proof for the fact thatF FPF z is Schur P -positive. The literature on Stanley symmetric functions suggests that there should exist a meaningful representation-theoretic interpretation ofF FPF z , but this also remains to be found.
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Preliminaries
Let P ⊂ N ⊂ Z denote the respective sets of positive, nonnegative, and all integers. For n ∈ P, let [n] = {1, 2, . . . , n}. The support of a permutation w : X → X is the set supp(w) = {i ∈ X : w(i) = i}. Define S Z as the group of permutations of Z with finite support, and let S ∞ ⊂ S Z be the subgroup of permutations with support contained in P. We view S n as the subgroup of permutations in S ∞ which fix all integers outside [n] . Throughout, we let s i = (i, i + 1) ∈ S Z for i ∈ Z. Let R(w) be the set of reduced words for w ∈ S Z and write ℓ(w) for the common length of these words. We let Des L (w) and Des R (w) denote the left and right descent sets of w ∈ S Z , consisting of the simple transpositions s i such that ℓ(s i w) < ℓ(w) and ℓ(ws i ) < ℓ(w), respectively.
Divided difference operators
We recall a few properties of divided difference operators. Our main references are [11, 14, 15, 16] . Let L = Z x 1 , x 2 , . . . , x −1 1 , x −1 2 , . . . be the ring of Laurent polynomials over Z in a countable set of commuting indeterminates, and let P = Z[x 1 , x 2 , . . . ] be the subring of polynomials in L. The group S ∞ acts on L by permuting variables, and one defines
for i ∈ P and f ∈ L.
The divided difference operator ∂ i defines a map L → L which restricts to a map P → P. It is clear by definition that ∂ i f = 0 if and only if s i f = f . If f ∈ L is homogeneous and ∂ i f = 0 then ∂ i f is homogeneous of degree deg(f ) − 1. If f, g ∈ L then ∂ i (f g) = (∂ i f )g + (s i f )∂ i g, and if ∂ i f = 0, then ∂ i (f g) = f ∂ i g. For i ∈ P the isobaric divided difference operator π i : L → L is defined by
Observe that π i f = f if and only if s i f = f , in which case
If f ∈ L is homogeneous with π i f = 0, then π i f is homogeneous of the same degree. The operators ∂ i and π i both satisfy the braid relations for S ∞ , so we may define ∂ w = ∂ i 1 ∂ i 2 · · · ∂ i k and π w = π i 1 π i 2 · · · π i k for any (s i 1 , s i 2 , . . . , s i k ) ∈ R(w). Moreover, one has ∂ 2 i = 0 and π 2 i = π i for all i ∈ P. Definition 2.1. Given a, b ∈ P with a < b, define ∂ b,a = ∂ b−1 ∂ b−2 · · · ∂ a and π b,a = π b−1 π b−2 · · · π a . For numbers a, b ∈ P with a ≥ b, set ∂ b,a = π b,a = id.
The following statement, which will be of use later, is [ 
Schubert polynomials and Stanley symmetric functions
The Schubert polynomial (see [3, 11, 14, 16] ) of y ∈ S n is the polynomial S y = ∂ y −1 wn x δn ∈ P, where as above we let w n = n · · · 321 ∈ S n and x δn = x n−1 1 x n−2 2 · · · x 1 n−1 . This formula for S y is independent of the choice of n such that y ∈ S n , and we consider the Schubert polynomials to be a family indexed by S ∞ . Since ∂ 2 i = 0, it follows directly from the definition that
Conversely, one can show that {S w } w∈S∞ is the unique family of homogeneous polynomials indexed by S ∞ satisfying (2.1); see [11, Theorem 2.3] or the introduction of [2] . Each S w has degree ℓ(w), and the polynomials S w for w ∈ S ∞ form a Z-basis for P [16, Proposition 2. Notation. For any map w : Z → Z and N ∈ Z, let w ≫ N : Z → Z be the map i → w(i − N ) + N .
Theorem-Definition 2.3 (See [3, 14, 21] ). If w ∈ S Z then the limit F w = lim N →∞ S w≫N is a welldefined, homogeneous symmetric function of degree ℓ(w). If w ∈ S ∞ then F w = lim n→∞ π wn S w . This power series coincides with the Stanley symmetric function F w defined in the introduction.
This definition makes it clear that F w = F w≫N for any N ∈ Z, though does not tell us how to efficiently compute these symmetric functions. It is well-known that each F w is Schur positive; for a brief account of one way to compute the corresponding Schur expansion, see [9, §4.2].
FPF-involution Schubert polynomials
Let F n for n ∈ P denote the set of permutations z ∈ S n with z = z −1 and z(i) = i for all i ∈ [n]. Define F ∞ and F Z as the S ∞ -and S Z -conjugacy classes of the permutation Θ : Z → Z given by
We refer to elements of F n , F ∞ , and F Z as fixed-point-free (FPF) involutions. Note that F n is empty if n is odd, and that if z ∈ F Z and N ∈ Z then z ≫ N ∈ F Z if and only if N is even, where
given by the map which sends z ∈ F n to the permutation of Z whose restrictions to [n] and to Z\[n] coincide respectively with those of z and Θ. In symbols, we have
It is often convenient to identify elements of F n , F ∞ , or F Z with the complete matchings on [n], P, or Z in which distinct vertices are connected by an edge whenever they form a nontrivial cycle. We draw such matchings so that the vertices are points on a horizontal axis, ordered from left to right, and the edges appear as convex curves in the upper half plane. For example,
(1, 6)(2, 7)(3, 4)(5, 8) ∈ F 8 is represented as . . . . . . . .
We may omit the numbers labeling the vertices in these matchings, if clear from context. For each z ∈ F Z , define Inv(z) (respectively, Cyc Z (z)) as the set of pairs (i, j) ∈ Z × Z with i < j and z(i) > z(j) (respectively, i < j = z(i)). In turn, let Des R (z) = {s i : (i, i + 1) ∈ Inv(z)} and Cyc P (z) = Cyc Z (z) ∩ (P × P). The set Inv FPF (z) = Inv(z) − Cyc Z (z) is finite with an even number of elements, and is empty if and only if z = Θ. We let
and Des
These definitions are related by the following lemma, whose elementary proof is omitted.
Define A FPF (z) for z ∈ F Z as the set of permutations w ∈ S Z of minimal length with z = w −1 Θw. This set is nonempty and finite, and its elements all have lengthl FPF (z) . Note that the setR FPF (z) defined in the introduction is the unionR FPF (z) = w∈AFPF(z) R(w).
Example 2.6. We have ι(4321) = s 1 s 2 Θs 2 s 1 = s 3 s 2 Θs 2 s 3 and A FPF (4321) = {312, 1342}, sô
The polynomialsŜ FPF z have the following characterization via divided differences.
Theorem 2.7 (See [6] ). The FPF-involution Schubert polynomials {Ŝ FPF z } z∈F∞ are the unique family of homogeneous polynomials indexed by F ∞ such that if i ∈ P and s = s i then
Wyser and Yong first considered these polynomials in [23] , where they were denoted Υ z;(GLn,Sp n ) . They showed, when n is even, that the FPF-involution Schubert polynomials indexed by F n are cohomology representatives for the Sp n (C)-orbit closures in the flag variety Fl(n) = GL n (C)/B, with B ⊂ GL n (C) denoting the Borel subgroup of lower triangular matrices. The symmetric functionsF Proof. This follows from Theorem-Definition 2.3.
Schur P -functions
Our main results will relateF FPF z to the Schur P -functions in Λ, which were introduced in work of Schur [19] but have since arisen in a variety of other contexts (see, e.g., [2, 10, 17] ). Good references for these symmetric functions include [22, §6] and [15, §III.8] . For integers 0 ≤ r ≤ n, let
For a partition λ = (λ 1 , λ 2 , . . . ), let ℓ(λ) denote the largest index i ∈ P with λ i = 0. The partition λ is strict if λ i = λ i+1 for all i < ℓ(λ). Define
r where r = ℓ(λ).
Theorem-Definition 2.9. Let λ be a strict partition with r = ℓ(λ) parts. The power series P λ = lim n→∞ π wn x λ G r,n ∈ Λ is then a well-defined, homogeneous symmetric function of degree i λ i , which one calls the Schur P -function of λ.
We present this slightly unusual definition of P λ for its compatibility with Theorem-Definition 2.3. The symmetric functions P λ may be described more concretely as generating functions for certain shifted tableaux; see [9, §5.1] or [15, 22] 
Transition formulas
The Bruhat order < on S Z is the weakest partial order with w < wt when w ∈ S Z and t ∈ S Z is a transposition such that ℓ(w) < ℓ(wt). We define the Bruhat order < on F Z as the weakest partial order with z < tzt when z ∈ F Z and t ∈ S Z is a transposition such thatl FPF (z) <l FPF (tzt). Rains and Vazirani's results in [18] imply the following theorem, which is also [8, Theorem 4.6] . Note that both ι(F n ) and F ∞ are lower ideals in (F Z , <). We write y ⋖ F z for y, z ∈ F Z if {w ∈ F Z : y ≤ w < z} = {y}. If y, z ∈ F n for some n ∈ 2P, then we write
Example 2.11. The set F 4 = {(1, 2)(3, 4) < (1, 3)(2, 4) < (1, 4)(2, 3)} is totally ordered by <.
with a < i are crossing if a < i < b < j and nesting if a < i < j < b. One can check thatl FPF (z) = 2n + c where n and c are the respective numbers of unordered pairs of nesting and crossing cycles of z. If E ⊂ Z has size n ∈ P then we write φ E and ψ E for the unique order-preserving bijections [n] → E and E → [n], and define (a) One has y(i) < y(j) but no e ∈ Z exists with i < e < j and y(i) < y(e) < y(j). Theorem 2.14 (See [8] ). If y ∈ F ∞ and (p, q) ∈ Cyc P (y) then (
where we setŜ FPF
Taking limits and invoking Theorem-Definition 2.8 gives the following identity in Λ.
Proof. We haveΨ ± (y ≫ 2N, r + 2N ) = {w ≫ 2N : w ∈Ψ ± (y, r)} for y ∈ F Z and r, N ∈ Z, so it follows that z∈Ψ + (y,q)F
3 Results
FPF-Grassmannian involutions
In this section we identify a class of "Grassmannian" elements of F Z for whichF FPF z is a Schur Pfunction. Recall that the (Rothe) diagram of a permutation w ∈ S ∞ is the set D(w) = {(i, w(j)) : (i, j) ∈ Inv(w)} where Inv(w) is the set of pairs (i, j) ∈ Z × Z with i < j and w(i) > w(j). The following similar definitions were introduced in [6, Section 3.2]:
Definition 3.1. The (FPF-involution) diagram of z ∈ F ∞ is the setD FPF (z) of pairs (i, j) ∈ P × P with j < i < z(j) and j < z(i). 
is the subset of positions in D(z) strictly below the diagonal.
The shifted shape of a strict partition µ is the set 
). These dominant involutions are also FPF-dominant.
Proof sketch. This is a slightly stronger statement than the result we proved as [6, Theorem 3 .26], which gave the same formula but only for the dominant (i.e., 132-avoiding) elements of F n . However, the more general formula follows by the same argument with minor changes.
The lexicographic order on S ∞ is the total order induced by identifying w ∈ S ∞ with its one-line representation w(1)w(2)w(3) · · · . For z in F n or F ∞ , we let β min (z) denote the lexicographically minimal element of A FPF (z) . The next lemma is a consequence of [7, Theorem 6.22] . Lemma 3.6 (See [7] ). Suppose z ∈ F ∞ and Cyc P (z) = {(a i , b i ) : i ∈ P} where a 1 < a 2 < · · · . The lexicographically minimal element β min (z) ∈ A FPF (z) is the inverse of the permutation whose one-line representation is (z) ), but the following holds by [6, Lemma 3.8] .
, and in both cases j appears before i in the one-line representation of β min (z) −1 so (i, j) ∈ Inv(β min (z)). Conversely let (i, j) ∈ Inv(β min (z)). Then i < j and j ∈ {a, b} and i ∈ {a ′ , b ′ } where a < b = z(a) and a ′ < b ′ = z(a ′ ) and a < a ′ . The only way this can happen is if j = b in which case (i, j) is evidently an FPF-visible inversion of z.
We say that i ∈ Z is an FPF-visible descent of z ∈ F Z if (i, i + 1) is an FPF-visible inversion, and define Des
. Since s i ∈ Des R (w) for w ∈ S Z if and only if (i, i + 1) ∈ Inv(w), the following is immediate from the previous lemma.
Proposition 3.11. For z ∈ F ∞ and n ∈ P, the following are equivalent:
) is nonempty and contained in {(n, j) : j ∈ P}. Algebraically, the preceding conditions suggest a natural concept of a "Grassmannian" fixedpoint-free involution, but it turns out that this definition is slightly too restrictive. Define I Z = {w ∈ S Z : w = w −1 }. Now consider the following maps F : I Z → F Z and I : F Z → I Z : Definition 3.12. For y ∈ I Z , let m be any even integer with m < i for all i ∈ supp(y), write φ for the order-preserving bijection Z → Z \ supp(y) with φ(0) = m, and define F(y) as the unique element of F Z with F(y)(i) = y(i) for i ∈ supp(y) and F(y) • φ = φ • Θ.
Note that F(y) = ι(y) for y ∈ F n . The involution F(z) is formed from z by turning every pair of adjacent fixed points into a cycle; there are two ways of doing this, and we choose the way which makes (2i − 1, 2i) into a cycle for all sufficiently large i ∈ Z. For example, we have The map F has a right inverse:
Definition 3.13. For z ∈ F Z , define I(z) ∈ I Z as the involution whose nontrivial cycles are precisely the pairs (p, q) ∈ Cyc Z (z) for which there exists (a, b) ∈ Cyc Z (z) with p < b < q.
Equivalently, I(z) is the involution which restricts to the same map as z on its support, and whose fixed points are the integers i ∈ Z such that max{i, z(i)} < z(j) for all j ∈ Z with min{i, z(i)} < j < max{i, z(i)}. We see in these examples that I and F restrict to maps F ∞ → I ∞ and I ∞ → F ∞ , respectively. Proof. If z = Θ and i is the largest integer such that i < z(i) = i+1, then necessarily z(i+1) < z(i), so (i, z(i)) is a nontrivial cycle of I(z), which is therefore not the identity.
Proposition 3.15. The composition F • I is the identity map F Z → F Z .
Proof. Fix z ∈ I ∞ and let C be the set of cycles (p, q) ∈ Cyc Z (z) such that p and q are fixed points in I (z) . By definition, if (p, q) and (p ′ , q ′ ) are distinct elements of C then p < q < p ′ < q ′ or p ′ < q ′ < p < q. The claim that F • I(z) = z is a straightforward consequence of this fact.
An involution y ∈ I Z is I-Grassmannian if y = 1 or y = (φ 1 , n + 1)(φ 2 , n + 2) · · · (φ r , n + r) for some integers r ∈ P and φ 1 < φ 2 < · · · < φ r ≤ n. See [9, Proposition-Definition 4.16] for several equivalent characterizations of such involutions.
Define an element of F n to be FPF-Grassmannian if its image under ι :
This definition is equivalent to the one in the introduction. . . ) with g FPF n the number of FPF-Grassmannian elements of ι(F n ) ⊂ F Z seems unrelated to any existing sequence in [20] .
for integers r ∈ P and φ 1 < φ 2 < · · · < φ r ≤ n. We define the shape of z to be the strict partition
We also set ν(Θ) = ∅ = (0, 0, . . . ). One can show that ν(z) is a partition ofl FPF (z) . Recall the definition of the operator π b,a from Section 2.1. Lemma 3.18. Maintain the notation just given, but assume z is an FPF-Grassmannian element of
Proof. The proof is similar to that of [9, Lemma 4.19] . If f 1 < f 2 < · · · < f k are the fixed points of I(z) in [n], then k is even and (
for the FPF-Grassmannian involution v ∈ F ∞ with I(v) = (1, n + 1)(2, n + 2) · · · (i, n + i)(φ i+1 , n + i + 1)(φ i+2 , n + i + 2) · · · (φ r , n + r).
By inductionŜ
x ν(z) and since multiplication by x i commutes with π j when i < j, it follows by Lemma 2.2 thatŜ
z≫N for all N ∈ 2Z, we may assume that z ∈ F ∞ and that I(z) is IGrassmannian. Since π wn π i = π wn for all i ∈ [n − 1], Lemma 3.18 implies that if ν(z) has r parts and n ≥ r then π wnŜ FPF z = π wn x ν(z) G r,n . The theorem follows by taking the limit as n → ∞.
Let us clarify the difference between FPF-Grassmannian involutions and elements of F Z with at most one FPF-visible descent. Define I ∞ = S ∞ ∩ I Z and for each y ∈ I ∞ let Des V (y) be the set of integers i ∈ Z with z(i + 1) ≤ min{i, z(i)}. Elements of Des V (y) are visible descents of y.
Lemma 3.20. Fix z ∈ F ∞ . Let E = {i ∈ P : |z(i) − i| = 1} and define y ∈ I ∞ as the involution with y(i) = z(i) if i ∈ E and y(i) = i otherwise. Then z = F(y) and Des
Proof. It is evident that z = F(y)
In our previous work, we showed that y ∈ I Z is I-Grassmannian if and only if |Des V (y)| ≤ 1 [9, Proposition-Definition 4.16]. Using this fact, we deduce the following: Proof. We may assume that z ∈ F ∞ − {Θ}. If z is FPF-Grassmannian and the consecutive parts of ν(z) differ by odd numbers then one can check that |Des FPF V (z)| ≤ 1. Conversely, define y ∈ I ∞ as in Lemma 3.20 so that z = F(y). We have Des FPF V (z) = Des V (y) = {s n } if and only if y = (φ 1 , n + 1)(φ 2 , n+2) · · · (φ r , n+r) for integers r ∈ P and 0 = φ 0 < φ 1 < φ 2 < · · · < φ r ≤ n. If y has this form then each φ i − φ i−1 is necessarily odd, and I(z) = y or I(z) = (φ 2 , n + 2)(φ 3 , n + 3) · · · (φ r , n + r), so z is FPF-Grassmannian and the consecutive parts of ν(z) differ by odd numbers. 
Schur P -positivity
In this section we describe a recurrence for expandingF FPF z into FPF-Grassmannian summands, and use this to deduce that eachF FPF z is Schur P -positive. Our strategy is similar to the one used in [9, §4.2], though with some added technical complications.
Order the set Z × Z lexicographically. Recall that (i, j) ∈ Z × Z is an FPF-visible inversion of z ∈ F Z if i < j and z(j) < min{i, z(i)}, and that i ∈ Z is an FPF-visible descent of z if (i, i + 1) is an FPF-visible inversion. By Lemma 3.10, every z ∈ F Z − {Θ} has an FPF-visible descent.
Lemma 3.23. Let z ∈ F Z − {Θ} and suppose j ∈ Z is the smallest integer such that z(j) < j − 1. Then j − 1 is the minimal FPF-visible descent of z.
Proof. By hypothesis, either z(j) < j − 2 = z(j − 1) or z(j) < j − 1 < z(j − 1), so j − 1 is an FPF-visible descent of z. If k −1 is another FPF-visible descent of z, then z(k) < k −1 so j ≤ k. Lemma 3.24. Suppose (q, r) ∈ Z × Z is the maximal FPF-visible inversion of z ∈ F Z − {Θ}. Let m be the largest even integer such that z(m) = m − 1. Then q is the maximal FPF-visible descent of z while r is the maximal integer with z(r) < min{q, z(q)}, and z(q + 1) < z(q + 2) < · · · < z(m) ≤ q. In addition, we have either (a) z(q) < q < r ≤ m or (b) q < z(q) = r + 1 = m.
Proof. The first assertion is easy to check directly; we omit the details, which are similar to the proof of [9, Lemma 4.25]. Assume q < z(q). It remains to show that z(q) = r + 1 = m. It cannot hold that r < z(q) − 1, since then either (q, r + 1) or (r + 1, z(q)) would be an FPF-visible inversion of z, contradicting the maximality of (q, r). It also cannot hold that z(q) < r, as then (z(q), r) would be an FPF-visible inversion of z. Hence r = z(q) − 1. If j > z(q), then since z(i) < q for all q < i < z(q) and since (z(q), j) cannot be an FPF-visible inversion of z, we must have z(j) > z(q). From this observation and the fact that z has no FPF-visible descents greater than q, we deduce that z(j) = Θ(j) for all j > z(q), which implies that z(q) = m as required. We have z(q + 1) < z(q + 2) < · · · < z(r) < z(q), and if r < m then z(q) < z(r + 1) < z(r + 2) < · · · < z(m) < q. Here, we have z(q + 1) < z(q + 2) < · · · < z(r) = p < q, so z(i) < q whenever p < i < q.
Recall the definition of β min (z) from Lemma 3.6.
Proposition 3.27. If (q, r) is the maximal FPF-visible inversion of z ∈ F ∞ −{Θ} and w = β min (z) is the minimal element of A FPF (z), then w(q, r) = β min (η FPF (z)) is the minimal atom of η FPF (z).
Proof. Let Cyc P (z) = {(a i , b i ) : i ∈ P} and Cyc P (η FPF (z)) = {(c i , d i ) : i ∈ P} where a 1 < a 2 < . . . and c 1 < c 2 < . . . . By Lemma 3.6, it suffices to show that interchanging q and r in the word a 1 b 1 a 2 b 2 · · · gives c 1 d 1 c 2 d 2 · · · , which is straightforward from Remark 3.26.
Recall the definition of the setsΨ + (y, r) andΨ − (y, r) from (2.4).
Proof. This holds by Proposition 2.12, Remark 3.26, and the definitions of η FPF (z) andΨ + (y, q).
where in the second case, we define y = η FPF (z) and p = y(q) where q is the maximal FPF-visible descent of z. For z ∈ F n we defineT FPF (z) =T FPF (ι(z)). A given involution is allowed to correspond to more than one vertex inT FPF (z). All vertices v inT FPF (z) satisfyl FPF (v) =l FPF (z) by construction, so if z = Θ then Θ is not a vertex inT FPF (z). An example treeT FPF (z) is shown in Figure 1 . Corollary 3.31. Suppose z ∈ F Z is a fixed-point-free involution which is not FPF-Grassmannian, whose maximal FPF-visible descent is q ∈ Z. The following identities then hold:
where y = η FPF (z) and p = y(q).
Proof. The result follows from Theorems 2.14 and 2.16 and Lemma 3.28.
We would like to show that the intervals between the minimal and maximal FPF-visible descents of the vertices inT FPF (z) form a descending chain as one moves down the tree. This fails, however: a child in the tree may have strictly smaller FPF-visible descents than its parent. A similar property does hold if we instead consider the visible descents of the image of z ∈ F Z under the map I : F Z → I Z from Definition 3.13. Recall that a visible descent for y ∈ I Z is an integer i ∈ Z with z(i + 1) ≤ min{i, z(i)}. The following is [9, Lemma 4.24].
Lemma 3.32 (See [9] ). Let z ∈ I Z − {1} and suppose j ∈ Z is the smallest integer such that z(j) < j. Then j − 1 is the minimal visible descent of z. Lemma 3.33. Let z ∈ F Z − {Θ} and suppose (i, j) ∈ Cyc Z (z) is the cycle with j minimal such that i < b < j for some (a, b) ∈ Cyc Z (z). Then j − 1 is the minimal visible descent of I(z).
Proof. The claim follows by the preceding lemma since j is minimal such that I(z)(j) < j.
Lemma 3.34. If z ∈ F Z then i ∈ Z is a visible descent of I(z) if and only if one of these holds:
(c) z(i + 1) < i < z(i) and {t ∈ Z : z(i + 1) < t < i + 1} ⊂ {z(t) : i + 1 < t}.
Proof. It is straightforward to check that i ∈ Z is a visible descent of I(z) if and only if either (a) z(i + 1) < z(i) < i; (b) z(i) < z(i + 1) < i and i is a fixed point of I(z); or (c) z(i + 1) < i < z(i) and i + 1 is not a fixed point of I(z). The given conditions are equivalent to these statements.
Corollary 3.35. Let y, z ∈ F Z and let i, j ∈ Z be integers with i < j. Suppose y(t) = z(t) for all integers t > i. Then j is a visible descent of I(y) if and only if j is a visible descent of I(z).
Proof. By Lemma 3.34, whether or not j is a visible descent of I(z) depends only on the action of z on integers greater than or equal to j.
Corollary 3.36. Let z ∈ F Z and suppose i is a visible descent of I(z). Then either i or i − 1 is an FPF-visible descent of z. Therefore, if j is the maximal FPF-visible descent of z, then i ≤ j + 1.
Proof. It follows from Lemma 3.34 that i is an FPF-visible descent of z unless z(i) < z(i + 1) < i and {t ∈ Z : z(i) < t < i} ⊂ {z(t) : i < t}, in which case i − 1 is an FPF-visible descent of z.
The following statement is the first of two key technical lemmas in this section.
Lemma 3.37. Let y ∈ F Z − {Θ} and (p, q) ∈ Cyc Z (y) and suppose v = (n, p)y(n, p) ∈Ψ − (y, p).
(b) If j and k are the minimal visible descents of I(y) and I(v) and j ≤ q − 1, then j ≤ k.
Remark 3.38. Part (b) is false if j ≥ q: consider y = (6, 7)Θ(6, 7) and (n, p, q) = (2, 3, 4) . There is no analogous inequality governing the minimal FPF-visible descents of y and v.
Proof. Since y ⋖ F v = (n, p)y(n, p) ∈Ψ − (y, p), it follows from Proposition 2.12 that either y(n) < n < p < q, in which case n < p < v(p) < q = v(n) and y and v correspond to the diagrams
or n < p < y(n) < q, in which case n < p < v(p) < q = v(n) and we instead have
is such that b / ∈ A and b < y(i) for all a < i < b, so that a and b are both fixed points of I(y). Then (a, b) is also a cycle of v, and to prove part (a) it suffices to check that b < v(i) for all i ∈ A with a < i < b. This holds if i ∈ {n, y(n)} since then y(i) < v(i), and we cannot have a < q < b since y(q) < q. Suppose a < p < b; it remains to show that b < v(p). Since b < y(i) for all a < i < b by hypothesis, it follows that if y and v are as in (3.1) then n < a < p < b < q, and that if y are v are as in (3.2) then a < p < b < y(n). The first of these cases cannot occur in view of Proposition 2.12(a), since y ⋖ F v. In the second case y(n) = v(p) so b < v(p) as needed.
To prove part (b), note that Θ / ∈ {y, v} so neither I(y) nor I(v) is the identity. Let j and k be the minimal visible descents of I(y) and I(v) and assume j ≤ q − 1. Write S y for the set of integers i ∈ Z \ A such that I(y)(i) < i, and let T y = S y \ A and U y = S y ∩ A. Define S v , T v , and U v similarly. Lemma 3.32 implies that j ≤ k if and only if min S y ≤ min S v . Since j ≤ q − 1 we have min S y ≤ q. It follows from part (a) that T v ⊂ T y , so min T y ≤ min T v .
There are two cases to consider. First suppose y(n) < n < p < q and v(p) < n < p < q = v(n). It is then evident from (3.1) that {q} ⊂ U v ⊂ {p, q}. Since min S y ≤ q by hypothesis, to prove that min S y ≤ min S v it suffices to show that if p ∈ U v then min S y < p. Since y ⋖ F v, neither y nor v can have any cycles (a, b) with y(n) < a < p and n < b < p. It follows that if p ∈ U v then y and v share a cycle (a, b) with either (i) a < b and y(n) < b < n, or (ii) a < y(n) < n < b < p. If (i) occurs then n ∈ U y while if (ii) occurs then min T y < p, so min S y < p as desired.
Suppose instead that n < p < y(n) < q and n < p < v(p) < q = v(n). In view of (3.2), we then have {q} ⊂ U v ⊂ {y(n), q}. As min S y ≤ q, to prove that min S y ≤ min S v it now suffices to show that if y(n) ∈ U v then y(n) ∈ U y . This implication is clear from (3.2), since if y(n) = v(p) ∈ U v then y and v must share a cycle (a, b) with a < b and p < b < y(n).
Lemma 3.39. Let y ∈ F Z − {Θ} and (p, q) ∈ Cyc Z (y) and suppose z = (q, r)y(q, r) ∈Ψ + (y, q). The involution I(y) has a visible descent less than q − 1 if and only if I(z) does, and in this case the minimal visible descents of I(y) and I(z) are equal.
Proof. Let C w for w ∈ F Z be the set of cycles (a, b) ∈ Cyc Z (w) with b < q. By Lemma 3.33, the set C w determines whether or not I(w) has a visible descent less than q − 1 and, when this occurs, the value of I(w)'s smallest visible descent. Since q < r we have C y = C z , so the result follows.
Our second key technical lemma is the following.
Lemma 3.40. Suppose z ∈ F Z is not FPF-Grassmannian, so that η FPF (z) = Θ. Let (q, r) be the maximal FPF-visible inversion of z and define y = η FPF (z) = (q, r)z(q, r).
(a) The maximal visible descent of I(z) is q or q + 1.
(b) The maximal visible descent of I(y) is at most q.
(c) The minimal visible descent of I(y) is equal to that of I(z), and is at most q − 1.
Proof. Adopt the notation of Remark 3.26. To prove the first two parts, let j and k be the maximal visible descents of I(y) and I(z), respectively. In case (a) of Remark 3.26, it follows by inspection that j ≤ q = k, with equality unless r = q + 1 and there exists at least one cycle (a, b) ∈ Cyc Z (z) such that p < b < q. In case (b) of Remark 3.26, one of the following occurs:
• If p = q − 1 < r − 2, then j = q and k ∈ {q, q + 1}.
We conclude that j ≤ q and k ∈ {q, q + 1} as required.
Let j and k now be the minimal visible descents of I(y) and I(z), respectively. Part (c) is immediate from Lemmas 3.28 and 3.39 if j < q − 1 or k < q − 1, so assume that j and k are both at least q − 1. Suppose z(q) < q < r ≤ m so that we are in case (a) of Remark 3.26, when q is the maximal visible descent of I(z). Since z is not FPF-Grassmannian, we must have k = q − 1, so by Lemma 3.33 there exists (a, b) ∈ Cyc Z (z) with z(q) < b < q. Since y(q) = p < z(q), it follows that j ≤ q − 1; as the reverse inequality holds by hypothesis, we get j = k = q − 1 as desired.
Suppose instead that we are in case (b) of Remark 3.26. Since q < z(q), it cannot hold that q − 1 is a visible descent of I(z), so we must have k ≥ q. As z is not FPF-Grassmannian, it follows from part (a) that k = q and that q + 1 is the maximal visible descent of I(z). This is impossible, however, since we can only have k = q if there exists (a, b) ∈ Cyc Z (z) with z(q + 1) < b < q + 1, while q + 1 can only be a visible descent of I(z) if no such cycle exists. Proof. Let (q, r) be the maximal FPF-visible descent of z, set y = (q, r)z(q, r) = η FPF (z) and p = y(q) = z(r), and let n < p < q be the unique integer such that v = (n, p)y(n, p). Since y ⋖ F v, it must hold that y(n) < q, so v(t) = y(t) for all t > q. The maximal visible descent of I(y) is at most q ≤ j by Lemma 3.40, so the same is true of the maximal visible descent of I(v) by Corollary 3.35. On the other hand, the minimal visible descent of I(y) is i ≤ q − 1 by Lemma 3.40, so by Lemma 3.37 the minimal visible descent of I(v) is at least i.
Lemma 3.42. Suppose z ∈ F Z and v ∈T FPF 1 (z). Let (q, r) be the maximal FPF-visible inversion of z, and let (q 1 , r 1 ) be any FPF-visible inversion of v. Then q 1 < q or r 1 < r. Hence, if n ≥ r − q then the maximal FPF-visible descent of every element ofT FPF n (z) is strictly less than q.
Proof. It is considerably easier to track the FPF-visible inversions of z and v than the visible inversions of I(z) and I(v), and this result follows essentially by inspecting Remark 3.26. In more detail, let y = η FPF (z) = (q, r)z(q, r) and p = z(r) = y(q). Since y ⋖ F v = (n, p)y(n, p) for some n < p, we must have v(i) = y(i) for all i > q, and so it is apparent from Remark 3.26 that q 1 ≤ q. If q 1 = q, then necessarily v(q) < p < v(i) for all i ≥ r, and it follows that r 1 < r. As a corollary, we recover Theorem 1.4 from the introduction.
: y ∈ F Z is FPF-Grassmannian and this symmetric function is consequently Schur P -positive.
Triangularity
We can show that the expansion ofF FPF z into Schur P -functions not only has positive coefficients, but is unitriangular with respect to the dominance order on (strict) partitions, which denote by <. Recall the definition ofĉ FPF (z) for z ∈ F ∞ from Section 3.1. One can show that this construction is consistent with our earlier definition of ν(z) when z ∈ F ∞ is FPF-Grassmannian. Define < AFPF on S ∞ as the transitive relation generated by setting v < AFPF w when the one-line representation of v −1 can be transformed to that of w −1 by replacing a consecutive subsequence starting at an odd index of the form adbc with a < b < c < d by bcad, or equivalently when s i v > v > s i+1 v > s i+2 s i+1 v = s i s i+1 w < s i+1 w < w < s i w for an odd number i ∈ P. For example, 235164 = (412635) −1 < AFPF (413526) −1 = 253146, but (12534) −1 < AFPF (13425) −1 . Recall the definition of β min (z) from Lemma 3.6. In our earlier work, we showed [7, Theorem 6.22 ] that < AFPF is a partial order and that A FPF (z) = {w ∈ S ∞ : β min (z) ≤ AFPF w} for all z ∈ F ∞ .
Write λ T for the transpose of a partition λ. Recall that λ ≤ µ if and only if µ T ≤ λ T [15, Eq. (1.11), §I.1]. The shape of w ∈ S ∞ is the partition λ(w) given by sorting c(w). Proof. Suppose v, w ∈ A FPF (z) are such that s i v > v > s i+1 v > s i+2 s i+1 v = s i s i+1 w < s i+1 w < w < s i w for an odd number i ∈ P, so that v < AFPF w. Define a = w −1 (i + 2), b = w −1 (i), c = w −1 (i + 1), and d = w −1 (i + 3) so that a < b < c < d. The diagram D(v −1 ) is then given by permuting rows i, i+1, i+2, and i+3 of D(w −1 )∪{(i+3, b), (i+3, c)}−{(i, a), (i+1, a)}, and so λ(v) is given by sorting λ(w) − 2e j + e k + e l for some indices j < k < l with λ(w) j − 2 ≥ λ(w) k ≥ λ(w) l . One checks in this case that λ(v) < λ(w), as desired. Proof. The first assertion holds since the set of FPF-visible inversions of z contained in E × E and the set of all FPF-visible inversions of [ [z] ] E are in bijection via the order-preserving map ψ E × ψ E . The second claim follows from the definition of η FPF since {q, r, z(q), z(r)} ⊂ E.
We write L FPF (z) for the set of integers i < p with (i, p)y(i, p) ∈Ψ − (y, p).
The following shows that C FPF (z) is always nonempty. Lemma 3.52. If z ∈ F Z − {Θ} is FPF-Grassmannian, then |C FPF (z)| = 1.
Proof. Assume z ∈ F Z − {Θ} is FPF-Grassmannian. By Proposition 3.15 we have z = F(g) for an I-Grassmannian involution g ∈ I Z . Using this fact and the observations in Remark 3.26, one checks that C FPF (z) = {(i, p)y(i, p)} where i is the greatest integer less than p such that y(i) < q.
Lemma 3.53. Let E ⊂ Z be a finite set such that {q, r} ⊂ E and z(E) = E.
, then the injective map in (a) is a bijection.
Proof. Part (a) is straightforward from the definition of C FPF (z) given Lemma 3.51. We prove the contrapositive of part (b). Suppose
, and it follows from Proposition 2.12 that
, there must exist an integer j with i < j < p and y(i) < y(j) < y(p). Let j be maximal with this property and set k = z(j). One can check using Proposition 2.12 that either j or k belongs to
We say that z ∈ F Z contains a bad FPF-pattern if there exists a finite set E ⊂ Z with z(E) = E and |E| ≤ 12, such that [ [z] ] E is not FPF-vexillary. We refer to E as a bad FPF-pattern for z. These observations show that to prove the lemma, it suffices to consider the case when z belongs to the image of ι : F 16 ֒→ F Z . Using a computer, we have checked that if z is such an involution and C FPF (z) = {v} is a singleton set, then z contains no bad FPF-patterns if and only if v contains no bad FPF-patterns. There are 940,482 possibilities for z, a sizeable but still tractable number.
Proof. Let X = [n] \ {φ 1 , φ 2 , . . . , φ r } and note that n ∈ X. If |X| is even then I(z) = y. If |X| is odd and at least 3, then I(z) = y · (n, n + r + 1). If |X| = 1, finally, then φ = (1, 2, . . . , n − 1) and I(z) = (2, n + 2)(3, n + 3) · · · (n, 2n). In each case, we have ν(z) = (n − φ 1 , n − φ 2 , . . . , n − φ r ) as desired. The second assertion holds since an FPF-Grassmannian element of F ∞ is uniquely determined by its image under I : F ∞ → I ∞ , which must be I-Grassmannian with an even number of fixed points in [n] and not equal to (i + 1, n + 1)(i + 2, n + 2) · · · (n, 2n − i) for any i ∈ [n].
Let ℓ + (φ) be whichever of r or r + 1 is even, and let [a ij ] 1≤i<j≤n denote the skew-symmetric matrix with a ij in position (i, j) and −a ij in position (j, i) for i < j (and zeros on the diagonal).
Corollary 3.60. In the setup of (3.4),
Proof. Macdonald proves that if λ is a strict partition then
Given this fact and the preceding proposition, the result follows from Theorem 3.19.
Our goal is to prove that the identity in this corollary holds withF FPF [· · ·; n] replaced bŷ S FPF [· · ·; n]. In the following lemmas, we let
. Lemma 3.61. Maintain the notation of (3.4), and suppose p ∈ [n − 1]. Then
0 otherwise where e i = (0, . . . , 0, 1, 0, 0, . . . ) is the standard basis vector whose ith coordinate is 1. n . Given a nonzero polynomial f = i:P→N c i x i ∈ Z[x 1 , x 2 , . . . ], let j : P → N be the lexicographically minimal index such that c j = 0 and define lt(f ) = c j x j . We refer to lt(f ) as the least term of f . Set lt(0) = 0, so that lt(f g) = lt(f ) lt(g) for any polynomials f, g. The following is [6, Proposition 3.14]. 2 · · · for maps i : P → N with i −1 (P) finite. Define ≺ as the "lexicographic" order on M , that is, the order with x i ≺ x j when there exists n ∈ P such that i(t) = j(t) for 1 ≤ t < n and i(n) < j(n). Note that lt(Ŝ (x i+1 x i+2 · · · x n )(x j+1 x j+2 · · · x n ), with equality if and only if i is odd and j is even.
Proof. The result follows by routine calculations using Lemma 3.63. For example, suppose i < j < n and let y = (i, n + 1)(j, n + 2) and z = F(y), so thatŜ FPF [i, j; n] =Ŝ FPF z . If i is even and j = i + 1, thenD FPF (z) = {(i, i−1), (i+1, i−1)}∪{(i+1, i), (i+3, i) , . . . , (n, i)}∪{(i+3, i+1), . . . , (n, i+1)} so lt(Ŝ FPF [i, j; n]) = (x i x i+1 x i+3 · · · x n )(x j x j+2 · · · x n ). The other cases follow by similar analysis. where for z ∈ F n we defineŜ FPF z =Ŝ FPF ι (z) . By Theorem 3.5, both of these expressions evaluate to (x 1 + x 2 )(x 1 + x 3 )(x 1 + x 4 )(x 2 + x 3 )(x 2 + x 4 )(x 3 + x 4 ).
It is an open problem to find a simple, closed formula forŜ FPF [i, j; n].
