The use of confidence intervals in reporting results of research has increased dramatically and is now required or highly recommended by editors of many scientific journals. Many resources describe methods for computing confidence intervals for statistics with mathematically simple distributions. Computing confidence intervals for descriptive statistics with distributions that are difficult to represent mathematically is more challenging. The bootstrap is a computationally intensive statistical technique that allows the researcher to make inferences from data without making strong distributional assumptions about the data or the statistic being calculated. This allows the researcher to estimate confidence intervals for statistics that do not have simple sampling distributions (e.g., the median). The purposes of this article are to describe the concept of bootstrapping, to demonstrate how to estimate confidence intervals for the median and the Spearman rank correlation coefficient for non-normally-distributed data from a recent clinical study using two commonly used statistical software packages (SAS and Stata), and to discuss specific limitations of the bootstrap.
The use of confidence intervals in reporting the results of biomedical research has increased dramatically over the past several years. It is well known that confidence intervals provide more information than p-values, and editors of many scientific journals are now requiring or highly recommending their use. 1, 2 While a number of articles report methods by which to calculate confidence intervals , they primarily focus on estimating confidence intervals for statistics with mathematically simple distributions, at least when the data themselves have a straightforward sampling distribution (e.g., normal or binomial distribution). [3] [4] [5] [6] In a recent publication, Okada et al. reported confidence intervals around Spearman rank correlation coefficients. 7 The primary objective of their study was to develop and evaluate a neurologic outcome measure, called the Neurologic Outcome Scale for Infants and Children (NOSIC), for pediatric research subjects with neurologic deficits. The NOSIC scale ranges from 3 to 100 and was applied independently by two clinical investigators to a cohort of patients in order to assess its reliability. The first rater (rater 1) applied the NOSIC to 157 patients and the second rater (rater 2) applied it to 84 of the 157 patients. These data are shown in Figures 1-3 . It is evident from Figures 1 and 2 that the distributions are highly skewed, making reporting of the medians and Spearman rank correlation coefficient more valid than reporting the means and Pearson correlation coefficient for characterizing each rater's scores and the interrater reliability.
The confidence intervals for the Spearman rank correlation coefficients were estimated using the bootstrap, a statistical method based on resampling that can be used to perform statistical inference. 8 The purpose of this article is to describe the steps in bootstrapping, to demonstrate how to estimate confidence intervals using two commonly used statistical software packages (SAS 9 and Stata 10 ) using the data from the Okada study, and to briefly discuss some limitations of the technique.
BOOTSTRAPPING
Bootstrapping was introduced in 1979 as a computationally intensive statistical technique that allows the researcher to make inferences from data without making strong distributional assumptions. 8, 11 There are two distributions to consider. The first is the underlying distribution of the data themselves, which is frequently described as a probability function (e.g., normal, binomial, or Poisson) that shows all the values that the variables can have and the likelihood, or probability, that each will occur. The second is the distribution of the statistic (e.g., the median) calculated from the data. Both the items of data and the calculated statistic will vary in ways that can be described mathematically under the assumption that new sets of data were obtained or ''sampled'' and, for each set of data, a new statistic was calculated. More precisely, the statistic's sampling distribution is the probability of all possible values of the estimated statistic calculated from a sample of size n drawn from a given population. 12 Bootstrapping uses resampling with replacement (also known as Monte Carlo resampling) to estimate the statistic's sampling distribution. The sampling distribution, if it can be determined, may then be used to estimate standard errors and confidence intervals for that particular statistic.
The steps for estimating confidence intervals using the bootstrap are as follows ( Figure 4 ): First, one uses resampling with replacement to create m resampled data sets (also known as bootstrap samples) that contain the same number of observations (n) as the original data set. To perform resampling with replacement, an observation or data point is randomly selected from the original data set and copied into the resampled data set being created. Although that data point has been ''used,'' it is not deleted from the original data set or, using the usual terminology, is ''replaced.'' Another data point is then randomly selected, and the process is repeated until a resampled data set of size n is created. As a result, the same observation may be included in the resampled data set one, two, or more times, or not at all. Second, the descriptive statistic of choice is computed for each resampled data set. Third, a confidence interval for the statistic is calculated from the collection of values obtained for the statistic. At this point in the analysis, there are several options for computing confidence intervals, including the normal approximation method, the percentile method, the bias-corrected (BC) method, the bias-corrected and accelerated (BC a ) method, and the approximate bootstrap confidence (ABC) method. 8 Each bootstrap sample should have the same sample size as the original data set. If the bootstrap sample sizes differ from the sample size of the original data set, the calculated estimation for the confidence interval may be biased. 13 A correction for this bias has been described, although there seems to be no practical advantage gained by performing the analysis in this manner. 14 The normal approximation method computes an approximate standard error using the sampling distribution resulting from all the bootstrap resamples. The confidence interval is then computed using the z-distribution (original statistic 6 1.96 3 standard error, for a 95% confidence interval). The percentile method uses the frequency histogram of the m statistics computed from the bootstrap samples. The 2.5 and 97.5 percentiles constitute the limits of the 95% confidence interval. The BC a method adjusts for bias in the bootstrapped sampling distributions relative to the actual sampling distribution, and is thus considered a substantial improvement over the percentile method. 8 The BC a confidence interval is an adjustment of the percentiles used in the percentile method based upon the calculation of two coefficients called ''bias correction'' and ''acceleration.'' The bias correction coefficient adjusts for the skewness in the bootstrap sampling distribution. If the bootstrap sampling distribution is perfectly symmetric, then the bias correction will be zero. 8 The acceleration coefficient adjusts for nonconstant variances within the resampled data sets. 8 The ABC method is an approximation of the BC a method that requires fewer resampled data sets than the BC a method. 8 As a general guideline, 1,000 or more resampled data sets should be used when calculating a BC a confidence interval. 11 As a result of not having to calculate bias correction, a smaller value, in the range of 250, can be used when using the percentile method for estimating a confidence interval. 13 As the number of resampled data sets decreases, more variability is introduced into the confidence interval estimation (i.e., the variability is inversely related to the number of resampled data sets). 8, 13 Example 1: Determining a Confidence Interval around a Median Value. A median value is defined as the observation at the 50th percentile in a set of data ordered from the lowest value to the highest value. 15 This measure of center for a set of values is commonly reported and is considered a more valid definition of center when the frequency distribution of the variable is skewed (i.e., not symmetric around its center). Unlike the mean, there is no simple method for calculating the 95% confidence interval (95% CI) for the median, and it is not valid to use a 95% CI calculated from the standard error to represent the 95% confidence for the median value, unless the distribution of the underlying data is normal. As a result, the bootstrap can be used to estimate the sampling distribution of the median. The central limit theorem states that as the number of resampled data sets increases, the distribution of the resulting statistic, in this case the median, will become approximately normal. 15 This subsequently allows for a relatively unbiased estimation of the confidence interval.
The steps required to bootstrap the 95% CI for a median value are: 1) to resample with replacement from the original data set, creating m bootstrapped data sets; 2) to independently compute the median value for each bootstrapped data set; and 3) to compute the 95% CI from the set of computed median values from the bootstrapped data sets using either the normal approximation method, the percentile method, the BC method, the BC a method, or the ABC method.
These steps can be accomplished using the SAS software program (SAS Institute, Inc., Cary, NC) as follows. The SAS macro JACKBOOT, which can be obtained from the SAS Web site, must be invoked prior to performing a bootstrap analysis in SAS. 16 A ''macro'' is a program that can be executed by SAS and that may be modified by the user, while a SAS procedure is a ''fixed'' program that performs a specific statistical calculation or other task. The JACK-BOOT macro requires another macro (called ANALYZE) to be written that provides it with the procedure whose result (e.g., the median of the original data set) requires bootstrapping. The univariate procedure (PROC UNIVARIATE) in SAS is used to compute the median value for a group of observations. The following is the ANALYZE macro, modified to bootstrap a 95% CI around a median value for the variable ''normscr1'' (NOSIC score for rater 1): %macro analyze (data=, out=); proc univariate noprint data=&data; output out=&out (drop=_freq_ _type_) median=median; var normscr1; %bystmt; run; %mend;
In SAS, the ''%macro'' term indicates the beginning of a macro, and is followed by its title (i.e., ''analyze''). The ''%mend'' term indicates the end of a macro, and all text between ''%macro'' and ''%mend'' is called macro text. In this example, PROC UNIVARIATE is invoked with the ''noprint'' option. The ''data=&data'' term references the original data set through the JACKBOOT macro using the ''%boot'' term (see below). The ''output'' statement directs SAS to create a temporary output file for only the median values, as indicated by the term ''median=median,'' for the variable ''normscr1.'' The ''%bystmt'' term references a macro within the JACKBOOT macro that computes a statistic (in this case, the median) for the original data set and for each resampled data set. The ANALYZE macro is followed immediately by the following bootstrap commands: %boot (data=temp, samples=2500); %bootci (percentile); %bootci (bca);
In this example, the ANALYZE macro is used by the JACKBOOT macro to apply the statistical procedure (PROC UNIVARIATE) to the original data set (data=temp, referenced in the ''%boot'' statement). The ''%boot'' command invokes the bootstrap procedure, resulting in 2,500 bootstrapped samples, and the ''%bootci'' command invokes the bootstrap confidence interval procedure. The first ''%bootci'' command uses the percentile method to compute a 95% CI for the median and the second ''%bootci'' command uses the BC a method to compute a 95% CI for the median of the variable ''normscr1.'' The median value was 97 [interquartile range (IQR): 92-100, range 32-100], and the 95% CIs for the median were 96-98 (percentile) and 97 to 98 (BC a ).
Using Stata (Stata Corporation, College Station, TX) to perform the same calculations is substantially simpler. The following Stata commands compute the median value for the variable ''normscr1'' and bootstrap the 95% CIs using the normal, percentile, and BC a methods using 2,500 resamples 17 :
The ''centile'' command calculates the median value for the variable ''normscr1.'' The ''bs'' command calculates a bootstrapped confidence interval for the median value for the variable ''normscr1.'' The primary code appears in the first quotations, ''Ôr(c_1)'' refers to the reference statistic for which the 95% CI will be calculated, and ''rep(2500)'' indicates the number of resampled data sets. After the primary command has been executed, the command ''return list'' can be used to display the codes for each of the resulting statistics for the primary command. In this example, ''c_1'' is the code that refers to the median value calculated by the ''centile'' command.
Example 2: Determining a Confidence Interval around a Spearman Rank Correlation Coefficient. The Spearman rank correlation coefficient is the nonparametric counterpart to the parametric Pearson correlation coefficient. 15 The Pearson correlation coefficient is a valid statistical technique for determining correlation between two normally-distributed continuous variables. On the other hand, the Spearman rank correlation coefficient is a valid statistical technique for determining correlation between two non-normallydistributed continuous variables.
The PROC CORR procedure in SAS is used to compute the Pearson correlation coefficient, and there are two methods for computing the Spearman rank correlation coefficient. The first method simply involves incorporating the option ''spearman'' into the PROC CORR statement. The second method involves ranking the data, using PROC RANK, prior to using PROC CORR.
The following illustrates the ANALYZE macro used by the JACKBOOT macro to perform the bootstrap in SAS:
%macro analyze (data=, out=); proc rank data=&data out=tempdata; var normscr1 normscr2; %bystmt; proc corr noprint data=tempdata out=&out (rename=(_type_=stat _name_=with)); var normscr1 normscr2; %bystmt; run; %mend;
The macro text in this example includes the PROC RANK command for variables ''normscr1'' and ''normscr2.'' This command is followed by the PROC CORR command, which performs correlation of the two ranked variables for each resampled data set. The ''out=tempdata'' term writes a temporary output file of all ranked resampled data sets. This is read as an input file using the term ''data=tempdata'' in the PROC CORR command.
Again, the ANALYZE macro is followed immediately by the bootstrap commands:
%boot (data=temp, id=stat with, samples=2500); %bootci (percentile, id=stat with); %bootci (bca, id=stat with);
In this example, 2,500 bootstrapped samples were created, and the percentile and BC a methods were used to compute 95% CIs for the Spearman rank correlation coefficient between the variables ''normscr1'' and ''normscr2'' (NOSIC score for rater 2). The Spearman rank correlation coefficient was 0.77 for the original data set and the 95% CIs were 0.62-0.88 (percentile) and 0.62-0.87 (BC a ).
Again, it is simpler to perform this calculation using Stata. The following Stata commands compute the Spearman rank correlation coefficient between ''normscr1'' and ''normscr2,'' and bootstrap the 95% confidence intervals using the normal, percentile, and BC a methods using 2,500 resamples:
The ''spearman'' command calculates the Spearman rank correlation coefficient for ''normscr1'' and ''normscr2.'' The primary code appears in the first quotations, ''r(rho)'' refers to the reference statistic for which the 95% CI will be calculated, and ''rep(2500)'' indicates the number of resampled data sets.
Limitations of the Bootstrap. Although the idea of the bootstrap has been around for nearly two centuries, theoretical work on the bootstrap is relatively recent and, therefore, the limitations of the bootstrap are not entirely understood. 11 The bootstrap is a tool used, in part, to calculate confidence intervals for point estimates of descriptive statistics. The bootstrap should not be used to compute point estimates themselves, however. The sampling distribution of the bootstrapped statistics is frequently not symmetric. Thus, computing point estimates in this manner may reflect, as opposed to alleviate, biased estimation from the samples. 11 The extent of bias can be estimated but is subject to high variability, making bias correction infeasible. 8 The most important limitation of the bootstrap is the assumption that the distribution of the data represented by the sample is a reasonable estimate of the population distribution function from which the data are sampled. In other words, the sample must reflect the variety and range of possible values in the population from which it was sampled. If the distribution of data from the sample does not reflect the population distribution function, then the random sampling performed in the bootstrap procedure may add another level of sampling error, resulting in invalid statistical estimations. 18 This emphasizes the importance of obtaining quality data that accurately reflect the characteristics of the population being sampled.
Additionally, the smaller the original sample, the less likely it is to represent the entire population. Thus, the smaller the sample, the more difficult it becomes to compute valid confidence intervals. The bootstrap relies heavily on the tails of the estimated sampling distribution when computing confidence intervals, and using small samples may jeopardize the validity of this computation. 18 Random sampling performed in the bootstrap procedure also adds another level of potential sampling error. This, as mentioned previously, is reflected in the variation and bias estimates commonly performed during a bootstrap analysis.
CONCLUSIONS
The bootstrap is a relatively simple statistical concept that requires computationally intensive procedures to implement. Modern statistical software packages now allow researchers to employ relatively simple programming to compute confidence intervals for statistics with inconvenient or unknown sampling distributions.
