The master equation of chemical reactions is solved by first approximating it by the Fokker-Planck equation. Then this equation is discretized in the state space and time by a finite volume method. The difference between the solution of the master equation and the discretized FokkerPlanck equation is analyzed. The solution of the Fokker-Planck equation is compared to the solution of the master equation obtained with Gillespie's Stochastic Simulation Algorithm (SSA) for problems of interest in the regulation of cell processes. The time dependent and steady state solutions are computed and for equal accuracy in the solutions, the Fokker-Planck approach is more efficient than SSA for low dimensional problems and high accuracy.
Introduction
Biological cells are microscopical chemical reactors. They control their internal state through a complex regulatory network of non-equilibrium chemical reactions. The intracellular rules for chemistry is quite different from the circumstances when the descriptions of ordinary test tube chemistry applies. For one thing there is an enormous number of different reactants but only very few molecules of each kind. To gain understanding of the principles that is used in cells to control essential processes, it is therefore necessary to study drastically simplified models.
The validity of some assumptions of macroscopic kinetic modeling must be reinvestigated before they can be safely applied to biochemical systems in vivo. Sometimes the validity does not hold. In particular it has been widely appreciated that stochastic models for the dynamics of biochemical reactants are sometimes necessary replacements for the standard reaction rate equations which only apply strictly to mean values in infinitely large, yet, well stirred systems [20] , [21] .
The reaction rate equations will give an insufficient description of biochemical systems because molecule copy numbers are sometimes small [2] , [3] , [26] , and because the molecules have a hard time finding and leaving each other due to slow intracellular diffusion [4] , [9] . Biological macromolecules may also have many internal states which makes the individual reaction events more interesting than interactions between ions in dilute solutions [29] .
The master equation is a scalar differential-difference equation for the time evolution of the probability density function (PDF) of the copy numbers of the molecular species participating in the molecular system [21] . This equation is an accurate model on the meso scale of biochemical systems with small copy numbers. The number of space dimensions in the equation is N , where N is the number of different molecular species. When N is large, numerical solution of the master equation suffers from the "curse of dimensionality". Suppose that the computational space is restricted to M m points in every dimension. The computational work and memory requirements are then proportional to M N m , an exponential growth in N .
Gillespie has developed the Stochastic Simulation Algorithm (SSA), which is a Monte Carlo method for simulation of the trajectories of the molecular system in time [15] . By collecting statistics from the simulation, the PDF of the copy numbers is obtained approximately. The work grows linearly with N , making it possible to use this method also for large N . This method is the standard method for stochastic simulation of reaction networks in cells. A disadvantage is that many trajectories are needed for an accurate estimation of the time-dependent solution of the master equation and only long time-integrations yield accurate results for its steady state solution.
The master equation is approximated by a discretization of the Fokker-Planck equation (FPE) [21] on a Cartesian grid in this paper. The FPE is a timedependent partial differential equation and it is discretized with a finite volume scheme as in [11] . The "curse of dimensionality" is an obstacle also for the numerical solution of the FPE but the number of grid points can be reduced dramatically compared to the master equation. If the number of points is M F P in each dimension, then M F P < M m and M The solution of the FPE is computed with a certain estimated accuracy and the solution of the master equation is determined by SSA with the same estimated accuracy. Problems with two, three, and four species are solved to different accuracies and the computing time is compared between the methods. In two dimensions, solution of the FPE is the preferred method, especially for higher accuracy. In many dimensions, SSA is the superior alternative. A theoretical support for this result is derived.
The paper is organized as follows. In the next section, the FPE is discretized in space and time. The PDF is determined by the SSA in Section 3 and the number of necessary realizations is discussed. The estimate of the difference between the solutions of the master equation and the discretized FPE is derived in Section 4. The FPE is applied to four different molecular systems of biological interest described in Section 5 and compared to simulations with Gillespie's algorithm in the last section. A vector is denoted by x in bold and its j:th component by x j in the sequel.
Deterministic solution of the Fokker-Planck equation
The FPE is derived from the master equation in this section following [21] . The FPE is then discretized in space and integrated by an implicit time-stepping scheme.
The FPE and its boundary conditions
Assume that we have a reaction with a transition from state x r to state x. The vectors x r and x have N non-negative integer components such that x, x r ∈ Z N + where Z + = {0, 1, 2, . . .}. Each reaction can be described by a step n r and the probability flow from x r to x by the rate w r (x r )
Let ∂ t and ∂ i denote the time derivative ∂/∂t and ∂/∂x i , respectively. The master equation corresponding to R reactions satisfied by the probability p to be in state
where q r (x, t) = w r (x)p(x, t). A term is included in the first sum only if x + n r is a possible state and in the second sum only if x can be reached from a possible state by the reaction.
The FPE is derived from (2) by Taylor expansion around x (the KramersMoyal expansion) and ignoring terms of order three and higher, see [10] , [21] .
The FPE is written in conservation form by introducing F r with the components
Then by (3)
Integrate (4) over a computational cell ω with boundary ∂ω and boundary normal n ω and apply Gauss' formula to obtain
This is the basis for the finite volume discretization. Assume that we are interested in the solution in a multidimensional cube Ω ⊂ R N + with the boundary
By letting F = R r=1 F r and taking F j = 0 on ∂Ω j it follows from [11] that the total probability
Space discretization
A Cartesian computational grid is generated so that in 2D the computational domain Ω h defined by [0, 
For evaluation of the integral on ∂ω ij , we need an approximation of
n r (q r + 0.5n r · ∇q r )
using the cell averages p ij . With a centered approximation of R r=1 n ri q r we have on the face (i + 1/2, j) between ω ij and ω i+1,j
where
The midpoint of ω ij is located on the left hand face of ω i+1/2,j and the midpoint of ω i+1,j on the right hand face. The gradient in the dual cell is computed using Gauss' theorem
Then q is approximated at the right hand face of ω i+1/2,j by q i+1,j , at the left hand face by q ij , at the upper face by 0.25(q i+1,j+1 + q i+1,j + q i,j+1 + q ij ) and at the lower face by 0.25(q i+1,j−1 + q i+1,j + q i,j−1 + q ij ). The approximation on the other cell faces of ω ij follows the same idea. The flux F in (7) can now be computed on all cell faces using (8) and (9) . The scheme is second order accurate on grids with constant grid size. The space discretization can be summarized in 2D by dp ij dt = (h
Since at most two dimensions are involved in the derivatives in (3), the generalization of (10) to more dimensions than two is relatively straightforward. After space discretization and with the vector p containing the unknown cell averages of length M = N i=1 M i , the FPE approximation is dp dt = Ap,
is a constant, very sparse matrix. It is proved in [11] that A has one eigenvalue equal to zero when the discretization is conservative as in (10) . When N grows, M increases exponentially fast. This is the "curse of dimensionality" but the growth is slower for the FPE with h i > 1 than for the master equation.
Time discretization
The time integration of (11) is performed by the backward differentiation formula of second order, BDF-2 [17] . This method is implicit and stable if the real part of the eigenvalues λ(A) of A, λ(A), is non-positive. There are different time scales in the dynamics of biological systems [7] favoring a method suitable for stiff equations where the time step can be selected with only the accuracy in mind. This is an advantage compared to SSA where stiff problems are advanced with small time steps determined by the fast time scale. Work is in progress trying to remedy this inefficiency of SSA, see e.g. [5] , [18] .
Let the time step between t n−1 and t n be ∆t n . It is chosen adaptively according to [24] such that the local discretization error is smaller than a given tolerance . Then the coefficients in the BDF scheme depend on the present and the previous time steps [17] , [24] . The system of linear equations to solve for p n at each time step is (α
where I ∈ R M ×M is the identity matrix. The time-dependent solution p n in (12) is computed by an iterative method in every time step. We have chosen Bi-CGSTAB [28] with incomplete LU (ILU) preconditioning of A [16] for rapid convergence. The steady state solution p ∞ of (11) satisfying
is determined by computing the eigenvector of A corresponding to λ(A) = 0 with an Arnoldi method [23] or a Jacobi-Davidson method [27] for sparse, nonsymmetric matrices.
Error estimation
The error in the steady state solution of the FPE can be estimated by computing the solution for the same problem on a coarser grid and compare the two solutions. Let the solution be p h of the FPE and p 2h the solution where the grid size is doubled in all dimensions. The solution on the fine grid is restricted to the coarse grid by the operator R 2h by taking the mean value of p h in the fine cells corresponding to each coarse cell. The solution error e h in p h is then estimated for second order discretizations by
An additional error in the time-dependent problem is due to the time discretization. The total solution error e h,k in p h,k at t = T with ∆t = k is estimated by computing p 2h,2k , the coarse grid solution computed in every second time step of the fine grid solution. The estimate of e h,k at T is
In N space dimensions, the computational work to calculate p 2h is reduced by a factor 2 −N and to calculate p 2h,2k by 2
compared to the work to determine p h and p h,k . Hence, the cost of the error estimates is low for the FPE.
The error is measured in the 1 -norm · 1 defined as follows. Let ν = (ν 1 , . . . , ν N ) be a multi-index with 1 ≤ ν j ≤ M j and |ν| = N j=1 ν j , and let ω ν be a cell in Ω h . For a scalar grid function f ν (t) we have
Work to solve the FPE
Suppose that h is the step length in each dimension, is the error tolerance, and that the discretization error is of order r. Then ∝ h r and the size M of the discretized equation (11) 
. The number of non-zero elements in the stencil at one grid point is at most 1 + 2N
2
. If the work for finding the zero eigenvalue and its eigenvector is approximately proportional to M , the work to compute the steady state solution is
where C s is independent of . For the number of time steps K, we have K ∝ (∆t)
. The work in each time step is proportional to M and the error tolerance ∝ (∆t) r for an r:th order time integrator. Thus, the total work is
where C t has the same property as C s .
The memory requirements to store p n−1 and p n is 2M floating point numbers. Additional workspace in Bi-CGSTAB and the eigensolvers proportional to γM is necessary. Here γ is 5 − 10.
The generation of the constant matrix A was implemented in C++ and imported into MATLAB [25] for time integration and computation of eigenpairs. The adaptive time integrator was implemented in MATLAB.
Monte Carlo solution of the master equation
The master equation is solved by Gillespie's algorithm SSA [15] . The computational domain Ω h is partitioned into the same cells as in Section 2. Since h i > 1, each cell contains many states of the state vector x. The probability of the system to be in a cell is estimated from one trajectory in the steady state case assuming ergodicity and several trajectories in the time-dependent case. At least M floating point numbers have to be stored for the probabilities in the M cells.
Steady state problem
The SSA generates one trajectory of the chemical system. The probability of the system to be in a cell ν in a time interval ∆τ between τ After the transient, when the steady state solution is approached, P n ν , n = n tr + 1, n tr + 2, . . . are considered as a sequence of independent random variables in a stationary stochastic process. The average of P n ν between n tr and n tr + ∆n, defined by
is normally distributed N (µ ν , σ 2 ν /∆n) according to the central limit theorem [22] . The standard deviation of P ∆n ν depends on the standard deviation σ ν of P n ν . The steady state solution determined by the stochastic algorithm has an expected value µ ν corresponding to the probability p ∞ ν in (13) computed by the FPE.
Error estimation and computational work
The error in P ∆n ν in cell ν is e ν = P ∆n ν − µ ν and can be estimated by Student's t-distribution [22] . Let s 2 ν be the sample variance defined by
for some n 0 . The sample standard deviation of P n ν is computed using m = 100 samples in a separate simulation of the system. Then we have with probability 0.68
A 95 % confidence interval would require a ∆n about four times as large. The length of ∆τ for a reliable s ν depends on the properties of the system. If ∆τ is too small, the sampling will be biased by the intitial state of the simulation and σ 1 will be underestimated. Numerical experiments are employed to determine a suitable ∆τ for each system by computing s 1 for increasing ∆τ until the estimates conform with what is expected from the central limit theorem. The variance is itself a stochastic variable having a χ 2 -distribution [22] . A 90% confidence interval for σ ν with m = 100 is (0.896s ν , 1.134s ν ).
With the error tolerance , the number of samples ∆n of P n ν after the transient follows from (18) 
The total simulation time T max will then be
The number of steps in SSA to reach T max is problem dependent but is independent of . Compared to the error estimation for the FPE, computing s 1 for SSA is a relatively expensive operation, see the results in Section 6. The SSA was implemented in C for each model system in Section 5 separately in order to avoid unnecessary efficiency losses associated with a more general implementation. 
The time-dependent problem
is normally distributed
. The total number of necessary realizations for an error e ν (T ) satisfying
where s is calculated as above. A suitable size of ∆λ is problem dependent and is determined in the same way as ∆τ . The total work is proportional to L and therefore also to −2 .
Comparison of the solutions
The solution of the master equation is compared to the solution of the discretized FPE in this section and a bound on the difference is derived. For a sufficiently smooth p we have for the difference between the FPE (3) and the master equation (2) 
The remainder term τ m consists of the truncated part of the Taylor 
and at the non-negative integer points Γ m (p m ) = 0. In the same manner, letp F P be the solution of the discretized FPE according to (12) so that Γ F P (p F P ) = 0 at t n , n = 0, 1, . . . , and at e.g. the midpoints of the cells. Extendp F P smoothly to p F P defined for t > 0, x ∈ R N + . The difference between G and Γ F P for a sufficiently smooth p is
where τ F P is the discretization or truncation error when G is approximated by Γ F P . If p solves the FPE, then we have
For p F P we have
and at the midpoints Γ F P (p F P ) = 0. Since G is linear in p in (3) we can subtract (23) from (25) to obtain
The difference δp between the reconstructed solutions p F P and p m of the master equation and the discretized FPE satisfies a FPE with a small driving right hand side ε. The right hand side can be estimated by higher derivatives of p F P and p m and bounds on Γ F P and Γ m . A bound on δp depending on n r , w r , r = 1, . . . , R, the deviation of Γ F P and Γ m from zero, τ F P and τ m will now be derived. First we need the definitions of a few norms for a scalar f (x, t) with x ∈ Ω ⊂ R N + and t ∈ T = [0, T ] and a vector x:
The first lemma provides bounds on τ m and τ F P .
and that n r is bounded for all r and let q rm = w r p m and q rF P = w r p F P . The difference τ m in (22) is bounded by
The discretization error τ F P in (24) is bounded by
where h is the maximum grid size. Proof. The remainder term ρ r after the first two terms in the Taylor expansion
see [6] . Since
it follows that there is a c m depending on n r such that the first inequality holds. The discretization error or remainder term in the Taylor expansion τ F P t due to the time discretization in (12) is bounded by (see [17] )
The error in the space discretization τ F P s due to the first and second derivatives is in the same way bounded by
for some positive c s . The lemma is proved. The second lemma is needed to show that the coefficients in front of the second derivatives in the FPE (3) are positive definite under certain conditions. The stoichiometric matrix S of the reactions is defined by
Lemma 2. Assume that the rank of the stoichiometric matrix S in (27) is N and that w r (x) ≥ w 0 > 0 in a domain Ω for every r. Then
Proof. The matrix n r n T r has one eigenvalue λ r = n T r n r different from zero and the corresponding eigenvector is n r . There is no p = 0 such that n 
We are now prepared to prove an upper bound on the difference δp between one function p F P interpolating the solution of the discretized FPE and one function p m interpolating the solution of the master equation. The proof is based on the maximum principle for parabolic partial differential equations. The difference will satisfy (26) in a weak sense, i.e. for any smooth function φ(x, t) with compact support we have
For a discussion of weak solutions of partial differential equations, see e.g. [1] , [19] .
Theorem.
Assume that the stoichiometric matrix S and the propensities w r satisfy the conditions in Lemma 2 in Ω and that |w r |, |∂ x i w r |, |∂ i ∂ j w r |, and n r are bounded for all r, i, and j in Ω. Furthermore, assume that on the boundary ∂Ω of Ω we have
where µ is defined by
Here, C and d depend on w 0 , T , the size of Ω, the bounds on w r and its first and second derivatives, and the bound on n r . The discretization errors τ m and τ F P are bounded in Lemma 1.
Then the FPE (3) can be written
and it follows from Lemma 2 that q · A(p, q) = 0.5 r i,j q i (w r n ri n rj q j ) = 0.5 r w r i q i n ri j q j n rj = 0.5 r w r (q
There is a bound on A(p, q) with a function f q (x, t) such that
Moreover, there are functions g p (x, t) and g q (x, t) such that
Since n r and w r , ∂ i w r , ∂ i ∂ j w r , are all bounded in Ω, there are bounds on f q , g p , and g q
By Lemma 1 we have a bound on |τ
follows from the maximum principle with p = q = ∞ in Theorem 1 in [1] . The lower bound on δp
is obtained by applying the same theorem to the equation for p m − p F P .
Remark. Under certain conditions, a similar bound can be derived for the difference between the steady state solutions p F P (x) and p m (x) following [14] .
There is a bound in the theorem on the difference between the solution of the master equation and the discretized FPE for interpolating functions depending on the discretization error τ F P for the FPE, how well the FPE approximates the master equation τ m , the deviation from zero of the space operator for the master equation |Γ m (p m )| ∞ for p m , and the deviation from zero of the discretization of the FPE in space and time |Γ F P (p F P )| ∞ for p F P . If the third derivatives of q r are all small, then the modeling error τ m in Lemma 1 will be small. The discretization error τ F P can be reduced by taking shorter time steps, using a finer grid, and by raising the order of the approximation from two. Both |Γ m (p m )| and |Γ F P (p F P )| are zero at the grid points of their respective grids and |Γ m (p m )| ∞ and |Γ F P (p F P )| ∞ are small for many p m and p F P . By taking Ω to be in the interior of R N + we can expect all w r to be non-zero, so that Lemma 2 is satisfied.
Test problems
The test problems for the two algorithms in Sections 2 and 3 are all systems with stiff behavior in the sense that they contain very different time scales as is common in biology. Lower case letters denote the copy numbers of the chemical species denoted by the upper case letter, e.g. a is the number of A molecules. In all models the biological cell volume is kept constant and cell growth is modeled by dilution, which takes the form of a constitutive degradation rate. Furthermore, the cell volumes are assumed to be well-stirred.
Two metabolites
Two metabolites, A and B, are consumed in a bimolecular reaction by rate k 2 and degraded by rate µ. The two metabolites are each synthesized by an enzyme. Both the synthesis rates are constrained by competitive inhibition [12] by the respective products. The dissociation constant of the product-enzyme complex K I determines the strength of the product inhibition. We use two different inhibition strengths and call them "weak" and "strong", see below. The reactions are:
, µ = 0.0002s 
Toggle switch
Two mutually cooperatively repressing gene products A and B can form a toggle switch. By binding to control sequences of the B-gene, A can inhibit production of B and vice versa. If A becomes abundant the production of B is inhibited and the system is in a stable state of high A and low B. If for some reason the amount of A falls or the amount of B is sufficiently high, the switch might flip and B becomes abundant and A will be repressed. This motif has been implemented in vivo in a cell [13] . In this model A and B are formed with maximal rates k A /K A and k B /K B , respectively. The parameters K A and K B determine the strength of the repression and γ is the degree of cooperativity of the repressive binding. The reactions are:
, γ = 2 and µ = 0.001s
Two metabolites and one enzyme
Test problem 5.1 is extended to three dimensions by a variable for the enzyme E A that synthesizes metabolite A. The synthesis of the enzyme is controlled by a repression feedback loop [7] . The strength of the repression is determined by the constant K R , which is a measure of the affinity of the repressor for the control site. The maximal rate of synthesis is given by the constant k E A . The reactions are: 
Two metabolites and two enzymes
Test problem 5.3 is extended by a variable for the enzyme E B that synthesizes metabolite B in the same way as E A synthesizes A. The reactions are:
, k 2 = 0.001s
, K I = 60, µ = 0.002s 
Numerical results
In this section, the numerical method for solution of the FPE in (3) approximating the master equation in (2) in Section 2 and the Stochastic Simulation Algorithm in Section 3 for the master equation are applied to the four different systems in Section 5. The domain Ω h is covered by a grid with a constant step size h. A grid adapted to the solution as in [24] would improve the performance of the FPE solver. The execution time to compute solutions of equal accuracy is compared on a Sun server (450 MHz UltraSPARC II) and the procedures to estimate the solution errors and the variance in SSA are verified.
Error estimation in 1D
For simple one-dimensional systems there are exact solutions to the master equation and the FPE. One such simple system is this 1D birth-death process:
The birth rate k and the death rate q determine the first moment of the distribution λ = k/q. The exact solution to the master equation is a Poisson distribution
where a ∈ Z + . The exact solution of the FPE approximation is [21] p F P (a) = Ce
where a ∈ R + and C is a scaling constant such that
The error e ν in the solutions computed by SSA and FPE is determined using the exact PDFs p m in (29) and p F P in (30) and compared with the estimated error according to Sections 3.2 and 2.4 for three different λ in Figure 1 . Ideally, the symbols in Figure 1 should coincide with the reference line but the estimate in the SSA case is at most wrong with a factor 2 and the estimate for the FPE is asymptotically correct when the estimate tends to zero.
Modeling error
In Section 4, the difference between the solutions of the master equation (2) and the discretized FPE (12) depends on two quantities: the modeling error τ m and the discretization error τ F P . The difference e m (j) = p F P (j) − p m (j) due to the modeling is computed for j = 0, 1, . . . , 2λ, and three λ-values in (30) and (29) . The result measured in the 1 -norm is found in Table 1 . The deviation from the master solution is small. Table 2 : Two metabolites, weak inhibition, approximation error.
By changing the grid size, τ F P in the theorem in Section 4 is changed but the modeling error τ m remains the same. We infer from the table that for high tolerances the discretization error dominates, while for a low the difference in p is explained by the modeling error.
Two dimensional systems
The FPE solution and the SSA solution of three 2D problems are computed with the same estimated accuracy following Sections 2.4 and 3.2. The execution times are compared for the two algorithms to calculate the steady state and the timedependent solutions. The execution time includes discretization and computation of the solution. For the steady state problem in 1D-3D the Arnoldi method is used for computation of eigenpairs, in 4D the Jacobi-Davidson method is used instead. The error estimation is not included in the execution time. The first example is the problem with two metabolites and weak inhibition in Section 5.1. The isolines of the steady state solution are found in Figure 2 . The work to reach steady state, W F P E and W SSA , is measured in seconds for the two algorithms and different number of cells and estimated errors e and is found in The estimated σ for the same problem using ∆τ = 5 · 10 3 , the final time T max in (19) , the number of events in SSA N evt , and the computational time t σ in seconds to determine σ are shown in Table 4 for the same grids as in Table 3 . The estimates of ||σ|| 1 are stable independent of the grid size. The work to calculate σ is considerable compared to the work for the full simulation W SSA for the small problems but is negligible for the large problems. The number of events in the SSA is almost 10 The parameter ∆τ is determined by numerical experiments for one grid and is assumed to be valid for all space discretizations. In Table 5 we show T max in (19) , σ 1 , and the computational time t σ to determine σ. Between ∆τ = 5 · 10 Table 5 : Determination of ∆τ for σ estimation in the SSA computation of the steady state solution of the test problem with two metabolites and weak inhibition. Table 6 contains the results for the steady state solution of the same system with strong inhibition. The steady state solution is plotted in Figure 2 . 
The number of trajectories L generated to achieve the same accuracy with SSA as in the PDE solution is more than 10 7 in some cases. The time evolution of a system with an unsymmetric initial distribution is displayed in Figure 3 . 
Three dimensional system
The work in seconds to compute the steady state solution of the test problem with three molecular species in Section 5.3 is found in the FPE are somewhat longer compared to problems of the same size in 2D in the previous section but the SSA is much faster making it the preferred algorithm. The speed of the SSA for this problem is mainly due to the fact that molecule numbers are very small and the system is not very stiff. Since a trajcetory is simulated the method is very dependent of both these properties. Still, the FPE has convergence properties that will make it useful for 3D problems.
Four dimensional system
The methods for the steady state problem in Section 5.4 are compared in Table 10 we can expect when the dimension of the problem inceases. The computational work for the time-dependent, four-dimensional problem at time T = 100 is displayed in smaller between the two solution methods for the 4D time-dependent case than for the steady state problem in Table 10 . The explanation to this behavior is that the ergodic property of the system makes steady state solutions with SSA efficient since the entire simulated trajectory can be used to estimate the solution. The time-dependent solution of p is computed by simulation of trajectories in time where only the final state can be used for the solution. The predictions of the work estimates in Sections 2.5 and 3.2 are compared to the recorded execution times in Figures 4, 5 , and 6. The agreement for the steady state problems is good in all cases except for the two metabolites with weak inhibition and the 3D problem in Figure 4 . However, for lower tolerances in the asymptotic regime the trend is as expected from (15) A faster growth of the work is predicted by (16) than is measured in Figure 6 for the time-dependent problems. The maximum local error in the adaptive time discretization is allowed to be as large as the error in the space discretization. The inital time step is chosen to be ∆t 0 = 0.01T and the growth in ∆t in every step is limited. The result is that the maximum time step is not reached for any and almost the same sequence of steps is generated in all examples. Hence, the work is relatively independent of the time integration and is dominated by the space discretization as it is in the steady state problem.
Conclusions
Two methods to approximate the probability density function for the molecular copy numbers in biochemical reactions with a few molecular species have been derived and compared. The steady state solution and the time-dependent solution of the Fokker-Planck equation (FPE) have been computed and the same solutions have been obtained by the Stochastic Simulation Algorithm (SSA) [15] .
A bound on the difference between the solutions is proved by the maximum principle for parabolic equations. The errors in the numerical methods are estimated and the execution times for equal errors are compared. The FPE approach is much more efficient for the two dimensional test problems while SSA is the preferred choice in higher dimensions. However, the results depend on the properties of the problem: the size of the computational domain, the stiffness of the chemical reactions, and the chosen error tolerance.
