Most colleges and schools of pharmacy have been conducting assessments, yet accrediting agencies and other stakeholders are now requiring proof that students are actually achieving the learning outcomes established by the educational institution. This paper develops 2 main topics. The first section describes the assessment process and selected research issues that can affect the quality of assessment projects. The second section discusses educational impact assessment, includes a description of Astin's I-E-O impact assessment model, and utilizes that model to frame sample research questions and hypotheses. Pharmacy education examples are incorporated throughout the paper, and additional terminology is provided to highlight the importance of reaching a consensus on a common understanding of assessment concepts and terms. Each section contains a brief discussion of a case study to illustrate various aspects of the assessment planning process. This is the third and last article in a series about the various aspects of assessment.
INTRODUCTION
Assessment has long been a normal part of the culture of higher education. Good instructors want to know whether their students are learning what they are being taught; administrators are interested in quality of programs; employers want to hire the best individuals in their respective fields; and the public wants to know that their tax dollars are being used effectively. According to Higher Education Panel Report No. 85, virtually all colleges and universities are engaged in assessment activity; yet, the calls for greater accountability in assessment work have not lessened to any degree. 1 In fact, the calls have increased. The demands of institutional, program, and classroom assessment have become more rigorous due to shifts from a teacher-centered to a learner-centered focus, intensified requests from federal and state agencies for evidence of quality education, establishment of new accreditation standards requiring continuous quality improvement, and increased public demands for accountability in education. No matter how the reauthorization of the Higher Education Act is resolved, emphasis on reporting student learning outcomes will continue to be a key part of the higher education landscape. 2 Another significant shift is from fundamentals of assessment to a focus on the scholarship associated with effective practice of assessment. Trudy W. Banta discusses scholarly assessment in terms of "the work under way on hundreds of campuses across the country that is aimed at improving the day-to-day conduct of assessment. It involves selecting or creating assessment methods, trying them out, reflecting with colleagues on their strengths and weaknesses, then modifying the methods or trying new ones in the spirit of improving the effectiveness and impact of assessment continuously." 3 One of the key elements in scholarly assessment often missing is the distribution and sharing of assessment results with colleagues and stakeholders and then actual use of the data to make quality improvements or changes to education.
The first paper in this assessment series presented a primer explaining the rationale for the emergence of assessment in higher education. 4 Various definitions and a distinction between assessment and evaluation were discussed. A framework that characterizes the various levels and types of assessments was described: program assessment, curricular assessment, or individual assessment. In the first paper, the authors reviewed the American Journal of Pharmaceutical Education to identify assessment activities in pharmacy education from 1990-2003 and placed these activities in the context of this framework. The first paper concluded with a discussion about an assessment plan and the need for and value of creating a culture of assessment within an organization.
The second paper in this series focused on student learning outcomes assessment, a subcomponent of overall program assessment. 5 The second paper included a brief history of outcome-based education and an overview of outcomes typologies. Definitions and distinctions between outcomes, competencies, and objectives were discussed. Various frameworks and models were presented to familiarize the reader with these concepts and the developmental levels of students in health professions education programs. A brief summary of the relationship of student-learning outcomes assessment to institutional assessment concluded that paper.
This third paper develops 2 main topics. The first section is a description of the assessment process and selected research issues that can affect the quality of assessment projects. Brief overviews of research topics critical to the quality of such an assessment project are also discussed. The paper presents a case study illustrating aspects of the assessment process used at the University of Kentucky College of Pharmacy (UKCOP). Throughout the paper, pharmacy education examples are incorporated and additional terminology is provided to highlight the importance of reaching consensus on a common understanding of assessment concepts and terms within a community of working professionals. The second section offers a discussion of educational impact assessment, includes a description of Astin's I-E-O impact assessment model, and utilizes that model to frame sample research questions and hypotheses. This is the third and last article in this series about various aspects of the assessment process.
THE ASSESSMENT PROCESS
The decision to implement or formalize assessment prompts faculty and staff members to pose questions. One of the questions most often asked is, "Where do we begin the assessment process?" Recall from the first paper in this series that the assessment process begins with a plan that builds from the mission of the program. Goals and objectives that align with that mission and reflect the overall purpose of the assessment are outlined. In essence, the program participants need to be clear a priori about the purpose of the assessment--to inform, to modify, or to improve. The developmental stages of an assessment plan should address not only the purpose but also who will be receiving the data and how they will be shared with various audiences. The plan should answer questions such as these: Who will make decisions about curricular, program, and/or course changes? How will such changes be implemented? What will be the target areas for the assessment project? Addressing these concerns at the beginning greatly enhances the efficiency of the process.
Program participants will select the program areas that will be assessed. This will involve creating appropriate general research questions and hypotheses. Linton suggests that the "assessment questions fall into 3 categories: (1) Description -What is happening? (2) CauseDoes 'x' (a treatment) affect 'y' (an outcome)? and (3) Process or mechanism -Why or how does 'x' cause 'y'?" 6 As indicated in the first and second papers in this series, defining general goals and general outcomes are crucial for the development of a practical assessment plan. The same applies to the development of research questions. For example, research questions in a college of pharmacy may include the following:
Description:
• What are the patient care educational activities that we offer our students?
• What patient care skills and knowledge are our students acquiring? What do students know, what do they understand, and what are they able to do?
Cause:
• Are case study assignments contributing to students' patient care skills?
• Do our curricula and courses contribute to the development of patient care knowledge, skills, and learning? Process or mechanism:
• Which particular teaching styles, educational tools, and learning activities contribute to development of patient care skills?
• Which educational experiences (curricular, extracurricular, and interpersonal) contribute to filling in the gaps in our students' patient care skills and learning? Which educational experiences or programs are missing?
Assessment experts agree that while decisions are being made to determine what areas will be priorities for assessment, a program should simultaneously begin to identify and acknowledge what information is already being collected within the program. 7 Programs can use data audits and inventories to collate the existing information. Other steps in the assessment process involve program participants agreeing on a shared assessment language, on the research questions appropriate for their particular program, and on how the results will be used within the school or college. Final steps will include analyzing the resulting data while keeping in mind the assessment research questions that were previously asked. To ensure that the assessment process continues to be an effective tool for improving a program, participants should also establish a way to continuously assess the process itself.
Assessment Methods and Approaches
It is important that colleges and schools collect a variety of data using several assessment methods, approaches, and measures, and for multiple purposes. The most important factor to consider when selecting assessment methods and instruments is their utility for addressing the assessment questions that have been posed. Banta states "many methods have potential to answer several assessment questions, but are stronger for some purposes than others. For example, objective tests are quite useful in measuring knowledge and recall but less useful in determining skills, particularly as compared to performance measures." 7 The most common methods used in assessment are: administering examinations and surveys, conducting individual and group interviews (focus groups), and performing document analysis. UKCOP collects and uses data for multiple purposes including formative (program development) and summative (description and review). The UKCOP process utilizes several of these methods and includes direct and indirect measures, as well as qualitative and quantitative measures. The next section presents an overview of these various concepts and methods.
Formative and summative assessments. The distinction between formative and summative assessments is predicated upon the general purpose, timing, and use of the data. 8 Formative assessments collect data while student learning is taking place. The role of formative assessments is to invite feedback as the learning is occurring, thereby providing information that can be used to make immediate modifications to improve both teaching and learning in a course or program. Formative assessment may be less formal and relatively narrow in range and focus. Some methods are generally appropriate for formative assessment, such as: peer review, self-assessment, focus groups, observations, and classroom assessment techniques (CATS).
In contrast to formative assessments, summative assessments are used to gather data at the end of a course or program generally to be used for accountability purposes or to judge the value or worth of a program or course. Methods commonly used for summative assessments include self-studies, comprehensive examinations, Objective Structured Clinical Examinations (OSCE), state pharmacy board examinations, alumni surveys, and endof-year student surveys. In sum, formative assessments generate information about a specific course, assignment, or learning technique, whereas summative data provide an aggregate portrait of a program, course, or students' experiences. Evaluation theorist Bob Stake effectively distills the differences between summative and formative in the following statement, "When the cook tastes the soup, that's formative; when the guests taste the soup, that's summative." 9 However, it is important to note that a unit's assessment plan can have multiple purposes and consequently may involve both summative and formative methods. Recall that it is purpose, timing, and use that distinguishes these methods; their effectiveness rests on the links to a program's goals and objectives.
Direct and Indirect Measures. Assessment projects can utilize both direct and indirect measures, and the distinction between these is determined by how data are acquired. Direct measures involve students demonstrating what they have learned, and yield tangible, visible evidence of how students perform with reference to an educational outcome. Examples of direct measures include tests, written papers, presentations, classroom assignments, performances, student responses to questions, participation in group problem-solving activities, and portfolios.
Indirect measures capture students' perceptions of their educational experiences and associated attitudes or confidence. Although outcomes are not directly measured, proxies for the educational outcomes or elements of the outcome are used. Types of indirect measures may include the following data-gathering activities that ask students to reflect on their learning: student satisfaction surveys; student interviews or focus groups; or questions in a course evaluation form that involve student-reported learning and performance rather than an instructor evaluation. Other examples of indirect measures may include the percentage of students who passed the state board licensing examination; counts of honors, awards, and scholarships received by students; and alumni and employers' reflections about the program. 10 Indirect measures may be useful in pinpointing areas initially identified for improvement by direct methods. Indirect methods can also highlight areas not previously detected for investigation. For example, at the UKCOP, by using students' scores (direct evidence) and a focus group (indirect evidence) in one particular course, faculty members learned that some students did not have the prerequisite pre-pharmacy coursework to prepare them for the desired level of instruction. An examination of the direct and indirect evidence led to the development of a pretest and provision of prerequisite online materials to enhance self-directed learning in this class.
Assessment experts and practitioners agree that indirect evidence should not be used alone, rather it should be incorporated to enhance interpretation of the results of direct methods and vice-versa. 10, 11 A combination of direct and indirect evidence is used in comprehensive assessment plans. Together, these methods can provide different but related types of information about students' learning and development.
Quantitative and qualitative data. The data obtained or measures used in assessment can be categorized as quantitative (ie, numerical, frequencies, ratings) and qualitative data or measures (ie, narrative descriptions, interpretations, perspectives, experiences). It is typical or standard practice to see both types utilized in an assessment project that documents student learning. A distinction commonly made between these types of data, however, erroneously describes quantitative measurement as objective and qualitative measurement as subjective.
Suskie cautions:
Some people confuse quantitative with objective assessments; they assume that quantitative assessments must be objective. To the contrary, much quantitative evidence is developed through subjective professional judgment. Rubric scores, for example, are subjective ratings of student work that can be quantified and analyzed statistically. 11 Although rubric scores generate quantitative data, the rubric itself is subjectively developed and based on professional judgment oriented to priorities designated by the assessment context. Further, although the utility of quantitative data is dependent upon asking the correct questions and forming the correct hypotheses, analysis of quantitative data can generate additional questions and hypotheses, and validate qualitative data.
Qualitative measures rely extensively on the use of language, meaning, interpretation, and field observations (eg, performance in experiential rotations). "Qualitative methods place interpretative value on the observerobservations of group interaction or an individual's performance or simulation." 10 Qualitative data are generated by individual interviews or responses to open-ended survey questions, and by focus group discussions. Answering the question "Why?" is essential to understanding and improving teaching and learning. Qualitative measures can provide insight into unintended consequences or effects that need to be further addressed. Like quantitative data, the utility of qualitative data is also dependent on asking the correct questions of interviewees. However, in addition to facilitating insight, qualitative measures can be used to identify or frame questions that can then be further explored using quantitative measures. For all of these reasons, qualitative measures should not be an afterthought in the assessment process because they can provide information useful for understanding quantitative data or results.
The assessment plan should include a determination of when qualitative or quantitative measures are more appropriate for use; however, a combination of both measures can significantly enrich the research. If the target is identifying change in student learning, quantitative measures are desirable; if the emphasis is reflections on student learning or students' experiences with the program or course, the use and analysis of qualitative data (looking for recurring themes and patterns) are more informative.
In summary, Pike, director of the Office of Institutional Research at Mississippi State University, points out that one may not always have a definitive answer if using only quantitative assessment "about how students' experiences affect their perceptions of the college environment and learning outcomes." 12 Therefore, combining qualitative and quantitative assessment methods can provide a richer, more detailed view of student learning.
The individual interview, focus groups, and analysis of written documents have been used in assessments of student outcomes. Although not standardized in the same manner as surveys and examinations, the interview protocols, coding schemes, and interpretive results can and should be tested for interviewer and inter-rater validity and reliability.
Validity and reliability. Researchers must consider the validity and reliability of the instruments and measures that are used in the assessment process. Reliability addresses the question, "Are the responses consistent over time?" Reliability is the extent to which a test/instrument is dependable, stable, and consistent when administered to the same individuals at different times. The instrument should yield similar results over time with similar populations in similar circumstances. Reliability is a prerequisite for validity. In order to measure accurately, an assessment must measure dependably.
Once the reliability of an instrument is established, determining the degree to which that instrument measures what it is actually intended to measure is important. Validity addresses the question: "Are you measuring what you intended?" More importantly, validity deter-mines the extent to which inferences made from assessment results are appropriate, meaningful, and useful in terms of the purpose of the assessment. Although an instrument must be reliable (such that results can be duplicated) in order to be valid, it is possible for the instrument to be reliable and not be valid because it does not measure what was intended. For example, a math placement test administered to freshmen can yield similar results year after year; it is reliable. However, if student performance is heavily dependent on reading skills, then the math placement test is actually measuring reading skills, and its validity is highly questionable. Readers are referred to previous articles for more details about reliability and validity. 7, 13 In sum, reliability and validity are reflections of the data gathered and largely depend on "the skill and integrity of the researcher." 7 The relationship between reliability and validity are closely interwoven when measuring student learning. Thus, when selecting instruments for assessments, taking into consideration issues related to reliability and validity is critical.
Triangulate the Data
One frequently used strategy for developing evidence about the validity of assessment tools is triangulation. Triangulation is the use of information from multiple methods and measures to enrich the interpretation of the analysis. It involves using a combination of direct and indirect methods, formative and summative assessments, and quantitative and qualitative measures put to use in an effective assessment plan to gain different perspectives on outcomes. Collecting data by more than one method balances the errors of a single method. For example, an effective assessment process of student learning or student satisfaction with a program might include use of a survey, a focus group, and student artifacts (ie, portfolio, assignments). As previously stated, the UKCOP utilizes this combination of methods and measures.
GATHERING THE DATA Case Study: The Data Audit
After a review of important technical assessment topics, consider now a practical issue: the data audit. Conducting a data audit concurrently with the initial assessment planning steps is highly recommended. Assessment expert Peter Ewell states:
Most colleges and universities currently engage in many activities that fall under the rubric of assessment, including entry testing of basic skills, studies of student retention and enrollment management, student surveys, alumni follow-up studies and departmental testing. Discovering, documenting, and integrating such activities is an important initial step. 14 In addition to facilitating data management and providing invaluable information, the audit can help maintain a focus on practicality; it can prevent the development of an overpowering assessment plan.
Data audit matrix. Creating a data audit or inventory initially can be time consuming, but it is useful and easy to update later. Numerous examples of data audits exist in the assessment literature, any of which can be tailored to an individual college's or school's needs. Table 1 depicts the data audit matrix that was developed at UKCOP and piloted using preliminary assessment information. The UKCOP matrix was designed, externally reviewed, and revised for the purpose of discovering and documenting assessment activities already in place. It includes information about collection of outcomes data; indicates the report source (institution, program, or course); and describes methods used for collecting the data, types of measures obtained (direct/indirect), timeline or schedule, who collects the data, and to whom the data reports are disseminated. The UKCOP matrix helped to structure an assessment-planning task and facilitate the conversations needed to gather existing data.
Audit methodology. In developing a data audit, one effective method of discovering and gathering existing assessment data is to poll faculty and staff members about the information already being collected. Much of this polling can be accomplished through written formats such as e-mails or memoranda. However, one-on-one conversations with faculty members often will uncover data that an individual may consider to be of value only to his or herself but that actually is significant to a broader program assessment. Additional potential data sources to be consulted in the auditing process might include staff in an institutional research office and/or academic and student affairs offices. All of these methods were used successfully at UKCOP during the 2002-2003 school year. Campus or state system-level alumni affairs offices, boards of pharmacy, and state pharmacy associations are also likely to maintain databases with valuable resource information. An extensive list of areas where assessment might occur can be found in Barbara E. Walvoord's text, Assessment Clear and Simple. 15 Ideally, at the college level, there may already be an office established that parallels an institutional research office. For example, in 2002 at UKCOP an office was established to focus on assessments within the College. The staff in that office worked with College faculty and staff members to determine what data had been gathered, how these data had been disseminated, and how the col-lege used the findings to improve relevant areas. All of this information was collected using the inventory data audit matrix. This office currently serves as the repository of assessment information for the College of Pharmacy.
Audit results. The data audit matrix was designed so that the results showed which instruments or methods were used to collect student data, who collected it, when and how the data were compiled, and how the data were used. An examination of the results from the data audit revealed that a broad array of data was being collected.
More importantly, the audit underscored that students were asked to participate in assessments frequently throughout their professional career. As indicated earlier, an audit can focus assessment planning efforts on doable goals. At the UKCOP it became clear that additional student data collection activities could overwhelm both students and assessors; this critical piece of information was uncovered early enough in the planning stages to influence decision-making. The audit also emphasized the need for greater attention to reporting results and to using the assessment information to answer questions. Although the audit is a preliminary portion of student outcomes assessment, surprising benefits can ensue. Engaging faculty members in this activity presents an opportunity to encourage assessment throughout the College and educate those new to the process. Professors and instructors with little experience in assessment can ask questions, obtain assistance in measuring performance and improving student learning and development, and gain an appreciation for the process. Several examples illustrate this point. First, at UKCOP the successful experiences of a faculty member using an online pretest to assess students' prior knowledge encouraged new faculty members to adopt a similar process. Second, while preparing for the 2003 accreditation visit, several UKCOP faculty members reported using various classroom assessment techniques (CATs), eg, the 1-minute paper and muddiest point. As a result, other faculty members learned about these techniques and used them in their courses. Additionally, faculty members practicing effective CATs provided a new way in which their data could be of benefit to their colleagues and the overall college assessment plan.
Lessons learned. At UKCOP, gathering the various assessment processes into a matrix provided a helpful tool: a comprehensive assessment inventory. Furthermore, several lessons were learned from the data audit process at an early stage of assessment planning. First, participants were surprised by the volume of data already being collected and were able to identify and eliminate areas of duplication. Second, although assessment reports were routinely prepared, they were not being distributed to all significant stakeholders (eg, students, alumni). Third, areas that were not being assessed (eg, students' attitudes, values, and behaviors) were discovered. Finally, the assessment process reinforced collegial relationships; faculty members shared effective teaching and student assessment techniques.
Using and Reporting the Data
After completing the assessment data audit, a curriculum committee, assessment team, or other appropriate committee should use the completed matrix to talk about issues of relevance and utility, reliability and validity, and the essential criteria for selecting assessment methods. 16 During this stage, as assessment methods are refined and developed, discussions should include faculty members and administration. Duplicate efforts may be eliminated if data sharing agreements can be reached. Informing faculty members about each concept and involving them in the process throughout this part of the assessment planning is essential.
Frequently the data audit matrix includes a column heading about who will receive feedback from the application of an assessment activity. This represents another important factor in the process and one that is frequently overlooked. Students, faculty members, staff members, administrators, accreditation bodies, parents, and state and local agencies may all have a vested interest in what, how, and why improvements to student learning and teaching are being or will be implemented. Although assessment has been occurring on a regular basis at most institutions, feedback to interested parties has been greatly lacking.
Successful assessment plans include methods of communicating the results to the various stakeholders in terms that interest them and to which they can relate. Including a "feedback to" feature in the data audit matrix will help keep energy channeled to completing the process. When delivering feedback, remembering that different audiences require varying levels of detail from the assessment information is important. A report to a specific group of stakeholders (ie, faculty, members, administration, deans, students, accrediting bodies, parents, etc) should contain only information that is of critical interest to that audience, that indicates unanticipated findings, or that the recipients may use to initiate change (improvement) in a teaching or learning activity. These reports should be short, simple, and clear; they may be verbal, written, or graphical; and they should indicate how the data will be used. Finally, to complete the process, a successful assessment program includes feedback received from the stakeholders after they have reviewed the reports. 8, 11, 5 Educators' interests acknowledge a central purpose of current assessment projects: the task of identifying aspects of the curriculum or other educational programs that facilitate student learning and development. Concurrent assessment planning discussions generally include educational impact questions regarding the relationships between the curricula, teaching/learning activities offered by the college, and student learning outcomes.
ASSESSING IMPACT
Educators tend to expend proportionately more time collecting assessment data than on other aspects of assessment work. Time should also be directed to using the assessment results while making decisions about curricular options, requirements imposed on students, and actions for program improvement. As indicated above, colleges and schools attempt to answer educational impact questions such as these: Is it really necessary to have a third course in patient care? Are small discussion groups really more advantageous than large lecture sections? If so, for which students? Does exposure to one type of curriculum versus another influence all types of learners or only those with some particular combination of background characteristics and experiences? These questions relate to the concept of "closing the assessment loop"-that is, using information from assessment in the context of a controlled assessment design to answer specific questions with confidence. Some experts refer to this as "impact assessment," "value-added assessment," or "program evaluation."
To assess the impact of academic programs, researchers must do more than gather outcome assessments. The key point is that if an institution only assesses outcomes (the student at and after graduation), it does not have sufficient information to determine contributions of the curriculum or other educational experiences to those outcomes. Educational impact assessment requires data not just on educational outcomes, but also on student characteristics and the specific educational program activities in which they are involved. One model used to study educational impact is the InputEnvironment-Outcome (IEO) model developed by Alexander Astin and described in the next section. 17 In their report, the 2003-2004 AACP Academic Affairs Committee recommended that colleges and schools of pharmacy use the Astin model as a framework for organizing their data management. 18 Table 2 provides an example of UKCOP data sources sorted into this framework. The committee urges that use of the I-E-O model should depend on the purpose of the assessment questions that the college or school is asking. They further encourage that it be used with other models in the assessment process of the program. This model can also be used to examine educational impact.
Astin's I-E-O Model
Alexander W. Astin was one of the first researchers in higher education to present a holistic model for using student outcomes to examine impact. This conceptual model has 3 basic components: input-environment-outcome (I-E-O), which are interrelated as indicated in Figure 1 . 17 Astin asserts that "the basic purpose of the model is to assess the impact of various environmental experiences by determining whether students grow or change differently under varying environmental conditions." 19 To better understand educational impact on students the institution should assess inputs (I), environments (E), and outcomes (O). Data concerning all 3 elements are necessary in order to assess the potential influences of a variety of educational environments or teaching/learning activities on student learning and development. At the college level, faculty members could address questions about the impact on student learning associated with individual assignments versus group assignments. 20 At the graduate school or national, board, or professional association levels, questions might The I-E-O model is an approach to looking at cause and effect that takes into consideration what happens between the input and the outcome to more accurately determine causality. [ Figure 1 ] It is designed to yield assessment results that will simultaneously (a) yield maximum information on the possible causal connections between various educational practices and educational outcomes and (b) minimize the chances that one's causal inferences will be wrong. Essentially, the I-E-O design corrects, or adjusts for, input or differences (e.g., differences in student motivation, ability, involvement) in order to get a less biased estimate of the comparative effects of different environments on outcomes. The model is particularly useful for assessments because it is designed to control for the non-random assignment of students (inputs) to programs (environments)--in other words, to control for variables that may influence outcomes. 23 For example, pharmacy students enter programs with preexisting values and motivations about patient care; the program (educational environment) will introduce patient cases, simulations, and other learning formats to familiarize the student with professional patient care. To achieve valid results when conducting an analysis at the end of the program, it will be necessary to parcel out the variables of inputs that the student brought into the program (eg, values and motivation) from environments that the program introduced (eg, patient simulations and patient cases). In essence this means students' values and attitudes about patient care must be measured at the point of entry into the program, and prior to receiving patient care instruction or participating in patient care simulations. A simple model can serve as the foundation for gathering, managing, and validating data; thus, the I-E-O model. Finally, Astin states that the model "provides a powerful framework for the design of assessment activities for dealing with even the most complex and sophisticated issues in assessment and evaluation." 17 The next sections describe the 3 components of the model and present examples that may be found in pharmacy programs.
Inputs. Inputs are the initial qualities and characteristics each student brings into the program. These variables would include characteristics such as age, gender, race, prior educational achievement (GPA and PCAT), and family socio-economic status. Data about these qualities and characteristics are collected during the recruitment and admissions process and typically maintained in student or institutional records. The most important criterion for categorizing student information as input data is that it reflects characteristics of the students prior to participation in the courses or experiential activities provided by the college or program. In this model, a student's preprofessional experiences and initial educational or career goals are categorized as student input variables.
Environments. By environmental variables, Astin is referring to the learning or educational experiences provided within the context of educational programs. These are designed and delivered by faculty and staff members or could arise informally through peer interactions. Educators shape or manipulate the environment with the intention of developing students' talents, to arrive at the stated outcomes. The pharmacy program offers courses, experiential encounters, and various other activities that lead to a doctor of pharmacy degree. In Astin's model, all of the elements or characteristics of the educational program and curriculum may be considered as environmental variables.
Outcomes.
Outcomes are the results of educational and instructional experiences. Outcomes include the knowledge, skills, and attitudes that pharmacy educators are seeking to develop in students when they design and provide educational programs. Outcomes may be: (1) cognitive, such as student knowledge, reasoning, and critical thinking; (2) affective, such as attitudes, values, self-concept, motivation, and goals; (3) psychological; (4) behavioral; and (5) within college or after college.
Astin's model is frequently characterized as a psychological developmental approach. He states that "there is no easy way to capture the impact of college adequately in one or two simple measures, such as credits and degrees earned or job placement." 19 Further, he stresses the importance of obtaining a variety of outcome measures, and provides "a conceptual scheme to guide the selection of various measures" 19 which he labels a "taxonomy of student outcomes." This taxonomy consists of 3 major dimensions: type of outcome, type of data and time as explained below. 19 Type of outcome. The first dimension of the taxonomy is the type of outcomes, either cognitive or noncognitive (also known as affective).
Cognitive outcomes involve the use of higher-order processes such as reasoning and logic; they are clearly relevant to the educational objectives of most students, faculty, administrators, trustees, parents and others concerned with higher education. Non-cognitive, or affective, outcomes refer to the student's attitudes, values, self-concept, aspirations, and everyday behavior and are important to students as well as to many educators. Information on affective outcomes is relatively easy to obtain through self-administered questionnaires, whereas measurements of cognitive outcomes often require more controlled conditions of administration and larger amounts of the student's time. But, both deserve attention in a study of the impact of college. 19 In professional programs such as pharmacy, noncognitive outcomes are just as important as cognitive outcomes.
Type of data. The second dimension in the taxonomy consists of two broad categories: psychological data and behavioral data. 19 Psychological data are generally paper-pencil measures of internal cognitive and affective qualities such as classroom examinations, standardized tests, vocational interest inventories, and personality tests. Cognitive psychological or intellectual outcomes are reflected in the student's subject matter knowledge, acquired knowledge, and mental processes, such as information processing, formal operational reasoning, critical thinking, and conceptual complexity. Affective psychological outcomes include a student's development of attitudes using mental processes.
Behavioral data are indices of an individual's qualities that can be observed by others; these data can be obtained from clinical supervisor reports, client reports, and selfreports. Cognitive behavioral outcomes require the application of knowledge. They include student skills and competencies, educational and career attainment, and interpersonal interaction and communication skills. Affective behavioral outcomes reflect attitudes and values such as professional interactions with supervisors, peers, and clients. Any student outcome measure can be classified simultaneously by the type of outcome and the type of data. Table 3 displays these 4 elements of Astin's taxonomy of student outcomes (cognitive, non-cognitive, psychological, and behavioral) as they relate to a pharmacy program.
Time dimension. The third dimension of this taxonomy represents the temporal differences in the measurement of student outcomes-looking at the measures taken at 2 points in time: (1) prior to exposure to the educational environment or participation in educational activities and (2) afterwards. This is similar to the assessment of a patient's condition prior to receiving treatment and after administration of the treatment. Astin states that "although timing is seldom considered in discussions of educational outcomes, it is of fundamental importance." 19 The data presented in Table 3 can be extended to represent during college or after college. Summary of Astin's model. Astin's model articulates the 3 key elements (I-E-O) of educational impact as previously described and conveys a strategy for analyzing these elements. One use of the model is to help organize and manage the data in the assessment process. The model was designed and has been used extensively for over 30 years to assess the relationship or impact of teaching/learning activities on student learning and development. Student learning and development outcomes are a function of student inputs and educational environment. Multivariate analyses used in conjunction with this model yield estimates of the comparative effects of educational environments while statistically accounting for bias associated with student inputs (ie, the bias introduced through nonrandom assignment of students in educational settings). As such, the model can be used to guide, organize, and manage data during impact assessment planning.
Case Study: Content Analysis & Educational Impact
The UKCOP used content analysis methods to further manage the data and begin to formulate appropriate impact questions with Astin's I-E-O model as a basic conceptual framework. 24 The coding categories were defined according to the outcomes assessment taxonomy adapted from Astin. 17 Table 4 displays the content analysis of survey data organized into the components of inputs, environments, and outcomes. To begin the content analysis, 3 survey instruments were selected that represented components in the college assessment plan corresponding with accreditation Standards 3 (Systematic Assessment of Achievement) and 10 (Student Evaluation). 25 The surveys measured student's perceptions of the early experiential component and various aspects of the first professional year of the program as described below. The surveys were collected from the class of 2005 in the spring of their first year in the program (April and May of 2002). Items collected from these 3 surveys were given unique codes to illustrate the type of content (I-E-O) category and the number of items per category (Table 4 ). The instruments and brief descriptions are as follows:
1. Pre-Early Pharmacy Practice Experience Survey (Pre-EPPE) is given to students on their last day of the spring semester before they proceed to their 4-week early practice experience. This survey includes information on early pharmacy Educational impact questions. Presently, the results of the content analysis are being used to answer various research questions. For example, one major outcome of the pharmacy curriculum is developing critical thinking skills. After a review of the various types of assessments currently used, it was apparent that the use of Structured Clinical Instructive Modules (SCIMs) during the first year could provide an indication of growth in this area. In addition, during a recent focus group with students, there was discussion to determine whether videotaped counseling sessions contributed more to enhancing communication skills. Both of these activities require extensive resources and time; therefore, it would benefit the college to determine whether one or both significantly contribute to this outcome. Since these are essential outcomes for students in the pharmacy program and require extensive effort and time on the part of both faculty members and students, these are excellent educational impact questions to explore. Examples of the questions and testable hypotheses that have been proposed for analyses include:
• Which educational experiences/environments maximize student learning during the first year of pharmacy school?
Ho: Structured Clinical Instructive Models, prior to students participating in Early Pharmacy Practice Experience, statistically improve student critical thinking skills. Ho: Videotaped counseling sessions statistically improve student communication skills during the first year of pharmacy school. In addition, Curriculum Committee members have expressed interest in whether prior pharmacy experiences have an impact on students' confidence and math competency during the first year. By implementing Astin's I-E-O Model, the impact of student inputs can be researched to address these concerns. Several related research questions include the following:
• Which students' input characteristics can best predict student confidence?
Ho: Prior pharmacy experience increases students' confidence during their first year.
• Which educational experiences can best predict student learning? Ho: Pre-pharmacy courses taken at other higher education institutions influence math competency scores in the first year of pharmacy school. Now that UKCOP has conducted the first data audit and formulated some impact questions, the next task will be to apply appropriate statistical analyses to the data and begin answering impact questions. As these studies are completed, it will be necessary to communicate with decision-making groups and college leaders to ensure that implications of the results are considered and appropriate actions for improvement are set in motion. Further, Satisfaction with financial aid process the outcomes from this process will be shared with all of the appropriate stakeholders (ie, faculty members, alumni, students, etc). One of the significant lessons learned is that implementation of an assessment program will generate questions at some point regarding the types of instruments or measures needed to obtain student outcomes data. A great temptation exists to begin "shopping" for instruments. While eventually it may be necessary to identify and select a suitable instrument, the college or school may have already amassed a wealth of outcomes data in the course of day-to-day operations that can be mined to answer initial assessment questions. Thus, a combination of a data audit in the college or school with an in-depth content analysis can be very informative when deciding if additional assessment instruments are needed in the plan. Further, using a conceptual model like the I-E-O framework can help the college organize the data and formulate the appropriate assessment questions that will be useful in assessing the impact of the program. The I-E-O model enables an institution to begin to quantify and evaluate the relationship between environmental variables and various student outcomes, such as student satisfaction, while controlling for relevant student characteristics. This framework can help answer many assessment questions such as how well the environmental variables predict a student's level of satisfaction.
CONCLUSIONS
Student outcomes assessment has been an integral element in education; faculty members, administrators, employers, and the public are all interested in student learning. Historically, this interest is reflected in the development of admissions examinations, certification, and accreditation boards. Educational research and assessment methods have evolved, and so have the interests and "requirements" of the constituency. The first paper of this 3-part series presented a historical overview and a review of research on assessment in higher education and in pharmacy education. The second paper focused on student learning and outcomes assessment. It included a review of outcome-based education and discussions of student-institutional assessment, outcomes concepts and typologies, and models of student learning and development. This third paper discussed the assessment process and described impact assessment.
This series of papers highlights the importance of the assessment planning process: of communication among pharmacy faculty members and administrators; and of reaching consensus on the terminology to be used, the student outcomes questions to be examined, and the methods and strategies to be used. Furthermore, these papers have pointed out that the assessment process requires faculty members to make many choices. These choices involve various aspects of assessment planning, implementation, use of results, and continual revision of the process.
In this third paper, pharmacy education situations and the UKCOP case study have served as illustrations of the planning process issues regarding outcomes data. More importantly, these examples point to the nuts-andbolts work that must take place concurrently with initial assessment planning discussions. 7 Programs can use data audits and inventories to identify the extent of existing information and to collate it. These activities can actually facilitate the planning process and encourage the involvement of all college faculty members, staff members, and students from the beginning. This enhances not only the assessment process but also the assessment products: development of assessment and research question(s), data analysis, report development, and use of lessons learned to improve student learning and outcomes assessment (based on feedback from consumers).
The central theme of the assessment process is that it is a continuous process of improvement. Whether the program has been conducting outcomes assessment for a number of years or is just beginning to implement an assessment plan, the key is to begin with what works well and keep it simple. Do not try to do everything at once. The assessment plan should use multiple measures to assess clearly stated learning outcomes. Suskie suggests avoiding common mishaps in assessment planning by asking the following questions 11 :
1. Why are we assessing? 2. What are our most important student-learning goals? 3. Do we have a clear strategy in place to ensure that every student has adequate opportunity to achieve each of our major goals? 4. Do the assessment tools and techniques that we are considering clearly correspond to our student learning goals as we define them? The general steps include: developing an assessment plan, implementing the plan, obtaining and analyzing student data, disseminating the information gained, and beginning the process of using the information to improve the quality of the educational program. Educational improvement efforts and outcomes are then assessed by faculty and staff members. Assessment becomes an ongoing process of systematic reviews and revisions, focusing generally on what can be improved and less frequently on monitoring what is being done well.
