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Background: To develop and validate sex speciﬁc prediction algorithms for 4-year risk of major
depressive episode (MDE) using data from a population-based longitudinal cohort.
Methods: Household residents from 10 provinces were randomly recruited and interviewed by Statistics
Canada. 10,601 participants who were aged 18 years and older and who did not meet the criteria for MDE
in the 12 months prior to a baseline interview in 2000/01 were included in algorithm development; data
from 7902 participants who were aged 18 and older and who were free of MDE in 2004/05 were used for
validation. Validation was also conducted in sub-populations that are of practice and policy importance.
MDE was assessed using the World Health Organization's Composite International Diagnostic Interview
(CIDI)—Short Form for Major Depression (CIDI-SFMD).
Results: In the training data, the C statistics for algorithms in men was 0.7953 and was 0.7667 for
algorithm in women. The algorithms had good predictive power and calibrated well in the development
and validation data.
Limitations: The data relied on self-report. MDE was assessed with CIDI-SFMD. It was not feasible to
validate the algorithms in different populations from different countries.
Conclusions: More studies are needed to further validate and reﬁne these algorithms. However, the
ability of a small number of easily assessed variables to predict MDE risk indicates that algorithms are a
promising strategy for identifying individuals in need of enhanced monitoring and preventive interven-
tions. Ultimately, application of algorithms may lead to increased personalization of treatment, and
better clinical outcomes.
& 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
Major depression is prevalent and imposes considerable burden on
society (Murray and Lopez, 1996). Major depressive episode (MDE) is
the building block for mood disorders (American Psychiatric
Association, 1994). In the past decades, research has identiﬁed risk
factors for MDE. The most consistent demographic factors associated
with the risk of MDE have been female sex, younger age and lowr B.V.
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Open access under CC BY-NC-Nsocioeconomic status (Skapinakis et al., 2006; Weich and Lewis, 1998a,
1998b; Weich et al., 1998; Wang et al., 2010). Psychosocial risk factors
include negative life events, experience of traumatic events, work
stress, ﬁnancial strain, poor marital or interpersonal relationships, lack
of social support and low self-esteem and mastery (Blazer and Hybels,
2005; Goldberg, 2006; Hope et al., 1992; Janzing et al., 2009; Kendler
et al., 2003; Kessing et al., 2003; Libby et al., 2005; Patel et al., 1999;
Patten et al., 2005; Patton et al., 2003; Wang, 2005; Wang et al., 2012).
Past occurrence of MDE and family history are strongly associated with
the risk of MDE. These results have laid a strong foundation for early
identiﬁcation and intervention. However, the combined effects of a
key set of risk factors that are the most predictive of future risk are
unknown. To more accurately identify individuals who are at high risk
of having MDE, prediction algorithms that include a key set of risk
factors are needed.D license.
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and population health policy makers to make informed decisions
when it comes to the health problems. In the clinical setting,
predictive risk algorithms are embedded in clinicians’ daily prac-
tice as the primary tool to estimate individual risk of future
disease. Thousands of risk algorithms are used to guide clinical
decisions about disease prevention and treatment. Prediction
algorithms are not about identifying new risk factors. Rather the
algorithms are clinical and public health decision aids that are
developed using known risk factors. The practical application of
risk prediction algorithms is that they can be used to assess the
risk or probability of developing certain health conditions among
those who are free of the health conditions at the time of
assessment, based on the exposure to risk factors included in the
model (Anderson et al., 1991; Chen et al., 2006; Decarli et al.,
2006; Park et al., 2009). Well-known examples include the
Framingham risk prediction algorithms for cardiovascular disease
(Anderson et al., 1991) and prediction algorithms for cancer risk
(Chen et al., 2006; Decarli et al., 2006; Park et al., 2009). Risk
prediction models can also be used for individual and population
applications including self-assessment, prediction of the number
of new cases of disease in populations and estimating the potential
beneﬁt of preventive interventions implemented community wide
(Manuel and Rosella, 2010).
There is a paucity of research in risk prediction for mental
disorders. To our knowledge, only the PredictD Study that was
conducted in European primary care settings attempted to develop
a risk prediction algorithm for MDE (King et al., 2008; Bellon et al.,
2011). General population studies employing more feasible mea-
surement strategies are needed so that the developed algorithms
cannot only be used in clinical practice, but also be feasibly
incorporated in general population health surveys for health
planning purpose. Like the Framingham Risk Function (Anderson
et al., 1991) and the Gal Score (Decarli et al., 2006), we believe that
prediction algorithms should be developed for men and women
separately due to their biological and social role differences and
sex difference in the prevalence and incidence of MDE. Therefore,
the objective of the current study was to develop and validate sex
speciﬁc prediction algorithms for MDE over 4 years in the
Canadian general population.2. Methods
2.1. Study setting
This analysis is based on longitudinal data from the biennial
National Population Health Survey (NPHS) (from cycle 1 to cycle
8). The household component of the survey covers the population
living in private dwellings in the 10 provinces in 1994/1995. It
excludes people on Indian reserves, in the territories, on Canadian
Forces bases, and in some remote areas. Of 20,095 individuals
selected for the longitudinal panel in 1994/1995, 17,276 agreed to
participate. More detailed descriptions of the NPHS can be found
in published reports (Catlin and Will, 1992; Tambay and Catlin,
1995).
2.2. Study participants
For this study, we chose Cycle 4 in the year of 2000/01 as
baseline because comprehensive information about risk factors is
available in this cycle. Participants who were aged 18 years and
older and who were free of MDE in Cycle 4 were eligible to be
included in model development (n¼10,601). Prediction algorithms
for 4-year risk of MDE were developed for men (n¼4737) and
women (n¼5864), separately. Data from Cycle 5 (2002/03) andCycle 6 (2004/05) were used to identify MDE occurring over the
4-year follow-up period (from 2002/03 to 2004/05).
2.3. MDE and risk factors
In the NPHS, MDE in the past 12 months was assessed by the
Composite International Diagnostic Interview Short Form for
Major Depression (CIDI-SFMD) (Kessler et al., 1998). The CIDI-
SFMD was designed to provide an operationalization of the DSM-
III-R diagnostic criteria (which have remained essentially
unchanged in DSM-IV) for MDE. The instrument detects symptoms
indicative of MDE, and identiﬁcation of ﬁve such symptoms out of
nine indicates a high probability that the subject fulﬁlled DSM-IV
criteria for MDE in the past 12-months. The sensitivity and
speciﬁcity of the CIDI-SFMD were 89.6% and 93.9% in relation to
the full version of CIDI (Kessler et al., 1998). The CIDI-SFMD was
used in all cycles of the NPHS.
We initially selected and examined the associations between
the following potential risk factors and the 4-year risk of MDE:
demographic and socioeconomic characteristics, self-rated general
health and self-rated stress, activity restrictions, chronic medical
conditions diagnosed by physicians, difﬁculty in mobility, cogni-
tive function, levels of pain, monthly frequency of physical activity
last 15 minutes or longer, ongoing chronic stress (18 items), recent
negative life events (10 items), childhood traumatic events
(7 items), work stress based on the brief version of Job Content
Questionnaire(Karasek et al., 1998) (13 items), self esteem (Pearlin
and Schooler, 1981) (6 items), mastery (Pearlin and Schooler, 1981)
(7 items), anti-depressants and sleeping pill use in the past month,
smoking, problematic alcohol consumption, K-6 psychological
distress in the past month (Kessler et al., 2002) (6 items), having
had depressed mood or loss of interests in activity in the past year,
having talked or seen a health professionals for emotional or
mental health issues in the past year, past MDE, and family history
of depression. We used MDE occurring from Cycle 1 to Cycle 3 as
an indicator for past MDE. It was decided to include this variable
as it is likely to be one of the strongest predictors of MDE, and it
was the goal of the study to predict new-onset episodes as
opposed to new-onset disorders. The coding of the predictors
included in the algorithms can be found in Appendix I.
2.4. Statistical analysis
All analyses were conducted using STATA 11 (StataCorp, 2010)
We ﬁrst examined the bi-variate relations between selected
variables and the risk of MDE. Variables that were strongly
associated with the outcome at the level of p¼0.002, were kept
as candidates for model development. Missing data in candidate
risk factors were imputed using STATA's “ice” program with the
outcome variable included in the imputation equation (Royston,
2005). We created 5 imputed data sets and obtained combined
estimates using Rubin's rules (Rubin, 1987).
2.5. Development of prediction algorithms
Prediction algorithms for 4-year risk of MDE were developed
using logistic regression modelling for men and women sepa-
rately. We ﬁrst included age (continuous variable), past MDE and
family history of MDE in the model. We then examined whether
adding an additional variable improved the model's discriminative
power and ﬁt with data. Once all the predictors from a speciﬁc
domain were assessed, we re-evaluated the model to determine
whether speciﬁc factors could be excluded without affecting the
performance of the model. The observed effect (such as odds ratio)
of speciﬁc predictor assumes that the effect is constant regardless
of the levels of other predictors in the model. This is not always
Table 1
The demographic and socioeconomic characteristics of male and female partici-
pants who were free of major depressive episode in the development data.
Variables Men (n, %) Women (n, %)
N¼4737 N¼5864
Age (mean, SE) year old 46.3 (0.24) 48.9 (0.24)
Married/common-low 3059 (64.6) 3283 (56.0)
Single/never married 1124 (23.7) 1041 (17.8)
Divorced/separated/widowed 554 (11.7) 1540 (26.2)
Immigrants 588 (12.4) 737 (12.6)
Non-immigrants 4146 (87.6) 5123 (87.4)
White 4391 (93.5) 5496 (94.4)
Non-white 307 (6.5) 329 (5.6)
Annual personal income*
≤$29,999 1790 (40.5) 3869 (72.0)
$30,000–$59,999 1757 (39.8) 1256 (23.4)
$60,000+ 869 (19.7) 249 (4.6)
Educational levels
oSecondary school 1106 (23.5) 1353 (23.1)
Secondary school graduation 639 (13.5) 828 (14.1)
Some post-secondary 1265 (26.7) 1610 (27.6)
College/university degree 1720 (36.3) 2061 (35.2)
SE: standard error.
n In Canadian dollar.
Table 2
Prediction algorithm for women derived in imputed data sets.
Predictors Coefﬁcients P value
Constant −3.1127 o0.0005
Age (continuous) −0.0219 o0.0005
Past major depressive episode 0.9747 o0.0005
Family history of MDE 0.5844 o0.0005
Annual personal income
≤$29,999 0.5410 0.102
$30,000–$59,999 0.6332 0.061
Self-rated health
Fair 0.3746 0.037
Poor 0.1130 0.748
Activity restrictions 0.4292 0.002
Satisfaction with oneself 1.0680 o0.0005
Self-rated chronic stress 0.5278 o0.0005
Childhood trauma
Being traumatized for years 0.4314 0.004
Being sent away from home 1.4243 o0.0005
Recent life events
Major ﬁnancial crisis 0.1714 0.266
Changed job for a worse one 0.1005 0.155
Chronic stress
Other expect too much 0.1818 0.131
Family member in bad health 0.3105 0.102
Daily smoking 0.2780 0.028
Having depressed mood/lost of 0.5018 0.074
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age, past MDE, family history of MDE and selected predictors were
also investigated. To be consistent to current medical literature
(D'Agostino et al., 2001; Lloyd-Jones, 2010; Manuel et al., 2012;
Steyerberg et al., 2010), the model's performance was assessed by
discrimination and calibration.
Discrimination is the ability of a prediction model to separate
those who experienced the outcome events from those who did
not. We quantiﬁed this by calculating the C statistic. The C
statistics is a rank order statistic for prediction against the true
outcome and is analogous to the area under a receiver operating
characteristic curve for a binary outcome variable. An uninforma-
tive model, such as coin ﬂip, will have a C statistics of 0.5; a perfect
prediction model will have a maximum C statistics of 1. Calibration
measures how closely predicted outcomes agree with actual out-
comes. For this we used D'Agostino's version of the Hosmer–
Lemeshow (H–L) Chi 2 statistic (D'Agostino et al., 1997). A Chi
2 statistic was calculated to compare the differences between
mean predicted and actual event rates; small values indicated
good calibration. Once the combined algorithm coefﬁcients were
obtained, we applied the algorithms in each of the 5 imputed data
sets. The C statistics and H–L chi 2 statistics were calculated for
each imputed data set. Additionally, we visually compared the
mean predicted risk of MDE versus observed risk of MDE by decile
risk groups to exam calibration in speciﬁc risk groups.
2.6. Validation of the prediction algorithms
We validated the performance of the sex speciﬁc algorithms in
two ways. First, we generated another imputed data set as for the
training data. We applied the algorithms in sub-populations that
are of practice and policy importance: immigration status (immi-
grants, non-immigrants), race (white, non-white), rural and urban
areas and geographic regions (Atlantic Canada region, Ontario and
Quebec, and Western Canada). We calculated the C statistics and
H–L statistics of the algorithms by the sub-populations. Second, we
applied the prediction algorithms in the Cycle 6 (2004/05)
participants who were aged 18 years and older and who were
free of MDE in this cycle to predict the 4-year risk of MDE from
2006/07 to 2008/09 based on data of Cycle 7 and Cycle 8. As
described previously, some participants who were under 18 years
old from Cycle 1 to Cycle 4 were excluded from the analysis using
the training data. They became 18 years or older in Cycle 6 and
were eligible for being included in the validation data (Women:
n¼252, 4.85%; men: n¼245, 5.79%). From Cycle 4 (2000/01) to
Cycle 6 (2004/05), some participants died or lost to follow-up
(n¼476, 4.5%). As such, we were able to validate the prediction
algorithms in a slightly different population in a different time
period. This study was approved the Conjoint Health Research
Ethics Board of University of Calgary.Interests for 2 weeks
Talked to health professionals for 0.4534 0.009
mental heath issues
Interaction terms
Past MDE x changed for a worse job −0.6840 0.064
Family history x being sent away from home −1.8535 0.004
Family history x being traumatized for years −0.4659 0.094
MDE: major depressive episode.3. Results
The demographic and socioeconomic characteristics of the
participants who were free of MDE and were aged 18 years or
older in Cycle 4 (2000/01) are in Table 1. The developed prediction
algorithms for men and women are in Table 2 and Table 3. The
mean predicted 4-year risk of MDE in women based on the
prediction algorithm was 8.31%; the observed risk was 8.27%.
The mean predicted 4-year risk of MDE in men based on the
algorithm was 5.25%; the observed risk was 5.15%. The mean
predicted vs. observed risk of MDE by decile groups in men and in
women are depicted in Fig. 1.
We applied the sex speciﬁc prediction algorithms in the
5 imputed data sets separately. The sex speciﬁc algorithmspredicted the risk of MDE very well. The C statistics based on
5 data sets ranged from 0.7645 to 0.7684 in women, with an
average C statistics of 0.7667. In men, the C statistics ranged from
0.7920 to 0.7969, with an average C statistics of 0.7953. There was
no evidence against good calibration of the algorithm. The H–L Chi
statistics ranged from 7.41 (p¼0.4934) to 13.40 (p¼0.0989).
Table 3
Prediction algorithm for men derived in imputed data sets.
Predictors Coefﬁcients P value
Constant −2.7979 o0.0005
Age (continuous) −0.0258 o0.0005
Past major depressive episode 1.1226 o0.0005
Family history of MDE 1.5775 0.003
Physician diagnosed diabetes 0.8191 0.013
Self-rated chronic stress 0.6042 o0.0005
Childhood trauma
Parents divorced −0.3630 0.145
Being sent away from home 0.8897 0.006
Parents abused alcohol/drugs 0.5562 0.004
Recent life events
Being physically attacked 0.6541 0.015
Partner had unwanted pregnancy 0.6306 0.148
Chronic stress
Other expect too much 0.2396 0.154
Lack of money 0.3474 0.029
Feeling everything is an effort 0.7551 0.045
Took antidepressants last month 1.0073 0.001
Took sleeping pills last month 0.9553 0.003
Interaction terms
Age x family history of MDE −0.0236 0.084
MDE: major depressive episode.
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Fig. 1. Part-A: The mean predictive risk versus observed risk of MDE by decile
groups in training data in men. Part-B: The mean predictive risk versus observed
risk of MDE by decile groups in training data in women.
Table 4
The discrimination and collaboration characteristics of the sex speciﬁc prediction
algorithms in validation data sets.
Populations Pr.: Obs. risk
%
C statistics (95% CI) H–L Chi
2
P
value
Men
Immigrants 3.89: 3.85 0.7817 (0.6622, 0.9012) 11.24 0.1886
Non-immigrants 5.50: 5.28 0.8014 (0.7686, 0.8341) 9.98 0.2663
White 5.28: 4.96 0.7912 (0.7573, 0.8251) 6.44 0.5981
Non-white
Urban areas 5.67: 5.23 0.8224 (0.7868, 0.8581) 14.44 0.0709
Rural areas 4.61: 5.00 0.7647 (0.7063, 0.8230) 6.68 0.5719
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prediction algorithms in sub-populations. The results are in
Table 4. The mean predicted vs. observed risk of MDE by decile
groups in sub-populations are in supplementary ﬁle 1. As seen
from the table and the ﬁgures, the mean predicted 4-year risk of
MDE resembled the observed risk across sub-populations. The
algorithms performed very well in immigrants and non-immi-
grants, in participants who are white, those who lived in urban
areas and in individuals who lived in Ontario, Quebec and Western
Canada.
We validated the sex speciﬁc algorithms in the cohort started in
Cycle 6 (2004/05) to predict 4-year risk of MDE based on Cycle
7 and Cycle 8 data. Among women (n¼4418), the mean predicted
4-year risk of MDE was 7.95%; the observed risk was 7.99%. The C
statistics was 0.7400 (95% conﬁdence interval (CI): 0.7139, 0.7662).
The calibration of the algorithm in women was good (H–L
chi2¼18.11, p¼0.02). In men (n¼3484), the mean predicted
4-year risk of MDE was 5.16%; the observed risk was 4.31%. The
C statistics was 0.7720 (95% CI: 0.7338, 0.8102). There was no
evidence against that the algorithm in men had good calibration
(H–L Chi2¼5.36, p¼0.7180). The predicted vs. observed risk by
decile groups in men and in women are in Fig. 2.Atlantic Canada 5.07: 4.05 0.7757 (0.7059, 0.8455) 7.93 0.4400
Ontario &
Quebec
5.18: 5.18 0.8013 (0.7530, 0.8497) 11.03 0.2001
Western Canada 5.63: 5.95 0.8145 (0.7641, 0.8650) 10.29 0.2453
Women
Immigrants 6.78: 6.57 0.7760 (0.7007, 0.8513) 4.92 0.7658
Non-immigrants 8.41: 8.50 0.7647 (0.7403, 0.7891) 7.68 0.4653
White 8.16: 8.20 0.7692 (0.7454, 0.7930) 11.46 0.1768
Non-white
Urban areas 8.39: 8.67 0.7710 (0.7428, 0.7991) 5.66 0.6856
Rural areas 7.83: 7.49 0.7562 (0.7161, 0.7964) 12.14 0.145
Atlantic Canada 7.68: 8.93 0.7715 (0.7274, 0.7857) 15.84 0.048
Ontario &
Quebec
8.05: 7.82 0.7551 (0.7171, 0.7930) 5.40 0.7141
Western Canada 8.78: 8.33 0.7772 (0.7384, 0.8160) 4.80 0.7789
H–L Chi2: Hosmer–Lemeshow Chi 2 statistic.
95% CI: 95% conﬁdence interval.
Pr.: Obs.: mean predicted risk vs. observed risk.4. Discussion
Using data from a large population-based longitudinal cohort,
we have developed sex speciﬁc prediction algorithms for MDE. We
validated the algorithms in sub-populations that are important
from the practice and health policy perspectives. Moreover, we
validated the algorithms in a slightly different population by
predicting MDE occurrence in a different time period and the
algorithms calibrated well. The sex speciﬁc prediction algorithms
based on the NPHS data have acceptable discriminative power and
calibration. The C statistics ranged from 0.7645 to 0.7684 for
women and from 0.7920 to 0.7969 for men.
We found that age, family history of MDE and past MDE are
important predictors in the algorithms for both men and women.
Additionally, the sex speciﬁc prediction algorithms have few other
common predictors (self-rated stress, childhood traumatic event,
ﬁnancial difﬁculties and too much being expected by others).However, men and women appeared to differ in several factors.
Different elements of ongoing stress, recent life events and child-
hood traumatic events seemed to matter differently for men and
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Fig. 2. Part-A: The mean predicted risk versus observed risk of MDE by decile
groups in the validation data (2004 cohort) in men. Part-B: The mean predicted risk
versus observed risk of MDE by decile groups in the validation data (2004 cohort)
in women.
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rithms. Low self-esteem, ongoing mood disturbance and general
health conditions (low levels of self-rated health and activity
restrictions) played an important role in the risk of MDE in
women, whereas men who reported physical issues (having
diabetes, fatigue and insomnia) were at higher risk of MDE.
Depressed mood or lack of interest in activities and talking to
health professionals about mental health issues are predictors for
MDE in women; taking anti-depressants and sleeping pills were
predictors for MDE in men. These may be an indication of either
residual depressive symptoms from a previous episode, or ongoing
depressive symptoms that may contribute to the emergence of a
new episode. However, they manifested differently in men and
women. Different predictors in the algorithms can be reﬂections of
the biological and gender role differences between men and
women. It is also possible that men and women share some
common etiological factors for MDE, but the etiological factors for
men and women are not entirely the same.
In the algorithm developed by the PredictD study (King et al.,
2008), age, past depression and family history of depression were
also important predictors. However, in the NPHS algorithms,
education and work stress were not important predictors. Unlike
our study, childhood traumatic events and ongoing life events
were not retained in the ﬁnal algorithms of the PredictD study.
There are some notable differences between our study and the
PredictD, which may contribute to the discrepancies in the results.
First, we developed the algorithms by sex, whereas sex was
included as a predictor in the PredictD. Second, the NPHS is a
general population health study. The participants in the PredictD
were primary care attendees. Third, the NPHS did not use the SF-
12 and did not collect data about racial discrimination. Therefore,we could not assess whether physical and mental health summary
scores and discrimination were useful predictors in the models.
Fourth, the PredictD study used the full version of CID; the NPHS
used the CIDI short form.
MDE has an episodic nature. One may recover from a MDE; she/
he may also relapse. The developed algorithms are not speciﬁcally
for predicting ﬁrst onset or reoccurrence. Rather they are to be
used to estimate the probability of having a MDE in the future in
individuals who do not meet the criteria for MDE at the time of
assessment. Individuals who have past MDE or family history of
MDE alone are not necessarily in the high risk groups. We
described different case scenarios and calculated the predicted
risk using the algorithms (see online supplementary ﬁle 2). It
shows that those who are simultaneously exposed to multiple
clinical and psychosocial risk factors are at the highest risk of MDE.
This indicates that population risk for MDE is concentrated in
identiﬁable high risk groups. The implication of the results is that,
with the prediction algorithms, population health planners will
not only be able to monitor risk proﬁles, to project the number of
new cases of MDE in the population, but also to implement
preventive interventions in high risk individuals (Manuel et al.,
2012).
It should be noted that prediction algorithms are not about
identifying new risk factors. Prediction algorithms for MDE are
tools that estimate the probability of having MDE in the future
based on exposure to known risk factors. The algorithms are not
developed to predict the ﬁrst onset of MDE or “incident cases“ over
4 years in the target population. The algorithms are to estimate the
probability of having MDE in the future among those who do not
have MDE in the past year. Some of them who use the algorithms
for self-assessment and who see their family doctors may have
MDE in the past. So including history of MDE in the algorithms
reﬂects the situation in clinical settings. Although some predictors
in the algorithms were not statistically signiﬁcant, it should be
noted that the goal of prediction algorithms is prediction rather
than hypothesis testing. Therefore, it is reasonable to include non-
signiﬁcant predictors based on their contribution to prediction
(Steyeberg, 2009).
This study has several limitations. First, the NPHS interview
assesses MDE in the year before an interview, whereas the inter-
views are conducted 2 years apart. Thus, the proportion of MDE
could have been under estimated. However, a simulation study
showed that, despite the timing of the NPHS interviews, the
relative risk estimates were not substantially distorted (Patten,
2012). Data with more frequent assessment of MDE would be
ideal, but challenging to obtain given the required human and
ﬁnancial resources. Second, data about the predictors in the
algorithms relied on self-report. Recall and reporting biases are
possible. However, a major ﬁnding of this study is that these brief
self-report items were able to generate powerful predictive algo-
rithms. Third, although we validated the algorithms in the cohort
followed from 2004 to 2008 and the participants in this validation
cohort were slightly different from those in the training data, it is
not an external validation. It will be ideal to validate the algo-
rithms in populations in different regions/countries by other
investigators. At present, such external validations are not feasible
because population-based longitudinal studies that use similar
study design and collect same information for predictors and
outcome as the NPHS do not exist. Prediction algorithms are often
initially developed without external validation. Once they become
available, they can be truly independently validated by other
investigators in different region. Fourth, like any longitudinal
studies, some NPHS participants were lost to follow-up. The
slightly over estimation of MDE in the highest (10th) risk group
in the 2004 cohort validation (see Fig. 2) might be a reﬂection
of the effect of attrition, rather than poor prediction of the
J.L. Wang et al. / Journal of Affective Disorders 151 (2013) 39–4544algorithms, because more participants who were at high risk of
MDE in this risk group dropped out from the cohort. Finally,
compared to the well developed algorithms in the areas of heart
disease and cancer, these models are more complicated, which
could be partly due to the nature and etiology of MDE. Prediction
models can be presented in various formats including score charts
and tables. The simplest form is the regression formula as
presented in this study. Other formats can be derived from the
formula, with less precision. Easy-to-understand formats such as
score charts or tables are preferred by physicians. With the
increasing use of computers and cell phones in ofﬁces, the
regression formula can be programmed into computer and phone
applications. The web version of the developed algorithms is very
easy to use and can be found at: http://www.predictingdepression.
com. A clinician does not have to remember the questions in order
to use the model. As such, answering these questions and
calculating the risk become manageable in busy clinical settings.
With the computerized algorithms, self-assessment and including
the predictors in general health surveys for the purpose of
population health planning should not be an issue.
Despite the limitations, to our knowledge, this is the ﬁrst study
that developed sex speciﬁc prediction algorithms for MDE in the
general population. The large cohort of participants were recruited
from 10 provinces in Canada and were re-interviewed using the
same diagnostic instrument every two years by Statistics Canada,
which is beyond the efforts and resources of any individual
research teams. The information about the predictors in the
algorithms can be easily collected in general population health
surveys and in primary care settings, e.g., waiting rooms or self-
assessment at home before seeing a doctor, which makes the
clinical and population health uses of the algorithms possible.
Additional strength of this study was that sex speciﬁc prediction
algorithms were developed. Sex speciﬁc prediction algorithms
recognize the fact that different and common risk factors have
different predictive values for MDE in men and in women. Never-
theless, we believe that more studies are needed to further
develop, validate and reﬁne the algorithms to improve their
performance so that clinicians, population health planners and
the general public will have better tools to guide interventions, to
make decisions and to protect themselves.Role of funding source
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