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Introduction
it is not clear what is represented or processed in the PMC during "self-referential processing". It is also not known if
Results
Participants wore a lifelogging device ( Figure 1A ) that captured images and other sensor data as they went about 105 their everyday activities for a period of two to four weeks. At the end of each day, participants tagged each episode 106 with personally salient attributes chosen from a drop-down menu using a web interface (see Figure 1B , and Materials 107 and Methods, Table 2 ). The phone is worn around the neck with its camera exposed as shown. (B) A word cloud of the tags associated with the stimuli used in the fMRI experiment across all participants.
Were you able to remember the event?
No Yes Depiction of the fMRI experiment and Representational Similarity Analysis (RSA). Participants are shown images from their own lives and are instructed to relive the associated experiences. The neural activity during this reminiscence period is analyzed using RSA to investigate whether distances between neural patterns (NeuralDij) corresponding to pairs of image cues (an example of such a pair is shown) relate to distances between the corresponding sets of semantic tags (HammDij). After the reminiscence period, participants indicate whether they remember the event and then report the vividness of their recollective experience. . Four different views of a glass brain are shown. From left to right, the blue face of the orientation cube corresponds to the front of the brain, the green face stands for the right hemisphere, the black face for the back, and the red face for the left hemisphere. (B) The network of regions involved in the representation of personal semantics during vivid reminiscence as identified by the RSA analysis in Equation 5. The same views presented in (A) are shown and comparing the two networks reveals that the vivid reminiscence network is a subset of the more general personal semantics network identified in (A).
While the Hamm term in Equation 5 tracks the regions involved in representing personal semantic content during 155 vivid reminiscence, it does not address whether those regions distinguish between vivid and non-vivid recollection.
156
This distinction between vivid and non-vivid reminiscence is captured by the conjunction between Hamm and Table 1 Peak voxel coordinates of regions with at least 10 voxels in the vivid-only personal semantic network( Figure 5 ). The FSL-Harvard-Oxford cortical-subcortical atlas was used to get coordinates in MNI space. When multiple sets of coordinates are shown for a region, they correspond to multiple peak voxels. Finally, we present partial residual plots to visualize the relationship between Hamm and neural distances in 164 the right precuneus after taking into account the contribution from the other independent variables in Equation 5 165 (Materials and Methods), and we do this separately for vivid and non-vivid pairs. Since overlaying the residuals 166 obscures the differences in the slopes of the regression lines between vivid and non-vivid conditions, we opted to 167 display only the regression lines in Figure 6 and the individual participants' plots with partial residuals overlaid 168 in Supplementary Section S5, Figure S2 . Figure 6A shows that neural distances in a sphere surrounding the peak 169 right precuneus voxel are related to Hamming distances between the tag sets of vivid pairs of stimuli (V ivid = 0 170 in Equation 5) and Figure 6B demonstrates that this relationship is considerably attenuated for non-vivid pairs 171 of stimuli (V ivid = 0 in Equation 5). These differences in how neural distances relate to dissimilarities between 172 personal semantic tags between vivid and non-vivid pairs suggest that vivid reminiscence is accompanied by activity 173 in the right precuneus reflecting higher fidelity self-relevant personal semantic representations relative to non-vivid 174 reminiscence.
175
A B Figure 6 The slopes of the regression lines in Equation 5 describing the relationship between neural distances and Hamming distances between the tag sets in a sphere of radius 7.5 mm around the peak voxel in the right precuneus. (A) The colored lines show individual participants' regression lines for the relationship between Hamming distance and neural distance for vividly remembered pairs of images after accounting for the contribution from other independent variables in Equation 5 (i.e., the partial residual). The slope of the solid black line is the mean over the individual regression lines. (B) The relationship between Hamming distance and neural distance for the less vividly remembered pairs of images after accounting for the contribution from other independent variables in Equation 5.
Discussion
In a recent review, Renoult et al. (2012) junction, ventrolateral prefrontal cortex, and fusiform gyrus. The specific neural correlates depended on where the 181 specific operationalization of personal semantics was located in the spectrum from semantic to episodic memory.
182
The personal semantics network we identified in an autobiographical reminiscence task ( Figure 4A , Supplementary   183 Table S1) overlaps highly with the broad network described in Renoult et al. (2012) and includes core parts of the 184 default mode network (DMN), which is thought to be involved in the processing of self-relevant information and 185 in unconstrained mind-wandering. The DMN overlaps highly with contextual association networks and Bar et al.
186
(2007) suggested that unconstrained thought processes, much like explicit associative memory processing, involve 187 activation of such associations. Therefore, it is perhaps unsurprising that the network involved in instantiating 188 associated personal semantic representations upon viewing an autobiographical image-cue is congruent with the 189 associative-default network (see Figure 1 in Bar, 2007) . 190 We also identified a network that represented personal semantic content for vivid memories. This set of regions 191 ( Figure 4B , Supplementary Table S2 ) was mostly a sub-network of the more general semantic network but relatively for an argument that retrieval MTL and PPC networks are material-general). Therefore, our observation of a right 201 lateralized personal semantic network associated with vivid reminiscence could be explained by our use of highly 202 personally relevant image cues drawn from participants' own lives. However, since all the participants in our study 203 were female, we are unable to rule out an alternative gender-based explanation for the right lateralization (but Viard 204 et al. (2007), with all twelve participants being female, reported a left-lateralized network in an autobiographical 205 memory retrieval task that used verbal cues collected from family members prior to fMRI scanning).
206
Finally, given that vividness is a defining feature of successful autobiographical recollection, we focused on the 207 regions within the broader network that represented retrieved personal semantic content specifically in service of 208 vivid reminiscence, but not during non-vivid recall. The conjunction analysis identified the right precuneus (pC) 209 as the locus of representation of content specifically accompanied by vivid reminiscence, but, critically, personal 210 semantic representations were significantly attenuated in the right pC during non-vivid relative to vivid recall. Both 211 univariate and multivariate activity in the pC is consistently related to vividness ratings across AM experiments 212 (Bird et al., 2015; Cavanna and Trimble, 2006; Gilboa et al., 2004; Richter et al., 2016; St-Laurent et al., 2015) .
213
Furthermore, Gilboa et al. (2004) presented family photographs, which are closer to the type of stimuli we used and 214 they found that univariate activity in the right pC and bilateral lingual gyri was associated with vividness ratings.
215
They suggested that vivid and detailed AM was required to engage the posteromedial cortex, which is thought to 216 represent contextual details (cf. Ranganath and Ritchey, 2012). Our results offer direct evidence for this idea by 217 demonstrating that neural activity patterns during vivid but not during non-vivid recall in the right pC represent 218 the specific self-relevant contents of the original experience as indicated by participants.
219
The precuneus has been called the "mind's eye" (Fletcher et al., 1995) and pC activity is consistently associated out the common influences from other nodes. This was done for resting state as well as a working memory task 225 and they showed that pC was the only node that exhibited strong connectivity with virtually every other node. reminiscence.
232
The idea that the pC may have a privileged status within the DMN is further supported by the discovery that recall. This account provides a plausible mechanism by which people make metacognitive judgments about their 258 recollective experiences, and may provide key support to theories that suggest a critical role of the precuneus in the 259 autobiograpical memory deficits seen in Alzheimer's disease and other forms of dementia.
Materials and Methods
Device and Software
262
Each participant carried an Android-based smartphone in a pouch attached to a neck strap as shown in Figure 1A 263 from morning until evening. The smartphone was equipped with a custom lifelogging application that acquired image, instructed on how to delete data from the phone and from the server. They were also allowed to turn the application 270 off or to place a flap over the camera lens at any time during the data collection period when they felt the need for 271 privacy. The lifelogging application was written by our programmers using Java (Oracle Corporation) to run in the 272 background as a service. Data acquisition times could be fixed or variable, and they were determined by a movement 273 based trigger to preserve battery resources when the user was not very active.
Behavioral Tasks 290
There were two main behavioral tasks that were performed before the MRI session. The first behavioral task was 291 performed each evening during the lifelogging period. After the smartphone was connected to a power outlet to be 292 charged overnight and had uploaded the data to our server, participants reviewed the images from that day through 293 a web interface, a link to which was uniquely generated for each participant and provided to the participant before 294 data collection, segmenting their stream of images into distinct episodes and tagging each episode with a set of tags 295 chosen from a drop-down menu ( Table 2) . Participants were instructed to choose tags that best captured the contents 296 of that episode and those that were likely to be good memory cues. The tags belonged to one of three categories: 297 places, activities, and people. If no tag fit the episode, participants could choose "other". For each episode, they 298 also provided a brief title and description. Insofar as only the participant knew the right tag to pick for a given 299 episode, the set of tags captures the subjective contents of that episode. For instance, looking at someone else's 300 data with images of a person in it, it may be difficult to pick the appropriate tag from amongst "Spouse/Partner", 301 "Boyfriend/Girlfriend", "Family", "Work colleagues", "Stranger", and "Friends/Classmates". While other tags are more 302 objective, such as "Salesperson/Clerk/Cashier" or "Gas station", the chosen tags are nevertheless the aspects chosen 303 by the participant as the most salient of that episode from potentially many other descriptors. Therefore, the current 304 analyses which are based on participant-generated content tags capture more self-relevant and subjective aspects of 305 experience than did our previous work (Nielson et al., 2015) which based on objective GPS locations and timestamps.
306
A word cloud of the tags belonging to the episodes used in the fMRI experiment across all nine participants is shown 307 in Figure 1B . The second behavioral task was conducted midway through the lifelogging period and at the end of the 308 lifelogging period. After they collected data for two (and/or four) weeks, participants came into the laboratory on 309 the Thursday of the third (and/or fifth) week and were tested over their ability to identify when events depicted in 310 images drawn from his/her own lifelogs occurred. Specifically, they were shown a series of images from the weekdays 311 of the preceding 2 weeks on the computer screen one at a time and asked to determine whether the image was from 312 the first week or the second week. The results of this week discrimination task will be reported in a separate paper.
313
Analysis of tag co-occurrence structure 314 In order to characterize the co-occurrence structure of semantic tags that emerges across participants, we computed 315 pointwise mutual information (PMI), a measure of association between two features. PMI for a pair of tags x and y 316 is given by: 317 P M I(x, y) = log 2 P (x, y) P (x)P (y) .
(1)
The probabilities in Equation 1 are calculated by accumulating frequencies of tags as well as frequencies of co-318 occurrences of tag pairs in all events across participants and then dividing by the total number of events (120 × 9 = 319 1080). PMI is sensitive to tag frequency and is bounded between −∞ and min[−log 2 p(x), −log 2 p(y)]. Therefore, we 320 used the normalized pointwise mutual information (NPMI) which is more easily interpretable and is less sensitive to 321 Table 2 The 51 tags available to participants across three categories: places, activities, and people. The number of available tags in each category are in brackets. Additionally, they could also choose "other" if none of these fit the event.
Category Tags
Places ( We selected 120 images from each subject's lifelogging data to present to the subject in the scanner. First, we 332 excluded pictures of floors/ceilings/walls, blurry images, and images with inadequate exposure. Then, we selected 333 images that appeared to have enough detail that they could act as cues for distinct episodes. From this subset of 334 images, we selected images representing events that spanned the entire period each participant wore the lifelogging device, with as uniform sampling of events as possible. 336 fMRI Experiment
337
In the scanner, participants were instructed that they would be viewing images from the experience sampling experi-338 ment they recently completed and told that each image would be displayed for 8 s. Participants were asked to "... try 339 to remember the event depicted in the picture, and try to relive your experience mentally." After the remembrance 340 period for each event, participants were asked if they remembered the event ("yes" or "no") and how vividly they 341 recalled the event ("lots of detail" or "very little detail"). Participants were given 2.5 s to respond to each of those 342 questions using a button box held in their right hand. The images were presented in random order, and the task was anatomical image was intensity-normalized, skull-stripped, and warped to a 2.5-mm MNI-152 template using 3dQwarp. 350 We selected a 2.5 mm template to match the resolution of the functional scans. For the functional scans, we dropped allowed us to estimate the motor response robustly for each subject so that the signal from the motor responses did 365 not contaminate the single-trial beta fit for each reminiscence period. Lastly, we regressed out local white matter 366 signal with 3dAnaticor. Researchers were not blinded during preprocessing or subsequent analyses.
367

Representational Similarity Analysis
Representational Similarity Analysis (RSA, Kriegeskorte et al., 2008) is a data-analytic framework that allows us to 369 quantify the relationship between the multivoxel patterns of neural activity and the behavior of interest. We used 370 RSA to predict dissimilarities between the neural representations of events based on the dissimilarities between the 371 events in terms of their subjective contents as captured by the tags provided by participants during the lifelogging 372 phase as well as the vividness ratings provided during the reminiscence task in the scanner. See Figure 2 for a 373 depiction of the task and analysis.
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Supplementary Information S1 List of regions in the general personal semantic network Table S1 Peak voxel coordinates of regions with at least 10 voxels in the general personal semantic network (Equation 4, Figure 4A ). The FSL-Harvard-Oxford cortical-subcortical atlas was used to get coordinates in MNI space. When multiple sets of coordinates are shown for a region, they correspond to multiple peak voxels. S2 List of regions in the vivid personal semantic network Table S2 Peak voxel coordinates of regions with at least 10 voxels in the vivid personal semantic network (Equation 5, Figure 4B ). The FSL-Harvard-Oxford cortical-subcortical atlas was used to get coordinates in MNI space. When multiple sets of coordinates are shown for a region, they correspond to multiple peak voxels. 
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