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ABSTAACT 
Comparison of Transition j'1atrices between Hetropo1i tan 
and Non-metropolitan areas in the State of Utah 
Using Juvenile Court Data 
by 
Sung-Ik Song, Master of Science 
Utah State University, 1974 
Major Professor: Dr. David White 
Department: Applied Statistics and Computer Science 
The purpose of this paper is to use Markov Chains for the study of 
youths referred to the juvenile court in the metropolitan and non-metro-
politan areas of the state of Utah. 
Two computer programs were written for creating case histories for 
each person referred to the court and for testing for the significance of 
the difference among several transition matrices. 
Another computer program, which was wri tten by Soo Hong Uh, was used 
for analysing realizations of a Markov chains up to the 4th order; a third 
computer program, originally written by David White, was used for inter-
preting Markov chains. 
The paper is divided into SIX chapters: intorduction and thesis goals, 
definition of SMSA (Standard Metropolitan Statistical Area), statistical 




INfROI1JCTION AND TIffiSIS GOALS 
This study is apart of a larger study dealing with juvenile court 
data. The major purposes of this study are: 1) to determine how delin-
quent youths can be identified early, and 2) to develop methods by which 
to evaluate juvenile court policies. In this study, the case histories 
from the juvenile court can be considered as Markov chains. 
This study is a part of a series of projects being carried out by 
Utah State University under contract with Utah State Juvenile Court to 
evaluate the effectiveness of court policies. 
The knowledge of recent case histories of youth referred to the 
court are of genuine value in identifying those who are likely to be Ln 
trouble in the immediate future by analyzing those Markov chains. The 
quick feed-back to the intake officer of these case histories seems to 
be of considerable value. 
1 
Under certain circumstances, a person can be subjected to several 
differnet policies without any system or logical order. For example, a boy 
may have his probation officer assignment changed several times. In such 
cases, it will be in the interest of the court to know which probation 
officer or policy is most effective to a particular type of child. 
Review of Literature on Use of Stochastic Models 
in the Social Sciences 
A stochastic process is one which develops in time according to 
probabilistic laws. This means that we cannot predict its future be-
havior with certainty. The most we can do is to attach probabilities 
to the various possible future states. Most of the applications of the 
2 
ideas of quantative analysis were already familiar. The uncertainties 
associated with human behavior compel analytically oriented social and 
behavioral scientists to appeal to mathematical models based on proba-
bility theory and stochastic processes. However, progress has been much 
slower in the social sciences, one reason being the lack of persons quali -
fied in both mathematics and the social SCIences. A more fundamental rea-
son is that many of the basic problem5 of measurement in the social SCl-
ences remain unsolved and so constitute a barrier to , the application of 
sophisticated mathematical techniques. In spite of these diffiallties, 
there have been some notable achievements. For example, in psychology 
Bush and Mostellerl have developed stochastic learning models. More 
recently, Steindh12 has demonstrated the possibilities for stochastic 
analysis in the field of economics. Coleman,3 in his Introduction to 
Mathematical Sociology, has laid the foundations for the stochastic 
treatment 6f many parts of sociological theory. At a more elementary 
level the book by Kemeny and Snel14 introduces undergraduates to the 
quantitative study of the social SCIences . 
In formulating and analyzing stochastic models, we make much use 
of the theory of Markov chains in discrete time. In analysing juvenile 
lBush, R. R. and Mosteller, C. F., Stochastic Models for Learning, 
(New York: John Wiley & Sons Ltd., 1955). 
2Steindhl, J., Randan Processes and the Growth of Finns, (London: 
Griffin, 1965). 
3Coleman, J. S., Introduction to Mathematical Sociology, (Englewood 
Cliffs: Prentice-r~ll, 1964). --
4 Kemeny , J. G. and Snell, L., Mathematical Models In the Social Sci-
ences, (Boston: Ginn and Co., 1962). 
3 
court data, Markov chains are a good tool because we usually consider the 
discrete parameter space, say one month or one week time interval, in deal-
ing with court data. 
Same applications of Markov processes in social SCIences can be found In 
the following references. These are: "Fini te Markov Process In Psychology" 
by B. A. Miller,S "A further Note on 'Finite Markov Process In Psychology'" 
by L. A. Goodman,6 "Note on Miller's 'Finite Markov Process In Psychology'" 
7 by Richard C. W. Kao. More recently, Kemeny and Snell applied Markov proc-
8 
esses in learning theory, Kintsch and Morris introduced "Application of a 
Markov Model to free Recall and Recongnition,,9 and Greeno and Steiner wrote 
several articles such as 'Markovian Process with Identifiable States: Gen-
eral Considerations and Application to all-or-none Learning",lO the article 
about comments and revision on their previous paper mentioned earlier,ll 
and "An Analysis of Some Conditions for Representing N States Markov 
~iller, G. A., "Finite Markov Process In Psychology", Psychometrika, 
Vol. 17(1952), pp. 149-167. 
6Goodrnan, L. A., "A Further Note on 'Finite Markov Process In Psycho-
logy''', Psychometrika, Vol. 18, No. 3(1953), pp. 245-248. 
7Kao , Richard C. W., '~ote on Miller's 'Finite Markov Processes In 
Psychology''', Psychometrika, Vol. 18, No. 3(1953), pp. 241-243. 
8 Kemeny , J. G. and Sne 11, J. L., "Markov Processes in Learning Theory", 
Psychometrika, Vol. 22(1957), pp. 221-230. 
9Kintsch, W. and Morris, C. J., "Application of a Harkov ~',1odel to free 
Recall and Recognition", Journal of Experimental Psychology, Vol. 69(1965), 
pp. 200- 206. 
lOGreeno, J. G. and Steiner, T. E., ''Markovian Process with identifi-
able states: General considerations and Application to all-or-none Learning", 
Psychometrika, Vol. 29(1964), pp. 309-333. 
llGreeno, J. G. and Steiner, T. E., "Cormnents on 'Markovian Process 
with identifiable states: General Considerations and Application to all-or-
none Learning''', Psychometrika, Vol. 33(1968), pp. 169-172. 
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Processes as General all-or-none Model.,,12 
Work done by the Utah State Juvenile Court 
The studies, limited to District II (Salt Lake County), and having 
been made so far are as follows: 
1. A computer program has been written with a single array orient-
ation for analyzing realizations of Markov chains to the 9th order within 
h 0 1 0 0 0 13 mac Ine 1IDltatlons. 
2. The chain order has been obtained when a time interval of one 
month is assumed. 
Thesis Goals 
The objectives of this study are to use Markov chains for the study 
of youths referred to the juvenile court, and specifically: 
1) To write a computer program for creating case histories for each 
person referred to the court. 
2) To write a computer program to test for the significance of the 
difference among several transition matrices. This is actually a pre-
liminary goal for goalS. If it turns out that the transition matrices 
of metropolitan and non-metropolitan areas are not significantly differ-
ent, there is no reason to compare those two areas in detail. 
3) To determine the chain order which is significant for the data 
of the juvenile court when a one month time interval is assumed. 
12Greeno, J. G. and T. E. Steiner, "An Analysis of Some Conditions for 
representing N states Markov Processes as General all-or-none Model, Psycho-
metrika, Vol. 34(1969), pp. 461-487. 
13uh, S. H., Analysis of Case Histories Qy Markov Chains Using Juve-
nile Court Data of State of Utah, Utah State Univ., 1973, pp. 17-23. 
4) To examine whether there is any difference between metropolitan 
and non-metropolitan areas by comparing transition matrices. 
5) Using these results, we are interested in knowing whether there 
are differences between urban and rural ' youth in the following problems: 
a) Are there differences between rural and urban youth in crime 
rate in general, non-drug offerise and drug offense? 
5 
b) Do drug-type referrals increase ,the probability of later refer-
rals? 
c) Do drug-type referrals increase crlme in general or are people 
referred for drug offenses just more likely to commit a drug offense? 
d) Can we identify youth who are likely to be back to the court? 
e) Does probation help in reducing recidivism rates in youth? 
f) Does probation help more with drug offenses or with non-drug 
offenses? 
Thesis Outline 
Following the introductory chapter, Chapter II is the definition of 
SMSA (Standard Metropolitan Statistical Area). Chapter III is a review of 
statistical backgtound. Chapter IV is concerned with the methodology. 
The nature of the data and the method of procedure is discussed in this 
chapter. The data are analyzed in Chapter V. Chanter VI is a summary 
and a conclusion. Appendices are: (A) a computer program for constructing 
case histories, (B) a computer program to test for the significance of the 
difference among several transition matrices, (C) the output list of tran-
sition probability matrices for the six states and one month time interval, 
(D) ~1aster Coding Guide which contains the list of codes which have been 
stored on the Utah State Juvenile Court Referral Tape. 
6 
CHAPTER II 
DEFINITION OF STANDARD ME1ROPOLITAN STATISTICAL ARPA (~SA) 
For many types of analysis, the entire area in and around a city, In 
which the activities form an integrated economic and social system, needs 
to be considered as a unit. 
The SMSA classification provides a distinction between metropolitan 
and non-metropolitan areas by type of residence, supplementing the older 
TUral-urban, farm-nonfarm distinctions. Further, SMSA's take into account 
places of industrial concentration (labor demand) and of population concen-
tration (labor supply). So the ~SA has been used extensively by nt.Dllerous 
government agencies as a standard area for data gathering, analysis, and 
publication of statistics. 
In addition, the data used In this study are recorded on magnetic 
tape by district (each district consists of ' several counties) and by county. 
Si nce SMSA boundarie~ coincide with the county boundaries, it IS very con-
venient to split the state using SMSA and non- ~1SA classifications. The 
following definition and criteria for an SMSA is quoted from the Bureau of 
the Census(1972).14 
The definition of an individual 9·1SA involves two considerations: 
First, a city or cities of specified population to constitute the central 
city and to identify the county in which it is located as the central coun-
ty; and second, economic and social relationships with contiguous counties 
which are metropolitan in character, so that the periphery of the specific 
14County and iith Data Book, (Social and Economic Statistics Admini-
stration, BUreau 0 t e Census, 1972), pp. xxi-xxii. 
7 
metropolitan area may be determined. SMSA's may cross state lines. 
Population Criteria 
The criteria for population relate to a city or cities of specified 
Slze according to the 1970 Census of Population. 
1. Each standard metropolitan statistical area must include at least: 
a. One city with 50,000 inhabitants or more, or 
b. Two cities having contigous boundaries and constituting, for 
general economic and social purposes, a single community with a combined 
population of at least 50,000, the smaller of which must have a DOPula-
I 
tion of at least 15,000. 
2. If two or more adjacent counties each have a city of 50,000 inhab-
itants or more Cor twin cities under lb above) and the cities are within 20 
miles of each other (city limits to city limits), they are to be included 
in the same area unless there 1S definite evidence that the two cities are 
not economically and socially integrated. 
Criteria of Metropolitan Character 
The criteria of metropolitan character relate primarily to the attri-
butes of the county as a place of work or as a home for a concentration of 
non-agricultural workers. Specifically, these criteria are: 
3. At least 75 percent of the labor force of the county must be in the 
non-agricultural labor force. Non-agricultural labor force is defined as 
those employed in non-agricultural occupations, those experienced unemploy-
ed whose last occupation was a non-agricultural occupation, members of the 
Armed Forces, and new workers. 
4. In addition to criterion 3, the county must meet at least one of 
8 
the following 'cortdl ti'ons': 
a. It must have SO percent or more of its population living in conti-
guous minor civil divisions with a density of at least ISO persons per 
square mile, in an unbroken chain of minor civil divisions with such den-
sity radiating from a central city in the area. A contiguous minor civil 
division either adjoins a central city in a SMSA or adjoins an intermediate 
minor civil1division of qualifying population density. 
b. The number of nonagricultural workers employed In the county 
must equal at least 10 percent of the number of nonagricultural workers 
employed in the county containing the largest city in the area, or be 
the place of employment of 10,000 nonagricultural workers. 
c. The nonagricultural labor force living in the county must equal 
at least 10 percent of the number in the nonagricultural labor force 
living in the county containing the largest city in the area, or a be 
the place of residence of a nonagricultural labor force of 10,000 . 
. Criteria of Integration 
The criteria of integration relate primarily to the extent of eco-
nomic and social communication between the outlying counties and central 
county. 
- 6~ A county is regarded as integrated with the county or counties 
containing the central cities of the area if either of the following 
criteria is met. 
a. IS percent of the workers living In the county work In the county 
or counties containing central cities of the area, or 
b. 25 percent of those working in the county live in the county or 
counties containing central cities of the area. 
9 
According to the definition and criteria mentioned above, there are 
three S'4SA's in Utah, that is, Ogden ~SA, Salt Lake City ~1SA and Provo~ 
Orem s-.1SA. Ogden g...tSA includes Weber County, Provo-Orem ~SA includes 
Utah County and Salt Lake City ~SA is consists of Davis and Salt Lake 
County. They are contiguous counties. The rest 25 counties are considered 
as non-metropolitan area. 
According to the 1970 Census, the population inside SMSA's is 821,689 
or 77.6 percent of the total population of State of Utah,15 while the area 
is only 4.45 percent of the total area of the state. 16 
151970 Census of Population, Vol. 1, Part 46, Utah, (Social and Econ-
omIC Statistics Administration, Bireau of the Census, 1973, p. 19. 




Defini tioiY of ,ri91arkov Chain 
"Stochastic processes occuring in most real-life situations are such 
that for a discrete set of parameters tl,tZ' .. ' ,tn~T, the random variables 
X(tl ),X(t2), ... ,X(tn) exhibit some sort of dependence. This is called 
Markov-dependence, which may be defined as follows: consider a finite set 
of points (to,tl, ... ,tn,t), to <.t l < tZ< ... <tn< t and t,trET(r=O,l, ... ,n) 
where T is the parameter space of the process {X(t)r. The dependence ex-
hibited by the process {X(t),tET}is called Markov-dependence if the con-
ditional distribution of X(t) for given values of X(tl),X(tZ)'" .,X(~) 
depends only on X(tn) which is the most recent known value of the process, 
i. e., if 
P[X (t) S. x \X (~)=~, X (tn-l)=xn_1 , ... ,X(to)=xO 1 
=p[X(t)~ xIX(tn)=~J (3.1) 
The stochastic process exhibiting this property 1S called a Markov process. 
Next, let to and tl be two points in T such that t o< t l . Then we may 
define the conditional transition distribution function as 
F (xO ,xl; to' tl)=P(X (tl) ~ Xl \X (to) =XO) (3.2) 
When the stochastic process has discrete parameter and state spaces, 
we may define the transition probabilities as 
Pij (m,n)=pCXn=jl~=i), n~m (3,3) 
A stochastic process {X(t), t E: T ~ is said to be time-hanogeneous if 
the transition distribution function given by (3.Z) depends only on the 
difference t1-tO instead ofC5~-' to -a~ 'tl . Then we have 
11 
(3.4) 
for to T. For convenience we can write (3.4) as F(xO,x;t). The corre-
sponding expression for the process Xn,n=0,1,2, ... would then be p .. (n) . IJ 
Whenever the parameter space is discrete and the process is time-
homogeneous, we shall call such processes Markov chains.,,17 
The Chain Orde r 
By a chain of order r is meant a chain in which the dependence extends 
over r+l consecutive time intervals only. For such a chain there will 
therefore be r+l subscripts in the transition probability p. . k~ 18 1J . .. .\. 
For example, for the first order chain, 
let n· (t) be the number of people in state i at time t, 
1 
n· .(t) be the number of people in state i at time t-l, state J at time t, IJ 
and let n· .= In .. (t), n. = 1:. n. (t-l) , 
1 J t. =-1 1 J 1 t ; I 1 
then Pij=nij/ni' Further, Pijk=Pjk , that is, the probability that a person 
will enter state k given case history ij is unchanged if we omit knowledge 
of state 1. 
For the rth order chain, 
let ni · kn(t) be the number of people with case history ij ... k who are In J • •• A.. 
state i at time t-r, j at time t-r+l, ... , k at time t-l, R at time t, 
T T 
and let niJ' kO= :L.n. . k o(t), niJ' k= L n. . k (t-l) , 
••• ~ t~1 IJ ... )I,. ••• t.-,IJ .. . 
then Pij ... k~=nij ... k~/nij ... k· Further, Pij ... ~m=Pj ... kim' that is, 
the probability that a person will enter state m given case history ij ... k 
l7Bhat, U. Narayan, Elements of ApElied Stochastic Processes, (New 
York: John Wiley & Sons, Inc., 191Z), pp. 11-13. 
l8Hoel, P. G., "A Test for Markov Chains", Bianetrika, Vol. 41(1954), 
p. 430. 
12 
1S unchanged if we amit the knowledge of state i. 19 
Test for the Significance of Difference Among 
Several Transition Matrices 
If we have several sets of realizations of a Markov chain of order 
1, we can test the null hypotheses that the sets are homogeneous, that 
is, whether they come from the smne ~ut unspecified) matrix of transition 
probabilities. 
If there are s populations of a Markov chain of order 1 with m states, 
the null hypothesis is that Ph(EjIEi ) is the same for all h(h=I,2, ... ,s) 
for all i,j, where i,j=1,2, ... ,me The appropriate information statistic 
for the test is as follows: 
We are given 
p~q)=nD?-) In~h) from population h, h=I,2, ... ,s and i,j=I,2, ... ,me 
1J 1J 1. 
Let 
p~:)= t n~h) p~~)1 t 'n~h) 
1J h:1 1. 1J he, 1. 
= tnfI:)/n~·) 
h;1 J 1. 
Then, 
2 E ~ f ni~)ln[pi~) /pi:) l-<tmCs-l)(m-l) 
h=1 ,,-=-I j -::: 1 J 
Results sbnilar to those given above may be derived for testing 
hypotheses concerning Markov chains of higher order tharl 1. 
Let's consider a kth order chain. 
We are given 
p .. (h)k =n .. (h)k In , . (h) from population h, h=1,2, ... ,s and 
1J ... l 1J ... 2 ij ... k. 
i,j, ... ,k,I=I,2, ... ,me 
19Anderson and Goodman, Ope cit., pp. 99-102. 
13 
We wish to test the null hypothesis that Pij~~~k~=Pij ... k~ for h=1,2, ... ,s, 
where P ij ... k~ is unspecified. 
Let 
P. . (. ) = tn. . (h) p Ch) I [. n (h) 
1.) ••• ki h:1 1.J ••• k. ij ... k~ h:1 ij ... k. 
= r n .. (h) In .. C.) 
1.) ••• k! 1.) ••• k. h~1 
Then, 
s m m WI .~ (h) ( . ) -vl. k 
2 L I L ... L Ln.. kDln[P. . ~/P. . k~rv A m (s-l) (m-l) 
L. ' t.. _ 0 1.) • .." 1.) • • • 1.) ••• 
n=1 .. ~\ J=I ~I x~, 
We can express this in simpler fonn. 
Let t correspond to ij ... k. 
We are given 
P .. lli)k = P (h) =n (~) In (h) where t=l, 2, ... ,mk and =1,2, ... ,me 
1.J ••• ~ t~ t~ t. 
Let 
) S S P (. = ~ n (h) P (h) I [. n (h) 
t~ h:: It. t h=t t. 
= ~ n (h) In (.) L t~ t. 
h:' 
Then, ,_ 
s ~m 2 
2 ~ i:. '" n(h)ln(p(h)/P(·)1-v X mk (s_1)(m_l).20 
L L tR t~ t~ 
h:: I 1.~' .Q. ~I 
This material is the basis for the program described in goal 2, page 
4, and written to obtain the chi-square tests described above. 
20Kul1back, S., Kuppennan, M., Ku, H. H., Technometrics, Vol. 4, 
No. 4(1962), pp. 602-607; 
Anderson, T. w. and Goodman, L. A., The Annals of Mathematical 




Nature of the Data 
• 1 
The data used in this study were collected by the Juvenile Court of 
the State of Utah and all information collected has been recorded on mag-
netic tape and stored in the State Computer Center in Salt Lake City. A 
copy of a magnetic tape containing records of referrals to the court (with-
out identification) through April of 1973 was used for this study. 
Description of the information on the Utah 
State Juvenile Court ~eferral tape 
This tape is collection of records consisting of case histories for 
juveniles referred to the court. Each case history consists of a consec-
utive set of records pertaining to one person. The first contains perma-
nent information about a juvenile, such as' his birth date and race, but 
omitting identifying information such as his name, address, names of par-
ents, etc. Each subsequent record in the case history gives the circum-
stances for one instance in which the person was referred to the court, 
including the date when the person was referred, the name of the offense, 
disposition of the case, etc. The tape was created from more camprehen-
sive records kept by the court, and includes only information which was 
thought to be of statistical value. 
The records are each 80 bytes in length (similar to a standard 11:9·,1 
card) and are in blocks of 90 records (7200 bytes per block). 
The preliminary record in each case history is identified by a "0" in 
column 1; this will be referred to as a type "0" record. All subsequent records 
in the case history--instances when the person was referred to the court--
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have "1" in COllDllIl one (referred to as a type "1" record). A brief des-
cription of the contents of each of these records appears in Table 1. The 
information on these records is in code, for the most part; translation of 
these code is given in an ''Master Coding Guide" in Appendix D. 














Data Field of Data 


























































Print control indicator 
Status indicator codes 
Unused 




Referral date mmddyy 
Referred by code 
Four 3-digit offense codes 
Detension code 
Severity code 
Probation officer code 
Twelve social factor codes are 
given in these positions 
Closure date nmddyy 
Three 3~digit closure codes 
Optional information codes 
Referral status indicator 
Unused (used to sequence print 
tape) 
t 
Note: a data field is a sequence of consecutive COllDllIlS containing same 
kind of infonnation. Information marked with an "asterisk is not described 
in this report. 
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It should be pointed out that a referral may be for more than one of-
fense; space on record type 1 is provided for up to four offense codes for 
a single referral to the court, using the three -digit offense code. In 
the same vein there is space for three codes indicating the action taken 
by the court, in case more than one code is required to describe that 
action. 
Construction of Case Histories For Each Person 
Referred to the Court 
The sequence of events for a youth referred to the court is an actual 
case history. Such a sequence of referrals can be expressed in terms of 
"states" in which the youth finds himself during any given month. These 
states can be defined in any way we choose. 
We can then translate a case history into a string of digits which re-
presents the different states we define. Such strings are the "case hist-
ories" which can be analyzed by the methods described in this study. If 
certain assumptions to be described below are satisfied, such a string is 
called a "realization" of a Markov chain. 













Not referred to the court during the month and not on probation. 
Not referred to the court during the month and on probation. 
Referred to the court for one or more offenses, none of which 
involves drugs during the month and not on probation. 
Referred to the court for one or more offenses, none of which 
involves drugs during the month and on probation. 
Referred to the court for one or more offenses, at least one of 
which involves drugs during the month and not on probation. 
Referred to the court for one or more offenses, at least one of 
which involves drugs during the month and on probation. 
For the purpose of analysis, realizations were obtained for all case 
histories which were at least fifty months long, counting from the time of 
the first referral to the creation date of the tape, or 18th birthday, which-
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ever was first. 
The computer program was written to accept the Utah State Juvenile 
Court Referral Tape as input. The required length- of eachstrin~ was 50 
digits and the length of each time interval was 30 days. 
The program reads the type "0" record to get the personal information 
of a youth such as birthdate and county code. Then it reads all subsequent 
type "1" records and saves them in the appropriate arrays to obtain all re-
ferral and disposition information for the same person such as referral date, 
offense code, closure code etc. Then it computes the length from the first 
referral date to his 18th birthdate. Next, it computes the length of time 
from the first referral date to tape creation date (April, 1973). If both 
lengths are long enough, i.e. at least 50 months, these records are used for 
constructing the string. Otherwise, this youth's records are ignored and 
another person's records are read. 
At the next step, the program calculates the lengths between the first 
referral date and ith referral date (i=1,2, ... ,k). Now we are ready to con-
struct a case history. 
In the program, the storage position PROB is used for one's probation 
status. If PROB is 1, he is not on probation, if it is 2, he is on probation 
at some time. Then it picks up the first referral record from the array and 
test w}lether its closure code is probation or not. If it is a probation code, 
then set PROB equal to 2. This probation status is continued until he IS re-
leased from the probation. Therefore, if he IS on probation now, then test 
whether probation is released or not. If it IS released, then set PROB equal 
to 1: that means he is not on probation now. Next, it tests whether a youth 
is referred for a drug offense or not. Then the program tests whether he is 
referred for a non-offense or not. Suppose a youth is referred to the court 
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for improper care due to faults or habits of parents, then we should not 
treat this referral as his offense. If a youth is referred to the court 
more than once during the month, then the higher number is recorded in the 
string. SAVE is used for this purpose. That is, if he has more than one 
referral during the same time interval, the digit just created is saved in 
SAVE, and compared with the digit created next. The lower digit is replaced 
by the higher one. After the program creates digits for the first referral 
record, it picks up the next referral record from the array and creates more 
digits. This routine is continued. until the number of digits equals 50. 
If it creates one complete realization, i.e. a string with 50 digits, test 
whether county belongs to metropolitan area or not, and write it on the ap-
propriate tape. Therefore, we have two tapes of case histories, one with 
case histories of metropolitan areas, the other with those of non-metropol-
itan areas. 
We continue this routine for all data on Referral Tape. 
Test for the Significance of the Difference among 
Several Transition Matrices 
This program is based on the theory provided by S. Kullback, et ale 
mentioned in chapter III. 
We are given state=1,2, ... ,m; order=r from s population. We should 
be provided with s different tapes each of which contains the list of each 
transition matrix to be compared. We can obtain these tapes when 've 
run the program for stepwise testing of the order of a Markov chain written 
by Soo Hong Uh. 21 These tapes are used for data inputs. 
21Uh , S. H., Ope cit., pp. 17-23. 
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The program reads all tapes of the transition matrices until CODE 1S 
the desired order. The value of CODE is the order of the transition prob-
ability matrix to be read in. Now the chi-square statistic is ready to be 
calculated. The program reads the transition probability matrix one row 
at a time and creates a transition count matrix since we have only tran-
sition probability matrices. If the matrix for one group is read, the pro-
gram reads the next transition probability matrix and creates another tran-
sition count matrix. Now we have corresponding transition count matrices 
along with the transition probability matrices. These two kinds of matrices 
are what we need for claculating the chi-square value for testing the null 
hypothesis that the realizations are homogeneous. Then the program computes 
a chi-square value according to the formula in chapter III. 
This program is good for any number of states, any order chain and any 




The computer program to construct case histories mentioned in Chapter 
IV was run for all five districts of Utah using the Utah State Juvenile 
Court Referral tape as input. 9,414 case histories were created from the 
total of 79,444 youths referred to the court for the period from 1968 
through 1973. Among these strings, 7,940 strings belong to metropolitan 
area and 1,474 strings belong to non-metropolitan area. 
Deleted strings included following cases: 
(1) Either the length from the first referral date to his 18th birth-
date or the length from the first referral date to tape creation date is 
less than 1470 days, which is long enough for creating SO-month long case 
histories. 
(2) Records arranged not in chronological order. 
(3) Wrong data, such as a number representing a certain month being 
less than or equal to 0 or greater than 12, etc. 
With these case histories, transition probability matrices up to 4th 
order were obtained with the program already written by Sao Hong Uh. 
Now, let's disOlss about the thesis goals. 
The first goal was to write a computer program for creating case his-
to~es for each person referred to the court. The second goal was to write 
a computer program to test for the significance of the difference among 
several transition matrices. These two goals were already discussed in 
chapter IV. 
The third goal was to determine the chain order which is significant 
for the data of the juvenile court when a one month t~e interval is assumed. 
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Let's look at the following tables . . These tables show the chi-square 
values for testing of the order of Markov chain. 
Table 2. Chi-square values for six states with -one month time interval 
(metropolitan areas) 
1 vs. 2 
Chain 
2 vs. · 3 
order 










Table 3. Chi-square values for six states with one month time interval 
(non-metropolitan areas) 
1 vs. 2 
Chain 
2 vs. 3 
order 










The chi-square value of 1439.77 with degrees of freedom of 900 in 
metropolitan areas and 231.22 with degrees of freedom 150 turned out to be 
highly significant. This means that the third order in metropolitan areas 
and the second order in non-metropolitan areas are the best fit for the data. 
In other words, 3 months and 2 months past court history are useful In pre-
diction of the next state to be occupied by a youth in metropolitan and non-
metropolitan areas respectively. 
The fourth goal was to examine whether there is any differnece between 
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metropolitan and non-metropolitan areas by comparing transition matrices. 
A computer program was written under the theory developed by Anderson 
and Goodman(1957) for this purpose. A source program is shown in Appendix 
B. Owing to this program, we obtained the following chi-square values 
along with its degrees of freedom. 
Table 4. Chi-square values for testing the homogeneity between metropolitan 






















Table shows chi-square values 396.86 with 30 degrees of freedom and 
400.35 with 180 degrees of freedom are highly significant. Hence we can 
conclude that the transition matrices for the first order and the second 
order are different while the test for the difference between third order 
matrices was not significant. However, the reason for this is probably due 
to the number of empty rows. There are 77 empty rows in metropolitan areas 
and 133 empty rows in non-metropolitan areas in the third order transition 
matrix. The empty rows reduce the degrees of freedom although exact for-
mula for this case have not developed so far~ If the degrees of freedom are 
reduced a lot, then the test for the difference between third order matrices 
can be significant. 
The fifth goal was to examine whether there are differences between 
urban and rural youth in the following problems using these results de-
scribed above. 
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a) We examine whether there are _differences between rural and urban 
youth in crime rate in general, non-drug offense and drug offense. 
Let's look at the following tables. 
Table s. Probability that someone was in state i(metropolitan areas) 
State 
Not ref. Not ref. Non-drug Non-drug Drug off. Drug off. 
not prob. probation not prob. probation not prob. probation 
Probability .908 .061 .016 .010 .003 .002 
Table 6. Probability that someone was in state i(non-metropolitan areas) 
State 
Not ref. Not ref. Non-drug Non-drug Drug off. Drug off. 
not prob. probation not prob. probation not prob. probation 
Probability .933 .051 .008 .005 .002 .001 
These two tables show the following facts: 
(1) Probability that a youth is referred to the court is .031 in 
metropolitan areas while .016 in non-metropolitan areas. This means that 
for those already referred to the court, the crime rate in the urban areas 
IS about twice higher than that of the rural areas. 
(2) The probability of referral for a non-drug offense is .026 in 
metropolitan areas, .013 in non-metropolitan areas. The probability of 
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referral for a drug offense is .005 in metropolitan areas and .003 in non-
metropolitan areas. These show that the crime rates in non-drug offenses 
and drug offenses are· about twice higher in the urban areas than in the 
rural areas. 
(3) The probability that a youth is on probation is .073 in metro-
politan areas while .057 in non-metropolitan areas. This might be the 
difference of the judges. If this is not so, we can say that youths in 
the city commit more serious offense than youths in the rural areas since 
probation is usually executed for more serious offense. The probability 
that someone was in state 4 or 6(referred to the court and on probation) 
is .012 in metropolitan areas while .006 in non-metropolitan areas shows 
that a higher percentage are referred while on probation in metropolitan 
areas than in non-metropolitan areas. 
b) We examine whether drug-type referrals increase the probability 
of later referrals. Prior to examine this, we need the transition proba-
bi1ity matrices. 
Table 7. Transition matrix for the first order chain(metropo1itan areas) 
State left State entered 
-----1-------2~----~3------~4------~5------~6~--
1 .979 .000 .015 .002 .003 .000 
2 .026 .865 .002 .089 .000 .017 
3 .860 .000 .106 .013 .017 .004 
4 .014 .746 .003 .208 .000 .030 
5 .847 .003 .091 .011 .042 .006 










Table 8. Transition matrix for the first order chain(non~etropolitan 
areas) 
State left State entered 
----~1------~2~----~3------~4-------5------~6----
1 .988 .000 .008 .001 .002 .000 
2 .034 .904 .001 .048 .000 .012 
3 .904 .000 .061 .015 .017 .003 
4 .009 .812 .000 .149 .000 .030 
5 .880 .007 .099 .000 .014 .000 









Now, let's look at the probabilities that a youth who committed a drug 
offense referred to the court again for any offense and a youth who committed 
a non-drug offense referred to the court again for any offense, where 
"any offense is meant either a drug or non-drug offense. That is, we want 
to find the following conditional probabilities. 
These are: 
P(any offense,drug offense)=P(3 or 4 or 5 or 615 or 6) and 
P(any offenselnon-drug offense)=P(3 or 4 or 5 or 6\3 or 4). 
Let's consider following probability. 
peA or B(C or D)=P(AU BiCUD)=P(A{CUD)+P(B1C UD), where A, B, C, D 
are mutually independent. 
peAl cu D)=P[A n (CU D)] IP(CU D) 
=p[(An C) L' (An D)]I(F(C)+P(D)] 
=P(A/C)P(C)+P(AID)P(D)/~(C)+P(D)J 
In the same way, 
P(3 or 4 or 5 or 615 or 6) 







=[(PS3+PS4+PsS+Ps6)nS+(P63+P64+P6S+P66)n6J/(nS+n6), where ni 1S the 
number of cases leaving state i, 
and P(3 or 4 or S or 6(3 or 4) 
= [(P 33 +P34+P3S+P36)n3+ (P 43+P 44+P 4S+P 46)n41 / (n3+n4)· 
By the formula above, we obtain the following values. 
Table 9. Conditional probability of referral 
Month 
t - 1 t Metro. Non-metro. 
Probability 
Drug offense Any offense .2085 .1348 
Non-drug offense Any offense .1797 .1256 
--------------------------------------------------------------~--
Table 9 shows us that a youth who is referred to the court for a drug 
offense is more likely to referred to the court again for any offense than 
a youth who is referred to the court for a non-drug offense. Here again, 
the referral probabilities are higher in metropolitan areas than in non-
metropolitan areas. 
c) We want to examine whether drug-type referrals increase crime in 
general or whether people referred for drug offenses are just more likely 
to commit a drug offense. We want to find the following probabilities 
this time. 
Penon-drug offenseldrug offense) 
=P(3 or 41S or 6) 
= [(Ps3+PS4)nS+ (P 63+P 64)nJ / (nS+n6) 
P.(non-drug offense ) non-drug offense) 
=P(3 or 4/3 or 4) 
= [(P33+P34)n3+(P43+P44)n4]/(n3+n4) 
P(drug offense\drug offense) 
=P(s or 615 or 6) 
= ~PSS+PS6)nS+(P6s+P66)n61/(ns+n6) 
P(drug offenselnon-drug offense) 
=P(s or 6;3 or 4) 
= [(P3s+P36)n3+ (P 4s+P 46)n4J/ (n3+n4) 
Finally, we got the values in the following table. 
Table 10. Conditional probability of referral 














Table 10 shows that a youth on drugs is less prone to commit a non-
drug offense, but more likely to commit a drug offense in metropolitan 
areas. However, in case of non-metropolitan areas, a youth on drugs IS 
more likely to commit both non-drug offense and drug offense. 
Hence, we can say that a youth on drugs is just more likely to commit 
a drug offense in metropolitan areas while drug-type referrals increase 
crime in general in non-metropolitan areas. 
Before examining the next goal, we are going to look at the second 
order transition matrices. 
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Table 11. Transition matrix for the second order chain(:metropo1i,tan area) 
State left State eQtered 
--~1~-----2------~3----~4------~s------6~-
11 .981 .000 .014 .002 .002 .000 
12 .000 .826 .000 .130 .000 .043 
13 .870 .000 .098 .013 .015 .004 
14 .004 .741 .000 .229 .000 .026 
15 .854 .002 .084 .011 .044 .004 
16 .015 .674 .000 .212 .000 .098 
21 .939 .000 .038 .010 .008 .005 
22 .030 .877 .002 .077 .000 .015 
23 .762 .000 .167 .024 .048 .000 
24 .020 .768 .004 .183 .000 .025 
25 .857 .000 .143 .000 .000 .000 
26 .015 .727 .000 .189 .000 .069 
31 .895 .000 .074 .015 .012 .003 
32 .000 .500 .000 .500 .000 .000 
33 .792 .002 .168 .014 .019 .005 
34 .000 .692 .000 .269 .000 .038 
35 .811 .011 .158 .000 .021 .000 
36 .000 .545 .000 .273 .000 .182 
41 .887 .000 .057 .019 .019 .019 
42 . 009 .798 .002 .165 .000 .025 
43 .727 .000 .273 .000 .000 .000 
44 .007 .708 .002 .248 .000 .034 
45 1.000 .000 .000 .000 .000 .000 
46 .009 .658 .000 .228 .000 .105 
51 .876 .000 .071 .013 .036 .005 
52 .000 .667 .000 .333 .000 .000 
53 .835 .000 .099 .000 .066 .000 
. 54 .000 .750 .000 .167 .000 .083 
55 .805 . . 000 .049 .024 .073 .049 
56 .167 .500 .000 .000 .000 .333 
61 1.000 .000 .000 .000 .000 .000 
62 .014 .766 .002 .154 .002 .062 
63 .000 .000 .000 .000 .000 .000 
64 .028 .681 .007 .184 .000 .099 
65 .000 .000 .000 .000 .000 .000 








































Table 12. Transition matrix for the second order chain(non-metropo1itan 
areas) 
State left State entered 
--~1------~2----~3------~4~-----5------~6--
11 .989 .000 .008 .001 .002 .000 
12 .000 1.000 .000 .000 .000 .000 
13 .901 .000 .064 .012 .019 .004 
14 .010 .876 .000 .093 .000 .021 
15 .898 .000 .087 .000 .016 .000 
16 .000 .909 .000 .045 .000 .045 
21 .958 .000 .033 .008 .000 .000 
22 .037 .908 .001 .042 .000 .010 
23 1.000 .000 .000 .000 .000 .000 
24 .012 .810 .000 .149 .000 .030 
25 1.000 .000 .000 .000 .000 .000 
26 .026 .821 .000 .103 .000 .051 
31 .919 .000 .056 .006 .017 .002 
32 .000 .000 .000 .000 .000 .000 
33 .889 .000 .056 .056 .000 .000 
34 .000 .778 .000 .222 .000 .000 
35 .778 .000 .222 .000 .000 .000 
36 .000 .SOO ~OOO .SOO .000 .000 
41 1.000 .000 .000 .000 .000 .000 
42 .011 .864 .000 .095 .000 .030 
43 .000 .000 .000 .000 .000 .000 
44 .000 .778 .000 .178 .000 .044 
45 .000 .000 .000 .000 .000 .000 
46 .000 .600 .000 .200 .000 .200 
51 .902 .000 .041 .008 .041 .008 
52 1.000 .000 .000 .000 .000 .000 
53 1.000 .000 .000 .000 .000 .000 
54 .000 .000 .000 .000 .000 .000 
S5 .SOO .500 .000 .000 .000 .000 
56 .000 .000 .000 .000 .000 .000 
61 1.000 .000 .000 .000 .000 .000 
62 .000 .828 .000 .125 .000 .047 
63 .000 .000 .000 .000 .000 .000 
64 .000 .286 .000 .571 .000 .143 
65 .000 .000 .000 .000 .000 .000 








































First, let's consider 0 count rows. 
o rows in metropolitan area is states 63 and 65. Frequency of these 
states is also 0 in non-metropolitan area. There is no case moving from 
the state that a youth referred for a drug offense and on probation to the 
state of being referred for a any offense and not on probation at the next 
month. This shows us that the probation status was never released in the 
next month when a youth on probation was referred for a drug offense. 
In addition to the states mentioned above, 0 rows ,in non-metropolitan 
areas are as follows: from state 3 to state 2, from state 4 to state 3, 
from state 4 to state 5 and from state 5 to state 6. These states have 
considerably low frequency, almost negligible, in the metropolitan area, 
that is, frequency of 2, 11, 1, 12 and 6 respectively. 
It is quite natural that there 1S n~ or considerably low frequency 
from state 3 to state 2 since if a youth is referred to the court and not 
on probation and he is not referred to the court in next month, then he can 
hardly be put on probation. Considering moving from state 4 to state 3 or 
state 5, when a youth is referred to the court and on probation and he is 
referred again in the next month, then there is no reason to release him 
from probation. Hence, people don't move from state 4 to state 3 or 5. 
When moving from state 5 to state 6, a youth is referred to the court for 
an drug offense and not on probation, and then referred again for a drug 
offense and rarely put on probation. This means there is no serious 
offense involving drug. In case of 6 observations in metropolitan areas, 
we may interprete this fact that this is due to the other serious offense 
which change his probation status, but was replaced by the drug offense. 
The other low frequency rows in both metropolitan and non-metropolitan 
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areas are as follows. The number in parentheses represent the frequency 
counts in metropolitan and non-metropolitan areas respectively. From 
state 1 to state 2(23,6), from state 2 to state 3(42,4), from state 2 to 
state 5(7,1), from state 3 to state 6(22,2), from state 4 to state 1(53,3), 
from state 5 to state 2(3,1), from state 5 to state 5(41,2) and fram state 
6 to state 1(10,1). 
Next, let's look at the high frequency rows. The first five highest 
frequency rows in both metropolitan and non-metropolitan areas are the rows 
from state 1 to state 11 from state 2 to state 2, from state 3 to state 1, 
from state 1 to state 3 and 'from state 4 to state 2. The next five high-
est frequency rows are: the rows from state 2 to state 4, from state 1 to 
state 5, from state 5 to state 1, from state 4 to state 4 and state 1 to 
state 4. Let's think about the reason of high frequencies 1n these rows. 
Let's look at the table 5 and 6 on page 24 aga1n. 
Those tables show us that a youth is not referred to the court for the 
most part of time, that is, .969 in metropolitan areas and .984 1n non-
metropolitan areas. This means most of states are lIs and 2's. This fact 
explains the reason why the frequencies of the rows from state 1 to state 1 
and from state 2 to state 2 are the highest. We can also find the reason 
why the frequencies of the rows from state 3 to state 1 and from state 1 
to state 3 are the next highest from the same fact. The reason for high 
frequency of the rows from state 4 to state 2 and from state 2 to state 4 
1S the same; however, these frequencies are lower than those of the rows 
31 and 13 because a youth is off probation for a higher percentage of time 
than he is on probation. In the same vein, the frequency of row 22 1S lower 
than that of row 11. 
Note that the frequency of these high frequency rows takes the most 
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part of total frequency, that is, 99.2 percent and 99.5 percent of the total 
frequency in metropolitan and non-metropolitan areas respectively. 
N0W~ let's return to our goals. Next goal is to examine whether we 
can identify youth who are likely to be back to the court. In order to 
do this, we are going to find out which youth with the high frequency case 
history is most likely to return to the court in the next 6 months. The 
reason for choosing high frequency case histories is because the case his-
tory involved most people is more important. 
Let's look at the third order transition matrices and find out the 
high frequency rows. 
Table 13. Transition matrix for the third order chain(metropolitan areas) 
State left State entered 
--~1------~2~----~3------~4------~5~-----6~-
III .982 .000 .013 .002 .002 .000 
112 .000 .850 . .000 .100 .000 .050 
113 .874 .000 .094 .013 .015 .004 
114 .004 .745 .000 .228 .000 .022 
115 .864 .003 .082 .011 .037 .004 
116 .018 .655 .000 .218 .000 .109 
121 .000 .000 .000 .000 .000 .000 
122 .000 .895 .000 .105 .000 .000 
123 .000 .000 .000 .000 .000 .000 
124 .000 .333 .000 .667 .000 .000 
125 .000 .000 .000 .000 .000 .000 
126 .000 1.000 .000 .000 .000 .000 
131 .901 .000 .070 .015 .011 .003 
132 .000 .000 .000 1.000 .000 .000 
133 .825 .000 .141 .010 .019 .004 
134 .000 .687 .000 .284 .000 .030 
135 .838 .014 .135 .000 .014 .000 
136 .000 .611 .000 .167 .000 .222 
141 .667 . 000 .333 .000 .000 .000 
142 .003 .809 .000 .166 .000 .022 
143 .000 .000 .000 .000 .000 .000 
144 .006 .676 .000 .279 .000 .039 



























Table 13. Continued 
State left State entered 
1 2 3 4 5 6 
Total 
(COlUlt) 
146 .000 .762 .000 .190 .000 .048 21 
151 .883 .000 .069 .008 .035 .005 741 
152 .000 1.000 .000 .000 .000 .000 2 
153 .845 .000 .099 .000 .056 .000 71 
154 .000 .800 .000 .100 .000 .100 10 
155 .784 .000 .054 .027 .081 .054 37 
156 .250 .500 .000 .000 .000 .250 4 
661 .000 .000 .000 .000 .000 .000 0 
662 .022 .761 .000 .130 .022 .065 46 
663 .000 .000 .000 .000 .000 .000 0 
664 .000 .800 .000 .100 .000 .100 10 
665 .000 .000 .000 .000 .000 .000 0 
666 .000 .692 .000 .154 .000 .154 13 
Table 14. Transition matrix for the third order chain(non-metropo1itan 
areas) 
State left State entered Total 
---:::-1----=-2----=-3----.-4----=-5 ----,:-6 --(Cooot) 
III .989 .000 .007 .001 .002 .000 61843 
112 .000 1.000 .000 .000 .000 .000 6 
113 .911 .000 .057 .013 .017 .002 470 
114 .011 .889 .000 .078 .000 .022 90 
115 .902 .000 .080 .000 .018 .000 112 
116 .000 .900 .000 .050 .000 .050 20 
121 . 000 .000 .000 .000 .000 .000 0 
122 . 000 .833 .000 .167 .000 .000 6 
123 .000 .000 .000 .000 .000 .000 0 
124 .000 .000 .000 .000 .000 .000 0 
125 .000 .000 .000 .000 .000 . 000 0 
126 .000 .000 .000 .000 .000 .000 0 
131 .924 .000 .053 .004 .016 .002 450 
132 .000 .000 .000 .000 .000 .000 0 
133 .879 .000 .061 .061 .000 .000 33 
134 .000 .833 .000 .167 .000 .000 6 
Table 14. Continued 
State left 
1 2 
135 .778 .000 
136 .000 .500 
141 1.000 .000 
142 .000 .857 
143 .000 .000 
144 .000 .889 
145 . 000 .000 
146 .000 1.000 
661 .000 . 000 
662 .000 1.000 
· 663 .000 .000 
664 .000 . 000 
665 .000 .000 

















































Now, we have lots of rows with no observations. In general, the more 
states we have and the higher the order is, the more 0 frequency rows we 
have. We are interested in referral probabilities with high reliability 
(i.e., high frequency rows). 
The rows with frequency over 800 are Ill, 222, 113, 311, 131, 422 and 
242 in metropolitan areas. The rows with frequency of over 150 in non-
metropolitan areas, which is about same proportion as 800 in metropolitan 
areas, are Ill, 222, 113, 311, 131 and 422. The next high frequency rows 
in metropolitan areas are 115, 151, 511, 114, 142, 221, 211 and 442. These 
rows have the frequency of over 540. The rows with frequency of over 100 
in non-metropolitan areas are 242, 224, 211, 115, 151 and 511. Common rows 
in both areas are 115, 151, 511 and 211. The row 242 belongs to first high 
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frequency group(over 800) in metropolitan areas. The rows 114, 142, 221 and 
442 belong to high frequency group only for metropolitan areas while the row 
224 belongs to high frequency group only for nbn-metropolian areas . 
. d) Let's examine which youth with the high frequency case history is 
most likely to return to the court in the next 6 months. We can consider 
this probability in two cases. First case is that the court does not put 
him on probation and second case is that the court put him on probation 
during the next 6 months period. 
Let's consider the first case . 
P (a', youth is referred in the next 6 months glven the court does not put 
him on probation during the period and case history ijk) 
=1 - P[lllllll (1 U 3 US) n ijkJ 
=1 - [Pijk1/(Pijk1+Pijk3+Pijk5)][Pjk11~jk11+Pjk13+Pjk15U [Pkl11/(Pk111 
+Pkl13+PkllS)] [Pllll/(Pllll+Pll13+Pll1S~3. 
The second case is: 
Pea youth is referred ln the next 6 months given the court put him on 
probation during the period and case history ijk) 
=1 - P[2222221 (2U 4 U6)n ijk] 
=1 - [P .. /(P .. +P .. +P )J[p /(P +P +P )J[p /(P lJk2 lJk2 lJk4 ijk6 jk22 jk22 jk24 jk26 k222 k222 
+Pk224 +Pk226)] [P 2222/ (P2222+P2224+P 2226)J 3. 
A computer program for this calculation was originally written by David 
White and modified by Kim Andriano, of the USU Statistics Department. Owing 
to his program, I obtained following results. 
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Table 15. 'fhe probability of being referred in next 6 months glven case 
history ijk 
Case Probability Sample size 
History Metropolitan I Non-metropolitan Metro. Non-metro. 
Off prob. On prob. Off prob. On prob . 
III .1001 . .9904 . 0617 .9761 318817 61843 
222 .2085 .5087 .1371 .4106 16898 2834 
113 .3074 .0000 .2260 .0000 4538 470 
311 .1541 .9571 .0984 .9217 4456 467 
131 .2211 .9842 .1663 .0000 4349 450 
422 .2953 .5460 .0982 .4356 2251 223 
242 .2783 .5834 .0576 .4513 1516 134 
Table shows that case histories 113, 422 and 242 have high probabilities 
that a youth is referred in the next 6 months when the court does not put him 
on probation during the period and case histories 111, 131 and 311 have high 
probabilities when the court put him on probation during the period in metro-
politan areas. In non-metropolitan areas, case histories 113 and 131 have 
the high probabilities when he is not put on probation and case histories 
111 and 311 have high probabilities when he is put on probation during the 
period. 
e) We want to examine whether probation help for reducing recidivism 
rates in youth. And f) if this is so, we will test that probation helps 
more with drug offenses or with non-drug offenses. In order to examine 
these, we should calculate the conditional probabilities of referral given 
on probation for 1 month, for 2 months, for 3 months and for 4 months, so 
on. We need the fourth order transition probability matrices to calculate 
these probabilities. Look at the following tables. 
Now, we should find the following conditional probabilities. 
P(not referredlon probation for 1 month) 
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=P(l or 211112 or 1114 or 1116 or 1132 or 1134 or 1136 or 1152 or 1154 
or 1156 or 1312 or 1314 or 1316 or 1332 or 1334 or 1336 or 1352 or 
1354 or 1356 or 1512 or 1514 or 1516 or 1532 or 1534 or 1536 or 
1552 or 1554 or 1556 or 3112 or 3114 or ... or 5112 or ... or 5556) 
=P(1\1112 or 1114 or ... or 5556)+P(2J1112 or 1114 or ... or 5556) 
=(Pl1121nll12+P11141nll14+ ... +P55561n5556)/(nll12+nll14+ ... +n5556) 
+(Pl1122nll12+P11142n1114+ ... +PS5S6Zn5556)/(nl112+nll14+ ... +n5556) 
=[(Pl1121+P11122)n111Z+(P11141+P11142)n1114+ ... + (PS5561+P55562)n55S6 J 
/(n111Z+n1114+ ... +n5556) 
P(not referred Ion probation for 2 months) 
=P(lor 211122 or 1124 or 1126 or 1142 or 1144 or 1146 or 1162 or 1164 
or 1166 or 1322 or 1324 or 1326 or 1342 or 1344 or 1346 or 1362 or 
1364 or 1366 or 1522 or 1524 or 1526 or 1542 or 1544 or 1546 or 
1562 or 1564 or 1566 or 3122 or 3124 or ... or 5122 or •.. or 5566) 
=[(P11221+P11222)nl122+(Pl1241+Pl1242)nl124+ ... +(P55661+P5S662)n5566J 
/(nl122+n1124+ ... +n5566) 
P(not referred Ion probation for 3 months) 
=P(lor 211222 or 1224 or 1226 or 1242 or 1244 or 1246 or 1262 or 1264 
or 1266 or 1422 or 1424 or 1426 ro 1442 or 1444 or 1446 or 1462 or 
1464 or 1466 or 1622 or 1624 or 1626 or 1642 or 1644 or 1646 or 
1662 or 1664 or 1666 or 3222 or 3224 or ... or 5222 or ... or 5666) 
=[(P12221+P12222)n1222+(P12241+P12242)n1224+ ••. +(P56661+PS6662)n5666J 
/(n1222+n1224+ ... +n5666) 
P(not referredJon probation for 4 or more months) 
=P(l or 2(2222 or 2224 or 2226 or 2242 or 2244 or 2246 or 2262 or 2264 
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or 2266 or 2422 or 2424 or 2426 or 2442 or 2444 or 2446 or 2462 or 
2464 or 2466 or 2622 or 2624 or 2626 or 2642 or 2644 or 2646 or 
2662 or 2664 or 2666 or 4222 or 4224 or ... or 6222 or ... or 6666) 
=[(P22221+P22222)n2222+(P22241+P2224Z)n2224+ ... +(P66661+P66662)n6666J 
/(n2222+n2224+ ... +n6666) 
Next, we will find the probabilities about non-drug offense. 
penon-drug offensefon probation for 1 month) 
=P(3 or 4(1112 or 1114 or ... or 5556) 
=[(Pl1123+Pll124)n1112+(P11143+P11144)nll14+ ..• +(P55563+P55564)n5556] 
/(nl112+n1114+ ... +n5556) 
penon-drug offenselon probation for 2 months) 
=P(3 at 4(1122 or 1124 or ... or 5566) 
= [(Pl1223+Pl1224)n1122+(Pl1243+P11244)n1124+ ... +(P55663+P55664)n5566J 
/(nl122+n1124+ ... +n5566) 
penon-drug offenseton probation for 3 months) 
=P(3 or 411222 or 1224 or ... or 5666) 
=[(P12223+P12224)n1222+(P12243+P12244)nl224+ ... +(P56663+P56664)n5666 ] 
/(n1222+n1224+ ... +n5666) 
penon-drug offense\on probation for 4 or more months) 
=P(3 or 4)2222 or 2224 or ... or 6666) 
=[(P22223+P22224)n2222+(P22243+P22244)n2224+ ... +(P66663+P66664)n6666J 
/(n2222+n2224+ ... +n6666) 
Next, we will find the probabilities about drug offense. 
P(drug offense Ion probation for 1 month) 
=P(5 or 6\1112 or 1114 or ... or 5556) 
=L(Pll125+Plll26)nlll2+(Plll45+P1ll46)nlll4+ ... +(P55565+P55566)n55561 
/(nlll2+nlll4+ ... +nSS56 ) 
P(drug offense Ion probation for 2 months) 
=P(5 or 6tl122 or 1124 or ... or 5566) 
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= [(PI1225+PI1226)nI122+(PI1245+PI1246)nI124+ ... +(P55665+P55666)n5566] 
/(nI122+nlI24+ ... +n5566) 
P(drug offense\on probation for 3 months) 
=P(5 or 611222 or 1224 or ... or 5666) 
=[(PI2225+PI2226)nI222+(PI2245+PI2246)nI224+ ... +(P56665+P56666)n5666] 
/(nI222+nI224+ ... +n5666) 
P(drug offense/on probation for 4 or more months) 
=P(5 or 6~2222 or 2224 or ... or 6666) 
=L(P22225+P22226)n2222+(P22245+P22246)n2224+ ... +(P66665+P66666)n6666J 
/(n2222+n2224+ ... +n6666) 
In order to calculate these, we use the 4th order transition matrix. 
Finally, we obtain the following values in table 16. 
Table 16. Conditional probability of referral given on probation for 1, 2, 
3 or 4+ months 
Period No offense Non-drug off. Drug offense Sample size 
of probe Metro. Non-met. Metro. Non-met. Metro. Non-met. Metro. Non-met. 
(months) 
1 .7268 .8926 .2278 .0845 .0455 .0231 989 130 
2 .7737 .8515 .1917 .1015 .0349 .0417 1007 128 
3 .7956 .9055 .1675 .0632 .0347 .0235 1034 127 
4+ 
.8807 .9319 .0998 .0549 .0195 .0133 23947 3358 
The probability of no referral given on probation for 1 month is less 
than that given on probation for 2 months, which is less than that given on 
probation for 3 months and the probability of no referral given on probation 
for 3 months is less than that given on probation for 4 or more months in 
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metropolitan areas. In other words, the probability of any offense become 
less and less when the period of probatton Increases. This fact is also 
true for non-drug offense and drug offense in metropolitan areas. Hence we 
can conclude that probation helps for reducing juvenile offenses in metro-
politan areas. 
In non-metropolitan areas, however, this IS not the case. The prob-
ability of no referral given on probation for 1 month is more than that 
given on probation for 2 months, which, however, is less than that gIven on 
probation for 3 months, and the probability of no referral given on proba-
tion for 3 months is also less than that given on probation for 4 or more 
months. In other words, the probability of any offense is the largest when 
probation is 2 months, the probability is the second largest when probation 
is 1 month, that is the next largest when probation is 3 months and the 
probability is the smallest when probation is 4 or more months. Note that 
this result may be due to randomness, what are the sample sizes. This fact 
IS also true for non-drug offense and drug offense in non-metropolitan areas. 
From the facts above, we can conclude that 4 or more months probation IS 
the best for reducing crime rate in both metropolitan and non-metropolitan 
areas. 
Note that probability of referral decreases about 2.28 times in metro-
politan areas and 1.54 times in non-metropolitan areas when a youth is on 
probation for 4 months than when he is on probation for 1 month for non-
drug offense while the probability decreases 2.33 and 1.74 times for drug 
offense. Hence, probation helps a little more with drug offenses. 
42 
CHAPTER VI 
SUMMARY AND CONCLUSION 
Summary 
The first objective of this study was to write a computer program for 
each person referred to the court for all five distiricts of Utah. Only 
9,414 strings were selected from the total of 79,444 strings. The main 
reason for deleting so many strings is that the length of period from the 
first referral date either to his 18th birthdate or to tape creation date 
was not long enough fOT 50-month long case history. If we cut down the 
length of each case history, then more strings can be included. However, 
a larger portion of each referral record would be omitted. 
The second objective of this study was to write a computer program to 
test for the significance of the difference among several transition matrices. 
This program was generalized for comparing any number of transition matrices 
of any number of states, any order of chain. Either cards or magnetic tapes 
can be used for data input. However, if the transition matrix is of higher 
than 3rd order and more than six states, we had better use magnetic tane 
since it is lot more expensive to punch cards. 
The third objective was to determine the chain order which IS signi-
ficant for the data of the juvenile court when a one month time interval 
is assumed. The chi-square value of 1439.77 with degrees of freedom of 
900 in metropolitan areas and 231.22 with degrees of freedom 150 in non-
metropolitan areas turned out to be highly significant. This means that 
the third order in metropolitan areas and the second order in non-metro-
politan areas are the best fit for the data. 
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The fourth objective was to examine whether there is any difference 
between metropolitan and non-metropolitan areas by comparing transition 
matrices. By the program described in the second objective, these two ma-
trices are significantly different. Actually we examined the differences 
in detail in chapter V. 
The last objective was to examine whether there are differences between 
urban and rural youth in the following problems. 
a) To examine whether there are differences between rural and urban 
youth in crime rate in general, the non-drug offense and drug offense. 
The crime rate in the metropolitan areas is about twice as high as that of 
the non-metropolitan areas for those already referred to the court. And 
the crime rates in the non-drug offense and drug offense are about twice 
as high in the urban areas as in the rural areas also. 
b) To examine whether drug-type referrals increase the probability of 
later referrals. Drug-type referrals increase the probability of later ref-
errals in both areas. 
c) To examine whether drug-type referrals increase crime In general or 
whether people referred for drug offenses are just more likely to commit a 
drug offense. A youth on drugs is less likely to commit a non-drug offense 
and more likely to commit a drug offense in metropolitan areas while in non-
metropolitan areas, a youth on drug is more likely to commit both non-drug 
and drug offenses. 
d) To examine whether we can identify youth who are likely to be back 
to the court. AmQng youths with the high frequency case histories, youths 
with case history 113 are most likely to return to the court in the next 6 
months when he is off probation . . The probabilities of referral of this 
/ 
44 
case history are .3074 and .2260 in metropolitan and non-metropolitan areas 
respectively. Youths with case histories 111, 131 and 311 are most likely 
to return to the court when he is on probation in metropolitan areas. The 
probabilities of referral of these case histories are .9904, .9842 and .9571 
respectively. Youths with case histories III and 311 are most likely to 
return to the court when he is on probation in non-metropolitan areas. These 
probabilities are .9761 and .9217 respectively. 
e) To examine whether probation helps in reducing recidivism rates in 
youth. Probation apparently helps for reducing recidivism rates in both 
metropolitan and non-metropolitan areas. 
f) To examine whether probation helps more with drug offenses or with 
non-drug offenses. Probation helps a little more with drug offenses. 
Conclusion 
Transition matrices of metropolitan and non-metropolitan areas are 
significantly different. And the recidivism rate in metropolitan areas lS 
much higher than that of non-metropolitan areas. 
Unfortunately, only less than 12 percent of the total actual case 
histories were used for creating "case histories"--strings of digits--
which can be analyzed by the methods described in this study. Moreover, 
only first several records of case history were used for creating a youth's 
case history, i.e. a string of digits. 
It is desired that all the case histories and the whole records of 
each case history would be used. Therefore, further study is needed for 
chains of unequal length in Markov chains. 
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APPENDIX A 




C THIS IS mE PROGRAM TO CREATE CASE HISTORIES FRCN JlNENILE COURT 
C REFERRAL TAPE. TIm MEANING OF VARIABLE NAMES ARE AS FOLLOWS: 
C RT=RECORD TYPE, BM,BD,BY=BIRTH DATE (MONTH ,DAY, YEAR) , CTY=COUNfY 
C CODE, RM,RD,RY=REFERRAL DATE(MONlli,DAY,YFAR), CLC=CLOSlJRE CODE, 
C OC=OFFENSE CODE, ~1,BD1,BY1=BIRTH DATE(;READ IN BY T FORMAT), 
C CTY1=COUNTY CODE(READ IN BY T FORMAT). . 




C FOLLOWING COUNTERS ARE USED. 
C KT=THE COUNTER FOR 1HE NUMBER OF YOOTHS REFERRED TO 1HE COORT. 
C KOONT:$THE CClJNfER FOR TIIE NillvIBER OF CASE HISTORIES CREATED. 
C MEJRO=THE COUNTER FOR THE NUMBER OF CASE HISTORIES OF METROPOLITAN 
C AREA 
C NON=THE COUNTER FOR THAT OF NON-METROPOLITAN AREA. 
C NE=THE CrnNTER FOR THE NUMBER OF DATA TYPE ERRORS. 








GO TO 50 
55 NE=NE+1 
GO TO 50 
56 NOE=NOc+1 
C READ UNTIL FIRST TYPE 0 RECORD IS ENCCUNTERED. 
50 READ(11,100,DATA=55,ERR=56,END=99)RT,BM,BD,BY,CTY 
100 FORMAT(I1,13X,412) 
IF(RT.NE.O)GO TO 50 
53 IF(BM.EQ.0.OR.BM.GT.12.0R.BD ,GT.31)GO TO 50 
52 K=K+1 
IF(K.GT.90)K=90 
C READ ALL TYPE 1 RECORDS UNfIL NEXT TYPE 0 RECORD IS ENCOUNTERED. 





IF(RT.EQ.1)GO TO 52 
K=K-1 
IF(K.EQ.O)GO TO 72 
C CALOJLATE THE LENGTII FRCM FIRST REFERRAL DATE TO 18TH BIRTIIDATE. 
IRM=RM(l) 





IF(K.EQ.O)GO TO 72 
IF(IRM.LE.0.OR.IRM.GT.12)GO TO 72 
IF(LENGB.GE.1470)GO TO 51 
GO TO 72 
C CALCULATE THE LENGTII FRCM FIRST REFERRAL DATE TO TAPE CRFATION DATE. 
C IF BOTH LENGTHS ARE LONG ENOUGH (AT LFASf 50 .MONTHS), THIS RECORD IS 
C USED FOR CRFATING CASE HISTORY. 
51 LENGT=(73-RY(1))*365+LOM(4)+10-LCM(IRM)-RD(1) 
IF (LENGT.LT.1470)GO TO 72 
C CALCULATE THE LENGTH BEfWEEN FIRST REFERRAL DATE AND ITH REFERRAL 
C DATE. (I=1,2, ... ,K) 
DO 1 J=l,K 
JRM=RM(J) 
IF(JRM.LE.0.OR.JRM.GT.12)GO TO 72 
LENG(J)=(RY(J)-RY(1))*365+LOM(JRM)+RD(J)-LOM(IRM)-RD(1) 
1 CONTINUE 
C CRFATES A CASE HISfORY BY FOLLOWING STEPS. 'PROB' STAND FOR PROBA-
C TION STA1US. IF 'PROB' IS 1, THEN HE IS NOT ON PROBATION, IF IT IS 







69 IF(LENG(I).GT.INTV)GO TO 60 
C IT TESTS WHElliER CLOSURE CODE IS PROBATION OR NOT. 
64 IF(CLC1(I).GE.601.AND.CLC1(I).LE.607.0R.CLCl(I).EQ.611.0R. 
*CLCl(I).EQ.801.0R.CLCl(I).EQ.830)GO TO 6S . 
49 
IF(CLC2(I).GE.601.AND.CLC2(I).LE.607.0R.CLC2(I).EQ.611.0R. 
*CLC2(I).EQ.801.0RCLC2(I).EQ.830)GO TO 65 
IF(CLC3(I).GE.601.AND.CLC3(I).LE.607.0R.CLC3(I).EQ.611.0R. 
*CLC3(I).EQ.801.0R.CLC3(I).EQ.830)GO TO 65 
IF(PROB.EQ.2)GO TO 651 
GO TO 66 
65 PROB=2 
GO TO 66 




C IT TESTS WHETIIER A YOm1-I I S REFERRED FOR A DRUG OFFENSE OR Nor. 
66 IF(OC1(I).GE.40.AND.OC1(I).LE.49)GO TO 61 
IF(OC2(I).GE.40.AND.OC2(I).LE.49)GO TO 61 
IF(OC3(I) .GE.40.ANILOC3(I) .LE.49)GO TO 61 
IF(OC4(I).GE.40.AND.OC4(I).LE.49)GO TO 61 




*OR.OC4(I).EQ.0))GO TO 661 
DIGIT(II)=2+PROB 








62 IF(II.GE.SO)GO TO 70 
1=1+1 
C IF A YOUTH IS REFERRED TO THE COURT K)RE THAN ONCE DURING TIm 
C MONfH, MORE SERIOUS OFFENSE OVERRIDES LESS SERIOUS ONE. ' SAVE' 
C IS USED FOR THIS PURPOSE. 
67 IF(LENG(I).LE.INTV)GO TO 63 
68 IN1V=INTV+30 
11=11+1 
GO TO 69 
63 SAVE=DIGIT(II) 
GO TO 64 
60 DIGIT(II)=PROB 
IF(II.GE.50)GO TO 70 
so 
GO TO 68 
C IT TESTS WHETIIER COUNfY BELONGS 1D ME'IROPOL ITAN AREA OR NCIT, AND 
C WRITE CASE HISTORIES FOR METROPOLITAN AREA AND NON-MEfROPOLITAN 
C AREA ON A DIFFERENT TAPE SEPARATELY . 




GO TO 71 
75 WRITE(12,600) (DIGIT(II),II=1,50) 
METRO=METRO+ 1 




GO TO 53 
99 WRITE(6,700)KOUNT,METRO,NON,NE,NOE,KT 






SOURCE PR~RAM TO TEST FOR THE DIFFERENCE AmNG SEVERAL 
TRANSITION MATRICES 
FILE lS=MffiAN, UNIT=TAPE , RECORD = 1 4 , BLOCl<I~=30 ,BUFFER=l 
FILE 16=NTRAN,UNIT=TAPE,RECORD=14,BLOCKING=30,BUFFER=1 
C THIS IS THE PROGRN~ TO TEST FOR THE DIFFERENCE AMONG SEVERAL TRAN-
C SITION MATRICES. 
C WE ARE GIVEN STATES=l, 2, •.. ,M; ORDER=R FRa1 S POFULATIONS. THEN 
C WE SJ-[)ULD CREATE S DIFFERENT TAPES FACH OF WHICH IS TIlE LIST OF 
C EACH TRANSITION MATRIX. THESE TAPES CAN BE OBTAINFJ) IN THE PROCESS 
C OF RUNNING THE PROGRAM FOR STEPWISE TESTING · OF THE ORDER OF A 
C MARKOV CHAIN WRITTEN BY S. H. UH. HOWEVER, A MINOR MODIFICATION OF 
C rvuDIFlCATION OF THAT PR(x;RAM IS NEEDED, TO PROVIDE TAPE OOTPUT. THE 
C TAPE USED AS INPUT FOR TIUS PROGAAM REC"pIRED TIm FOLLOWING MODIFI-
e CATIONS OF UH'S PROGRAM. 
C DATA FOR/'~9.7',' ,6X,I7',' ,12X,I' ,'1) '/ 
C WHERE MIS THE NUMBER OF STATES. 
C mE ABOVE DATA STATBv1ENT GIVES THE FORMAT CURRENfLY REQ.1IRED FOR THE 
C TRANSITION f\1ATRIX INPlIT, WHERE M IN MF9. 7 IS NaT LITERAL BUT SHOULD 
C BE REPLACE) WIlli THE NO. OF STATES. NEXT, THE FOLLOWIN3 STATEMENT 
C SHCULD BE ADDED JUST BEFORE TI-IE STATBvIENT: 
C 609 Nl=Nl+IST 





WRITE(IR,FOR) (NX(I) ,I=Nl,NST),ND(N),KX 
WHERE IR IS THE TAPE FILE NUMBER, ON MilCH WE WROTE THE TRANSITION 
MATRIX. 
S2 
C ''MfRAN'' AND "NTRAN" ARE TI-IOSE TAPES. FILE NUMBERS Sl-DULD BE CONSEQJ-
C TIVE NUMBERS TO F IT TIllS PROGRAM. 
C WE NEED FOLLOWING ARRAYS: NTL(S,M**R,M) ,NTLD(M**R,M) ,PTL(S,M**R,M), 
C PTLD (M**R,M), NT (S ,M**R), NTD (M**R); STATE, ORDER, POP SHClJLD BE INI-
C TIALIZED IN ACCORDANCE WITH TI-IE PROBLfM. THE FIRST 4 STATfMENTS IN 
C THE PROGRAM NEED TO BE MODIFIED FOR FACH SET OF DATA USED AS INPUT. 
REAL NTL(2,36,6),NTLD(36,6) 
DIMENSION PTL(2,36,6) ,PTLD(S,6,6) ,Nf(2,36) ,NfD(36) 
INTEGER STATE,ORDER,DF ,CODE ,POP 
DATA STATE,ORDER,POP/6,2,2/ 
LAST= STATE* * ORDER 
C RFAJ) ALL TAPES OF TI-IE TRANSITION MATRICES AND FIND OUT THE RIGI-IT 




IF(CODE.EQ.ORDER)GO TO 15 
GO TO 14 
C BACKSPACE ALL TAPES. THE FOLLOWING 3 STATEMENTS SHJULD BE MODIFIED 
C ALSO EVERY TIME. IR SHOULD BE THE FIRST FILE NUMBER. 
15 BACKSAPCE 15 
BACKSPACE 16 
IR=15 
00 1 I=I,PCX' 
00 2 J = 1 , LAST 
C THE PROGRM~ READS ALL TRANSITION PROBABILITY MATRICES, THEN CREATES 
C TRANSITION COUNT MATRICES. 
READ (IR, 10) (PTL(I,J,K) ,K=I,STATE),NT(I,J) 
10 FORMAT(6F9.7,6X,I7) 






C IT C(JvfPUTES CHI -SCPARE VALUE FOR TESTING THE NULL HYPOTHESIS THAT THE 
C REALI ZATIONS ARE f-n.1~ENFDUS. 
DO 3 J=I,LAST 
DO 4 I=I,POP 
NTD(J)=NTD(J)+NT(I,J) 
00 4 K=I,STATE 
NTLD(J,K)=NTLD(J,K)+NTL(I,J,K) 
4 CONTINUE 
IF (NID(J) .EQ. O)GO TO 3 





DO 6 I=I,POP 
DO 6 J=I,LAST 
DO 6 K=I,STATE 
IF(PTLD(J,K).EQ.OJGO TO 6 
ARG=PTL(I,J,K)/PTLD(J,K) 




DF= STATE * *ORDER* (POP-l)* (STATE-I) 
WRITE(6,20)SUM,DF 






TIIE OlITPlIT LIST OF TRANSITION PROBABILITY MATRICES 
METROroLITAN .ARFAS 
*** THE TtiAHSITION PROBABIL.ITY MATRIX or ORorR t *** 
1 2 1 4 5 6 
1 0.979 0.000 0.015 0.002 0.00] 0.000 345878 
2 0.026 0.865 0.002 0.089 0.000 0.011 23198 
3: 0.860 0.000 o.to~ 0.013 0.011 n.004 6105 
4 0.014 0.146 0.003 . 0.208 0.000 0.030 3"49 5 0.847 0.003 0.091 O.Olt 0.04' 0.006 10.7 
6 0.013 0.696 0.000 0.tQ5 0.000 0.096 143 
S6 
..... THE TRANSITION PROBABILITY MATRIX OF OROF'R 2 .... 
1 2 '3 4 5 6 
11 0.981 0.000 0.01. 0.002 0.00' 0.000 331840 
12 0.000 0.826 0.000 0.110 0.000 n.04] 23 
13 0,870 0.000 0.0911 0.013 O.Oll§ n.004 511. 
14 0.004 0.141 0.000 0.229 o.oon 0.026 795 
15 0.854 0.002 0.084 O.Otl 0.04. 0'.004 e90 
16 0.015 0.674 0.000 0.212 0.000 0.09,. 132 
21 0.9]9 0.000 0.038 o.OtO O'.OOft 0.005 604 
22 0.0]0 0.871 0.002 0.017 0.000 n.Oll§ 19159 
23 0.762 0.000 0.167 0.0'4 0.04" 0.000 42 
24 0.020 0.768 0.00. 0.lA3 0.000 0.O2~ 2032 
25 0.857 0.000 0.143 0.000 o.oon 0.000 1 
26 0.015 0.727 0.000 0.189 0.000 0.069 ]92 
31 0.895 0.000 0.07. 0.Ot5 0.01? 0.003 5133 
32 0.000 0.500 0.000 0.500 0.000 0.000 2 
33 0.792 0.002 0.168 0.014 0.01(1 O.OOIS 625 
34 0.000 0.692 0.000 0.269 0.000 0.03e '8 
35 0.811 0.011 0.158 0.000 0.02; 0.000 'i5 
36 0.000 0.'45 0.000 0.213 0.000 0.18? 22 
41 0.887 o.Ouo 0.051 0.019 0.01(1 0.019 53 
42 0.009 0.198 o.oo~ O.l~~ 0.000 O.O2~ 2876 
43 0,721 0.000 0.213 0.000 o.oon 0.000 11 
44 0.007 0.708 0.002 0.248 OtOOO 0.03. 802 
45 1.000 0.000 0.000 0.000 0.000 0.000 1 
46 0.009 0.658 0.000 0.22ft 0.000 O.10~ 114 
51 0.876 0.000 0.07t 0.013 0.0]" n.oo~ 863 
52 0.000 0.667 0.000 0.333 0.000 0.000 3 
53 0.835 0.000 0.099 0.000 O.06~ o.noo 91 
54 0.000 0.150 0.000 0.167 0.000 0.083 12 
55 0.805 0.000 0.049 0.024 0.011 0.049 41 
56 0.161 0.'00 0.000 0.000 o.oon 0.333 6 
61 1.000 0.000 0.000 0.000 0.000 0.000 10 
62 0.014 0.166 0.002 O.tl§. 0.00, O.06~ 501 
63 0.000 0.000 0.000 0.000 0,000 (l.oon 0 
64 0.028 0.681 0.007 0.18. 0.000 0.099 141 
65 0.000 0.000 0.000 0.000 0.000 0.000 0 
66 0.000 0.657 0.000 o.t~1 0.000 0,186 70 
57 
*** THE TRANSITION PROBABILITY MATRIX or ORO[R 3 *** 
1 2 1 4 5 6 
111 0.982 0·000 OeOi3 0'002 0'002 0-000 318817 
112 0.000 0.850 0.000 0.100 0.000 0.050 20 
III 0.ts74 0.000 0.094 0.013 0.015 0.004 4538 
114 0.004 0.745 0.000 0.228 0.000 0.022 675 
115 0.864 0.00:i 0.082 0.011 0.031 0.004 7814 
116 0.018 0.655 0.000 0.218 0.000 0.109 110 
121 0.000 0.000 0.000 0.000 0.000 0.000 0 
122 0.000 0.89, 0.000 0.105 0.000 0.000 1(j 
123 0.000 0.000 0.000 0.000 0.000 . 0.000 0 
124 0.000 0.333 0.000 0.661 0.000 0.000 J 
125 0.000 0.000 0.000 0.000 0.000 0.000 0 
126 0'000 1.000 0.000 0.000 0.000 0.000 1 
131 0.901 0.000 0.010 0.015 0.011 0.003 4349 
132 0.000 0.000 0.000 1.000 0.000 0.000 1 
133 0.825 0.000 0.141 0.010 0.019 0.004 4Al 
134 0.000 0.687 0.000 0.284 0.000 0.030 61 
13; O.ts38 00014 0.135 0.000 0.014 0.000 1" 
136 0.000 0.611 0.000 0.161 0.000 0.2~2 16 
141 0.661 0.000 0.333 0.000 0.000 0.000 3 
142 0.003 0.60~ 0.000 0.166 0.000 0.022 580 
143 0.000 0.000 0.000 0.000 0.000 0.000 a 
144 0.006 0.676 0.000 0.279 0.000 0.039 179 
145 0.000 0.000 0.000 0.000 0.000 0.000 0 
146 0.000 0.762 0.000 0.190 0.000 0.048 21 
151 0.883 0.000 0.069 0.008 0.035 0.005 741 
15l 0.000 1.000 0.000 0.000 0.000 0.000 2 
153 0.645 0.000 0.099 0.000 0.056 0.000 11 
154 0.000 0.600 0.000 0.100 0.000 0.100 10 
155 0.184 0.000 0.0'54 0.021 0.081 0.054 37 
156 0.250 0.500 0.000 0.000 0.000 0.250 4 
161 1.000 0.000 0.000 0.000 0.000 0.000 2 
162 0.012 0.762 0.000 0.161 0.000 0.060 84 
163 0.000 0.000 0.000 0.000 0.000 0.000 0 
164 0.000 0.704 0.000 0.185 0.000 0.111 27 
16~ 0.000 0.000 0.000 0.000 0.000 0.000 0 
166 0.000 0.769 0.000 0.017 0.000 0.154 13 
211 0.944 0.002 0.038 0.005 0.011 0.000 558 
212 0.000 0.000 0.000 0.000 0.000 0.000 0 
213 0.870 0.000 0.087 0.000 0.043 0.000 23 
214 0.000 0.833 0.000 0.161 0.000 0.000 6 
215 0.800 0.000 0.000 0.000 0.200 0.000 5 
216 0.000 0.667 0.000 0.l33 0.000 0.000 3 
221 0.939 0.000 0.038 0.010 0.007 0.005 512 
222 0.033 0.tt8l 0.002 0.069 0.000 0.013 1689ts 
223 0.771 o.uoo 0.143 0.029 0.057 0.000 35 
224 0.024 0.780 0.004 0.170 0.000 0.022 1480 
225 0.800 o.uoo 0.200 0.000 0.000 0.000 5 
226 0.017 0.743 0.000 0.181 0.000 0.059 288 
23, 0.968 0·000 0'032 0'000 0'000 0'000 31 
23l 0.000 0.000 0.000 0.000 0.000 0.000 0 
58 
(continu~d) 
1 2 3 4 5 6 
233 0.429 0.143 0.429 0.000 0.000 0.000 7 
234 0.000 0.000 0.000 1.000 0.000 0.000 1 
235 1.000 0.000 0.000 0.000 0.000 0.000 2 
236 0.000 0.000 0.000 0.000 0.000 0.000 0 
241 0.672 0.000 0.051 0.026 0.026 0.026 3~ 
242 0.016 0.805 0.003 0",146 0.001 0.028 1516 
243 0.150 0.000 0.250 0,000 0.000 0,000 d 
244 0.008 0.731 0.000 0.235 0.000 0.025 361 
245 1.000 0.000 0.000 0.000 0.000 0.000 1 
246 0.021 0.729 0.000 0.125 0.000 0.125 4d 
251 1.000 0.000 0.000 0.000 0.000 0.000 6 
252 0.000 0.000 0.000 0.000 0.000 0.000 0 
253 1.000 0.000 0.000 0.000 0.000 0.000 1 
254 0.000 0.000 0.000 0.000 0.000 0.000 0 
255 0.000 0.000 0.000 0.000 0.000 0.000 0 
256 0.000 0.000 0.000 0.000 0.000 0.000 0 
261 - 1.000 0 0 000 0.000 0.000 0.000 0.000 6 
262 0.018 0.764 0.004 0.141 0.000 0.072 276 
263 0.000 0.000 0.000 0.000 0.000 0.000 0 
264 0'055 0·6 9 4i 0'014 0'137 0'000 0.0 96 1J 
265 0.000 0.000 0.000 0.000 0.000 0.000 0 
266 0.000 O.53tS 0.000 0.115 0.000 0.346 26 
311 0.912 0.001 0.062 0.011 0.012 0.002 44156 
312 0.000 1.000 0.000 0.000 0.000 0.000 2 
313 0.610 0.000 0.155 0.019 0.011 0.005 373 
314 0.000 0.654 0.000 0.282 0.000 0.064 1d 
315 0.774 O.uOO 0.145 0.016 0.065 0.000 6~ 
316 0.000 0.646 0.000 0.154 0.000 0.000 13 
321 0.000 0.000 0.000 0.000 0.000 0.000 0 
322 0.000 0.000 0.000 1.000 0.000 0.000 1 
32l 0.000 0.000 0.000 0.000 0.000 0.000 0 
324 0.000 1.000 0.000 0.000 0.000 0.000 1 
325 0.000 0.000 0.000 0.000 0.000 0.000 0 
326 0.000 0.000 0.000 0.000 0.000 0.000 0 
331 0.841 0.000 0.114 0.014 0.021 0.004 4AJ 
332 0.000 1.000 0.000 0.000 0.000 0.000 1 
33l 0.703 0.000 0.238 0.030 0.030 0.000 101 
334 0.000 0.71tj 0.000 0.111 0.000 0.111 4j 
335 0.636 0.000 0.213 0.000 0.091 0.000 1 1 
336 0.000 0.33J 0.000 0.661 0.000 0.000 J 
341 0.000 0.000 0.000 0.000 0.000 0.000 a 
342 0.000 0.704 0.000 0.296 0.000 0.000 5" 
343 0.000 0.000 0.000 0.000 0.000 0.000 0 
344 0.000 0.905 0.000 0.095 0.000 0.000 21 
345 0.000 0.000 0.000 0.000 0.000 0.000 0 
346 0.000 0.667 0.000 0.333 0.000 0.000 j 
351 0.651 0.000 0.061 0.041 0.021 0.000 74 
352 0.000 0.000 0.000 1.000 0.000 0.000 1 
35] 0.733 0.000 0.133 0.000 0.133 0.000 15 
354 0.000 0.000 0.000 0.000 0.000 0.000 0 
59 
( ccmtinued) 
1 2 3 4 5 6 
355 1.000 0.000 0.000 0.000 0.000 0.000 l 
356 0.000 0.000 0.000 0.000 0.000 0.000 0 
361 0.000 0.000 0.000 0.000 0.000 0.000 0 
362 0.0 00 0.750 0'000 0.250 0·000 0.000 1~ 
36J 0.000 0.000 0.000 0.000 0.000 0.000 0 
364 0.000 O.bOO 0.000 0.200 0.000 0.200 j 
365 0.000 0.000 0.000 0.000 0.000 0.000 0 
366 0.000 0.750 0.000 0.250 0.000 0.000 4 
411 0.844 0.000 0.111 0.000 0.000 0.044 45 
412 0.000 0.000 0.000 0.000 0.000 0.000 0 
413 1.000 0.000 0.000 0.000 0.000 0.000 3 
414 0. 000 1.000 0.000 0.000 0.000 0.000 1 
415 1.000 0.000 0.000 0.000 0.000 0.000 1 
416 0.000 1.000 0.000 0.000 0.000 0.000 1 
421 1.000 0.000 0.000 0.000 0.000 0.000 26 
422 0.01 2 0.634 0.002 0.128 0.000 0.024 22-;1 
423 0.667 0.000 0.333 0.000 0.00 0 0.000 0 
424 0.011 0.752 0.000 0.215 0.002 0.020 4-52 
425 1.000 0.000 0.000 0.000 0.000 0.000 1 
426 0.000 0.704 0.000 0.211 0.000 0.085 11 
431 0.a57 0.000 0.000 0.143 0.000 0.000 I 
432 0.000 0.000 0.000 0.000 0.00 0 0.000 0 
433 0.333 0.000 0.667 0.000 0.000 0.000 J 
434 0.000 0.000 0.000 0.000 0.000 0.000 0 
43, 0.000 0.000 0.000 0.000 0.0 00 0.000 a 
436 0.000 0.000 0.000 0.000 0.000 0.000 a 
441 1.000 0.000 0.000 0.000 0.000 0.000 6 
442 0.000 0.791 0.002 0.189 0.000 0.018 556 
443 0.500 0.000 0.500 0.000 0.000 0.000 ~ 
444 0.010 0.694 0.010 0.245 0.000 0.041 196 
445 0.000 0.000 0.000 0.000 0.000 0.000 0 
446 0.000 0.593 0.000 0.296 0.000 0.111 27 
451 1.000 0.000 0.000 0.000 0.000 0.000 1 
452 0.000 0.000 0.000 0.000 0.000 OtOOO 0 
453 0.000 0.000 0.000 0.000 0.000 0.000 0 
454 0.000 0.000 0.000 0.000 0.000 0.000 0 
455 0.000 0.000 0.000 0.000 0.000 0.000 0 
456 0.000 0.000 0.000 0.000 0.000 0.000 a 
461 1.000 0.000 0.000 0.000 0.000 0.000 1 
462 0.000 0.781 0.000 0.19 2 0.000 0.027 13 
463 0.000 0.000 0.000 0.000 0.000 0.000 0 
464 0.000 0.577 0.000 0.346 0.000 0.077 26 
465 0.000 0.000 0.000 0.000 0.000 0.000 0 
466 0.000 0.667 0.000 0.333 0.000 0.000 12 
511 0.a96 0.000 0.051 0.012 0.031 0.010 732 
512 0.000 0. 000 0.000 0.000 0.000 0.000 a 
513 0.S33 0.000 O.too 0.000 0.067 0.000 60 
514 0.000 0.81U 0.000 0.091 0.000 0,091 t 1 
515 0.786 0.000 0.000 0.000 0.179 0.036 2CS 
516 0.000 0.500 0.000 0.250 0.000 0.250 4 
60 
( continued) 
1 2 3 4 5 6 
521 0.000 0.000 0.000 0.000 0.000 0.000 u 
52 2 0.000 1.000 0.000 0.000 0.000 0,000 ~ 
523 0.000 0.000 0.000 0.000 0.000 0.000 0 
524 0.000 1.000 0.1)00 OlOOO 0.000 0.000 1 
525 0.000 0.000 0.000 0.000 0.000 0.000 a 
526 0.000 0.000 0.000 0.000 0.000 0.000 0 
531 0.d03 0.000 0.127 o 1,04? 0.028 0.000 71 
532 0.000 0.000 0.000 0.000 0.000 0.000 0 
533 0.857 0.000 0.143 0.000 0.000 0.0 00 , 
534 0.000 0.000 0.000 0.000 0.000 0. 000 0 
535 0.667 0.000 0.333 0.000 0.000 0 .000 6 
536 0.000 0.000 0.000 0.000 0.000 0.0 00 0 
541 0.000 0.000 0.000 0.000 0.000 0.000 0 
542 0.000 0.667 0.000 0.222 OeOOO 0.11 1 ~ 
543 0.000 0.000 0.000 0.000 0.000 0.000 0 
544 0.000 0.500 0.000 0.000 0.000 0.500 2 
545 0.000 0.000 0.000 0.000 0.000 0.000 a 
546 0.000 0.000 0.000 0.000 0.000 1.000 1 
551 0.806 0.000 0.097 0.000 0 .097 0.000 31 
552 0.0 00 0.000 0.000 0.000 0.000 0.000 0 
553 1.000 0.000 0.000 0.000 0.000 0.000 'l. 
554 0. 000 0.000 0,000 1.000 0.000 0.000 1 
55, 1.000 0.000 0.000 0.000 0.000 0.000 2 
556 0.000 0.500 0.000 0.000 0.000 0.500 2 
561 1.000 0.000 0.000 0.000 0.000 0.000 1 
562 0.000 0.333 0.000 0.333 0.000 0.333 3 
563 0.000 0.000 0.000 0.000 0.000 0.000 0 
564 0.000 0.000 0.000 0.000 0.000 0.000 a 
56, 0.000 0.000 0.000 0.000 0.000 0,000 0 
566 0.000 1.000 0.000 0.000 0.00 0 0.000 2 
611 O.ttOO 0.000 0.000 0.200 0.000 0.000 10 
612 0.000 0.000 0.000 0.000 0.000 0.000 \) 
613 0 .000 0.000 0.000 0.000 0.000 0.000 0 
614 0.000 0.000 0.000 0.000 0.000 0.000 0 
615 0.000 0.000 0.000 0.000 0.000 0.000 0 
616 0.000 0.000 0.000 0.000 0.000 0.000 a 
621 0.667 0.000 0.167 0.000 0.161 0.000 0 
622 0.011 0.812 0.005 0.117 0.005 0.050 377 
623 1.000 0.000 0.000 0.000 0.000 0.000 1 
624 0.014 0.616 0.027 0.176 0.000 0.108 14 
625 1.000 0.000 0.000 0.000 0.000 0.000 1 
626 0.033 0.633 0.000 0.200 0.000 0.133 30 
631 0.000 0.000 0.000 0.000 0.000 0.000 0 
632 0.000 0.000 0.000 0.000 0.000 0.000 0 
633 0.000 0.000 0. 000 0.000 0.000 0.000 0 
634 0.000 0.000 0.000 0.000 0.000 0.000 0 
635 0.000 0.000 0.000 0.000 0.000 0.000 a 
636 0.000 0.000 0.000 0.000 0.000 0.000 0 
641 1.000 0.000 0.000 0.000 0.000 0.000 
" 642 0.000 0.617 0.000 0.280 0.000 0.043 9] 
61 
(continued) 
1 2 3 4 5 6 
643 1.000 0.000 0.000 0.000 0.000 0.000 1 
644 0.000 0.750 0.000 0.208 0'000 0.042 2~ 
645 0.000 0.000 0.000 0,000 0.000 0.000 0 
646 0.000 0.385 0.000 0.538 0.000 0.077 1 J 
651 0.000 0.000 0.000 0.000 0.000 0.000 u 
652 0.000 0.000 0.000 0.000 0.000 0.000 0 
653 0.000 0.000 0.000 0.000 0.000 0.000 0 
654 0.000 0.000 0.000 0.000 0.000 0.000 0 
655 0.000 0.000 0.000 0.000 0.000 0.000 0 
656 0.000 0.000 0.000 0.000 0.000 0.000 0 
661 0.000 0.000 0.000 0.000 0.000 0.000 0 
662 0.022 0.761 0.000 0.130 0.022 0.065 46 
663 0.000 0.000 0.000 0.000 0.000 0.000 0 664 0.000 0.800 0.000 0.100 0.000 0.100 10 
665 0.000 0.000 0.000 0.000 0.000 0.000 0 
666 0.000 0.692 0.000 0.154 0.000 0.154 13 
62 
••• THE: TRANSITION PR08ABILITY MAT IX Of ORO!:" 4 ••• 
1 2 3 4 5 6 
1111 0.983 0.000 0.013 0.002 0.002 0.000 306570 
1112 0.000 0.846 0.000 0.011 0.000 0.011 13 
1113 0.880 0.000 0.088 0.013 0.0115 0.004 4107 
1114 0.005 0.145 0.000 0.228 0.000 0.022 ~89 
1115 0.814 0.003 0.08'- 0.011 0.02" 0.004 6'11 
1116 0.022 0.613 0.000 0.247 0.000 0. 118 ~3 
1121 0.000 0.000 0.000 0.000 0.000 0 .000 a 
1122 0.000 0.941 0.000 0.0159 0.000 0.000 11 
1123 0.000 0.000 0.000 0.000 0.000 0.000 a 
1124 0.000 0.500 0.000 0.500 0.000 0.000 2 
1125 0.000 0.000 0.000 0.000 0.000 0.000 a 
1126 0.000 1.000 0.000 0.000 0.000 0.000 1 
1131 0.904 0.000 0.068 0.015 O.Olt 0.002 3815 
1132 0.000 0.000 0.000 1.000 0.000 0.000 1 
1133 0.814 0.000 0.147 0.012 D.02~ 0. 005 408 
1134 0.000 0.661 0.000 0.305 0.000 n.034 59 
1135 0.862 0.000 0.123 0.000 0.01111 0.000 65 
1136 0.000 0.563 0.000 0.188 0.000 0. 250 16 
1141 0.667 0.000 0.333 o.ono 0.000 0.000 3 
1142 0.004 0.815 0.000 0.t59 0.000 0.022 491 
1143 0.000 0.000 0.000 0.000 0.000 0.000 a 
1144 0.000 0.109 0.000 0.21§8 0.000 0.033 151 
1145 0.000 0.000 0.000 0.000 0.000 0.000 0 
1146 0.000 0.661 0.000 0.267 0.000 0.061 15 
1151 0.694 0.000 0.062 0.009 0.032 0.003 661 
1152 0.000 1.000 0.000 0.000 0.000 0.000 2 
1153 0.833 0.000 0.111 0.000 0 .050 n.ooo 60 
1154 0.000 0.869 0.000 0.111 0.000 n.OOo 9 
1155 0.821 0.000 0.011 0.0]6 0.036 0.036 28 
1156 0.333 0']33 0.000 0.000 0.000 0.333 3 
116 1 1.000 0.000 0.000 0.000 0.000 0.000 2 
1162 0.000 0.165 0.000 0.162 0.000 n.014 68 
1163 0.000 0.000 0.000 0,000 0.000 0.000 0 
1164 0.000 0.696 0.000 0.114 0.000 0.130 23 
1165 0.000 0.000 0.000 0.000 0.000 0.000 0 
1166 0.000 o.1!JO 0.000 0.083 0.00 0 0.161 12 
121 1 0.000 0,000 0.000 0.000 0.00 0 0.000 a 
1212 0.000 0.000 0.000 0.000 0.000 0.000 0 
1213 0.000 0.000 0.000 0.000 0.000 0.000 a 
1214 0,000 0.000 0.000 0.000 0 .000 0,000 a 
1215 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1216 0.000 o.ouo 0.000 0,000 0.000 0.000 a 
1221 0.000 0.000 0.000 0.000 o .oon 0.000 a 
1222 0.000 0.824 0.000 0.116 0.000 0.000 11 
1223 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1224 0.000 1.000 0.000 0.000 0.000 0.000 2 
1225 0.000 0.000 0.000 0.000 0.000 0.000 0 
1226 0.000 0.000 0.000 0.000 0.000 0.000 a 
1211 0.000 0.000 0.000 0.000 0.000 n.Ooo 0 
1212 0.000 0.000 0.000 0.000 0.000 0.000 a 
63 
(continued) 
1 2 3 4 5 6 
1233 0.000 0. 0 00 0.000 0.000 0.000 0.000 0 
1234 0.000 0.000 0.000 0.000 0.000 0.000 0 
1235 0.000 0.000 0.000 0.000 0.000 0.000 a 
1236 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1241 0.000 0.000 0.000 0.000 0.000 0.000 a 
1242 0.000 t.ooo 0.000 0.000 o.oon n.OOo 1 
1243 0.000 0.000 0.000 0.000 0.000 0.000 0 
1244 0.500 0.500 0.000 0.000 0.000 0.000 2 
1245 0.000 0$000 0.000 0.000 0.000 n.ooo a 
1246 0.000 0.000 0.000 0.000 o.oon 0.000 0 
1251 0.000 0.000 0.000 0.000 0.000 n.OOo a 
1252 0.000 0.000 0.000 0.000 0.000 0.000 a 
1253 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1254 0.000 0.000 0.000 0.000 0.000 0.000 0 
1255 0.000 o.Ouo 0.000 0.000 0.000 0.000 a 
1256 0.000 0.000 0.000 0.000 0.000 0.000 0 
1261 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1262 0.000 1.000 0.000 0.000 0.000 0.000 1 
1263 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1264 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1265 0.000 0.000 0.000 0.000 o.oon 0.000 a 
1266 0.000 0.000 0.000 0.000 O.oon 0.000 0 
1311 0.915 0.001 0.062 0.010 0.011 0.002 3803 
1312 0.000 t.ooo 0.000 0.000 o.oon n.oOo 2 
1313 0.814 0.000 0.152 0.0'0 0.010 0.003 296 
1314 0.000 0.662 0.000 0.217 0.000 0.06" 65 
1315 0.813 o.ouo 0.125 0.021 0.042 n.ooo 48 
1316 0.000 0.909 0.000 0.091 0.000 n.ooo 11 
1321 0.000 0.000 0.000 0.000 o.oon n.ooo a 
1322 0.000 0.000 0.000 0.000 0.000 0.000 a 
1321 0.000 0.000 0.000 0.000 0.000 0.000 a 
1324 0.000 1.000 0.000 0.000 0.000 0.000 1 
1325 0.000 0.000 0.000 0.000 0.000 0.000 a 
1326 0.000 0.000 0.000 0.000 0.000 0.000 a 
1331 0.855 0.000 0.103 0.016 0.021 0.003 317 
1332 0.000 0.000 0.000 0.000 0.000 0.000 a 
1333 0.150 0.000 0.188 0.Oj1 0.031 n.OOo 64 
1334 0.000 0.600 0.000 0.200 0.000 0.200 5 
1335 0.667 0·000 0.133 0.000 0.000 0.000 9 
1336 0.000 0.500 0.000 0.500 O.oon 0.000 2 
1141 0.000 0.000 0.000 0.000 o.oon 0.000 a 
1342 0.000 0.674 0.000 0.326 O.oon n.ooo 46 
1343 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1344 0.000 0.947 0.000 0.053 0.000 0.000 19 
1345 0.000 0.000 0.000 0.000 0.000 0.000 0 
1346 0.000 0.500 0.000 0.500 0.000 0.000 2 
1351 0.864 o.Ouo 0.085 0.034 0.011 0.000 59 
1352 0.000 0.000 0.000 1.000 0.000 0.000 1 
135] 0.900 0 . 000 0.100 0.000 0.000 0.000 10 
1354 0.000 0.000 0.000 0.000 o.oon 0.000 a 
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1355 1.000 0.000 0.000 0.000 0.000 n.ooo 1 
1356 0.000 0.000 0.000 0.000 0.000 0.000 a 
1361 0.000 0.000 0.000 0.000 0.000 0.000 a 
1362 0.000 0.727 0.000 0.213 O.oon 0.000 11 
1363 0.000 0.000 0.000 0.000 0.000 0.000 0 
1364 0.000 0.000 0.000 0.500 0.000 0.500 2 
1365 0.000 0.000 0.000 0.000 0.000 0.000 0 
1366 0.000 0.7~0 0.000 O.2-JO 0.000 0.000 4 
1411 1.000 0.000 0.000 0.000 0.000 0.000 2 
1412 0.000 0.000 0.000 0.000 O.oon n.OOO 0 
1413 1.000 0.000 0.000 0.000 OeOOt) n.ooo 1 
1414 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1415 0.000 0.000 0.000 0.000 o.oon 0.000 a 
1416 0.000 0.000 0·.000 0.000 0.000 0.000 a 
1421 1.000 0.000 0.000 0.000 o.oon 0.000 2 
1422 0.004 0.845 0.000 0.113 o.oon 0.011 466 
1423 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1424 0.011 0.761 0.000 0.211 0.000 n.Ol1 'i2 
1425 0.000 0.000 0.000 0.000 0.000 0.000 a 
1426 0.000 0.615 0.000 0.2]1 0.000 0.154 13 
1411 0.000 o.ouo 0.000 0.000 0.000 0.000 a 
1432 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1433 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1434 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1435 0.000 o.ouo 0.000 0.000 0.000 n.ooo 0 
1436 0.000 0.000 0.000 0.000 0.000 0.000 0 
1441 1.000 0.000 0.000 0.000 0.000 0.000 1 
1442 0.000 0.8a6 0.000 0.151 0.000 0.017 121 
1443 0.000 0.000 0.000 0.000 0.000 0.000 a 
1444 0.000 0.660 0.000 0.240 0.000 0.100 50 
1445 0.000 0.000 0.000 0.000 0.000 0.000 a 
1446 0.000 0.5'1 0.000 0.286 0.000 0.143 7 
1451 0,000 0.000 0.000 0.000 0.000 0.000 a 
14)2 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
1453 0.000 0.000 0.000 0.000 0.000 0.000 a 
1454 0.000 0.000 0.000 0.000 0.000 n.ooo a 
1455 0.000 0.000 0.000 0.000 0.000 0.000 a 
1456 0.000 0.000 0.000 0.000 0.000 0.000 0 
1461 0.000 0.000 0.000 0.000 0.000 0.000 a 
1462 0.000 o,1~0 0.000 0.2~0 0.000 n.Ooo 16 
1463 0.000 0.000 0.000 0.000 0,000 0.000 0 
1464 0.000 0.750 0.000 0.2~0 0.000 0.000 II 
1465 0.000 O,ouo 0.000 0.000 0.000 0,000 0 
1466 0.000 1.000 0.000 0.000 o.oon 0.000 1 
1511 0.909 0.000 0.043 0.011 0.02,. 0.008 634 
1512 0.000 0.000 0.000 0.000 0.000 n,ooo 0 




1 2 3 4 5 6 
6553 0.000 0.000 0,000 0.000 0.000 0.000 0 
6554 0.000 0.000 0.000 0.000 0.000 0.000 a 
6555 0.000 0.000 0.000 0.000 0.000 0.000 0 
6556 0.000 0.000 0.000 0.000 0.000 0.000 a 
6561 0.000 0.000 0.000 0.000 0.000 0.000 0 
6562 0.000 0.000 0.000 0.000 0.000 0.000 0 
6563 0.000 0.000 0.000 0.000 0.000 0.000 a 
6564 0.000 0.000 0.000 0.000 0.000 0.000 a 
6565 0.000 0.000 0.000 0.000 0.000 0.000 a 
6566 0.000 0.000 0.000 0.000 0.000 0.000 a 
6611 0.000 0.000 0.000 0.000 o.oOn 0.000 a 
6612 0.000 0.000 0.000 0.000 0.000 0.000 a 
6613 0.000 0.000 0.000 0.000 0.000 0.000 a 
6614 0.000 0.000 0.000 0.000 0.000 0.000 a 
6615 0.000 0.000 0.000 0.000 o.oon 0.000 a 
6616 0.000 0.000 0.000 0.000 0.000 n.OOo a 
6621 1.000 0.000 0.000 0.000 0.000 0.000 1 
6622 0.029 0.735 0.000 0.206 0.000 0.029 34 
6623 0.000 0.000 0.000 0.000 0.000 0.000 a 
6624 0.000 0.833 0.000 0.000 o.oon 0.161 6 
6625 1.000 0.000 0.000 0.000 o.oon 0,000 1 
6626 0.000 0.667 0.000 0.000 0.000 0.333 3 
6611 0.000 0.000 0.000 0.000 0.000 0.000 a 
6632 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6633 0.000 0.000 0.000 0.000 0.000 0.000 a 
6634 0.000 0.000 0.000 0.000 0.000 0.000 a 
6635 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6636 0.000 0.000 0.000 0.000 o.oon n.oOo a 
6641 0.000 0.000 0.000 0.000 o.oon 0.000 a 
6642 0.000 0.625 0.000 0.315 o.oon n.ooo 8 
6643 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6644 0.000 0.000 0.000 0.000 0.000 t.ooo 1 
6645 0.000 0.000 0.000 0.000 0.000 0.000 a 
6646 0.000 1.000 0.000 0.000 0.000 n.OOo 1 
6651 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6652 0.000 0.000 0.000 0.000 o.oon 0.000 0 
6653 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
6654 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6655 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
6656 0.000 0.000 0.000 0.000 0.000 0.000 a 
6661 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6662 0.000 0.869 0.000 0.000 O.llt n.ooo 9 
6663 0.000 0.000 0.000 0.000 0.000 n.ooo a 
6664 0.000 0.500 0.000 0.000 0.000 n.500 2 
6665 0.000 0.000 0.000 0.000 o.oon 0.000 0 
6666 0.000 1.000 0.000 0.000 0.000 0.000 2 
66 
NON -METROPOLITAN AREAS 
•• * TME TRANSITION p"a.A8ILITY MATRIX Of ORD£R 1 ••• 
1 2 3 4 5 6 
1 0.988 0.000 0.008 0.001 0.00, 0.000 6600. 2 0.0]4 0.90. 0.001 0.04ft 0.000 0.012 3602 3 0.904 0.000 0.061 O.ot!5 0.011 0.00 3 594 4 0.009 0.812 0.000 0.149 0.000 0.03 0 329 5 0.880 0.007 0.099 0.000 0.014 n.ooo t,,2 6 0.012 0.815 0.000 O.ltl 0.000 0.062 81 
67 
*** 'HE TRANSITION '~08ABtLtTY MATRIX Of' ORD,R '- .** 
1 2 1 4 5 6 
11 0.989 0.000 0.008 0.001 0.00' n.ooo 63A19 
12 0.000 1.000 0.000 OelOOO 0.000 0.000 6 
13 0.901 0.000 0.06_ 0.012 0.019 0.004 'S15 
14 0.010 0.816 0.000 0.093 0.000 n.021 97 
15 0.898 0.000 0.081 0.000 0.011t n.OOo 127 
16 0.000 0.909 o.oon 0.045 0.000 O.O4~ 22 
21 0.958 0.000 0.033 0.008 o.oon n.ooo 120 
22 0.031 0.908 0.001 0.042 0.000 n.Ol0 3166 
23 1.000 0.000 0.000 0.000 o.oon n.OOo 4 
24 0.012 0.810 0.000 0.149 0.000 0.030 168 
25 1.000 0.000 0.000 0.000 0.000 0.000 1 
26 0.026 0.821 0.000 0.103 0.000 n.051 39 
31 0.919 0.000 0.056 0.006 0.011 0.002 ~21 
32 0.000 0.000 0.000 0.000 o.oon n,ooo 0 
33 0.889 0.000 0.056 0.0~6 0.000 n.Ooo 36 
34 0.000 0.718 0.000 002,2 0.000 n.OOo 9 
35 0.778 0.000 0.222 0.000 0.000 0.000 9 
36 0.000 0.500 0.000 0.500 o.Oon 0.000 2 
41 1.000 0.000 0.000 0.000 0.000 n.OOo 3 
42 0.011 0.864 0.000 0.09~ O.OOn 0.030 264 
43 0.000 0.000 0.000 0.000 O.OOn n.ooo 0 
44 0.000 0.718 0.000 0.118 0.000 n.044 415 
45 0.000 0.000 0.000 0.000 0.000 n.ooo a 
46 0.000 0,600 0.000 0.200 0.000 0.200 10 
51 0.902 0.000 0.0.1 0.008 0.041 0.008 122 
52 1.000 0.000 0.000 0.000 0.000 0.000 1 
53 1.000 0.000 0.000 0.000 o.oon 0.000 13 
54 0.000 0.000 0.000 0.000 0.000 n.ooo a 
55 0.500 0.500 0.000 0.000 o.oon 0.000 2 
56 0,000 0.000 0,000' 0.000 0.000 n.ooo a 
61 1.000 0.000 0.000 0.000 0.000 0.000 1 
62 0.000 0.828 0.000 0.125 0.000 n.O., 64 
63 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
64 0'000 0. 286 0'000 0.571 o·oon n. 14 ] 7 
65 0.000 0.000 0.000 0.000 o.oon 0.000 a 
66 0.000 0.800 0.000 0.200 0.000 n.OOo 5 
, 
68 
.*. THE TRANSITION 'ROIAIILITY MATRIX or ORO[R ] .*. 
1 2 ] 4 5 6 
111 0.989 0.000 0.007 0.001 0.002 0.000 6 184 3 
112 0.000 1.000 0.000 0.000 0.000 0.000 6 
113 0.911 0.000 0.057 0.013 0.017 0.002 410 
114 0.011 O.es89 0.000 0.078 0.000 0.022 QO 
115 0.902 0.000 0.080 0.000 0.018 0.000 112 
116 0.000 0.900 0.000 0.050 0.000 0.050 20 
121 0.000 0.000 0.000 0.000 0.000 0.000 ' 0 
122 0.000 0.833 0.000 0.167 0.000 0.000 6 
123 0.000 0.000 0.000 0.000 0.000 0.000 0 
124 0.000 0.000 0.000 0.000 0.000 0.000 0 
125 0.000 0.000 0.000 0.000 0.000 0.000 0 
126 0.000 0.000 0.000 0.000 0.000 0.000 0 
III 0.924 0.000 0.053 0.004 0.016 0.002 4~O 
13a 0.000 0.000 0.000 0.000 0.000 0.000 0 
13l 0.e79 0.000 0.061 0.061 0.000 0.000 3 3 
134 0.000 0.8]l 0.000 0.167 0.000 0.000 6 
135 0.778 0.000 0.222 0.000 0.000 0.000 9 
136 0.000 0.500 0.000 0.500 0.000 0.000 2 
141 1.000 0.000 0.000 0.000 0.000 0.000 1 
142 0.000 0.851 0.000 0.095 0.000 0.048 84 
143 0.000 0.000 0.000 0.000 0.000 0.000 0 
144 0.000 0.889 0.000 0.000 0.000 O. t 11 9 
14' 0.000 0.000 0.000 0.000 0.000 0.000 0 
146 0.000 1.000 0.000 0.000 0.000 0.000 2 
151 0.910 0.000 0.045 0.000 0.036 0.009 1 11 
152 0.000 0.000 0.000 0.000 0.000 0.000 0 
15l 1.000 0.000 0.000 0.000 0.000 0.000 10 
154 0.000 0.000 0.000 0.000 0.000 0.00 0 0 
155 0.500 0.500 0.000 0.000 0.000 0.000 2 
156 0.000 0.000 0.000 0.000 0.000 0.000 0 
161 0.000 0.000 0.000 0.000 0.000 0.000 0 
162 0.000 0.789 0.000 0.105 0.000 0.105 14i 
16J 0.000 0.000 0.000 0.000 0.000 0.000 0 
164 0.000 0.000 0.000 0.000 0.000 0.000 0 
165 0.000 0.000 0.000 0.000 0.000 0.000 0 
166 0.000 1.000 0.000 0.000 0.000 0.00 0 1 
2 11 0.974 0.000 0.018 0.000 0.009 0.00 0 114 
2 12 0.000 0.000 0.000 0.000 0.000 0.000 0 
211 1.000 0.000 0.000 0.000 0'000 0.0 0 0 4 
2 14 0.000 0.000 0.000 1.000 0.000 0. 0 00 1 
215 0.000 0.000 0.000 0.000 0.000 0.000 0 
2 16 0.000 0.000 0.000 0.000 0.000 0.000 0 
221 0.957 0.000 0.0]4 0.009 0.000 0.000 116 
222 0.039 0.909 0.001 0.041 0.000 0.009 2834 
22l 1.000 0.000 0.000 0.000 0.000 0.000 4 
224 0.008 0.818 0.000 0.136 0.000 0.038 112 
225 1.000 0.000 0. 0 00 0.000 0.000 0.0 00 1 
226 0.033 0.833 0.000 0.100 0.000 0. 0 31 ]0 
231 1.000 0.000 0.000 0.000 0.000 0. 000 4 
232 0.000 0.000 0.000 0.000 0.000 0.000 0 
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233 0.000 0.000 0.000 0.000 0.000 0.000 0 
234 0.000 0.000 0.000 0.000 0.000 0.000 0 
235 0.000 0.000 0.000 0.000 0.000 0.000 0 
236 0.000 0.000 0.000 0.000 0.000 0.000 0 
241 1.000 0.000 0.000 0.000 0.000 0.000 2 
242 0.022 0.888 0.000 0.061 0.000 0.022 13~ 
243 0.000 0.000 0.000 0.000 0.000 0.000 0 
244 0.000 0.713 0.000 0.182 0.000 0.045 1.2 
245 0.000 0.000 0.000 0.000 0.000 0.000 0 
246 0.000 0.600 0.000 0.200 0.000 0.200 5 
251 1.000 0.000 0.000 0.000 0.000 0.000 1 
252 0.000 0.000 0.000 0.000 0.000 0.000 0 
253 0.000 0.000 0.000 0.000 0.000 0.000 0 
25. 0.000 0.000 0.000 0.000 0.000 0.000 0 
25' 0.000 0.000 0.000 0.000 0.000 0.000 0 
2'6 0.000 0.000 0.000 0.000 0.000 0.000 0 
261 1.000 0.000 0.000 0.000 0.000 0.000 1 
262 0.000 0.844 0.000 0.156 0.000 0.000 3~ 
263 0.000 0.000 0.000 0.000 0.000 0.000 0 
2'4 0.000 0.667 0.000 0.333 0.000 0.000 l 
26' 0.000 0.000 0.000 0.000 0.000 0.000 0 
266 0.000 1.000 0.000 0.000 0.000 0.000 2 
311 0.936 0.002 0.030 0.013 0.011 0.002 461 
l12 0.000 0.000 0.000 0.000 0.000 0.000 0 
Jll 0.131 0.000 0.154 0.000 0.017 0.038 1.6 
314 0.000 1.000 0.000 0.000 0.000 0.000 l 
315 0.118 0.000 0.222 0.000 0.000 0.000 ~ 
316 0.000 1.000 0.000 0.000 0.000 0.000 1 
321 0.000 0.000 0.000 0.000 0.000 0.000 0 
322 0.000 0.000 0.000 0.000 0.000 0.000 0 
323 0.000 0.000 0.000 0.000 0.000 0.000 0 
324 0.000 0.000 0.000 0.000 0.000 0.000 0 
325 0.000 0.000 0.000 0.000 0.000 0.000 0 
326 0.000 0.000 0.000 0.000 0.000 0.000 0 
311 0.861 0.000 0.133 0.000 0.000 0.000 30 
332 0.000 0.000 0.000 0.000 0.000 0.000 0 
333 1.000 0.000 0.000 0.000 0.000 0.000 2 
334 0.000 0.500 0.000 0.500 0.000 0.000 2 
335 0.000 0.000 0.000 0.000 0.000 0.000 0 
336 0.000 0.000 0.000 0.000 0.000 0.000 0 
341 0.000 0.000 0.000 0.000 0.000 0.000 0 
342 0.000 0.857 0.000 0.143 0.000 0.000 7 
34] 0.000 0.000 0.000 0.000 0.000 0.000 a 
344 0.000 0,500 0.000 0.500 0.000 0.000 2 
345 0.000 0.000 0.000 0.000 0.000 0.000 0 
346 0.000 0.000 0.000 0.000 0.000 0.000 0 
351 0.714 0.000 0.000 0.143 0.143 0.000 7 
352 0.000 0.000 0.000 0.000 0.000 0.000 0 
353 1.000 0.000 0.000 0.000 0.000 0.000 2 
354 0.000 0.000 0.000 0.000 0.000 0.000 0 
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355 0.000 0.000 0.000 0.000 0.000 0.000 0 
356 0.000 0.000 0.000 0.000 0.000 0.000 0 
361 0.000 0.000 0.000 0.000 0.000 0.000 0 
362 0.000 1.000 0.000 0.000 0.000 0.000 1 
363 0.000 0.000 0.000 0.000 0.000 0.000 0 
364 0.000 0.000 0.000 1.000 0.000 0.000 1 
365 0.000 0.000 0.000 0.000 0.000 0.000 0 
166 0.000 0.000 0.000 0.000 0.000 0.000 0 
411 i.OOO 0.000 0.000 0.000 0.000 0.000 J 
412 0.000 0.000 0.000 0.000 0.000 0.000 a 
413 0.000 0.000 0.000 0.000 0.000 0.000 0 
414 0.000 0.000 0.000 0.000 0.000 0.000 0 
415 0.000 0.000 0.000 0.000 0.000 O~OOO 0 
416 0.000 0.000 0.000 0.000 OeOOO 0.000 0 
421 1.000 0.000 0.000 0.000 0.000 0.000 2 
422 0.027 0.883 0.000 0.012 0.000 0.018 223 
423 0.000 0.000 0.000 0.000 0.000 0.000 0 
424 0.045 0.664 0.000 0.091 0.000 0.000 22 
425 0.000 0.000 0.000 0.000 0.000 0.000 0 
426 0.000 0.71" 0.000 0.143 0.000 o.t43 7 
431 0.000 0.000 0.000 0.000 0.000 0.000 Q 
432 0.000 0.000 0.000 0.000 0.000 0.000 0 
433 0.000 0.000 0.000 0.000 0.000 0.000 0 
434 0.000 0.000 0.000 0.000 0.000 0.000 0 
435 0.000 0.000 0.000 0.000 0.000 0.000 0 
436 0.000 0.000 0.000 0.000 0.000 0.000 0 
441 0.000 0.000 0.000 0.000 0.000 0.000 0 
442 0.000 0.711 0.000 0.200 0.000 0.029 35 
443 0.000 0.000 0.000 0.000 0.000 0.000 0 
444 0.000 0.875 0.000 0.125 0.000 0.000 tS 
445 0.000 0.000 0.000 0.000 0.000 0.000 0 
446 0.000 0.500 0.000 0.500 0.000 0.000 2 
451 0.000 0.000 0.000 0.000 0.000 0.000 0 
452 0.000 0.000 o.aoo 0.000 0.000 0.000 a 
453 0.000 0.000 0.000 0.000 0.000 0.000 a 
454 0.000 0.000 0.000 0.000 0.000 0.000 0 
45' 0.000 0.000 0.000 0.000 0.000 0.000 0 
456 0.000 0.000 0.000 0.000 0.000 0.000 0 
461 0.000 0.000 0.000 0.000 0.000 0.000 0 
462 0.000 0.600 0.000 0.200 0.000 0.200 5 
463 0.000 0.000 0.000 0.000 0.000 0.000 0 
464 0.000 0.000 0.000 0.500 0.000 0,500 2 
465 0.000 0.000 0.000 0.000 0.000 0.000 a 
466 0.000 0.500 0.000 0.500 0.000 0.000 2 
511 0.916 0.000 0.031 0.000 0.031 0.009 107 
512 0.000 0.000 0.000 0.000 0.000 0.000 0 
513 1.000 0.000 0.000 0.000 0.000 0.000 
" 514 0.000 1.000 0.000 0.000 0.000 0.000 1 
515 1.000 0.000 0.000 0.000 0.000 0.000 5 
516 0.000 1.000 0.000 0.000 0.000 0.000 1 
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521 1.000 0.000 0.000 0.000 0.000 0.000 1 
522 0.000 0.000 0.000 0.000 0.000 0.000 a 
523 0.000 0.000 0.000 0.000 0.000 0.000 a 
524 0.000 0.000 0.000 0.000 0.000 0.000 0 
525 0.000 0.000 0.000 0.000 0.000 0.000 0 
526 0.000 0.000 0.000 0.000 0.000 0.000 0 
531 0.846 0.000 0.000 0.000 0.154 0.000 13 
532 0.000 0.000 0.000 0.000 0.000 n.ooo 0 
,]3 0.000 0.000 0.000 0.000 0.000 0.000 0 
534 0.000 0.000 0.000 0.000 0.000 0.000 0 
535 0.000 0.000 0.000 0.000 0.000 0.000 a 
536 0.000 0.000 0.000 0.000 0.000 0.000 0 
54 .1 0.000 0.000 0.000 0.000 0.000 0.000 0 
542 0.000 0.000 0.000 0.000 0.000 0.000 0 
543 0.000 0.000 0.000 0.000 0.000 0.000 0 
544 0.000 0.000 0.000 0.000 0.000 0.000 0 
545 0.000 0.000 0.000 0.000 0.000 0.000 0 
546 0.000 0.000 0.000 0.000 0.000 0.000 0 
551 1.000 0.000 0.000 0.000 0.000 0.000 1 
55a 1.000 0.000 0.000 0.000 0.000 0.000 1 
'51 0.000 0.000 0.000 0.000 0.000 0.000 0 
55 .. 0.000 0.000 0.000 0.000 0.000 0.000 0 
555 0.000 0.000 0.000 0.000 0.000 0.000 0 
556 0.000 0.000 0.000 0.000 0.000 0.000 0 
561 0.000 0.000 0.000 0.000 0.000 0.000 0 
56a 0.000 0.000 0.000 0.000 0.000 0.000 0 
563 0.000 0.000 0.000 0.000 0.000 0.000 0 
564 0.000 0.000 0.000 0.000 0.000 0.000 a 
56' 0.000 0.000 0.000 0.000 0.000 0.000 0 
566 0.000 0.000 0.000 0.000 0.000 0.000 0 
611 1.000 0.000 0.000 0.000 0.000 0.000 1 
612 0.000 0.000 0.000 0.000 0.000 0.000 0 
61l 0.000 0.000 0.000 0.000 0.000 0.000 0 
614 0.000 0.000 0.000 0.000 0.000 0.000 0 
615 0.000 0.000 o. a 00 ~ 0.000 0.000 0.000 0 
616 0.000 0.000 0.000 0.000 0.000 0.000 0 
621 0.000 0.000 0.000 0.000 0.000 0.000 0 
622 0.020 0.878 0.000 0.020 0.000 0.082 49 
621 0.000 0.000 0.000 0.000 0.000 0.000 0 
624 0.000 0.625 0.000 0.37~ 0.000 0.000 8 
625 0.000 0.000 0.000 0.000 0.000 0.000 0 
626 0.000 1.000 0.000 0.000 0.000 0.000 2 
631 0.000 0.000 0.000 0.000 0.000 0.000 0 
632 0.000 0.000 0.000 0.000 0.000 0.000 0 
633 0.000 0.000 0.000 0.000 0.000 0.000 0 
634 0.000 0.000 0.000 0.000 0.000 0.000 0 
635 0.000 0.000 0.000 0.000 0.000 0.000 0 
636 0.000 0.000 0.000 0.000 0.000 0.000 0 
641 0.000 0.000 0.000 0.000 0.000 0.000 0 
642 0.000 1.000 0.000 0.000 0.000 0.000 2 
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(continued) 
1 2 3 4 5 6 
64] 0.000 0.000 0.000 0.000 0.000 0.000 0 
644 0.000 0.]33 0.000 0.661 0.000 0.000 J 
645 0.000 0.000 0.000 0.000 0.000 0.000 0 
646 0.000 0.000 0.000 0.000 0.000 1.000 1 
651 0.000 0.000 0.000 0.000 0.000 0.000 a 
652 0.000 0.000 0.000 0.000 0.000 0.000 0 
653 0.000 0.000 0.000 0.000 0.000 0.000 0 
6'4 0.000 0.000 0.000 0.000 0.000 0.000 0 
", 0.000 0.000 0.000 0.000 0.000 0.000 0 
656 0.000 0.000 0.000 0.000 0.000 0.000 0 
'61 0.000 0.000 0.000 0.000 0.000 0.000 0 
662 0.000 1.000 0.000 0.000 0.000 0.000 
" 663 0.000 0.000 0.000 0.000 0.000 0,000 0 
664 0.000 0.000 0.000 1.000 0.000 0.000 1 
665 0.000 0.000 0.000 0.000 0.000 0.000 0 
666 0.000 0.000 0.000 0.000 0.000 0.000 0 
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*** 
THE r t< A N SIT ! U I~ t"HU~At1ILl r ( MATRIX Of (JkOErt 4 *** 
1 2 '3 4 j 6 
111 1 0.9<}u O.OUO 0.007 0.001 0.002 O.OUO 5'1809 
1112 0.000 1 • avo 0.000 0.000 O.Ouo 0.000 4 
1113 0.915 u. OuO u.O~j 0.013 0.016 0.002 4'49 
1114 0.U12 U.800 u.OOO 0.084 0.000 0.024 el3 
1115 0.899 0 'OUO 0.c)'11 0.000 0.010 0.000 .,9 
1116 O.OOU lJ .du9 O.l)OO 0.056 0.000 0.056 16 
lilt 0.000 v.OUO 0.000 0.000 0.000 0.000 0 
11~2 0.000 u.djj 0.000 0.167 O.UOO 0.000 6 
1123 o.ouu {J .OvO O. ,) 00 0.000 0.000 0.000 0 
1124 0.000 0.000 0.000 0.000 O.VOo 0.000 0 
1125 0.000 0 .0uO 0.(01) 0.0,)0 O.UOO 0.000 0 
1126 O.OuO o.O uo o • J 0,) 0.000 0.000 0.000 0 
1131 0.930 n .ouo 0.051 o.oo? 0;014 0.002 414 
I1j2 o.ouo u .0uO U.JOO 0.000 0.000 0.000 0 
1133 O·tHi~ u.OuO 0.03' 0.074 0.000 0.000 ~, 
I1J4 o.ouo J.dj) 0.000 0.161 0.000 0.000 6 
11J5 u.114 0.0uO 0.266 0.000 0.000 0.000 , 
11J6 0 .000 1.0uO 0.000 0.0 00 0.000 0.000 1 
11 .. 1 1.ouO 0.000 0.000 0.000 0.000 0.000 1 
11~2 0.000 (J .d".8 o • \) 0 0 0.101 a.ooo 0.051 (4J 
11~3 o.OOv 0.000 0.000 0.000 0.000 0.000 0 
11~4 0.000 1.0uO o • () 0 () 0.000 0.000 u.OOO 7 
11~5 0.000 0.00 0 u.ooo 0.000 0.000 o.ouo 0 
1146 u.ooo 1.000 0.:100 O.OllO 0.000 0.000 2 
11)1 o.9Uti 0.0uO 0.04\ 0.000 ·).041 u.OlO 'Jd 
11~2 o.OUO u.Ouo u.ooo 0.000 /) .000 0.000 0 
11:»3 1.000 o.vuo 0.000 0.000 O.UOO O.UOO 8 
1154 0.000 o .Ouo O.dOO 0.01)0 0.000 0.000 0 
1155 0.5uo 0.5uO u •. ) a a O.O IJO 0.000 0,000 2 
1156 o.ouo 0 .000 o • t) 00 0.000 0.000 0.000 0 
1161 0.000 \' • 0 U 0 O. l)OO 0.000 0.000 o.OOU 0 
1162 0·000 0.'05 O.JOO 0.118 0.000 0.118 L , 
1103 o.ouo a .ovo u.noo 0.000 0.000 0.000 0 
1164 0.000 0.000 o.OOf) 0.000 0.000 0.000 0 
1105 0.000 0.000 0.000 0.000 0.000 0.000 0 
1166 o.ouO 1.000 0.000 0.000 o.Joo 0.000 1 
1211 0.000 o.O\JO 0.000 0.000 0.000 0.000 0 
1212 0.000 o.Ouo 0.000 0.000 0.000 0.000 a 
1213 O.OUO o.UUO o.uoo 0.000 0.000 0,000 0 
1214 u.oou o.OvO o.Jon 0.000 0.000 0.000 u 
1215 0.000 o.ouo 0.000 0.000 o.uoo 0.000 0 
1216 o.ouo O.OUO 0.000 0.000 0.000 0.000 0 
12~1 o.ouo o.Ouo 0.000 0.000 0.000 0.000 0 
126t2 0.000 1.0u r) o. ()OO 0.000 0.00f) 0.000 5 
12~3 0.000 o.Ouo o e IJOO 0.000 o.uoo 0.000 0 
12~4 u.ooo O.OvO 0.000 1.000 0.000 0.000 1 
12~5 u.ouo o.Ouo u.OO() 0.000 0.000 0.000 0 
1226 o.oou o.ouo 0.,)00 0.000 o.voo 0.000 0 
12~1 0.000 o.OuO o.()OO 0.000 o.uoo 0.000 0 
12J2 0.000 i) .Ovo o. 'JOO 0.000 o.UOO 0.000 (j 
74 
(continued) 
1 2 3 4 5 6 
1233 0.0 0 0 o. ouo 0.000 0.0 0 0 0 .000 0.000 0 
12034 O.Oou O.OuO o • '.) U 0 O.OuO 0.000 0.000 0 
12J5 0.000 O.OuO 0.000 08000 t).OOO 0.000 0 
12J6 0.000 O.OuO 0.000 0.000 0.000 U.OOO u 
12'tl 0.000 0 .000 O. ')UO 0.000 0.00 0 0.000 U 
12~2 O.OUO 0.0vU O.OUO 0.000 0.000 0.000 0 
12't3 0.000 0 .000 l) • 000 0.000 0.000 0.000 0 
12~4 0.000 0 .000 O.dOO O.uOO 0.000 0.000 u 
12,+5 O.OuO O.OuO O.JOO 0.000 0.000 0.000 () 
12't6 O.OUO O.vJO 0.000 0.000 0.000 0.000 0 
1251 0.000 O.OuO 0.000 0.000 0.000 0,000 U 
1252 o.OuO O.OUO a.Jon 0.000 0.000 o.uoo 0 
12)3 o.Oou o.Ouo 0.000 0.000 o.uoo 0.000 0 
1254 0.00 0 0 .0uO U.')o o 0.000 0.000 0.000 0 
12)5 0.000 o. JuO () • () 0'1 0.000 0 .000 0.000 0 
1256 0 .000 0 .000 o • I) 0 \) 0.000 0.000 0.000 0 
1261 o.ouo o.Ouo 0,000 0.000 0,000 0.000 U 
1262 0.000 0 .0uO U.oo o 0.000 0.000 0.000 0 
1263 o.ouv o.uuo o • ,;) 0 0 0.000 O.UOO 0.000 0 
12b4 o.OUO O,vuo a. 'hH) 0.000 0.000 0.000 a 
12~5 u.ooo v.ooo O.JOO 0.000 0,000 0.000 0 
12b6 0.000 o.ovo u.oo o 0.000 O.UOO 0.000 0 
1311 0.938 U.OU2 O.u27 0.012 0.017 0.002 4u6 
1312 0.000 J .UOO o.noo 0.000 0.000 o.ouo 0 
1313 v.714 o.uuo O. 143 0.000 0.095 0.048 -'1 
1314 O.Ouo 1.0UO 0. \)00 O. O ~)O ') • 000 0.000 i. 
1315 (J.B" O.Ouo 0.143 0.000 0.000 0.000 7 
1316 0.000 1.0uO O. 1)00 0,000 o.uoo 0.000 1 
1321 0.000 o.uuo o. ~)ou 0.000 0.000 0.000 0 
1322 0.000 v.Ouo u.000 a.ouo 0.000 0.000 0 
1323 0.000 O.OuO v.Ovo 0.000 0,000 0.000 a 
1324 u.ooo o.Ouo v.noa 0.000 0.000 a.ooa u 
13~5 0.000 o.Ouo v.ooo 0,000 0.000 0.000 a 
1326 o.ouo o.OvO O. ,) 0 t) o.OJO O.uoo O.UUO u 
13J1 U.8b9 o.OuO O. 11 1 0.000 0.000 o.UOO to' 
1332 0.000 0.000 O.JUO 0.000 O,uoo 0.000 0 
13J3 1.000 0,000 0.000 o.O()O o.uoo o.I]OU '-
13J4 o.OuO 0.5uo 0.000 0.500 0,000 0.000 2 
1315 (J.ouu ..>.Ouo o • I) 0 0 0,000 0.000 0.000 0 
1336 0.000 J.OuO 0.'.)00 o. Ovo O.lJ()O u.OOO U 
13~1 U.OOO a ,ouo o.()OO 0.000 0.000 0.000 U 
134+2 0.000 1.0uO 0.000 0.000 o.uoo o.ouo 5 
1343 o.Ouo J,OUO o.IJOu o. ouo o.uOO 0.000 u 
13~4 o.O()v o.OUl) o • ')00 1.000 o.uoo o.uOO ! 
134tS O.OO(J o.uuo 0.,)0 0 0.000 O,uoo 0.000 u 
lJ~6 u.ouu 0 .000 o , ~ ) 0 0 0.000 O.UOO 0,000 a 
13:)1 0,714 u.uoo 0.000 0,lq3 0.143 0.000 1 
1352 v.ooo d,JUO u.ouo 0,000 0.000 v.voo u 
13)3 1.000 ~) • (J u 0 O. :) U 0 0.000 0.000 0.000 2 
13~4 o.oou v.OuO U, ')00 0.000 0.00 0 \J,OOO V 
75 
(continued) 
1 2 3 4 5 6 
1355 0.000 o.uou 0.000 o.O()O 0.000 0.000 0 
13~6 0.000 0.JuO 0.000 0.000 o • a I) 0 0.000 () 
1361 0.000 u.OvO o.ouo 0.000 ').uOo 0.000 u 
1302 u.ooo 1.0uO o.Oou O.O()O 0.000 0.000 1 
1363 o.ouo o.ouo 0.,)00 0.000 0.uOO 0.000 0 
1364 0.000 O.OvO 0.
'
)00 1.000 0.000 U.OOO 1 
1305 0.000 :J.vvO O.dOO O.O l)O 0.000 0.000 u 
1366 0.000 O.OuO O. ;) (] 0 0.0 I) 0 O.UOO o • t) 0 0 U 
1411 1.000 O.uvO 0 .,)0 0 O.OJO O.vOO 0.000 1 
1412 O.OUO u.vuO 0.000 0.000 0.000 0.000 u 
1413 0.000 O.ouO O. ;JOO 0.000 0.000 Q.OOO 0 
1414 0.000 O.OUO O. I) 0 0 0.000 0.000 0.000 0 
1415 O.oou o.OUO 0.000 O.OUO 0.000 0.000 0 
1416 0.000 v.OOO O. ')OU 0.000 O.OOU O.UOO u 
1421 0.Ou0 u.QuO 0.000 o.ouo 0.000 0.000 {) 
1422 O.U~j 0.914 0.000 0.029 0.000 0.014 (u 
14t~3 O.OUO V.OuO 0.000 O.OUO 0.000 0.000 0 
1424 0.000 1.0UO o.OO'J a.ooo iJ.OOO lJ.uOO 7 
14t~5 0·000 O.OuO 0.000 0.000 a.ouo o.ouo u 
144:e6 0.000 o .'JvO 0.000 0.2')0 o.uoo u.250 4 
14Jl u.UOO U.')vU 0.000 0.000 0.000 0.000 0 
1432 0.000 0,000 o • i) 0 d 0.000 0.000 0,000 0 
1413 0.000 d.OvO o.oot) 0.000 o.uoo 0.000 (} 
1434 o.oou o.Ouo O.dOO 0.000 0.000 O,OuO 0 
1435 0.000 d.OOO (J.OOO 0.000 o.UOO o.uoo u 
1416 0.000 o.Ovo 0.000 0.000 0.000 o.uoo 0 
1441 0.000 0,000 O. I ) 0 0 0.000 0.000 0.000 u 
1442 0.000 1.0vO O.JOO 0.000 0.000 o.uoo 8 
1443 0.000 U.000 O.dUO 0.000 o .voo 0.000 U 
1444 o.UOu v.ouo 0.000 0.000 0.000 0.000 u 
1445 0.000 a.ouo o.JOO o.Ouo 0.000 0.000 0 
1446 0.000 o.vuo 0.000 1.0\)0 U.uOO o.uoa 1 
14)1 0.000 I).Ouo 0.000 0.000 o.uoo 0.000 0 
14~2 0.000 u.ooo u.OOO 0.000 o.uoo o.OUO 0 
14j3 0.000 n.ooo o.l)uO 0.000 0.000 o.uoo u 
14;4 0.000 (). U U 0 O. I) 0 0 o.ouo 0.000 0.000 u 
1455 0.000 (). Ouo 0.000 0.000 o.uuo 0,000 0 
1456 Q.uuo 1).0uO o.uoo o.OuO 0.000 0.000 U 
14t.l 0.000 l ) • a 0 a 0.000 0,000 0,000 0.000 0 
1462 0.000 o.Ouo 0.000 0.000 o.uvQ 1. 000 1 
1463 0.000 o.Ovo 0.000 O.ouo 0.000 0.000 u 
1464 0.000 O.Ouo O. t)OO 0.000 o.uuQ 0.000 u 
1405 0.000 u.Ouo 0. 1)00 0.000 0.000 0.000 u 
1466 o.ouu o.OuO O. l) 0 a o.OuO o.uoo 0.000 u 
1511 0.918 O.Ouo a • l) 4 1 0.000 0.031 0.010 'ilj 
1512 0.000 o.OuO 0.">00 0.000 0.000 0.000 0 
1513 1.00u o.JOO o.VuO 0.000 o.Uuo 0.000 4 
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(continued) 
1 2 3 4 5 6 
65:)3 0.000 O.OuO 0.000 0.000 0 .000 0.000 0 
6554 0.000 O.Ov O O.JOO 0.000 0.000 0.000 0 
655S O.OUO O.OvO 0.000 0.000 0.000 0,000 0 
65,6 0.000 O.OUO 0.000 0.000 0.000 0.000 0 
c561 0.000 O.OUO 0.000 0.000 0.000 0.000 0 
6562 0.000 O.OUO 0.000 0.000 0.000 0.000 0 
6563 0.000 V.OUO 0.000 0.000 0.000 0.000 0 
6564 0.000 0.000 0.000 0.000 0.000 0.000 0 
6565 O.OuO O.OUO 0.000 0.000 0.000 0.000 0 
6566 0.000 u.Ouu 0.000 0.000 0.000 0.000 0 
6611 0.000 O.OvO O.;JOO 0.000 0.000 0.000 0 
0612 O.OuO u.OuO 0.000 0.000 O.uOo 0.000 0 
6613 ().000 0.0uO o.uoo 0.000 0.000 0.000 0 
6614 O.OUU u.OUO O.JOO 0.000 OeOOO 0.000 U 
6615 O.QvO O.OvO 0.000 0.000 0.000 O.OOu 0 
6616 0.000 I).OuO 0.000 0.000 0.000 u.UOO () 
6621 0.000 v.OuO 0.000 O.OJO 0.000 O.QUO 0 
66~2 O.oou 1.0uO 0.000 O.OuO 0.000 0.000 4 
6623 O.OUO p.OUO 0.000 0.000 0.000 0.000 U 
6624 0.000 0.000 0.000 0.000 0.000 0 .000 0 
06~5 0.000 O.OvO 0.000 0.000 0.000 0.000 0 
6626 0.000 O.OuO o.noo 0.000 O.UOO 0.000 0 
6631 Oooou d.OOO o.OUO U.OOO 0.000 0.000 u 
66J2 0.000 O.OOu 0.000 O.O t)O 0.000 0.000 0 
6633 0.000 O.OuO 0.000 0.000 OeOOO 0.000 0 
6634 0.000 0.0uO 0.000 0.000 0.000 U.OuO 0 
66J5 U.OOO U.OOO 0.000 0.000 0.000 0.000 0 
6636 O.OOU 0.0UO O • . )00 0.000 0.000 0.000 0 
66 .. 1 u.ooo O.uoO 0.000 0.000 0.000 0.000 0 
66,,2 0.000 O.OUO 0.000 0.000 l).UOQ 0$000 0 
6643 O.OUO 0.000 0.000 0.000 0.000 0.000 U 
6644 0.000 1.0uO 0.000 0.000 O.UOo 0.000 1 
66"5 0.000 0.000 0.000 0.0 00 0.000 0.000 0 
66"6 0.000 0.000 0.000 0.000 O.uOO O.OUO 0 
6651 0.000 O.OuO 0.000 0.000 0.000 0.000 0 
6652 0.000 O.OUO 0.000 0.000 0.000 0.000 u 
66)3 0.000 O.OuO 0.000 0.000 0.000 O.OUO 0 
6654 O.UOO O.vuO o • I) 0 () 0.000 0.000 O,uOO u 
66)5 0.000 O.OVO 0.000 0.000 0.000 0.000 U 
6656 0.000 o.OUO 0.000 0.000 O.uOO 0.000 u 
6661 0.000 O. OUO 0. 00 0 0.000 0.000 0.000 0 
6662 0.000 O.OuO 0.000 0.000 0.001) 0.000 0 
6603 0.000 J.OvO O.f)()O 0.000 0.000 0.000 0 
6664 O.OuO v.OuO 0.000 0.000 0.000 u.OOO 0 
66b5 O.OuO \).OvO 0.000 0.000 0.000 O.OUO 0 
6606 0.000 O.OUO 0.000 0.000 0.000 0 .000 U 
APPENDIX D 
MASTER COnrnG GUIDE 
VIOlATIONS OF LAW 
ASSAULTS 
BOOl Assault 
B002 Assault & Battery 
B003 Assault With Deadly Weapon 
B009 Other (specify) 
AlJI'OMOBILE CASES 
M010 Auto Theft 
MOll Depriving 0Nner of Vehicle 
, M012 Illegal Entry of Vehicle 
Far' Theft (Car Prowl) 
MOl3 Tampering With Vehicle 
(Car Stri.p) 
0014 Gas Theft 
0019 Other (specify) 
FIRE, flRFARMS ~ FIRE ALARMS, 
FIREWORKS 
M020 Arson 
0021 Fire Setting 
0022 Unlawful Use of Firearms 
0023 False Alarms 
0024 F:ireworl<s 
0029 Other (specify) 
ILLEC-AL INrRY 
M030 Burglary 
B03l Unlawful Entry to Injure, 
Damage o~ Mroy 
JEorARDY OF SELF 
S040 Public Intoxication 
8041 Posse8sian Of Alcohol 
S043 Min~ in Tavern 
8043 ~~se;sion of Tahacoo 
8044 'Wrongfully Inhaling Fumes 
S045 Attempted Suicide 
8046 Pbsse;sian or Use of Drugs. 
/ Including Possession of 
Instr.nnents FQl:\ Use 
S047 Making, Sale, DistribJtiat 
or Disposing of Drugs 
S048 GIuup Possession i.e. Pre-
sent Where Drugs Are Used 
8049 Other (specify) 
MISCHIEF OR VANDALISM 
0050 Desttuction of Property 
0051 Fighting 
0052 Distrubing the Peace 
0053 Riot 
0054 Trespass 
0055 Throwing Objects at Vehicl~ 
0059 Other (specify) 
SD( OFFENSES 
B060 Rape 
MOGl Illicit Sex Acts 
0062 Unnatural Sex Acts 
MOG3 Molest 
0064 Indecent Ac:ts 
069 Other (specify) 
THErr 
M070 Grand Larceny 
M07l Petit Larceny 
0072 Bicycle Theft 
M073 Shoplifting 
M074 Receiving Stolen PIvpezuty 




MOBl Bad Checks & Fre.u::i 
B082 Homicide 
MOS3 Negligent Homicide 
M089 Other Felaly 'l'ype 
MISDll1EANOR TYPE 
0090 Cruelty to Animals 
0091 Curfew 
0092 Tampering With Railroads 
0093 Resisting ArTest 
0094 Refusing to Disperse 
0095 Fish & Game V iolatial 
0096 Boating Violation 
0097 Fool & AbJsive Language 
0098 Giving False Infonnation 
0099 Other (specify) 
BFliAVIORAL PROBUMS 
0100 Out of Control (Ungov.) 
0101 Runaway 
0102 Runaway-Transient 
0103 Habitual Truancy 
0104 Truancy 
0105 Truant in Auto 
0106 Contempt of Court 
0109 Other BellaviOl:' or Ca'ill1.1on 
EOOangering to Welfare 
(specify> 
NmT..F.crm OR DEPDIDUIT 
Rl50 Abandooed 
R151 MiGtreat:Jrent or Arose 
Rl52 Improper Care Due to Faults 
or f~its of Parents 
77 
NEGLECl'w OR D~~PSl IDEHI' (cont.) 
Rl53 Improper Care - Failure to 
ProvideSubsistence, Edu-
cation) Medical Care or 
Other Care 
Rl54 Dependent 
Rl55 Permanent Termination of 
Parental Rights 
OTHER ,JURISDICTION - JlNENILE 
R250 Request Consent for Marriage 
R251 Request Consent for Dn-
ployment 
R252 Request Consent far En-
listment 
R253 Request Expungement of 
Reoord 
R25'J Determination of Custody on 
'I'ranc;fer Fran District Court 
R255 Change of Custody 
0256 Violation of Probation 
R257 Request Far Renewal of 
Custody 
R258 Request Termination 
R259 Other (specify) 
R260 Review Hearing 
R261 Probation Officer Progress 
Report 
R262 Probation Officer Transfer 
R263 Request Restoration of 
Olstody 
AIl1INISTRATIVE 
R30D SUpervision Un:ler Inter-
state Canpact 
R301 Supervision - Other District 
R302 Supervision of Parolee 
R303 Investigation For Other 
Agency 
R304 Courtesy Supervision 
R309 Other'Mministrative Case 
(specify) 
AlXfLT CASES 
350 Contributioo to Delinquency 
of a Minor 
351 Cootributing to Neglect of 
Child 
352 Willful AOOse, Neglect or 
Abandornxmt 
353 Caltempt of Court - Adult 
359 other (sped ty) 
TRAFFIC VIOLATIONS 
MOVING VIOlATIONS 
0400 Minar Spe~ (1-9 over) 
0401 Intennooiate Speeding 
(10-19) 
0402 Major' Speeding (20 or 
JOCJre (Net") 
04031 Too Fast For Exist~ 
Cor. di tions 
0404 Speed Contest or 
Exhibi tioo of Speed 
0405 Stop Sign 
0406 Stop Light 
0407 Improper Turn 
0408 Follew Too Close 
0409 Improper J.£)Q}(out 
0410 Failure to Yield Right 
of 'Way 
0411 Negligent Collision 
M412 Hit & RID 
0413 ~Jkless Driving 
M414 Dl'ivir.g Under Influence 
of Intoxicants 
0415 leaving Scene of Accident 
0419 Other (specify) 
NOO-MOVING VIOlATIONS 
0420 No ~iver's License 
0421 Violation of Learner's 
Permit 
0422 Violation of Suspended Re-
vocatim or Court Qroer 
R423 Improper Registration 
R424 Improper Muffler 
R425 Other Mechanical Defect 
0426 Altered or Misuse of 
Driver's License 
R427 Parking Violation 
0428 Violations of Pedestrian 
04 29 Other (specify) 
CLOSJRE ' CODES 
NON-JUDICIAL 
mol Non::Judicial Adjustment by 
Court Through Its 
Probation Department 
78 
PS02 Probation-Interstate Compact 
P503 &.tpervision of Parolee 
NS04 Investigation For other 
Agency 
505 Other' (specify) 
508 Fonn U:!tter 
CLOSED WITHour ACTION 
N5l0 Insufficient Facts to Justify 
Referral 
N511 ~f'eY"r'al Returned - Request 
of ReffI'I"er 
79 
<JI'HER DISPOSmONS (corrt.) TRFA'IMENT RESOURCE CODES 
N8l9 Consent to Enlist rru 
N820 Other (specify) 01H 
R82l Request for Expungement Granted leS 
R822 Request For Expungement Denied FSS 
R823 Jurisdiction Continued ess 
R824 Previous Order of the Ca.xrt Cont. illS 
N825 Sentence Suspended CAe 
N826 AdIronished CAS 
N827 Traffic School USH 
N828 Write an Essay PSY 
J829 Returned to State Industrial DRS 
School 
N830 Stayed Coomi tment State Industrial 
School 
J83l Recamd.1:mmt State Inductrial School 
R832 Paroled Fran State Industrial School 
Ra33 Released Fran State Industrial 
School 
RO 34 Released Fran Probation - JUI"is-
diction Continued 
Intensive T.rea1Jnent Unit 
Carmmity Mental ~lth 
Initial Comseling Service 
Family Service Society 
Childr'en Service Society 
LDS Yooth Guidance 
Catholic Charities 
Childrens Aid Society 
Utah State fbspi tal 
P~ivate Psychotherapist 




01 Beaver 16 
02 Box Elder 17 
03 Cache 18 
04 Carbcn 19 
05 Dagget 20 
06 Davis 21 
07 Duchesne 22 
08 Etrery 23 
09 Garfield 24 
10 Gram 25 
11 Iral 26 
12 Juab 27 
13 Kane 28 
14 Millard 29 
15 Morgan 
l?ISTRICT I 
BOX ELDER CClMIY 02 
_. .---.----~ - •.. -... 
401 Bear River 
402 Beaver Dam 
403 Bothwell 


































.. 28 Un:incorpor'ti ted areas 





305 Hyde Park 
306 Hyrum 
307 lewiston 













324 Un:in:xrporated Areas 
DAVIS aJUNlY 06 
Ba..mtiful: . 
201 North of 500 South to City 
Limits' Between fast & West 
City Llmits 
202 Scuth of 500 South to City 
Limits Between East & West 
City Lind:ts 
205 Centerville 
206 Cl.e.ar£ ie 1.d 
209 Clearwfield Job Carp 
210 Clinton 





218 Sooth WEber 
219 Stmset 
220 Syn:lcuse 
221 Weber Basin Job Cat'P 
222 west Bcuntiful 
224 West Point 
226 Woods Cross 
227 lJninoc;:u;'}?Oated Areas 
MOOOAN <roNlY 15 
SOl Croyden 
502 Cevils Slide 
503 Mil'too 
504 t-brgan 
505 Moontain Green 
606 porterville 
507 Stoddard 
508 Un:i.n<x:Jr1xrated Areas 
RICH roJNT'i 17 




,RICH COUN.IY 17 ( e:cnt.) 
. -
604 Ran.1olph 
605 Ram:1 Valley 
606 Woodruff 
607 Unincorporated Areas 





1.04 Ncrth Ogden 
Ogs en Ci ty : 
105 West of Washingtoo Blvd. to R.R. 
Tracks Bet'<t1een Sooth City LJ.mi ts 
& 17th St. 
106 West of Washingtcm Blvd. to R.R. 
Tracks Between Ncrth CiLy Limits & 
17th $treet 
107 Bourd by Wash:i.ngtal Blvd. & Harr-
ism Blvd .. bcmleen 11th St. & 
36th St. 
1 08 BouOO by Washingtoo Blvd. e liar'I'-
ison Blvd. Between North City 
Limits & 17th St. 
109 Eas·t of H:u:'1"ison Blvd. to City 
L.imi ts Between 17th St. & 36th St. 
110 East of lIalTison Blvd. to City 
Limits Between N<rth City Lind ts 
& 17th St. . 
111 East of West City Limits Bhween 
Sooth City Lim.i ts & 36th St. 
112 West of R.R. 'lrscks to City Limits 
Between Narth & ScA.rth City Limits 
115 Ogden Canyon 
116 Plain City 
117 Pleasant View 
118 Riverdale 
119 Roy 
122 South Ogden 
125 TayloIville 
126 UintClh . 
127 WashingtOl Te.:r"n!oe 
130 Unincar'poreted /v:teas 
DISTRICT n 
SALT J..Al<E ootJNrY 18 
. 
Salt Lake City: 
103 NOrth of North T('mp1~ t:> C.('!' .. mty 
Line; West of Interstate to (:ocn1:y 
Line 
82 
104 North of 9th South to County 
Line; West of State Street to the 
I nterstate 
105 North of Sooth T91lple to Co.mty 
Line; East of State St. to 
Co.mty Line 
106 North of 21st South to North 
Temple; WP-st of Interstate to 
City Limits 
107 North of 9th Scuth to Scuth 
Temple; East of State St. to 
City Limits 
108 East of Interstate to 13th Fast; 
Sooth of 9th South to 213t So. 
~cept East of 5th Fast Exten::ling 
to 27th South 
109 North of 27th South to 9th Sooth; 
East of 13th East to Coonty Line 
110 Magna 
111 ~anger, Iiurter 
112 South Salt Lake 
113 fuliday 
114 Kearns 
115 Taylorsville, West Jordan, 
Riverton 
116 Ml..1tTay 
117 Soo:tneast Ca.mty (Draper') 
llS Midvale - Sandy 
SJJflIT COONIY 22 
No Areas Codes Used 
~ 'tOOELE COONlY 23 
\ 
!lo Area Codes Used 
DISTRICI' In 
JUAB CX>UNIY 12 
















HILlARD COUNTY 14- (cont.) 716 Beulder 
717 Bryce Canyon 644 Meadow 
'718 Cannooville 649 Oak City 726 Fscalente 650 Oasis 735 Hatch 656 Scipio 736 Henrieville 728 Garrisoo 759 P~tch 
SANPETE COUN'IY 20 776 Tropic 
621 Axtell IRON COUNlY 11 
622 Centerfield 714- Beryl 623 Chester 721 Cedar City 626 Elberta 742 l<.anarraville 627 Ephraim 74-8 1urrl 629 Fairview 753 Modena 630 Fayette 756 Newcastle 63~ FOtU1tain Green 760 Paragonah 634 Gunniscn 761 Parowan 642 Manti 772 Surrmit 643 Mayfield 
646 Mor>ani KANE COUNIY 13 fi lt7 Mt. Pleasant ---
662 Spring City 710 Alton 
665 Sterling 729 Glendale 
667 Wales 741 Kanab 
755 Mault Ccin'rel 
UTAH CruNlY 25 758 OrdeIV~lle 
- --------- -
003 American FU1'k PIUTE CaJNIY 16 043 umi 
057 Orem 732 GreeBrlch 
062 Pleasant Grove 740 Junction 
601 Provo 743 Kingston 
626 Elberta 750 Marysvale 
651 Paysoo 
653 Salem SEVIER COUNIY 21 
655 Santaquin 620 Aurora 660 Spanish Fori< 652 Rednvn::l 663 Springville 654 Salina 666 ThiHtle 657 Rigurd 
WASATCH OOUNIY 26 701 Richfield 
711 Annabella 
032 HeJ:nr City 722 Central 
04-9 Mia ray 724 Elsinore 
082 Wallsburg 730 Gl.e.rwocxi 
739 JoseIil 
DIsrIRcr IV 744 Koosharem 
754 Malroe 
766 Sevier BFAVER COUNIY 01 777 Venice . 
713 Beaver 
731 Greenville WASHDm'ON COUNIY 27 
751 MilfOt'd _---.-----_  ._r_ 
752 Minersville 725 Enterprise 
733 GunJv..k 
GARFIELD roUNl'Y 09 ' 737 }Lj,"':. 'icc:me 
738 Iv.:iIlS 
712 Antirrony 745 lcNerl<in 
BOX 37 
(LA) CHILD' S LIVI~ ARRANGEMENT 
A. Natural Parents 
B. Adoptive Parents 
C. Mother and Stepfather 
D. Father aOO Stepnother 
E. Mother Only 
F. Father Only 
G. With Spouse 
H. With Step-Parent 
I. With Relatives 








(E) PAROO" S FMPLOYMFm' 
1. Father Working 
2. Mother Working 
3. Both Working 
4. Neither Working 
lOX 40 
(I) PARFm"S INCOME 
1. Public Assistance 
2. Under $3,000 
3. $3,000 - $4,999 
4. $5,000 - $9,999 
5. $10,000 & Over 
OOX 41 
(MS) PARENT f S MARITAL STA'lUS 
1. Parents Living Together 
2. Father' Deceased 
3. Mother Deceased 
4. Both Parents Deceased 
5. Divorced or Separated 
6. Father Deserted 
7. Mother Deserted 
8. Parents Not ~~ed 
9. ether 
BOX 42 
(E) C1mJ)' S f.MPI..OYMEN.I' 
1. J\ill Time 
2. Part Time 
3. Not Dnployed 
OOXES 43 - 44 
(GR) lAST GRADE 00iPLETED 
00 Thr'nJgh 12 . 
20 Special Education 
OOX 45 
(PL) &x)oL "PLACEMEm' 





' (PR) roDOL PROORESS 
O. Not Applicable 









1. County Atto:rney Only 
2. Juvenile Attorney Only 
(Privately Retained) 
3. Juvenile Attorney Only 
(Colrt Appointed) 
4. Cotmty Attorney & 
Juvenile Attorney 
(privately Retained) 
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