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Introduction
Quantum f -Divergence proposed by Petz (see [7] for comprehensive review) is widely studied, especially due to its implication to perfect error correction. In [8] , the present author proposed a new quantum version of "generalized fidelity". This is essentially a new version of quantum f -divergence (D max f , below) when f is operator monotone decreasing. In the definition, we supposed two states are strictly positive. In this paper, the definition is generalized to include operator convex function f and, to states which may have null eigenspace. Not only the definition, also the explicit formula for D max f (ρ||σ) when ρ and σ have null eigenspaces is given, and several properties of the quantity is studied (convexity, monotonicity by CPTP maps.) Also, the condition D max f (ρ||σ) = D max f (Λ (ρ) ||Λ (σ)), where Λ is CPTP map, is studied. As is well-known, the analogous condition for D f implied reversibility of Λ, or "suf-ficiency" of the map Λ. D max f -version of the condition gives another type of "sufficiency" property of Λ.
In the following, Hilbert spaces are denoted by symbols such as H A , H B etc., H with subscript denoting the name of each system. The dimension of H A , H B etc. is denoted by |A|, |B|, etc. In the paper, it is assumed that dimensions of Hilbert spaces are finite, |A|, |B| < ∞. The set of operators and density operators over H A will be denoted by L A and S A , respectively. The composite system AB is the system corresponding to the Hilbert space H A ⊗ H B . Operators and density operators over H A ⊗ H B will be denoted by L AB and S AB , respectively. The identity operator in H A and identity transform in L A will be denoted by 1 A and I A , respectively.
Reverse test and maximal f -divergence
A reverse test of a pair {ρ, σ} of positive definite operators over system A is a triplet (Γ, {p, q}) of a trace preserving positive linear map from non-negative measures over some a finite set X (or commutative algebra with dimension |X |) to L A , and non-negative measures p and q over X , such that Γ (p) = ρ, Γ (q) = σ. In the definition of f divergence, the convention is 0 · f (γ/0) := lim ε↓0 ε f (γ/ε) .
The name comes from the fact that D 
where {|e x ; x ∈ X } is an orthonormal system of vectors. Note this does not depends on the choice of an orthonormal system of vectors, since
for any unitary operators due to (D1). We also consider the following condition which is stronger than (D1).
satisfies above (D1), (D1') and (D2). Also, if a two point functional D Q f satisfies satisfies both of (D1) and (D2), or both of (D1') and (D2),
Proof. Let Λ be a trace preserving positive map. Then,
Hence, D max f satisfies (D1'), and thus (D1) also. Also,
Therefore, taking infimum over all the reverse tests of {ρ, σ}, we have D Proof. Since f is proper on [0, ∞), there is non-negative y 0 such that f (y 0 ) is finite. Since f is convex, the function
is non-decreasing. Also, there is y ′ such that g (y ′ ) > −∞: otherwise, for all y > y 0 , f (y) = −∞, contradicting with the assumption that f is proper on [0, ∞). Therefore, since g (y) is non-increasing, when y is large enough,
Also, since f is proper, closed, convex, and finite on [0, ∞), by Propositions 26, 27, and 28, there is a finite number α 1 and α 2 such that
Since the last end does not depends on p and q, we have
3 Commutative Radon-Nikodym derivative and the minimal reverse test
Let ρ and σ ∈ L A be positive matrices, and denote by π ρ the projection onto suppρ. In this section, we suppose
When this is true, the commutative Radon-Nikodym derivative of ρ with respect to σ is defined by
( σ −1 is generalized inverse.) Based on d (ρ, σ), we define the minimal reverse test by the following composition. Let
and P x is the projector onto the corresponding eigenspace. Then we define
Obviously,
Therefore, (Γ, {p, q}) is a reverse test of {ρ, σ}. The minimal reverse test satisfies
where
From here, we basically suppose that f satisfies the following condition:
(F) f is an operator convex function such that f (x) < ∞ and continuous for
Note such f has necessarily proper and closed extension to R, i.e., satisfies
For a trace preserving positive map Λ :
which satisfies
Thus, viewed as a map from
Lemma 3 Suppose that (F) is satisfied, and π σ ≥ π ρ . Suppose also Λ is trace preserving and positive. Then,
Proof. If π σ ≥ π ρ , and Λ is a CPTP map from L A to L B , then
Therefore, d (Λ (ρ) , Λ (σ)) exists and finite.
Also,
where (a), (b) and (c) is by (6) , Proposition 18, and definition of Λ σ , respectively.
Proof. By Lemmas 1 and 4, we have
So it remains to show the opposite inequality.
If π σ ≥ π ρ , by (3), the minimal reverse test achieves equality above. Hence, suppose π σ ≥ π ρ . Let (Γ, {p, q}) be a reverse test of {ρ, σ} such that
Then,
Therefore,
Hence, we have the assertion.
Properties of
and
if X ≥ σ.
Proof.
where (Γ 0 . {p 0 , q 0 }) and (Γ 1 . {p 1 , q 1 }) moves over all the reverse tests of {ρ 0 , σ 0 } and {ρ 1 , σ 1 }, respectively.
Mixing (Γ 0 . {p 0 , q 0 }) and (Γ 1 . {p 1 , q 1 }) with probability c and 1 − c, one can compose a reverse test Γ. {p, q} of {cρ 0
Therefore, minimizing over all the reverse tests of
where the identity in the third line is due to the following calculation: let X 1 = suppq∪ suppp, and X 2 = supp r. Then,
.
Since f (0) = 0 by the condition (FC), we have the identity. Suppose (F) and π σ ≥ π ρ is satisfied. Then, we can prove (10) and (11) using the identity (9): In other words, we have
(12) is due to the known inequality
(13) is proved as follows. Since X ≥ σ, there is an operator C such that
Since π X ≥ π σ , it follows that
where X −1/2 stands for the generalized inverse of
, where the inequality in the second line is due to Proposition 17.
Examples
Throughout this section, we suppose π σ ≥ π ρ .
For an operator monotone function g from [0, ∞) to itself, generalized fidelity F
. As an example,
where the last end equals to D R (ρ||σ), the largest quantum relative entropy. With
In particular, D max f2 (ρ||σ) = tr σ −1 ρ 2 .
Relation to RLD Fisher metric
Suppose f is three times differentiable, and
If ρ > 0, we have, for any Hermitian operators X, Y ,
where J R ρ is the RLD Fisher metric,
(The result obviously generalizes to ρ ≥ 0 case, if we limit X and Y to the Hermitian operators living in the support of ρ.)
The derivation is as follows. Suppose σ > 0. Then,
where to derive the second identity we used
8 When π σ ≥ π ρ
In this section, we study the relation between D 
and lim n→∞ σ n = σ.
In the case of π σ ≥ π ρ , the minimal reverse test (Γ, {p, q}) of {ρ, σ} is defined by
where Γ , {p,q} is the minimal reverse test of the pair {ρ, σ} of positive operators, andρ is defined by ρ 11 := π σ ρπ σ , ρ 12 := π σ ρπ, ρ 22 := πρπ,
where ρ
−1
22 is the generalized inverse of ρ 22 . Observe, if ρ is invertible,
Lemma 7 Suppose ρ 1 is supported on supp σ and ρ 1 ≤ ρ. Then,
Therefore, by Proposition 22, we should have
and we have the assertion.
Lemma 8 Suppose f satisfies (F) and that
Suppose also π σ ≥ π ρ . Then,
where σ n is a positive operator with (14) and lim n→∞ σ n = σ.
Proof. Since f is convex, there is a finite number α satisfying
The last end of this is ∞, because by Lemma 7 we have
f (ρ||σ) = ∞. Then, with c n be the largest eigenvalue of σ n − σ, we have
Also, let π be the smallest projector such that π σ + π ≥ π ρ . Then ππ σ = 0. Thus, by (11) ,
Here, the inequality (i) and (ii) is by Proposition 17 and (11). The second term of the last end goes to ∞ as n → ∞ by (17). Therefore, we have the assertion.
Lemma 9 Suppose (F) is satisfied. Let {σ n ; n ∈ N} be a sequence of positive definite operators such that (14) and lim n→∞ σ n = σ are satisfied. Then,
where limits in both ends may be ∞. 
is true. Therefore, by Proposition 20, we have
where a is a finite number, ψ t (y) = − y y+t , and µ is a non-negative finite measure with
By (13), D ′ f (ρ||σ + ε1 A ) is monotone non-increasing in ε. Therefore, the right hand side of (18) exists in R ∪ {∞}. Let c n :
Thus taking the limit of both ends, we have
If n is large enough, σ n is arbitrarily close to σ + c n π σn , where c n > 0 and lim n→∞ c n = 0. Also, supp σ n = supp (σ + c n π σn ). Therefore, for any δ such that 0 < δ ≤ 1,
Therefore, using (20) and the fact that x → ψ t (x) is operator monotone nonincreasing,
Letting n → ∞, we have
and thus the assertion is proved.
Theorem 10 Suppose f satisfies (F). Then,
where {σ n ; n ∈ N} is a sequence of positive definite operators such that (14) and lim n→∞ σ n = σ are satisfied. Also, the minimal reverse test (15) achieves
Proof. By Lemma 8, the assertion is true if lim y→∞ f (y)
Hence, in what follows, we suppose (19) holds true. This means f is in the form of (20).
Let
where π is the smallest projector such that π ρ ≤ π σ + π and π σ π = 0. Then d (ρ, σ ε ) is well-defined and supported on supp σ ε . Observe that 0 ≤ −ψ t (y) ≤ 1 for any t > 0, y ≥ 0. Therefore,
Therefore, when ε is small,
Hence, by bounded convergence theorem,
Observe that 
Since ρ+tσ ε is non-singular for any t > 0 and ε ≥ 0, so is ρ 11 +tσ−ρ 12 (ρ 22 + εtπ) −1 ρ 21 . Therefore, for any ε ≥ 0, tr (ρ 21 Z 12 + ρ 22 Z 22 ) is bounded. Therefore,
Therefore, by (30),
which, combined with Lemma 9, leads to
On the other hand, let ρ 1 be an arbitrary positive operator supported on supp σ such that ρ ≥ ρ 1 . Then, by (20),
Since the integrand 1 t+y is monotone decreasing in y and is integrable with respect to µ (see (21)), by monotone convergence theorem we have
After all, by Lemma 7 and by the fact that ψ t (x) is operator monotone decreasing (Proposition 16),
Thus, the first equality of (22) is proved. Also, the supremum in the first line is achieved by ρ 1 =ρ, which corresponds to the minimal reverse test (15). The second equality of (22) follows by (23) and the identity
For example, if ρ = |ϕ ϕ| , supp σ = supp |ϕ ϕ| , or σ = |ϕ ϕ| , supp ρ = supp |ϕ ϕ| , thenρ = 0. Therefore, if lim y→∞ f (y) /y = 0 holds (e.g., f (y) = −y a (0 < α < 1)), we have D max f (ρ||σ) = 0.
Implications of equality
A function f with (F), by Proposition 21, is written as
where a is a real number, b > 0, µ is a non-negative Borel measure with
and ψ t (y) = − y t+y . In what follows, in the case that supp ρ ⊂ supp σ, we let d := d (ρ, σ) and
whereρ is defined by (16). In either case, we suppose
where supp µ is the smallest relatively closed subset of (0, ∞) such that any open subset of (0, ∞) /supp µ is measure zero.
Lemma 11 Suppose that t ∈ (0, ∞) → g (t) ∈ [0, ∞) is continuous. and that
Proof. The proof is much draws upon the proof of Theorem 2.1 of [11] . Let
Then, U µ is open set. Since (0, ∞) is separable, there is a sequence {U n ; n ∈ N} of open subset of (0, ∞) such that µ (U n ) = 0 and
Therefore, (0, ∞) /U µ , which is relatively closed subset of (0, ∞), contains supp µ.
On the other hand, if U is an open set with µ (U ) = 0, U is by subset of U µ , by definition. Therefore, (0, ∞) /U µ is contained in supp µ. Therefore,
Suppose t 0 ∈ supp µ and g (t 0 ) > 0. Then, by continuity of g, there is an ε > 0 such that g (t) > 0 for any t ∈ [t 0 − ε, t 0 + ε]. Therefore,
This contradicts with (0,∞) g (t) dµ (t) = 0. Therefore, we have g (t 0 ) = 0.
Lemma 12 Suppose f satisfies (F) and (26). Let Λ be a CPTP map from L A to L B . Also, let (Γ, {p, q}) and (Γ ′ , {p ′ , q ′ }) be the minimal reverse test of {ρ, σ} and {Λ (ρ) , Λ (σ)}, respectively. Then,
only if
holds. Here, Λ σ is a subunital CP map defined by (4) , and h is an arbitrary function whose domain contains the spectrum of
Proof. First, suppose supp ρ ⊂ supp σ holds. Then, by (7), (27) implies
Observe
where f 2 (y) := y 2 . Since ψ t (y) and f 2 (y) satisfies (F), by (7) and Lemma 11, (29) is possible only if
This, by the assumption (26) and Proposition 23, implies
which, using (6), implies (28). Next, suppose supp ρ ⊂ supp σ. Letρ ′ be the largest positive operator supported on supp π Λ(σ) such thatρ
Since Λ (ρ) is smaller than Λ (ρ) and supported on π Λ(σ) , we have
Therefore, by (7), for each t,
where the second inequality is by the fact that ψ t (y) is operator monotone decreasing and (??).Therefore, by D max f (ρ||σ) < ∞,Theorem 10 and (30), (27) holds only if
The first equality of (31) leads to (28), in the same way as the case of supp ρ ⊂ supp σ.
The second assertion of the theorem is proved by straightforward computation using(6).
Theorem 13 Suppose f satisfies (F) and (26). Let Λ be a CPTP map from L A to L B . Also, let (Γ, {p, q}) and (Γ ′ , {p ′ , q ′ }) be the minimal reverse test of {ρ, σ} and {Λ (ρ) , Λ (σ)}, respectively. Then, holds (27) if and only if
Proof. Since 'if' is trivial, we prove 'only if'. First suppose supp ρ ⊂ supp σ holds. Let d := x d x P x , where d x and P x is an eigenvalue and projection onto eigenspace, and let P ′ x := Λ σ (P x ). Applying (28) to
x s are the projectors onto the eigenspaces of d ′ , and spec d = spec d ′ . Therefore, we have
If any probability distribution q ′ satisfies
we have to have
Since P ′ x s are orthogonal projectors, we have q ′ = q. In the same way, we can prove that p ′ = p. Next, suppose supp ρ ⊂ supp σ . Letρ ′ be the largest operator supported on supp Λ (σ) such that Λ (ρ) ≥ρ ′ . Then, since Λ (ρ) andρ ′ are supported on supp Λ (σ), the second identity of (31) is true only if
Let Γ , {p,q} and Γ ′ , {p ′ ,q ′ } be the minimal reverse test for {ρ, σ} and {Λ (ρ) , Λ (σ)}. Then, by the first identity of (31) and the argument for the case of supp ρ ⊂ supp σ, we have
Therefore, by (35) and the definition of the minimal reverse test, we have the asserted result. Let {A i } be the Kraus operators of Λ σ ,
Thus,
where A x,i is a linear map from supp P x to supp P ′ x and
With Corollary 14 Let (Γ, {p, q}) be a reverse test with
where f is a function with (F) and
Here µ is defined by (25). Then (37) holds for any f with (F).
Proof. Let (Γ ′ , {p ′ , q ′ }) and (Γ ′′ , {p ′′ , q ′′ }) be the minimal reverse test of {p, q} and {ρ, σ}, respectively. Then by Theorem 13, where the last inequality is (41). Therefore, we have
and, combined with (42), 
where a is a real number, b is a non-negative real number, and µ is a finite non-negative measure satisfying 
which implies (47). (48) is proved almost parallelly.
where y 0 ∈ dom f . Also, if y ∈ dom f , f 0 + (y) = lim ε↓0 εf y ε .
If 0 ∈ dom f , the latter formula actually holds for any y ∈ R n . Then g is proper and sublinear by p. 35 of [12] . By p. 67 of [12] , g = clg . Thus g is closed, proper, and sublinear.
Proposition 27
Proposition 28 (p. 43 of [10] ) Let f : R n → R ∪ {∞} is a proper sublinear function. Then it is closed if and only if it is pointwise supremum of linear functions that does not exceed f .
