Introduction {#Sec1}
============

Localization of brain EEG sources is important for both clinical (Plummer et al. [@CR50]) and in basic brain research (Makeig et al. [@CR44]). Quantitative localization of EEG brain sources began in the 1950s with investigations of the nature of scalp surface potential distributions projecting from brain sources (Brazier [@CR12]; Shaw and Roth [@CR57]), and with solutions of the inverse source localization problem for single equivalent dipole sources within a best-fitting spherical head model (SPH) (Henderson and Butler [@CR33]; Schneider [@CR56]). Subsequent research has continued to improve tools for accurate source localization. The three most important components of a successful source localization approach are: (a) an electric forward head model for the subject, (b) a ('source space') model of possible source locations, and (c) an inverse source localization method. Here, we use simulations based on realistic individual subject forward head models to investigate source localization errors produced by inaccuracies introduced by use of template head models (not based on a subject MR head image), inaccurate skull conductivity estimates, imprecise electrode co-registration, and low electrode numbers.

Neuronal electric activity that can be measured outside the scalp by EEG (and its magnetic counterpart, MEG) originates primarily from groups of neurons organized in macrocolumns perpendicular to the cortex surface (Baillet et al. [@CR8]). A physiologically relevant assumption is to construct the source space using "patches" of the cortical surface, based on the observation that metabolically active areas are closely related to active neuron groups (Lutkenhoner et al. [@CR43]; Baillet and Garnero [@CR7]). A useful approach is to use equivalent current dipoles to model coherent electrical activity arising in small cortical areas (de Munck et al. [@CR22]). Although it has been shown that extended sources may be localized deeper in the brain using a single dipole approximation (Lucka et al. [@CR42]), equivalent dipole models are efficient for modeling smaller cortical EEG or MEG sources. We showed by simulation studies that synchronous field activity across a compact patch of cortex has a projection to the scalp nearly equaling that of an equivalent dipole source located near the center of the patch (Akalin Acar and Makeig [@CR3]). Maximum localization error introduced by modeling the patch source as a current dipole was 2 mm for patches 10 mm in radius. Since it is possible to obtain highly "dipolar" scalp maps of active EEG brain sources (e.g., scalp maps highly resembling the projection of a single equivalent dipole) by decomposing high-dimensional EEG data using Independent Component Analysis (ICA) (Delorme et al. [@CR23]), here we used single dipoles to simulate equivalent brain sources.

The most important source of localization error in solutions to the EEG inverse problem is the forward head model employed. Studies investigating dipole source localization accuracy using spherical or spheroidal head models have reported mean errors of 10--30 mm (Cohen et al. [@CR17]; Henderson and Butler [@CR33]; Weinberg et al. [@CR64]; Zhang and Jewett [@CR69]; Zhang et al. [@CR70]). These simple geometric models allow computationally efficient analytic solutions but lack proper representation of head shape and thus typically produce relatively poor results. Subject-specific head models built from magnetic resonance (MR) head images using the boundary element method (BEM) (Akalin Acar and Gencer [@CR1]), finite element method (FEM) (Gencer and Acar [@CR27]; Wolters et al. [@CR66]), or finite difference method (FDM) (Vanrumste et al. [@CR61]) volume conduction models allow more accurate calculation of scalp electrical (or magnetic) fields arising from cortical sources. Typically, subject-specific head models are constructed by segmentation and mesh generation of an individual subject MR head image.

Studies comparing source localization using SPHs and three-layer realistic BEM models observed a reduction in model-based error by 10--20 mm for simulated EEG (Buchner et al. [@CR14]; Crouzeix et al. [@CR18]; Cuffin [@CR19]; Kobayashi et al. [@CR38]; Roth et al. [@CR52]; Vatta et al. [@CR62]) and by 2.5--12 mm for simulated MEG source dipoles (Crouzeix et al. [@CR18]; Yvert et al. [@CR68]). Roth et al. ([@CR52]) reported a 20-mm improvement in average source localization accuracy in frontal and temporal lobes, with improvements of more than 40 mm in some cases. In another study, Buchner et al. ([@CR14]) performed a similar analysis for dipolar sources in the central sulcus region and reported an up to 7-mm improvement, mainly attributed to inadequate modeling of local head geometry by the spherical model. They pointed out that mislocalization was more prominent for deeper source locations estimated using a SPH. Yvert et al. ([@CR68]) and Crouzeix et al. ([@CR18]) reported localization differences induced by a SPH ranging from 2.5 mm in superior to 12 mm in inferior brain areas. The degree of complexity of the head model also affects the accuracy of forward and inverse problem solutions. Ramon et al. ([@CR51]) used FEM models to examine the effects of soft skull bone, cerebrospinal fluid (CSF) and gray matter on scalp potential distributions. Wendel et al. ([@CR65]) analyzed the effect of CSF on EEG sensitivity. These studies concluded that a multi-layer model including the CSF layer is required to obtain accurate inverse source localization estimates.

Another important consideration determining the accuracy of both forward and inverse problem solutions is correct modeling of head tissue conductivities, especially the conductivity ratio of the skull relative to brain and scalp. Experimental studies have reported consistent conductivity values for scalp, brain, and CSF tissues. However, huge variations in skull conductivity may arise from differences in measurement methods (Oostendorp et al. [@CR49]) as well as from normal variations in skull conductivity from person to person and through developmental changes throughout the life cycle (Hoekema et al. [@CR34]).

A few researchers have reported measurements of isolated skull conductivity values (while part of the skull was temporarily removed for clinical purposes) (Hoekema et al. [@CR34]; Oostendorp et al. [@CR49]), while other conductivity estimates have been obtained from EEG, MEG, or ECoG measurements (Baysal and Haueisen [@CR10]; Gutierrez et al. [@CR30]; Lai et al. [@CR39]; Lew et al. [@CR41]). Other methods used to estimate skull conductivity include current injection, magnetic field induction, and MR-based electrical impedance tomography (MREIT) (Ferree et al. [@CR24]; Gao et al. [@CR25]; Ulker Karbeyaz and Gencer [@CR58]). Reported brain-to-skull conductivity ratios have varied between 10:1 and 80:1. Van Uitert et al. ([@CR60]) studied how tissue conductivity estimation errors influence the MEG inverse problem. They found up to 6.2-mm localization differences when assumed skull conductivity was changed by only 10 % from its simulated ground-truth value. Dannhauer et al. ([@CR20]) have also shown effects on EEG source localization of local conductivity variations over the skull surface.

Another source of errors in solutions to EEG inverse problems is improper co-registration of the electrode positions, typically recorded using a 3-D digitizer, especially if head fiducial points are not digitized. Automatic co-registration of these relative locations to the head model may depend on the accuracy of an initial visual co-registration (Akalin Acar and Makeig [@CR2]). Khosla et al. ([@CR37]) investigated electrode mislocalizations of about 5° using SPHs and reported mean 8-mm localization errors.

The aim of this study was to use simulated source location and EEG scalp potential data to systematically explore the effects of forward modeling errors on solutions to simulated EEG inverse problems, and to present a more thorough analysis of forward modeling errors on EEG source localization. To do this, we generated several different head models for four adult participants: first realistic, subject-specific models constructed from subject MR head images, and then best-fitting spherical and four types of template-derived head models. EEG head modeling errors were examined assuming an individual MR head image was not available but the digitized electrode locations were available.

Next, for a rectangular 3-D grid of dipole locations inside the brain volume in the realistic head model of each of the four subjects, we computed simulated EEG scalp potential maps of projections to an array of 256 scalp electrode positions and then estimated the dipole source locations using the spherical and four template-based head models for each subject. This provided a 3-D estimate of source localization error introduced by inaccuracies in template-based forward head models used in inverse dipole source localization. We used the same methods to investigate the effects of white matter (WM) modeling, inaccuracy in electrode co-registration, reduction in sensor number, and errors in skull conductivity estimation. When examining the effects of skull conductivity misestimation, electrode co-registration errors, and addition of a WM layer to realistic head modeling, we assumed both the individual MR and the digitizer locations were available. Our aim was to better understand and document how different types of forward modeling errors affect the localization of EEG sources in different parts of the brain.

Head Models {#Sec2}
===========

Measured T1-weighted MR head images and 256-channel electrode montage positions from four adult subjects (two female, two male) were used to construct or adapt electrical head models. MR images were acquired using a 3-T GE scanner with 1-mm voxel resolution. Two of the subjects were European American, one was Turkish, and one was Korean. For each subject, six head models were constructed:*Subject*-*specific* (*realistic*) *reference head model* (*RLS*-*4*): A four-layer, \~20,000-node BEM model representing brain, CSF, skull, and scalp was generated from the T1-weighted whole-head MR image of each subject. To investigate how different types of forward modeling errors contribute to misestimation of source locations in different parts of the brain, we constructed the forward reference model sources without introducing additional measurement noise (which should also be present in actual EEG inverse problems).*Four*-*layer MNI head model* (*MNI*-*4*): A four-layer, 16,497-node template BEM model was generated from the Montreal Neurological Institute (MNI Colin27) template head model ([www.bic.mni.mcgill.ca/ServicesAtlases/Colin27](http://www.bic.mni.mcgill.ca/ServicesAtlases/Colin27)).*Three*-*layer MNI head model* (*MNI*-*3*): A three-layer, 12,498-node template BEM model representing brain, skull and scalp was generated from the MNI template head model.*Warped four*-*layer MNI head model* (*wMNI*-*4*): The four-layer template BEM model was warped to the measured subject electrode positions.*Warped three*-*layer MNI head model* (*wMNI*-*3*): A three-layer template BEM model warped to the 3-D electrode position measured from the subject.*Spherical head model* (*SPH*): A three-layer concentric spherical model was fit to the measured subject electrode positions. The radii of the inner layers were in proportion to the values given by Meijs et al. ([@CR46]) (65, 71 and 75 mm for brain, skull and scalp respectively).

The subject-specific reference head models were used to generate simulated EEG scalp potentials from the simulated current dipole sources. For all models, brain and scalp conductivities were assigned the value 0.33 S/m (Geddes and Baker [@CR26]). The value 1.79 S/m was used for CSF conductivity. This value has been shown to be reliable across subjects (Baumann et al. [@CR9]). The brain-to-skull conductivity ratio used in the models was 25:1 (Lai et al. [@CR39]). The locations of equivalent dipoles were then estimated using each of the other five models.

We used the NFT toolbox ([www.sccn.ucsd.edu/wiki/NFT](http://www.sccn.ucsd.edu/wiki/NFT)) (Akalin Acar and Makeig [@CR2]) to generate the head models as illustrated in Fig. [1](#Fig1){ref-type="fig"}. NFT allows users to generate realistic three- or four-layer head models from a T1-weighted 3-D MR head image. It can also build three- or four-layer template-based head models by warping the template MNI model to the recorded electrode positions. This allows users to obtain a head model closer to the subject's true head shape when the subject's MR image is not available. Warping procedure starts with an initial co-registration using three fiducial points: the nasion and left and right preauricular points. After this initial co-registration, 19 landmarks are located on both the head model and sensors. The landmarks on the MNI model are pre-calculated and saved. They are loaded with the MNI head mesh when warping starts. The corresponding landmarks on the sensors are calculated automatically. These landmarks are used to find the best-fitting warping parameters using a non-rigid thin plate spline method (Darvas et al. [@CR21]; Bookstein [@CR11]). All the surfaces and the source space are warped using the same warping parameters. This results in more realistic head models compared to mapping electrodes to a template mesh. Reverse warping parameters that warp the sensor coordinates to the template mesh are also computed. These parameters can be used to map source localization results to the original template head model (Akalin Acar and Makeig [@CR2]). Co-registration of electrode locations with fixed MNI models also starts with an initial co-registration and locating landmarks, then a rigid transformation is applied, and finally the electrode locations are projected on the MNI scalp surface.Fig. 1A realistic head model generated from a subject T1-weighted whole head MR image (*left*) and an MNI template model fit to the same (subject S1) head (*right*). The four shells of the BEM models (scalp, skull, CSF, and grey matter) are shown to the *right* of each model

Here we asked whether warping the model head shape to the measured electrode positions (wMNI) was more accurate than warping the measured electrode positions to the fixed template head model (MNI). Results of the head model warping for the four subjects with co-registered electrode locations are shown in Fig. [2](#Fig2){ref-type="fig"}. After warping, median sensor distance from the template model scalp mesh decreased by 3--7 mm. Figure [3](#Fig3){ref-type="fig"} shows scalp, skull, CSF and brain tissue boundaries for a four-layer MR-based realistic, a four-layer warped MNI, and a four-layer MNI head models plotted on a sagittal slice of subject S1.Fig. 2Registered (*upper row*) and head shape-warped (*middle row*) MNI template model scalp meshes plotted on the scalp surface of the reference head models with co-registered MNI electrode locations. Co-registered electrode locations with the subjects' scalp surfaces (*red dots*) and selected electrodes used in MNI and spherical head model source localization (*green circles*) are shown in the *lower row*Fig. 3Scalp, skull, CSF and brain tissue boundaries for **a** four-layer MR-based realistic, **b** four-layer warped MNI, and **c** four-layer MNI head models plotted on a sagittal slice of subject S1

EEG Head Modeling Errors {#Sec3}
========================

EEG head modeling errors were examined assuming an individual MR head image is not available but the digitized electrode locations are available. To assess localization errors for dipole sources located anywhere in the brain, the EEG scalp potential maps were simulated in the subject-specific reference head models (RLS-4) for a rectangular 3-D grid of dipole locations with 8-mm spacing through the cortical volume. To better understand the effect of source orientation on source localization, three orthogonal (*x*, *y*, *z* oriented) simulated dipoles were placed at each grid location. (Here *x* ran anterior to posterior, *y* left to right, and *z* bottom to top of the head). The resulting 3-D grid source spaces for the four subjects comprised 6,075--7,512 dipoles (at 2,025--2,504 grid locations). For each subject, the simulated scalp projections of each dipole source to the 256 scalp electrodes were then localized in the five template head models, using gradient descent seeded by the best-fitting location in the subject source-space grid. Note that simulations were performed without adding sensor (or other) noise. Therefore the localization errors presented in this section represent a best-case scenario with ideal signal-to-noise ratio (SNR).

In BEM modeling, as the dipoles get closer to a surface, numerical inaccuracy increases. Here, we set the minimum distance of a dipole to the brain surface to 2 mm. In previous studies we compared our BEM implementation accuracy using SPHs (Akalin Acar and Makeig [@CR2]; Akalin Acar and Gencer [@CR1]). Using a four layer spherical model with 61-, 65-, 71-, and 75-mm radii (Meijs et al. [@CR46]), all with 1,026 nodes per layer, we obtained a 1.7 % change in scalp map topographies even when the dipoles were located 1 mm away from the brain surface.

Error Graphics for One Subject {#Sec4}
------------------------------

We first present results for one subject (S1). Figure [4](#Fig4){ref-type="fig"} shows the equivalent dipole source localization error directions and magnitudes for the spherical (top row) and the four MNI-template based head models for this subject, computed from source dipole scalp projections simulated using the reference MR image-based four-layer forward head model. Localization errors for three sets of equivalent source dipoles oriented in the *x*, *y*, and *z* directions, respectively, were computed for 7,512 dipoles through the whole brain volume. Localization errors are shown for dipoles in one sagittal slice at *y* = 87 mm (4 mm from the central sulcus) (Fig. [5](#Fig5){ref-type="fig"}).Fig. 4Equivalent dipole source localization error directions (*arrows*) and magnitudes (*colors*) for spherical (*top row*) and four MNI-template based head models computed from source dipole scalp projections computed using a four-layer realistic subject MR image based BEM forward head model (subject S1 in Fig. [2](#Fig2){ref-type="fig"}). The forward and inverse models are indicated to the *left* of *each row* (*up arrow* forward model, *down arrow* inverse model). The source space was a regular Cartesian grid of single current dipole sources with 8-mm spacing filling the brain volume. The three *columns* show the errors for equivalent dipole sources that were oriented in *x*, *y*, and *z* directions, respectively (see *insets*). Note that, maximum error shown was 25 mm so as to use the same scaling for all the plots while retaining some contrast for the lower-error plots. Maximum localization errors were given in Table [3](#Tab3){ref-type="table"}Fig. 5Selected coronal and sagittal slices to show localization errors

In general, dipole localization errors were smaller than 30 mm for both the SPH and for the MNI models. Localization errors were largest in inferior brain where the spherical models diverged the most from the reference head models. The MNI-template head models captured overall head shape better. However, since the template MNI head does not model the whole head (below the nose), the MNI-template head models did not model current flow accurately in the base of the brain. Some of the inferior electrode positions located below the lower limit of the MNI-template model had to be omitted. This factor further increased localization errors for source dipoles located in the inferior portion of the MNI head models.

In the three-layer MNI head models, the CSF was combined with the cortical layer. Four-layer MNI-template head models (wMNI-4, MNI-4) improved source localization over three-layer models (wMNI-3, MNI-3) by up to 8 mm. Improvement was especially prominent here in frontal cortex. Localization differences of up to 10 mm were observed between the head model warped and electrode position-warped (MNI) models. Because of differences in head shape, details of these differences varied across subjects.

To assess localization errors for dipole sources with varying orientations, we simulated EEG scalp potential maps for dipoles with 18 regularly distributed directions on a sphere using the realistic BEM head model for subject S1. To avoid increasing the number of dipoles tested by a factor of six, we increased the grid spacing to 16 mm and decreased the number of dipole locations to 314. We selected the 18 dipole orientations by dividing each face of an octahedron into four. As the errors were the same for opposite dipole directions, the effective total number of dipole orientations was nine. We used the four-layer subject-specific realistic BEM model as the reference model, and a four-layer warped MNI model to reconstruct the sources. Localization errors were slightly smaller for some radially oriented dipoles than for dipoles oriented in the three Cartesian directions (especially x-directed dipoles).

To obtain a more quantitative analysis, we found the dipole direction with maximum localization error for each grid location. While at 114 of the 314 voxels, x-directed dipoles were localized with largest localization error, this was true for radial dipoles at fewer than 23 voxels. Table [1](#Tab1){ref-type="table"} gives the number of voxels with maximum localization error for each direction. Also Fig. [6](#Fig6){ref-type="fig"} shows maximal direction errors for voxels in a sagittal and a coronal slice of the brain.Table 1Median error and number of dipole locations with maximum localization errors for nine different dipole orientationspxpypzMedian error (mm)Number of voxels1009.11140107.6200017.058−0.70710.707108.245−0.7071−0.707108.225−0.50.50.70717.823−0.5−0.50.70717.9140.5−0.50.70716.070.50.50.70715.98Columns px, py, and pz represent dipole coordinates in *x*, *y*, and *z* directionsFig. 6Sagittal and coronal slice dipole-error maps showing, for each slice-transversed voxel, the dipole direction with the largest localization error

Results Across Four Subjects {#Sec5}
----------------------------

The analysis described in the previous section was repeated for three more subjects with different head shapes (Fig. [2](#Fig2){ref-type="fig"}). Figure [7](#Fig7){ref-type="fig"} shows magnitude-sorted localization error distributions for the four subjects (S1--S4). In general, four-layer head-shape warped MNI-template head models gave source location estimates closest to the simulated source locations in the MR-based reference head models. For some subjects (S2 and S4) spherical models produced the largest localization errors, however for other subjects (S1 and S3) the localization errors obtained by using a spherical model were comparable to the MNI template models. For the four-layer warped MNI models, half of the dipole location estimates had errors smaller than 4.1--7.8 mm (depending on subject).Fig. 7Magnitude-sorted localization error distributions in four subjects (S1--S4) for source localization performed using spherical (*blue*) or MNI template-based head models, each showing best localization performance for the 4-layer electrode position-warped MNI template head model (WMNI-4)

Figure [8](#Fig8){ref-type="fig"} shows, for each of the four subjects (S1--S4), the histogram of percent residual variance (PRV) over the dipoles in the source space. The PRV measures the residual field in the scalp projections of the simulated dipoles not accounted for by the projections of the source estimates. The histogram is normalized to show the percentage of the dipoles that has the corresponding PRV. Although, all of the head model estimates gave similarly low (\~1 %) residual variances, the warped four-layer MNI models (green) produced the least PRV.Fig. 8*Histograms* of percent residual scalp map variance for source estimates based on spherical or MNI-based head models for the four subjects (S1--S4), each showing best fits for the 4-layer electrode position-warped MNI template head model (WMNI-4) and poorest fits for the spherical head model (SPH)

Next, we co-registered the other three subjects MR images to the MR image of subject S1 using FreeSurfer volume registration ([www.surfer.nmr.mgh.harvard.edu](http://www.surfer.nmr.mgh.harvard.edu)). Localization error magnitude and orientation maps were interpolated to a 1-mm 3-D grid of source locations from the 8-mm spaced source location grids. These error maps were then transformed to the S1 coordinate system to obtain mean error maps across the four subjects using the same volume registration for the source space. As the subject head shapes were quite different, in some brain regions the co-registered error directions differed, thus partly cancelling each other in the mean error images. Figure [9](#Fig9){ref-type="fig"} shows the mean dipole source localization error directions (arrows) and magnitudes (colors), and Table [2](#Tab2){ref-type="table"} the median localization error magnitudes (in mm).Fig. 9Mean dipole source localization error directions (*arrows*) and magnitudes (*colors*) for four subjects using spherical and MNI template-based head models to localize equivalent dipole sources simulated in a subject-specific four-layer realistic BEM head model. Other details as in Fig. [3](#Fig3){ref-type="fig"}Table 2Median dipole source localization error magnitudes (in mm) for four subjects (plus the mean model) when the inverse problem is solved using spherical and MNI head models adapted to the subject head shapeSPHMNI-3wMNI-3MNI-4wMNI-4S19.510.59.09.37.8S26.65.55.34.34.1S37.010.38.010.06.2S47.87.66.17.35.1Mean8.47.66.57.05.4

Effect of WM Modeling {#Sec6}
=====================

Next, we explored the effects of adding a fifth WM layer to one of the reference head models (S1). Several studies have investigated the effects of the anisotropy of WM conductivity (Gullmar et al. [@CR28]; Hallez et al. [@CR31]; Ramon et al. [@CR51]; Wolters et al. [@CR67]). Here, we show equivalent dipole source localization results for sources through the brain volume, but using BEM models that cannot take into account tissue anisotropy.

To add a WM layer in our BEM model, we used the FreeSurfer WM segmentation (Fig. [10](#Fig10){ref-type="fig"}, left). We then generated a WM mesh using a FreeSurfer tool by decimating the surface to 10,240 faces (Fig. [10](#Fig10){ref-type="fig"}, right). Here, we used 0.14 S/m as isotropic WM conductivity (Gullmar et al. [@CR28]). EEG current dipole source scalp potential maps were then simulated in this five-layer reference head model. Finally, dipole source localization was performed using the four-layer reference model and the four-layer warped MNI head model for this subject.Fig. 10High-resolution white matter segmentation obtained using FreeSurfer (*left*), and the decimated BEM white matter mesh (*right*) consisting of 10,240 triangular faces

Source localization errors produced by the four-layer reference model, ignoring the WM layer, were largest for z-directed dipoles located just below the WM (median error, 2.8 mm; maximum, 18.6 mm). Localization changes for dipole sources above (or within) the WM region were relatively low (Fig. [11](#Fig11){ref-type="fig"}, top row). The four-layer head-shape warped MNI model (Fig. [11](#Fig11){ref-type="fig"}, bottom row), gave localization error distributions similar to those obtained using the four-layer reference model (Fig. [4](#Fig4){ref-type="fig"}, bottom row).Fig. 11Equivalent dipole source localization error directions (*arrows*) and magnitudes (*colors*) relative to simulated dipole projections using a four-layer reference head model (S1) for EEG data simulated using a five-layer BEM head model including a white matter layer. The white matter boundary in the five-layer model is outlined in *white*. Other details as in Fig. [3](#Fig3){ref-type="fig"}

Co-registration Errors {#Sec7}
======================

When it is not feasible to use MR-visible capsules during MR imaging to allow skin landmark-based co-registration of the measured EEG electrode positions to the MR-derived head model, co-registration of electrode positions may depend on an initial visual co-registration. Electrode position measurement in NFT (Akalin Acar and Makeig [@CR2]) consists of two steps. First, a manual co-registration is accomplished using the subject's head model scalp mesh and digitized electrode positions. This is followed by an automatic co-registration step to find six translation and rotation parameters that minimize the total squared distance between the sensors and the model scalp surface. This process is valid whether fiducial locations are digitized or not. While use of fiducials minimizes co-registration errors, some laboratories do not measure fiducial locations. In these cases the co-registration may depend on an initial visual co-registration. Here, we may expect some tilt in the co-registered electrode positions, especially backwards or forward. Thus, we calculated equivalent dipole source localization error directions and magnitudes for one four-layer reference BEM head model (S1) when the co-registered electrode montage was mistakenly tilted 5° backwards or 5° to the left (Fig. [12](#Fig12){ref-type="fig"}). Even though random electrode displacements have been reported to not have much effect on EEG source localization (Wang and Gotman [@CR63]), here when we shifted the simulated electrode positions in one direction we observed up to 12-mm localization errors that were largest for superficial dipoles closest to the electrode positions.Fig. 12Equivalent dipole source localization error directions (*arrows*) and magnitudes (*colors*) in a four-layer reference BEM head model when the co-registered scalp electrode positions were tilted 5° backwards (*top row*), or 5° to the left (*bottom row*) before dipole localization. *White arrows* in the *left most panels* show the approximate size of the simulated co-registration error. Other details as in Fig. [3](#Fig3){ref-type="fig"}

Conductivity Estimation Errors {#Sec8}
==============================

Next, we present simulation results on the effects of using incorrect skull conductivity values on equivalent dipole source localization. In the 1970s and 1980s, the adult brain-to-skull conductivity ratio was reported to be near 80:1 (Cohen and Cuffin [@CR16]; Rush and Driscoll [@CR53]), a value still commonly used for EEG source localization. However, more recent studies have found this ratio to be lower, as low as 15:1 (Oostendorp et al. [@CR49]). For example, a 2005 study on adult epilepsy patients undergoing pre-surgical evaluation using simultaneous intra-cranial and scalp EEG recordings estimated average brain-to-skull conductivity ratio as 25:1 (Lai et al. [@CR39]).

Here, we used the four-layer reference BEM model for subject S1 and set the forward-model (ground truth) brain-to-skull conductivity ratio to 25:1. We then solved the inverse source localization problem using the same head model incorporating the assumed (and still commonly used) value of 80:1. This produced large equivalent dipole localization errors of up to 31 mm (Fig. [13](#Fig13){ref-type="fig"}, top row). When we used the four-layer head-shape warped MNI template model to solve the inverse problem (Fig. [13](#Fig13){ref-type="fig"}, middle row) the errors were still larger and more evenly distributed across the cortical region (cf. Fig. [4](#Fig4){ref-type="fig"}, bottom row). The estimated positions of the simulated dipoles generally moved towards the scalp surface. Conversely, when the brain-to-skull conductivity ratio was mis-estimated as 15:1 instead of 25:1 (Fig. [13](#Fig13){ref-type="fig"}, bottom row), the estimated dipole locations moved towards the center of the brain, with error magnitudes up to 13 mm. Thus, correct modeling of skull conductivity is an important factor for EEG source localization, quite possibly outweighing the choice of head model.Fig. 13Equivalent dipole source localization error directions (*arrows*) and magnitudes (*colors*) for model dipoles in a four-layer realistic BEM head model when the brain-to-skull conductivity ratio was mis-estimated as 80:1 (*top row*) or as 15:1 (*bottom row*) instead of the simulated forward-model value (25:1). The *middle row* shows errors when source localization was performed using a warped four-layer MNI head model and the forward model brain-to-skull ratio was again mis-estimated as 80:1. Note that, maximum error shown was 20 mm for *top* and *bottom rows* so as to use the same scaling while retaining some contrast for the lower-error plots. Maximum localization errors were given in Table [3](#Tab3){ref-type="table"}. Other details as in Fig. [3](#Fig3){ref-type="fig"}

Electrode Number Based Errors {#Sec9}
=============================

Another factor affecting the accuracy of EEG source localization is the number of recorded scalp sensors. When using the same model for forward and inverse problem solutions in (noise-free) simulations, varying the number and positioning of the electrodes did not produce appreciable changes in source location estimates. Here, we simulated the EEG scalp projections using the four-layer reference head model for subject S1 with 256 electrodes (Biosemi, Amsterdam). Using the same model would be 'cheating' ('inverse crime' (Kaipio and Somersalo [@CR36])), so we performed equivalent dipole estimation using the (next-best) four-layer head-shape warped MNI model but with smaller numbers of electrodes (192, 128, 64, 32, and 16) with positions fairly evenly distributed over the scalp surface.

Sometimes, scalp electrodes cannot be placed uniformly on the scalp surface (Gunduz et al. [@CR29]). Thus, we also tested localization using 32 and 16 electrodes covering only the right hemisphere. Figure [14](#Fig14){ref-type="fig"} shows the 256 electrode positions on the reference model scalp surface, the electrode montages for the wMNI models with smaller numbers of electrodes, and 32- and 16-electrode montages over the right hemisphere only (R32 & R16). Figure [15](#Fig15){ref-type="fig"} shows the error magnitude and direction estimates for a four-layer head-shape warped MNI head model using 192 electrodes (from Fig. [4](#Fig4){ref-type="fig"}) and the additional errors introduced by using only 16 uniformly distributed electrodes or using 16 electrodes covering only right side of the head. Figure [16](#Fig16){ref-type="fig"} shows magnitude-sorted localization error distributions. Localization errors did not change for 192 or 128 electrodes, but larger source localization errors occurred when the number of electrodes was 64 or less. The maximum and average changes in localization error were 6.3 and 0.6 mm when 64 electrodes were used instead of 192 electrodes, 7.8 and 1.3 mm when 32 electrodes were used, and 8.4 and 2.7 mm when only 16 electrodes were used. Note that, in Fig. [15](#Fig15){ref-type="fig"}, maximum error shown was 25 mm so as to use the same scaling for all the plots while retaining some contrast for the lower-error plots. Maximum localization errors were 62 mm for the R16, and 32 mm for the 16 electrode montages (Table [3](#Tab3){ref-type="table"}). These results are consistent with those reported in (Michel et al. [@CR47]; Mosher et al. [@CR48]).Fig. 14**a** 256 sensor locations on the S1 reference head model. **b**--**f** 192, 128, 64, 32, and 16 distributed sensor locations on the S1 head shape-warped (wMNI-4) template model. **g**--**h** 32 and 16 sensor locations placed only on the *right side* of the template modelFig. 15*Top-row* equivalent dipole source localization error directions (*arrows*) and magnitudes (*colors*) for a head shape-warped four-layer MNI head model using 192 electrodes (from Fig. [3](#Fig3){ref-type="fig"}). The *lowerthreerows* show additional errors introduced by using only 16 uniformly distributed electrodes (subscript 16, *second row*), or using 16 electrodes covering only right side of the head (subscript R16, *bottom rows*)Fig. 16Magnitude-sorted localization error distributions (subject S1) for source localizations performed using the sensor distributions shown in Fig. [14](#Fig14){ref-type="fig"}**c**--**h** and the wMNI-4 template head modelTable 3Average and maximum source localization errors for different sources of forward modeling errors in different brain regionsCortical areasHead modelConductivity ratio (assumed)Co-registration\# of sensorsCoverageSPHWarped MNI 4-layer5-Layer model (with w.m.)80:115:15° Back5° Left16 (balanced)16 (imbalanced)RightLeftUpper Frontal Mean7.75.12.210.64.46.64.97.18.515.9 Max20.914.013.419.17.412.08.320.416.437.8Lower frontal Mean10.28.03.112.15.16.33.78.810.815.8 Max24.215.013.528.59.412.27.417.621.750.4Temporal Mean12.39.44.112.85.62.85.011.77.412.8 Max27.920.016.229.912.57.19.423.123.762.4Parietal Mean10.310.13.612.95.46.22.613.211.618.0 Max20.315.011.719.48.09.18.326.618.233.8Occipital Mean10.66.12.511.44.55.24.48.611.124.2 Max18.716.915.021.78.211.76.432.017.823.7Sub-cort. cerebellum Mean10.211.24.213.55.13.93.312.214.420.5 Max27.027.018.631.813.08.97.129.336.154.9Total Mean10.28.43.412.25.04.94.110.310.818.2 Max27.927.018.631.813.012.29.432.036.162.4

The scalp coverage of the electrode montage plays an important role as well. We obtained larger localization errors using 32 electrodes placed only on the right side of the head than using only 16 more uniformly distributed electrodes. When the electrodes were placed only on the right side of the head, the localization errors were largest for dipoles in the left side of the brain.

Comparison of Forward Modeling Errors {#Sec10}
=====================================

To give an overall quantitative understanding of forward modeling errors, we segmented several cortical regions (Fig. [17](#Fig17){ref-type="fig"}) using FreeSurfer and present average and maximum equivalent dipole localization errors for different forward models in Table [3](#Tab3){ref-type="table"}. Sub-cortical and cerebellar voxels are also grouped into one class. Modeling errors were higher in areas where head model geometry differed most from the actual geometry of the head. The localization errors observed when the assumed skull conductivity ratio was highly inaccurate (80:1 instead of 25:1) were comparable to the relatively large modeling errors arising from use of a spherical model. Sub-cortical and cerebellar regions were less affected by sensor registration errors. Smallest template model errors were obtained using a four-layer warped MNI model with 64 or more near-uniformly distributed sensors. It should be remembered, however, that all our estimates here assume that the source being estimated has a valid single equivalent-dipole model (e.g., represents the projection to the scalp of local field activity wholly or partially synchronous across a single cortical patch), and that the scalp map representing its projection has been captured with ideal SNR.Fig. 17Cortical regions of subject S1 brain. Segmentation obtained using FreeSurfer

Computational Complexity {#Sec11}
========================

Table [4](#Tab4){ref-type="table"} shows the computation times and memory size of the forward model matrices for a realistic BEM head model with 20,000 vertices, run on a 3.2-GHz 64-bit Intel Xeon CPU. We used the Isolated Problem Approach, which requires computation of three BEM matrices (Akalin Acar and Makeig [@CR2]; Akalin Acar and Gencer [@CR1]). While the BEM matrix generation is resource intensive it is possible to reduce the computation times by parallelization (Ataseven et al. [@CR6]).Table 4Computational complexity for a realistic model with 20,000 verticesComputational complexity (min)MemoryGeneration of BEM matrices1074.5 GB + 1.9 GB + 1.1 GBCalculation of the transfer matrix9.3124.1 MBCalculation of the lead field matrix4714.4 MB

Conclusion and Discussion {#Sec12}
=========================

Here, we investigated effects of several common forward modeling errors on EEG source localization using simulation studies. We simulated errors in head model geometry, skull conductivity estimation, electrode co-registration, WM modeling, and insufficient channel density. EEG scalp potential maps were simulated for a regular 3-D grid of 6,075--7,512 current dipoles located throughout the brain volume projecting in three orthogonal directions. Simulated EEG scalp maps were generated using subject-specific four- or five-layer BEM reference models generated from subject MR head images. To examine head modeling errors, source localization was performed using spherical and four types of MNI template-based head models. Since the model errors depend in part on the subject's head geometry, we repeated these simulations for four different subjects with relatively different head geometries. The simulations are free of sensor noise and influence of other brain or non-brain EEG activity. Therefore, they represent an ideal case; in practice, sensor noise and interference from other source activities may be expected to increase localization errors, particularly for deeper dipoles.

MNI Template Head Model Errors {#Sec13}
------------------------------

Though localization accuracy using different head models varied across subjects, four-layer actual head-shape warped MNI models produced dipole locations closest to their locations in the reference head models, with median localization errors of about 5 mm. Since the MNI head template does not extend below the brain itself, inverse models based on this template are still not optimal. The truncation of the head model below the brain resulted in increased localization errors for sources located near the bottom of the head model. The results are in agreement with previous research indicating that such errors would be smaller if the head model were extended below the brain (Bruno et al. [@CR13]; Lanfer et al. [@CR40]). Better results may be obtained using a template model that represents the whole head (Valdes-Hernandez et al. [@CR59]). We conclude that when collection of MR head images for each EEG subject is not possible, using some other method to estimate subject head shape is desirable---e.g., 3-D electrode position measurement, for which a more reliable method may be to use photogrammetric methods (Russell et al. [@CR54]) for which solutions based on sequential photographs of the (stationary) subject head are now becoming more widely available (see for example, [www.123dapp.com/catch](http://www.123dapp.com/catch)).

SPH Errors {#Sec14}
----------

Localization errors obtained using SPHs were comparable with localization errors obtained with MNI models in two subjects and were larger for the other two subjects. In general, the distribution of the errors was also similar with the MNI head models, however the errors were larger in the occipital region. We used the same electrodes as in the MNI models (Fig. [2](#Fig2){ref-type="fig"}, bottom row---green circles) co-registered to the spherical models. When we used all the electrodes in the realistic models (including those positions in Fig. [2](#Fig2){ref-type="fig"} shown using red dots), since the cheek and neck electrode positions were not near their positions in the best-fitting SPHs we obtained higher localization errors (up to 40 mm, 12.4-mm mean). Thus, when SPHs are used for source localization, any cheek and neck electrodes should be omitted for better source localization. We also performed simulations using four-layer SPHs for all four subjects and compared the error magnitudes and distributions with those obtained by using three-layer SPHs. Localization errors obtained using three- and four-layer SPHs were very similar---the average localization error differed by only 1--2 mm, and the error distributions were the same.

WM layer {#Sec15}
--------

We also examined the effects of introducing a fifth WM layer into the reference BEM models and observed a movement of up to 18.6 mm for vertically-oriented basal dipoles located beneath the superior cortex WM region. Change in estimated dipole locations for superior dipole locations was relatively small (median change, 3.4 mm).

Electrode Co-registration Error {#Sec16}
-------------------------------

To examine the effects of electrode co-registration errors on EEG source localization, we shifted the electrode positions by 5° in one direction, as might occur during visual co-registration of the set of relative electrode positions obtained using a 3-D digitizer. This shifted each electrode position by 6--7 mm and produced source localization errors of up to 12 mm for superficial sources, with median localization errors of 4--5 mm.

Skull Conductivity Error {#Sec17}
------------------------

Misestimation of skull conductivity is an important source of error in forward problem solutions. To test the effects of incorrect skull conductivity, we solved the inverse problem using assumed brain-to-skull conductivity ratios (80:1 and 15:1) differing from the simulated 'ground-truth' value (25:1) used in the forward projections. Using inaccurate estimates of skull conductivity produced large localization errors, for 80:1 up to 31 mm for dipoles close to the skull with a median 12-mm localization error; and still appreciable (13-mm, maximum; 5-mm, median) localization errors for 15:1. When instead we solved the inverse problem with a four-layer electrode-positions warped MNI template model, the errors were more evenly distributed across the cortical region. The source estimates were closer to the skull surface when the too-high (80:1) brain-to-skull ratio (i.e., a too-low skull conductivity value) was assumed, while using a ratio (15:1) lower than the simulated ground-truth value produced deeper source estimates. These observations are aligned with the view that conductivity boundaries act as layers of secondary sources (Gencer and Acar [@CR27]). EEG scalp maps sum the projections of the source dipole as well as its secondary sources at the brain-skull interface. When the inverse problem is solved assuming too low a skull conductivity, the located source moves towards the skull to compensate for the reduced magnitude of the secondary sources.

Current Limitations {#Sec18}
-------------------

The RLS-4 and RLS-5 head models used as the reference models in this study include a detailed, subject-specific geometry of the whole head and include all major tissue types. However, there are still some limitations and approximations in these models:

### Lack of Anisotropy {#Sec19}

Because we used BEM models, skull and WM conductivities were simplified to use isotropic conductivity values. Effects on source localization of WM anisotropy have been investigated in (Haueisen et al. [@CR32]; Wolters et al. [@CR67]; Gullmar et al. [@CR28]) and of skull anisotropy in (Marin et al. [@CR45]; Chauveau et al. [@CR15]). However, recent studies have shown that skull was originally assumed to be anisotropic because of its layered structure (Sadleir and Argibay [@CR55]; Dannhauer et al. [@CR20]). Instead of modeling the poorly conducting compacta and better conducting spongiosa layers separately using high-resolution meshes, the skull layer was approximated using large surface elements with anisotropic conductivity. A future study might compare effects of modeling skull inhomogeneity by modeling the compacta and spongiosa layers with an isotropic homogeneous and anisotropic homogeneous skull models. However, this approach would be computationally expensive, as when meshes are closer to each other higher-resolution meshes are required. An alternative approach to modeling thin skull layers and anisotropy is to use FEM models.

### Simplifications in Segmentation for BEM Models {#Sec20}

Our models used 4 or 5 tissue layers. A few studies have modeled as many as 11 or 12 different head tissues (Ramon et al. [@CR51]) even including blood vessels (Fiederer et al. [@CR5]). Here, sinuses were not modeled (Akalin Acar and Makeig [@CR2]). Traditional BEM implementations approximate tissue boundaries by closed surfaces and model the head using concentric, non-intersecting set of layers such as scalp, skull, CSF, brain and WM. Though this approximation is not quite anatomically correct, it is widely used in BEM head modeling. The BEM implementation first described in (Akalin Acar and Gencer [@CR1]) is unique in the sense that it models tissue boundaries as surfaces that are created and combined in a way that allows modeling the eyes, any holes in the skull, and other large "intersecting" tissue boundaries. Although our BEM formulation allows for intersecting tissue boundaries, an automatic mesh generation to create these intersecting tissues is not yet possible with NFT. Therefore, for simplicity, we created non-intersecting layers for tissue boundaries.

### Effects of Noise {#Sec21}

The simulations performed in this paper did not include noise. In the presence of noise, it may be expected that localization errors should increase, particularly for deep sources.

### Single Dipole Search {#Sec22}

While the single-dipole-search algorithm used in this work provides good results, it does not guarantee perfect convergence to the global minimum. Unfortunately, inverse algorithms that provide this guarantee were too expensive to use for the large number of source localizations performed for this paper.

In conclusion, several factors affect the accuracy of EEG inverse problem solutions. When template models are used for source localization, errors are higher in brain regions in which the model most deviates from the subject's head geometry. Use of subject-specific MR-derived head models should therefore be preferred whenever possible. Of the template models we tested, a four-layer template head model warped to measured 3-D sensor locations on the subject scalp surface gave the best results. Our results also show that using correct conductivity values is at least as important as using the correct head geometry to solve the EEG inverse problem. For example, locating frontal lobe sources using a head-shape warped four-layer MNI template model introduced a mean 5.1-mm localization error, and tilting the co-registered electrode montage by five degrees produced an additional 6.6-mm mean error. However, conductivity misestimation (when 80:1 is used instead of 25:1) produced a mean 10.6-mm error. Estimating the head tissue conductivities during source localization is therefore an important area of research.

While using subject MR-image based FEM or FDM head models incorporating diffusion-weighted imaging (DWI) based estimates of directional WM anisotropy may produce still more accurate EEG source localization (Wolters et al. [@CR66]), individualized MR-based images are not available for many EEG studies. It may be possible to achieve a desirable (≪1 cm) level of accuracy in many new and existing EEG-based functional cortical imaging studies by: (1) Using a model that accurately represents head geometry and electrode placement, (2) estimating skull conductance from the data (Huang et al. [@CR35]; Lew et al. [@CR41]), and (3) finding equivalent dipole source locations accounting for synchronous activity within relatively small, compact cortical patches (Akalin Acar et al. [@CR4])---such as those derived by ICA decomposition of high-density data (Delorme et al. [@CR23]). In particular, this level of accuracy should allow useful comparison of data source locations across EEG and blood oxygenation level-dependent (BOLD) studies.
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