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ABSTRACT
We study the destruction of interstellar dust via sputtering in supernova (SN) shocks
using three-dimensional hydrodynamical simulations. With a novel numerical frame-
work, we follow both sputtering and dust dynamics governed by direct collisions,
plasma drag and betatron acceleration. Grain-grain collisions are not included and the
grain-size distribution is assumed to be fixed. The amount of dust destroyed per SN
is quantified for a broad range of ambient densities and fitting formulae are provided.
Integrated over the grain-size distribution, nonthermal (inertial) sputtering dominates
over thermal sputtering for typical ambient densities. We present the first simula-
tions that explicitly follow dust sputtering within a turbulent multiphase interstellar
medium. We find that the dust destruction timescales τ are 0.35 Gyr for silicate dust
and 0.44 Gyr for carbon dust in solar neighborhood conditions. The SN environment
has an important impact on τ . SNe that occur in preexisting bubbles destroy less dust
as the destruction is limited by the amount of dust in the shocked gas. This makes τ
about 2.5 times longer than the estimate based on results from a single SN explosion.
We investigate the evolution of the dust-to-gas mass ratio (DGR), and find that a
spatial inhomogeneity of ∼ 14% develops for scales below 10 pc. It locally correlates
positively with gas density but negatively with gas temperature even in the exterior
of the bubbles due to incomplete gas mixing. This leads to a ∼ 30% lower DGR in the
volume filling warm gas compared to that in the dense clouds.
Key words: ISM: dust - methods: numerical - Galaxy: solar neighbourhood
1 INTRODUCTION
Interstellar dust is an important component of galaxies (for
a recent review, see Galliano, Galametz & Jones 2018 and
references therein). It interacts with stellar radiation via the
photoelectric effect, providing an important heating mech-
anism in the interstellar medium (ISM). Its surface serves
as a site for the formation of molecular hydrogen (often the
most efficient channel), and is a catalyst for the formation
of many other molecules. Observationally, dust absorbs op-
tical through UV radiation and re-emits it in the IR, thereby
modifying the spectral energy distribution (SED) of galaxies
substantially.
Despite its well-recognized importance, dust has not
received enough attention in most galaxy formation simu-
lations, where it is either neglected completely or simply
assumed to linearly scale with metals. This is known to be
an oversimplification, which breaks down most severely in
? chu@flatironinstitute.org
low metallicity galaxies (Rémy-Ruyer et al. 2014). Very re-
cently, a few large-scale hydrodynamical simulations (Bekki
2013, 2015; McKinnon et al. 2017, 2018; Aoyama et al.
2018) as well as semi-analytic models (Popping, Somerville
& Galametz 2017) have started to incorporate dust evolution
models. However, these large scale simulations rely heavily
on sub-grid models as they lack the required resolution to
model the small-scale grain physics. Consequently, these re-
sults are subject to uncertain free parameters and the de-
generacies they entail. Our goal in this work is to directly
follow the grain physics with high resolution hydrodynami-
cal simulations, focusing on the destruction processes.
Supernova (SN) shocks are the primary source of dust
destruction in the ISM. The SN blastwaves accelerate and
heat up the gas, leading to efficient collisions between dust
and gas, returning the grain material to the gas phase as
metals. This process, known as sputtering, has been stud-
ied extensively in the literature (Cowie 1978; Shull 1978;
Draine & Salpeter 1979; McKee et al. 1987; McKee 1989;
Jones et al. 1994; Jones, Tielens & Hollenbach 1996; Boc-
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chio, Jones & Slavin 2014). However, most of the previous
studies assumed a steady-state shock model, whose applica-
bility to realistic time-dependent shocks is uncertain. Slavin,
Dwek & Jones (2015) (hereafter SDJ15) took an important
step forward: they conducted a one-dimensional (1D) hydro-
dynamical simulation of a SN explosion, assuming spherical
symmetry, and then fed the history of the gas into the dust
destruction code previously used in Jones, Tielens & Hol-
lenbach (1996). This allowed them to study dust destruc-
tion in a time-dependent supernova remnant (SNR). How-
ever, when quantifying the dust destruction timescales, the
limitations of their 1D simulations forced them to make sev-
eral assumptions about the structure of the multiphase ISM,
which is intrinsically three dimensional (3D).
In this work, we develop and implement a novel nu-
merical framework in a 3D hydrodynamical code, allowing
us to explicitly simulate the small-scale physics of grain de-
struction in SN shocks without resorting to sub-grid models.
This is a first step towards a complete ab initio dust evo-
lution model that includes both creation and destruction
processes. We adopt a one-fluid approach for dust and fol-
low the dust dynamics that is controlled by direct collisions,
plasma drag and betatron acceleration. The dust mass and
the relative velocity between dust and gas are integrated
in time based on a subcycling technique, which can be by-
passed when appropriate for the sake of computational effi-
ciency. We first apply our methods to an idealized problem
where a single SN occurs in a uniform medium and quantify
the amount of dust destroyed per SN. We then move on to
a more manifestly 3D problem: a multiphase turbulent ISM
driven by stochastically injected SNe, which resembles solar-
neighborhood conditions. We quantify the dust destruction
timescale and the spatial inhomogeneity of the dust-to-gas
mass ratio (DGR) in the multiphase ISM.
This paper is organized as follows: In Section 2, we
present our numerical framework and then validate our im-
plementation by comparing against analytic solutions. In
Section 3 and 4, we present our results for dust destruction
in single SN exploding in a uniform medium, and multiple
SN in a multiphase turbulent ISM, respectively. We discuss
our results in Section 5 and summarize our work in Section
6.
2 NUMERICAL METHOD
2.1 Hydrodynamics and radiative cooling
For hydrodynamics, we use the public version of the Gizmo
code (Hopkins 2015), a multi-method solver based on the
meshless Godunov method (Gaburov & Nitadori 2011) and
built on the TreeSPH code Gadget-3 (Springel 2005).
We adopt the meshless finite-mass (MFM) solver (Hopkins
2015) which is a Lagrangian method (i.e. no mass fluxes
between particles). For radiative cooling, we use the public
Grackle chemistry and cooling library (Smith et al. 2017)1.
We adopt the assumption of cooling in ionization equilib-
rium under a far-UV interstellar radiation field (ISRF) back-
ground with a heating rate of 5 × 10−26G0 erg s−1, where
G0 is a dimensionless parameter and we set G0 = 1, i.e., the
1 https://grackle.readthedocs.io/
“Habing field” (Habing 1968). We do not include the mag-
netic fields which can provide an extra pressure support.
The gas has a metallicity of Z = 0.02 (i.e. solar metallicity)
which is constant both spatially and temporally2.
2.2 Dust model
We assume that a dust grain is a spherical particle with an
internal grain density ρgr = 3 g/cm3 and grain size (radius)
a. We follow two different dust species: carbonaceous dust
and silicate dust, which have different erosion rates (see Sec.
2.3).
2.2.1 One-fluid approach
We adopt a one-fluid approach where the dust is spatially
coupled with the gas. This is a good approximation for our
purpose as dust is usually charged and therefore gyrates
around the magnetic fields in the ISM with a Larmor radius
rL =
mgrvrel
ZgreB
≈ 8.5× 10−3pc Z−1gr
( a
0.1µm
)3( vrel
km/s
)( B
3µG
)−1
(1)
where mgr = (4pi/3)a3ρgr is the grain mass, Zgr is the grain
charge, vrel is the relative velocity (magnitude) between dust
and gas, and B is the magnetic field strength. Therefore,
the dust is spatially coupled with the magnetic fields and
therefore the gas on scales much smaller than the structure
of the SN shocks (∼ 1 pc), justifying our assumption. It
should be noted that for micron-size grains (a & 1µm), the
Larmor radius can be comparable to or even larger than the
scale of the shock structure, and can therefore escape the
magnetic fields and decouple from the gas (Slavin, Jones &
Tielens 2004).
2.3 Dust sputtering
In our one-fluid approach, each gas particle/parcel has an
associated dust mass denoted as mdust. Given a grain size
a, the number of grains is then Ngr = mdust/mgr. The sput-
tering rate can be expressed as
dmdust
dt
= Ngr
dmgr
dt
= 3Ngrmgr
a˙
a
=
3nHmdust
a
Ytot, (2)
where nH is the hydrogen number density of gas and Ytot ≡
a˙/nH is the “erosion rates”. Note that Ngr is unaffected by
sputtering. Ytot is the summation of the thermal erosion
rates Yth (a function of gas temperature T ) and the non-
thermal (inertial) erosion rates Ynth (a function of vrel). We
make a polynomial fit to the erosion rates assuming 10−4
solar metallicity from Nozawa, Kozasa & Habe (2006) (their
Fig. 2), adopting their yields of MgSiO4 for the silicate dust
and C for the carbon dust. The fitted polynomials can be
expressed as y =
∑5
i=0 aix
i, where x ≡ log10(T/K) for ther-
mal sputtering (and x ≡ log10(vrel/km s−1) for nonthermal
2 In fact, the gas-phase metallicity will increase as the dust grains
get sputtered and this will in turn change the cooling rates. This
effect is not included in this paper and is an interesting subject
we plan to study in future work.
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Figure 1. The adopted erosion rates for silicate (dashed line) and
carbonaceous (solid line) dust assuming 10−4 solar metallicity
from Nozawa, Kozasa & Habe (2006). Top: thermal sputtering as
a function of gas temperature (T ); Bottom: nonthermal sputtering
as a function of dust-gas relative velocity (vrel).
sputtering), y ≡ log10(Y/µm yr−1cm3), and the ai’s are the
coefficients as given in Table 1. We show the fitted erosion
rates for both dust species in Fig. 1. The sputtering timescale
can be defined as
tsput ≡ a
3nHYtot
≈ 0.33Myr
( a
µm
)( nH
cm−3
)−1( Ytot
10−6µm yr−1cm3
)−1
,
(3)
which can be quite short compared to the dynamical time
of the SN shocks, especially for small grains.
Unlike thermal sputtering, which only depends on the
local gas properties (i.e. nH and T ), nonthermal sputtering
also depends on the kinematics of the dust (vrel), which re-
quires a model of dust dynamics.
It is worth noting that the distinction between thermal
and nonthermal sputtering is somewhat artificial. In reality,
the relative velocity between dust and gas is a combination
of the drift velocity of dust grains and the thermal motion of
gas, which can be better described as a skewed Maxwellian
distribution (Shull 1978). This more physical distribution
has been adopted by Bocchio, Jones & Slavin (2014) in their
steady state calculations.
2.4 Dust dynamics
Despite the tight spatial coupling between dust and gas due
to the gyro-motions, the relative velocity between dust and
gas can be quite high (especially in shocks), which will in
turn lead to nonthermal sputtering. It is therefore essential
a0 a1 a2 a3 a4 a5
yC,th -234 138 -33.9 4.18 -0.258 0.00639
ySi,th -235 133 -31.3 3.71 -0.222 0.00532
yC,nth -48.7 55.7 -28.8 7.44 -0.965 0.005
ySi,nth -32.4 28.6 -11.6 2.23 -0.208 0.00736
Table 1. Polynomial coefficients for our adopted erosion rates in
Fig. 1, where y =
∑5
i=0 aix
i, x ≡ log10(T/K) for thermal sput-
tering (and x ≡ log10(vrel/km s−1) for nonthermal sputtering),
y ≡ log10(Y/µm yr−1cm3).
to integrate the equation of motion for dust. Instead of fol-
lowing the “lab-frame” dust velocity vdust, in our one-fluid
approach, it is more convenient to follow vrel = vdust−vgas
directly, as the forces acting on both dust and gas (e.g. grav-
ity) will naturally cancel out. More specifically, let adust and
agas be the acceleration of dust and gas, respectively, which
can be expressed as
adust = adrag + abeta + agrav, (4)
agas = ahydro + agrav, (5)
where adrag is the acceleration due to the drag force3, abeta
is the “betatron acceleration”, which will be described in
more detail in Sec. 2.4.2, and agrav and ahydro are the accel-
eration caused by gravity and hydrodynamics, respectively.
Note that agrav can be generalized to any acceleration ex-
erted on both dust and gas, while ahydro can be generalized
to any acceleration exerted only on gas. The equation of
motion can therefore be expressed as
dvrel
dt
= adrag + abeta − ahydro. (6)
For a dust-gas mixture initially at rest which then suddenly
encounters a strong shock, the gas will be accelerated to 0.75
times the shock velocity in the rest-frame (which is naturally
captured by the “−ahydro” term in Eq. 6) while the dust is
still at rest until the drag force kicks in which gradually
drags the dust forward.
2.4.1 Drag force
The acceleration caused by the drag force can be expressed
as (Spitzer 1962; Draine & Salpeter 1979; McKee et al. 1987;
Draine 2011)
adrag =
Fdrag
mgr
= −2pia
2nHkBT
4pi
3
a3ρgr
G(s)s = − vrel
tdrag
, (7)
where kB is the Boltzmann constant, s ≡ vrel/(
√
2cs) and
cs is the speed of sound. The timescale of the drag force,
tdrag, is defined as
tdrag ≡ 2
√
2aρgrcs
3nHkBTG(s)
≈ 0.59 Myr
( a
µm
)( nH
cm−3
)−1( T
106K
)−1/2
G(s)−1,
(8)
3 We assume that the counteracting acceleration for gas is neg-
ligible (i.e. the “test-particle” limit) which is appropriate for the
typical DGR in the ISM.
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and G(s) is a dimensionless quantity that can be approxi-
mated as:
G(s) ≈ 8
3
√
pi
(
1 +
9pi
64
s2
)
+
z2φ2 ln(Λ/z)
3
√
pi/4 + s3
≈ 1.5(1 + 0.44s2)0.5 + z2φ2 ln(Λ/z)(1.3 + s3)−1 (9)
where z is the charge of ions, φ is the potential parameter,
and ln(Λ/z) is the Coulomb logarithm. The first term in the
bracket is due to the direct collisions of grains with atoms
and ions, while the second term is the plasma drag (or dy-
namical friction) due to Coulomb interaction between the
(charged) dust and ions. The Coulomb potential parame-
ter is defined as φ = Zgre2/(akBT ) where e is the electron
charge and Zgr is the grain charge. We adopt a simple recipe
for Zgr assuming the dust is photoelectrically charged follow-
ing the treatment in Tielens (2005):
Zgr ≈ 36
( γ
103cm3K0.5
)( a
0.1µm
)
, (10)
where the ionization parameter γ = G0T 0.5/ne and ne is
the number density of free electrons.
In a neutral gas, when the flow is highly subsonic (i.e.,
G(s) ≈ 1), Eq. 7 reduces to the linear drag relation: adrag ∝
vrel, while when the flow is highly supersonic (i.e., G(s) ∝ s),
Eq. 7 reduces to the quadratic drag relation: adrag ∝ vrel2.
However, neither of these are good approximations for the
SN shocks when the gas is ionized with s & 1. Therefore, it
is necessary to adopt the general form of Eq. 7.
2.4.2 Betatron acceleration
The charged grains are subject to betatron acceleration
(Spitzer 1976; Shull 1978; Cowie 1978), which can be ex-
pressed as:
abeta =
vrel
2B
dB
dt
≈ vrel
2ρgas
dρgas
dt
= −∇ · vgas
2
vrel, (11)
where B, ρgas and ∇·v are the magnetic field strength, den-
sity and velocity divergence of gas, respectively. Following
Draine & Salpeter (1979); McKee et al. (1987), we assume
that (i) the magnetic fields are parallel to the shock front
and (ii) B ∝ ρgas, which are reasonable approximations for
strong planar shocks due to flux-freezing4. Note that the
normalization of B drops out in Eq. 11, as the accelera-
tion comes from the conservation of the magnetic moment
µ = mgrv
2
rel/(2B). As we do not include magnetic fields in
this work, the betatron acceleration can be overestimated
during the shell compression.
The final equation of motion for dust can be expressed
as:
dvrel
dt
= −vrel
trel
− ahydro, (12)
where trel ≡ (t−1drag − (∇ · vgas)/2)−1.
4 As the compression of gas only amplifies the magnetic fields
parallel to the shock fronts, the resulting field lines should also
be preferentially parallel to the shock fronts. However, this ap-
proximation breaks down for the initial magnetic fields normal to
the shock fronts.
2.5 Time-integration scheme
Eq. 2 and 12 have to be coupled during the integration be-
cause nonthermal sputtering depends on vrel. In addition,
the two equations also have to be coupled with the radiative
cooling, as both of them depend on temperature. However,
the timescales tsput and trel can be much smaller than the
typical hydrodynamical timesteps ∆t in SN shocks. This is
especially true for the small grains which couple tightly with
the gas. In this case, explicit time integration schemes would
lead to numerically unstable solutions.
Implicit methods have been commonly adopted to en-
sure numerical stability while taking a large timestep (e.g.
Bai & Stone 2010). Alternatively, semi-analytic methods
(Booth, Sijacki & Clarke 2015; Lorén-Aguilar & Bate 2015)
can also be used to ensure numerical stability, though these
can only be used where analytic solutions are available (e.g.
for the linear drag relation), which is not applicable in SN
shocks (see Eq. 7). Moreover, despite being numerically sta-
ble, these methods are not suitable for our purpose, which
requires accurate integration throughout a hydrodynamical
timestep (rather than just the terminal values at the end of
a timestep).
We therefore adopt an integration scheme based on
sub-cycling, a technique frequently adopted to solve radia-
tive cooling and chemistry reactions, to tackle the stiff-
ness problem. A hydrodynamical timestep is divided into
multiple sub-timesteps. Within each sub-timestep, we in-
tegrate the equation using an explicit 2nd-order predictor-
corrector method (i.e. a midpoint rule). Namely, for an equa-
tion y˙ = f(y), we update y as follows:
y˜n+1 = yn + y˙n ∆tsub,
y˙n+1 = f(y˜n+1), (13)
yn+1 = yn + 0.5 (y˙n + y˙n+1)∆tsub,
where n is the discretized time integer and ∆tsub is the sub-
timestep determined by tsub = fsub min(trel, tsput, tc), with
tc the local cooling time. The quantity fsub is a sub-cycling
factor which controls the desired accuracy. Note that tsub is
updated at the beginning of every sub-timestep.
2.5.1 Validation
In the upper panel of Fig. 2, we show the time evolution
of vrel with an initial value of 1 km/s in a neutral medium
with density nH = 10cm−3 and T = 104K, with two dif-
ferent grain sizes a = 0.2µm (in blue) and a = 0.028µm
(in orange). The gas is initially at rest (vgas = 0) but is sub-
ject to a constant acceleration ahydro = −4000 kms−1Gyr−1.
The circles are the numerical results of our time integration
scheme which agree very well with the analytic solutions
(solid lines). The drag force in this case is in the subsonic
regime (s 1) and a linear drag relation applies. The solu-
tion is a simple exponential decay until settling to a terminal
velocity ahydrotvel (see Eq. B2). In the lower panel of Fig.
2, we show the time evolution of the same setup but with
vrel = 10
3 km/s initially, which is in the supersonic regime
(s 1). Analytic solutions for this setup are available only
for ahydro = 0, which is shown as the dashed lines (cf. Eq.
B4). Our numerical results agree well with the analytic so-
lutions until settling to the terminal velocity, which is not
captured by the analytic solution. We emphasize that it is
© 0000 RAS, MNRAS 000, 000–000
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Figure 2. Upper panel: time evolution of vrel with an initial value
of 1 km/s in a neutral medium of nH = 10cm−3 and T = 104K
with two different grain sizes a = 0.2µm (in blue) and a =
0.028µm (in orange). The gas is initially at rest (vgas = 0) but is
subject to a constant acceleration ahydro = −4000 kms−1Gyr−1.
The circles are the numerical results of our time integration
scheme which agree very well with the analytic solutions (solid
lines). Lower panel: same setup but with vrel = 103 km/s ini-
tially, which is in the supersonic regime. Analytic solutions for
ahydro = 0 are shown as the dashed lines, while solutions that
(incorrectly) assume a linear drag relation are shown as the dot-
ted lines.
important to adopt a scheme that can correctly follow the
supersonic drag force. For example, semi-analytic methods
such as those proposed by Booth, Sijacki & Clarke (2015)
and Lorén-Aguilar & Bate (2015), which only apply for the
subsonic cases, will predict solutions that significantly un-
derestimate the drag force, as shown in Fig. 2. In Fig. 3, we
show the numerical error as a function of fsub. The error,
defined as the time-averaged |vrel − vrel,true|/vrel,true where
vrel,true is the analytic solution, scales as f2sub, implying that
our method is indeed second order accurate.
2.5.2 Sub-cycling switch
Although sub-cycling solves the stiffness problem, it can
still be computationally expensive when the number of sub-
cycles is large. More importantly, there are situations where
sub-cycling is unnecessary for our purpose (e.g. integrat-
ing vrel when it is essentially zero). Thermal sputtering is
negligible when T < 105K while nonthermal sputtering is
negligible when vrel < 30km/s (cf. Fig. 1). Furthermore, if
10 1 100
fsub
10 3
10 2
10 1
er
ro
r
Figure 3. Numerical error (circles) as a function of fsub. The er-
ror, defined as the time-averaged |vrel − vrel,true|/vrel,true where
vrel,true is the analytic solution, scales as f2sub (solid line), imply-
ing that our method is indeed second order accurate.
vrel < 30km/s, the integration of vrel and mdust can be de-
coupled (though they still need to be coupled with radiative
cooling due to their T -dependence). In this case, we only
need to ensure that the final vrel is integrated correctly at
the end of the timestep. This leads to alternative integra-
tion schemes that are much more efficient than sub-cycling.
In the sub-sonic regime (s < 0.5) where the drag relation is
linear5, we can integrate vrel with the exact solution follow-
ing Booth, Sijacki & Clarke (2015); Lorén-Aguilar & Bate
(2015), i.e.
vn+1rel = v
n
rel exp(−t/trel)− ahydrotrel(1− exp(−t/trel)), (14)
which is capable of capturing the terminal velocity vtermrel =
−ahydrotrel. Moreover, if ∆t  trel, we can update vrel di-
rectly with vtermrel , and we do so when ∆t > 3trel as the
velocity has decayed by a factor of e−3 ≈ 5%.
Our algorithm can be summarized as follows:
if vrel < 30 km/s then
/* T & vrel can be decoupled */
if T > 105K then
sub[(mdust, T ),min(tsput, tcool)]
end if
if ∆t > 3 trel then
/* approach terminal velocity */
vrel ← vtermrel
else
if s < 0.5 then
/* analytic solution available */
update vrel with Eq. 14
else
sub[(mdust, T ),min(trel, tcool)]
end if
end if
else
/* fully coupled integration */
sub[(mdust, vrel, T ),min(tsput, trel, tcool)]
5 For s = 0.5, the nonlinear terms for direct collisions and the
plasma drag (cf. Eq. 9) are about 5% and 10%, respectively, suf-
ficiently small to be neglected.
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end if
where sub[(y1, y2), δt] refers to integrating the variables y1
and y2 with a sub-timestep of δt. Note that we always need
to integrate T during the sub-cycling as the sputtering and
dust dynamics both depend on T . When mdust and vrel are
sub-cycled separately, T needs to be reset after the first
round of sub-cycling to avoid double-counting the cooling.
2.6 Grain-size distribution
Sputtering and dust dynamics both depend sensitively on
the grain size (cf. Eq. 3 and 8). We assume that the prob-
ability distribution function of grain size is f(a) ∝ a−3.5 in
the range of [amin, amax] = [0.005, 0.25]µm, which is the so-
called the MRN distribution (Mathis, Rumpl & Nordsieck
1977) applicable for Milky Way-like dust in the diffuse ISM.
2.6.1 Constant distribution approximation
As dust gets sputtered, the size distribution will evolve.
Sputtering reduces the grain size and leads to mass flux to-
wards smaller grain size bins. The distribution also evolves
due to the grain size dependent sputtering rate. In addi-
tion, grain shattering, which is not included in our model,
would create fragmentation of grains. The net effect of SNe is
therefore to transform large grains into small grains, chang-
ing the size distribution, which becomes a runaway process
if we only consider SNe. Following the evolution of the grain
size distribution self-consistently in a SNR is possible and
in fact has been done in previous studies (e.g. Jones, Tie-
lens & Hollenbach 1996, Bocchio, Jones & Slavin 2014 and
SDJ15). However, the assumption is that every SN will pro-
cess dust that has the same initial size distribution, which
is not entirely self-consistent as the same dust can be pro-
cessed by several SNe. In fact, the implicit assumption is
that dust processed by one SN will have its size distribution
readjusted back to its initial distribution before the next SN
arrives. The physical justification is that the size distribu-
tion is in a steady state in a statistical sense, which can only
be realized if physical processes besides SNe that can replen-
ish large grains (e.g. in the stellar ejecta of asymptotic giant
branch stars) and transform small grains into large grains
(e.g. ISM growth and coagulation) are present. Such fully
self-consistent modeling is beyond the scope of this paper
and we leave it to future work. On the other hand, in hy-
drodynamical simulations of multiple SNe (as will be shown
in Sec. 4), SNRs overlap and interact with each other in
a nontrivial way and readjusting the size distribution after
the processing of each SN is no longer a well-defined pro-
cedure. In this work, we simply make the assumption that
the size distribution always remains constant due to other
dust processes that we do not model explicitly. Jones, Tie-
lens & Hollenbach (1996) have shown that shattering nat-
urally generates fragments which roughly follow the power
law distribution close to MRN, providing some physical jus-
tification for our approach. In addition, Bocchio, Jones &
Slavin (2014) found that ignoring grain-grain collisions only
slightly decreases the final sputtered mass (∼3%), even if
the size distribution is broadened by shattering.
2.6.2 Discrete formulation
Given the dust mass associated with a gas particle mdust,
we discretize it into Nbin logarithmic bins. The a-bins are
defined as:
da = (log10 amax − log10 amin)/Nbin, (15)
log10 ai = log10 amin + (i− 0.5)da, (16)
log10 ai±1/2 = log10 amin + (i− 0.5± 0.5)da, (17)
where ai is the central value in the i-th bin while ai±1/2
are the boundaries of the i-th bin. We choose Nbin = 8
throughout this paper. Defining the n-th moment of f(a) as
〈an〉i ≡
∫ ai+1/2
ai−1/2
anf(a)da, (18)
the mass fraction in the i-th bin can be pre-calculated an-
alytically as 〈a3〉i/∑i〈a3〉i. The dust mass in the i-th bin
can be expressed as midust = 〈a3〉i6 and its time derivative
becomes
m˙idust = 〈3a2a˙〉i ≈ 3a˙i〈a2〉i (19)
where we made an approximation that a˙ is independent of a
within the i-th bin7. We can then write down the sputtering
equation in a similar form as the single grain-size version
(Eq. 2):
m˙idust = 3a˙i
〈a2〉i
〈a3〉im
i
dust = 3
a˙i
aeffi
midust, (20)
where aeffi ≡ 〈a3〉i/〈a2〉i is the effective grain-size. As we
assume a power law distribution for f(a), the effective grain-
size can be computed exactly:
aeffi =
(a0.5i+1/2 − a0.5i−1/2)/0.5
(a−0.5i+1/2 − a−0.5i−1/2)/(−0.5)
= (ai+1/2ai−1/2)
0.5, (21)
which happens to be the geometric mean of the boundaries
and has the nice property that log10 a
eff
i coincides with the
central value log10 ai
8. The time integration scheme de-
scribed in the previous sections is applied to each bin sep-
arately: each bin follows its own dust-gas relative velocity
and dust mass. At the end of a timestep, the total (grain-
size integrated) dust mass is decreased according to the total
sputtering rate while the grain-size distribution remains the
same.
2.7 Terminology
For the sake of clarity, we define a few pieces of terminology
that will be used frequently throughout the paper. The dust
mass associated with each particle is denoted as mC for the
6 Technically, it should be 〈(4pi/3)ρgra3〉i. However, the prefac-
tor (4pi/3)ρgr can be absorbed into the normalization of f(a),
simplifying the expression.
7 For thermal sputtering, this is in fact not an approximation
but holds strictly true. For nonthermal sputtering, a˙ depends on a
as the drag force is a function of a, so we are effectively assuming
that vrel is piecewise constant within the i-th bin.
8 This is a coincidence due to the specific choice of the power-law
index f(a) ∝ a−3.5. Choosing a power-law index other than -3.5
will make aeffi deviate from the geometric mean of the boundaries,
though it can still be analytically computed.
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Figure 4. Radial profile of the supernova remnant (SNR) in an initially uniform medium of nH,0 = 0.1cm−3 at time t = 127 (solid),
215 (dashed) and 352 kyr (dotted), respectively. The cooling time for the SNR is tc = 156 kyr. Panel (a): gas hydrogen number density
nH (left axis) and the corresponding smoothing length h (right axis); panel (b): gas temperature T ; panel (c): gas radial velocity vgas,r;
panel (d): cumulative normalized distribution of the rate of thermal (orange) and nonthermal (blue) sputtering for the carbon dust for
a = 0.2µm (see text for definition); panel (e): mass fraction of the carbon dust relative to its initial value fC; panel (f): dust-gas relative
velocity in the radial direction vr,rel for a = 0.2µm.
carbon dust and mSi for the silicate dust. We will describe
our definitions and notation for the carbon dust as an ex-
ample, while the same terms apply for the silicate dust by
replacing the underscript ( )C with ( )Si. The DGR of each
gas particle is denoted as
DC = mC/mgas. (22)
The ratio of current dust mass to its initial value is defined
as
fC ≡ mC/m0,C = DC/D0,C, (23)
where the subscript ( )0 indicates the values in the initial
conditions. Note that 0 6 fC 6 1 as we do not include
any mechanisms for dust creation in this work. Similarly, we
define the ratio of the total dust mass of the entire system
to its initial value as
FC ≡
∑
im
i
C∑
im
i
0,C
=
∑
iD
i
C∑
iD
i
0,C
, (24)
where the index i refers to the i-th particle in the system
and the summation is over all particles. Since we will al-
ways adopt equal-mass gas particles and a spatially uniform
DGR in the initial conditions, we can drop the i-index for
m0,C and D0,C, and the global DGR of the system can be
expressed as
DC =
∑
im
i
C
Ngasmgas
=
∑
iD
i
C
Ngas
. (25)
The sputtered mass is defined as the total amount of dust
mass returned back to the gas phase by sputtering and is
expressed as
Msp,C ≡ m0,C
∑
i
(1− f iC), (26)
which explicitly depends on the adopted D0,C. To factor out
the dependence on D0,C, we define the gas mass cleared of
dust as
Mcl,C ≡Msp,C/D0,C = mgas
∑
i
(1− f iC). (27)
Finally, the sputtering efficiency is defined as in Dwek &
Scalo (1980):
sp,C ≡Mcl,C/Mswept, (28)
where Mswept is the gas mass swept up by the SN shock,
measured by the total amount of gas mass that reaches a gas
velocity vgas > 30km/s. Unless otherwise stated, all quanti-
ties are grain-size integrated. We use a superscript ( )a to
refer to properties associated with a given a-bin, e.g.,Masp,C.
When referring to quantities related to thermal or nonther-
mal sputtering, we use a superscript ( )th or ( )nth.
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3 SINGLE SN IN UNIFORM MEDIUM
In this section, we investigate dust destruction in a SNR
occurring in an initially uniform and static medium. The
initial hydrogen number density of the background medium
is nH,0, which we will vary systematically. We choose an
initial gas temperature of T0 = 104K and initial DGR DC =
DSi = 0.005. The particle mass of the gas is mgas = 0.04M
(our convergence study in Appendix A suggests that the
results converge at mgas = 0.2M). We adopt the canonical
supernova explosion energy ESN = 1051erg (Leitherer et al.
1999), which is injected into Ninj = max(32, 16M/mgas) =
400 nearest gas particles in a kernel-weighted fashion. This
particular choice of Ninj is to make sure that the injection
mass Ninjmgas = 16M is close to the mass of the SN ejecta,
which marks the transition from the free-expansion phase to
the Sedov-Taylor phase. When mgas is too large to resolve
16M, we choose Ninj = 32 which is about one resolution
element.
3.1 Time evolution
3.1.1 Radial profile
In Fig. 4, we show the radial profile of the SNR for nH,0 =
0.1cm−3 at three different times t= 127 (solid), 215 (dashed)
and 352 kyr (dotted), respectively. The cooling time for the
SNR is tc = 44 kyr(nH,0/cm−3)−0.55 = 156 kyr (Kim & Os-
triker 2015). The evolution of gas properties in a SNR have
been studied extensively with hydrodynamical simulations
in the literature, both in 1D spherical symmetric codes (Cox
1972; Chevalier 1974; Cioffi, McKee & Bertschinger 1988;
Thornton et al. 1998) and more recently in several differ-
ent 3D codes (Simpson et al. 2015; Kim & Ostriker 2015;
Martizzi, Faucher-Giguère & Quataert 2015; Walch & Naab
2015; Haid et al. 2016, and see Naab & Ostriker 2017 for a
review). Our results for gas properties (panels a, b and c)
broadly agree with previous works. Before t = tc, the SNR
is in the Sedov-Taylor phase, where the total energy is con-
served and the radial momentum increases with time as the
over-pressurized gas drives the expansion of the spherical
shock front. In this phase, the theoretical maximum com-
pression factor of the shock front is χ = 4, limited by the
pressure support of the shell, and we find χ ∼ 3 due to our fi-
nite resolution. After tc, the SNR gradually loses energy due
to radiative cooling in the shell, causing further compression
of the shell up to χ ∼ 10 in our case.
As it is a collision process, sputtering is most efficient
when the gas is both dense and hot. In a SNR, the gas tem-
perature in the diffuse bubble is usually higher than that
in the dense shell. Therefore, it is not obvious which of the
two regions will experience the most dust destruction. In
panel (d), we show the cumulative distribution of the sput-
tering rate for the carbon dust for a = 0.2µm (normalized
to one) defined as
∑ri<r
i m˙
0.2µm
C,i /
∑
i m˙
0.2µm
C,i . Thermal and
nonthermal sputtering are denoted as orange and blue lines,
respectively. It can be seen that most of the dust destruc-
tion happens in the dense shell rather than the diffuse hot
bubble, because (i) collision is more efficient in denser gas
(cf. Eq. 2), (ii) most of the mass is concentrated in the dense
shell, and (iii) vrel increases due to betatron acceleration af-
ter tc which occurs mainly in the shell (relevant for nonther-
mal sputtering). The distributions for smaller grains (not
shown) follow a similar trend that most dust destruction
happens in the dense shell rather than in the diffuse bubble.
The Lagrangian nature of our simulations is well-suited to
resolve the dense shell where most dust sputtering occurs.
While the spatial resolution in the diffuse bubble becomes
more coarse, dust sputtering in that region is negligible.
Panel (e) shows the radial profile of fC, which reaches
a minimum around 0.6 (i.e. 40% of the dust is destroyed).
In the central region, fC is actually higher as the sputter-
ing rate in the diffuse bubble is low. The location of mini-
mal fC slightly lags behind the shell because the sputtering
timescale is not much shorter than the dynamical timescale
of the SNR. Therefore, there is a finite time delay between
the gas being shocked and the dust being destroyed.
Panel (f) shows vrel in the radial direction as a function
of radius for a = 0.2µm, which reaches a peak value right
after the shock front and then is gradually decelerated by
the drag force and eventually overshoots in the diffuse bub-
ble. After tc, the effect of betatron acceleration can be seen
clearly at t = 215 kyr where the peak vrel exceeds the ra-
dial gas velocity (panel c) at the same radius. Smaller grains
(not shown) have lower vrel as they couple more tightly to
the gas but the general trend is similar.
3.1.2 Sputtered mass and sputtering efficiency
In Fig. 5, we show the time evolution ofMasp,C andMasp,Si for
different grain sizes (a = 0.0064µm, 0.028µm and 0.2µm).
Thermal sputtering destroys small grains more effi-
ciently, as small grains have a larger total cross-section for a
given mass (which leads to the inverse a-dependence in Eq.
2). In contrast, large grains are destroyed primarily by non-
thermal sputtering. This is due to the extra a-dependence
in Eq. 2 through Ynth, which tends to outweigh the inverse
a-dependence (while Yth, on the other hand, is independent
of a). Physically, this is because small grains experience a
stronger drag force than large grains, leading to lower vrel
(and hence lower Ynth). It is worth noting that thermal sput-
tering only operates during the Sedov-Taylor phase and is
terminated once the radiative cooling kicks in at t = tc as
the temperature of the shell becomes too low for thermal
sputtering to be effective. On the other hand, betatron ac-
celeration operates most efficiently right after tc when the
shell is further compressed as it loses thermal presure sup-
port.
In the upper panel of Fig. 6, we show the time evo-
lution of the sputtering efficiencies sp,C and sp,Si, respec-
tively. The sputtering efficiencies first increase, then reach
a maximum value at t ∼ tc (which we define as the to-
tal sputtering efficiency), and afterwards gradually decline
as sputtering becomes inefficient but the shell still keeps
on sweeping up the ISM mass. Note that the difference be-
tween sp,Si and sp,C gradually decreases with time. To un-
derstand the origin of this, we show in the lower panel of
Fig. 6 the ratio of Msp,Si to Msp,C as a function of time.
Initially, Msp,Si/Msp,C ≈ 3 which reflects the fact that the
erosion rate of silicate dust is about three times higher than
that of carbon dust (cf. Fig. 1). However, as time evolves,
Msp,Si/Msp,C gradually decreases and eventually settles to a
value of 1.5. The decreasing ratio can be partially explained
by the fact that YSi/YC also decreases as the shock weak-
ens and both T and vrel decrease. However, there is another
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Figure 5. Time evolution of Masp,C (upper panels) and M
a
sp,Si (lower panels) for three different grain sizes a = 0.0064µm (left),
0.028µm (middle) and 0.2µm (right), respectively. The blue solid line is for thermal sputtering and the orange dashed line is for
nonthermal sputtering. The green dash-dotted line is for nonthermal sputtering but without betatron acceleration. The initial gas
density is nH,0 = 0.1cm−3, and the vertical grey dotted line indicates the cooling time tc = 156 kyr. Thermal sputtering dominates for
small grains and operates only before tc. Nonthermal sputtering dominates for large grains and becomes most efficient right after tc due
to betatron acceleration.
factor, which we demonstrate by running another simula-
tion where we set YSi to be exactly 3YC. In this model,
Msp,Si/Msp,C still shows a decline with time with a terminal
value of 2 (which obviously cannot be explained by YSi/YC,
which is constant). This decline simply reflects the fact that
the sputtered mass becomes limited by the available dust
mass in the shocked gas. Indeed, in the limit where all of
the dust in the shocked gas is destroyed, we are bound to
end up withMsp,Si = Msp,C even if silicate dust is sputtered
about three times faster than carbon dust.
3.2 Final sputtered mass
3.2.1 The grain-size dependence
In Fig. 7, we show the relationship between a and the to-
tal sputtered efficiency in each a-bin for the silicate dust
asp,Si by both thermal and nonthermal sputtering, respec-
tively. The initial ambient density nH,0 is systematically var-
ied across different panels. Three different physical models
for the dust dynamics (which only affects nonthermal sput-
tering) are compared in each panel: (i) direct collision only,
(ii) direct collision + plasma drag and (iii) direct collision +
plasma drag + betatron acceleration (our fiducial model).
For thermal sputtering, there is an inverse correlation
between asp,Si and a which scales as asp,Si ∝ a−1 which is
expected from Eq. 2. The a−1-scaling starts to break down in
dense environments (nH,0 > 10cm−3) as sputtering becomes
limited by the available dust mass in the shocked gas. This
happens first to the smallest grains which have the highest
sputtering rate, causing the curve to flatten out close to 1.
Note that asp,Si can slightly exceed unity as we enforce a
fixed size distribution which effectively transfers mass from
large grains to small grains.
The nonthermal sputtering is more complicated due to
the extra a-dependence in Ynth (while Yth is independent of
a). Large grains experience weaker drag force and would typ-
ically reach higher vrel and thus higher Ynth, countering the
a−1-scaling. In fact, in the absence of cooling and betatron
acceleration, the a-dependence in the sputtering rate and
drag force would cancel out exactly and asp,Si would become
independent of a. Cooling breaks this exact cancellation as
small grains decelerate faster and experience a different drag
force due to its temperature dependence. Betatron acceler-
ation also breaks the cancellation as it is not explicitly a-
dependent. In a typical SN environment (nH,0 = 0.1cm−3),
asp,Si ends up being insensitive to a. This is an important
property as it implies that the results should not be sensi-
tive to the assumed size distribution. There is a transition
value of a below which thermal sputtering dominates and
above which nonthermal sputtering dominates. This transi-
tion point generally increases with nH,0, as the drag force is
stronger in higher density gas, which leads to less efficient
nonthermal sputtering.
Plasma drag has a negligible effect compared to direct
collisions at nH,0 & 0.1cm−3, but it becomes quite important
in suppressing asp,Si at nH,0 < 0.1cm−3 as the grain charge
increases. On the other hand, betatron acceleration provides
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an efficient mechanism to enhance asp,Si especially at nH,0 =
0.1cm−3, which happens to be the typical density where SNe
occur for solar-neighborhood conditions (Gatto et al. 2017;
Peters et al. 2017; Kim & Ostriker 2017).
3.2.2 Grain-size integrated final sputtered mass
In the left panel of Fig. 8, we show the finalMsp,Si andMsp,C
as a function of nH,0. Contributions from the thermal and
nonthermal sputtering are shown, along with the total (ther-
mal + nonthermal) sputtered mass. The gas mass cleared of
dust is shown in the right axis (recall that Mcl = Msp/D0).
As nH,0 increases, thermal sputtering becomes more ef-
ficient (cf. Eq. 2) while Mswept ∝ n−0.26H,0 decreases, making
M thsp a concave function of nH,0, peaking at nH,0 ≈ 1cm−3.
On the other hand, since nonthermal sputtering depends
sensitively on the drag force which is stronger in denser
gas, the peak of Msp,nth is shifted towards a lower value
at nH,0 ≈ 0.03cm−3, below which the plasma drag starts to
become very efficient in slowing down the dust, causing the
downward bending. Nonthermal sputtering dominates over
thermal sputtering in the range of 0.003 < nH,0 < 10cm−3,
which covers the range where most SNe occur. The right
panel of Fig. 8 shows the total sputtering efficiency sp,C
and sp,Si (which occurs at t ∼ tc) as a function of nH,0.
The efficiency monotonically increases with nH,0, indi-
cating that the decrease of Msp in the left panel at high
nH,0 is indeed due to a decrease of Mswept. It plateaus at
nH,0 M
th
cl,C M
nth
cl,C Mcl,C M
th
cl,Si M
nth
cl,Si Mcl,Si
0.001 38.6 5.41 44.0 54.3 11.6 65.9
0.003 68.0 40.0 108 98.8 79.7 179
0.01 124 706 830 180 1180 1360
0.03 196 1190 1390 277 1880 2157
0.1 302 1030 1330 395 1590 1990
0.3 405 776 1180 472 1190 1660
1 473 578 1050 492 874 1370
3 471 420 891 461 620 1080
10 417 263 680 405 376 780
30 324 171 495 317 240 557
100 224 103 327 220 145 365
Table 2. Gas mass cleared of dust (Mcl) for different values of
initial density nH,0.
nH,0 & 10cm−3 as sputtering becomes limited by the avail-
able dust. For the same reason, the ratio of sp,Si to sp,C is
a monotonically decreasing function of nH,0, from a factor
of 2.5 in the diffuse gas (due to the difference in the erosion
rates) to almost unity in the dense gas.
For a typical SN environment nH,0 = 0.3cm−3 and as-
suming DC,0 = DSi,0 = 0.005, a supernova destroys 5.9 M
of carbon dust and 8.3 M of silicate dust, corresponding to
Mcl,C = 1180 M and Mcl,Si = 1660 M, respectively. The
results for the mass of dust cleared for different initial gas
densities are summarized in Table 2. We also provide simple
fitting formulae for the gas mass cleared of dust below:
ynthSi = 2.93− 0.37x+ 0.010x2 + 0.040x3 − 0.024x4,
ynthC = 2.74− 0.36x+ 0.023x2 + 0.049x3 − 0.028x4,
ythSi = 2.70 + 0.018x− 0.10x2,
ythC = 2.65 + 0.061x− 0.10x2, (29)
where ythSi ≡ log10(M thcl,Si/M), ythC ≡ log10(M thcl,C/M),
ynthSi ≡ log10(Mnthcl,Si/M), ynthC ≡ log10(Mnthcl,C/M), and
x ≡ log10(nH,0/cm−3).
In Fig. 9, we show the final sputtered mass fraction of
each gas particle (1 − f) vs. the shock velocity vshock for
nH,0 = 0.3cm
−3. We measure vshock by recording the maxi-
mum radial gas velocity of a particle during the entire sim-
ulation (which gives the post-shock gas velocity) multiplied
by a factor of 4/3 (as the shock velocity is 3/4 times the
post-shock gas velocity). The upper and lower panels are for
the carbon and silicate dust, respectively. The empty cir-
cles represent the thermal sputtering while the filled circles
represent the total sputtering (thermal + nonthermal). For
comparison, we also show the results of SDJ15 for the to-
tal sputtered mass fraction. Gas located at a smaller radius
will experience a higher vshock. In general, 1 − f increases
with vshock, as both T and vrel increase with vshock. Ther-
mal sputtering is efficient only for vshock > 200km/s, below
which the SNR has already entered the radiative cooling
phase and hence the shell becomes too cold for thermal sput-
tering to operate. On the other hand, nonthermal sputtering
remains efficient for vshock < 200km/s, and even exhibits a
local maximum at vshock ≈ 150km/s. This comes from the
contribution of betatron acceleration, which becomes most
efficient right after tc as the shell is compressed. Sputter-
ing becomes negligible when vshock < 100km/s. Our 1 − f
is around 10 − 20% higher than what is found in SDJ15.
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Figure 7. The relationship between grain size a and the total sputtering efficiency in each a-bin for the silicate dust asp,Si by both
thermal (orange dashed) and nonthermal (blue dotted) sputtering, respectively. The panels show different values of the initial ambient
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thermal sputtering is inversely proportional to a. On the other hand, the relationship between the nonthermal sputtering efficiency and
a is more complicated and is density dependent.
The origin of this discrepancy is not exactly clear, but the
potential candidates are (i) the magnetic pressure included
in SDJ15 (effectively) but not in our model and (ii) the dif-
ference in the grain-size distribution which we assumed to
be constant while SDJ15 follows the size evolution9. How-
ever, the same trend can be observed in their calculation,
where 1− f decreases with vshock but there is a small bump
at vshock ∼ 170km/s (less pronounced compared to ours),
which may also be due to betatron acceleration.
4 SN-DRIVEN MULTIPHASE ISM
In this section, we investigate dust sputtering in a multi-
phase ISM that resembles the solar-neighborhood environ-
ment. The initial conditions are similar to those in the sin-
gle SN case. We set up a uniform and static medium with
nH,0 = 1cm
−3 and T0 = 104K in a cubic box. The box is 0.25
kpc on a side with periodic boundary conditions and thus
the total gas mass in the box is Mgas = 5× 105M. The pe-
riodic boundary conditions are appropriate for galaxies that
have little galactic outflows, which applies to our case. The
9 We have verified that our results are not sensitive to the
adopted SN energy by carrying out an additional simulation with
E51 = 0.5.
gas particle mass is mgas = 0.5M. The initial total DGR
is 0.01 which is consistent with observations (e.g. Kimura,
Mann & Jessberger 2003), and we assume equal partition
for the two dust species, i.e., DC = DSi = 0.00510. SNe are
injected stochastically into the ISM with a prescribed rate
RSN, driving turbulence and thermal instability. Self-gravity
is not included, and therefore we expect that the collapse of
the dense clouds will not be realistically captured. However,
most of the SNe occur in the more diffuse phase that can
be properly modeled with our setup, which has been shown
to be capable of creating a realistic multiphase ISM struc-
ture (Gatto et al. 2015; Li et al. 2015; Padoan et al. 2016).
The stochastic injection of SNe can be either be density-
independent, or have a correlation with local gas density,
and is implemented as follows. Each gas particle has a prob-
ability pSN to be chosen as a location to inject a SN:
pSN =
RSN∆t
Ngas
δα−1, (30)
where RSN is the target SN rate of the system, ∆t is the
timestep, Ngas is the number of gas particles, δ ≡ nH/nH,0
is the local over-density, and α is an index controlling the
10 We note that the choice of the initial DGR does not affect
our main results such as dust destruction timescales and DGR
inhomogeneity.
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blue dotted lines, respectively, while the total (thermal + nonthermal) Msp are shown as the black solid lines. The gas mass cleared of
dust Mcl is shown in the right axis, with fitting formulae provided in Eq. 29. Right panel : total sputtering efficiency as a function of
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density dependence. Since pSN is a probability per particle
and particles are intrinsically mass weighted (i.e. they clus-
ter in high density regions by construction), the SN rate per
volume will end up being proportional to δα. Therefore, α
= 0 will result in SNe being injected randomly (uniformly
distributed in space), while α = 1 will inject SNe preferen-
tially in dense gas. We will refer to the former as “random
driving” and the latter as “linear driving”. Random driving
is the preferred model as it leads to SNe occurring mostly in
the diffuse gas in the range of 0.01 < nH < 1cm−3, which is
consistent with more sophisticated simulations that include
self-gravity and star formation (Gatto et al. 2017; Peters
et al. 2017; Kim & Ostriker 2017). Linear driving is con-
sidered less realistic and serves as a comparison case. Once
the SN location is chosen, the injection scheme is similar
to that used in the single SN case, except that we adopt
Ninj = 32 such that the mass of energy injection is still
Ninjmgas = 16M. Assuming that there is one SN for ev-
ery 100 M of newly formed stars, the SN rate is deter-
mined as RSN = Mgas/(100Mtdep) where tdep ∼ 2.4 Gyr
as suggested by spatially resolved observations of nearby
disk galaxies (e.g. Bigiel et al. 2008, 2011). This leads to
RSN = 2Myr
−1 as our fiducial choice corresponding to 2.68
SNe per 100 years in the Milky Way which has a total gas
mass of 6.7×109M (Draine 2011). We also explore a lower
SN rate (RSN = 1Myr−1) for comparison. In summary, we
investigate four cases:
(i) R2-rand : RSN = 2Myr−1 with random driving (fidu-
cial model).
(ii) R1-rand : RSN = 1Myr−1 with random driving.
(iii) R2-lin: RSN = 2Myr−1 with linear driving.
(iv) R1-lin: RSN = 1Myr−1 with linear driving.
Each simulation is run for 0.4 Gyr.
In Fig. 10, we show the maps of gas surface density
(upper left), nH (upper middle, slice), T (upper right, slice),
projected total (carbon+silicate) gas-to-dust ratio (GDR,
lower left), projected DGR for carbon dust (lower middle)
and projected DGR for silicate dust (lower right) for the
R2-rand model at t = 82.3 Myr. The projected DGR is cal-
culated as the ratio of the dust surface density to the gas
surface density, while the GDR is its inverse which is more
frequently shown in observational studies. The ISM is turbu-
lent, structured and multiphase. SNe create hot (T & 106K)
and diffuse regions where the DGR is significantly lower than
average due to sputtering. Between SN events, however, the
DGR can be quickly homogenized by turbulent mixing. Note
that there is no sub-grid turbulent mixing between particles
in our calculation and so the mixing is purely due to particle
motions. Silicate dust is more inhomogeneous than carbon
dust due to its higher erosion rate, especially in the SN bub-
bles.
In Fig. 11, we show the fraction of SNe that occur
at nH < nH,SN (left) and T < TSN (right). With ran-
dom driving, SNe occur mostly in the diffuse warm gas
(nH,SN ∼ 0.2cm−3 and TSN ∼ 104K). Around 10−20% of
SNe occur where TSN > 104K, which is indicative of pre-
existing SN bubbles as no other heating mechanisms can
heat the gas above 104K. As the SN locations are ran-
domly chosen, the distributions of nH,SN and TSN just re-
flect the volume-weighted distributions of the gas conditions
(nH and T ). Therefore, the volume filling fraction of hot gas
(TSN > 104K) is subdominant (10% for R1-rand and 20%
for R2-rand, respectively) and most of the volume is filled
by the warm gas. This is in very good agreement with Fer-
rière (1998) who deduced that the hot gas volume filling
© 0000 RAS, MNRAS 000, 000–000
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Figure 9. The final sputtered mass fraction of each gas par-
ticle (1 − f) vs. the shock velocity vshock for nH,0 = 0.3cm−3.
The upper and lower panels are for the carbon and silicate dust,
respectively. The empty circles represent the thermal sputtering
while the filled circles represent the total sputtering (thermal +
nonthermal). The dotted lines are the results of SDJ15. In gen-
eral, higher vshock leads to more sputtering, while the bump at
vshock ∼ 150km/s is due to betatron acceleration.
R2-rand R1-rand R2-lin R1-lin
(fiducial model)
τSi (Gyr) 0.35 0.50 0.23 0.36
τC (Gyr) 0.44 0.64 0.29 0.46
Table 3. Dust destruction timescales for the carbon dust (τC)
and silicate dust (τSi) in four different models. R2-rand is our
fiducial model.
factor in the solar neighborhood is . 20% based on observa-
tional data and analytic calculations. In contrast, with lin-
ear driving, SNe occur in denser environments in the range
1 < nH < 30cm
−3, leading to smaller SN bubbles which fade
away faster (due to the shorter cooling times), and therefore
to a more homogeneous ISM. Due to the combined effect of
the density dependence of pSN per se and the resulting ISM
structure, SNe rarely occur in pre-existing hot bubbles.
4.1 Dust destruction timescale
The dust destruction timescale is perhaps the most useful
summary statistic that can be obtained from modeling dust
sputtering in the multiphase ISM. We will focus the discus-
sion on the silicate dust as the carbon dust behaves in a
qualitatively similar manner. Given the total mass of the
silicate dust MSi, its time evolution can be described by
MSi(t) = MSi(0) exp(−t/τSi) where τSi is the dust destruc-
tion timescale. Therefore, we can calculate
τSi =
−t
ln[MSi(t)/MSi(0)]
=
−t
lnFSi(t)
(31)
at any given t. In Fig. 12, we show the time evolution of
FSi (upper panel) and τSi (lower panel). The destruction
timescales at the end of the simulations (t = 0.4Gyr) for
both carbon and silicate dust are shown in Table 3.
The system settles into a quasi-steady state in the sense
that τSi is almost constant in time after 0.1 Gyr. Obviously,
RSN should be an important parameter which explicitly con-
trols τSi. However, we find that the dependence of τSi on
RSN is sub-linear: decreasing RSN by a factor of two only
increases τSi by a factor of 1.5. This is likely due to the de-
pendence of ISM structure on RSN which also affects τSi.
Interestingly, the SN environment also has a significant ef-
fect on τSi. With the same RSN, random driving leads to a
longer τSi compared to linear driving. This may seem coun-
terintuitive as we have seen that the sputtered mass per SN
is slightly higher in more diffuse environments (cf. Fig. 8).
However, with random driving, SNe occur more frequently
in pre-existing low-DGR SN bubbles and therefore sputter-
ing becomes limited by the available dust. In an extreme
case where all dust has already been destroyed in the SN
bubbles, the subsequent SNe will become “futile events” in
terms of dust destruction. As such, when SNe explode in
pre-existing bubbles, the net effect on dust destruction is
effectively similar to a situation with a lower SN rate, as
pointed out by McKee (1989).
The destruction timescale for the carbon dust is longer
than that for the silicate dust by a factor of 1.25 in all of our
four models. With linear driving, this is expected as Msp,Si
to Msp,C per SN is also about 1.25 for nH,0 ∼ 3cm−3 where
the majority of SNe occur. However, with random driving,
most SNe occur in gas with density nH ∼ 0.1cm−3 where
Msp,Si/Msp,C per SN is about 1.5. Namely, the difference in
Msp between carbon dust and silicate dust does not translate
to τ in a linear fashion. The reason is related to the fact
that SNe occur more frequently in pre-existing SN bubbles
with random driving: in these SN bubbles, dust destruction
is limited by the available dust and the difference in the
sputtering rate becomes less important, leading to the sub-
linear scaling.
It is interesting to see how our results from the single
SN setup relate to the case of multiple SNe exploding in the
multiphase ISM. We calculate the amount of dust destroyed
per SN based on its ambient density nH,SN in the multiphase
ISM using our fitting formulae Eq. 29, i.e., DSiMcl,Si(nH,SN).
The total dust mass at time t can therefore be estimated as
MSi,single(t) = MSi,0 −
∑
i,ti<t
M iSi,single
Mgas
Mcl,Si(n
i
H,SN), (32)
where the index i represents the i-th SN in the simulations
and the summation is over all SN events with ti < t. The
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time = 82 Myr
Figure 10. A turbulent multiphase ISM which resembles the solar-neighborhood conditions driven by randomly (spatially uniform)
injected SNe with a prescribed rate (RSN = 2Myr−1) at t = 82.3 Myr. Upper left : gas surface density; upper middle: gas temperature
(slice); upper right : gas hydrogen number density (slice). lower left : projected total (carbon+silicate) gas-to-dust ratio (GDR); lower
middle: projected DGR for carbon dust; lower right : projected DGR for silicate dust.
factor M iSi,single/Mgas accounts for the decreasing DGR of
the system (and hence the sputtered mass per SN) as time
evolves. The dust destruction timescale is then τSi,single =
−t/ ln(MSi,single/Mgas) = −t/ lnFSi,single. In Fig. 13, we
show δSN ≡ τSi,single/τSi as a function of time. With lin-
ear driving (R2-lin and R1-lin), the estimate based on the
single SN results yields a dust destruction timescale which
agrees with our full multiphase calculation without 10% ac-
curacy, which is quite good. On the other hand, with ran-
dom driving (R2-rand and R1-rand), our single SN results
underestimate τSi significantly. This is, again, because there
are SNe occurring in low-DGR SN bubbles where there is
not much dust left to be destroyed. As pointed out by Mc-
Kee (1989), this effectively reduces the SN rate and increases
τSi by a factor of δ−1SN . Our fiducial model (R2-rand) predicts
δSN = 0.4 which is in very good agreement with the estimate
of McKee (1989), δSN = 0.36, based on observational data.
On the other hand, our model R1-rand predicts δSN = 0.5
which suggests that δSN is not universal and depends on the
SN rate. It also explains why the relationship between RSN
and τ−1Si is sub-linear as the SN clustering also changes with
RSN.
4.2 DGR inhomogeneity
To quantify the spatial inhomogeneity of the “total” DGR
D = DC + DSi, we measure its standard score defined as
zD ≡ σD/D where D and σD are the spatial average and
the standard deviation of DGR, respectively. In Fig. 14, we
show the time-averaged (from t = 0.1 to 0.4 Gyr) zDGR
as a function of the “pixel size”, which is the length-scale
we use to smooth the projected DGR map with the SPH
kernel function (cubic spline). In all the four models, zD
increases as ∆x and saturates at ∆x . 10pc at the level of
14% (R2-rand), 10% (R1-rand), 9% (R2-lin) and 6% (R1-
lin), respectively. The DGR is more inhomogeneous when
RSN is higher as SNe are the source of the inhomogeneity.
Interestingly, the SN environment also plays a role: random
driving results in a more inhomogeneous DGR than linear
driving.
In Fig. 15, we show the local D normalized by the spa-
tial average D as a function of nH (upper panel) and T
(lower panel), respectively, time-averaged from t = 0.1 Gyr
to 0.4 Gyr. The temporal fluctuation (±1σ) for the fidu-
cial model is shown as the blue shaded region. The local D
shows a positive correlation with nH and an anti-correlation
with T , which is expected as dust is destroyed in hot and
diffuse gas. With linear driving, D is roughly homogeneous
in most regions. However, since SNe occur predominantly in
dense gas with linear driving, dust destruction is very effi-
cient (i.e. higher sp), leading to an abrupt decline of D at
nH < 0.03cm
−3 and T > 104K. The SN bubbles have short
dynamical times and will mix with the ambient medium
rapidly. In contrast, with random driving, SNe occur mostly
© 0000 RAS, MNRAS 000, 000–000
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Figure 11. Fraction of SNe that occur at nH < nH,SN (left) and
T < TSN (right). With random driving, SNe occur mostly in the
diffuse warm gas (nH ∼ 0.2cm−3 and T ∼ 104K) and 10−20%
occur in pre-existing hot SN bubbles. With linear driving, SNe
occur in a denser and cooler environment, and almost never in
pre-existing hot bubbles.
in the diffuse gas and sometimes in the pre-existing bubbles,
which leads to less efficient dust destruction and slower gas
mixing. As a result, the correlation exists even in the ex-
terior of the bubbles as a consequence of incomplete gas
mixing, and there is a ∼ 30% deficit of DGR in the volume
filling warm gas (nH ∼ 0.1cm−3 and T ∼ 104K) compared to
that in the dense clouds. The temporal fluctuation is largest
in the hot and diffuse phase and decreases as density in-
creases. It is about 8% in the volume filling warm phase
where nH ∼ 0.1cm−3.
5 DISCUSSION
5.1 Comparison with previous works
In the following, we compare our results to previous stud-
ies of dust destruction in the ISM that mainly model dust
sputtering in single SN shocks in a homogeneous ISM (see
Micelotta, Matsuura & Sarangi 2018, for a review). Their
estimates of Mcl can be directly compared to our single
SN results described in Sect.3.2.2. The closest to our hy-
drodynamic simulations is work by SDJ15 who considered
dust sputtering in an evolving 1D SN blast wave. They find
that Mcl,C = 1220M and Mcl,Si = 1990M for nH,0 =
0.25cm−3 when they assume E51 = 1, as in our model. In
our nH,0 = 0.3cm−3 case, we find Mcl,C = 1180M and
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Figure 12. Time evolution of the silicate dust mass fraction
FSi (upper panel) and the destruction timescale for silicate dust
τSi ≡ −t/lnFSi (lower panel) in a multiphase ISM which re-
sembles the solar-neighborhood conditions. SNe are injected into
the ISM with a prescribed rate RSN and with a controlled den-
sity dependence (random driving and linear driving). Our fiducial
model is random driving with RSN = 2Myr−1 (R2-rand) where
τSi = 0.35Gyr. With the same RSN, random driving leads to a
longer τSi compared to linear driving due to SN clustering, which
leads to more SNe occurring in pre-existing bubbles where there
is little dust left to be destroyed.
Mcl,Si = 1660M, which agrees very well with their results.
This is quite encouraging, though it is important to note
that there are a few differences between the two models.
For example, they follow the evolution of the grain-size dis-
tribution while we assume a fixed one. They also include
a treatment for the magnetic pressure support which can
suppress nonthermal sputtering.
Despite the good agreement onMcl, SDJ15 estimate the
dust destruction timescales to be τC = 3.2 Gyr and τSi = 2
Gyr, which are significantly longer than ours (τC = 0.44 Gyr
and τSi = 0.35 Gyr). The discrepancy comes from several
different assumptions about the ISM model rather than the
dust destruction in individual SN. In SDJ15, the destruction
timescale follows the formulation proposed by Dwek & Scalo
(1980) as the time required to destroy all the dust in the
ISM:
τ =
Mgas
δSNRSNMcl
, (33)
where δSN is the SN correction factor that accounts for cor-
related SNe that explode within superbubbles and above
the galactic disk and therefore do not destroy dust. Their
fiducial supernova energy is E51 = 0.5 which is only half
© 0000 RAS, MNRAS 000, 000–000
16 C.-Y. Hu et al.
0.0 0.1 0.2 0.3 0.4
time [Gyr]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
SN
Si
,s
in
gl
e
/
Si
R2-rand
R1-rand
R2-lin
R1-lin
Figure 13. Time evolution of δSN ≡ τSi,single/τSi, where τSi,single
is the destruction timescale estimated from our single SN results
using Eq. 29. SNe that occur in low-DGR SN bubbles where there
is not much dust left to be destroyed becomes “futile events”
for dust destruction, which effectively increases the destruction
timescales. As such, our results from single SNe underestimate
the destruction timescales.
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Figure 14. Time-averaged (from t = 0.1 to 0.4 Gyr) standard
score (normalized standard deviation) of DGR as a function of
pixel size ∆x. The DGR becomes more inhomogeneous when RSN
is higher and when SNe occur more frequently in the pre-existing
SN bubbles (random driving).
of ours. In this case, they obtain Mcl,C = 600M and
Mcl,Si = 990M, also about half of our values11. Another
important difference is that their assumed SN rate per gas
mass (RSN/Mgas) is 1.4 × 10−3M−1Gyr−1 (this includes
their assumed volume filling factor of the warm gas which
11 In our simulations, SNe actually occur in a range of densities,
mostly within 10−2 < nH < 1cm−3, rather than in a single den-
sity. However, Mcl is not very sensitive to nH in this range, with
the variation less than a factor of two.
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Figure 15. The local DGR normalized by the spatial DGR as
a function of nH (upper panel) and T (lower panel), respectively,
time-averaged from t = 0.1Gyr to t = 0.4Gyr. The temporal
fluctuation (±1σ) for the fiducial model is shown as the blue
shaded region. The local DGR shows a positive correlation with
nH and an anti-correlation with T , as dust is destroyed in hot
and diffuse gas.
effectively reduces the SN rate by a factor of 0.8), while
our fiducial choice is 4 × 10−3M−1Gyr−1 which is about
2.7 times higher. The SN correction factor δSN is 0.4 in our
fiducial model (R2-rand) which is very close to their 0.36
(which is taken from McKee (1989)). Therefore, the main
source of discrepancy comes from the adopted SN rate and
the SN energy, both of which are difficult to determine accu-
rately from observations and thus dominate the uncertainty
on τ .
Jones & Nuth (2011) demonstrated that uncertainties
in the observed Mgas and RSN cause the overall uncer-
tainty in dust lifetime-estimates from Eq. (33) of the or-
der of 90%. For dust destruction results from Jones, Tie-
lens & Hollenbach (1996) for silicates and from Serra Díaz-
Cano & Jones (2008) for carbon grains, they yield values of
0.03−1.0 Gyr and 0.02−0.51 Gyr for τSi and τC, respectively.
The shorter lifetime of carbon dust compared to silicates is
caused by their choice of hydrogenated amorphous carbon as
carbonaceous material, which is less resilient than graphite
adopted by Jones, Tielens & Hollenbach (1996). Our esti-
mates for τC and τSi fall in the range of values derived by
Jones & Nuth (2011). The values of Mcl,C = 1315M and
Mcl,Si = 1590M calculated for the destruction efficiencies
from Jones, Tielens & Hollenbach (1996) agree well with our
results.
The destruction timescale for silicate grains has been
recently evaluated with post-processing of 3D hydrodynam-
ical simulations with dust evolution models including dust
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growth in the ISM (Zhukovska et al. 2016). They find that
large variations of the Si abundances in the local Milky Way
support destruction of silicate grains by SN shocks on a rel-
atively short timescale of 0.35 Gyr, which is in excellent
agreement with the value derived in the present work.
5.2 Implications for sub-grid models and
cosmological simulations
The sub-grid models for dust destruction adopted in large-
scale hydrodynamical simulations (Bekki 2013, 2015; McK-
innon et al. 2017, 2018; Aoyama et al. 2018) and semi-
analytic models (Popping, Somerville & Galametz 2017) are
mostly based on variations of Eq. 33, either used on a cell-
by-cell basis or for an annulus within the galaxy. In these
simulations, RSN is no longer a free parameter but comes
directly from the computed star formation rate, and hence
there are only two free parameters, δSN and Mcl, which are
generally assumed to be constant. Our results suggest that
δSN may not be constant and should vary with SN rate and
SN environment. In fact, δSN can even be larger than unity
if SNe occur in regions with higher than average DGR as
suggested by observations of the Magellanic Clouds (Temim
et al. 2015). Incorporating dust destruction into simulations
that can self-consistently follow star formation and the SN
environment such as Gatto et al. (2017); Kim & Ostriker
(2017); Hu (2019) will be critical to systematically quantify
the appropriate scaling for δSN. In addition, Mcl is expected
to be variable due to its density dependence. For example,
Mcl can be much smaller in a denser environment such as
starburst galaxies or high-redshift galaxies. Another compli-
cation is that Mcl is expected to depend on the grain-size
distribution, which is not universal and may have evolved
with cosmic time.
Popping, Somerville & Galametz (2017) tracked dust
production by AGB stars and SNe and via accretion in the
ISM using the best available estimates of these rates, and
dust destruction using the rates from SDJ15, in the context
of a cosmological semi-analytic model of galaxy evolution.
They found good agreement with observational estimates of
dust masses at z = 0, and found some tension with recent
observations claiming that very large dust reservoirs were
already in place at very early times (z ∼ 6-7). Adopting
the much shorter dust destruction times found in the work
presented here will, on the face of it, greatly increase this
tension and perhaps even cause difficulties in reproducing
observational estimates of dust masses in nearby galaxies
(see also the discussion in SDJ15, Section 4.4).
5.3 Missing physics and future improvements
As discussed in Sec. 2.6.1, our model does not include dust
production processes such as stellar ejecta and dust growth
in the ISM, which is important to follow the life cycle of the
interstellar dust. In addition, processes that modify the size
distribution but not the total dust mass such as shattering
and coagulation need to be included to follow the evolution
of the size distribution and understand its impact on dust
destruction. Another grain-grain collision process that takes
place in SN shocks is evaporation, though its contribution
to dust destruction has generally been found to be subdom-
inant (Jones, Tielens & Hollenbach 1996).
Another potential improvement is to include the mag-
netic fields, which should be straightforward as the Gizmo
code is able to solve magnetohydrodynamics (MHD) and
the magnetic fields can be evolved self-consistently. The as-
sumption of B ∝ ρgas in shocks can then be relaxed and the
information on B will be directly available when calculating
the betatron acceleration. In addition, the magnetic pres-
sure provides extra support against the shell compression
and therefore reduces nonthermal sputtering via betatron
acceleration, though the exact behavior will depend on the
configuration of the magnetic fields. It is also possible to di-
rectly integrate the gyration of grains (at least for the large
grains) which changes the direction of vrel but not its magni-
tude, which may have some effect on nonthermal sputtering
in interacting shocks.
Our grain charge model is very simplistic. A more so-
phisticated estimate such as McKee et al. (1987) or the
more recent work of Weingartner & Draine (2001) can be
adopted to improve the calculation of the plasma drag,
though we do not expect the results to change significantly
as plasma drag is sub-dominant in all but the most diffuse
cases (nH,0 . 0.01cm−3), where it is not only rare for SNe to
occur (probability < 10%) but also sputtering is inefficient
(sp < 0.05).
Finally, as discussed in Sec. 2.3, the distinction be-
tween thermal and nonthermal sputtering is artificial and
can be replaced with a more natural formulation based on
the skewed Maxwellian distribution. Future studies along
the line of Bocchio, Jones & Slavin (2014) will be very valu-
able if a fine-grid table of the calculated erosion rate as a
function of both the drift velocity of dust and the gas tem-
perature can be provided.
6 SUMMARY
We have introduced a novel numerical framework to follow
dust sputtering in hydrodynamical simulations in a more ab
initio fashion. We adopt a one-fluid approach where dust is
spatially coupled with the gas, which is justified due to the
small Larmor radius in the ISM. In order to follow nonther-
mal sputtering, we solve the equation of motion for dust
relative to the gas which is controlled by direct collisions,
plasma drag and betatron acceleration. We use a subcycling
technique to tackle the stiffness problem for integrating the
dust mass and the dust-gas relative velocity, which can be
bypassed when the sputtering rate becomes low. We adopt
an MRN grain-size distribution and do the integration bin-
by-bin assuming that the distribution is remains constant in
time.
We have systematically investigated dust destruction
for a single SN occurring in an initially uniform medium.
Dust destruction is primarily due to thermal sputtering for
small grains and nonthermal sputtering for large grains (Fig.
5 and 7). The grain-size integrated sputtering is dominated
by nonthermal sputtering in the range of nH,0 where SNe
typically occur (Fig. 8). We provide fitting formulae for Mcl
as a function of nH,0 (Eq. 29). The ratio ofMcl,Si toMcl,C is
around 1.5 at low densities and it decreases as nH,0 increases
because sputtering becomes limited by the available dust in
the shocked gas.
We have conducted the first hydrodynamical simula-
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tions that explicitly follow dust sputtering in a turbulent
multiphase ISM (Fig. 10). The dust destruction timescales
in the simulations are τC = 0.44 Gyr and τSi = 0.35 Gyr for
our fiducial model and they scale sub-linearly with R−1SN. SNe
that occur in the pre-existing low-DGR bubbles destroy less
dust as sputtering becomes limited by the available dust
in the bubbles (Fig. 12). This effectively increases the de-
struction timescales by a factor of δ−1SN ∼ 2.5 compared to
estimates based on our single SN results (Fig. 13). Sputter-
ing leads to a spatial inhomogeneity of DGR zD ∼14% for
scales below 10 pc (Fig. 14). Locally, the DGR correlates
positively with gas density and negatively with gas temper-
ature even in the exterior of the bubbles as a consequence of
incomplete gas mixing, leading to a ∼ 30% DGR deficit in
the volume filling warm gas compared to that in the dense
clouds (Fig. 15).
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APPENDIX A: CONVERGENCE TEST
We conduct a convergence test for a single SN with
nH,0 = 0.1cm
−3. In Fig. A1, we show the time evolution
of Mnthsp,C (upper left), M thsp,C (upper right), Mnthsp,Si (lower
left) and Mnthsp,Si (lower right), respectively. The gas par-
ticle mass is systematically increased from 0.04 M to
125 M. A thermal energy of 1051 erg is injected into
the Ninj = max(32, 16M/mgas) nearest gas particles in a
kernel-weighted fashion.
Thermal sputtering converges at mgas = 5M, and
coarsening the resolution further up to mgas = 125M only
overestimates the sputtered mass by a factor of two. This is
because thermal sputtering is controlled by the temperature.
As long as the initial injection of SN is able to heat the gas
temperature up to T & 106K where thermal sputtering is
efficient, the final sputtered mass will not be very different.
For mgas = 125M, the sputtered mass is even higher as the
shocked gas mass is overestimated during the injection of SN
energy because of the poor resolution. Once the resolution
becomes even coarser such that no gas will be heated above
T > 106K, the sputtered mass will abruptly drop to essen-
tially zero. On the other hand, convergence for nonthermal
sputtering is much more computationally demanding: it be-
comes increasingly efficient asmgas decreases and eventually
shows convergence at mgas = 0.2M. This is because non-
thermal sputtering is controlled by vrel which depends sen-
sitively on the shock structure. Coarsening the resolution
smooths out the shock structure and therefore suppresses
nonthermal sputtering. Since nonthermal sputtering domi-
nates over thermal sputtering in most cases, the convergence
criterion for total sputtering is also mgas = 0.2M. Com-
pared to the dynamical impact of SNe which only requires
resolving the cooling radius, sputtering is much more diffi-
cult to resolve.
APPENDIX B: ANALYTIC SOLUTIONS FOR
DUST-GAS RELATIVE VELOCITY
For completeness, we give the analytic solutions of vrel that
we adopted to validate our time integration schemes (cf.
Fig. 2). For the linear drag relation with a constant tdrag
and ahydro, the equation of motion is
dvrel
dt
= − vrel
tdrag
− ahydro, (B1)
which has an analytic solution:
vrel(t) = vrel(0)e
−t/tdrag − ahydrotdrag(1− e−t/tdrag ). (B2)
As t → ∞, the solution approaches the terminal velocity
vrel = −ahydrotdrag.
In the supersonic regime, the equation of motion be-
comes nonlinear due to the quadratic term:
dvrel
dt
= −vrel
√
1 + Cv2rel
tdrag
− ahydro, (B3)
where C = 0.22c−2s . An analytic solution is not available
in this case. However, if we assume ahydro = 0, an analytic
relation between vrel and t can be expressed as
t = 0.5tdrag
[
ln |Cv2rel(0)− 1| − ln(Cv2rel(0) + 1)
− ln |Cv2rel(t)− 1|+ ln(Cv2rel(t) + 1)
]
. (B4)
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Figure A1. Convergence test for a single SN for nH,0 = 0.1cm−3. Thermal sputtering converges at mgas = 5M, while nonthermal
sputtering converges at mgas = 0.2M, as the latter is controlled by vrel which depends sensitively on the shock structure. Compared to
the dynamical impact of SNe which only requires resolving the cooling radius, sputtering is much more difficult to resolve.
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