Abstract. We introduce the notions of Ritt order and type to functions defined by the series
Preliminary lemmas
Definition 1.1 (B. Lepson [10] ). An entire function f is said to be of bounded index if there exists a nonnegative integer ν such that max f (k) (s) k! k ∈ {0, 1,...,ν} ≥ f (j) (s) j! , f (0) (s) = f (s) (1.1) for all j and for all s. The least such integer ν is called the index of f .
Theorem A (F. Gross [8] ).
An entire function with at most a finite number of zeros is of bounded index if and only if it is of the form P (s)exp(αs), where P (s) is polynomial and α is a complex constant.
Theorem B (S. M. Shah [16] Let λ n ∞ 1 be a D-sequence (that is a positive strictly increasing unbounded sequence) and (f n ) ∞ 1 be a sequence of entire functions f n of bounded index ν n with at most a finite number of zeros from Theorem A. As a result of the two theorems, we have ∀s ∈ C, ∀n ∈ N\{0} f n (s) = P n (s) exp α n s , (1.3) where P n (s) is a polynomial of degree m n and α n is a complex constant, that is, s → P n (s) = mn j=0 a n,j s j with a n,mn = 0 and s ∈ C.
). Let f (s)= P (s)exp(αs), where α is any complex number and P (s) is a polynomial of degree less than n. Then f is of bounded index and the index ν ≤ p, where p is any integer such that p ≥ n − 1 and
(1.4)
Let us suppose that ∃k ∈]0,λ 1 [, ∀n ∈ N\{0} α n ∈ d (0,k) , (1.5) where d (0,k) is the closed disc centered at 0 and of radius k.
Consider the space of elements
f n σ + iτ 0 exp − sλ n , s = σ + iτ, (σ , τ) ∈ R × R (1.6)
indexed by τ 0 on R. By definition, {f τ 0 } is the BE -Dirichletian element. Let
Consider the associated Dirichletian element 9) whose coefficients are strictly positive and denote, by σ f A c , the abscissa of convergence of {f A }.
Let us state three lemmas due to M. Blambert and M. Berland [6] which we use later. These demonstrations are obvious because this sequence (α n ) ∞ 1 is bounded.
(1.10)
where τ 1 is any arbitrary real number.
Main theorems.
Let us define the following quantities. For each σ on C,
2)
3)
where
The quantities defined above are finite.
and
On the other hand, we have, ∀n ∈ {1, 2,...,n 1 − 1}
We have
On the other hand,
Or, thus, we get the contradiction that a n,mn = 0 ∀n ∈ N\{0} (2.15) and
Thus, (2.13) and (2.16) prove the theorem.
Furthermore, let 
τ 0 is any arbitrary real number. Consider the closed interval
and then (M. Blambert and M. Berland [6] )
where (1, 2) ) is a D-sequence. Consider the Dirichletian element f A (1, 2) :
indexed by the couple (1, 2) and denote, by σ
, the abscissa of convergence of (1, 2) is an entire function and, its Ritt-order is
and its lower Ritt-order is
This implies that
From (2.45) and (2.47), we have 
which implies that
and where 
65) 
It is trivial that if
(2.69) 
µ n (1, 2) ,
where ∀n ≥ n 2 = max n 1 ,n ,
µ n (1, 2) .
is the Ritt-type of order of f τ 0 , we have,
Let us consider f n , the function defined by (1, 2) (σ + c), (2.80) and indexed by n > n 2 . Choosing
we get ∀n ≥ n 2 , ∀σ ∈ R\{σ n }, (1, 2) (2.83) and lim n→∞ σ n = −∞ ⇒ ∃n 3 ∈ N\{0}, ∀n ≥ max n 2 ,n 3 , (2.84)
where log A n ≤ f n σ n = µ n (1, 2) b (1, 2) µ n (1, 2) µ n (1, 2) A b/µn (1, 2) n
(M. Berland [3] , following the theorem of Lindelöf-Blambert-Yu) and
from which
as ε 1 , ε 2 , and ε are arbitrary, we deduce immediately that
and, hence, ∀ε > 0,
As ε is arbitrary, we have
As a result of this theorem, we have an expression for τ fτ 0 R in terms of λ n and A n .
If σ Remark. The notions of Ritt-type of order of functions, defined by B−Dirichletian elements, are considered in [3] with the same result of this theorem. 
µ n (1, 2) , (2.107) where λ is a constant lying in [1, ∞[ and
which gives
Let us consider ϕ n , the function defined by
and indexed by n ≥ n 2 . Choose
This takes the maximum value at
As ∀n ∈ N\{0},
Finally, we have,
Hence, we get, 
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