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V magistrskem delu smo se ukvarjali s primerjavo zaporednih implemen-
tacij blocˇnih sˇifer za CPE in njihovimi vzporednimi implementacijami za
GPE. Pri tem smo si izbrali vseh pet finalistov standarda AES (Rijndael,
Serpent, Twofish, MARS in RC6). Algoritme smo analizirali ter preucˇili
mozˇne izboljˇsave za njihovo vzporedno implementacijo. Implementirali smo
vzporedne implementacije z razporejanjem podatkov ter merili pohitritev v
primerjavi z zaporednimi implementacijami ter dosegli do dvajsetkratno po-
hitritev nekaterih algoritmov. Naredili smo tudi primerjavo med CUDO in
OpenCL, platformama za pisanje vecˇnitnih programov za graficˇne kartice.
Implementirali smo tudi popolnoma svoje implementacije z bitnimi rezinami
algoritmov Rijndael in Serpent za platformo CUDA ter ju primerjali z vzpo-
rednimi implementacijami z razporejanjem podatkov.
Kljucˇne besede
vzporedni algoritmi, blocˇne sˇifre, kriptografija, CUDA, OpenCL, bitne rezine,
AES, CTR, hitro sˇifriranje

Abstract
The aim of this Master’s Thesis was to compare the serial implementations
of block ciphers that run on CPU with corresponding parallel implementa-
tions that run on GPU. By analyzing the five finalists of the AES competi-
tion (Rijndael, Serpent, Twofish, MARS and RC6) we searched for possible
improvements in their parallel implementations. Using the data parallelism
techniques we implemented the algorithms in parallel and achieved the speed
that was 20 times higher in comparison to the underlying serial implemen-
tations. We have also compared two different platforms for writing parallel
programs on GPU: CUDA and OpenCL. In addition we implemented the bit-
slice implementations of algorithms Rijndael and Serpent for CUDA platform
and compared them to data parallelism based implementations.
Keywords
parallel algorithms, block cyphers, cryptography, CUDA, OpenCL, bitslice,




Kriptografski algoritmi so algoritmi, ki jih uporabljamo vsakodnevno, ne da
bi se tega pravzaprav zavedali. Njihova naloga je, da neke zaupne podatke
transformirajo na taksˇen nacˇin, da so nerazumljivi napadalcem. Uporabljajo
se na veliko podrocˇjih. Od navadnega brskanja po spletu, branja elektronske
posˇte, sˇifriranja podatkov na trdem disku do avtentikacije uporabnikov in sˇe
marsikje drugje.
Pomemben dejavnik teh algoritmov je hitrost, saj lahko v nasprotnem
primeru predstavlja ozko grlo v nekem sistemu. To je sˇe posebej pomembno
pri sistemih v realnem cˇasu, kjer si ne morem privosˇcˇiti predolgega cˇakanja
za izvedbo neke zahteve. Eden izmed nacˇinov, kako pohitriti izvedbo ob-
stojecˇega algoritma je nakup mocˇnejˇse strojne opreme. Tezˇava pri tem je, da
za nekajkratno pohitritev cena hitro presezˇe racionalne okvirje. Cenejˇsi nacˇin
je, da algoritem implementiramo vzporedno ter ga pozˇenemo na vecˇ proce-
sorjih ali jedrih hkrati. Pri tem se sˇe posebej ucˇinkovito izkazˇejo graficˇne
kartice, ki vsebujejo veliko sˇtevilo jeder.
V magistrskem delu smo se osredotocˇili na blocˇne sˇifre, bolj podrobno
na vseh pet finalistov izbora standarda AES (Rijndael, Serpent, Twofish,
MARS, RC6). Algoritme smo natancˇno preucˇili ter ugotovili kako jih je
mogocˇe najprej optimalno zaporedno implementirati v nacˇinu CTR ter nato
sˇe vzporedno v nacˇinu CTR na graficˇni kartici.
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Zaporedne algoritme smo implementirali za centralno procesno enoto
(CPE) v programskem jeziku C. Nato pa smo se lotili sˇe vzporednih im-
plementacij na osnovi razporejanja podatkov za graficˇne kartice (GPE) na
platformah CUDA in OpenCL. Poleg tega smo preucˇili in implementirali tudi
vzporedne implementacije z bitnimi rezinami (ang. bitslice) algoritmov Ser-
pent in Rijndael na platformi CUDA. Ker do sedaj sˇe ni bilo narejene taksˇne
implementacije za platformo CUDA, smo morali razviti in implementirati
cˇisto svoja algoritma.
Cˇase in prepustnosti zaporednih in vzporednih implementacij smo nato
primerjali med seboj. Najprej smo primerjali zaporedne in vzporedne imple-
mentacije z razporejanjem podatkov, ki so bile implementirane na platformi
CUDA. Nato smo naredili sˇe primerjavo platform CUDA in OpenCL z istimi
vzporednimi implementacijami. Nazadnje smo primerjali tudi vzporedne im-
plementacije z razporejanjem podatkov in implementacije z bitnimi rezinami,
ki smo jih implementirali na platformi CUDA.
Primerjave so pokazale, da smo dosegli do dvajsetkratno pohitritev glede
na zaporedne implementacije. Najviˇsjo pohitritev je dosegel algoritem RC6.
Primerjava platform CUDA in OpenCL je pokazala, da je prva hitrejˇsa pri
vseh petih algoritmih. Primerjava razlicˇnih nacˇinov vzporednih implementa-
cij pa je pokazala, da so bile implementacije z bitnimi rezinami pocˇasnejˇse.
Kljub temu menimo, da je bilo narejeno veliko, saj gre za prvo vrsto taksˇne
implementacije blocˇne sˇifre na graficˇni kartici.
Zgradba magistrskega dela je sledecˇa: Drugo poglavje je namenjeno blocˇnim
sˇifram, kjer so predstavljene osnove in nacˇini delovanja blocˇnih sˇifer. V tre-
tjem poglavju so predstavljeni finalisti izbora algoritma AES ter njihove po-
drobnosti. Cˇetrto poglavje je namenjeno osnovam CUDE in OpenCL-ja, plat-
formama za pisanje vecˇnitnih programov na graficˇnih karticah. Peto poglavje
opisuje optimalne zaporedne implementacije na CPE ter sˇesto vzporedne na
GPE. V sedmem poglavju so predstavljeni testni podatki, rezultati testiranja
ter njihova razlaga. Zadnje poglavje je namenjeno sklepnim ugotovitvam in
mozˇnemu nadaljnjemu delu na to temo.
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1.1 Sorodna dela
Ena izmed prvih implementacij finalista izbora AES za graficˇno kartico je bila
implementacija Cooka in dr. [1] algoritma Rijndael s pomocˇjo OpenGL-ja.
Dosezˇena prepustnost je bila 1,53 Mbps na graficˇni kartici Geforce3 Ti200.
Podoben pristop so uporabili tudi Harrison in dr. [2], ki je implementiral Rijn-
dael s pomocˇjo knjizˇnice DirectX9 in dosegel prepustnost okoli 870,8 Mbps na
graficˇni kartici Geforce 7900GT. Tezˇava, na katero so naleteli avtorji omenje-
nih cˇlankov je bila, da te knjizˇnice niso podpirale logicˇnih in celosˇtevilskih
operacij, ki so vecˇinoma uporabljene v sˇifrirnih algoritmih. Posledicˇno so
dosegli tudi nizˇje prepustnosti.
S pojavitvijo GPGPU in platforme CUDA se je olajˇsalo tudi programira-
nje za graficˇne kartice. To je predstavljalo veliko revolucijo v racˇunalniˇskem
svetu, saj je nenadoma dalo izkoristiti veliko racˇunsko mocˇ, ki jo ponujajo
graficˇne kartice. Posledicˇno je bilo veliko racˇunsko zahtevnih algoritmov
uspesˇno predelanih za izvedbo na graficˇnih karticah. Med njimi pa ne izo-
stajajo niti blocˇne sˇifre.
Vecˇji mejnik na tem podrocˇju je postavil Manavski [3], ki je z implemen-
tacijo algoritma Rijndael za platformo CUDA za graficˇno kartico Geforce
8800GTX dosegel prepustnost 8,28 Gbps. Avtor je uporabil sˇtiri vecˇje sub-
stitucijske tabele namesto ene manjˇse. Bloke podatkov je razdelil med sˇtiri
niti, podkljucˇe rund pa je shranil v deljenem pomnilniku. To delo je za
nas pomembno, saj je avtor v njem pokazal, da je kljucˇnega pomena kje se
podatki hranijo in kaksˇne tabele se uporabljajo.
Sˇtiri vecˇje substitucijske tabele so uporabili tudi Harrison in dr. [4], ki
so raziskovali tudi katera vrsta pomnilnika je najbolj optimalna za hranje-
nje tabel. Pri tem so priˇsli do ugotovitve, da hranjenje tabel v deljenem
pomnilniku mocˇno pohitri delovanje algoritma.
Implementacijo algoritma Rijndael v nacˇinu CTR za platformo CUDA
so kasneje pohitrili sˇe Di Biagio in dr. [5]. Avtorji so primerjali fino delitev
podatkov, pri kateri imamo sˇtiri niti na blok podatkov in grobo delitev po-
datkov, kjer vsaka nit skrbi za svoj blok podatkov. Primerjali so tudi nacˇine
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hranjenja substitucijskih tabel v konstantnem in deljenim pomnilnikom. Po-
leg tega so preverili tudi koliksˇna velikost bloka niti je najbolj optimalna.
Priˇsli so do zakljucˇka, da je najhitrejˇsi nacˇin groba delitev podatkov, s hra-
njenjem substitucijskih tabel v deljenem pomnilniku in blokom niti velikosti
256. Pri tem so dosegli prepustnost 12,4 Gbps na kartici Geforce 8800GT.
S podobnimi testi so se ukvarjali tudi Iwai in dr. [6], ki so ugotovili, da je
najbolj optimalna razdelitev ena nit na blok podatkov. Hranjenje cˇistopisa in
sˇifropisa predlagajo v globalnem pomnilniku, substitucijske tabele in kljucˇe
pa v konstantnem. Dosegli so prepustnost 35,2 Gbps na Geforce GTX 285.
Avtorji poleg tega opozarjajo tudi na pasti pri implementaciji kot so zapo-
redni dostop do podatkov itd. Mei in dr. [7] so uporabili drugacˇno delitev s
16 niti na blok podatkov. Poleg tega obravnavajo razlicˇne nacˇine prenosa in
hrambe podatkov za njihov nacˇin delitve. Dosegli so prepustnost 6,4 Gbps
na kartici Geforce 9200M GS.
Li in dr. [8] pa so z delitvijo ene niti na blok podatkov in hranjenjem
tabel v deljenem pomnilniku dosegli prepustnost okoli 60 Gbps na kartici
Tesla C2050. Poleg tega v cˇlanku opozorijo, kako dosecˇi zaporedni dostop
do globalnega pomnilnika.
Izmed implementacij ostalih algoritmov na graficˇnih karticah so vecˇjo pri-
merjavo naredili Nishikawa [9] in dr., ki so testirali in primerjali algoritme
AES (Rijndael), Camellia, CIPHERUNICORN-A in Hierocrypt-3 na plat-
formi CUDA. Njihove optimalne implementacije ponovno uporabljajo eno
nit na blok podatkov in hranjenje substitucijskih tabel in kljucˇev v deljenem
pomnilniku.
Primerjavo med implementacijami finalistov Rijndael, Serpent in Twofish
za platformo OpenCL so naredili Wang [10] in dr. Avtorji porocˇajo, da pov-
precˇno dosegajo 10 do 20 procentov manjˇso prepustnost kot podobne imple-
mentacije na CUDI drugih avtorjev. Al Shamsi in Al Ali [11] sta implemen-
tirala in primerjala iste algoritme na platformi CUDA. Nazlee in dr. [12] pa
so implementirali Serpent za CUDO. Pri tem pa so podobno, kot nekateri
avtorji algoritma Rijndael za CUDO, uporabili eno nit na podatkovni blok.
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Pri pregledu nasˇtetih del smo priˇsli do ugotovitve, da je kljucˇni del
uspesˇne implementacije ustrezna razdelitev podatkov na niti in pametna upo-
raba hierarhije pomnilnikov, ki so nam na voljo na graficˇni kartici.
Implementacije blocˇnih sˇifer z bitnimi rezinami na graficˇni kartici so dokaj
novo podrocˇje, saj do sedaj ni bilo narejeno sˇe nobene primerjave z ostalimi
implementacijami. Prvo implementacijo z bitnimi rezinami je predstavil Bi-
ham [13], ki je implementiral DES z bitnimi rezinami za CPE. Reberio in
dr. [14] pa Rijndael z bitnimi rezinami za CPE. Predvsem slednje delo nam
je koristilo kot zgled pri implementaciji algoritma Rijndael z bitnimi rezinami
za platformo CUDA.
Nasˇe delo se od ostalih razlikuje v tem, da smo primerjali zaporedne in
vzporedne implementacije vseh petih finalistov izbora algoritma AES, saj
lahko zaradi razlicˇne zgradbe algoritmov pricˇakujemo razlicˇne pohitritve.
Naredili smo primerjavo vzporednih implementacij na platformi CUDA in
platformi OpenCL, ker smo zˇeleli preizkusiti ali sta platformi primerljivi pri
nasˇem problemu. Poleg standardnih vzporednih implementacij z razporeja-
njem podatkov smo implementirali in primerjali tudi cˇisto svoje vzporedne
implementacije z bitnimi rezinami algoritmov Rijndael in Serpent za plat-
formo CUDA.
O implementaciji z bitnimi rezinami algoritma Rijndael za graficˇni pro-
cesor in njeni primerjavi z zaporedno implementacijo ter implementacijo z
razporejanjem podatkov pa smo napisali tudi cˇlanek z naslovom “Parallel
Bitslice AES-CTR implementation on CUDA“, ki smo ga poslali v objavo v
revijo Journal of Parallel and Distributed Computing [29].
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Poglavje 2
Blocˇne sˇifre
Definicija 2.0.1 Kriptosistem je peterica (P , C,K, E ,D), kjer velja:
1. P je koncˇna mnozˇica cˇistopisov,
2. C je koncˇna mnozˇica sˇifropisov,
3. K je koncˇna mnozˇica kljucˇev.
4. E = {Ek|k ∈ K} je mnozˇica sˇifrirnih funkcij Ek : P → C.
5. D = {Dk|k ∈ K} je mnozˇica desˇifrirnih funkcij Dk : C → P.
6. Za vsak kljucˇ e ∈ K, obstaja kljucˇ d ∈ K, tako da za vsak p ∈ P velja:
Dd(Ee(p)) = p.
Cˇe je e = d, je kriptosistem simetricˇen, drugacˇe je asimetricˇen.
Simetricˇne kriptosisteme nadalje delimo na dve vrsti: tokovne in blocˇne
sˇifre. Za tokovne sˇifre je znacˇilno, da najprej ustvarijo tok kljucˇev z =
z1z2 . . ., ki ga nato uporabijo za sˇifriranje posameznih bitov ali znakov:
y = y1y2 . . . = Ez1(x1)Ez2(x2) . . . .
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Blocˇne sˇifre pa po drugi strani vzamejo blok podatkov fiksne dolzˇine n in
kljucˇ fiksne dolzˇine k. Blok obdelajo kot celoto ter nato vrnejo izhod dolzˇine
n. V nasˇem magistrskem delu se bomo ukvarjali s pohitritvijo blocˇnih sˇifer.
Vse blocˇne sˇifre, ki jih bomo implementirali mi, so t.i. iteracijsko-produktne
sˇifre. Za njih je znacˇilno, da imajo definiran algoritem za razsˇirjanje kljucˇa ter
funkcijo runde, ki jo uporabijo Nr-krat zapored, kjer Nr predstavlja sˇtevilo
rund.
Njihovo delovanje je sledecˇe: Imejmo vhodni blok x in kljucˇ K. Naj-
prej iz kljucˇa K, z algoritmom za razsˇirjanje kljucˇa, izracˇunamo podkljucˇe
(K1, K2, . . . , KNr). V vsaki rundi r nato funkcija runde g vzame prejˇsnje sta-
nje wr−1 in trenuten podkljucˇ Kr ter izracˇuna novo stanje wr = g(wr−1, Kr).
Zacˇetno stanje w0 je cˇistopis, koncˇno stanje po Nr rundah pa sˇifropis.
Celoten postopek je torej:
w0 ← x
w1 ← g(w0, K1)
w2 ← g(w1, K2)
...
wNr ← g(wNr−1, KNr)
y ← wNr
Desˇifriranje poteka v obratnem vrstnem redu. Pri tem pa moramo uporabiti
inverzno funkcijo wr = g−1(wr+1, Kr), zato mora biti g injektivna pri fiksnem
Kr. Velja torej: g−1(g(w,Kr), Kr) = w. [15]
2.1 Nacˇini delovanja
Ker sˇifrirajo blocˇne sˇifre po en blok dolzˇine n, se postavi vprasˇanje, kaj
narediti takrat, kadar imamo podatke daljˇse kot n. Za ta namen imamo
razlicˇne nacˇine delovanja (ang. Modes of Operations), ki omogocˇajo sˇifriranje
podatkov poljubne dolzˇine. Nekatere najbolj znani nacˇini delovanja so:
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• Nacˇin elektronske kodne knjige (ang. Electronic Codebook Mode, kra-
tica: ECB),
• Nacˇin verizˇenja sˇifriranih blokov (ang. Cipher Block Chaining Mode,
kratica: CBC),
• Nacˇin odziva izhoda (ang. Output Feedback Mode, kratica: OFB),
• Nacˇin odziva sˇifropisa (ang. Cipher Feedback Mode, kratica: CFB),
• Nacˇin sˇtetja (ang. Counter Mode, kratica: CTR)
2.1.1 Nacˇin ECB
To je najbolj osnoven nacˇin, kjer zaporedje blokov x1, x2, . . . , xn neod-
visno sˇifriramo z istim kljucˇem K, da dobimo sˇifrirano zaporedje blokov
y1, y2, . . . , yn. Slabost tega nacˇina je, da je sˇifropis dveh enakih blokov
(xi = xj) prav tako enak (yi = yj). Posledica tega je, da je iz sˇifropisa mozˇno
razbrati dolocˇene vzorce, ki veljajo tudi za cˇistopis. Zaradi tega se uporabo
tega nacˇina odsvetuje.
2.1.2 Nacˇin CBC
Pri tem nacˇinu se med biti sˇifropisa prejˇsnjega bloka yi−1 in biti trenutnega
cˇistopisa xi izvede operacija XOR. Zacˇnemo z zacˇetnim vektorjem (ang. Ini-
tialization Vector)
y0 = IV
in nadaljujemo po formuli
yi = EK(yi−1 ⊕ xi),
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da dobimo sˇifropis y1, y2, . . . , yn. Za desˇifriranje uporabimo obratno formulo
xi = yi−1 ⊕DK(yi).
Slabost tega nacˇina je, da je sˇifriranje nemogocˇe implementirati vzporedno.
2.1.3 Nacˇin OFB
Z nacˇinom OFB dejansko ustvarimo sinhrono tokovno sˇifro iz blocˇne sˇifre.
Deluje tako, da izpeljemo tok kljucˇev z1, z2, . . . , zn iz zacˇetnega vektorja. To
naredimo tako, da dolocˇimo
z0 = IV.
Naslednji elementi toka so izracˇunani po formuli
zi = EK(zi−1).
Zaporedje blokov se nato sˇifrira po pravilu
yi = xi ⊕ zi
ter desˇifrira po pravilu
xi = yi ⊕ zi.
V obeh primerih se uporabi samo sˇifrirna funkcija EK .
2.1.4 Nacˇin CFB
Ta nacˇin deluje podobno kot OFB. Razlikuje se v tem, kako naredimo tok
kljucˇev z1, z2, . . . , zn. Tega naredimo tako, da najprej dolocˇimo y0 = IV .
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Elementi toka pa se izracˇunajo po formuli:
zi = EK(yi−1).
Bloke se nato zasˇifrira in desˇifrira po enaki formuli kot pri nacˇinu OFB.
2.1.5 Nacˇin CTR
CTR je podoben prejˇsnjima dvema nacˇinoma. Razlika je v tem, da se da tok
kljucˇev ustvariti vzporedno.
Deluje tako, da najprej nakljucˇno izberemo neko vrednost sˇtevca ctr v
{0, 1}n. Nato ustvarimo m blokov dolzˇine n po formuli:
Ti = ctr + (i− 1) mod 2n, (i = 1, . . . ,m).
Sˇifriranje podatkov nato poteka po formuli:
yi = xi ⊕ EK(Ti).
Pri tem nacˇinu je seveda pomembno, da izberemo nov ctr, preden se
vrednost sˇtevca obrne naokoli. To pomeni, da ne smemo imeti dveh vrednosti
Ti in Tj, za kateri velja Ti = Tj, i 6= j.
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Poglavje 3
AES
Leta 1997 je ameriˇski insˇtitut za standarde in tehnologijo (NIST) zacˇel posto-
pek izbire standardnega algoritma na podrocˇju simetricˇne blocˇne kriptogra-
fije (Advanced Encryption Standard, AES), ki bi zamenjal uveljavljen stan-
dard DES. Glavni razlog za menjavo je bila ranljivost na napad z izcˇrpnim
iskanjem (ang. Exhaustive Search Attack), predvsem zaradi kratke dolzˇine
kljucˇa (56 bitov) [30].
Zahteve standarda so bile, da uporablja bloke dolzˇine 128 bitov in da
podpira dolzˇino kljucˇev 128, 192, in 256 bitov. Poleg tega je bila zahteva
tudi, da naj bo algoritem odprt.
Izmed enaindvajset prijavljenih algoritmov jih je petnajst ustrezalo zah-
tevam, med katerimi pa se je petim uspelo uvrstiti v finale. Ti algoritmi so
bili Rijndael, Serpent, Twofish, MARS in RC6.
Na koncu je novi standard AES postal algoritem Rijndael. Razlog za
to je bila boljˇsa kombinacija varnosti, hitrosti in fleksibilnosti od ostalih
algoritmov [15].
V nadaljevanju poglavja so opisani algoritmi po vrstnem redu finalnega
izbora. Pri opisu algoritmov pomeni pojem beseda 32-bitni podatek, oziroma
sˇtirje zaporedni bajti zapisani po pravilu tankega konca.
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3.1 Rijndael
Rijndael je substitucijsko-linearno transformacijsko omrezˇje, kar pomeni, da
je funkcija runde sestavljena iz substitucijskih tabel in linearnih transfor-
macij. Algoritem deluje v 10, 12 ali 14 rundah, odvisno od dolzˇine kljucˇa.
Rijndael najpreprostejˇse opiˇse psevdokoda 3.1. Funkcija Round pa je defi-




4 for(i = 1; i < Nr; i++){
5 EncryptRound(State, ExpandedKey+4*i, false);
6 }
7 EncryptRound(State, ExpandedKey+4*Nr, true);
8 }
Psevdokoda 3.1: Psevdokoda algoritma Rijndael.








Psevdokoda 3.2: Funkcija runde algoritma Rijndael.
3.1.1 Stanje
Stanje algoritma Rijndael (ang. State) si lahko predstavljamo kot matriko
bajtov velikosti 4 krat 4. Zacˇetno stanje dobimo tako, da vhodne podatke
po bajtih b0, b1, . . . , b15 zlozˇimo v stolpce.
a0,0 a0,1 a0,2 a0,3
a1,0 a1,1 a1,2 a1,3
a2,0 a2,1 a2,2 a2,3
a3,0 a3,1 a3,2 a3,3
←

b0 b4 b8 b12
b1 b5 b9 b13
b2 b6 b10 b14
b3 b7 b11 b15

Isti nacˇin uporabimo tudi na koncu, da iz stanja dobimo sˇifrirane podatke.
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3.1.2 SubBytes
Operacija SubBytes je nelinearna preslikava, ki jo izvedemo nad vsakim
bajtom stanja. Izvedemo jo s pomocˇjo vnaprej izracˇunane substitucijske
tabele (S-box). Elementi tabele so izracˇunani kot inverzni element operacije
mnozˇenja v koncˇnem obsegu, cˇemur sledi sˇe afina transformacija. Postopek
za izracˇun je sledecˇ.
Najprej preslikamo bajt b v polinom v koncˇnem obsegu. To naredimo
tako, da bajt b, ki ga sestavljajo biti b7, b6, . . . , b0 preslikamo v polinom






Nato poiˇscˇemo njegov inverzni element operacije mnozˇenja b−1(x) v koncˇnem
obsegu:
GF (28) = GF (2)[x]/(x8 + x4 + x3 + x+ 1),
tako da velja:
b(x)b−1(x) ≡ 1 (mod x8 + x4 + x3 + x+ 1)
Robni primer je 0, ki pa se preslika vase.
Koncˇni obseg je obseg z omejenim sˇtevilom elementov. En nacˇin predsta-
vitve koncˇnega obsega so cela sˇtevila z operacijama sesˇtevanja in mnozˇenja
po modulu velikosti mnozˇice. Najbolj preprost primer je GF (2) = {0, 1}
z dvema elementoma ter operacijama sesˇtevanja in mnozˇenja po modulu 2.
Drug nacˇin predstavitve pa so polinomi z elementi v nekem drugem koncˇnem
obsegu:
GF (q) = GF (p)[x]/(P ),
kjer je q = pn, P pa nedeljiv polinom stopnje n, ki ni produkt polino-




a 2,1a a a
aaa
0,0 a0,1 0,2 0,3
1,0 1,3
2,0 2,2 2,3
3,0 a3,1 3,2 3,3 b
2,1
1,2
b b b b
bbbb
b b b b
bbb
0,0 0,1 0,2 0,3
1,0 1,1 1,3
2,0 2,2 2,3
3,0 3,1 3,2 3,3
SubBytes
S
Slika 3.1: Operacija SubBytes nad enim elementom stanja. Vir: Prirejeno
po [33].
mov znotraj GF (q). V tem primeru imamo sesˇtevanje definirano kot XOR
operacijo istolezˇnih koeficientov polinoma in mnozˇenje kot mnozˇenje poli-
nomov po modulu nedeljivega polinoma P . Preprost primer je GF (22) =
GF (2)[x]/(x2 + x+ 1) = {0, 1, x, x+ 1}.
Ko imamo izracˇunan inverzni element operacije mnozˇenja, nad njim iz-












1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
























Kjer x0, . . . , x7 predstavljajo bite izracˇunanega inverza.
V vecˇini implementacij algoritma Rijndael imamo SubBytes implemen-




Operacija ShiftRows rotira vrstice stanja za dolocˇeno sˇtevilo. Prva vrstica
se pusti pri miru. Druga se zamakne za en bajt v levo, tretja za dva in cˇetrta
za tri, kot to prikazuje slika 3.2
ShiftRows
a a a a
aaaa
a a a a
aaaa
a a a a
aaaa






0,0 0,1 0,2 0,3
1,0 1,1 1,2 1,3 1,1 1,2 1,3 1,0
0,0 0,1 0,2 0,3
2,0 2,1 2,2 2,3 2,0 2,12,2 2,3
3,0 3,1 3,2 3,3 3,0 3,1 3,23,3
Slika 3.2: Operacija ShiftRows nad vrsticami stanja. Vir: Prirejeno po
[33].
3.1.4 MixColumns
MixColumns je operacija, ki jo izvedemo tako, da vsak stolpec stanja mo-
dularno pomnozˇimo s polinomom tretje stopnje c(x) = 3x3 + x2 + x + 2, ki
ima koeficiente v istem koncˇnem obsegu GF (28) kot pri operaciji SubBytes.
Najprej stolpec, ki ga sestavljajo bajti a3, a2, a1 in a0, preslikamo v
polinom tretje stopnje s koeficienti v GF (28):
a(x) = a0 + a1x+ a2x
2 + a3x
3.
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Produkt dveh polinomov tretje stopnje je polinom sˇeste stopnje:
d(x) = a(x)b(x)
= (a0 + a1x+ a2x
2 + a3x




+ (a1b0 + a0b1)x
+ (a2b0 + a1b1 + a0b2)x
2
+ (a3b0 + a2b1 + a1b2 + a0b3)x
3
+ (a3b1 + a2b2 + a1b3)x
4




Tega ne moremo zapisati kot vektor sˇtirih bajtov, zato ga delimo s polino-
mom cˇetrte stopnje in vzamemo njegov ostanek. V Rijndaelu je uporabljen
polinom M(x) = x4 + 1, ki ima to lastnost, da velja
xi ≡ xi mod 4 (mod x4 + 1) [31].
Polinom d(x) postane v tem primeru:
d(x) = d0 + d1x+ d2x
2 + d3x
3
= (a0b0 + a3b1 + a2b2 + a1b3)
+ (a1b0 + a0b1 + a3b2 + a2b3)x
+ (a2b0 + a1b1 + a0b2 + a3b3)x
2
+ (a3b0 + a2b1 + a1b2 + a0b3)x
3
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Koeficiente produkta d(x) lahko izrazimo na sledecˇi nacˇin:
d0 = a0b0 + a3b1 + a2b2 + a1b3
d1 = a1b0 + a0b1 + a3b2 + a2b3
d2 = a2b0 + a1b1 + a0b2 + a3b3
d3 = a3b0 + a2b1 + a1b2 + a0b3.







a0 a3 a2 a1
a1 a0 a3 a2
a2 a1 a0 a3








V primeru polinoma c(x) = 3x3 + x2 + x+ 2 je matrika enaka:
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2

Za desˇifriranje pa uporabimo drug polinom d(x):
d(x) = 11x3 + 13x2 + 9x+ 13
3.1.5 AddRoundKey
Delovanje AddRoundKey je preprosto, saj gre za XOR operacijo med biti
stanja in biti podkljucˇa trenutne runde, ki je prav tako vektor 16 bajtov
oziroma 128 bitov. Delovanje prikazuje slika 3.4
































a a a a
aaaa
a a a a
aaaa
0,0 0,1 0,2 0,3
1,0 1,3
2,0 2,2 2,3
3,0 3,1 3,2 3,3






0,0 0,1 0,2 0,3
1,0 1,1 1,2 1,3
2,0 2,2 2,3




b b b b
bbbb
b b b b
bbb
0,0 0,1 0,2 0,3
1,0 1,1 1,3
2,0 2,2 2,3
3,0 3,1 3,2 3,3
AddRoundKey




Razsˇirjanje kljucˇa KeyExpansion je funkcija, ki sprejme kljucˇ in izracˇuna
podkljucˇe rund ali razsˇirjen kljucˇ ExpandedKey. Psevdokoda za funkcije za
izracˇun podkljucˇev 3.3 sprejme seznam bajtov kljucˇa, ki je dolzˇine 4Nk. Nk
nam pove iz koliko sˇtiri bajtnih besed je sestavljen kljucˇ: 4, 6 ali 8. Poleg tega
sprejme tudi seznam sˇtiri bajtnih besed dolzˇine 4 ∗ (Nr + 1) za shranjevanje
izhoda podkljucˇev vsake runde.
1 KeyExpansion(byte Key[4*Nk], word W[4*(Nr+1)])
2 {
3 for(i = 0; i < Nk, i++)
4 W[i] = (Key[4*i], Key[4*i+1], Key[4*i+2], Key[4*i+3])
5 for(i = Nk; i < 4 * (Nr + 1); i++){
6 temp = W[i-1];
7 if( i % Nk == 0){
8 temp = SubWord(RotWord(temp))ˆ Rcon[i/Nk];
9 }
10 else if(Nk > 6 and i % Nk == 4){
11 temp = SubWord(temp)
12 }
13 W[i] = W[i - Nk] ˆ temp;
14 }
15 }
Psevdokoda 3.3: Razsˇirjanje kljucˇa algoritma Rijndael.
Funkcija SubWord(W) izracˇuna SubBytes nad posameznim bajtom be-
sede W . Funkcija RotWord(W) je rotacija besede W za en bajt v levo:
(a, b, c, d)→ (b, c, d, a). Rcon je konstantna tabela, katere elementi so defini-
rani kot Rcon[i] = (RC[i], 0, 0, 0), kjer je RC[i] tabela elementov v GF (28),
ki se izracˇunajo po pravilu:
RC[1] = 1
RC[i] = xRC[i− 1] = x(i−1) (mod x8 + x4 + x3 + x+ 1) [31].
Iz psevdokode je razvidno, da je prvih Nk besed enakih tistim iz kljucˇa.
Nadaljnje vrednosti pa so izracˇunane iterativno iz vrednosti prejˇsnjih pod-
kljucˇev.
22 POGLAVJE 3. AES
3.2 Serpent
Serpent je substitucijsko-linearno transformacijsko omrezˇje z 32 rundami.
Njegova posebnost je, da je bil nacˇrtovan tako, da omogocˇa enostavno imple-
mentacijo substitucijskih tabel samo z bitnimi operacijami (AND, OR, XOR,
NOT), zamiki in prirejanji.
Funkcija runde sestoji iz treh plasti:
1. operacije XOR s podkljucˇem runde,
2. 32 preslikav z ustrezno {0, 1}4 → {0, 1}4 tabelo in
3. linearne transformacije.
V zadnji rundi se linearna transformacija nadomesti z operacijo XOR z za-
dnjim podkljucˇem.
Stanje algoritma je sestavljeno iz sˇtirih besed. Algoritem najboljˇse opiˇse





4 for(i = 0; i < 33; i++)




Psevdokoda 3.4: Psevdokoda algoritma Serpent.
1 EncryptRound(State, ExpandedKey, i){
2 KeyMixing(State, ExpandedKey+4*i);
3 SBox(State, i % 8);





Psevdokoda 3.5: Psevdokoda runde algoritma Serpent.
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Namen funkcij InitialPermutation in FinalPermutation je, da
preoblikujemo podatke v drugo obliko, kadar hocˇemo uporabiti preracˇunane
substitucijske tabele.
3.2.1 Substitucijske tabele
Pri algoritmu Serpent uporabljamo 8 tabel z indeksi od 0 do 7. Izbiramo jih
po kljucˇu i mod 8, kjer i predstavlja sˇtevilko runde. Vsako tabelo torej
uporabimo sˇtirikrat v 32 rundah. Tabele preslikajo sˇtiri bite v sˇtiri bite.
Kot smo zˇe omenili, je njihova posebnost to, da jih lahko implementiramo
kot zaporedje preprostih bitnih operacij, zamiki in prirejanji med sˇtirimi bese-
dami stanja. Ta nacˇin je ucˇinkovitejˇsi, saj se z njim izognemo 32 poizvedbam
znotraj ene runde. [16]
3.2.2 LinearTransform
Delovanje funkcije LinearTransform prikazuje slika 3.5. Na sliki predsta-
vljajo X0, X1, X2 in X3 vhodne besede stanja. Znak << predstavlja zamik
bitov besede v levo in znak <<< rotacijo bitov besede. Razlika med zami-
kom in rotacijo je v tem, da se pri zamiku na skrajni desni konec zapiˇsejo
nicˇle, pri rotaciji pa se zapiˇsejo biti, ki izpadejo pri zamiku levo.
3.2.3 KeyMixing
KeyMixing je podobna funkcija kot AddRoundKey pri algoritmu Rijn-
dael. Rezultat funkcije je XOR operacija med sˇtirimi besedami stanja in
podkljucˇem trenutne runde.
3.2.4 Razsˇirjanje kljucˇa
Za delovanje algoritma Serpent potrebujemo 132 besed podkljucˇev.
Najprej kljucˇ dopolnimo do polne velikosti, cˇe je njegova dolzˇina krajˇsa
od 256 bitov. To naredimo tako, da pripnemo bajt z vrednostjo 1 na konec








Slika 3.5: Operacija LinearTransform nad stanjem v algoritmu Serpent.
Vir: Prirejeno po: [34].
kljucˇa ter dodamo sˇe toliko nicˇel, da je dolzˇina enaka 256.
Nato razsˇirimo kljucˇ na 33 128-bitnih podkljucˇev K0, . . . , K32. Najprej
zapiˇsemo kljucˇ kot osem besed w−8, . . . , w−1 in jih razsˇirimo v vmesni kljucˇ
w0, . . . , w131, ki mu recˇemo predkljucˇ. To naredimo po naslednji rekurzivni
enacˇbi:
wi = (wi−8 ⊕ wi−5 ⊕ wi−3 ⊕ wi−1 ⊕ φ⊕ i) <<< 11
Simbol φ v enacˇbi predstavlja decimalni del zlatega reza (
√
5 + 1)/2 ali
0x9e3779b9 v sˇestnajstiˇskem zapisu.
Podkljucˇi rund so izracˇunani iz predkljucˇa s pomocˇjo substitucijskih tabel
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S0, S1, . . . S7 na naslednji nacˇin:
{k0, k1, k2, k3} = S3(w0, w1, w2, w3)
{k4, k5, k6, k7} = S2(w4, w5, w6, w7)
{k8, k9, k10, k11} = S1(w8, w9, w10, w11)
{k12, k13, k14, k15} = S0(w12, w13, w14, w15)
{k16, k17, k18, k19} = S7(w16, w17, w18, w19)
...
{k124, k125, k126, k127} = S4(w124, w125, w126, w127)
{k128, k129, k130, k131} = S3(w128, w129, w130, w131)
Nato sestavimo besede kj v 128-bitne podkljucˇe Ki:
Ki = {k4i, k4i+1, k4i+2, k4i+3}
Kadar uporabljamo preracˇunane tabele, moramo nad posameznim podkljucˇem
uporabiti sˇe funkcijo InitialPermutation.
3.3 Twofish
Twofish je Feistelovo omrezˇje s 16 rundami in dodatnim beljenjem (ang.
whitening) na zacˇetku in koncu. Njegova posebnost je, da uporablja substi-
tucijske tabele, ki so odvisne od vhodnega kljucˇa. Algoritem najbolje razlozˇi
njegova shema na sliki 3.7. Stanje pa je sestavljeno iz sˇtirih besed.
Feistelovo omrezˇje je kriptografska metoda, ki spremeni neko funkcijo F
v permutacijo. Uporabljena je v sˇtevilnih algoritmih, tudi v DES. Glavni
gradnik Feistelovega omrezˇja je funkcija F , ki mora biti vedno nelinearna in
po mozˇnosti tudi ne surjektivna. Njena definicija je sledecˇa:
F : {0, 1}n/2 × {0, 1}N 7→ {0, 1}n/2,
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Slika 3.6: Feistelovo omrezˇje. Vir: Prirejeno po: [35]
kjer n predstavlja dolzˇino bloka. F torej vzame n/2 bitov bloka in kljucˇ
dolzˇine N ter vracˇa izhod dolzˇine n/2. Omrezˇje deluje tako, da se vhod v
omrezˇje razdeli na dva bloka. Izvornega in ciljnega. Izvorni blok se posˇlje,
skupaj s kljucˇem v funkcijo F , katere izhod se nato sesˇteje po modulu dva
s ciljnim blokom. Bloka se nato zamenjata. Dvakratno ponovitev te ope-
racije imenujemo cikel Feistelovega omrezˇja. Delovanje Feistelovega omrezˇja
prikazuje slika 3.6.
3.3.1 Beljenje
Beljenje (ang. whitening) je, podobno kot pri Rijndaelu in Serpentu, XOR
operacija med stanjem in ustreznimi podkljucˇi. Uporaba beljenja drasticˇno



































Slika 3.7: Zgradba algoritma Twofish. Vir: Prirejeno po: [36]
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3.3.2 Funkcija F
Funkcija F v algoritmu Twofish je 64-bitna permutacija. Sprejme tri argu-
mente. Dve vhodni besedi R0 in R1 in sˇtevilko runde r za izbiro ustreznega
podkljucˇa.
Deluje tako, da najprej skozi funkcijo g posˇljemo argument R0, da do-
bimo T0. Nato rotiramo sˇe R1 v levo za en bajt ter jo posˇljemo skozi g, da
dobimo T1. T0 in T1 nato uporabimo v PHT. PHT ali Psevdo-Hadamardova
transformacija je operacija, ki je definirana kot:
a′ = a+ b mod 232
b′ = a+ 2b mod 232
Implementacija na 32-bitnih procesorjih je enostavna, saj gre za navadno
sesˇtevanje.
Z enacˇbami lahko funkcijo F zapiˇsemo kot:
T0 = g(R0)
T1 = g(R1 <<< 8)
F0 = (T0 + T1 +K2r+8) mod 2
32
F1 = (T0 + 2T1 +K2r+9) mod 2
32
3.3.2.1 Funkcija g
Vhodna 32-bitna beseda X se razdeli na sˇtiri bajte (x0, x1, x2, x3) po pravilu
tankega konca. Te nato posˇljemo vsakega skozi svojo substitucijsko tabelo.
Tabele so bijektivne 8× 8 permutacije in so pogojene z vhodnim kljucˇem.
Izhodi tabel se nato obravnavajo kot vektor (y0, y1, y2, y3) z elementi v
koncˇnem obsegu
GF (28) = GF (2)[x]/(x8 + x6 + x5 + x3 + 1),
3.3. TWOFISH 29







01 EF 5B 5B
5B EF EF 01
EF 5B 01 EF








Vektor bajtov (z0, z1, z2, z3) nato sestavimo nazaj kot besedo Z po pravilu
tankega konca.
3.3.3 Razsˇirjanje kljucˇa in racˇunanje substitucijskih
tabel
Za algoritem Twofish moramo izracˇunati 40 besed podkljucˇev K0, . . . , K39.
Poleg podkljucˇev nam vhodni kljucˇ definira tudi sˇtiri tabele.
Najprej definirajmo k = N/64, kjer je N dolzˇina kljucˇa v bitih. Vhodni
kljucˇ M je sestavljen iz 8k bajtov m0, . . . ,m8k−1 oziroma 2k besed Mi.
Besede zlozˇimo v sodi in lihi vektor dolzˇine k:
Me = (M0,M2, . . . ,M2k−2)
Mo = (M1,M3, . . . ,M2k−1)
Za izpeljavo substitucijskih tabel potrebujemo sˇe tretji vektor S. Dobimo
ga tako, da naredimo vektorje po osem bajtov kljucˇa M in interpretiramo
bajte kot elemente v
GF (28) = GF (2)[x]/(x8 + x6 + x3 + x2 + 1).
Pri tem se uporabi drugacˇen nedeljivi polinom kot pri mnozˇenju z matriko
MDS. Vektorje nato pomnozˇimo z matriko RS, velikosti 4× 8, ki je defini-
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Rezultat mnozˇenja je vektor velikosti sˇtirih bajtov, ki ga, po pravilu tankega
konca, zlozˇimo v besede Si.
Besede nato v obratnem vrstnem redu zlozˇimo v vektor dolzˇine k:
S = (Sk−1, Sk−2, . . . , S0)
3.3.3.1 Funkcija h
Za izpeljavo podkljucˇev in substitucijskih tabel moramo najprej definirati
funkcijo h. Funkcija h sprejme besedoX in seznam besed L = (L0, . . . , Lk−1).
Njeno shemo prikazuje slika 3.8.
Funkcija deluje tako, da vhodno besedo X najprej razdeli na sˇtiri bajte
po pravilu tankega konca in jih pelje cˇez kaskado tabel in operacij XOR z
besedami iz seznama L. Cˇez koliko faz bodo sˇli bajti, je odvisno od dolzˇine
seznama L oziroma vhodnega kljucˇa. Tabeli q0 in q1 sta fiksni permutaciji






















Slika 3.8: Funkcija h v algoritmu Twofish. Vir: Prirejeno po: [17]
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3.3.3.2 Besede podkljucˇev Kj
Besede, ki jih uporabimo pri vsaki rundi algoritma Twofish, izpeljemo s
pomocˇjo funkcije h na sledecˇi nacˇin:
ρ = 224 + 216 + 28 + 1
Ai = h(2iρ,Me)
Bi = h((2i+ 1)ρ,Mo) <<< 8
K2i = (Ai +Bi) mod 2
32
K2i+1 = (Ai + 2Bi) mod 2
32 <<< 9.
3.3.3.3 Substitucijske tabele
Substitucijske tabele so definirane kot funkcija h brez mnozˇenja z matriko
MDS. Celotno funkcijo g lahko torej definiramo kot:
g(X) = h(X,S),
pri fiksnem S. Mnozˇenje z matriko MDS je namrecˇ zˇe definirano znotraj
funkcije h.
3.4 MARS
MARS je algoritem, ki sestoji iz vecˇ plasti:
1. dodajanje kljucˇa oziroma pred-beljenje,
2. 8 rund mesˇanja naprej brez kljucˇa,
3. 8 rund transformacije naprej s kljucˇem,
4. 8 rund transformacije nazaj s kljucˇem,
5. 8 rund mesˇanja nazaj brez kljucˇa
6. in odsˇtevanje kljucˇa ali post-beljenje. [20]
3.4. MARS 33











D[3] D[2] D[1] D[0]















Slika 3.9: Algoritem MARS. Vir: Prirejeno po: [21]
Vseh 16 rund transformacij imenujemo kriptografsko jedro. V algoritmu
je uporabljena 9× 32 substitucijska tabela, ki jo v rundah mesˇanja obravna-
vamo kot dve 8× 32 tabele.
V mesˇanjih in transformacijah uporabljamo tretji tip Feistelovega omrezˇja,
ki deluje nad sˇtirimi vhodi. Stanje je sestavljeno iz sˇtirih besed. Shema algo-
ritma je prikazana na sliki 3.9. Posamezne plasti algoritma so predstavljene
v nadaljevanju.
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3.4.1 Mesˇanje naprej
V tej fazi najprej sesˇtejemo stanje in prve sˇtiri besede podklucˇev. Sledi osem
rund modificiranega Feistelovega omrezˇja brez kljucˇa.
V vsaki rundi uporabljamo eno izvirno besedo in tri ciljne besede. Upo-
rabljamo dve 8 × 32 substitucijski tabeli S0 in S1, ki ju dobimo tako, da
9× 32 substitucijsko tabelo S razbijemo na spodnji in zgornji del. Delovanje
mesˇanja naprej prikazuje slika 3.10.
Znotraj ene runde razbijemo izvorno besedo na sˇtiri bajte b0, b1, b2,
b3. Najprej naredimo operacijo XOR med S0[b0] in prvo ciljno besedo ter
sesˇtejemo S1[b1] in prvo ciljno besedo. Nato sesˇtejemo sˇe S0[b2] in drugo
ciljno besedo ter naredimo operacijo XOR med S1[b3] in tretjo ciljno besedo.
Na koncu rotiramo izvorno besedo za 24 bitov v desno.
V naslednji rundi rotiramo besede tako, da prva ciljna beseda postane
izvorna, druga postane prva, tretja postane druga in trenutna izvorna postane
tretja ciljna.
Poleg tega priˇstejemo v prvi in peti rundi tretjo ciljno besedo nazaj k
izvorni ter v drugi in sˇesti rundi prvo ciljno.
Razlog za operacijo mesˇanje naprej je otezˇitev napada z izbranim cˇistopisom
(ang. Chosen Ciphertext Attack). Poleg tega nam otezˇi zmanjˇsevanje rund
kriptografskega jedra pri linearnem in diferencialnem napadu [21].
3.4.2 Kriptografsko jedro
Kriptografsko jedro je sestavljeno iz 16 rund Feistelovega omrezˇja. V vsaki
rundi uporabimo ekspanzijsko funkcijo (funkcija E), ki sprejme besedo ter
vracˇa tri besede. Zgradba Feistelovega omrezˇja je prikazana na sliki 3.11.
V vsaki iteraciji je izvorna beseda vhod v funkcijo E. Prvi izhod funkcije
se XORa s prvo ciljno besedo, drugi z drugo ter tretji s tretjo. Na koncu se
izvorna beseda rotira v levo za 13 bitov. Besede nato zamenjajo vrstni red
kot pri mesˇanju naprej.
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8 x 32 S-box
Rotacija bitov desno za 8
Slika 3.10: Mesˇanje naprej v algoritmu MARS. Vir: Prirejeno po [21]






































































Slika 3.12: Funkcija E v kriptografskem jedru. Vir: Prirejeno po: [21]
3.4.2.1 Ekspanzijska funkcija
Ekspanzijska funkcija E, ki jo uporabljamo v kriptografskem jedru je shemat-
sko prikazana na sliki 3.12. Funkcija na vhod sprejme eno besedo in vracˇa
tri. Poleg vhodne besede potrebuje sˇe dve besedi podkljucˇa, ki sta na sliki
oznacˇeni kot k in k’(liha). Funkcije zaradi zapletenosti ne bomo opisovali
z besedo. Cˇe zˇeli bralec izvedeti vecˇ o samem nacˇrtovanju funkcije, naj si
prebere specifikacijo algoritma MARS. [21]
3.4.3 Mesˇanje nazaj
Mesˇanje nazaj je inverzna operacija mesˇanja naprej. Cˇe bi dali izhod mesˇanja
naprej na vhod mesˇanja nazaj, bi se operacije iznicˇile. Shemo mesˇanja nazaj
prikazuje slika 3.13.
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8 x 32 S-box
Rotacija bitov levo za 8⊟























Slika 3.13: Mesˇanje nazaj v algoritmu MARS. Vir: Prirejeno po: [21].
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3.4.4 Razsˇirjanje kljucˇa
Razsˇirjanje kljucˇa nam mora iz seznama besed k, dolzˇine n (n = 4, 6 ali 8)
zagotovi seznam besed razsˇirjenega kljucˇa K, dolzˇine 40. Ker se nekatere be-
sede seznama K uporabljajo za mnozˇenje v funkciji E, nam mora procedura
zagotoviti sledecˇe lastnosti:
• najnizˇja dva bita besed, sta nastavljena na 1,
• nobena izmed teh besed ne vsebuje 10 zaporednih 1 ali 0.
Procedura za razsˇirjanje kljucˇa poteka v naslednjih korakih:
1. Najprej kopiramo elemente seznama k v zacˇasni seznam T , dolzˇine 15
besed. Nato zapiˇsemo na mesto z indeksom n sˇtevilo n in dopolnimo z
nicˇlami do zapolnjenosti:
T [0 . . . n− 1] = k[0 . . . n− 1]
T [n] = n
T [n+ 1 . . . 14] = 0
2. Nato v sˇtirih iteracijah ponovimo:
(a) Seznam T je transformiran s pomocˇjo linearne formule:
T [i] = T [i] ⊕ ((T [i− 7 mod 15]
⊕ T [i− 2 mod 15]) <<< 3)
⊕ (4i+ j), i = 0 . . . 14
kjer j predstavlja iteracijo.
(b) Premesˇamo seznam T :
T [i] = (T [i] + S[T [i− 1 mod 15] mod 512]) <<< 9
za i = 0 . . . 14.
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(c) Vzamemo 10 besed iz seznama T in jih preuredimo v naslednjih
10 besed razsˇirjenega kljucˇa K:
K[10j + i] = T [4i mod 15], i = 0, . . . , 9.
3. Nazadnje popravimo sˇe tiste besede, ki jih uporabljamo pri mnozˇenju
v funkciji E: (K[5], K[7], . . . , K[35]), da imajo zahtevane lastnosti.
Te besede popravimo na sledecˇi nacˇin:
(a) Zapomnimo si spodnja dva bita K[i]: j = K[i] & 3 in besedo, ki
ima spodnja dva bita nastavljena na 1: w = K[i] | 3.
(b) Sledi izdelava maske M , ki ima postavljene tiste bite, ki pripadajo
zaporedni sekvenci 10 ali vecˇ 0 ali 1 v w:.
i. Najprej postavimo bite maske M na 0. Nato postavimo Mj
na 1, cˇe in samo cˇe wj pripada sekvenci 10 ali vecˇ 0 ali 1 v w.
ii. Postavimo na 0 tiste bite, ki predstavljajo konce sekvenc ali
pa sta spodnja dva bita ali zgornji bit maske M .
Avtorji so podali primer w = 031130121011, kjer xi predstavlja i
zaporednih bitov vrednosti x. Najprej izracˇunamo M = 0412504.
Nato postavimo na 0 bite na polozˇajih 4, 15, 16 in 28, da dobimo
M = 041110011005.
(c) Uporabimo fiksno tabelo B dolzˇine sˇtiri, da popravimo w. Ele-
menti tabele se pravzaprav nahajajo znotraj tabele S[265 . . . 268].
Zanje je znacˇilno, da ne vsebujejo 10 zaporednih 0 ali 1. Vzamemo
j iz koraka (a) za izbiro elementa v B ter spodnjih 5 bitov K[i−1],
da dobimo p:
p = B[j] <<< (K[i− 1] mod 32).
(d) Na koncu izvedemo:
K[i] = w ⊕ (p & M),
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da dobimo besedo razsˇirjenega kljucˇa. Ker sta spodnja dva bita v
M postavljena na 0 in v w na 1 je zagotovljeno, da bosta spodnja
dva bita K[i] postavljena na 1. Zaradi lastnosti tabele B bo tudi
zagotovljeno, da beseda K[i] ne bo vsebovala 10 zaporednih 0 ali
1. [21]
3.5 RC6
RC6 je nadgradnja algoritma RC5 [18] in je v bistvu mnozˇica sˇifer. Mnozˇica
pravimo zato, ker je vsaka sˇifra dolocˇena s tremi parametri: w, r in b.
Dolocˇeno sˇifro znotraj mnozˇice imenujemo RC6-w/r/b. Parameter w pomeni
dolzˇino besede, r pomeni sˇtevilo rund in b pomeni sˇtevilo bajtov kljucˇa. V
primeru izbora standarda AES so bili parametri w = 32, r = 20 in b = 16,
24 ali 32. Algoritem uporablja vrsto Feistelovega omrezˇja in je zaradi lazˇje
analize nacˇrtovan zelo preprosto.
Prilagojena verzija algoritma s parametri w = 32, r = 20 in b = 16, 24
ali 32 je prikazana s psevdokodo 3.6. Stanje sistema sestoji iz sˇtirih besed:
A, B, C in D. Pri tem velja opozoriti, da ukaz (A,B,C,D) = (B,C,D,A)
pomeni prirejanje ter da je S seznam besed podkljucˇev dolzˇine 2× r + 4.













Psevdokoda 3.6: Psevdokoda algoritma RC6.
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3.5.1 Razsˇirjanje kljucˇa
Razsˇirjanje kljucˇa je podobno kot pri RC5 in nam mora zagotoviti 2r + 4
besed. Vhod v algoritem razvrsˇcˇanja kljucˇev je seznam besed L, dolzˇine c,
kjer je njena vrednost izracˇunana po formuli c = bb/4c. Seznam L dobimo
tako, da seznam bajtov kljucˇa pretvorimo v seznam besed po pravilu tankega
konca. Izhod algoritma je seznam besed S, dolzˇine 2r+4. Razsˇirjanje kljucˇa
algoritma RC6 je prikazano v psevdokodi 3.7. V algoritmu smo uporabili dve
konstanti P32 = 0xB7E15163 in Q32 = 0x9E3779B9. Prva je definirana
kot decimalni del e− 2, druga pa kot decimalni del zlatega reza φ. [19]
1 KeySchedule(L[c], S[2*20 + 4]){
2 S[0] = P32;





8 A=S[i]=(S[i]+A+B) <<< 3;
9 B=L[j]=(L[j]+A+B) <<< (A+B);
10 i=(i+1) % (2*20+4);
11 j=(j+1) % c;
12 }
13 }
Psevdokoda 3.7: Razsˇirjanje kljucˇa algoritma RC6.
Poglavje 4
CUDA in OpenCL
To poglavje je namenjeno temu, da dobi bralec osnovno znanje o CUDI in
OpenCL-ju, ki je potrebno za nadaljnje razumevanje implementacij vzpo-
rednih algoritmov. Najprej je predstavljena arhitektura CUDA in njen pro-
gramski model. Na koncu sledi sˇe predstavitev ogrodja za pisanje vzporednih
programov za razlicˇne vecˇnitne arhitekture OpenCL ter njegova uporaba z
arhitekturo CUDA.
4.1 CUDA
CUDA (Compute Unified Device Architecture) je vzporedna racˇunska plat-
forma, ki omogocˇa uporabo graficˇnih kartic za splosˇne namene (ang. General-
Purpose GPU). To pomeni, da uporabimo graficˇni procesor za resˇevanje
razlicˇnih vrst problemov in ne samo za izrisovanje grafike na racˇunalnikov
zaslon. Prvicˇ je bila predstavljena leta 2007 in je namenjena izkljucˇno za
Nvidijine graficˇne kartice. Za lazˇje razumevanje platforme bomo razdelili
opis na strojni del, kjer je opisana arhitektura, hierarhijo pomnilnika, kjer so
opisani razlicˇni tipi pomnilnikov in njihova uporaba ter programski model,
ki opisuje kako programiramo CUDO.
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4.1.1 Strojni model
GPE procesor z arhitekturo CUDA je sestavljen iz N multiprocesorjev (MP),
ki vsebujejo po M tokovnih procesorjev (SP) ali jeder CUDA. Vsak multipro-
cesor poleg jeder vsebuje sˇe mnozˇico 32-bitnih registrov, deljeni pomnilnik,
ki je skupen enemu bloku niti in predpomnilnik.
CUDA uporablja t.i. SIMT (Single Instruction Multiple Thread) arhitek-
turo. Multiprocesor upravlja, razvrsˇcˇa in izvaja niti v skupinah po 32 niti,
ki jim pravimo snop (ang. warp). Vse niti znotraj enega snopa zacˇnejo na
istem naslovu, a vsebujejo locˇen programski sˇtevec in registre, kar omogocˇa
vejitve in skoke. Kljub temu bo vzporednost niti zagotovljena samo kadar
bodo vse niti znotraj enega snopa na isti poti. To pomeni, da vse niti sledijo
istemu izvajanju ukazov. Ko pa imamo skoke in vejitve znotraj enega snopa,
pa bo moral multiprocesor zaporedno izvesti razlicˇne poti.
4.1.2 Hierarhija pomnilnika
4.1.2.1 Globalni pomnilnik
Globalni pomnilnik se nahaja na RAM-u graficˇne kartice in predstavlja vme-
snik med racˇunalnikom in graficˇno kartico. Izmed nasˇtetih pomnilnikov je
zdalecˇ najvecˇji, a tudi najpocˇasnejˇsi. Najpogosteje ga uporabimo zato, da
prenesemo najprej podatke iz racˇunalnikovega RAM-a v globalni pomnilnik
ter nato iz njega v deljeni pomnilnik ali registre, kjer se lahko podatki obde-
lajo hitreje. V dolocˇenih primerih ga uporabimo tudi za komunikacijo med
razlicˇnimi bloki niti.
Dostop do globalnega pomnilnika se vrsˇi s transakcijami po 32, 64, ali 128
biti naenkrat. Zaradi tega morajo biti podatkovne strukture v globalnem
pomnilniku poravnane glede na velikost transakcije. Poleg tega je dostop do
globalnega pomnilnika najbolj ucˇinkovit, kadar je zaporeden (ang. coalesced
access). To pomeni, da bo vsaka zaporedna nit dostopala do podatka z
zaporednim naslovom, zato bomo lahko z eno transakcijo pridobili podatke
za vecˇ niti hkrati.
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4.1.2.2 Deljeni pomnilnik
Deljeni pomnilnik se nahaja na vsakem multiprocesorju in je skupen enemu
bloku niti. Uporabljamo ga za komunikacij med niti enega bloka in za hitrejˇso
obdelavo podatkov. Je hitrejˇsi od globalnega pomnilnika in sluzˇi kot nekaksˇen
predpomnilnik, ki ga upravljamo sami.
Njegova hitrost je dosezˇena s tem, da je fizicˇno na multiprocesorji in da je
razdeljen na enote, ki jih imenujemo banke, do katerih lahko niti dostopajo
vzporedno. Deljeni pomnilnik je za en snop razdeljen na 32 bank, kjer je
vsaka banka velika sˇtiri bajte ali eno besedo. Cˇe shranimo v deljeni pomnilnik
vecˇ kot 32 besed podatkov, so ti porazdeljeni v banke po modulu 32.
Vsaka banka lahko obdela eno zahtevo na cikel neodvisno od ostalih bank.
Kadar vsaka izmed 32 niti znotraj enega snopa dostopa do svoje banke,
imamo vzporedni dostop do vseh bank naenkrat.
Podobeno ucˇinkovit nacˇin dostopa imamo, ko vse niti znotraj snopa do-
stopajo do iste banke (broadcast), saj se v tem primeru v resnici zgodi samo
en dostop.
Tezˇava nastane, kadar imamo vzorec dostopa, ki je nekaj vmes med zgor-
njima dvema. V tem primeru pride do konflikta. Kadar recimo dve niti v
paru znotraj istega snopa dostopajo do iste banke, imamo dvosmerni konflikt
(ang. two-way conflict). V tem primeru se bo dostop naredil v dveh ciklih,
saj bo ena nit morala cˇakati na drugo. Vecˇ ko imamo niti, ki dostopajo do
iste banke, slabsˇe je vse dokler vseh 32 niti spet ne dostopa do iste banke.
[22]
4.1.2.3 Registri
Registri se nahajajo na vsakem multiprocesorju in so najhitrejˇsa oblika po-
mnilnika na arhitekturi CUDA. Registri so lokalni na ravni ene niti in jih
uporabljamo za podatke, nad katerimi izvajamo veliko racˇunanja. V njih se
obicˇajno shranijo lokalne spremenljivke.
Najvecˇja tezˇava registrov je, da jih imamo omejeno sˇtevilo na eno nit in
na en multiprocesor. Kadar eni niti zmanjka registrov, mora podatke shraniti
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na veliko pocˇasnejˇsi lokalni pomnilnik.
4.1.2.4 Lokalni pomnilnik
Lokalni pomnilnik je del globalnega pomnilnika, ki je lokalen na ravni ene
niti. Zaradi njegove pocˇasnosti se mu poskusˇamo v najvecˇji meri izogniti.
Prevajalnik bo lokalni pomnilnik ponavadi izkoristil takrat, ko imamo prevecˇ
uporabljenih registrov na eno nit ali pa uporabljamo prevelike lokalne struk-
ture in sezname, ki jih ni mogocˇe shraniti zgolj v registrih.
4.1.2.5 Konstantni pomnilnik
Konstantni pomnilnik je poseben prostor na globalnem pomnilniku, ki se
predpomni na vsakem multiprocesorju. Zaradi tega je hitrejˇsi, a samo cˇe vse
ali vecˇino niti dostopa do istega podatka. Poleg tega ima to omejitev, da je
samo pisalni pomnilnik.
4.1.3 Programski model
Programe za CUDO piˇsemo v programskem jeziku CUDA C, ki je razsˇiritev
programskega jezika C. Za prevajanje programov napisanih v CUDA C upo-
rabljamo Nvidia Cuda Compiler (NVCC), ki poskrbi za locˇeno prevajanje
zaporedne kode napisane v C-ju in vzporednih funkcij, ki jim pravimo sˇcˇepci
(ang. kernel). Sˇcˇepci se prevedejo najprej v vmesno kodo PTX, ki jo gonilnik
naprave prevede v ustrezno strojno kodo v cˇasu zagona aplikacije.
Sˇcˇepci so posebne vrste funkcij, ki se od ostale programske kode razliku-
jejo v tem, da se izvedejo na graficˇni kartici. Predstavljajo torej naloge, ki
naj jih opravi graficˇna kartica. Izvedel se bo tolikokrat vzporedno, kolikor
imamo definiranih niti za neko opravilo.
Sˇcˇepci imajo v programski kodi deklaracijo global , kadar jih zˇelimo
klicati iz gostiteljeve kode. Ko pa imajo deklaracijo device , pa jih
lahko klicˇemo le iz nekega drugega sˇcˇepca. Sˇcˇepec pozˇenemo iz gostite-
ljeve kode tako, da poklicˇemo kernelName <<<dimGrid, dimBlock
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Večniten	CUDA	program
Blok	5Blok	0Blok	4 Blok	1 Blok	2Blok	6 Blok	3Blok	7





Blok	0 Blok	1 Blok	2 Blok	3
Blok	4 Blok	5 Blok	6 Blok	7
Slika 4.1: Avtomatska razporeditev blokov niti med multiprocesorji. Vir:
Prirejeno po: [22].
>>>(arg0, arg1, ...), kjer dimGrid in dimBlock predstavljata ve-
likost mrezˇe in bloka niti.
Posamezne niti so zdruzˇene v bloke niti in ti naprej v mrezˇo (ang. grid).
Vsaka nit se znotraj enega bloka identificira s tremi koordinatami. Prav
tako se vsak blok identificira s tremi koordinatami znotraj mrezˇe. Vsaka nit
se torej globalno identificira s svojo koordinato znotraj bloka in koordinato
bloka.
Vsaka izmed niti se na strojnem nivoju izvede na enem jedru CUDA,
medtem ko se na enem multiprocesorju naenkrat izvede en blok. Sˇtevilo
hkrati izvedenih blokov pa je odvisno od sˇtevila multiprocesorjev, kot to
prikazuje slika 4.1.
4.2 OpenCL
OpenCL (Open Computing Language) je ogrodje za pisanje programov za
vzporedne platforme. Za razliko od CUDA C, ki je namenjena samo za
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CUDA OpenCL
Nit (ang. Thread) Delovni predmet (ang. Work-item)
Blok niti (ang. Thread block) Delovna skupina (ang. Work-group)
Globalni pomnilnik Globalni pomnilnik
Konstantni pomnilnik Konstantni pomnilnik
Deljeni pomnilnik Lokalni pomnilnik
Lokalni pomnilnik Zasebni pomnilnik
Tabela 4.1: Preslikava terminologije med CUDO in OpenCL.
graficˇne kartice z arhitekturo CUDA, je programe v OpenCL-ju mozˇno po-
gnati na razlicˇnih arhitekturah. Sem spadajo vecˇ jedrni procesorji, graficˇne
kartice razlicˇnih proizvajalcev, procesorjev za digitalno procesiranje signalov,
itd.
Pri snovanju OpenCL-ja so se mocˇno zgledovali po arhitekturi CUDA
in njenih resˇitvah. Zaradi tega je programe, ki jih zˇe imamo napisane v
CUDA C, enostavno spremeniti v programe napisane v OpenCL. To velja
sˇe posebej takrat kadar uporabljamo strojno opremo z arhitekturo CUDA.
Obstaja namrecˇ preslikava vecˇine pojmov in sistemskih klicev med CUDO
C in OpenCL. Prav tako je uporabljena enaka hierarhija pomnilnikov kot
pri CUDI [32]. Nekaj primerov preslikave med terminologijama CUDA in
OpenCL je prikazanih v tabeli 4.1.
Slaba stran OpenCL-ja je, da je veliko vecˇ rezˇije kot na platformi CUDA.
Razlog za to je prenosljivost programa napisanega v OpenCL C med razlicˇnimi
arhitekturami. Zaradi tega moramo znotraj programa vedno najprej izbrati
platformo kot je recimo NVIDIA, AMD ali Intel. Nato sledi izbira naprave,
saj imamo lahko vecˇ vrst naprav v racˇunalniku iste platforme. Na koncu
ustvarimo sˇe kontekst, ki predstavlja nekaksˇno okolje, ki vkljucˇuje napravo
in ostale objekte kot so vrste, programi itd.
Poleg tega moramo znotraj programske kode sami poskrbeti za prevaja-
nje programa, ki se bo izvedel na neki napravi. Program moramo zato imeti
shranjen v nekem nizu ali zunanji datoteki. Obstajata dva nacˇina za pre-
vajanje programa. Prvi je, da programsko kodo preberemo iz datoteke ali
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niza ter jo prevedemo. Drugi nacˇin pa, da preberemo programsko kodo samo
enkrat, jo prevedemo in shranimo kot binarno datoteko. Kadar prevajamo
za arhitekturo CUDO je izhod vmesna koda PTX, ki je ustvarjena s preva-
jalnikom NVCC. Slednji nacˇin smo izbrali tudi v nasˇih implementacijah, saj
se z njim izognemo dodatnemu koraku prevajanja.
Sledi sˇe ustvarjanje objekta, ki mu v OpenCL terminologiji pravimo
sˇcˇepec in je nekaksˇno JIT prevajanje na CUDI. Celoten postopek prevajanja
programa in nato sˇe prevajanje v sˇcˇepec prikazuje slika 4.2. [23]



















To poglavje je namenjeno optimalnim zaporednim implementacijam algorit-
mov iz poglavja 3. Opisani so vzorci in izboljˇsave, ki smo jih uporabili za
doseganje cˇim viˇsje prepustnosti.
Zgledovali smo se po zˇe obstojecˇih implementacijah za 32-bitne proce-
sorje. Pregledali smo optimalne implementacije avtorjev algoritma, ki so jih
morali poslati skupaj s specifikacijo na izbor AES. Prav tako smo pregledali
nekaj zˇe obstojecˇih implementacij kot je recimo knjizˇnica Crypto++ za pro-
gramski jezik C++, GNU Crypto v Javi in CryptoPlus v Pythonu. Pri vseh
knjizˇnicah smo opazili podobne vzorce implementacije.
Za sˇifriranje vecˇih blokov smo uporabili nacˇin CTR, ki smo ga opisali pri
definiciji blocˇnih sˇifer 2. Pri tem nacˇinu potrebujemo za sˇifriranje cˇistopisa
in desˇifriranje sˇifropisa samo sˇifrirno funkcijo, ki ustvari tok kljucˇev oziroma
sˇifrira sˇtevce.
5.1 Rijndael
Obcˇutno izboljˇsavo algoritma Rijndael podajo zˇe sami avtorji algoritma. Pre-
dlagajo zdruzˇitev operacij SubBytes, ShiftRow in MixColumns v sˇtiri
substitucijske tabele. Namesto ene 8 × 8 tabele, imamo sedaj sˇtiri 8 × 32
tabele in eno 8× 32 tabelo za zadnjo rundo in razsˇirjanje kljucˇa.
51
52 POGLAVJE 5. ZAPOREDNE IMPLEMENTACIJE


























2 3 1 1
1 2 3 1
1 1 2 3





























2 3 1 1
1 2 3 1
1 1 2 3



































































Racˇunanje enega stolpca stanja se zato poenostavi v sˇtiri poizvedbe in
sˇtiri operacije XOR.
ej = T0[a0,j]⊕ T1[a1,j−1]⊕ T2[a1,j−2]⊕ T3[a1,j−3]⊕ kj.
Za shranjevanje vseh sˇtirih tabel potrebujemo 4 KB prostora. Avtorji sicer
pravijo, da se je temu mozˇno izogniti z rotacijo ene tabele, kadar uporabljamo
arhitekturo s premalo pomnilnika.
V zadnji rundi ne racˇunamo MixColumns. Zaradi tega potrebujemo sˇe
zadnjo tabelo, ki ima izracˇunane samo vrednosti navadne tabele S.
5.2 Serpent
Ucˇinkovita implementacija algoritma Serpent je odvisna predvsem od sˇtevila
bitnih operacij, zamikov in prirejanj, ki jih moramo izvesti za izracˇun poi-
zvedbe neke tabele. Eden izmed nacˇinov, za optimizacijo izracˇuna je preisko-
vanje prostora kombinacij operacij, ki nam dajo zˇelen rezultat. To pomeni,
da poiˇscˇemo najkrajˇso mozˇno zaporedje operacij, ki nam da enak rezultat
kot originalna tabela.
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Taksˇnega pristopa sta se lotila Simpson in Gladman [37], ki sta s pomocˇjo
grucˇe racˇunalnikov dosegla pohitritev izvedbe tabel tabel. Podobno je nare-
dil tudi Osvik [24], le da je postavil bolj striktne pogoje pri iskanju zaporedja.
Eden izmed pogojev je bil tudi omejitev uporabe petih registrov, saj je opa-
zil, da Gladmanove tabele uporabljajo veliko zacˇasnih spremenljivk. To na
arhitekturah z omejenim sˇtevilom registrov kot sta recimo x86 ali CUDA,
povzrocˇi prenasˇanje podatkov v pomnilnik in nazaj. S tem pristopom mu je
uspelo algoritem mocˇno pohitriti v primerjavi z Gladmanom.
5.3 Twofish
Pri algoritmu Twofish je funkcija g sestavljena iz sˇtirih tabel in mnozˇenja z
matriko MDS. Ker so tabele odvisne od vhodnega kljucˇa, je posledicˇno tudi
funkcija g odvisna od vhodnega kljucˇa.
Isti kljucˇ lahko uporabimo za sˇifriranje vecˇ blokov, zato se zdi smiselno,
da del funkcije g izracˇunamo vnaprej v algoritmu za razsˇirjanje kljucˇa. Na
ta nacˇin se tudi pohitri sˇifrirni algoritem.
Avtorji algoritma Twofish zato predlagajo razlicˇne nacˇine izracˇunanja
funkcije g vnaprej:
• Full Keying: Pri tem nacˇinu izracˇunamo sˇtiri substitucijske tabele in
jih zdruzˇimo z mnozˇenjem z matriko MDS. S tem dobimo sˇtiri 8 × 32
tabele, ki zasedejo skupaj 4Kb prostora. Izracˇun funkcije g se poeno-
stavi na sˇtiri poizvedbe in tri operacij XOR. Ta nacˇin je priporocˇljiv
takrat, kadar se isti kljucˇ uporabi za sˇifriranje velikega sˇtevila blokov.
• Partial Keying: Pri tem nacˇinu izracˇunamo sˇtiri 8× 8 substitucijske
tabele, a potrebujemo zato sˇe sˇtiri fiksne 8 × 32 tabele za mnozˇenje
z matriko MDS. Pri tem nacˇinu zmanjˇsamo velikost tabel na 1Kb.
Izracˇun funkcije g je sedaj sestavljeno iz sˇtirih poizvedb v tabele in
sˇtirih poizvedb v tabele MDS.
• Minimal Keying: Ta nacˇin je izveden tako, da se izracˇuna ena plast
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permutacij q manj v funkciji h. Preostanek se izracˇuna pri samem
sˇifriranju.
• Zero Keying: Pri tem nacˇinu izracˇunamo funkcijo g(X) = h(X,S)
znotraj sˇifriranja brez poizvedb v tabele. Zato je ta nacˇin tudi najpocˇasnejˇsi
in primeren samo, kadar nimamo zadosti pomnilnika.
Ker bomo sˇifrirali veliko blokov, smo izbrali nacˇin Full Keying.
Poleg te izboljˇsave smo uporabili tudi izboljˇsano mnozˇenje z matriko RS,
ki za mnozˇenje uporablja generatorski polinom matrike.
5.4 MARS
Algoritem MARS smo poenostavili tako, da smo v kriptografskem jedru upo-
rabili samo eno makro funkcijo za Forward in Backwards nacˇin. To naredimo
tako, da ustrezno zamenjamo vrstni red argumentov kot pri algoritmu RC6.
Poleg tega smo eno rundo Feistelovega omrezˇja in funkcijo E zdruzˇili, saj
smo opazili, da se velik del kode prepleta.
5.5 RC6
Pri algoritmu RC6 nismo zasledili kaksˇnih posebnih izboljˇsav algoritma, saj
je dovolj preprost za ucˇinkovito implementacijo na vecˇini procesorjev. Ome-
nimo lahko edino, da smo uporabili preprost nacˇin za zamenjavo vrednosti
(A,B,C,D) = (B,C,D,A). To naredimo tako, da smo definirali funkcijo
runde kot makro funkcijo v C-ju ter nato samo zamenjali vrstni red vhodnih
argumentov v vsaki rundi. Preprocesor nato poskrbi, da se makro funkcija
prevede v obicˇajno programsko kodo z ustreznim vrstnim redom.
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Poglavje 6
Vzporedne implementacije
V tem poglavju so predstavljene optimalne vzporedne implementacije fina-
listov AES. Najprej je predstavljen navaden vzporedni algoritem na osnovi
razporejanja podatkov, ki ga uporabimo za vzporedno implementacijo vseh
petih finalistov. Deluje tako, da podatke enakomerno porazdeli med niti.
Nato sledi sˇe predstavitev vzporednih implementacij z bitnimi rezinami fina-
listov Rijndael in Serpent.
6.1 Vzporedne implementacije na osnovi raz-
porejanja podatkov
Ker je delovanje vseh petih implementacij na osnovi razporejanja podatkov
podobnih, bomo v tem delu poglavja opisali samo vzporedni vzorec oziroma
kako naredimo blocˇno sˇifro vzporedno.
Blocˇne sˇifre delujejo tako, da kot vhod vzamejo vhodni kljucˇ in blok
podatkov ter ga sˇifrirajo. Cˇe imamo za vecˇ kot en blok podatkov, uporabimo
razlicˇne nacˇine delovanja, ki smo jih opisali v poglavju 2.
Izmed nasˇtetih nacˇinov sta ECB in CTR edina, ki omogocˇata neodvisno
vzporedno sˇifriranje blokov podatkov. Zaradi tega je prva ideja, ki nam pride
na misel, da uporabimo enega izmed teh dveh nacˇinov, en blok podatkov pa
obdela ena ali vecˇ niti. V nasˇem primeru bomo uporabili nacˇin CTR, saj
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je varnejˇsi od nacˇina ECB, ki je ranljiv na napad z izbranim cˇistopisom
(ang. Choosen Plaintext Attacks). Poleg tega je ta nacˇin enostavnejˇsi za
implementacijo, saj potrebujemo zgolj sˇifrirno funkcijo algoritma za sˇifriranje
in desˇifriranje.
Prvo vprasˇanje, ki se nam postavi je, koliko niti naj obdeluje en blok
podatkov oziroma kako podatke razdeliti med niti. Raziskavo na to temo so
naredili Iwai in dr. [6], ki v svojem delu primerjajo razlicˇne nacˇine vzpore-
dne implementacije algoritma Rijndael. Narejena je bila primerjava, kaksˇna
porazdelitev podatkov na nit je najbolj optimalna oziroma koliko niti naj ob-
deluje en blok podatkov. Priˇsli so do zakljucˇka, da je najucˇinkovitejˇsa izvedba
takrat, kadar ena nit obdeluje po en blok podatkov naenkrat. Razlogi za to
so neodvisnost ene niti od druge in da ni potrebe po sinhronizaciji ter nji-
hovemu razhajanju (ang. thread divergency). Podoben pristop so uporabili
tudi Li in dr. [8] in pokazali primerjavo z nekaterimi ostalimi implementaci-
jami ter dosegli solidno prepustnost. Razdelitev podatkov med niti prikazuje
slika 6.1
Nacˇin CTR deluje tako, da najprej ustvarimo sˇtevce, jih sˇifriramo z iz-
brano blocˇno sˇifro, da dobimo tok kljucˇev ter na koncu naredimo sˇe XOR
med tokom kljucˇev in cˇistopisom, s cˇimer dobimo sˇifropis.
Za ustvarjanje sˇtevcev smo uporabili enega izmed nacˇinov, ki jih priporocˇa
NIST [25]. Sˇtevci so ustvarjeni tako, da nam prvih 64 bitov predstavlja
nakljucˇni zˇeton (ang. nounce), ki je skupen vsem sˇifriranim blokom. Ostalih
64 blokov predstavlja zaporedno sˇtevilko sˇifriranega bloka, ki jo dobimo na
podlagi globalnega indeksa niti, saj vsaka nit skrbi za svoj blok podatkov.
Poleg glavnega sˇifrirnega algoritma, je del blocˇne sˇifre tudi algoritem za
razsˇirjanje kljucˇa. Med vsemi petimi finalisti opazimo, da je ta algoritem ite-
rativen, saj za izracˇun naslednjega podkljucˇa potrebujemo izracˇunan najmanj
prejˇsnji podkljucˇ. Zaradi tega sta nam na voljo dve resˇitvi. Ali razsˇirjanje
kljucˇev izvedemo na CPE in jih nato prenesemo na graficˇno kartico ali pa
vsaka nit izracˇuna podkljucˇe posebej.
Ker bi sˇlo v drugem primeru za podvojeno racˇunanje istih podatkov na
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Slika 6.1: Razdelitev podatkov med vecˇ niti.
razlicˇnih nitih, smo se odlocˇili za prvo resˇitev. Druga resˇitev bi se izkazala
za ucˇinkovito le, cˇe bi za vsak blok uporabili razlicˇen vhodni kljucˇ. Doda-
tna slabost, ki jo prinese druga resˇitev je, da bi niti v tem primeru hranile
podkljucˇe v lokalnem pomnilniku namesto konstantnem, kar bi sˇe dodatno
upocˇasnilo algoritem.
Nasˇo izbiro smo potrdili s preizkusom, ki ga prikazuje slika 6.2. Na njej
je prikazan povprecˇni cˇas sˇifriranja za algoritem Serpent, kadar razsˇirjamo
kljucˇe na CPE in kadar to naredi vsaka nit posebej. Preizkusili smo z na-
kljucˇnimi podatki velikosti 128 MiB in nakljucˇnim 128 bitnim kljucˇem. Iz
slike je razvidno, da je prva resˇitev veliko hitrejˇsa. Podoben rezultat je
pricˇakovan tudi pri ostalih algoritmih, saj ima Serpent relativno enostavno
razsˇirjanje kljucˇa.
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Slika 6.2: Primerjava sˇifriranja algoritma Serpent na CUDI, kadar je
razsˇirjanje kljucˇev narejeno na CPE in na GPE.
6.1.1 Cˇasovna zahtevnost in pohitritev
Sedaj, ko imamo definiran vzporedni algoritem, se lahko vprasˇamo kaksˇna je
njegova cˇasovna zahtevnost in kaksˇno pohitritev smo dosegli v primerjavi z
zaporednim algoritmom.
Da lahko to izracˇunamo, moramo najprej definirati od katerega vhodnega
parametra je odvisna cˇasovna zahtevnost. Najbolj smiseln vhodni parameter
se nam zdi sˇtevilo blokov, saj je to najmanjˇsa enota, ki jo lahko obdela blocˇna
sˇifra naenkrat. Ta parameter bomo oznacˇili z n.
Cˇasovna zahtevnost zaporednega algoritma je enaka vsoti cˇasovnih zah-
tevnosti algoritma za razsˇirjanje kljucˇa in sˇifriranja blokov. Algoritem za
razsˇirjanje kljucˇa ima vedno konstantno cˇasovno zahtevnost C1, ne glede na
to, koliko blokov bomo sˇifrirali. Cˇas zaporedne blocˇne sˇifre je sestavljen iz
sˇifriranja n blokov. Ker uporabljamo nacˇin CTR, je sˇifriranje enega bloka
sestavljeno iz ustvarjanja sˇtevcev, sˇifriranje sˇtevcev in operacije XOR med
tokom in cˇistopisom. Ustvarjanje sˇtevca za en blok je konstantna operacija
C2. Sˇifriranje sˇtevca je prav tako konstantna operacija C3, saj je velikost
enega bloka vedno enaka ne glede na sˇtevilo blokov. C4 pa je konstantna
operacija XOR med tokom in cˇistopisom. Cˇasovna zahtevnost zaporedne
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blocˇne sˇifre je zato:
T1(n) = C1 + n(C2 + C3 + C4) = C1 + nC5 = θ(n)
Za izracˇun pohitritve potrebujemo sˇe cˇasovno zahtevnost vzporednega
algoritma. To bomo izracˇunali za procesor s P jedri, ki je zmozˇen tvoriti
P niti in teoreticˇni procesor z neskoncˇno jedri. Algoritma za razsˇirjanje
kljucˇa nismo naredili vzporednega, a to ni tezˇava, saj je njegova cˇasovna
zahtevnost konstantna. Sˇifrirni algoritem, ki v zaporednem primeru sˇifrira
n-krat zaporedoma, pa smo razdelili med P delavci oziroma niti. Ker se
cˇasovna zahtevnost vzporednega sˇifrirnega algoritma nacˇeloma razlikuje od
zaporednega, moramo uporabiti novo konstanto C6. Cˇasovna zahtevnost za
procesor s P jedri je zato:
TP (n) = C1 +
n
P
· C6 = θ(n)
Iz racˇuna vidimo, da je cˇasovna zahtevnost sˇe vedno linearna, a z manjˇso
konstanto.
V primeru, da imamo teoreticˇni procesor z neskoncˇno jedri, lahko predpo-
stavimo, da imamo neskoncˇno niti, kjer vsaka nit obdela svoj blok podatkov.
V tem primeru bo cˇas sˇifriranja enak kot cˇe bi sˇifrirali samo en blok podatkov.
Cˇasovna zahtevnost je v tem primeru enaka:
T∞(n) = C1 + C6 = θ(1)
Sedaj, ko imamo vse cˇasovne zahtevnost, lahko izracˇunamo pohitritev
in vzporednost. Pohitritev je definirana kot kolicˇnik cˇasovne zahtevnosti
zaporednega algoritma in vzporednega algoritma na P procesorjih. V nasˇem
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· C6 ≈ P · C7
Iz racˇuna vidimo, da ima nasˇ vzporedni algoritem perfektno linearno po-
hitritev.
Vzporednost je kolicˇnik med zaporedno cˇasovno zahtevnostjo in cˇasovno
zahtevnostjo vzporednega algoritma na procesorju z neskoncˇno jedri. Ta vre-
dnost nam pove, koliksˇna je maksimalna mozˇna pohitritev nekega algoritma,





C1 + n · C6
C1 + C5
≈ n · C7 ≈ θ(n)
Ta vrednost nam pove, da potrebujemo n niti za maksimalno pohitritev
algoritma pri vhodu velikem n blokov.
Nasˇ izracˇun je kar se da splosˇen in velja tako za graficˇne kartice kot za
navadne procesorje z vecˇ jedri.
6.1.2 Prenos in hranjenje podatkov
V tem delu poglavja je razlozˇeno in utemeljeno kje se nahaja kateri izmed
podatkov, ki jih uporablja nasˇ sˇifrirni algoritem in kako podatke prenesemo
v ta pomnilnik.
6.1.2.1 Cˇistopis in sˇifropis
Cˇe hocˇemo sˇifrirati cˇistopis na graficˇni kartici, ga moramo najprej prenesti iz
pomnilnika racˇunalnika v pomnilnik graficˇne kartice ter na koncu nazaj kot
sˇifropis. Za ta namen je uporabljen globalni pomnilnik, ki predstavlja vme-
snik med CPE-jem in graficˇno kartico. Nahaja se izven procesorja graficˇne
kartice, zaradi cˇesar je pocˇasen.
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Ponavadi poteka postopek prenosa podatkov v in iz globalnega pomnil-
nika tako, da najprej rezerviramo prostor, nato prenesemo podatke, sledi
obdelava podatkov ter na koncu sˇe prenos iz globalnega pomnilnika in spro-
stitev prostora.
Kadar pa dostopamo do globalnega pomnilnika samo na zacˇetku ali na
koncu jedra, je smiselno uporabiti zero-copy ali preslikan pomnilnik. Ker so
nasˇi algoritmi taksˇne vrste, ga uporabljamo tudi mi.
Ob uporabi preslikanega pomnilnika se podatki, ki jih imamo v pomnil-
niku racˇunalnika, neposredno uporabijo na graficˇni kartici. Poleg tega nam
omogocˇa, da se manjˇsi kosi podatkov hkrati prenasˇajo in obdelujejo vzpore-
dno kot pri cevovodu [22].
Pogoj, ki ga zahteva preslikan pomnilnik, je zaporedni dostop niti do
globalnega pomnilnika. Poenostavljeno povedano to pomeni, da vsaka nit
dostopa do svojega zaporednega naslova. V nasˇih algoritmih mora vsaka nit
prebrati 128 bitov podatkov ali en blok podatkov. Cˇe beremo teh 128 bitov
kot sˇtiri zaporedna branja sˇtirih besed, nastanejo vrzeli pri naslavljanju. V
tem primeru nimamo zaporednega dostopa do podatkov in bi potrebovali sˇtiri
transakcije na vsako nit. Boljˇsi nacˇin je uporaba vektorskega tipa uint4,
ki povzrocˇi hkratno branje sˇtirih besed. Posledicˇno imamo v tem primeru
zaporedni dostop, kar je mozˇno realizirati z eno samo transakcijo na nit. Ko
je cˇistopis enkrat prebran iz pomnilnika, ga shranimo v sˇtiri 32-bitne registre.
6.1.2.2 Substitucijske tabele
Pet finalistov lahko razdelimo v dve kategoriji. Taksˇne, ki za delovanje potre-
bujejo substitucijske tabele v spominu in taksˇne, ki tega ne potrebujejo. V
prvo kategorijo spadajo Rijndael, Twofish in MARS, v drugo po Serpent in
RC6. Pri implementaciji algoritmov iz prve kategorije smo morali uposˇtevati,
da je potrebno tabele nekako prenesti iz pomnilnika racˇunalnika v pomnilnik
graficˇne kartice.
Za hranjenje tabel, smo izbrali deljeni pomnilnik, saj se nahaja na vezju
graficˇne kartice in je zaradi tega najhitrejˇsi. To odlocˇitev je podkrepljena v
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Slika 6.3: Cˇasˇ sˇifriranja algoritma Rijndael pri razlicˇnih lokacijah substitu-
cijskih tabel.
sˇtevilnih cˇlankih kot so recimo [4, 7, 26, 9] in [8]. Poleg tega pa smo za
potrditev te odlocˇitve naredili preizkus, kjer tabele prenasˇamo in hranimo v
razlicˇnih vrstah pomnilnika.
Preizkusili smo sˇtiri razlicˇne nacˇina prenosa in uporabe substitucijskih
tabel. Pri prvem nacˇinu se tabele nahajajo v globalnem pomnilniku, pri
drugem nacˇinu jih imamo v konstantnem, pri tretjem nacˇinu tabele najprej
prenesemo iz racˇunalnika na graficˇno kartico v globalnem pomnilniku, nato
pa jih prestavimo v hitrejˇsi deljenem pomnilnik, pri cˇetrtem preizkusu pa
tabele najprej prenesemo na graficˇno kartico v konstantni pomnilniku, nato
pa jih prestavimo v deljenega. Zadnjo mozˇnost smo preizkusili zato, ker
Mei in dr. [7] trdijo, da je tak nacˇin najhitrejˇsi. Avtorji so sicer uporabili
drugacˇen algoritem s 16 niti na blok podatkov, zato je tudi pricˇakovano, da
se rezultati lahko razlikujejo. Za testiranje smo uporabili algoritem Rijndael
in 128 MiB podatkov za sˇifriranje.
Rezultate prikazuje graf na sliki 6.3, iz katerega je razvidno, da je naj-
boljˇsi nacˇin tisti, kjer tabele prenesemo v globalni ter jih nato prestavimo v
deljeni pomnilnik. Nacˇina, kjer se tabele pri uporabi ne hranijo v deljenem
pomnilniku, se izkazˇeta kot pocˇasnejˇsa, saj je nakljucˇni dostop do global-
















Slika 6.4: Cˇasˇ sˇifriranja algoritma Rijndael pri razlicˇnih lokacijah podkljucˇev.
nega in konstantnega pocˇasnejˇsi kot do deljenega. Konstanti pomnilnik je v
tem primeru sˇe pocˇasnejˇsi, saj imamo zaradi nacˇina dostopa do tabel veliko
zgresˇitev v predpomnilniku.
6.1.2.3 Podkljucˇi rund
Za hranjenje podkljucˇev rund predlagajo Mei [7] in Nishikawa [9] deljeni po-
mnilnik, medtem ko Li [8] predlaga, da jih hranimo v konstantnem. V nasˇih
implementacijah je uporabljen konstanti pomnilnik. Razlog za to je, da vse
niti hkrati uporabijo isti podkljucˇ znotraj ene runde. Da bi odlocˇitev uteme-
ljili, smo naredili preizkus, kjer hranimo podkljucˇe v razlicˇnih pomnilnikih.
Ponovno je bil uporabljen algoritem Rijndael in 128 MiB podatkov.
Rezultate prikazuje graf na sliki 6.4, iz katerega je razvidno, da je razlicˇica,
ki hrani podkljucˇe v konstantnem pomnilniku najhitrejˇsa. Razlog za to je
predpomnjenje podatkov iz konstantnega pomnilnika.
6.1.3 Velikost bloka niti
Ker je velikost substitucijskih tabel v algoritmih vecˇkratnik sˇtevila 256, smo
izbrali tudi taksˇno velikost bloka niti. V tem primeru vse niti pri prenasˇanju
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tabel iz globalnega v deljeni pomnilnik sodelujejo hkrati. Poleg tega je pri
tej velikosti bloka niti zasedenost multiprocesorja sˇe vedno dovolj visoka, da
ne tratimo virov po nepotrebnem.
6.2 Vzporedne implementacije z bitnimi re-
zinami
Alternativen nacˇin implementacije blocˇne sˇifre je implementacija z bitnimi
rezinami. Pri tem nacˇinu si predstavljamo procesor kot SIMD (ang. Sin-
gle Instruction Multiple Data) racˇunalnik na strojnem nivoju, ki je zmozˇen
naenkrat obdelati toliko podatkov, kolikor je dolzˇina njegovega registra.
Pri implementacijah z bitnimi rezinami je potrebno podatke najprej pred-
staviti z bitnimi rezinami oziroma jih transponirati po bitih. To pomeni, da
cˇe imamo n m-bitnih sˇtevil, jih predstavimo z m n-bitnimi sˇtevili, kjer bo
j-ti bit i-tega sˇtevila predstavljen kot i-ti bit j-tega sˇtevila v nacˇinu z bitnimi
rezinami. Z drugimi besedami: i-to sˇtevilo bo pri predstavitvi z bitnimi re-
zinami imelo informacijo o vseh i-tih bitih n-tih sˇtevil kot je prikazano na
sliki 6.5. V primeru finalistov izbora AES, bo n = 32, ker ima CUDA 32-bitne
registre in m = 128, ker je dolzˇina bloka enaka 128 bitov.
Za lazˇjo predstavitev bitnih rezin si bomo pogledali primer na hipoteticˇni
blocˇni sˇifri z velikostjo bloka 8 bitov, kjer zˇelimo izvesti operacijo XOR med
8 bloki in konstanto 0x81 = 10000001bin. Obicˇajno je za to potrebno izvesti
8 XOR operacij kot to prikazuje slika 6.6. Kadar pa imamo podatke predsta-
vljene z bitnimi rezinami, pa potrebujemo za isto operacijo izvesti samo nega-
cijo dveh sˇtevil kot to prikazuje slika 6.7, saj sta v konstanti 0x81 samo prvi
in osmi bit postavljena na 1. V najslabsˇem primeru bi bilo potrebno ponovno
izvesti osem operacij, kadar bi bila konstanta enaka 0xFF = 11111111bin.
Taksˇna vrsta predstavitve podatkov je predvsem ucˇinkovita kadar je vecˇina
operacij bitnih kot so OR, AND, XOR in NOT ter rotacije in zamiki, saj jih
je enostavno implementirati kot logicˇna vrata. Popolnoma pa so neucˇinkoviti
pri aritmeticˇnih operacijah, saj bi v tem primeru morali implementirati
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Slika 6.5: Predstavitev podatkov z bitnimi rezinami.
b00 b01 b02 b03 b04 b05 b06 b07 ⊕ 10000001 = b00 b01 b02 b03 b04 b05 b06 b07~ ~b10 b11 b02 b13 b14 b15 b16 b17 ⊕ 10000001 = b10 b11 b02 b13 b14 b15 b16 b17~ ~b20 b21 b22 b23 b24 b25 b26 b27 ⊕ 10000001 = b20 b21 b22 b23 b24 b25 b26 b27~ ~b30 b31 b32 b33 b34 b35 b36 b37 ⊕ 10000001 = b30 b31 b32 b33 b34 b35 b36 b37~ ~b40 b41 b42 b43 b44 b45 b46 b47 ⊕ 10000001 = b40 b41 b42 b43 b44 b45 b46 b47~ ~b50 b51 b52 b53 b54 b55 b56 b57 ⊕ 10000001 = b50 b51 b52 b53 b54 b55 b56 b57~ ~b60 b61 b62 b63 b64 b65 b66 b67 ⊕ 10000001 = b60 b61 b62 b63 b64 b65 b66 b67~ ~b70 b71 b72 b73 b74 b75 b76 b77 ⊕ 10000001 = b70 b71 b72 b73 b74 b75 b76 b77~ ~
Slika 6.6: Za operacijo XOR med 8 sˇtevili in konstanto 0x81 = 10000001bin
je potrebno izvesti osem operacij.
sesˇtevalnike ali mnozˇilnike programsko.
Blocˇne sˇifra je torej primeren kandidat za implementacijo z bitnimi rezi-
nami kadar vsebuje veliko bitnih operacij. Zato tega sta izmed petih finali-
stov primerna samo Rijndael in Serpent. Twofish, Mars in RC6 odpadejo,
saj vsebujejo veliko aritmeticˇnih operacij.
6.2.1 Transponiranje podatkov
Preden se lotimo vzporedne implementacije z bitnimi rezinami algoritmov
Rijndael in Serpent, bomo razlozˇili kako naredimo vzporedno transponiranje
in inverzno transponiranje.
Na racˇunalniku z n-bitnimi registri lahko hkrati obdelamo n blokov v
nacˇinu z bitnimi rezinami. Ker uporablja CUDA 32-bitne registre, bo sˇtevilo
blokov ene skupine 32. Skupini 32 blokov podatkov bomo rekli svezˇenj (ang.
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b00 b01 b02 b03 b04 b05 b06 b07 -negacija → b00 b01 b02 b03 b04 b05 b06 b07~ ~ ~ ~ ~ ~ ~ ~b01 b11 b21 b31 b41 b51 b61 b71 -brez → b01 b11 b21 b31 b41 b51 b61 b71b02 b12 b22 b32 b42 b52 b62 b72 -brez → b02 b12 b22 b32 b42 b52 b62 b72b03 b13 b32 b33 b43 b53 b63 b73 -brez → b03 b13 b32 b33 b43 b53 b63 b73b04 b14 b24 b34 b44 b54 b64 b74 -brez → b04 b14 b24 b34 b44 b54 b64 b74b05 b15 b25 b35 b45 b55 b65 b75 -brez → b05 b15 b25 b35 b45 b55 b65 b75b06 b16 b26 b36 b46 b56 b66 b76 -brez → b06 b16 b26 b36 b46 b56 b66 b76b07 b17 b27 b37 b47 b57 b67 b77 -negacija → b07 b17 b27 b37 b47 b57 b67 b77~ ~ ~ ~ ~ ~ ~ ~
Slika 6.7: Za operacijo XOR med 8 sˇtevili in konstanto 0x81 = 10000001bin
pri predstavitvi z bitnimi rezinami je potrebno izvesti samo dve negaciji
(samo zadnji in prvi bit sta v sˇtevilo 0x81 postavljena na 1).
bundle).
Naloga algoritma za transponiranje je, da podatke v pomnilniku graficˇne
kartice preoblikuje tako, da so primerni za sˇifriranja v nacˇinu z bitnimi rezi-
nami. To pomeni, da so podatki v taksˇni obliki kot da bi jih brali po stolpcih
namesto po vrsticah. Ko prenehamo s sˇifriranjem, pa uporabimo inverzno
transponiranje, da jih dobimo nazaj v standardno obliko.
Pri implementaciji smo se zˇeleli izogniti sinhronizaciji med nitmi in ato-
marnimi operacijami, ki bi povzrocˇile cˇakanje ene niti na drugo. Zaradi tega
smo se odlocˇili izbrati taksˇno razporeditev podatkov, da bo vsaka nit poskr-
bela za transponiranje osmih bajtov enega svezˇnja. Prikaz podatkov, ki jih
obdela nit 0 pri transponiranju prikazuje slika 6.8. Veliki indeks predstavlja
sˇtevilko bloka podatkov, mali pa sˇtevilko bita znotraj bloka. Ker vsebuje
en svezˇenj 32 × 16B = 512B podatkov, ena nit pa obdela 8B podatkov,




Pri sˇcˇepcu za transponiranje podatkov smo uporabili bloke niti velikosti
128. Razlog za taksˇno sˇtevilo je, da je ucˇinkovitost multiprocesorja viˇsja
kot cˇe bi uporabili samo bloke velikosti 64 niti. Bloke smo razdelili na tri
dimenzije velikosti po 4, 16 in 2 niti. Taksˇno velikost prvih dveh dimenzij
smo izbrali zaradi lazˇjega preracˇunavanja indeksov podatkov, ki jih obdela
dolocˇena nit znotraj svezˇnja. Zadnja dimenzija pa je uporabljena zato, da se
izbere eden izmed svezˇnjev, ki ga obdela blok niti.
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Ko izberemo ustrezen svezˇenj za transponiranje na podlagi indeksa bloka
niti in tretje dimenzije znotraj bloka, se odmik znotraj svezˇnja za specificˇno
nit izracˇuna po sledecˇi formuli:
offset1 = tx ∗ 128 + ty
offset2 = ty ∗ 32 + tx,
kjer tx predstavlja indeks po prvi dimenziji in ty po drugi dimenziji.
Bajti za transponiranje se iz vhodnega sˇcˇepca za posamezno nit izmed
64-tih izberejo po sledecˇi formuli:
bini = bundlein[offset1 + i ∗ 16], i = 0 . . . 7
Sledi zaporedje logicˇnih operacij s katerimi transponiramo bajte. Najprej
izracˇunamo pozicijo bita, ki ga hocˇemo izlusˇcˇiti in shraniti v posamezen
izhod:
biti = (1 << i), i = 0 . . . 7.
Nato izlusˇcˇimo posamezne bite iz vhodnih bajtov in jih ustrezno zamaknemo.
bouti =
((bin0 & biti) << (0− i)) |
((bin1 & biti) << (1− i)) |
((bin2 & biti) << (2− i)) |
((bin3 & biti) << (3− i)) |
((bin4 & biti) << (4− i)) |
((bin5 & biti) << (5− i)) |
((bin6 & biti) << (6− i)) |
((bin7 & biti) << (7− i))
i = 0 . . . 7.
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Slika 6.8: Podatki, ki jih obdeluje nit 0 pri navadnem in inverznem transpo-
niranju.
Kadar je sˇtevilo zamika negativno sˇtevilo, se zamakne v nasprotno smer. Na
koncu sˇe shranimo izhod po sledecˇi formuli:
bundleout[offset2 + i ∗ 4] = bouti, i = 0 . . . 7.
Inverzno transponiranje se izvede v obratnem vrstnem redu. V tem pri-
meru zamenjamo tudi velikost prvih dveh dimenzij bloka niti.
6.2.2 Ustvarjanje sˇtevcev in operacija XOR med to-
kom kljucˇev in cˇistopisom
Ker za sˇifriranje vecˇ blokov uporabljamo nacˇin CTR, moramo pravzaprav
sˇifrirati sˇtevce. Zaradi tega moramo imeti pred transponiranjem zˇe ustvar-
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jene sˇtevce, ki jih bomo transponirali, sˇifrirali ter na koncu sˇe inverzno tran-
sponirali. Pred samim transponiranjem zato pozˇenemo sˇe en sˇcˇepec, ki skrbi
za ustrezno ustvarjanje sˇtevcev na podoben nacˇin kot smo to pocˇeli pri vzpo-
rednih algoritmih z razporejanjem podatkov.
Poleg tega je del nacˇina CTR tudi operacija XOR med sˇifriranimi sˇtevci in
cˇistopisom, da dobimo sˇifropis. Zato po inverznem transponiranju pozˇenemo
sˇe sˇcˇepec, ki poskrbi za operacijo XOR. Podatke smo razdelili med niti
tako, da vsaka nit poskrbi za XOR enega bloka podatkov s svojim sˇifriranim
sˇtevcem.
Skupaj imamo tako za celotno sˇifriranje in obdelavo podatkov pet sˇcˇepcev:
Ustvarjanje sˇtevcev, transponiranje, sˇifriranje z bitnimi rezinami, inverzno
transponiranje in operacija XOR med sˇifriranimi sˇtevci in cˇistopisom.
6.2.3 Vzporedna implementacija algoritma Rijndael z
bitnimi rezinami
6.2.3.1 Delitev podatkov med niti
Pri algoritmih na osnovi razporejanja podatkov smo izbrali pristop, kjer
vsaka nit obdela svoj blok podatkov. Za to smo potrebovali sˇtiri registre.
Pri implementacijah z bitnimi rezinami pa nastane tezˇava, saj imamo 32
zaporednih blokov podatkov shranjenih v 128 besedah, za kar bi potrebovali
128 registrov. To je obcˇutno prevecˇ registrov na eno nit, zato smo morali
izbrati drugacˇen nacˇin delitve podatkov.
Odlocˇili smo se za taksˇen pristop, kjer vsaka nit obdela 8 registrov svezˇnja,
kar je isto kot osem skupin bitov. Taksˇno delitev smo izbrali, ker potrebujemo
za izracˇun operacija SubBytes cel bajt navadnega podatkovnega bloka.
Pri tej vrsti delitve podatkov potrebujemo 16 niti na en blok, saj je
obicˇajen blok podatkov sestavljen iz 16 bajtov. Skupino 8 besed, ki jih
obdeluje ena nit, bomo v nadaljevanju imenovali delovni blok.
Ponovno smo izbrali blok niti velikosti 128 niti in se zaradi lazˇjega inde-
ksiranja odlocˇili za dimenzije velikosti 4, 4 in 8. Zadnja dimenzija se zopet
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uporablja za izbiro ustreznega svezˇnja, ki ga obdeluje blok niti.
6.2.3.2 SubBytes
Kot smo zˇe omenili pri opisu algoritma Rijndael, je operacija SubBytes
sestavljena iz racˇunanja inverznega elementa operacije mnozˇenja v koncˇnem
obsegu GF (28) in afine transformacije. Pri navadni implementaciji algoritma
Rijndael imamo ti dve operaciji zdruzˇeni v eno substitucijsko tabelo oziroma
sˇtiri tabele, cˇe ju zdruzˇimo sˇe z ShiftRows in MixColumns.
Ker pa imamo podatke predstavljene v nacˇinu z bitnimi rezinami, ne
moremo uporabiti poizvedb v tabele, saj bi morali za pridobitev vrednosti
znova transponirati podatke nazaj. Zato moramo najti drugacˇen nacˇin, kako
implementirati operacijo SubBytes.
Afino transformacijo lahko implementiramo brez tezˇav kot zaporedje logicˇnih
operacij med registri, saj gre za preprosto linearno operacijo. Vecˇjo tezˇavo
nam predstavlja racˇunanje inverznega elementa.
Obstaja vecˇ nacˇinov kako izracˇunati inverzni element. Mi smo izbrali
pristop, ki ga je predstavil Rijmen [27]. V svojem delu je raziskoval, kako
ucˇinkovito implementirati substitucijsko tabelo na strojnem nivoju z logicˇnimi
operacijami, kar nam pride prav pri nasˇi implementaciji z bitnimi rezinami.
Njegovo idejo je izboljˇsal sˇe Canright [28], cˇigar pristop uporabljajo tudi
Reberio in dr. [14] pri svoji implementaciji z bitnimi rezinami algoritma Rijn-
dael za CPE.
Ker je razlaga celotnega postopka zapletena, bomo prikazali samo nje-
govo idejo. Vsak element v koncˇnem obsegu GF (28) se da predstaviti kot








2 + a1x+ a0.
Ta isti element lahko napiˇsemo tudi kot polinom prve stopnje s koefici-
enti v GF (24) in mnozˇenjem po modulu nedeljivega polinoma druge stopnje:
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q(x) = x2 + Ax+B, ki ima koeficiente v GF (24):
p(x) = bx+ c.
Racˇunanje inverza se s tem poenostavi na:
(bx+ c)−1 = b(b2B + bcA+ c2)−1x+ (c+ bA)(b2B + bcA+ c2)−1.
Canright je naredil sˇe korak dlje, tako da je koeficiente v GF (24) predsta-
vil kot polinome prve stopnje s koeficienti v GF (22). Koeficiente v GF (22)
pa je predstavil kot polinome prve stopnje s koeficienti v GF (2), kjer imamo
samo sˇe dva elementa: 0 in 1. Na tem nivoju je iskanje inverza sestavljeno
iz kombinacije logicˇnih operacij, zato je idealno za nasˇo implementacijo.
Ko koncˇamo z racˇunanjem, moramo delovni blok shraniti v deljeni po-
mnilnik, da bo dostopen sˇe ostalim nitim pri operacijah ShiftRows in
MixColumns.
Ker pa je delovni blok velik 8 registrov, zavzame 8 pomnilniˇskih bank, kar
pa je delitelj sˇtevila 32. Zaradi tega imamo v deljenem pomnilniku konflikte.
To lahko preverimo tako, da pogledamo naslove zacˇetnih bank delovnih blo-
kov, ki jih shranijo niti v deljeni pomnilnik. Te lahko izracˇunamo po sledecˇi
formuli:
addri ≡ 8i (mod 32), i = 0 . . . 31.
Cˇe sedaj zapiˇsemo indeks i z dvema drugima indeksoma j in k:
i = 4j + k, j = 0 . . . 7, k = 0 . . . 3,
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se nam izracˇun poenostavi:
addri ≡ 8i (mod 32), i = 0 . . . 32
addr4j+k ≡ 8(4j + k) (mod 32), j = 0 . . . 7, k = 0 . . . 3
addr4j+k ≡ 32j + 8k (mod 32), j = 0 . . . 7, k = 0 . . . 3
addr4j+k ≡ 8k (mod 32), j = 0 . . . 7, k = 0 . . . 3.
Iz racˇuna vidimo, da skupine po 8 niti piˇsejo v iste banke, zato imamo osem-
smerni konflikt.
Temu se lahko izognemo tako, da dodamo delovnemu bloku sˇe eno lazˇno
(ang. dummy) besedo in s tem zasedemo 9 bank. Racˇun za naslov zacˇetnega
naslova banke se v tem primeru izracˇuna kot:
addri ≡ 9i (mod 32), i = 0 . . . 31.
Ker 9 ni delitelj sˇtevila 32 se zacˇetni naslovi bank vseh niti razlikujejo.
6.2.3.3 ShiftRows in MixColumns
Operaciji ShiftRows in MixColumns smo zdruzˇili pod eno operacijo. Da
bi lazˇje razumeli kako izracˇunamo te dve operacije v nacˇinu z bitnimi rezi-
nami, si sˇe enkrat poglejmo zdruzˇeno formulo ShiftRows in MixColumns:
a0,0 a0,1 a0,2 a0,3
a1,0 a1,1 a1,2 a1,3
a2,0 a2,1 a2,2 a2,3
a3,0 a3,1 a3,2 a3,3
 =

2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2


S[a0,0] S[a0,1] S[a0,2] S[a0,3]
S[a1,1] S[a1,2] S[a1,3] S[a1,0]
S[a2,2] S[a2,3] S[a2,0] S[a2,1]
S[a3,3] S[a3,0] S[a3,1g S[a3,2]
 .
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Cˇe jo razpiˇsemo kot 16 linearnih enacˇb in malenkost preuredimo cˇlene, do-
bimo:
a0,0 = 2S[a0,0]⊕ 3S[a1,1]⊕ S[a2,2]⊕ S[a3,3]
a0,1 = 2S[a0,1]⊕ 3S[a1,2]⊕ S[a2,3]⊕ S[a3,0]
...
a3,2 = 2S[a3,1]⊕ 3S[a0,2]⊕ S[a1,3]⊕ S[a2,0]
a3,3 = 2S[a3,2]⊕ 3S[a1,2]⊕ S[a2,3]⊕ S[a3,0]
Ko pogledamo indekse pri posameznih cˇlenih enacˇbe, vidimo da se vzorec
ponavlja. Indeksi cˇlenov enacˇbe ai,j = 2S[aidx0 ]⊕3S[aidx1 ]⊕S[aidx2 ]⊕S[aidx3 ]
so izracˇunani po sledecˇi formuli:
idx0 =(i+ 0 mod 4, i+ j + 0 mod 4)
idx1 =(i+ 1 mod 4, i+ j + 1 mod 4)
idx2 =(i+ 2 mod 4, i+ j + 2 mod 4)
idx3 =(i+ 3 mod 4, i+ j + 3 mod 4).
Vsaka nit skrbi za en delovni blok, kar predstavlja en bajt znotraj posa-
meznega bloka podatkov. Zaradi tega moramo prebrati sˇtiri delovne bloke iz
deljenega pomnilnika, jih ustrezno pomnozˇiti in sesˇteti po modulu dva.
Mnozˇenje z 2, oziroma polinomom p2(x) = x po modulu q(x) = x
8 +
x4 + x3 + x + 1, je v navadnih implementacijah z razporejanjem podatkov
implementirano kot rotiranje bajta in pogojni XOR z 0x11B, cˇe je zgornji
bit enak 1. Mnozˇenje s polinomom p(x) = x namrecˇ prestavi koeficiente
polinoma za eno mesto naprej. Na koncu pa je treba sˇe deliti s polinomom
q(x) in vzeti ostanek, cˇe je stopnja polinoma vecˇja kot sedem.
Mnozˇenje s polinomom p(x) = x smo zaradi tega implementirali kot zame-
njavo registrov znotraj delovnega bloka. Stari register r0, ki vsebuje najmanj
pomembne bite, postane novi r1, stari r1 postane novi r2, itd. Sledijo sˇe tri
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XOR operacije s staro vrednostjo registra r7, ki se sedaj nahaja v r0:
r1 = r1 ⊕ r0
r3 = r3 ⊕ r0
r4 = r4 ⊕ r0
Mnozˇenje s 3 oziroma polinomom p3(x) = x + 1 smo implementirali kot
operacijo XOR med delovnim blokom ter produktom delovnega bloka s po-
linomom p2(x) = x, saj velja p3(x) = p2(x) + 1.
6.2.3.4 AddRoundKey
Operacijo AddRoundKey smo implementirali podobno kot prikazuje slika pri
predstavitvi bitnih rezin 6.2. Vsaka nit vzame ustrezen bajt podkljucˇa runde
in pogleda, kateri biti so nastavljeni na 1. Cˇe je bit bi nastavljen na 1, potem
negiramo register ri.
6.2.4 Vzporedna implementacija algoritma Serpent z
bitnimi rezinami
Pri implementaciji z bitnimi rezinami algoritma Serpent smo imeli manj
tezˇav, saj je Serpent zˇe v osnovi nacˇrtovan tako, da ga lahko enostavno im-
plementiramo z bitnimi rezinami. Najvecˇjo tezˇavo nam je zopet predstavljalo
sˇtevilo registrov na posamezno nit.
Navadna implementacija algoritma Serpent ima blok podatkov shranjen
v sˇtirih besedah oziroma registrih. Za izracˇun tabel in ostalih operacij po-
trebuje nit vse sˇtiri registre oziroma en bit posameznega registra za izracˇun
izhoda istega bita.
Zaradi tega smo izbrali taksˇen delovni blok, da razpolaga vsaka nit z enim
bitom posamezne besede v nacˇinu z bitnimi rezinami. Sˇtevilo podatkov na
eno nit je v tem primeru zopet 16 bajtov oziroma sˇtiri besede, saj moramo
vzeti cel svezˇenj 32 podatkovnih blokov. Sˇtevilo niti na en svezˇenj je v tem




Drugi problem, ki smo ga imeli je bilo rotiranje besed pri linearni transfor-
maciji. Ker vsaka nit razpolaga samo z enim bitom neke besede predstavljene
v navadnem nacˇinu, smo rabili neke vrste komunikacijo med ostalimi nitmi, ki
imajo shranjene druge bite. To smo naredili s pomocˇjo deljenega pomnilnika.
6.2.5 Cˇasovna zahtevnost implementacij z bitnimi re-
zinami
Sˇifriranje podatkov pri obeh implementacijah z bitnimi rezinami je sesta-
vljeno iz racˇunanja podkljucˇev, ustvarjanja sˇtevcev, transponiranja, sˇifriranja,
inverznega transponiranja ter operacije XOR med sˇifriranimi sˇtevci in cˇistopisom.
Za izracˇun cˇasovne zahtevnosti bomo zopet napisali odvisnosti glede na
sˇtevilo vhodnih blokov n pri sˇtevilu procesorjev oziroma niti P . Izracˇun
podkljucˇev je konstantna operacija C1. Racˇunanje sˇtevca je konstantna ope-
racija, ki jo moramo ponoviti tolikokrat, kolikor imamo blokov. Cˇe imamo






C2. Podobno cˇasovno zahtevnost ima tudi ope-
racija XOR, le da z drugo konstanto C3.
En svezˇenj je sestavljen iz 32 blokov podatkov, za katerega pri transpo-
niranju poskrbi 64 niti. Cˇe pogledamo, koliko niti potrebujemo dejansko
za obdelavo enega bloka, vidimo da je kolicˇnik enak 64
32
= 2. Za obdelavo
enega bloka podatkov porabimo torej 2 niti. Cˇasovna zahtevnost operacije







Do podobnega izracˇuna pridemo tudi pri racˇunanju cˇasovne zahtevnosti
sˇifriranja. Svezˇenj, ki je sestavljen iz 32 podatkovnih blokov obdela 16 niti pri





V primeru algoritma Serpent pa je sˇtevilo niti na en blok enako 32
32
= 1.
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Celotno cˇasovno zahtevnost algoritma Rijndael lahko torej zapiˇsemo kot:
T
(rijndael total)
















Cˇe definiramo nove konstante 2C4 = C8,
C6
2
= C9 in 2C5 = C10, dobimo:
T
(rijndael total)
P (n) = C1 +
n
P




Teoreticˇno pohitritev, cˇe je operacija razsˇirjanja kljucˇa hitra operacija,

















Do podobnega izracˇuna pridemo tudi pri algoritmu Serpent.
Poglavje 7
Primerjava implementacij
V tem poglavju bomo primerjali zaporedne in vzporedne implementacije vseh
petih finalistov AES. Najprej bomo predstavili testne podatke in kako smo
jih ustvarili. Sledi opis, kako smo testirali. Na koncu je sˇe prikaz rezultatov
ter njihova razlaga.
7.1 Podatki
Vhodne datoteke, ki smo jih uporabili za testiranje smo ustvarili tako, da
smo naredili nakljucˇne nize razlicˇnih dolzˇin z enako verjetnostjo pojavitve
vsakega znaka. Testirali smo s 24 razlicˇnimi dolzˇinami.
Dolzˇine nizov smo dolocˇili tako, da smo zacˇeli pri 16 B. Velikosti smo
nato mnozˇili z 2, dokler nismo priˇsli do velikosti 128 MiB. Taksˇen pristop
smo izbrali zato, da se opazijo trendi pri majhnih velikostih. Poleg tega pa
vidimo, kako se algoritmi obnesejo pri velikih podatkih. Podoben pristop
uporabljajo tudi sorodni cˇlanki.
Kljucˇ je bil dolzˇine 128-bitov in je bil prav tako ustvarjen nakljucˇno. Za-
radi majhne cˇasovne zahtevnosti in neodvisnosti od bloka podatkov, njegove
razsˇiritve nismo priˇsteli k celotnemu cˇasu sˇifriranja.
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Proizvajalec Toshiba
Model Satellite L750-1NJ
CPE Intel Core i7-2670QM
Pomnilnik DDR3, PC3-10700, 8GB
OS Windows 8.1 Pro 64-bit
Prevajalnik Visual C++ 12.0




Hitrost graficˇnega jedra 475 MHz
Sˇtevilo multiprocesorjev 2
Sˇtevilo CUDA jeder 96
Hitrost CUDA jedra 900 MHz
Pomnilnik 2048 MB
Hitrost spomina 900 MHz
Tabela 7.1: Testni racˇunalnik
7.2 Testiranje
Testno okolje v katerem smo poganjali nasˇe preizkuse in podrobnejˇsa speci-
fikacija graficˇne kartice je prikazana v tabeli 7.1.
Testirali smo tako, da smo 1000 krat pognali sˇifriranje datoteke neke veli-
kosti ter izracˇunali povprecˇje. Za ta namen smo uporabili Python skripto, ki
je skrbela za poganjanje programa in racˇunanje povprecˇja. Znotraj vsakega
preizkusa smo merili cˇase razlicˇnih operacij. Za ta namen smo uporabili C++
knjizˇnico Boost Chrono, ki zagotavlja natancˇne meritve ne glede na opera-
cijski sistem. Pri CPE verzijah smo merili samo cˇas sˇifriranja. Pri CUDA
in OpenCL pa smo k cˇasu sˇifriranja priˇsteli tudi cˇas prenosa podatkov. Pri
vzporednih verzijah namenoma nismo priˇsteli sˇe cˇasov za rezervacijo prostora
in prevajanje programov pri OpenCL, saj lahko predpostavljamo, da imamo
program zˇe preveden in prostor rezerviran ob zagonu.
Cˇasa desˇifriranja nismo uposˇtevali, saj je desˇifriranje v nacˇinu CTR enako
sˇifriranju.
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7.3 Rezultati in njihova razlaga
To podpoglavje je razdeljeno na sˇtiri dele. V prvem delu so narejene primer-
jave med zaporednimi in vzporednimi CUDA implementacijami na osnovi
razporejanja podatkov. V drugem delu primerjamo CUDA in OpenCL im-
plementacij na osnovi razporejanja podatkov ter v tretjem delu sˇe CUDA
implementacije na osnovi razporejanja podatkov in implementacije z bitnimi
rezinami. Na koncu poglavja je sˇe strnjen opis rezultatov.
7.3.1 Primerjava zaporednih CPE implementacij in CUDA
implementacij na osnovi razporejanja podatkov
7.3.1.1 Cˇasovna zahtevnost
Odvisnost cˇasa sˇifriranja od velikosti vhodnih podatkov, za vseh pet algorit-


















Slika 7.1: Cˇasˇ sˇifriranja algoritma Rijndael.
































Slika 7.3: Cˇasˇ sˇifriranja algoritma Twofish.

































Slika 7.5: Cˇasˇ sˇifriranja algoritma RC6.
Iz grafov je razvidno, da je cˇasovna zahtevnost tako zaporednih kot tudi
vzporednih implementacij linearna z razlicˇno hitrostjo narasˇcˇanja. Taksˇen
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rezultat je pricˇakovan, saj smo do podobnih ugotovitev priˇsli tudi pri teo-
reticˇnem izracˇunu cˇasovne zahtevnosti.
7.3.1.2 Prepustnost
Prepustnost je kolicˇina, ki nam pove, koliko podatkov uspemo obdelati na
cˇasovno enoto. Odvisnost prepustnosti od velikosti vhodnih podatkov, za























Slika 7.6: Prepustnost sˇifriranja algoritma Rijndael.














































Slika 7.8: Prepustnost sˇifriranja algoritma Twofish.













































Slika 7.10: Prepustnost sˇifriranja algoritma RC6.
Na grafih je zanimivo to, da prepustnost vzporednih verzij najprej mocˇno
narasˇcˇa, nato pa se ustavi ter do konca skoraj ne naraste vecˇ. Na drugi
strani je prepustnost zaporednih razlicˇic skoraj celoten cˇas konstantna. To
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si razlagamo tako, da pride pri dolocˇeni velikosti podatkov do zapolnitve
sistema. Takrat niti ne morejo vecˇ obdelati vseh blokov naenkrat vzporedno.
Zaradi tega morajo preostali bloki pocˇakati v vrsti na kasnejˇso obdelavo.
Posledica tega je, da je cˇasovna zahtevnost vzporednih algoritmov do
dolocˇene velikosti vhodnih blokov priblizˇno konstantna. Ko pa presezˇemo to
vrednost, pa postane linearna. To sˇe dodatno dokazuje graf na sliki 7.11, ki
prikazuje cˇas sˇifriranja algoritma Rijndael pri manjˇsih velikostih vhodnih po-
datkov. Razvidno je, da je cˇas vzporedne implementacije priblizˇno konstan-
ten, medtem ko cˇas zaporedne implementacije linearno narasˇcˇa. Na zacˇetku
grafa je vzporedna razlicˇica sicer pocˇasnejˇsa od zaporedne, kar je posledica


















Slika 7.11: Cˇasˇ sˇifriranja algoritma Rijndael pri majhnih velikostih vhodnih
datotek.
7.3.1.3 Pohitritev
Pohitritev je kolicˇnik med cˇasom sˇifriranja zaporedne in vzporedne implemen-
tacije. Lahko ga izracˇunamo tudi kot kolicˇnik med prepustnostjo vzporedne
in zaporedne implementacije.
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Cˇe primerjamo prepustnost pri 128 MiB podatkov, lahko dobimo obcˇutek
kateri izmed algoritmov dosezˇe najviˇsjo pohitritev 7.12. Iz grafa je razvi-
dno, da se vrstni red najhitrejˇsih algoritmov razlikuje med zaporednimi in
vzporednimi razlicˇicami. Tukaj predvsem izstopa algoritem Serpent, ki je
med zaporednimi implementacijami najpocˇasnejˇsi, saj je sestavljen iz najvecˇ
rund.
Nasˇo ugotovitev potrjuje tudi graf primerjave pohitritve na sliki 7.13. Iz
njega je razvidno, da dosezˇemo najviˇsjo pohitritev pri algoritmu RC6. Visoko
pohitritev dosezˇemo tudi pri algoritmu Serpent, nekoliko slabsˇo pri algoritmu























Slika 7.12: Primerjava prepustnosti zaporednih in vzporednih implementacij
pri velikosti 128 MiB.














Slika 7.13: Primerjava pohitritve algoritmov pri velikosti podatkov 128 MiB.
Da bi razumeli, zakaj dosezˇemo pri prvih dveh algoritmih toliko viˇsjo po-
hitritev, se moramo vprasˇati kje se ti dve implementaciji razlikujeta od osta-
lih. Do tega pride zato, ker algoritma Serpent in RC6 ne uporabljata tabel
shranjenih v pomnilniku kot ostali algoritmi. Zaradi tega imajo slednji veliko
poizvedb v deljeni pomnilnik in posledicˇno tudi konfliktov zaradi nakljucˇnih
dostopov. Poleg tega je potrebno naprej tabele prenesti iz globalnega v de-
ljeni pomnilnik, kar sˇe dodatno upocˇasnjuje sˇifriranje. Arhitektura CUDA je
namrecˇ najbolj ucˇinkovita takrat, kadar je delezˇ aritmeticˇno-logicˇnih operacij
v primerjavi s poizvedbami v pomnilnik mnogo vecˇji.
Nasˇo ugotovitev dokazuje tudi tabela 7.2 v kateri imamo prikazano sˇtevilo
konfliktov na en snop pri velikosti vhodnih podatkov 128 MiB. Iz nje je
razvidno, da imata RC6 in Serpent nicˇ konfliktov, medtem ko ima najvecˇ
konfliktov algoritem Twofish.
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Rijndael Serpent Twofish MARS RC6
konflikti/snop 287,33 0 387,92 106,33 0
Tabela 7.2: Sˇtevilo zahtev in konfliktov v deljenem spominu.
7.3.2 Primerjava CUDA in OpenCL implementacij vzpo-
rednih algoritmov z razporejanjem podatkov
Pri primerjavi implementacij CUDA in OpenCL smo naleteli na nekaj ovir,
saj je kljub temu, da obstajajo preslikave med vecˇino sistemskih klicev, sˇe
vedno nekaj takih, ki se razlikujejo. Poleg tega se cˇas izvedbe sorodnih klicev
lahko razlikuje med CUDO in OpenCL.
Prav tako smo se morali vprasˇati ali bomo pri implementacijah OpenCL
merili tudi cˇas za izbiro kontekstna in naprave, cˇas za branje programske
kode sˇcˇepca, njegovo prevajanje v PTX kodo in na koncu v strojno kodo.
Na koncu smo se odlocˇili, da bomo primerjali samo cˇas prenosa podatkov in
sˇifriranje za obe vrsti implementacij. Razlog za to je, da lahko predposta-
vimo, da uporabnik vzpostavi okolje, prevede programsko kodo sˇcˇepca itd,
zˇe ob zagonu nekega progama za sˇifriranja. Podobno tudi nismo merili cˇasa
vzpostavitve graficˇne kartice pri implementacijah napisanih v CUDI. To nam
bo tudi pokazalo ali se sama izvedba jedra razlikuje glede na platformo.
Primerjave prepustnosti implementacij CUDA in OpenCL prikazujejo
grafi na slikah 7.14, 7.15, 7.16, 7.18 in 7.17. Iz njih se da razbrati,
da so implementacije OpenCL v vseh primerih pocˇasnejˇse od implementacij
CUDA.
















































Slika 7.15: Primerjava prepustnosti implementacij CUDA in OpenCL algo-
ritma Serpent.
















































Slika 7.17: Primerjava prepustnosti implementacij CUDA in OpenCL algo-
ritma MARS.




















Slika 7.18: Primerjava prepustnosti implementacij CUDA in OpenCL algo-
ritma RC6.
Razliko med prepustnostjo implementacij CUDA in OpenCL prikazuje
tudi tabela 7.3. Vidimo, da je najviˇsja razlika v prepustnosti pri algoritmu
RC6, medtem ko je ta pri algoritmu Rijndael najmanjˇsa.
Rijndael Serpent Twofish RC6 MARS
Razlika [%] 1,07 11,23 7,28 30,39 4,32
Tabela 7.3: Razlika v prepustnosti med implementacijami CUDA in OpenCL.
7.3.3 Primerjava vzporednih implementacij z razpore-
janjem podatkov in vzporednih implementacij z
bitnimi rezinami
Primerjavo prepustnosti vzporednih implementacij z razporejanjem podat-
kov in vzporednih implementacij z bitnimi rezinami na platformi CUDA
prikazujeta grafa na slikah 7.19 in 7.20. Iz grafov je razvidno, da imajo
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Slika 7.19: Primerjava prepustnosti implementacije z razporejanjem podat-
kov in z bitnimi rezinami algoritma Rijndael.
Implementacije z bitnimi rezinami imajo sˇe vedno viˇsjo prepustnost kot
zaporedne implementacije, a dosezˇemo veliko manjˇso pohitritev v primerjavi
z implementacijami z razporejanjem podatkov. Pohitritev prikazuje graf na
sliki 7.21.
Glavni razlog za tako slabo prepustnost je to, da je celotno sˇifriranje
sestavljeno kar iz petih sˇcˇepcev: ustvarjanje sˇtevcev, transponiranje sˇtevcev,
sˇifriranje, inverzno transponiranje in operacija XOR med sˇifriranimi sˇtevci in
cˇistopisom. Delezˇ cˇasa, ki ga vzame posamezna operacija za oba algoritma
prikazuje graf na sliki 7.22. Iz grafa je razvidno, da ostale operacije vzamejo
priblizˇno polovico celotnega cˇasa.
Cˇe pa primerjamo samo sˇifrirne sˇcˇepce 7.23, ugotovimo da je v primeru
algoritma Rijndael, sˇifrirni sˇcˇepec implementacije z bitnimi rezinami hitrejˇsi
kot pri implementaciji z razporejanjem podatkov. Do tega pride verjetno
zato, ker pri bitnih rezinah obdelujemo 32 blokov naenkrat v nacˇinu SIMD
























Slika 7.20: Primerjava prepustnosti implementacije z razporejanjem podat-
kov in z bitnimi rezinami algoritma Serpent.
s samo 16 niti. Zaradi tega vsaka nit povprecˇno naenkrat obdela dva bloka
podatkov.
Po drugi strani je sˇifrirni sˇcˇepec algoritma Serpent z razporejanjem po-
datkov hitrejˇsi kot z bitnimi rezinami 7.24. To je verjetno zaradi tega, ker
smo bili pri implementaciji z bitnimi rezinami prisiljeni uporabiti deljeni po-
mnilnik za komunikacijo niti. Poleg tega pa smo morali posledicˇno uporabiti
sinhronizacijske tocˇke za sinhronizacijo niti. Razlika med Serpentom in Rijn-
daelom je tudi to, da je razporeditev niti na blok enaka kot pri implementaciji
z razporejanjem podatkov












Slika 7.21: Primerjava pohitritve vzporedne implementacije z razporejanjem



























Slika 7.22: Delezˇ posameznih operacij implementacij z bitnimi rezinami.



































Slika 7.24: Primerjava sˇifrirnega sˇcˇepca algoritma Serpent.
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7.4 Sklep
Pri primerjavi zaporednih in vzporednih implementacij na osnovi razporeja-
nja podatkov smo ugotovili, da nekatere vzporedne implementacije dosegajo
tudi do dvajsetkratno pohitritev v primerjavi z zaporednimi. Najviˇsjo pohi-
tritev sta dosegla algoritma RC6 in Serpent, ki ne uporabljata substitucijskih
tabel shranjenih v deljenem pomnilniku, najslabsˇo pa Twofish zaradi velikega
sˇtevila konfliktov v deljenem pomnilniku.
Poleg tega smo pri tej primerjavi ugotovili, da prepustnost vzporednih
implementacij na zacˇetku raste, nato pa se ustavi pri konstantni vrednosti.
To se zgodi takrat, ko pride do zapolnitve sistema in ne moremo vecˇ obdelati
vseh blokov naenkrat v konstantnem cˇasu.
Pri primerjavi implementacij narejenih na platformi CUDA in OpenCL
smo ugotovili, da platforma OpenCL, kljub univerzalnosti sˇe vedno dosega
zadovoljive rezultate. Vseeno pa so bile hitrosti nekaterih algoritmov v pri-
merjavi s platformo CUDA pocˇasnejˇse tudi do 30 %.
Primerjava implementacij z razporejanjem podatkov in implementacij z
bitnimi rezinami je pokazala, da so bile slednje pocˇasnejˇse. Poglavitni razlog
za to je bil, da so implementacije z bitnimi rezinami sestavljene iz dodatnih
sˇcˇepcev, ki vzamejo priblizˇno 50 % celotnega cˇasa. Primerjava samih sˇcˇepcev
za sˇifriranje pa je pokazala, da je ta hitrejˇsi pri implementaciji z bitnimi
rezinami algoritma Rijndael. Sˇcˇepec za sˇifriranje algoritma Serpent v nacˇinu
bitnih rezin pa se je izkazal za pocˇasnejˇsega, saj smo bili primorani uporabiti
deljeni pomnilnik za komunikacijo med niti in sinhronizacijo niti.
Poglavje 8
Sklepne ugotovitve in nadaljnje
delo
V magistrskem delu je bila narejena primerjava med optimalnimi zapore-
dnimi in vzporednimi implementacijami petih finalistov AES. Zaporedne im-
plementacije smo implementirali za CPE v programskem jeziku C in jih pri-
merjali z vzporednimi implementacijami na osnovi razporejanja podatkov, ki
smo jih implementirali za GPE na platformi CUDA. Poleg tega smo naredili
tudi primerjavo med platformama CUDA in OpenCL. Prva je namenjena
izkljucˇno za Nvidijine graficˇne kartice, druga pa za poganjanje programov na
razlicˇnih vrstah GPE in vecˇjedrnih procesorjev.
Poleg vzporednih implementacij z razporejanjem podatkov, kjer vsaka nit
obdela svoj blok podatkov, smo primerjali tudi vzporedne implementacije z
bitnimi rezinami na platformi CUDA. V tem nacˇinu podatke najprej preobli-
kujemo tako, da so predstavljeni z bitnimi rezinami, kjer lahko z eno operacijo
spremenimo bite vecˇ blokov naenkrat. Zaradi omejitev smo v tem nacˇinu im-
plementirali algoritma Rijndael in Serpent, ki pa sta bili prvi implementaciji
blocˇnih sˇifer z bitnimi rezinami na platformi CUDA.
S testi smo pokazali, da so vzporedne implementacije z razporejanjem
podatkov dosegle tudi do dvajsetkratno pohitritev v primerjavi z zapore-
dnimi implementacijami. Pri tem smo ugotovili, da sta najviˇsjo pohitritev
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dosegla algoritma Serpent in RC6, ki ne uporabljata deljenega pomnilnika za
shranjevanje substitucijskih tabel. Algoritem Twofish je dosegel najmanjˇso
pohitritev, saj je priˇslo do veliko konfliktov v deljenem pomnilniku.
Primerjava CUDE in OpenCL je pokazala, da je OpenCL pocˇasnejˇsi pri
vseh petih algoritmih. Pri algoritmu RC6 celo do 30 %. Ne glede na svojo
univerzalnost, je platforma OpenCL dosegla solidno prepustnost.
Primerjava implementacij z razporejanjem podatkov in z bitnimi rezinami
je pokazala, da so slednje pocˇasnejˇse. Pri algoritmu Rijndael se je izkazalo,
da je tezˇava to, da je celotno sˇifriranje sestavljeno iz sˇtevilnih drugih sˇcˇepcev.
Pri algoritmu Serpent pa je poleg tega bil problem tudi uporaba deljenega
pomnilnika za komunikacijo niti in sinhronizacija. Vseeno smo naredili za-
nimivo raziskavo o tem, kako lahko blocˇne sˇifre implementiramo z bitnimi
rezinami za arhitekturo CUDA.
Iz nasˇih ugotovitev smo napisali tudi cˇlanek z naslovom “Parallel Bitslice
AES-CTR implementation on CUDA“, ki smo ga poslali v objavo v revijo
Journal of Parallel and Distributed Computing [29].
V nadaljevanju bi lahko za zacˇetek preizkusili implementacije pognati
na novejˇsih graficˇnih karticah. Graficˇna kartica, s katero smo mi testirali
implementacije, je v cˇasu preizkusˇanja zˇe bila zastarela in niti ne najboljˇsa.
Pricˇakujemo lahko, da bi dosegli sˇe viˇsjo pohitritev.
Poleg tega bi lahko implementacije za platformo OpenCL preizkusili tudi
na ostalih vzporednih arhitekturah kot so vecˇ jedrni procesorji in procesorji
za obdelavo digitalnih signalov.
Navsezadnje bi lahko nasˇ nacˇin razporejanja podatkov uporabili tudi s
kaksˇno drugo sˇifro, ki deluje podobno kot Serpent in RC6. Ugotovili smo
namrecˇ, da je mogocˇe sˇifre, ki uporabljajo manj poizvedb v pomnilnik in vecˇ
aritmeticˇno-logicˇnih operacij, bolj pohitriti kot ostale.
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