Abstract. Let Z → X be a finite branched Galois cover of normal projective geometrically integral varieties of dimension d ≥ 2 over a perfect field k. For such a cover, we prove a Chebotarev-type density result describing the decomposition behaviour of geometrically integral Cartier divisors. As an application, we classify Galois covers among all finite branched covers of a given normal geometrically integral variety X over k by the decomposition behaviour of points of a fixed codimension r with 0 < r < dim X.
Introduction
The Chebotarev density theorem, in its extended version by Serre ([Ser65, Theorem 7]), describes the asymptotic decomposition behaviour of closed points in a finite branched Galois cover 1 g : Z → X (with Galois group G) of irreducible schemes of finite type over Z, e.g. varieties over a finite field. More precisely, it gives the Dirichlet density of the set of closed points whose Frobenius class lies in a given conjugacy class of G.
Of course, as soon as dim X ≥ 2, there are many non-closed points whose decomposition behaviour is important as well. If one wants to get similar density results for these other points, two problems have to be dealt with: The first one is to define a proper notion of 'density', in particular to sort and count the points in a reasonable way. The second problem concerns the notion of decomposition behaviour: In general, the decomposition groups of non-closed points on Z are not cyclic as in the case of closed points, so there is no way to assign a Frobenius element to a non-closed point. The apparent solution for this second problem is to assign to every point x ∈ X of a finite branched Galois cover Z → X the conjugacy class C x of the decomposition group G z of any point z ∈ Z lying above x; this again is independent of the choice of z by Hilbert's decomposition theory. We will call C x the decomposition class of x.
In this paper, we will consider finite branched Galois covers Z → K of normal, projective, geometrically integral varieties over a perfect field k. Also, for the most part, we will restrict our considerations to points of codimension one, i.e. Weil prime divisors. More precisely, we will investigate geometrically integral Cartier divisors, identifying Cartier divisors with their corresponding Weil divisors.
Sorting these divisors by linear equivalence classes then enables us to deal with the first problem mentioned above. This is done the following way: For any Cartier divisor D on X and any field extension K|k, let P D (K) be the set consisting of all geometrically integral effective Cartier divisors on X K := X × k K that are linearly equivalent to D K , the flat pullback of D under the canonical projection X K → X. For fixed D, this defines a functor P D .
To address the decomposition behaviour of a geometrically integral divisor D ′ on X in the Galois cover Z → X, we define its geometric decomposition class to be the decomposition class of D ′ k , wherek is an algebraic closure of k. Then for a given Cartier divisor D on X and a conjugacy class C of subgroups of G, the Galois group of the cover Z → X, we define a functor D C D from the category of field extensions of k to the category of sets by
is unramified in Z K → X K and has geometric decomposition class C .
This additional structure on the set of geometrically integral divisors helps us to formulate density results similar to the Serre-Chebotarev density theorem:
Theorem A (3.1). Let Z → X be a finite branched Galois cover with Galois group G of normal, geometrically integral projective varieties over a perfect field k, and assume that dim X = d ≥ 2 and Z has a G-equivariant resolution of singularities. Let C be a conjugacy class of subgroups of G. Then for any Cartier divisor D on X, there exist a quasiprojective variety P D and a reduced subscheme D where (G : C) is defined to be (G : H) for any representative H of C. If we just assume D 0 to be ample, the statement still holds if we replace D 0 by #G · D 0 or regard the limit superior instead of the limit.
Note that the condition that Z has a G-equivariant resolution of singularities is automatically fulfilled if d = 2 or char k = 0, by Lipman's theorem ( [Lip78] ) and the equivariant version of Hironaka's theorem (e.g., [AW97] ), respectively.
In order to demonstrate that Theorem A is not only useful in the case of algebraically closed fields k and for divisors which are linearly equivalent to multiples of a given ample one, let us point out the following theorem, which holds in the case where k is a finite field. In this case, we can actually count divisors in the usual sense. To do this, fix an ample Cartier divisor D 0 on X, and for any Cartier divisor D on X, call the intersection number D Theorem B (6.4). Assume that k is a finite field, and that g : Z → X and C satisfy the assumptions of Theorem A. For any r ∈ R, let p # (r) be the number of Cartier prime divisors of degree at most r, and let d C # (r) be the number of those divisors that additionally are unramified in the Galois cover g : Z → X and have decomposition class C. Then It should be pointed out that in this theorem, we really consider prime divisors instead of geometrically integral divisors and decomposition classes instead of geometric decomposition classes, so everything happens over k, not a field extension.
Neither one of the 'densities' used in the two theorems above (meaning the expressions on the left hand side of the equations) behaves in the way one would normally expect densities to behave; for example, they do not act additively on a union of disjoint sets. Still, we can derive some analogues of corollaries of the original Chebotarev density theorem. To give an example, let us state a theorem that can be regarded as an analogue of a theorem of M. Bauer ([Neu99, Theorem 13.9]), which identifies Galois extensions of number fields by the splitting behaviour of their primes.
For a finite branched cover of normal varieties f : Y → X, we say that a point x ∈ X splits in Y if it is unramified in Y and there exists a point y ∈ Y with f (y) = x and k(y) = k(x). Then the following holds:
Theorem C (6.7). Let X, Y, Z be normal geometrically integral quasiprojective varieties of dimension d ≥ 2 over a field k of characteristic zero; let f : Y → X be a finite branched cover, g : Z → X be a finite branched Galois cover. Fix an positive integer r < d. Then the following are equivalent: a) f : Y → X factors through g : Z → X. b) Every point x ∈ X of codimension r that splits in Y splits in Z.
A birational version of Theorem C in the essential case r = 1 was already proven by F.K. Schmidt in [Sch34] .
Structure of this paper. Section 2 reviews the classical push-forward and pullback maps of Cartier divisors and constructs scheme-theoretic pull-back and pushforward maps for the scheme representing relative effective divisors. Section 3 contains the main theorem and constructs P D and D C D . Section 4 is concerned with the notion of the volume of a divisor and its behaviour under push-forward and pull-back of divisors. This theory is then used in Section 5 to finish the proof of the main theorem by describing the asymptotic behaviour of dim P mD0 and dim D mD0 . The remaining Section 6 contains modifications and applications of Theorem A, among them Theorems B and C. Notation. A variety over a field k will be an integral scheme of finite type over k, unless noted otherwise. A finite branched cover of two varieties is a finite dominant generically étale morphism. The group of Cartier divisors and the group of line bundles on a variety X will be denoted by Div(X) and Pic(X), respectively. The Néron-Severi group of Cartier divisors on X modulo numerical equivalence is denoted by N 1 (X); by the Néron-Severi theorem ([BGI71, XIII.5.1]), it is a finitely generated free Z-module. We set N 1 (X) R := N 1 (X) ⊗ Z R and view N 1 (X) as a lattice in it. Inside N 1 (X) R , we define the pseudoeffective cone Eff(X) to be the closed convex cone generated by the classes of effective Cartier divisors.
For 
For r ∈ R, we set ⌊r⌋ and ⌈r⌉ to be the greatest integer less or equal to r and the smallest integer greater or equal r, respectively.
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Push-forward and Pull-back
Though push-forward and pull-back maps on divisors are a very common tool in algebraic geometry, they are most often used in the context of flat morphisms. What we need in the following sections is the notion of push-forward and pull-back for divisors and relative effective divisors in the case of a finite branched cover of normal varieties. For lack of suitable references, we present the needed facts on those push-forward and pull-back maps in the following section. The reader familiar with the standard facts from [Ful98, § § 1 & 2] or [Gro67, § 21] and the notion of relative effective divisors is invited to move forward to Section 3 after having read Lemmata 2.3 and 2.5.
2.1. Basic properties. We first recollect some basic properties of pull-back and push-forward maps for divisors, referring to [Gro67, 21.4 & 21.5] for proofs. Throughout this subsection, let X, Y be normal varieties over a field k.
A generically finite dominant morphism f : Y → X induces a pull-back homomorphism on Cartier divisors f * : Div(X) → Div(Y ) which locally comes from the inclusion K(X)
× ֒→ K(Y ) × . This homomorphism preserves linear equivalence and thus induces a homomorphism f * : Pic(X) → Pic(Y ), which is nothing else but the usual sheaf-theoretic pull-back map on line bundles.
A finite dominant morphism f : Y → X induces a push-forward homomorphism on Cartier divisors f * : Div(Y ) → Div(X) which locally comes from the norm map
× . This homomorphism also preserves linear equivalence and thus induces a homomorphism Pic(Y ) → Pic(X).
If we identify Cartier divisors with their corresponding Weil divisors, then both f * : Div(X) → Div(Y ) and f * : Div(Y ) → Div(X) can be regarded as restrictions of analogous maps on Weil divisors. For example, for a Weil prime divisor W on Y one defines its push-forward by f
In the case when f : Y → X is a finite branched cover, both the pull-back and the push-forward map exist, so we can talk about their compositions. The composition map
is somewhat more complicated: If f : Y → X is a Galois cover with Galois group G, then (f * • f * )(E) = σ∈G σE for any E ∈ Div(Y ). This is a special case of the following Lemma 2.1. Let Z be a normal variety over a field k and let H ⊆ G be finite subgroups of Aut K (Z) such that the quotient variety X = Z/G exists. Set Y = Z/H and denote the canonical morphisms Y → X, Z → X, and Z → Y by f, g and h, respectively. Then, for any E ∈ Div(Y ), D ∈ Div(X),
Proof. Let us first note that σh * E is well-defined since h * E is H-invariant. Set F = σ∈G/H σh * E. Then both F and g * D are G-invariant. Two G-invariant divisors on Z coincide if their push-forwards are the same. Since g * g * D = #G · D and
Remark 2.2. Let f : Y → X be a finite branched cover of normal varieties over a field k. Then by Lemma 2.1, the push-forward map on divisors can be described by using pull-back maps. Indeed, in order to get to the situation of the lemma, we can take a finite Galois extension L|K(X) containing K(Y ) and construct the normalization of X in L. We arrive at a normal variety Z with function field K(Z) = L and groups G = Gal(L|K(X)) and H = Gal(L|K(Y )) ⊆ G such that G acts on Z, and Z/G ≃ X, Z/H ≃ Y . A special case arises if we take L to be a Galois closure of K(Y )|K(X); we then call g : Z → X the Galois closure of Y → X.
2.2.
Relative effective divisors and the Picard scheme. We want to extend the definitions of push-forward and pull-back into a more functorial setting. In order to do this, we introduce the scheme Div X/k representing relative effective divisors and the Picard scheme Pic X/k and list some basic properties. For proofs, we refer to the article [Kle05] . In the following, let X be a normal geometrically integral projective variety X over a perfect field k; such a variety is automatically geometrically normal as well by [Gro65, Proposition 6.7.7] .
There exists a scheme Div X/k representing the functor
where for an arbitrary k-scheme T , a relative effective divisor on X T /T is an effective divisor on X T := X × k T that is T -flat. Equivalently, a relative effective divisor on X T /T is a closed subscheme D ⊂ X T such that for every x ∈ D, D is cut out at x by one element that is regular on the fiber X t , where t ∈ T is the image of x under the canonical projection X T → T . For such a variety X/k we have a group scheme Pic X/k (called the Picard scheme) representing the sheaf associated to the relative Picard functor 2.3. Scheme-theoretic Pull-back and Push-forward. Our next aim is to extend the notion of pull-back and push-forward to relative effective divisors. Throughout this subsection, let f : Y → X be a morphism between normal geometrically integral projective varieties over a perfect field k. In the case where f is finite and flat, push-forward and pull-back maps between Div Y /k and Div X/k are constructed in [Gro67, 21.15] . We slightly adapt these constructions to our needs.
Assume f : Y → X is a generically finite dominant morphism. The sheaftheoretic pull-back map induces a natural transformation f * : Pic X/k → Pic Y /k , which is represented by a morphism of Picard schemes f * : Pic X/k → Pic Y /k . We can also define pull-backs of relative effective divisors: For a relative effective divisor D on X T /T , we set its pull-back under f T :
identifying the divisors and the corresponding subschemes of X T and Y T . This is indeed a relative effective divisor on Y T /T : Let y ∈ Y T be any point, and set x = f T (y). Then if D is cut out by a in a neighborhood of x, f * T D is cut out by f # T (a) in a neighborhood of y; because a is regular on X t , where t is the image of x under the canonical projection, f # T (a) is regular on Y t , since X t and Y t are integral and Y t → X t is dominant. This map behaves functorially and preserves linear equivalence, its induced map on invertible sheaves is the sheaf-theoretic pull-back. Therefore, we have proved:
Lemma 2.3. For a generically finite dominant morphism f : Y → X, there exist pull-back morphisms f * : Div X/k → Div Y /k and f * : Pic X/k → Pic Y /k representing the usual pull-back of divisors and invertible sheaves. These morphisms fit into a commutative diagram
We want to construct push-forward maps in a similar fashion. So assume that f : Y → X is a finite dominant morphism.
Let us first consider the local situation: Let B|A be an integral extension of normal domains over a field k such that the corresponding extension of quotient fields L|K is finite. Let R be any k-algebra. Then L R := L ⊗ k R is a finite free module over K R := K ⊗ k R. We consider the norm map
where m λ is the endomorphism of the free K R -module L R given by multiplication with λ and det(m λ ) is its determinant (cf. [Bou07, III.9.1, Def. 1]).
Lemma 2.4. The restriction of N LR|KR to the subring Coming back to our situation, we define a map
by virtue of the preceding lemma (gluing the local data). It is clear from the definition that this morphism is multiplicative, hence gives a morphism of sheaves of abelian groups
and, by functoriality, a morphism
We can also define the push-forward of an relative effective divisor
Using Lemma 2.4, we can see that these local descriptions fit together to give a closed subscheme of X T ; again, a is regular on every X t with t in the image of U under the canonical projection X T → T since Y t → X t is a dominant morphism of integral schemes. Therefore, (f T ) * D is indeed a relative effective divisor on X T . This pushforward map on relative effective divisors behaves functorially and preserves linear equivalence; the induced map on invertible sheaves is just the map defined above. We have thus proved the following Lemma 2.5. A finite dominant morphism f : Y → X induces push-forward morphisms f * : Div Y /k → Div X/k and f * : Pic Y /k → Pic X/k representing the pushforward of divisors and invertible sheaves. The following diagram commutes:
The Main Theorem
We turn our attention to the main theorem. Let us shortly review the context: Let g : Z → X be a finite branched Galois cover with Galois group G of normal, geometrically integral projective varieties over a perfect field k, and assume that dim X = d ≥ 2 and Z has a G-equivariant resolution of singularities. We want to classify those prime divisors on X with decomposition class C, where C is a given conjugacy class of subgroups of G.
We remind the reader of the two functors defined in the introduction: For any Cartier divisor D on X and any field extension K|k, the set P D (K) consists of all geometrically integral effective Cartier divisors on
is the set of those divisors in P D (K) that additionally are unramified in the cover Z → X and have geometric decomposition class C.
In this situation, the following holds: Let D 0 be an ample Cartier divisor that is (linearly equivalent to) the pushforward of an effective Cartier divisor on Z. Then
where (G : C) is defined to be (G : H) for any representative H of C. If we just assume D 0 to be ample, the statement still holds if we replace D 0 by #G · D 0 or regard the limit superior instead of the limit.
In this section, we show the existence of P D and D C D . The asymptotic behaviour will be described in Section 5.
3.1. Existence of P D . Let us assume that X is a geometrically integral projective variety over k. We will construct P D by intersecting the scheme L D representing (all divisors in) the linear system |D| with the following subscheme of Div X/k : Proposition/Definition 3.2. There exists a unique open subscheme GIDiv X/k of Div X/k representing the functor GIDiv X/k given by
Proof. To a point z ∈ Div X/k , we can associate an effective Cartier divisor D(z) on X k(z) which corresponds to the natural morphism Spec k(z) → Div X/k with image {z}. We consider the set
Let D be a relative effective divisor on X T /T , ϕ : T → Div X/k be the corresponding morphism. Claim: ϕ −1 (U ) = {t ∈ T | D t is geometrically integral }. In fact, D t corresponds to the morphism Spec k(t) → Div X/k given by the composition of the natural morphism Spec k(t) → T and ϕ, so by the definition of U , D t is geometrically integral if and only if ϕ(t) ∈ U .
D is proper and flat over T , so by [Gro66, 12.2.4 (vii)] the set of all t ∈ T for which
Let GIDiv X/k be the open subscheme of Div X/k with underlying set U . The claim implies that D ∈ GIDiv X/k (T ) if and only if ϕ : T → Div X/k factors through GIDiv X/k , which proves the assertion.
is just the set of Cartier divisors on X K that correspond to a Weil prime divisor, or in other words, the set of locally principal Weil prime divisors on X K .
Definition 3.4. For a given Cartier divisor D on X, we define P D to be the following scheme-theoretic intersection (inside Div X/k ):
P D represents the geometrically integral divisors that are linearly equivalent to D.
Remark 3.5. In the situation of our main theorem, we are also interested in prime divisors which are unramified in a cover Z → X. Since only finitely many prime divisors can be ramified, we can easily construct an open subvariety P Context 3.6. In this subsection, we will consider the following situation: Let Z be a normal integral scheme with a finite group G acting on it such that the quotient X = Z/G exists. Let H ⊆ G be a subgroup, and let Y = Z/H be the corresponding quotient. X and Y are both normal integral schemes; let f, g, h denote the canonical
We want to find a criterion for a prime divisor on X to split in Y . If we use the notion of Weil divisors, then there is an easy criterion: This follows directly from the definition of push-forward for Weil divisors (see [Liu02, Definition 7.2.17]). Unfortunately, we will need to give criteria for splitting using only Cartier divisors. And even if we can assume Z and X to be regular, so that Weil and Cartier divisors coincide for them, the same need not to be true for Y : 
and furthermore Z/G = X = Spec A with
Both X and Z are regular, but Y is not ([Har77, Example II.6.5.2]). Even more, if we consider the Cartier D divisor on X given by V = 0, then D splits in Y , but no Weil prime divisor on Y lying over D is locally principal: They are given by R = S = 0 and T = S = 0, respectively.
Therefore, if we want to describe splitting in terms of Cartier divisors, we have to take a slightly more complicated approach. If Z is regular, then we still get a rather easy description of split divisors:
Proposition 3.9. In the Context 3.6, assume Z is regular. Let D be a Cartier prime divisor on X that is unramified in Z. The following are equivalent:
Proof. a) ⇔ b): Let x be the point on X corresponding to the prime divisor D. Take any Cartier prime divisor F 1 on Z over D, let z denote the corresponding point on Z and y the image of z in Y . Then
which proves the assertion. b) ⇔ c) Let F 1 be a divisor as described in b), and set F = τ ∈H/GF 1 τ F 1 . Then F is H-stable by construction. Furthermore,
For the inverse direction, assume we are given a divisor F as in c). Let F 1 ≤ F be a Cartier prime divisor. Since F is H-stable, we must have τ ∈H/HF 1 τ F 1 ≤ F , hence
Then σ∈G/H σF is G-stable by construction, and
The last implication follows by [Ful98, Example 1.7.6].
If Z is not regular any more, but has a G-equivariant resolution of singularities, we still find a way to describe splitting divisors:
Proposition 3.10. In the Context 3.6, assume that Z allows a G-equivariant resolution of singularities π : Z ′ → Z. Denote the composition g • π : Z ′ → X by g ′ , and consider a Cartier prime divisor D on X that is unramified in Z. Then the following are equivalent: 
Proof. Let i : Z 0 ֒→ Z be the maximal open subscheme of Z over which π is an isomorphism. By definition of Z 0 , we can also define a canonical open immersion
by abuse of notation, we will consider Z 0 as open subscheme of both Z and Z ′ . Since π is G-equivariant, Z 0 is G-invariant; so we can define X 0 = Z 0 /G and Y 0 = Z/G as open subschemes of X and Y , respectively. Since Z is normal, codim(Z − Z 0 , Z) ≥ 2 by [Liu02, Corollary 4.4.3], hence also codim(X − X 0 , X) ≥ 2. In particular, if D is a Cartier prime divisor of X, its corresponding point lies in X 0 .
Because being split is a local criterion, D splits in Y if and only if D 0 = D| X0 splits in Y 0 . By Proposition 3.9, the latter is equivalent to saying that there exists an effective H-stable Cartier divisor on Z 0 such that σ∈G/H σF 0 = g * 0 D 0 , where
is H-stable, since both F ′ and g ′ * D are H-stable, and we get the assertion.
Let us get back to the situation at the beginning of this section: Let Z be a normal geometrically integral projective variety over a perfect field k, G a finite group of k-automorphisms of Z. Assume that Z possesses a Gequivariant resolution of singularities π : Z ′ → Z. Let H be a subgroup of G, C its conjugacy class, and set X = Z/G and Y = Z/H as above. In order to prove the existence of D C D for a fixed divisor D on X, we will first introduce another property of divisors:
Proposition/Definition 3.12. 
Using the fact the pseudoeffective cone has a compact basis ([BFJ09, Proposition 1.3], see also Lemma 4.10), we easily see that ψ is proper. Also, as every effective divisor can be written as a sum of effective divisors in finitely many ways, ψ is quasifinite, hence finite. In particular, im ψ is a closed subset of Div Z ′ /k . Therefore, the preimage 
Volume of divisors
For the proof of the asymptotic behaviour of dim P mD0 and dim D
For a Cartier divisor D on X, its volume is defined to be
If no confusion can arise, we will write 
The generalization to big divisors is done by using Fujita's approximation theorem ( 
4.2. Behaviour of volume in covers. We want to investigate the volume of pull-backs and push-forwards of divisors.
Lemma 4.3. Let f : Y → X be a proper, dominant, generically finite morphism of normal projective varieties over k. For any D ∈ Div(X), we have
Proof. By the projection formula, we have 
The supports of G 1 and G 2 do not meet U , hence have dimension less than d. Therefore, h 0 (X, G i (mD)) = O(m d−1 ) for i = 1, 2 by Proposition 4.1. Using the long exact cohomology sequence, this implies
from which the assertion follows.
Proposition 4.4. Let f : Y → X be a finite branched cover of normal projective varieties over k of dimension d. For any E ∈ Div(Y ), we have Proof. Take the Galois closure g : Z → X of f : Y → X (see Remark 2.2); let G and H denote the Galois groups of g : Z → X and h : Z → Y , respectively.
We have vol Z (h * E) = vol Z (σh * E) ∀ σ ∈ G, so using Propositions 4.2 and 4.3 we get
Taking dth powers, the inequality follows.
We are left to consider the equality case. Proposition 4.2 implies that we have equality in (3) if and only if all [σh * E] num are proportional. As all of them have the same image under g * , they have to be equal in this case. This is only true if
The converse is obvious.
Applications of the volume.
Even though the last propositions will be useful in the proof of Theorem 3.1, we still need more refined versions and applications of the theory above. We first investigate an equivariant version of the volume.
Lemma 4.5. Let Z be an integral projective variety over k of dimension d, and let H be a finite subgroup of Aut K (Z). Let F be an effective big H-invariant Cartier divisor on Z. Then
Proof. In characteristic 0, this statement has been proven by Paoletti ([Pao05, Theorem 1]); it can also be derived from a result of Howe ([How89] ). For arbitrary characteristic, let us first consider the case when
is finitely generated as a k-algebra 2 , and set
R m being the mth degree term. Then by a theorem of Symonds ([Sym00, Theorem 1.2]), there exists a free kH-submodule M of rank 1, a sum of homogeneous pieces, such that the product map R ⊗ k M → S is injective and such that
where (RM ) m denotes the mth order homogeneous summand of the subalgebra RM ⊂ S. As F is H-invariant and effective, dim k R m is strictly increasing; therefore, this statement implies that
and the assertion follows using the definition of the volume. In the general case, we exhaust S by finitely generated subalgebras
where for a graded k-algebra A = m≥0 A m we set vol(A) = lim m→∞
Our results for the S (i) imply the one for S.
So far, it seems as if the volume only describes the asymptotic behaviour of h 0 (X, mD) for large m. But in fact, it can be used to describe h 0 (X, D ′ ) for 'large' divisors D ′ no matter whether they are of the form mD with m ≫ 0 or not. Before stating this more formally, we have to fix our context. 
Proof. The proof is indirect: Assume there exist line bundles
All of these L i are necessarily H-invariant. By carefully changing the L i (in effective directions), we will derive a contradiction to the preceding lemma. This will be done in several steps.
Step 1: In fact, we first change W and S. By reducing to an affine subspace if necessary, we can assume that S contains an open subset of W ; wiggling W and S = W ∩ C S (and decreasing ε) a little bit, we may assume that W ∩ N 1 (Z) Q is dense in W . Since all [L i ] num lie in the pseudoeffective cone, we may replace S and C S by their intersections with the pseudoeffective cone; therefore, the interior S • of S lies in the big cone.
Step 2: Choose a big rational numerical divisor class η Step 3: We choose linear independent big rational divisor classes β 0 , . . . , β r in S
• ∩ N 1 (Z) Q with r = dim W such that η lies in the interior of the simplex S β with vertices β j . After replacing S, W and the β i by large enough multiples, we can assume that for all j = 0, . . . r, there exists an effective H-invariant Cartier divisor B j with [B j ] num = β j (using the same argument as for the L ′ above). After throwing away finitely many L i , we can assume that all
a ij β j for some a ij ∈ Q ≥0 with r j=0 a ij = 1.
In fact, since η lies in the interior of S β , we can assume that a ij ≥ δ for all i > 0, j = 0, . . . , r and some fixed δ > 0. Furthermore, since the Also, using the fact that Pic(Z) H /N H Pic(Z) is finite, we can restrict to a subsequence one last time and assume that all the L i lie in the same class modulo N H Pic(Z).
Step 5 : Finally, we are able to put all pieces together. ChooseL to be one of the
and fix N := #H(Λ : Λ ′ ). For any integer p i with
for some nonnegative integers b ij ; furthermore, these two line bundles differ by an element of N H Pic τ (Z). Looking back at our remarks concerning the construction of L ′ in Step 2, we can even assume
For every i, we choose the minimal such p i , i.e.
Since a ij ≤ã j + δ 2 ≤ã j (1 + δ), we have
Choosing δ > 0 small enough and using the lemma above, this implies
Remark 4.8. To give one of the main examples of Context 4.6, fix an ample class η ∈ N 1 (Z)
Then we can set S = {δ ∈ Eff(Z) ∩ N 1 (X) Corollary 4.10. The pseudoeffective cone of a normal projective variety Z has a compact basis, i.e. for δ ∈ Eff(Z), the set {δ
Proof. For any ample η ∈ N 1 (X) R , the closed set {δ
} and hence compact itself. Corollary 4.12. Let Z be a normal projective variety, η ∈ N 1 (Z) R be an ample class. Then for any C > 0, there are only finitely many classes δ ∈ Eff(Z) ∩ N 1 (Z) with deg η (δ) ≤ C.
Asymptotics of the density
In the situation of Theorem 3.1, we have proved the existence of the schemes P D and D C D . We now want to consider the asymptotics of dim P mD0 and dim D Corollary 5.2. Assume dim X ≥ 2, and let D be an ample divisor and D ′ an arbitrary divisor on X. Then As before, we fix such an H, set Y = Z/H and denote the canonical morphism Y → X by f . The following two lemmata will give upper and lower asymptotic bounds on dim S Y mD0 , which finally enable us to finish the proof of Theorem 3.1. Lemma 5.3. In the above context, fix a divisor D 0 on X. Then
Proof. We can assume k to be algebraically closed. Looking back at the proof of Proposition 3.12 and using its notation, we see that for any Cartier divisor
.
Then for any β occurring in the inequality above, we have
For a fixed class β, consider the Abel map W := (Div
Because of the upper semicontinuity of the dimension of the fiber ([Gro66, Corollaire 13.1.5]), it is enough to take the maximum only over the closed points of V . But the closed points correspond to invertible sheaves L with numerical equivalence class β, and the corresponding fibers
Applying Proposition 4.7 in the way described in Remark 4.8, we derive 
intersects nontrivially with P mD0 ; in particular, we have
Proof. We can assume that k is algebraically closed. For the first assertion, it is enough to show that (f * L Em ∩P mD0 )(k) = ∅. To do this, set Assume
H. Therefore, h * maps V m into the union of the subsets of L h * EM consisting of all H ′ -invariant divisors, where H ′ runs through all groups H H ′ ≤ G. In fact, since all these subsets are closed and V m is dense in the irreducible scheme L Em , there exists a subgroup
Thus the difference of any two divisors in |E m | is div(u) with u ∈ K(Z) H ′ ; on the other hand, since E m is very ample for m ≫ 0, the set of these u generates K(Y ). So we get K(Y ) ⊆ K(Z)
The rest follows from Proposition 4.1 and from the fact that vol(f
From these bounds for the asymptotics of dim S Y mD0 , we can derive our main theorem instantly:
Proof of the Theorem 3.1. From Lemma 5.3 and Lemma 5.4, we immediately get
for any finite branched cover f : Y → X of X with Y normal and geometrically integral. Applying this fact to (1) in Corollary 3.13, we get that for
Combining this with Corollary 5.2, we are done with the main part of the theorem.
If D 0 is not the push-forward of a Cartier divisor on Z, then #G · D 0 = g * g * D 0 still is. Also, the upper bounds hold without this restriction on D 0 . This implies the remaining part of the theorem.
Modifications and Applications
As mentioned in the introduction, there are several ways to modify Theorem 3.1. We will present three different extensions, followed by an alternative proof of the Bauer-Schmidt theorem.
6.1. Polynomial behaviour of dim D C mD0 . In the main theorem, we have only used the asymptotic behaviour of dim P mD0 and dim D C mD0 . But at least for dim P mD0 , we know more than just that: For m ≫ 0, the function m → dim P mD0 = h 0 (X, mD 0 ) − 1 is polynomial, and its coefficients can be determined using the Hirzebruch-Riemann-Roch formula ([Har77, Appendix A, Theorem 4.1]). Thus, one can expect dim D C mD0 to behave polynomially as well. This is indeed true, at least under some further assumptions on Z and X:
Theorem 6.1. In the situation of Theorem 3.1, assume furthermore that Z and X are regular and g : Z → X is étale. We assume that D 0 is an ample Cartier divisor that is linearly equivalent to the push-forward of a Cartier divisor on Z. Then there are polynomials Q 0 (t), . . . , Q (G:
where r(m) = m mod (G : C) ∈ {0, . . . , (G : C) − 1}.
Proof. As in the proof of the main theorem, it is enough to prove that dim S Y mD0
has the claimed behaviour, where Y = Z/H, H a representative of C, f : Y → X the corresponding cover.
By Lemma 3.7, we know that in this case, S
. In this formula, we can even replace Div Y /k by the union of the Div
Let β 1 , . . . , β s ∈ N 1 (Y ) be a basis of ker f * , and set η =
Let W be the affine space containing η and spanned by β 1 , . . . , β s , and set
for some fixed c > 0. By Proposition 4.7, Remark 4.8 and Proposition 4.4, we have
, we can restrict our considerations to the β ∈ N 1 (Y ) of the form mη + i t i β i with |t| < cm. For c small enough, we can assume that any such class β is ample. Since
we can make a variable transformation and get that χ(Y, mη + i t i β i ) is a polynomial in m and t where defined, i.e. for m ∈ Z and t − mδ ∈ Z s . We want to use Lemma 6.2 below on P (m, t) = χ(Y, mη + i t i β i ). In order to show that the conditions of the lemma are fulfilled, we have to consider the highest degree homogeneous part, which by definition is (mη + i t i β i )
d . Using the notation of the lemma, we thus have
By Proposition 4.4, P d (τ ) has a maximum at τ = 0, from which we derive that
the last statement meaning nothing else but that the Hessian of P d (τ ) at τ = 0 is negative semidefinite. Now for any β ∈ ker f * with η d−1 · β = 0 and η d−2 · β 2 = 0, [Kle05, Theorem 9.6.3] implies β = 0. Therefore the Hessian of P d (τ ) at τ = 0 is negative definite, i.e. the assumptions of Lemma 6.2 are fulfilled. Hence there exists an R > 0 such that
For fixed r(m), the right-hand side is just the maximum of finitely many fixed polynomials in m (namely the P (m, t) for which t − r(m)δ ∈ Z s and |t| < R), so polynomial itself for m ≫ 0. Our assertion follows.
Lemma 6.2. Let P (m, t) ∈ R[m, t] be a polynomial of degree d, and let P d (m, t) denote its highest degree homogeneous part. Assume thatP d (τ ) = m −d P d (m, t) (with τ = m −1 t) has a local maximum at τ = 0, and that the Hessian matrix of P d (τ ) at τ = 0 is negative definite. Then the following holds: a) There exist a constant c > 0 such that for any fixed m ≫ 0, P (m, t) is strictly concave in t for |t| < cm. b) For any c as above, there exists an R > 0 such that for any δ ∈ R s and any fixed m ≫ 0, one has max P (m, t) t ∈ mδ + Z s , |t| < cm = max P (m, t) t ∈ mδ + Z s , |t| < R .
0 (τ ). Then there exists a c > 0 such that the Hessian ofP d (τ ) is negative definite at any τ with |τ | ≤ c, and for any fixed m ≫ 0, this implies that the Hessian of P (m, τ ) is negative definite for whenever |τ | ≤ c. This implies the assertion. b) Let N be the Hessian matrix ofP d (τ ) at τ = 0, and let B ∈ R s such that m . Taking R = R 2 + |N −1 B| and using our assumption on R 1 , our assertion follows. 6.2. A revised density. If one takes a close look at Theorem 3.1, one might point out a small drawback: The 'density' that is considered in its statement does not predict the asymptotic decomposition behaviour of all divisors, but only of the ones that are linearly equivalent to multiples of a given ample one. This subsection shows that the result indeed extends to all divisors as long as we use a reasonable method to determine their 'size'.
So let us assume that we are in the situation of Theorem 3.1. We fix an ample class η ∈ N 1 (X) R and use the degree function deg η : N 1 (X) R → R, δ → η d−1 · δ, which has been described in Remark 4.8. For any r ∈ R, set P r = P r,η and D C r = D C r,η to be the reduced schemes representing the geometrically integral divisors on X of degree ≤ r, respectively those that additionally are unramified in the cover Z → X and have geometric decomposition class C.
Then we can state a modified density theorem which describes the asymptotic decomposition behaviour of all Cartier divisors sorted by this notion of degree:
Theorem 6.3. In the above situation, P r and D C r exist for any r ∈ R. Furthermore, we have
Proof. Let us first assume that η = [D 0 ] num for some ample Cartier divisor D 0 .
We have
Using Proposition 4.7 with S = {β ∈ Eff(X) | deg(β) = 1}, we get
On the other hand, since deg(
Therefore,
for any representative H of C. In the exact same way as in the proof of Lemma 5.3, we derive
On the other hand, the argument in the proof of Lemma 5.4 shows that for r ≫ 0,
where f is the canonical map Z/H → X. This implies that
From the limits for dim P r and dim D C r , the assertion follows. To get the assertion for arbitrary ample classes, we first remark that replacing η by λη with λ ∈ R does not change the statement above, and then we extend by continuity arguments.
6.3. Finite fields. We stay in the same context as before, but assume furthermore that k is finite field. Then we can actually count divisors: Fix some ample class η ∈ N 1 (X) R , and set deg = deg η . For r ∈ R, let p # (r) be number of Cartier prime divisors of degree at most r, and let d C # (r) be the number of those divisors that additionally are unramified in the Galois cover g : Z → X and have decomposition class C.
Theorem 6.4. Under the above assumptions,
Before giving the proof, we need some lemmata:
Lemma 6.5. Let D 0 be a very ample divisor on X. Then
Proof. Let X ֒→ P N k be the projective embedding corresponding to
where P denotes the set of all f ∈ S homog := ∞ m=0 S m such that the schemetheoretic intersection H f ∩ X of the hypersurface H f of P N k defined by f with X is geometrically integral.
For f ∈ S homog to be in P, it is sufficient that X ∩H f is normal. For then, X ∩H f is geometrically normal ([Gro65, Proposition 6.7.7]) and geometrically connected by Grothendieck's connectedness theorem ([Har77, Theorem III.7.9]), so geometrically integral.
Using Serre's criterion, it is enough for us to check whether X ∩ H f fulfills R 1 and S 2 . This will be done in several steps. In the following, let X reg and X sing denote the regular and the singular locus of X, respectively (since X is normal, X reg is smooth and codim(X sing , X) ≥ 2). In order to consider Serre's condition S 2 , define Since X is normal, we have codim(Z r (X), X) > r + 2 ∀ r ≥ 0. On the other hand, if x ∈ X lies in H f (f = 0), then f maps to a regular element of m x , so
by [Gro64, Proposition 0.16.4.10]; thus Z r (X ∩ H f ) = Z r (X) ∩ H f . So in order for f to fulfill codim(Z r (X ∩ H f ), X ∩ H f ) > r + 2 ∀ r ≥ 0 and hence S 2 , it will be sufficient that H f intersects all irreducible components of all Z r (X) properly, i.e. H f does not contain any of the irreducible components of any Z r (X). There are only finitely such irreducible components, since Z r (X) is empty for r ≥ d.
Set Z to be the finite reduced subscheme of X consisting of all closed points which are an irreducible component of either one of the Z r (X) or of X sing , and set Q to be the set of all f ∈ S homog such that H f contains at least one of the positive dimensional irreducible components of either one of the Z r (X) or of X sing . We claim that
This follows from the fact that given any irreducible subvariety
We now turn towards the R 1 property. If f / ∈ Q and
is the (nonempty) set of all sections which do not vanish at any point of Z, we set 
Combining (10), (12), (13) and (14), our theorem follows.
6.4. The Theorem of Bauer-Schmidt.
Theorem 6.7. Let X, Y, Z be normal geometrically integral quasiprojective varieties of dimension d ≥ 2 over a field k of characteristic zero; let f : Y → X be a finite branched cover, g : Z → X a finite branched Galois cover. Fix an integer r with 0 < r < d. Then the following are equivalent: a) f : Y → X factors through g : Z → X. b) Every point x ∈ X of codimension r that splits in Y splits in Z.
Proof. The implication a) ⇒ b) is immediate. For the converse, embed K(Y ) and K(Z) into some algebraic closure K(X) of K(X), and let L be the smallest Galois extension of K(X) inside K(X) containing both K(Y ) and K(X). Let W be the normalization of X in L. Then W is a normal geometrically integral quasiprojective variety of dimension d over k, and if we set G = Gal(L|K(X)), H = Gal(L|K(Y )), N = Gal(L|K(Z)), then W/G ∼ = X, W/H ∼ = Y and W/N ∼ = Z because of the normality conditions. We have to show that if f : Y → X does not factor through g : Z → X (or, equivalently, H ⊆ N ), there is a point of codimension r in X that splits in Y but does not split in Z. Applying Proposition 6.8 below to the Galois cover W → X and the conjugacy class C of H inside G, we get infinitely many points of codimension r in X that are unramified in W and have C as their decomposition class. By construction, every such point splits in Y ; if any such point split in Z, then some conjugate of H would have to be a subgroup of N . As N is normal in G, this implies H ⊆ N , contradiction.
Proposition 6.8. Let f : Z → X be a finite branched Galois cover (with Galois group G) of geometrically integral quasiprojective varieties of dimension d ≥ 2 over a field k of characteristic zero. Then for any positive integer r < d and for any conjugacy class C of subgroups of G, there are infinitely many points of codimension r in X that are unramified in the cover Z → X and have decomposition class C.
Proof. The proof will be done by induction on r.
In the case r = 1, by completing and normalizing we may assume that Z and X are normal and projective; since this adds only finitely many points of codimension one, our claim remains unchanged. Under these assumptions, the claim follows more or less directly from Theorem 3.1. Indeed, the theorem implies that there are infinitely many prime divisors on X with geometric decomposition class C. But the proof of Lemma 5.4 shows more: We really get infinitely many prime divisors on X with decomposition class C. Now assume r > 1. By Theorem 3.1, we know there exists a geometrically integral divisor D on X which is unramified in Z and whose decomposition class is the (conjugacy class of) the full group G, in other words, D stays prime in Z. Take X 1 to be the closed subscheme of X corresponding to D and let Z 1 be the preimage in Z. Then Z 1 → X 1 is a Galois cover of geometrically integral varieties over k of dimension d − 1 > r − 1 ≥ 1. By induction hypothesis, there are infinitely many points of codimension r − 1 in X 1 which have decomposition class C in Z 1 . Since all these points are points of codimension r in X that have decomposition class C in Z, we are done.
Corollary 6.9. Let f : Y → X be a finite branched cover of normal geometrically integral quasiprojective varieties of dimension d ≥ 2 over a field k of characteristic zero. Fix an integer r with 0 < r < d. Then the following are equivalent: a) f is a Galois cover. b) Every point x ∈ X of codimension r that splits in Y splits completely, i.e. (it is unramified in Y and) for every point y ∈ Y with f (y) = x, we have k(y) = k(x).
Proof. The implication a) ⇒ b) is immediate. For the converse, let g : Z → X be the Galois closure of Y → X (see Remark 2.2), and let G and H be the Galois groups of g : Z → X and h : Z → Y , respectively. We have to show Z = Y (or equivalently G = H). The proof follows from Theorem 6.7 and the following simple and well-known fact from Hilbert's decomposition theory: A point x ∈ X splits completely in Y if and only if it splits (completely) in Z (the argument can be found e.g. in [Neu99, proof of Corollary VI.3.8]).
