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In diesem Bericht wird eine Methode zur Realisierung von dynamischen
strukturen in IBM-Fortran-Programmen beschrieben. Als Hilfsmittel
werden die Listen notwendiger Hilfsprogramme sowie ein Demonstra-
tionsbeispiel beigefügt.
A Method for Dynamic Structuring in IBM-FORTRAN.
Abstract:
A method is described in this report to realise dynamical structures
in IBM-Fortran-programmes. The listings of all necessary auxiliary-




1. Programm - Management
2. Realisierung und Programme




Die in diesem Bericht zugrunde liegende Terminologie beruht auf dem
IBM-Sprachgebrauch.· Da die hier verwendeten Fachausdrücke nicht
alle ausführlich erldärt werden können, sollte in Zweifelsfällen auf
die einschlägige IBM-Literatur zurückgegriffen werden. Eine geeig-
nete Auswahl ist unter /1/, /2/,· /3/, /4/ und /5/ angegeben.
Dynamische Strukturen stellen eine wichtige Erweiterung der gewöhn-
lichen Überlagerungsstrukturen (planned ove.rIays) dar. Auf die Unter-
schiede wird im nächsten Abschnitt eingegangen. Zunächst soll jedoch
der Rahmen für die Anwendbarkeit der Methode abgesteckt werden.
Die Umsetzung techntsch-wtssenschattltoher Aufgaben in Rechenprogram-
me geschieht nach wie vor sehr häufig mit Hilfe von Fortran. Diese Pro-
grammiersprache hat sich als leicht erlernbar und vielfältig anwendbar er-
wiesen, so daß häufig einige Nachteile in Kauf genommen werden. Die in
diesem Bericht vorgeschlagene Einführung von dynamischen Strukturen
in IBM-Fortran-Programmen kann zur Behebung zweier solcher Mängel
auf IBM-Rechenanlagen dadurch führen, daß
a) die AnpaSStl:fig VönFörtrartprOgrammen an die gegebätie DV....Umgebung'
erleichtert und
b) eine sehr flexible Verknüpfung von Großprogrammen ermöglicht wird.
Unter gegebener "Dv-Umgebung" ist dabei die Gesamtheit aller Hilfsmit-
tel eines Rechners, wie Kernspeicher, Rechen- und Steuerwerke, externe
Speicher usw, sowie die heterogene Menge aller um diese Hilfsmittel
konkurrierenden Programme - und damit alle Benutzer der Anlage - zu
verstehen. Anpassung bedeutet in diesem Zusammenhang für ein Pro-
gramm die BeIDmtung der durch dIe o. e. Hnrsmtttel"l-'"v"'o...,rONg"'e"'gcneokeNn..-eNn..---7G....r~...e'""n"'z7.e"'n",-------
wie Speichergröße, Anzahl der Datenträger usw, Diese physikalischen Gren-
zen können durch die Betriebssysteme kurzfristig verändert werden. So
sind im Falle von Multiprogrammierung (im Folgenden kurz: MVT = multi-
programming with a variable number of tasks) die Hilfsmittel unter mehre-
re gleichzeitige Bewerber möglichst optimal aufzuteilen. In einer MVT-
Umgebung ist es deshalb zweckmäßig und u, U. sogar notwendig, daß sich
große Programme (Größenordnung: 103 bis einige 104 Fortran-Anweisungen)
durch eine effektive Überlagerungsstruktur verschiedenen Kernspeicher-
größen anpassen können. Dies gilt ganz speziell für die zentrale Rechner-
kombination IBM/360-65 und /370-165 des Kemforschungszentrums
Karlsruhe.
Die unter b}- angesprochene "flexible Programmverknüpfung" bezieht sich
nicht so sehr auf die in einem Fortranprogramm normalerweise ange-
wandte Unterprogrammtech..nik als vielmehr auf die Verknüpfurig von
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Großprogrammen zur Behandlung von "dynamischen Aufgabenstellungen" .
Solche Aufgabenstellungen treten bei der numerischen Behandlung von
reaktorphysikalischen Problemen, etwa bei der orts- und zeitabhängigen
Neutronenflußberechnung oder bei der Berechnung des Langzeitverhal-
tens eines Reaktors auf. Das "Dynamische" in der Problematik besteht
darin, daß die zu durchlaufende Programmfolge von Zwischenresultaten
abhängt und u. U. nicht vorausgesagt werden kann, so daß planned-overlay-
Strukturen zu unübersichtlich und uneffektiv werden und als Hilfsmittel
ausscheiden. Dies gilt insbesondere für den Fall rekursiver Prozeduren.
Die weiter unten beschriebene Einführung von dynamischen Strukturen in
IBM-Fortran ist das Ergebnis einer Versuchsreihe, die beim Aufbau des
Karlsruher nuklearen Programmsyst ems KAPROS (vgl. /6/) mit dem
Ziel durchgeführt wurde, ein geeignetes Programmanagement für die-
ses modulare System zu finden. Auch bei anderen modularen Programm-
systemen, z. B. bei dem amerikanischen ARC-System (vgl. /7/), wurden
dynamische Strukturen in ähnlicher Form für Fortran implementiert.
1. Die Ausführung von Fortran-Programmen unter dem IBM-Betriebssystem
Gegenstand dieses Abschnitts sind die Programmstrukturen, die das IBM-
Betriebssystem zur Ausführung von Fortran-Programmen zuläßt. Zuvor
wird jedoch in erlaubter Kürze auf die Objekte des Programmanagements
sowie auf die Konventionen zur Programmverknüpfung eingegangen. Wenn
dabei zunächst von vereinfachten Vorstellungen ausgegangen wird, bedeu-
tet dies dennoch keine Einschränkung für die Anwendung der in diesem
Bericht dargestellten Methode.
Normalerweise werden alle in Frage kommenden Fortran-Programme mit
Hilfe der Fortran-Compiler in eine maschinennahe, Assembler-ähnliche
Form - in sog. 'Objekt-Programme' - umgewandelt und solange aufbe-
wahrt, bis sie in einem zweiten Schritt durch den Linkage Editor (vgl , /4/)
zu einem ausführbaren Programm, einem sog. Lademodul (oft auch kurz:
Modul), zusammengefaßt worden sind. Dabei werden i. a. mehrere Objekt-
programme samt aller notwendigen Dienstprogramme wie System-Aus-
gabe, Sinus-Cosinus-Funktionen, etc. zu einem einzigen Lademodul zu-
sammengefaßt.Diesem Lademodul wird zum Zwecke kurz- oder langfristi-
ger Speicherung bzw. des Wiederauffindens ein möglichst eindeutiger Name
(später auch: Modulname) , zugeordnet. Danach kann er unter Angabe die-
ses Namens in etwaigen Kontrollanweisungen oder Makro-Instruktionen,
die teilweise weiter unten angeführt werden, in der Regel direkt zur Aus-
führung kommen.
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Wird bei einem Programmablauf in einem Lademodul die serielle Befehls-
folge durch denAufrli eines anderen Programmsegments (Control Section,
siehe /3/) bzw. eines anderen Unterprogramms unterbrochen, so gelten
für diese Verbindungsstellen spezielle Regeln, die eingangs erwähnten
Konventionen zur Programmverknüpfung (linkage conventions in /3/).
Diese Regeln verlangen die Aufbewahrung der alten Registerinhalte (zum
Zeitpunkt des Absprungs) in vorgegebenen, von den Compilern bereitge-
stellten Speicherbereichen - den sog. Save Areas - innerhalb des rufen-
den Programms und legen die Verwendung einzelner Register zur Pro-
grammverknüpfungfest (Einsprungadresse im allgemeinen Register 15,
Rücksprungadresse im a. R. 14, Save-Area-Adresse des rufenden Programms
im a. R. 13, Adresse der Parameterliste im a. R. 1, etc.). Anhand der Save-
Area-Inhalte, die auch untereinander Verweise enthalten, kann der Programm-
ablauf jederzeit verfolgt und kontrolliert werden - auch visuell im Falle eines
Fehlerabbruchs mittels eines Kernspeicherauszugs (Dump).
Ein einfacher Sprung von einem Programm in ein Unterprogramm kann von
vornherein ohne Mithilfe des Betriebssystems ausgeführt werden, wenn der
zugehörige Lademodul im Kernspeicher geladen werden kann. Ist jedoch
letzteres nicht der Fall, weil beispielsweise sehr viele oder sehr große
UIiterprögr:ü.nmeVörhaIidelil sind, sökönnen über die eingangse:rwähriten
Programmstrukturen Hilfsmittel des Betriebssystems bereitsgestellt
werden, die dennoch eine Ausführung des Lademoduls gestatten. Das IBM-
Betriebssystem bietet zur Herstellung von Programmstrukturen in Lade-
moduln durch den Linkage Editor drei Möglichkeiten:
- einfache Struktur (Simple Structure)
- Überlagerungsstruktur (Planned Overlay)
- dynamIsche Strulffi.l:r(DYnamlCarBtructure)
Die Merkmale dieser Strukturen, die - mit Ausnahme der letzten - auch
für Fortran-Programme realisierbar sind, werden anschließend erläutert.
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1. 1. Die einfache Struktur
Die einfache Struktur besteht aus einem einzigen Lademodul, der alle er-
forderlichen Befehle, Unterprogramme und Datenfelder enthält. Er wird








Fig. 1 : Darstellung einer einfachen Programmstruktur
In der Figl sind eine aus den drei Programmen A, B, C bestehende einfache
Struktur sowie einige mögliche Programmdurchläufe dargestellt. Vom Haupt-
_____---'o"'d""'er Steuerprogramm A, das vom Betriebssystem gestartet wird~~e""h",,-t.die _
Kontrolle weiter an B und C, C kehrt zurück nach Bund B nach A (Fall a)
oder A ruft C, Ckehrt unmittelbar nach A zurück (Fall bj). Die Verzwei-
gungen erfolgen ohne Eingriffe des Betriebssystems.
Der Vorteil dieser Struktur besteht offensichtlich in der permanenten Ver-
fügbarkeit aller auszuführenden Befehlsfolgen im Kernspeicher , wodurch
zeitraubende und kostspielige Ein- und Ausgabevorgänge zu deren Bereit-
stellung überflüssig sind. Dagegen kann die relativ starre Struktur großer
Programme bei der Speicherung hinderlich sein. Außerdem ist die Ver-
knüpfung mehrerer Strukturen dieser Art zu einer einzigen Programmaus-
führung (Job-Step-Task) nicht möglich. Des weiteren stellt die Belastung
des Kernspeichers mit nicht weiter benötigten Programmteilen eine Ver-
schwendung teuerer Hilfsmittel dar. Darüberhinaus wird der Vorteil des
Einsparens von Ein- Ausgabe-Aktionen in einer MVT-Umgebung nahezu hin-
fällig, da während der Wartezeit andere Benutzer bedient werden können.
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Der Aufbau der einfachen Strukturen erfolgt allein auf der Ebene des Be-
triebssystems (Job Control Language, Linkage-Editor-Eingabe). Zu
ihrer Ausführung sind auf Fortran-Ebene keinerlei Maßnahmen 'notwen-
dig.
1. 2 Überlagerungsstrukturen
Bei der Überlagerungsstruktur werden ebenfalls alle notwendigen Unterpro-
gramme in einem einzigen Lademodul zusammengefaßt. .Im Unterschied zur
einfachen Struktur ist eine Gruppierung der einzelnen Programme zu Pro-
grammsegmenten (z , B. E+F in Fig. 2) und der Programmsegmente zu Pro-
grammzweigen (A+B+D in Fig. 2) in der Form einer Baumstruktur realisier-





Fig.2: Einfaches Beispiel einer Überlagerungsstruktur
Anhand der Baumstruktur wird der Kernspeicher nach und nach durch die auf-
gerufenen Segmente so beladen, daß lückenlose Pfade in den einzelnen Zweigen
entstehen. Dabei werden i. a. Segmente anderer Zweige überladen. Am Bei-
spiel der Fig. 2 bedeutet dies, daß beim Übergang der Kontrolle von Segment
A zu Segment B sowohl A als auch B geladen sind, beim Übergang von A
unmittelbar nach D aber der ganze rückwärtsgerichtete Zweig A+B+C.
Sprünge von Zweig zu Zweig, d. h. direkt von D nach C oder von C nach
F sind unzulässig (vgl. /4/). Wird jedoch ein neuer Zweigaufreguläre
Weise aufgerufen, etwa durch die Aufruffolge A, D-A, F, so erfolgt eine
Überlagerung des vorhergehenden, d. h. bei obiger Aufruffolge überlagert
das Segment EF die Segmente B+D.
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Die Flexibilität von Überlagerungsstrukturen bei der Realisierung von Auf-
rufen ist recht groß, wenn sie auch durch die vorgegebene Baumstruktur ein-
geschränkt wird. So sind auch die Lademoduln vieler Fortran-Großprogram-
me in dieser Struktur gehalten, wobei die durch die Eingriffe des Betriebs-
systems verursachte Effektivitätseinbuße zufolge notwendiger Ladevorgänge
der Zweige in MVT-Umgebungen wiederum gering ist.
Große Hindernisse bestehen für sehr umfangreiche Programmsysteme da-
gegen in der starren Baumstruktur und in der Beschränkung auf einen ein-
zigen Lademodul, erstere bei der Behandlung "dynamischer AufgabensteI-
lungen", wenn während des Programmablaufs neue Zweige aufzubauen wä-
ren, und letztere wegen der von einem Lademodul nicht überschreitbaren
Maximalgröße von 524248 Bytes. Diese maximale Modulgröße ist deshalb
kritisch, weil in verschiedenen Zweigen benutzte Exemplare ein- und des-
selben Programms unter verschiedenen Namen mehrfach vorhanden sein
müssen, wodurch Überlagerungsstrukturen über Gebühr aufgeblasen werden
können. Hinzu tritt als weiterer Nachteil die Tatsache, daß der Kernspeicher-
bedarf einer Überlagerungsstruktur durch ihren längsten Zweig bestimmt
wird, unabhängig davon, ob dieser Zweig zur Ausführung gelangt oder nicht.
Als Vorteil kann gewertet werden, daß der Aufbau einer Überlagerungsstruk-
tur allein auf Betriebssystemebene durchgeführt wird, und daß zu ihrer Aus-
führung auf Fortran-Sprachebene keine spezifischen Angaben erforderlich
sind.
1. 3. Dynamische Strukturen
Dynamische Strukturen bieten gegenüber den bisher betriebenen Strukturen die
Möglichkeit, mehrere Lademoduln - die selbst wiederum einfache Struktur, Über-
lagerungsstruktur oder dynamische Struktur haben können, während eines Pro-
grammablaufs zu verketten. Um welche Lademoduln es sich bei dieser Verket-
tung handelt, wird erst zur Zeit der Ausführung bestimmt - und zwar durch die
Lademoduln selbst, man kann somit von einer "dynamischen Aufruffolge" von
Lademoduln sprechen.
Die steuerung des Programmablaufs, d. h. der Aufruffolge, beginnt und endet
in dem ersten angelaufenen Lademodul, der hinfort "Steuer-modul" genannt
wird. Sie kann Fortsetzungen in den zugeladenen Lademoduln haben. Da in
Fortran entsprechende Sprachelemente zum Aufruf anderer Lademoduln
a IX'brl nicht vorhanden sind, müssen die entsprechenden Hilfsmittel des
Betriebssystems durch Fortran-verträgliche, in Assembler erstellte Hilfs -
programme bereitgestellt werden. Bei den Hilfsmitteln handelt es sich um
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Macro-Instruktionen wie LOAD, LINK, ATTACH etc., die das Aufsuchen
von Lademodulen in Hierarchien von Programmbibliotheken, das Laden
von deren Kopien zwecks Ausführung und die Verzweigung der Ablaufkon-
trolle in CALL-RETURN-ähnlicher Art (normaler Unterprogrammaufruf)
zwischen geladenen Lademoduln ermöglichen.
Die drei zuletzt aufgeführten Funktionen kann das LINK-macro, dessen An-
wendung im folgenden Abschnitt näher erläutert wird, durchführen. Weiter-
führende Information über Programmverkettung in dynamischen Strukturen
sind in /3/ bzw. /5/ angegeben. Hier ist noch zu bemerken, daß erstens
die Anwendung von LINK Eingriffe des Betriebssystems bewirken, die bei
starker Häufung zu spürbaren Rechenzeiteinbußen führen können, und daß
zweitens - anders als bei Überlagerungsstrukturen - nur die verketteten
Lademoduln den Kernspeicher belegen, und dies nur solange, wie die Ver-
kettung besteht.
Die Flexibilität dynamischer Strukturen in Bezug auf realisierbare Programm-
abläufe ist nahezu unbeschränkt. Selbst rekursive Prozeduren sind auf die-
se Weise mit Lademoduln im Rahmen der gegebenen Kernspeichergröße aus-
führbar. So sind diese Strukturen gut geeignet zum Aufbau großer Programm-
systeme mit umfangreichen Programmbibliotheken wie KAPROS/6! oder
ARC /7/. In KAPROS ist darüberhinaus eine Auslagerung der rufenden Moduln
nach dem Kellerungsprinzip eingeführt, wodurch der Speicherbedarf drastisch
reduziert werden kann. Beim Aufbau von Programmbibliotheken kommt zu-
statten, daß - wiederum anders als bei Überlagerungsstrukturen - eine Mehr-
fachspeicherung eines an mehreren Stellen einer Aufruffolge benutzten Lade-
moduls vermeidbar ist. Allerdings müssen beim Aufsuchen der Lademoduln
in allen möglichen Bibliotheken kostspielige Wartezeiten und Ein-Ausgabe-
Vorgänge so weit als möglich vermieden werden.
2. Realisierung und Hilfsprogramme
Die Realisierung der im 1. Abschnitt beschriebenen Vorstellungen über dy-
namiscle Aufruffolgen von Programmen in IBM-FORTRAN wurde folgender-
maßen versucht:
Es war beabsichtigt, dynamisch aus einer Benutzerbibliothek Moduln mit
Hilfe des Makros LINK /5/, von einem Steuermodul oder von einem bereits
zugeladenen Modul aus, in den Kernspeicher zu laden und anzusteuern. Mit
dem Makro-LINK können aber in dieser Weise nur fertige Lademoduln be-
handelt werden, d. h. Moduln, bei denen alle nach der Übersetzung der ein-
zelnen Unterprogramme noch offenen Verknüpfungen durch den Linkage Editor
/4/ hergestellt wurden.
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Dies bedeutet aber, daß der Linkage Editor im Normalfall die bei der Über-
setzung der Ein-Ausgabe Befehle im FORTRAN-Programm offen gebliebenen
Referenzen löst, indem er das Paket der Ein-Ausgabe-Hilfsprogramme -
kurz IBCOM:#f genannt - aus der Automatie Call Library / 4 / hinzufügt.
Dies führt dann aber dazu, daß in der dynamischen Aufruffolge jeder einzelne
Lademodul mit einem eigenen Programmpaket IBCOM# arbeitet. Das wiederum
bedeutet, daß von jedem Lademodul für dieselbe Ein-Ausgabe-Einheit eigene
Pufferspeicher angelegt und auch wieder freigegeben werden. Dies ist nicht
nur aus Gründen der Kernspeicherausnutzung unwirtschaftlich, sondern auch
das IBM Betriebssystem (Operating System OS) /8/ kann bei dieser Behand-
lung die Übersicht über angelegte, gelöschte und noch bestehende Pufferspei-
eher verlieren, was letztlich zum Verlust von Ein-Ausgabe-Information führen
kann.
Um zu vermeiden, daß die in dynamischer Aufruffolge zu behandelnden Lademoduln
einschneidende Konventionen für das Anlegen und Freigeben von Pufferspeichern
unterworfen werden müssen, was letzten Endes einer Reduktion des Sprachenum-
fangs von FORTRAN gleichgekommen wäre, wurden Überlegungen in anderer
Richtung angestellt.
Es entstand die Idee, alle Etrr-Ausgabe-Oparattonen über ein einziges, zentral
und stationär im Steuermodulliegendes Exemplar des Programms IBCOlvI#
abzuwickeln. Dies setzt dann voraus, daß alle Lademoduln der entsprechenden
Benutzerbibliothek ein Exemplar eines eigens anzufertigenden Unterprogramms,
im folgenden "Paeudo IBCOM# Tl genannt, enthalten. Dieses Programm Pseu-
do-IBCOM# hat dann beim Aufruf als Folge der Ausführung einer Ein-Ausgabe-
Operation im Lademodul lediglich einen Sprung an die richtige Stelle des zentral
im Lademodul liegenden Programms IBCOM# auszuführen.
----~Danrir-dtesl:f_V_orsteftungver wir klicht werderriQt:rm;-muß-di-eses-PTogra-:mm-P-scf>eftuftdfto~---­
IBCOM# ganz bestimmte Voraussetzungen erfüllen:
1.) Es muß formal die Bezeichnung IBCOM# haben. Unter dieser Bezeichnung
wird das Paket der Ein-Ausgabe-Programme im übersetzten FORTRAN-
Programm aufgerufen.
2.) Es muß im Primary Input für den Linkage Editor angeliefert werden. Bei
zwei Programmen gleichen Namens zieht der Linkage Editor das im
Primary Input dem aus der Automatie Call Library vor.
3.) Das Paket der echten Ein-Ausgabe-Programme IBCOM# besteht im wesent-
lichen aus einem Steuerteil und den eigentlichen Verarbeitungsprogrammen.
Vom FORTRAN Programm aus, das Ein-Ausgabe Operationen durchführt, er-
folgt der Absprung in den steuerteil, wobei die einzelnen Funktionen (READ,
WRITE, REWIND usw.) nur durch die EinsprungsteIle im Steuerteil unter-
schieden werden. Die EinsprungsteIlen legt der FORTRAN Compiler durch
verschiedene Inkremente fest, bezogen auf den Programmanfang von IBCOM#
Von diesen Einsprungstellen aus werden lediglich Programmsprünge in die
jeweiligen Verarbeitungsprogramme ausgeführt. Das Programm Pseudo-
IBCOM=If muß dann die selben Einsprungstellen simulieren und von dort
aus die Sprünge an die richtigen stellen im echten IBCOM# durchführen.
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4.) Damit dies durchgeführt werden kann, muß Pseudo-IBCOM # einen
Programmteil besitzen, der die Anfangsadresse des echten IBCOM#
als Argument beim Aufruf übernimmt und in Pseudo IBCOM# über-
trägt.
5.) Damit formal nicht nur Unterprogramme, sondem auch Hauptprogramme
in dynamischer Aufruffolge behandelt werden können, muß der Einsprung
in das echte Programm IBCOM# ,der den Programmstop behandelt,
abgefangen werden. Im Pseudo-IBCOM# wird dazu ein Sprung in einen
Programmteil am Ende ausgeführt, der den Rücksprung in das rufende
Programm durch das Laden der Register aus der zuständigen Savearea
/ 3 / und durch Nullsetzen des Fehlercodes in Register 15 vorbereitet
und anschließend ausführt.
6.) Im Prolog von Hauptprogrammen wird grundsätzlich die standard-Eingabe-
Einheit durch einen speziellen Einsprung in das Programm IBCOM #
eröffnet. Für sämtliche zugeladenen Moduln wurde dieser Vorgang bereits
im steuermodul erledigt. Der entsprechende Einsprung in das Programm
Pseudo-IBCOM# enthält deshalb lediglich einen Sprungbefehl zurück-in
den rufenden, zugeladenen Modul.
7.) Damit der Lademodul von der jeweils speziellen Anordnung der einzelnen
Unterprogramme beim Verknüpfungsvorgang im Linkage-Editor unabhängig
wird, kann das Programm Pseudo-IBCOM# einen weiteren Programmteil
enthalten. Dieser führt dann lediglich einen Sprung an den Programmanfang
des Moduls aus. Der Name dieses Programmteils wird dann dem Linkage
Editor als Ansprungspunkt (Entry Point) für den betreffenden Lademodul
eingegeben.
Das Programm Pseudo-IBCOM# auf Seite 16 erfüllt diese 7 Voraussetzungen.
___~_----"",D..,.i""e--"i"",n,---d",,"enPunkten 4.-Lund 7.) genannten Programmteile~ell-die;_E.l:D.Jjn.J.<S"fPJ-.lr..-\,Jl~D'l'ig""S=- ~__
punkte IBCO und ABC. Aus dem oben gesagten ergibt sich zwingend, daß jeder
Lademodul als erste ausführbare Anweisung den Programmteil IBCO aufzurufen
hat. Die Adresse des echten, zentral im steuermodul gelegenen Programms
IBCOM# ist dann das einzige zu übertragende Argument.
Ein Steuermodul verschafft sich die Adresse des echten Programms IBCOM #
als Argument beim Aufruf des Hilfsprogramms TBCENT, Ruft der Steuer-
modul einen weiteren Modul auf, so liefert er ihm die Adresse des echten
IBCOM# in der Argumentliste an. Der Modul selbst gibt diese Adresse als
Argument beim Aufruf des Programmteils IBCO an sein Exemplar von Peudo-
IBCOM# weiter. Ruft der gerufene Modul einen weiteren Modul, so gibt er
diesem die Adresse des echten IBCOM# als Argument weiter.
Der Aufruf eines Lademoduls selbst geschieht durch das Linkprogramm LINK
auf Seite 15, das im wesentlichen das Makro LINK aufruft. Dabei ist die Über-
tragung von Argumentlisten möglich. Das Programm LINK wurde im wesent-
lichen vom Programmsystem ARC aus Argonne übernommen / 9 /. Die
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Benutzerbibliothek, welche die zuzuladenden Moduln enthält, muß dem
Betriebssystem (OS) durch eine Daten-Definitions-Karte als Job- oder
Steplib-Karte / 8 / bekanntgemacht werden.
Bei der Aufnahme der zuzuladenden Moduln in die Benutzerbibliothek
sind die Modulnamen dem Linkage Editor unter dem NAME-Parameter
einzugeben, unter denen sie später aufgerufen werden sollen.
~-, CALLIBCENT (IBCADR) Ir- ...
I
1 -- ., CALL LINK ('MODA',DF, IBCADR) ICD1 r
I I 0
I I ~ ~IBCADR Io- I a:: DATEN FELD DFI. ..1.: I· r 0 -z .- / I
0
I .rr-o ermittelt IIBCADR I Bibliothekw
I





0i • ~ IBCADR 7~MODAs: ~u 0 ~.-
IGI Ua. m
JCI) I -c ~b L IC1J I.A.-1-:::s:::
0-. ~<t:.~1 CALL· IBCO (IBCADR) IC1J r-..... 0
0)













Fig. 3: Aufruf des Lademoduls MODA durch den Steuermodul QRGM<;D
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Figur 3 soll den gesamten Programmablauf beim Aufruf eines Lademoduls
MODA von einem Steuermodul ~RGMQ (Organisationsmodul) aus, veran-
schaulichen.
Die Hilfsprogramme LINK, IBCENT und ABC sind in einem "partitioned data
set" mit der Bezeichnung OBJ. NUSYS gespeichert und können mit der auf Seite 17
angegebenen Folge von Job Control Karten dem Linkage Editor zur Bildung
des Steuermoduls zugänglich gemacht werden.
3. Beispiel für einen dynamischen Modulaufruf mit Erläuterung.
Der in Fig. 4 schematisch dargestellte Modulaufruf soll dynamisch verwirk-
licht werden, indem die Namen der zuzuladenden und aufzurufenden Moduln













Fig. 4 : Beispiel einer dynamisch realisierbaren Modulfolge.
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Im Steuermodul ORGMO (Organisationsmodul) wrrd vom Standard-Eingabefile
U
MODA} .der Name des zuzuladenden Moduls MODB gelesen. Außerdem lIest ORGMO
den Namen des später von MODB wa weise zuzuladenden MOdulS{ ~~~~} und
schreibt diesen Namen auf einen Zwischenfile, dessen Nummer NZWF ebenfalls
vom Standard-Eingabefile gelesen wird.
Im Zweig 1 wird zunächst der Modul MODA zugeladen, der seinerseits den
Modul MODB aufruft. MODB liest den Namen des weiter zuzuladenden Moduls t~~~~1
vom Zwischenfile NZWF und ruft den entsprechenden Modul auf.
Im Zweig 2 wird zunächst der Modul MODB zugeladen, der vom Zwischenfile NZWF
den Namen des weiter zuzuladenden Moduls [ ~~~~} liest und diesen aufruft.
Auf Seite18 ist die Fortran-Liste des Steuermoduls ORGMO abgebildet. In der
Variablen IEND wird der Endindex für eine Schleife eingelesen. Diese Variable
ist im betrachteten Beispiel =5 gesetzt, d. h., daß der in Figur 4 schematisch
dargestellte Modulablauf 5 mal durchgeführt wird. Die zugehörige Eingabe der
Namen zuzuladender Moduln und der Nummern der Zwischenfiles lautet im
betrachteten Beispiel:
1.) MODA MODC 15
2. ) MODB MODA 14
3. ) MODA MODA 15
4. ) MODB MODC 14
5. ) MODA MODC 15
Dies hatte im Einzelnen folgende Modulabläufe zur Folge:
1. ) ORGMO -;;0. MODA~MODB --ilo MODC~MODB~MODA ~ ORGMO
2.) ORGMO~MODB -;0. MODA ----?MODB~ORGMO
3. ) ORGMO .~ MODA .~ MODB ~MODA -7> MODB ~ MODA ---7 ORGMO
4. ) ORGMO -?- MODB ---?o MODC ~MODB~ ORGMO
5. ) ORGMO ~MODA~ MODB ~ MODC~ MODB ~MODA ~ ORGMO
Auf den Seiten 19,20 sind die Fortran-Listen der Lademoduln MODA MODB,
und MODC abgebildet. Sie bestehen im wesentlichen aus einem Schreibbefehl
auf die Standard-Ausgabe-Einheit, der den ordnungsgemäßen Aufruf des
betreffenden Lademoduls dokumentieren soll.
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Für praktische Beispiele kann man etwa an verschiedene Integrations-
oder Interpolations-Moduln denken, deren Aufruf der geforderten
Genauigkeit in der gerechneten Aufgabe entsprechend gewählt werden
kann.
Die Seiten 21, 22 enthalten die Originalausgaben der einzelnen Moduln











IBM System / 360 Operating System
Fortran G und H Programmers Guide Form C 28-6817
IBM System / 360 Operating System
Concepts and Facilities Form C 28-6535
IBM System / 360 Operating System
Supervisor and Data Management Services Form C 28-6646
IBM System / 360 Operating System
Linkage Editor Form C 28-6538
IBM System / 360 Operating System
Supervisor and Data Management Macro Instructions Form C 28-6647
H. Bachmann e. a. : Das modulare Programmsystem KAPROS
KFK in Vorbereitung
B. F. Toppe!: The Argonne Reactor Computation System (ARC)
ANL 7332
/ 8 / IBM System / 360 Operating System
Job Control Language Form C 28 - 6539
/ 9 / L. Just : private Mitteilung 1968
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1 *BEIM AUFRUF VON I B C E N T WIRD DIE EINGANGSADRESSE IN DIF
2 *FORTRAN-I/O-ROUTINE 18COM# FESTGESTELLT UND lURUECKGFGF8fN.
3 *AUfRUF: CALL IßCENT{K)
4 * K = EINGANGSADRESSE VON IReDM' BEIM RUECKSPRUNG.
5 *















































































BAl 15,*+20 LOAD SUP.PARAMLIST AOR
oe AC*+8) AOOR Of EP PARAMETER
OC AIO) DCS ADORESS PARAMETER LCOA
OC ClB'MODUlE' EP PARAMETER










B *+8 BRANCH ARGUNO CONSTANT
DC All112ß} DUMP/STEP CODE
DC AL3(l3) COMPlETION CODE
l 1,*-4 LOAD CODES INTO REG 1





































































PROGRAMM PSEUOO-1BCOM# ZUR ERMOEGlICHUNG DYNAMISCHER
AUFRUFFOLGEN IN FGRTRANP~OGRAMMEN.























































PROGRAMMTEIL ZUR BEHANDLUNG DES PROGRAMMSTOPS































BENOETIGT WERDEN DIE HILFSPROGRAMME IßCENT UND LINK.
EQUIVAlENCE (DF(l),JOF(ll)
STEUERPROGRAMM ZUR ORGANISATION OER AUFRUFFOLGE DER TESTMOnUlN
















































































DEFINITION OER VARIABLEN UND FELDER:
1.1 IBCAOR: ADRESSE DES ECHTEN PROGRAMMPAKETS DER FIN- AUS=
GARE-ROUTINEN IBCOM# IM LAOEMODUL
NUMMER DER STANDARD - EINGABEEINHEIT
NUMMER DER STANDARD - AUSGABEE INHE IT
NUMMER EINER EXTERNEN HILFSEINHFIT
SPEICHERFELD
DIMENSION DES SPEICHERFELDS OE, 8ZW. JDF
















1 33HO AUFRUFFOLGE DER MODULN:
2 33H








25 FORMAT (IHO,'PROGRAMM ORDNUNGSGEMAESS BEENOET,'I




















































































BENOETIGT wERDEN 0 JE H IlFSPROGRMIME 18CON# nHT ENT l<Y I 8CO). UND
LINK.
DEFINITION DER VARIABLEN UND FELDER:
1.) IBCADR: ADRESSE OER ECHTEN EIN- ,\USGABEROUTINEN IßCOM# IM





DIMENSION VON CF BIW. JOF
KENNZEICHEN ZUR STEUERUNG DES MODUlAßlAUFS
MODA IST EINER VON 3 TES1~OnUlN, DIE VON EINEM STEUER PROGRAMM ZUR





5 FORMAT (lHO,'DER MODUL *** MOD,~ *** WURDE RICHTIG ANGELAUFEN'!
1 IHC,'OABEI kURDE EIN FELD CER LAENGE',I8,· üEeERTRAGEN.;j
10 CAll LINK liMOne
"RITE «NFA ,15)
15 fORMAT (lHO, 'RUECKSPRUNG AUS MOOS IN MODA WURDE GRDNUNGSGEMAESS AU





























20 RErAT;U~R,-,N ---C- MMA--
--------f'fND
C - 20 - MOOB
C MOOß
C MOOB IST EINER VON 3 lES1~CDUlNg DIE VON EINEM STEUERPROGRAMM ZUR MOOß
C DEMONSTRATION EINER DYNA~ISCHEN AUFRUFFOLGE AUS EINER BIBLIOTHEK MODß
C ABGERUFEN WERDEN. M008
C M008
C BENOETIGT WERDEN DIE HILFSPRGGRAMME IBCOM# (MIT ENTRY teeG) UNe MOOß
C LINK. MO OB
C MOOB
C DEfINITION DER VARIABLEN UNO FELDER: MODB
C GENAU DIESELBE ~IE IN MGGA. MOOS
C MOOB
C MODß
SUBROlTINE HAIN (LOIM,DF,JDF,NFE,NFA,NZWF,KENNZ,IBCACR) MOOß
C MOOß
C MODß
DIM ENS ION OF (LD IM) ,JDF ( LD I M) MODß
REAl*8 MODUL MODB
C MODß
CAlL 18CO (IBCADR) MODß
C MOOß
WRITE lNfA,S} LDIM MODß
5 FORMAT (IHO, 'DER MODUL *** MOOB *** WURDE RICHTIG ANGELAUFEN" MODß
1 lHO, 'DABEI WURDE EIN FELD DER LAENGE', 18,' UEBERTRAGEN.') MOOß
C MODB
ROD (NIWF) MODUL MODB
KENNZ=O MODB
C MODB
CALL LINK (MODUL,lDIM,OF,JOF,NFE,NFA,NZWF,KENNZ,IBCACR) MOOB
C MODB
WRITE (NFA,IC) MOOll MOOB






















MODC IST EINER VON 3 TES1~ODULN, DIE VON EINEM STEUERPROGRAMM ZUR
DEMONSTRATION EINER OYNA~ISCHEN AUFRUFFOLGE AUS EINER ß18LIOTHEK
ABGERUFEN WERDEN.
BENOETIGT WIRD DAS HILFSPROGRAMM IBCOM. (MIT ENTRV 18COl
DEFINITION DER VARIABLEN UND FELDER:





5 FORMAT (lHO, 'DER MODUL *** MODC *** WURDE RICHTIG ANGELAUFEN"







ERSTE AUSGABf DES STEUER PROGRAMMS.
AUFRUFFOLGE DER MODULN: 1.) MODA
2.) "1fJDC
2. MODUL WURDE AUF FILE 15 UFBERTRAGFN
OER ~ODUL *** MODA *** WURDE RICHTIG ANGELAUFEN
DABFI WURDE ErN FELD DER LAENGE 100 UEBERTRAGEN.
DER MODUL *** MOOB .** WURDE RICHTIG ANGELAUFEN
DABFT WURDE ~lN FELD DFR LlENGE 100 UEBERTRAGEN.
OER MODUL *** MOOC *** WURDF RICHTIG ANGELAUfEN
DABEI WURD~ EIN FELD DER LAENGE 100 UEBERTRAGEN.
RUFCKSPRUNG ,AllS MODC IN MOOB WURDE RICHTIG AUSGEFUEHRT.
RllECKSPRUNG AUS MODB IN "1OOA WORDE ORONUNGSGEMAFSS AUSGHUEHRT.
AUFRUFFOlGF OER MODULN: 1.) "nDö
2.) ""OI)A
2. MODUL 1,4URDF AUF FIL'" 14 '1~8r-RTQ,~,:;r::\j
DABEI WURDE FIN F~LD n~; LAFN~~
DE~ MODUL *** ~mDA *** WUR";!:" RICHTIG !\"!GHo\lJFPJ
DABEI WURDP EIN FFLD D~P LA~N~r Inr UFRERTRa~EN.
AUFRUFFOLGE DER MODULN: 1.) MODA
2.) MODA
2. MODUL WURDe AUF FILE 15 UFBERTRAGEN
DFR MODUL *** MODA *** WURDE PICHTIG ANGELAUFEN
DABEI WURDE FIN FELD DER LA~NGF 100 UEBERT~AGEN.
DER MODUL *** ~ODB *** WURDE RICHTIG ANGELAUfEN
OARFI wup,nE eIN FELD OCR LAFNGE 100 UEBERTRAGEN.
DER MODUL *** MOOA *** WURDE RICHTIG ANGELAUFEN
DABEI WURDE eIN FELD DER LAENGE 100 UEBERTRAGEN.
RUECKSPRUNG AUS MDOA IN MO OB WURDE RICHTIG AUSGEFUEHRT.
RUFCKSPRUNG AUS MODB IN MODA WURDE ORDNUNGSGEMAESS AUSGEFUEHRT.
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AUFRUFFOLGF DER MODULN: l.l MOOe
2. ) MODe
2. MODUL WURDE AUF FILE 14 UEßERTRAGEN
DER MODUL *** MOOB *** WURDE RICHTIG ANGELAUFeN
DABEI WUROE EIN FELD DER lAENGE 100 UEBFRTRAGFN.
DER ~mDUL *** "10DC *** WURDE RlCHT iG ANGELAUfEN
DABEI WURDE EIN FELD n~R LAENG~ 100 UfBERTRAGEN.
RUECKSPRUNG 'US MODC IN MOOR WURDE RICHTIG AUSGEFUFHRT.
AUFRUFFOLGE DER MODULN: 1.' MnDA
2.) MODC
2. MODUL WURDE AUF FILE 15 UFRERTRAGEN
OER MODUL *** MODA *** WURDr R. ICHT IG ANGELAUfEN
DABEI WURDE EIN FELD DER lAENGE 100 UFBERTRAGEN.
DER MOOUl *** MODß *** WURDE RICHTIG ANGF:lAIJFEN
DABEI WURDE EiN FELD OER LAENGF 100 UFßERTRAGe~~
DER MODUL *** MODC *** WURDE RICHTIG ANGELAUfEN
DABEI WURDE EIN EELD OER LAENGF
RUECKSPRUNG AUS MODC IN MOOB WURDE RICHTIG AUSGEFUEHRT.
RurCKSPRUNG AUS Mone IN MOOA WURnE ORONUNGSGE~AESS AUSGEFUEHRT.
PROGRAMM ORONUNGSGFMA~SS ßEFNDET,
NACHDEM ALLE I\UERUFE RIOn IGAUSGEFUEHRT WURDFN.
