Recently, deep clustering (DPCL) based speaker-independent speech separation has drawn much attention, since it needs little speaker prior information. However, it still has much room of improvement, particularly in reverberant environments. If the training and test environments mismatch which is a common case, the embedding vectors produced by DPCL may contain much noise and many small variations. To deal with the problem, we propose a variant of DPCL, named DPCL++, by applying a recent unsupervised deep learning method-multilayer bootstrap networks (MBN)-to further reduce the noise and small variations of the embedding vectors in an unsupervised way in the test stage, which fascinates k-means to produce a good result. MBN builds a gradually narrowed network from bottom-up via a stack of k-centroids clustering ensembles, where the k-centroids clusterings are trained independently by random sampling and one-nearest-neighbor optimization. To further improve the robustness of DPCL++ in reverberant environments, we take spatial features as part of its input. Experimental results demonstrate the effectiveness of the proposed method.
INTRODUCTION
Speech separation is the task of separating target speech from interference background [1] . According to the number of microphones, speech separation can be divided into single channel speech separation and multiple channel speech separation [2] . According to whether speakers' information is predefined or known as a prior, speech separation can be divided into three categories-speakerdependent [2] , target-dependent [3] , and speaker-independent [4] [5] [6] speech separation. Traditional speech separation methods include computational auditory scene analysis [7, 8] , non-negative matrix factorization [9] , and minimum mean square error [10] . Recently, deep-learning-based supervised speech separation has attracted much attention as a new research trend [1] . This paper focuses on deep-learning-based speaker-independent speech separation [4] [5] [6] , since it does not require speaker identities in the test stage. Deep-learning-based speaker-independent speech separation can be roughly categorized into three classes. The first class is deep clustering (DPCL) [5, 6, 11] . It generates an embedding vector for each time-frequency unit of a mixed magnitude spectrum by minimizing the Frobenius norm between the affinity matrix of the embedding vectors and the affinity matrix assigned by the ideal speakers. Bi-directional long short-term memory networks (BLSTM) is usually adopted as the deep learning toolbox for producing the embedding vectors. The second class is permutation invariant training (PIT) [4, 12] . It calculates the local mean squared errors of all permutations of training speakers at either the framelevel or the utterance-level, and pick the locally optimal permutation corresponding to the minimum mean squared error to train the separation network. The third type is end-to-end speech separation [13] [14] [15] [16] [17] . It builds models on time domain speech directly using an encoder-decoder framework and performs the source separation on nonnegative encoder outputs. Although these methods work well in clean environments, their performance degrades significantly in reverberant environments.
To improve the performance of speech separation in reverberant environments, many multichannel methods based on DPCL were proposed. They can be mainly categorized into two classesbeamforming [18] and spatial feature extraction [19] [20] [21] [22] . The first class predicts a mask for each speaker at each channel by DPCL, and then conducts beamforming for each speaker by applying the masks of the speaker to estimate the beamforming coefficients, where the beamformers include the maximum signal-to-noise ratio beamformer [18] and minimum variance-distortion-free response beamformer [23, 24] . The second class combines spatial features and spectral features together for the DPCL training. This paper pursues DPCL, since it demonstrates good performance in many challenging scenarios. One weakness of DPCL is that it uses a clustering algorithm to partition the embedding vectors into different speakers. Because the BLSTM model of DPCL is trained in a supervised way, the embedding vectors contain the mismatching information between the training and test, such as random noise and small variations. It is known that clustering methods are sensitive to random noises, particularly in the cases where the clustering methods themselves suffer from some weaknesses, such as bad local minima and prior assumptions. The weaknesses of the k-means clustering of DPCL may significantly degrade the performance in reverberant scenarios. Although some work replaced the k-means clustering by a PIT-based clustering [25] , the PIT network still needs supervised training.
In this paper, we propose to reduce the random noise and small MBN is a simple nonlinear dimensionality reduction method [26] . It builds a gradually narrowed multilayer network by a stack of kcentroids clustering ensemble without resorting to neural network architectures. Each k-centroids clustering is trained by random sampling of data and one-nearest-neighbor optimization. MBN does not make data and model assumptions, and does not suffer the weaknesses of neural networks. MBN provides clean data representations with little random noise and small variations, which helps the k-means clustering of DPCL suffer less from its weaknesses. To further deal with reverberant environments, we extract a spatial feature, named cosine interchannel phase difference (cosIPD) as part of the input of DPCL. We name the overall system as DPCL++. Experimental results demonstrate the effectiveness of the proposed method. Figure 1 shows an overview of the proposed DPCL++ system. It contains three components-feature extractor, deep clustering, and MBN, which will be presented in Sections 2.1 to 2.3 respectively.
SYSTEM DESCRIPTION

Feature extraction
In the training stage, we first extract 2 short time Fourier transform STFT spectrograms from each of the two audio recordings, denoted as {yi,1, yi,2} n i=1 , where i is a time-frequency (T-F) index (t, f ) at time t and frequency f , n is the total number of the T-F units of a STFT spectrogram, and yi,p denotes the i-th T-F unit of the p-th spectrogram with p ∈ {1, 2}. Then, we extract a log-magnitude spectrum log |yi,p| and a spatial feature interchannel phase difference ∠yi,1 − ∠yi,2. To handle the 2π ambiguity, we further transform IPD by a cosine function, i.e. cos(∠yi,1 − ∠yi,2), so as to unwrap the phase values into a range [−1, 1] [19] . Finally, the input acoustic feature of the i-th T-F unit is: To overcome the aforementioned weakness in a simple way, we revisit the definition of frequentist probability for the density estimation subproblem of dimensionality reduction. Frequentist probability defines an event's probability as the limit of its relative frequency in a large number of trials (Wikipedia, 2017). In other words, the density of a local region of a probability distribution can be approximated by counting the events that fall into the local region. This paper focuses on exploring this idea. To generate the events, we resort to random resampling in statistics (Efron, 1979; Efron & Tibshirani, 1993) . To count the events, we resort to one-nearest-neighbor optimization and binarize the feature space to a discrete space.
To further reduce the small variations and noise components of data, i.e. the second step of dimensionality reduction, we extend the density estimator to a gradually narrowed deep architecture, which essentially builds a vast number of hierarchical trees on the discrete feature space. The overall simple algorithm is named multilayer bootstrap networks (MBN).
To , which was triggered by random resampling, is a large family of machine learning, it is not very prevalent in unsupervised dimensionality reduction. Furthermore, we did not find methods that estimate the density of data in discrete spaces by random resampling, nor their extensions to deep learning. This paper is organized as follows. In Section 2, we describe MBN. In Section 3, we give a geometric interpretation of MBN. In Section 4, we justify MBN theoretically. In Section 5, we study MBN empirically. In Section 6, we introduce some related work. In Section 7, we summarize our contributions.
Multilayer bootstrap networks
2.1. Network structure MBN contains multiple hidden layers and an output layer ( Fig. 1) . Each hidden layer consists of a group of mutually independent k-centroids clusterings; each k-centroids clustering has k output units, each of which indicates one cluster; the output units of all k-centroids clusterings are concatenated as the input of their upper layer. The output layer is PCA.
The network is gradually narrowed from bottom up, which is implemented by setting parameter k as large as possible at the bottom layer and be smaller and smaller along with the increase of the number of layers until a predefined smallest k is reached.
Training method
MBN is trained layer-by-layer from bottom up. For training each layer given a d-dimensional input data set X = {x 1 , . . . , x n } either from the lower layer or from the original data space, we simply need to focus on training each k-centroids • Random sampling of features. The first step randomly selectsd dimensions of X (d ≤ d) to form a subset of X , denoted asX = {x 1 , . . . ,x n }.
• Random sampling of data. The second step randomly selects k data points fromX as the k centroids of the clustering, denoted as {w 1 , . . . , w k }.
• One-nearest-neighbor learning. The new representation of an inputx produced by the current clustering is an indicator vector h which indicates the nearest centroid ofx. For example, if the second centroid is the nearest one tox, then h = [0, 1, 0, . . . , 0] T . The similarity metric between the centroids andx at the bottom layer is customized, e.g. the squared Euclidean distance arg min k i=1 w i −x 2 , and set to arg max k i=1 w T ix at all other hidden layers.
Novelty and advantages
Two novel components of MBN distinguish it from other dimensionality reduction methods.
The first component is that each layer is a nonparametric density estimator based on resampling, which has the following major merits:
• It estimates the density of data correctly without any predefined model assumptions. As a corollary, it is insensitive to outliers.
• The representation ability of a group of k-centroids clusterings is exponentially more powerful than that of a single k-centroids clustering.
• The estimation error introduced by binarizing the feature space can be controlled to a small value by simply increasing the number of the clusterings.
The second component is that MBN reduces the small variations and noise components of data by an unsupervised deep ensemble architecture, which has the following main merits:
• It reduces larger and larger local variations of data gradually from bottom up by building as many as O(k L 2 V ) hier- the following cost function:
where · F denotes the Frobenius norm operator, X = [x1, . . . , xn] is an n × k embedding matrix, and B = [b1, . . . , bn] is an n × U ground-truth indicator matrix with bi = [bi,1, . . . , bi,u, . . . , bi,U ] T defined as:
In the test stage, suppose O speakers talk simultaneously. We first use MBN to transform the embedding vectors x to a new feature representation, named m-vectors m, and then use the k-means clustering to partition m into O clusters, which generates O estimated binary masks, each of which for a speaker: 
k l+1 = δk l , ∀l = 1, . . . , L − 1,
kLis set to eusure at least one data point per class in probability(7) where k1 and δ ∈ [0, 1) are user-defined hyperparameters. It can be seen that L is determined automatically. Note that the criterion (7) is usually specified to kL ≥ 1.5O for class-balanced problems.
For training each layer given a d-dimensional input data set X = {x1, . . . , xn} either from the lower layer or from the output of the BLSTM model, MBN trains each k-centroids clustering independently via the following steps [26] :
• Random sampling of features. The first step randomly selectsd dimensions of X (d ≤ d) to form a subset of X , denoted asX = {x1, . . . ,xn}.
• Random sampling of data. The second step randomly selects k data points fromX as the k centroids of the clustering, denoted as {w1, . . . , w k }.
• One-nearest-neighbor learning. The new representation of an inputx produced by the current clustering is an indicator vector h which indicates the nearest centroid ofx. For example, if the third centroid is the nearest one tox, then h = [0, 0, 1, 0, . . . , 0] T . The similarity metric between the centroids andx at the bottom layer is the squared Euclidean distance arg min k i=1 wi −x 2 , and set to arg max k i=1 w T ix at all other hidden layers.
Fundamentals
MBN has four hyperparameters {V, a, k1, δ}. We present their fundamentals and selection criteria respectively as follows. First, MBN is an unsupervised deep ensemble learning method. Like many ensemble learning methods such as bootstrap aggregating, the estimation error of MBN is decreased linearly along with the increase of the number of the base clusterings, i.e. V , and V is usually set to a number of a few hundreds.
Second, decorrelating the base clusterings by random resampling of features also enlarges the diversity between the base clusterings, as analyzed in random forests. However, because the embedding vectors are produced by BLSTM, their dimensions are not mutually independent. In other words, they may contain similar information. Hence, random resampling of the features may not yield large performance improvement. On the contrary, setting a to a small value may cost an inaccurate estimate of the distribution of the input data at each base clustering. Therefore, we set a to a number close to 1 for DPCL++.
Third, k1 is a very important hyperparameter that balances the estimation accuracy and computational complexity. Specifically, MBN was originally designed for the dimensionality reduction problem of highly nonlinear data. It has a fundamental assumption that, for any k-centroids clustering, the small area around a centroid of the clustering is locally linear. The larger k1 is set to, the more likely MBN captures the small nonlinear variations of data. However, the computational complexity is also increased linearly with respect to the increase of k1. As shown in Fig. 3a , the discriminability of the embedding vectors is affected mainly by random noise; the nonlinearity has been eliminated by BLSTM. Therefore, we just need to set k1 to a small number, which not only saves the computational load greatly but also is still effective in reducing the random noise as shown in Fig. 3b .
Finally, δ controls how aggressively the nonlinearity of data is reduced. If the data is highly nonlinear, then we set δ to a large number which results in a very deep architecture that reduces the nonlinearity gradually layer-by-layer; otherwise, we set δ to a small number. As shown in Fig. 3a , the embedding vectors do not contain much nonlinearity. Therefore, we simply build MBN with a single hidden layer by setting δ = 0.
SPEAKER SEPARATION EXPERIMENTS
Datasets
We used the WSJ0-2mix corpus as the speech source [5, 11, 17, 27] , and resampled the speech data to 8 kHz. We focused on 2-speaker and 3-speaker speech separation problems. For the 2-speaker separation problem, we simulated both an anechoic environment and a reverberant environment for each mixture. For each environment, we generated two datasets for the model training and test respectively. The training set contains 20000 mixtures. The test set contains 3000 mixtures. The two datasets are about 30 and 5 hours long respectively, which is enough to draw a reasonable experimental conclusion. To find the optimal hyperparameters, we further constructed a validation set containing 5000 mixtures. For each mixture, we generated its anechoic recording by setting T60 = 0, and its reverberant recording by selecting T60 from a range of [0.2, 0.6] second [28] . Figures 4a to 4c show the log magnitude spectra of a mixture and its components in an anechoic environment. For the 3-speaker separation problem, we generated two test set of 3000 mixtures in the anechoic and reverberant environments respectively. We will evaluate the models trained for the 2-speaker separation problem on the 3-speaker test datasets directly.
Parameter Settings
We set the frame length to 32 milliseconds and the frame shift to 8 milliseconds. We extracted a 129-dimensional Hamming window weighted STFT feature from each frame. We adopted a similar network structure of BLSTM with that in [6] . Specifically, the BLSTM network consists of four hidden layers with 300 hidden units per layer. The network was optimized by stochastic gradient descent. The momentum was set to 0.9, and the learning rate was set to 10 −5 . To avoid falling into the local minima of BLSTM, we also added a Gaussian noise with a mean of 0 and a variance of 0.6 to the input. We evaluated the performance of the standard DPCL with the dimensions of the embedding vectors set to D = {10, 20, 40, 60} respectively, and found that setting D = 40 produced the best speech separation performance. We set the hyperparameters of MBN as follows V = 400, a = 0.9, k1 = 20, and δ = 0. We compared DPCL++ with DPCL [6] given the same input acoustic features in multi-channel settings.
The performance evaluation metrics include signal to distortion ratio (SDR) [29] , perceptual evaluation of speech quality (PESQ) [30], and short-time objective intelligibility (STOI) [31] . SDR is a metric similar to SNR for evaluating the quality of enhancement. PESQ is a test methodology for automated assessment of the speech quality as experienced by a listener of a telephony system. STOI evaluates the objective speech intelligibility of time-domain signals.
The higher the value of an evaluation metric is, the better the performance is.
Results
Figures 4d and 4e
show the separation result of Fig. 4a. From the figure , we see that DPCL++ produces a good separation result close to its ground-truth. SDR of 2.09 and 1.86 dB higher than DPCL in the 2-speaker and 3speaker separation problems respectively in the reverberant environment. In addition, the PESQ score of DPCL++ is about 0.4 higher than that of DPCL, and the STOI score of DPCL++ is about 0.02 higher than DPCL on average. To summarize, DPCL++ outperforms DPCL in all experiments in terms of all three evaluation metrics.
Effects of hyperparameters on performance
Due to the length limitation of this paper, we report the important effect of δ on performance in Table 2 . Because k1 = 20, MBN builds a deep architecture when δ > 0.15, and builds a shallow architecture when δ ≤ 0.15 according to (5) to (7) . From Table 2 , we see that building a shallow architecture achieves the best performance, while building a deep model degrades the performance on the contrary. Hence, the MBN with a single nonlinear layer not only helps improve the performance of DPCL++ but also saves a lot of computation load.
CONCLUSIONS
In this paper, we have proposed a multi-channel speaker-independent speech separation system, named DPCL++. It first extracts the cosIPD and log magnitude acoustic features as the input of BLSTM. Then, it produces an embedding vector for each T-F unit by BLSTM. Finally, it reduces the dimension of the embedding vectors by MBN, and uses the output of MBN for clustering. The core contribution of this paper is that DPCL++ introduces MBN into speech separation, which can be easily implemented. We have compared DPCL++ with DPCL on the 2-speaker and 3-speaker speech separation problems in both the anechoic and reverberant environments. Experimental results show that DPCL++ significantly outperforms DPCL in all test scenarios.
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