Abstract-Obesity is associated with increased risks of various types of cancer, as well as a wide range of other chronic diseases.
I. INTRODUCTION
Obesity is associated with increased risks of various types of cancer [1], [2] as well as a wide range of other chronic diseases. It accounts for 3-10% of cancer cases and deaths [3] , [4] . Interventions that effectively modify excess weight can be used for cancer control, preventing further cancer burden [5] . On the other hand, access to health information activates patient participation, ultimately improves health out comes [6] . However, existing online information on obesity, especially its relationship to cancer, is heterogeneous ranging from pre-clinical models and case studies to mere hypothesis based scientific arguments. While the direct causal relationship between obesity and cancer has been difficult to definitively prove, stakeholder groups and investigators have generated a tremendous amount of supporting data. But collectively, these data are poorly organized in the public domain. There is an
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978·1·5090·1610·5/16/$31.00 ©2016 IEEE 1081 urgent need to organize the vast and increasing amount of information on possible links between obesity and cancer in a way that helps consumers understand and use the information in a meaningful way. This involves collating the information, linking it to evidence in the literature, evaluating its quality, and presenting high quality information relevant to their spe cific questions in a user-friendly way. Therefore, we seek to automatically extract and trans form obesity and cancer knowledge from heterogeneous, on line, free-text sources (e.g., relevant scientific literature in PubMed ' , and online health information from WebMD 2 site) into a semantic knowledge base (KE) with a formal knowledge representation (i.e., ontology). Thus, the first step is to develop an information extraction (IE) system that can produce an ontology by annotating text with semantic information (e.g., entities and relations).
Many existing ontologies and knowledge bases are curated manually and often by domain experts, which is laborious and time consuming. This has changed in recent years, and a few semi-automatic methods have been proposed. These semi-automatic methods of ontology construction are mostly induced through mining textual data, including Text20nto [7] , OntoLearn [8] , and Sprat [9] . Most of these approaches are proposed in general domains, with different techniques to automate the extraction tasks. These studies have shown promising results. Nevertheless, experts are always needed due to the fact that ontology construction and enrichment require a considerable amount of domain knowledge.
There are three fundamental steps in an IE system that extracts onto logically structured information from a free-text corpus [10] : (i) named-entity recognition (NER): find all pairs of named-entities, usually in the same sentence; (ii) relation detection: determine if the two entities are related, and (iii) if yes, classify the specific relation. In this paper, we focus on the NER and relation detection tasks.
• NER is concerned with identifying the names of entities such as people and locations in a general domain, or dis eases and proteins in the biomedical domain. Typically, it is broken down into two main sub-tasks: 1) find and then classify entities in a piece of text. Despite recent advances in this field, the problem of NER is far from being solved. One of the biggest challenges in constructing a KB is to automate the construction process with more fine-grained entities (e.g., be able to identify "type 2 diabetes" rather than simply "diabetes" from a sentence) .
• Relation detection is then a binary classification task (i.e., classify it as true, when a two entities are related; or false otherwise). This is important for KB construction as related biomedical entities need to be linked in the KB. Nevertheless, relation detection remains a major area in linguistic and semantics research. In this paper, we propose: 1) a novel NER method, focusing on finding more fine-grained terms related to obesity and cancer; and 2) a relation detection approach to determine if two biomedical entities are related with novel features, extracted from the text. Through extensive evaluations, we show that our NER approach supersedes state-of-the-art results compared with many existing linguistic and supervised ap proaches, including TaggerOne, DNorm, BioPortal, MetaMap, and BeCAS. Furthermore, our relation detection method also obtains promising results, with an accuracy of 99.3% and a f-measure of 0.993.
The rest of the paper is organized as follows. Section II describes existing work related to NER and relation detection. We detail our approaches in section III. Our evaluation results followed by a short discussion of the work are presented in Section IV. We conclude the work in Section V.
II. R ELATED W ORK
NER is an important task in natural language processing (NLP). Most existing NER approaches are supervised learning algorithms [11] , such as conditional random field (CRF) and deep neural networks [12] , based on both local context features [13] and properties of the token itself [14] . However, these supervised approaches require large amount of annotated text as training data. There are fewer studies using semi-supervised and unsupervised approaches in NER, for instance pattern bootstrapping [15] , [16] , [17] as well as generative approaches [18] . A few NER studies have used a hybrid approach, considering both linguistic and statistical features, which often leads to a more comprehensive set of features.
In the biomedical domain, NER have been used to identify genes and proteins [19] , [20] , [21] , disease names [21] , [22] , [23] , [24] and drug names [25] , [26] , [27] , [28] . In [22] , the authors use a CRF model to identify disease names. In [28] , a CRF model was also used for identifying adverse drug reactions in social media postings. TaggerOne [24] is another work for joint NER and normalization with a semi-Markov structured linear classifier. In [23] , three different bidirectional recurrent neural network (RNN) models were built with word embedding to recognize disease names and classes. In [29] , 1082 several measures have been proposed to extract technical terms that do not exist in a terminology. In our work, we are interested in extracting meaningful terms regardless whether they are defined in existing terminologies or not.
Further, our work is closely related to the tasks of relation extraction (RE). The goal of RE is to determine semantic rela tions between entities mentioned in a text. Existing approaches can been grouped into two main categories [30] : (i) unsuper vised relation discovery, and (ii) supervised classification. In the unsupervised paradigm, contextual features are often used. The distributional hypothesis theory [31] indicates that words that occur in the same context tend to have similar meanings or be related [32] , [33] , [34] .
In the supervised paradigm, relation classification is con sidered a multi-classification problem, and existing work concentrates on feature engineering--extracting more complex features. These methods can be categorized into either feature based [35] , [36] or kernel-based [37] , [10] . Further, many recent work has focused on using deep neural networks (DNNs) to automatically learn features [38] , [39] , [40] , [41] from the text.
In the biomedical domain, several approaches have been proposed to extract relations. Some work focused on matching linguistic patterns including those first described in [42] and those used in [43] , [44] , [42] . Other methods use hierarchical clustering [45] , [46] , [47] to learn rules for extracting syn onyms. In [48] , the authors presented MeTAE (Medical Text Annotation and Exploration), which extracts and annotates medical entities and relationships from medical texts and help end-users explore the produced RDF (Resource Descrip tion Framework) annotations. SEAM [49] is another system for extracting concepts and relationships from clinical and biomedical documents. Synonym and hierarchical groups are identified using corpus-based semantics and lexico-syntactic patterns in SEAM.
Note that our initial work is only to detect if a two entities are related (binary decision), but not to extract the specific type of relation.
III. B IOMEDICAL N AMED-E NTIT Y R ECOGNITION AND R ELATION D ETECTION
In this work, we tackle two specific problems with the ultimate goal of automating KB curation: 1) biomedical NER; and then 2) relation detection between two biomedical entities. We detail our approaches below.
A. Biomedical Named-Entity Recognition
We evaluated several existing applications, and formed a set of baseline measures. Our work is then built upon these baseline measures to recognize both biomedical entities that already exist in standard terminology (i.e., Unified Medical Language System) and potential new biomedical entities. We first describes the baseline measures, and then our contribu tion.
1) Baseline Measure: L-value: Our work is built upon the L-value measure [29] , which was proposed for the task of Automatic Term Extraction (ATE). The L-value measure was designed to enrich existing biomedical ontologies, thus, focuses on extracting new biomedical terms that do not exist in the ontology.
The L-value measure (Linguisitic patterns and C-value in formation, see Equation 1) is a ranking measure based on both linguistic and statistical information. It highlights the more representative terms in a single document. A single document can be considered as a piece of text without delimitation, e.g., a scientific article, a book, a sentence, or a paragraph. The L-value is extremely effective when there does not exist a lot of data that contain the term, such as for a emergent concept. For example, the term "Ataxia Neuropathy Spectrum" appeared only in 4 titles/abstracts of scientific articles in PubMed published between 2009 and 2015.
The linguistic information in the L-value measure serves to detect low frequency terms. A pattern weight (see Table I ) is associated with each candidate term, which represents the probability of a candidate term being a relevant biomedical term. The probability is only assigned if the syntactic structure of the term appears in the linguistic pattern list. This proba bility is designed to tackle the silence problem, allowing the extraction of discriminant terms. For example, in a biomedical corpus, the probability would favor a low frequency term "virus production" than a high frequency "human monocytic cell", since the linguistic pattern weight of NN is higher than NNN. The C-value [50] in L-value measure is based on term frequency. The C-value favors a longer candidate term. For instance, in a specialized corpus (Ophthalmology), the authors [50] were able to identify "soft contact lens" using C-value rather than the more frequent and shorter "soft contact".
L-value(A)
The authors [29] constructed a list of the most common linguistic patterns according to the syntactic structure of terms present in the UMLS 3 . They carried out automatic part-of speech (POS) tagging 4 of the biomedical terms using Tree Tagger 5 , and then computed the frequency of the syntactic structures. The top 200 most frequent patterns were selected, and a weight (the probability of the pattern) was computed for each pattern, i.e. the frequency of the pattern over the sum of all pattern frequencies. Overall, they examined 3,000,000 terms to build the list of patterns. Table I illustrates the computation of the linguistic patterns and their weights.
2) Pattern Grouping: The patterns constructed in [29] take into account the difference between the specific classes of a grammatical category. For example, for a noun, the baseline measure notes the difference between the common and plural nouns. For our purpose, such difference may not be important. Thus, we recreated the list of patterns using the English UMLS terms, where we grouped related classes in a granunatical category into one category. Furthermore, we evaluated two POS tools: the TreeTagger and Stanford Tagger 6 ). Based on our evaluation, we chose TreeTagger, which shows better POS results, particularly for nouns and verbs [51] .
Specifically:
• N represents all nouns: NN (common nouns), NNS (proper and singular nouns), NNP (proper and singular nouns), and NNPS (common and plural nouns).
• J represents all adjectives: 11 (ordinal numerals or adjec tives), JJS (comparative adjectives), and JJR (superlative adjectives) Through this process, we merged 1,665 patterns initially identified in UMLS into 200 patterns. Table II To illustrate the effect of grouping, Table III shows the NER results of two sentences with the same linguistic structure, i.e., the same POS structure. The baseline L-value measure would have ignored the evaluation of these two sentences due to the ranking of their linguistic pattern (i.e., 624 in the original list, where the original list only considers the top 200 patterns). After pattern grouping, the same pattern is ranked 98 in the list. With the improved L-value measure, we can now identify more potential biomedical entities in each sentence.
3) RAKE (RAnKing of Entities): However, not all the extracted entities are relevant to our study domain (i.e., obesity and cancer). Thus, we propose, RAKE, a ranking measure to select the appropriate biomedical entities. The RAKE measure is based on three statistics: the number of words contained in each entity, whether the entity belongs to an existing terminology and if the entity is part of a longer entity. We consider four biomedical terminologies relevant to obesity and cancer: UMLS7, MeSH8, NCI Thesaurus9, and SNOMED 1 0. The formula of the RAKE measure is as follows:
where A is the entity, nW the number of words composing the entity, notN is 1 if the entity is not nested and 0 otherwise, and U, M, N, S are UMLS, MeSH, NCI, and SNOMED respectively (i.e., the value is 1 if at least one word of the term belongs to that terminology). Through experiments, we deter mined the threshold of the RAKE is 2.5 (RAKE(A) � 2.5) to select entities relevant to our study domain. Note that MeSH, NCI Thesaurus, and SNOMED are part of UMLS. Thus, effectively we purposely ranked terms that contain MeSH, NCI Thesaurus, and SNOMED terms higher than terms in biomedical domain (i.e., UMLS), and even higher than general terms (i.e., those that are not in UMLS). This is because, through evaluation of these terminologies, we believe MeSH, NCI Thesaurus, and SNOMED terms are more relevant to obesity and cancer (i.e., contain more obesity and cancer related terms).
B. Relation Detection
After selecting the appropriate entities, we use a set of sta tistical, lexical, and semantic features to predict if two biomed ical entities are related. Besides basic statistical measures, we derive a set of semantic features based on four biomedical terminologies relevant to obesity and cancer: UMLS, MeSH, NCI, and SNOMED. nBE-S Diet: number of biomedical entities appearing in the subject that are in Diet. it could be zero or more.
nBE-ODiet: number of biomedical entities appearing in the object that are in Diet, it could be zero or more.
nBE-P Diet: number of biomedical entities contained in the predicate that are in Diet, it could be zero or more. is-S Diet: true if the subject is included in the four terminologies Diet. false otherwise. is-O Diet: true if the object is included in the four terminologies Diet. false otherwise. is-PDiet: true if the predicate is included in the four terminologies Diet, false otherwise.
dist-SO: is the distance in terms of the number of tokens between the subject and object. dist-SP: is the distance in terms of the number of tokens between the subject and predicate. dist-PO: is the distance in terms of the number of tokens between the predicate and object. nNoun: is the total number of nouns in the sentence. n Ve rb: is the total number of verbs in the sentence. nAdj: is the total number of adjectives. nNN: is the total number of nouns, common, singular or mass, in the sentence. nNNS: is the total number of nouns, proper, singular, in the sentence. nNNP: is the total number of nouns, proper, plural, in the sentence. nNNPS: is the total number of nouns, common, plural, in the sentence. nVB: is the total number of verbs, base form, in the sentence. n VBD: is the total number of verbs, past tense, in the sentence. nVBG: is the total number of verbs, present participle or gerund, in the sentence. nVBN: is the total number of verbs, past participle in the sentence. n VBP: is the total number of verbs, present tense, not 3rd person singular, in the sentence. n VBZ: is the total number of verbs, present tense, 3rd person singular, in the sentence. nJJ: is the total number of adjectives or numerals, ordinal, in the sentence. nJJR: is the total number of adjectives, comparative, in the sentence. nJJS: is the total number of adjectives, superlative, in the sentence.
IV. R ESULTS AND D ISCUSSION

A. Dataset
Our first evaluation dataset is composed of 214 sentences extracted from 23 PubMed abstracts based on the search key words "obesity" and "cancer". Two domain experts manually annotated this corpus to extract the appropriate biomedical entities and relations. This dataset is publicly available online II. Our second dataset is the NCBI Disease corpus 1 2 [52] , which is fully annotated at the mention and concept level. We perform two sets of experiments based on the two gold standard datasets.
1) Experiments on the Obesity and Cancer PubMed Ab stracts:
We compared the proposed L-value-FP measure for biomedical NER with a baseline (i.e., simply matching the words with UMLS terms) algorithm and four state-of-the art biomedical NER applications: BioPortal 13 [53] , BeCAS I4 [54] , MetaMap l5 [55] , L-value [29] . Table VI shows two examples of the entities extracted by the six evaluated methods. Note that, we aim to recognize all possible entities including potential new biomedical entities, i.e., terms that are not in existing biomedical terminologies and ontologies. As shown in Table VI , Simple Match, BioPortal, BeCAS, and MetaMap can only recognize biomedical entities in existing terminologies and ontologies.
A second test is to select the most appropriate biomedi cal entities from all the entities being extracted from each sentence. Table VII shows a sample of preferred biomedical entities based on manual annotations. Table VIII compares the performance of the six evaluated methods, where P is the average precision, and N is the number of entities that the applications have not extracted. As shown in Table VIII , L-value-FP outperforms all other methods.
2) Experiments on the NCB! disease corpus: The second set of experiments are done with the NCBI disease corpus, comparing the proposed method with two other state-of-the art NER tools: TaggerOne l6 [24] and DNorm [56] . DNorm until 2015, had reached the highest published performance on the NCBI disease corpus and also achieved the highest per formance in a number of other disease recognition challenges. TaggerOne later outperformed DNorm. Table IX presents the results of our experiments, where P is precision, R is recall, and F is the f-measure. We see that the proposed L-value-FP achieved better performance than the state-of-the-art applications, with a f-measure of 0.901.
3) Discussion: The experiment results demonstrate that our approach is effective. Our approach achieved much better performance than the state-of-the-art (i.e., TaggerOne and DNorm) applications. Our approach is linguistic-and statistic based, while DNorm and TaggerOne are based on supervised learning algorithms. We also manually analyzed the entities that were not extracted by our application. We observed that most of the not extracted entities are composed of signs and symbols, e.g., "breast/ovarian cancer", and "infantile form of g (m2) gangliosidosis, type 1". Our current method did not take into account symbols in the extraction process, which will be an interesting future work.
Further, the NER results are influenced by the performance of the POS tagging tool. For example, the sentence "Red blood cells increase with ... " was tagged by the Stanford Tagger as "adjective noun noun verb preposition ... ", whereas the TreeTagger tagged it as "adjective noun noun noun preposition ... ".
C. Experiments for Relation Detection
In this section, we report our experiments on relation detection. Results are presented in terms of accuracy (A), precision (P), recall (R), and f-measure (F). We used the dataset we manually curated based on 214 sentences from 23 obesity and cancer PubMed abstracts (i.e., the first dataset in our previous experiment for biomedical NER). The datasets contain 154 positive samples (the two identified entities are related) and 150 negative samples (the two identified entities are not related).
We experimented with a wide range of well-known super vised learning algorithms using Weka 1 7, including zero rule (ZeroR), support vector machine (SVM), one rule (OneR), meta bagging (MB), naives bayes (NB), multilayer perceptron (NN), AdaBoost (AB), random forest (RF), decision tree (TD), and multi-class logistic classifier (MCC). We followed best practice in machine learning studies, including using 10-fold cross-valuation, and parameter tunning. Table X shows the results of our experiments for relation detection, where the random forest (RF) model achieved the best results, with an accuracy (A) of 0.993. Most of the other learning algorithms except ZeroR and OneR achieved good performance.
1) Discussion: We also explored in detail the informative ness of the features we used. We evaluated the decision tree created from the TD model (as shown in Table X, the TD model has achieved reasonably good performance), shown in Figure 1 . Only 14 of the 51 features are informative for the classification task; a large portion of these informative features are semantic features related to the four standard terminologies, which indicates that the biomedical entities in these terminologies are more likely to be related. Moreover, as shown in Figure 1 , "is-SuMLs" is the most informative feature separating related and not related biomedical entities. Table XI shows the confusion matrix of the TD, corresponding to an accuracy (A) of 0.96 (see Table X , column A, row TD).
V. CONCLUSIONS
Biomedical named-entity recognition and relation detection are important building blocks towards automating ontologi cally structured knowledge base constructions from large free text datasets. In this paper, built upon the L-value measure, we first proposed a improved biomedical NER model with an ex panded list of patterns incorporating both linguistic and statis tic characteristics of existing biomedical terminologies. We also proposed a new measure to rank and select the most appropriate biomedical entities in a sentence for the down stream relation detection task. Through extensive experiments we show that the proposed method outperforms existing well known systems for biomedical NER tasks.
Further, we proposed a supervised learning method to predict if two biomedical entItIes in a sentence are related. We explored 51 statistic, lexical and semantic features, which allowed good characterization of our dataset. We experimented with ten most well-known supervised learning algorithms implemented in Weka. Our results show that the best model obtained 99.3% of accuracy, with a 0.993 f-measure.
In future work, we will explore methods to predict the specific kind of relation between two biomedical entities (i.e., relation extraction) using supervised learning algorithms to complete the process of automatic KB construction.
