Abstract-We propose a novel method for the localization and the identification of a speaker in the context of conference situations. For doing this, LED lights attached to the microphones are used as visible light communications transmitters. Once the speaker activate the microphone, LED transmits the speaker identification. At the receiver side, LED lights are identified and separated from video streams acquired by a low cost IP CMOS camera. Then, identification of the speaker is performed by recovering the data from the separated image. Results in terms of BER acquired from experimental demonstration are presented for different distances between the camera and the light source, i.e., 35 cm, 1, 2 and 5 meters.
I. INTRODUCTION
This paper presents a new approach of speaker detection and identification by analyzing video streams from a multi-camera system. The proposed method can be applied for automatic detection and identification on council meetings, international forums, public debates or any scenario where multiple potential speakers are visible on multiple video streams. Commonly, to perform speaker detection, audio signals are used to confirm the presence of a person in the image. As an example, in [1] , the authors propose a speaker detection algorithm using the correlation between sound and video with a high accuracy. Nevertheless, the proposed method is useful for single speaker identification. On the other hand, in [2] a multi-microphone system allows an accurate localization of the dominant speaker when is correlated with gesturing motion in video. Nevertheless the deployment of the multiple microphones infrastructure is expensive and time demanding. In our context, multiple CMOS cameras are recording multiple speakers at the same time, but only one audio channel is available. Due to this, localization of the source through audio signal cannot be implemented. In order to detect the speakers, we offer to detect the light emitted by the microphone when a person speaks. Indeed, most of the French municipality is equipped with microphone systems where a LED lights up on the microphone when someone speaks. The detection of this light allows the detection of the speaker without changing the actual system. Furthermore, the LED light attached to microphone may be used as visible light communications transmitters. Optical wireless communications (OWC) uses the infrared and visible spectrum of electromagnetic waves to provide wireless communication. In particular, VLC, which uses the visible spectrum has gained attention the last decade since its potential to provide wireless communications using the existing light deployment and the tremendous advance in the research of Lighting Emitting Diodes (LED). Usually, to provide VLC, light intensity is modulated with information signal. The modulated light is detected at the receiver side by photodiodes which can transform the light intensity into a proportional electrical current. Since many devices such as cellphones have incorporated cameras and flash lights, many researchers have recently focused their studies in providing communication by using these off-the-shelf components to generate low cost transceivers. Many applications of optical camera communications (OCC) have been developed for vehicular technology such as vehicle to vehicle (V2V) and infrastructure to vehicle (I2V) and positioning applications [3] . Most of the existing OCC systems have been deployed for fixed lighting and receivers [4] , [5] , [6] . Recently, a novel approach has been proposed in order to overcome the mobility of the receiver and/or transmitter which has been named as region of interest [7] . Since lighting is not always placed in exactly the same position within the image, a preprocessing stage is needed to determine the position of the light inside the entire frame. Once the position of the light is determined, it is separated from the whole image and the VLC data is retrieved from it.
The section II presents the overview of the proposed method whilst the section III details the algorithm for the OCC system and the algorithm used for LED localization and separation. In section IV the results of the experiment are presented and finally, in section V the main conclusions of the study and future work is delivered. This paper presents a method based on optical camera communications to detect and identify speakers which can be used in conference situation using cheap CMOS cameras for transmitting on-line video streaming. For doing this, we propose the usage of an OCC system in which each speaker will have their own microphone. Microphones will be equipped with a small LED light. The LED light will transmit an unique pre-defined code for each speaker. When the microphone is active (speaker talking), LED light is turned on and it sends speakers identification code by means of UFSOOK modulation. At the receiver side, LED lights are first localized and separated from video streams acquired by a CMOS camera. Once the LED light is localized, the region of interest is used to retrieve identification of the speaker. By doing this, LED source is separated pixel by pixel from the rest of the image and identification code is obtained. When a single camera is considered, data recovery is directly performed from the separated light image. Fig. 1 shows the system diagram for the proposed method.
III. METHODS
In this section the methods used in the transmitter and receiver side are presented.
A. Under sampled frequency shift for optical camera communications
Under sampled frequency shift OOK (UFSOOK) modulation [8] is used to transmit data when low sampling rate cameras are used at the receiver side. In the market, most of the low cost cameras can work with an speed of 30 frames per second. This modulation employs two special designed square wave patterns with different frequencies to represent mark (bit 1) and space (bit 0). In order to be able to recognize each different bit at the receiver side two square waves with different frequencies are used , i.e., f s1 and f s2 . Formally, it can be expressed as
(1) Where [ ] is the square wave function of frequency f S1 = (m + 0.5) f camera and f S2 = m. f camera with m ∈ Z. Since f S1 = (m + 0.5) f camera , the LED will have two different states in two successive images (light OFF and light ON or vice versa). On the other hand, when a zero is send, the LED oscillation will be synchronized with the camera frame rate and the same image will be seen in two consecutive camera shots.
B. LED Localization
Since in some conference situation the position and the state of the light source may change, we have to frequently check the state of the LED light in the image (ON or OFF) and where its position is. The method presented in this paper detects the light attached to a microphone for doing a segmentation of the entire frame in which only the LED light will be considered. After this, data retrieval is performed by used the segmented image. The principle of our method is shown in Fig. 2 where each process is executed sequentially. In order to use this method in every situation, we introduce an initialization step to manually select the limits of the research region and the HSV threshold.
Selection of the Region of Interest (ROI):
The first step of our method is the selection of the ROI involving a reduction of computation's time and the risk of wrong detections. Since microphones are located on the table in front of every eventual speaker, it is appropriate to look for microphones between the table and the top of the head of speakers. Because the microphones are not fixed on the tables, we need to define a large area in case the speakers move the microphones.
Color space selection: The second step of the method is to prepare for the light detection stage. To do this, it is necessary to change the color representation. Different color spaces were tested (RGB, HSV [9] , CIE L*a*b* [10] ). Those color spaces, frequently used in colorimetry, allow an efficient representation of the luminosity in the image, especially with the Intensity component of the HSV color space or the Luminance component of the L*a*b* color space.The choose of the HSV color space was made in line with the features we've selected for the LED verification step.
Detection of light sources:
In the first place, we want to localize microphones which are currently used. In other words, we want to find light sources emitted by active microphones. The HSV color model and especially the V component allows to efficiently find them. We execute thresholding to get candidate regions, as we can see in the following equation :
Where C(x, y) is the result of the thresholding operation, S(x, y) and V (x, y) are the saturation and intensity values. The four threshold values (Ts1,Ts2,Tv1 et Tv2) are empirically defined.
The lighting condition may change during the videos, therefore many reflections may occur, resulting in small lighting sources in the thresholded image. We apply a connected component analysis [11] in order to execute a dimensional thresholding. The light sources which are inferior (like reflections) or superior (like lighting) to the light source from a microphone are ignored.
Speaker verification:
In order to check that the light sources are from microphones' LED, we use a classification tree [12] and a sliding windows techniques to separate zones that contain one active microphone from another. For each light sources, a windows of size 19x19 , is swept across the candidate regions. The features calculated in each window location are then tested with a classifier. The classification tree is created during the initialization step of our system. Using a classification tree was a choice made thanks to the possibility of interpreting the causal connection, unlike methods like neural network [13] , KNN [14] or SVM [15] . We use seven features (mean, variance and third central moment of the H component, mean of the S component, as well as the mean, variance and the V component's Kurtosis fourth root) that make it possible to obtain a microphone model that can be used for different cameras but have close viewing characteristics.
IV. RESULTS
To test the performance of the prototype, we use an AXIS Q-3505 CMOS camera. The frame rate of the camera is set to 30 fps and the resolution used in the experiments is 1280x720. The system is evaluated by transmitting a short message, i.e. the identification of the speakers, with different distance between the LED and the camera. At the receiver side, a small 3W LED light is used in order to transmit the VLC code. LED light is connected to an Arbitrary Waveform Generator (AWG) AGILENT 33120A as shown in Fig. 3 . The experiments where performed using three different distances, i.e., 35 centimeters, 1 , 2 and 5 meters. The microphone code sent though UFSOOK was MIC1 and MIC2 in order to differentiate two different microphones. Since the frame rate of the CMOS IP camera was set to 30 fps, two different frequencies where used to signaling bit 1 or bit 0. f s1 and f s2 were set to 105 and 120 Hz respectively for bit=1 and bit=0.
A Frame header of frequency 10 kHz was used before the payload. The data sent by the AWG is shown in Fig. 4 V. CONCLUSIONS
In this paper a method for speaker identification and localization based on optical camera communications was presented. The proposed method obtains the region of interest by means of a sequential process. After the region of interest is separated from the frame, the demodulation of the UFSOOK signal is performed by matching two consecutive images. The proposed system show have a good performance even for long distances, i.e., 5 meters. Due to this, it is possible to provide a real on-line system for video transmission which uses OCC in order to determine the identification and the position of the speaker automatically. For future work, different modulation schemes will be tested for low sampling rate cameras as well as different LED light configurations that can be attached to microphones.
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