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INTRODUCTION 
In one of his early papers [l] on gentle perturbations K. 0. Friedrichs 
gives an example of a perturbation problem which has the feature that the 
unperturbed operator has only continuous spectrum while, for arbitrarily 
small positive values of the perturbation parameter, the perturbed operator 
has point spectrum. 
In this note we attempt to abstract those properties of his example which 
cause this phenomenon and give an abstract criterion for the occurrence of 
new point eigenvalues (Theorem 1 and Corollary 1. See also Definitions 3 
and 4.) This attempt comprises Part I of the note. 
Unfortunately the theorem we are able to prove does not apply to the 
example we start with, and in Part II we give a concrete example which 
indicates the weakness of our Theorem 1 (Theorem 3 of Part II). 
However the abstract theorem is a first attempt and may perhaps be 
improved. 
The author is indebted to H. Conner for useful discussions of this prob- 
lem. 
I. AN ABSTRACT CRITERION FOR THE 
CREATION OF NEW POINT EIGENVALUES 
1. DeJinitions 
Let A be a self-adjoint operator on a Hilbert space H, and let B be a 
bounded operator on H. We are interested in the case where A - EB has 
point spectrum which does not correspond to point spectrum of A. 
* Sponsored by the Mathematics Research Center, United States Army, Madison, 
Wisconsin, under contract DA-11-022-ORD-2059. 
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For a typical example, let H = L2( - co, co) and let A and B be defined by: 
A944 = x9(4 
W4 = 1 b(x, Y) V(Y) 4. 
About the kernel, b(x, y), we assume the following: b is a real valued function 
which is zero except on the unit square, and the restriction of b to the unit 
square is continuous; furthermore, b(0, 0) = I. 
Observe that if v satisfies the equation 
and 9 s (A - h)-l q is in L2( - co, co), then I/ is an eigenvector of A - EB 
with eigenvalue A. In view of this, we try to solve the equation 
It is not difficult to convince one’s self that if h is close to zero and negative 
this equation will have a solution v whose support is contained in the unit 
interval. In fact if v(x) w b(x, 0) then F(Y) (y - h)-i will be “close to” the 
Dirac a-function with support at zero, i.e., it is a function that peaks at zero. 
Thus s b(x, y) v(y) (y - A)-’ dy will be close to b(x, 0). This suggests proving 
the existence of a solution by finding a set about b(x, 0) which is mapped into 
itself by B(A - h)-l and using a fixed point theorem. 
This idea is carried out in a modified form in Part II for a more general 
example-for now we only use this example to motivate the following ,defini- 
tions. 
1.1, The special role played by zero is easy to abstract. We first note that 
since A is self adjoint, the spectral representation theorem holds; in particular, 
for each set d of reals we let P(d) denote the spectral projector on d associated 
with A. We can then define: 
DEFINITION 1. The spectral support of an operator B with respect to A, 
denoted A(B; A), is the complement of the largest open set A such that 
P(A) B = 0. 
In our example, the corresponding set is contained in [0, I] and contains 0. 
DEFINITION 2. We say Ad is a left end point of the spectrum of A with 
respect to B if& is a left endpoint of A(B; A) (i.e., ht E A(B; A) and there is a 
nonempty open interval (A, A,) disjointfrom A(B; A).) 
The analogous definitions for right end points won’t be considered. 
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Clearly 0 is such a left end point in our example. We now search for solu- 
tions of (1) for h to the left of and close to a left end point ht. Furthermore 
we note that any such solution v will be in the range of B, so that we can 
restrict attention to such vectors. We accomplish this by restricting all 
operators to the closure of the range of B which we denote by H’. In particular, 
if h is close to At, (A - A)-l now denotes a bounded operator with norm no 
greater than (At - A)-l. 
The role of b(x, 0) = #(x) in the example is abstracted by the following 
definition: 
DEFINITION 3. Let ht be a left endpoint of the spectrum of A with respect o 
B; let L be a closed subspace of H’ and let Q denote the orthogonal projection 
on LI. 
The range of B at A{ is defined to be the smallest closed subspace L such that 
IIQBV - X)-l II ~ o 
II W - 4-l II 
as AT&* 
provided a smallest exists. 
REMARK. The reader can easily prove that if some finite dimensional L 
satisfies the above relation, then a smallest such L exists. We are interested 
only in this situation. 
Thus L is the smallest closed subspace containing the “limit” of the range 
of the unit ball in H’ under the (normalized) operator 
B(A - h)-l . I/ B(A - X)-l 11-l. 
For the example, the range of B at zero is easily seen to be the l-dimensional 
subspace spanned by 4(x) = b(x, 0). W e note (cf. Corollary 1) that if q(h) 
is any family of vectors satisfying B(A - A)-i v(h) = l/e(X) v,(h) and if 
E(X) 11 B(A - X)-l II is bounded as X r XE , then q(h) must converge to L = ran- 
ge of B at Ad as h 1 ht. Thus L is a natural place to start looking for solutions. 
In fact if L is finite dimensional and nondegenerate according to the fol- 
lowing definition, solutions “close to” L will exist. 
DEFINITION 4. (Let P denote orthogonal projection on L.) The range of 
B at hG (= L) is nondegenerate if there exists a constant 6 > 0 such that for X 
close to ht. 
II WA - W1 v II > 6 
%i II B(A - X)-l II II v II ’ 
as 
AT&* 
REMARK. This condition will be seen to be stronger than necessary for 
the existence of new point eigenvalues. The only examples where the author 
424 CONLEY 
has verified such a condition are those for which BP(A) has finite dimensional 
range for some open set A containing Xl. The difficulty is that jJ B(A - h)-l 1: 
-recall the operator is restricted to the closure of the range of B-is generally 
much larger than the norm of the same operator restricted to L. 
2. The Main Theorem 
With the preceding definitions it follows (Corollary 1) that if B has a non- 
degenerate finite dimensional range with respect to il at Xe. Then for A < /\( 
and close to he there are values E(X) of the perturbation parameter arbitrarily 
close to zero such that A is a point eigenvalue for A - c(h) Ba2 In fact, we will 
prove a slightly stronger theorem (Theorem 1). 
Unfortunately, for the example of the introduction, the range at zero is 
not nondegenerate, and even the stronger theorem does not apply. However, 
we can handle this situation differently, and do so in Part II. 
For now we proceed to the main theorem of this section, and begin with 
DEFINITION 5. Let C be an operator on H’ and let L be a subspace of H’. 
Let P and Q be the orthogonal projections on L and Ll respectively. 
We define 
ct = gc,L) = $; II PC, II II g, II-l (2) 
B = P(C,L) = II QC II (3) 
Y = Y(C>L) = II PCQ II . (4) 
DEFINITION 6. With the notation of Dejinition 5, define for p > 0 and a 
subspace L : 
K, = K,(L) = (9~ I II QP II < P II Ps, II>. 
(6) Observe that q~ E K, if and only if 
II pp’ II 3 (1 + P2F2 II v II 
II QP II < ~(1 + ~‘1-l’~ II P II . 
(5) 
The set K,, of Definition 6 would be a cone if L were one dimensional. A 
well known theorem states that if C is a weakly continuous homogeneous 
mapping of such a cone into itself, then C has a fixed point. 
In the case where L is not one dimensional, there is a corresponding theo- 
rem which we state here as a lemma. 
z Observe that we solve for r(h) in terms of the (real) value A. c(A) may not be real. 
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LEMMA 0. Let C be a continuous linear mapping of H into H such that 
C(K,) c K, , and suppose C-l is bounded. Then C admits an invariant sub- 
space L of the same dimension as L, and contained in K, . 
Furthermore, L is unique in the sense that any other invariant subspace of C 
which is contained in K, is contained in i?. 
For the existence part of the lemma the reader is referred to Theorem 2 
of [2]. (Similar theorems are contained in [3] and [4].) 
We sketch the uniqueness proof: Assume MC K, is another invariant 
subspace of C and suppose M $I? Clearly M and so M @z are finite 
dimensional, and M @L is invariant under C. 
Now let K,’ = complement of K,, n M @,? and let c’ = C-l restricted 
to M @L. Applying the lemma to K,’ and c’, we obtain an invariant sub- 
space N of C’ which is in K,‘. N is of course also invariant under C and 
N@L =M@L, while N no? =O. 
Now suppose h is an eigenvalue of C restricted to M which admits a 
pseudo-eigenvector 4 which is not inz (such a h must exist since the pseudo- 
eigenvectors of C lM span M). Resolving # into its (unique) N and L com- 
ponents we see that h is an eigenvalue of both C IN and C IL. Let $r E N and 
I/+ EL be eigenvectors of C with eigenvalue h. Then on {h} @ {I&J C is a 
multiple of the identity. A contradiction is now seen when we observe that 
some boundary point of K, is contained in {&} @ {$a} and so C(K,) $ K, . 
We can now prove: 
LEMMA 1 (cf. Definitions 5 and 6). 
Suppose C, L and p > 0 are such that 
(1 + $)“2 < /J, $ (1 - /J f) (7) 
and suppose L n-dimensional. 
Then: 
(8) ‘%J C K, and it follows from Lemma 0 that: 
(9) There is an n-dimensional subspace t C K, which is invariant under C. 
Also, any invariant subspace of C which is contained in K, also is contained in 2. 
(10) In particular, there exist (at most n-linearly independent) vectors 9 
in K,, and numbers E which satisfy 
ccp =flp 
(11) Any such E satis$es 
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PROOF. We first show that v E K, implies Cp E K,, . Thus using Defini- 
tions 5 and (6) of Definition 6, we estimate: 
II QC,, II G B II v II (12) 
II PCp, II 3 II J’CPP, II - II PCQ .QF II b (1 + CL~)-~‘~ (a - PY) II P II . (13) 
This gives Cv E K, provided (1 + p2)1/2 (a - py)-l/3 < p, which is 
equivalent to the hypothesis. 
Lemma 0 now gives (9), (10) is immediate, and (11) follows from the 
equation in (10) and the inequality (13). 
As an immediate consequence of this lemma we have 
THEOREM 1. Let X, be a left endpoint of the spectrum of A with respect o B, 
and let C = C(h) G B(A - X)-l. Let L be an n-dimensional subspace of H’, 
and let OL, @, y be as in Definition 5 with C = C(h). 
(14) Assume the behavior of a, /3, y as functions of h is as follows: 
(a) $+O as ht& 
(15) Then there exists h, < hf such that for A,, < X < Al, there are 
values +I) of the perturbation parameter, and eigenvectors #(A) satisfying 
(A - EB) I/ = h#. 
(16) Furthermore, if u < 1 and p > 1 are fixed constants, ho can be chosen 
so that there are at least one and at most n linearly independent eigenvectors 4 
with (A - h) I/ = 9) E K,, for p = u(a/y), and these must also be in K, with 
u = ~(/?/a). In particular, y(h) +L as h r he by (14)a). Also note that 
a/y > /3/a if h is close to A, . 
(17) Filaally, the eigenvalues E(X) satisfy 
11 B(A - X)-l (1-l < j e(X) 1 < pa-l 
for any p > 1 provided h is close enough to XL. 
Before proving this theorem we state 
COROLLARY 1. I f  & is a left end point of the spectrum of A with respect 
to B and the range of B at /\/ is finite dimensional and nondegenerate and sf 
11 B(A - h)-l (I-+ co as h r X1, then for X < Xt and close enough to Xt there are 
arbitrarily small values of the perturbation parameter e(A) such that A - EB 
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has X in its point spectrum. Also, the spectral support of the eigenvectors is 
contained in the spectral support of B with respect to A. Finally, there are at 
least one and at most n = dim L families c(h), #(h) satisfying the eigenvalue 
equation together with the condition 
-- 
lim e(h) 1) B(A - h)-l 11 < co as At&* 
PROOF OF THE THEOREM. We apply Lemma 1 first with TV = CXYY-~. 
The inequality (7) becomes: 
(1 + &y-2) < ac+-r/3-l(1 - u), 
which is satisfied for h close to hd, since &J-~/P, CX~V + 00 and u < 1. 
The lemma then gives y(h) and c(h) satisfying 
WA - 4-l cp(4 = g) 9-G), 
and (15) follows with 4(h) = (A - h)-l v(X). 
The first part of (16) follows from (10) of the lemma. To get the second 
part we choose p= p/Icy-l with p > 1. The inequality (7) then becomes 
(1 + &3aoI-2)1’2 < p( 1 - p/3yoi-2), 
which in view of (14) is again satisfied if X is close enough to &. Application 
of (10) of the lemma proves (16). 
Finally the estimate (11) of the lemma gives 
e(X) < (1 + p2@-1)112 (a - pj5yc+)-l = &{(l + p2/?Cr1)1’2 (1 - pj3yae2)-1}, 
and (17) follows since the factor in brackets tends to 1 as h t hd . 
PROOF OF COROLLARY 1. Recalling Definitions 3 and 4, we have 
and 
IIQBV - Q-l II = 
II WA - 8-l II 11 B(A ” X)-l 11-O as h t At 9 
so that 
Lo. 
a 
Also we see that 
y  = 11 QB(A - h)-l P (1 < )I B(A - X)-l (I < g a, 
and it follows that t!++’ + 0. 
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Thus Theorem 1 applies in this case. The statement C(X) + 0 (for those 
values of the perturbation parameter given by Theorem 1) follows from (17) 
in view of the fact that a > 8 // B(A - h)-l )I and 11 B(A - h)-i 1) + co. 
To prove the uniqueness statement of the corollary we have only to show 
that if r(h) /j B(A - h)-l /I is bounded, then the corresponding eigenvector 
4(h) must be one (of the at most n) whose existence is guaranteed by Theo- 
rem 1. 
In view of (16) of the theorem, this will be so if (A - h) #(h) = v(h) is 
eventually in the cone K, with p = aoly-r (CT < 1). In our case we have shown 
that ay-l 2 6 so that we need only show that p(h) -+ L as h t & . 
Assuming the p(h) to be normalized to have length one, this last statement 
follows from the equation 
namely, 1 e(h) 1 11 B(A - h)-l 11 is b ounded and 1) QB(A - h)-l II + 0 so that 
11 Qp 1) -+ 0. This concludes the proof of the corollary. 
The hypothesis for Theorem 1 is in some cases local as described in the 
following: 
THEOREM 2. Suppose the hypothesis of Theorem 1 is satisjed for A, B, 
and L and suppose that 
a = a(h) E inl 11 PB(A - X)--l q~ II -+ CO as At& 
(recall P is the orthogonal projection on L) . 
Let B be any bounded operator such that 
Then Theorem 1 (with the same L) also applies to the operators A and 
B + 8. 
PROOF. Simply note that ci, /3’, and y’ defined for A and B + s differ 
form LX, /3 and y (as defined for A and B) by a bounded quantity as follows 
since II (A - X)-l v II is uniformly bounded as h t ht for p in the closure of 
the range of 8. 
We might hope that Theorem 2 would help in an attempt to apply Theo- 
rem 1 to the example of the introduction. 
In fact for that example 01-j co and ,f? is bounded. The difficulty there is 
that in general y blows up morz rapidly than OL, and in fact more rapidly 
than c? so that Y&X-~ -+ 0. 
Theorem 2 would allow us to replace b(x, y) by a kernel which is zero for 
x and y greater than a positive constant c, and the same as b(x, y) otherwise, 
but the behavior of y is in general not repaired by such a maneuver. 
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We might also point out that if (A - h) is positive definite on L, we could 
try to apply Theorem 1 where C = C(h) of that theorem is replaced by 
@(A - A)-‘)“. Again the attempt fails for the example because of the beha- 
vior of y. 
The essential difficulty in this case can be expressed by saying that there 
are too many vectors T(X) orthogonal to b(x, 0) = #(x) such that q(x) (X - h)-l 
is an approximation to a Dirac function with support at 0 and with much 
larger mass than b(x, 0) (X - h)-i. 
We get around this difficulty for the concrete case by giving up the present 
approach and beginning anew. 
II. AN EXAMPLE 
The following example indicates the extent to which our abstract theorem 
fails to be effective in concrete cases which may be of interest. In particular 
it demonstrates the value of introducing new function spaces (namely, L1 
in this case) whose abstract analogue is difficult to get hold of. 
We take H to be L2( - co, co) and for A, take the multiplication operator: 
For B we consider an integral operator: 
B&4 = lrn 4x> Y) V(Y) dy, -02 
where the kernel b(x, JJ) satisfies the following: 
HYPOTHESIS 1. 
(1) The kernel b(x, r) is a real-valued measurable function with support 
contained in the positive quadrant (x, y >, 0). 
(2) There exists a bounded function g(x) such that 
d > 0 and 
(b) I 4~ Y) I G g(x) G M for all x, y. 
(3) Thereisad*>OsuchthatifO<x,y<d*,thenIb(x,y)j>l. 
With this hypothesis we have: 
430 CONLEY 
THEOREM 3. For E > 0 and suficiently small, there exists a function v 
with support on (0, CO) and a number h < 0 such that 
4A - A)-l Bg, = CD. 
Note that B needn’t be a bounded operator, however if it is, and if v 
is in the domain of A - A, then 9 is an eigenvector for A - EB with eigen- 
value A. 
We notice here that 0 is again a left end point of the spectrum of A with 
respect to B, however there seems to be no analogue of the finite dimensional 
subspace L = the range of B at zero. On the other hand, it is clear that some 
function close to a Dirac function should be an eigenfunction for (A - A)-l B, 
and we proceed on that basis. 
PROOF OF THE THEOREM. We define the convex set S,, as follows: 
DEFINITION 7. S,, consists of all real valued measurable functions q~ with 
support on (0, co) such that q~ E L2 CT L1 and 
9Jc4 > 0 if O<x<A (4) 
s 
co AId<P 
s 
co 
Vdx = 1. 
0 
(5) 
Thus if A and p are small, the v’s in S,, are good approximations to Dirac 
functions. 
Directly from this definition and Hypothesis 1 we see: 
COROLLARY 2. If p E S,, , then 
(7) 
(8) 
with b(x, y) satisyfing Hypothesis 1, 
Ifx<A* then 
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PROOF. These are all easy estimates. 
From Hypothesis 1 and the Corollary we have: 
LEMMA 1. If A < A* and p < l/(M + l), then there is a h* < 0 such 
that if A* < h < 0, then 
1 
&$= I 
O” Bdx) & > 0 
,x--x 
4T) - Bg, ES x--h 4’ 
(12) 
(13) 
PROOF. Let C = 1 - (M + 1) p > 0. By (9) of Corollary 1 we have 
s A-dx> A c ,x--h s ---fix = Clog (9). ’ ,x--A 
Combining this with (11) of Corollary 2 gives 
1 
&y= I 
* Bdx) -,.Clog(F) -N(A)(l +p). 
,x--h 
Since log [(A - A)/h] -+ co as X t 0, e(g)) is positive for h < 0 close to 0. 
Furthermore, the function [E(F) &(x)1/(x - A) satisfies (4) of Definition 7, 
since E(V) > 0, 1 - (M + 1) p > 0 and (9) of Corollary 2 is satisfied. 
It satisfies condition (6) by definition of ~(9) and (5) (if A < 0 is close 
enough to 0) since 
as h 7 0. 
Using this lemma we now define for A* < h < 0 the operator GA : SA,, by 
G,p, = E(~) (A - A)-l Bp 
Our aim will be to show G, has a fixed point. 
First we must replace SAP by a closed set; namely, let S& be the closure 
in the weak L2 topology of the range of GA . 
We claim Sf C S,, . First note that the functions in G,(S,,) are majorized 
by the L, n L, and in fact bounded function g(x)/x - A. It follows that any 
function in S& must also be majorized by g(x)/x - A. (Otherwise we can 
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separate it from G,(S,,) by a linear functional.) Furthermore, if v  is in 
Sd*, the integral of 9) must be 1, for the s” y  is close to JR $ for some y5 in 
SAP 7 and the tails of the function are u\iformly boundid by the tail of 
~(x)/x - h. The remaining conditions of Definition 7 are just as easy to 
verify. 
Thus SiT, is a weakly closed bounded convex set in L” (and L1 for that 
matter), which is mapped into itself by G, . From Tychonoff’s theorem it 
follows that G, admits a fixed point if G, itself is weakly continuous. 
To see this last we first note that if 9n - cp in L2 with ?n E S,, then v- - 9 
in L1 (since the qn are uniformly majorized by an L1 function). It follows from 
the boundedness of b(x, y) that Bv, ptz'seBp, and so 
(A - Ii-1 Bp, pt?? (A - ,)-I BP, 
and finally by the dominated convergence theorem that 
(A - A)-'By,-(A - X)-lBcp. 
The weak continuity of (A - h))l B follows on noting that for bounded 
sets in L2, weak closure and weak sequential closure are the same. 
Finally we note that 
is a continuous function from Sz, (weak L2 topology) to the reals which is 
bounded below, so that E(V) is continuous, and it follows that ~(9) (A - A)-lB 
is also. 
Application of Tychonoff’s theorem concludes the proof of Theorem 1. 
This example can obviously be “jacked up” considerably. In particular 
the condition of boundedness of b(x, y) at x = y  = 0 is not natural except 
because of the proof. In fact P. A. Rejto has pointed out that by changing 
the representation of A so that A corresponds to multiplication by, say, ~a 
leads to a theorem with b unbounded at (0,O). This is of interest since if we 
start with AT(X) = x2y(x), the above proof works only if 6 is bounded. 
However a problem of more interest to this author is to see the above proof 
in a more abstract setting. 
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