Sponsored search has more than 20 years of history, and it has been proven to be a successful business model for online advertising. Based on the pay-per-click pricing model and the keyword targeting technology, the sponsored system runs online auctions to determine the allocations and prices of search advertisements. In the traditional setting, advertisers should manually create lots of ad creatives and bid on some relevant keywords to target their audience. Due to the huge amount of search traffic and a wide variety of ad creations, the limits of manual optimizations from advertisers become the main bottleneck for improving the efficiency of this market. Moreover, as many emerging advertising forms and supplies are growing, it's crucial for sponsored search platform to pay more attention to the ROI metrics of ads for getting the marketing budgets of advertisers.
INTRODUCTION
Sponsored search is an indispensable part of the business model in the modern online advertising market. According to the Statista [38] , revenue in the search advertising segment amounts to 96 billion dollars in 2018. By determining the keyword searches that are most relevant to their business's offerings, advertisers create ads and bid on relevant keywords to place their ads in the search results. The display and position of the ads are determined by a real-time auction when users are searching for corresponding terms. Sponsored search provides considerable revenue for general search engine services such as Google and Baidu. It is a huge online market in which tens of billions of auctions are held every day and several different types of business offerings are distributed to various users.
Traditionally, the pay-per-click pricing model and the keyword targeting technology are the two keys to the business success of sponsored search. The pay-per-click model is the most common payment method, in which an advertiser pays a publisher only when the ad is clicked. Keyword targeting provides an accurate match between the search query and the advertising terms, in which advertisers bid on keywords that are related to their products or services to display their ads to the targeted audience on the search result pages. After more than 20 years, the traditional model of sponsored search gradually shows its shortcomings and limits.
Firstly, keyword targeting requires that the advertiser should select plentiful keywords relevant to their business to increase the coverage of related and targeted search traffic. As users can express their search intent in a variety of different queries, it is challenging for an advertiser to find all the terms relevant to their offer from this huge inventory of possible terms. Due to the limit of exploration capability and knowledge about the broad scope of different keywords, most advertisers can only bid on a handful of relevant keywords which lead to insufficient advertising effect. Though the sponsored system has provided some keyword recommendation tools and multiple match types such as exact, phrase and broad and so on, but the keywords and match type set by advertisers still play an important role in ad retrieval, and all the retrieved ads should be subject to these keywords. An ad will not be retrieved even if search queries are related if the advertiser does not bid on corresponding keywords or set the match type correctly. As the biggest search engine in China, Baidu has billions of search queries and subsequent page views each day and the new queries grow dramatically. Massive search traffic and highly dynamic search intents pose huge challenges for advertisers in their manual selection of keywords. In this situation, the keywords selected manually by advertisers determine the upper-bound of commercial search volumes, sponsored search engines cannot achieve the actual global optimal matching between search queries and ads, the advertiser also cannot get sufficient ad impressions if he doesn't have an expert for selecting keywords.
Secondly, in the pay-per-click pricing model, since the keyword bids play a direct role in the ranking and pricing of ads, advertisers should bid on each keyword cautiously. Due to the trade-off between usability and pertinency, most of the sponsored search systems adopt the keyword-level bidding language, and advertiser sets the bid price for keyword to represent his/her willingness to pay based on the click value of this keyword. To keep and improve campaign performance, advertiser must adjust the bid prices frequently according to the objectives (KPIs) and various bidding feedback signals such as cost-per-click, ad impressions or clicks, budget data, and so on. As sponsored search market has a highly dynamic and competitive environment, it takes a long time to build a stable manual bidding strategy. The aforementioned keywords selection problem also brings more workloads to the bidding optimization task, when the advertiser selects more keywords, then more efforts need to be to put into the bidding strategy. Advertisers from big businesses usually recruit search engine marketing(SEM) experts to optimize their campaigns, while maintaining plenty of keywords and their bidding optimization is non-trivial especially for small and local businesses that don't have dedicated marketing staff. Moreover, keyword-level bidding language is too coarse-grained to represent the real value of each search traffic, it only can give an average click value for a cluster of the search volume. Even for the same search keyword, different time or different locations or different users may generate different click values for advertisers. The desired bidding language should support adjusting bid prices based on where, when, and how people search, but it will bring the curse of dimensionality to the manual bidding optimization.
In the meantime, though the global digital advertising market is still growing, the percentage of digital ad revenue captured by search is falling. There are many emerging advertising forms such as social media advertising, video advertising, contextual or native advertising and so on. As these new digital media have massive active users and can provide novel advertising products, the search engine is no longer the dominated traffic source for online advertising. For the performance advertisers, they optimize for the sales, signups, or other so-called conversions generated directly from their ads, and they will choose to allocate their budget to multiple advertising media based on the return on investment (ROI) metric. In this competitive situation, the ROI or the cost-per-acquisition(CPA) of advertising becomes more and more important to digital media to attract advertisers. For the sponsored search market, the traditional metrics such as cost-per-click, ad clicks are very indirect for performance advertisers to control and optimize their conversions and ROI, and the keyword-level bidding optimization is inefficient for increasing the advertising performance.
Thirdly, the creation of search advertising plays an important role in ad performance, especially impacts the click-through rate(CTR) of ad. Traditional format of search advertising is the textual ad which has three creation parts: a headline text or title, a display URL, and a description text. Advertisers can optimize their ad creations by using more attractive title or promotional description. Recently, as online ad offerings become increasingly complex, rich ads with features such as larger formats, reviews, maps, sitelink extensions, call or app buttons, images, and many other decorations that result in an advertiser having several possible ads with varying sizes and layouts. When the content and layout for ad creation become more diverse and rich, how to design better creations faces a larger combination and optimization space for advertisers. The sponsored search system provides many ad formats, advertisers should prepare relevant materials and select related formats to set the specific ad creations. Due to multiple content configurations and layouts available to advertisers, the manual selection or optimization of ad creations is very hard to advertisers.
To address these main challenges in sponsored search, we propose and build an automated and intelligent advertising system, called AiAds. As the above three problems are all the bottlenecks of manual optimization for advertisers, we use machine learning models to solve these problems by transforming the traditional manual targeting, bidding, ad creation tasks into automated tasks. Base on this system, automated bidding, intelligent targeting and intelligent creation are integrated to support a more intelligent advertising system, and the advertiser can entrust the performance optimization of ads to this system by only setting their target. In this paper, we focus on sharing our experience in building the AiAds system and report empirical results after deployed it in Baidu. The main contributions of this work are as follows:
• We present a straightforward bidding language and corresponding automated bidding strategy for advertisers to optimize their campaign performance directly. We show the basic data requirement and model architecture used in bidding strategy. The new bidding language and strategy also extend the traditional pay-per-click pricing model and bring new challenges in designing the auction mechanism. • Based on the new bidding language, we break the limits of traditional keyword targeting method. By using the more straightforward retrieval and matching model, the system can optimize a more optimal matching and selection between search queries and ads in an end-to-end manner. • We present a componentized framework for designing and generating ad creations which can use the materials to optimize the content and layout of advertising automatically. • We conduct the online A/B test and long-term grouping experiment on live traffic of Baidu, all results show that the AiAds system can significantly increase the advertising performance, increase the revenue of the search engine and increase the user experience.
The rest of the paper is organized as follows. We start by introducing the related works in Section 2. We then introduce the overall systems architecture in Section 3. The bidding language and automated bidding strategy are described in Section 4. In Section 5, we talk about the models used to deploy our solutions for intelligent targeting. The intelligent creation framework is described in Section 6. The experimental results are discussed in Section 7. We finally conclude this paper in Section 8.
RELATED WORK
As the sponsored search is a hot research direction, there has been much work and an abundant literature on the optimization of different aspects [15, 32] of the sponsored search systems.
For the keyword targeting and ad retrieval task, a vast amount of methods have been proposed. For example, how to improve the broad match of bid keywords for a given query was studied in [7, 9, 14, 46 ]. An adaptive algorithm was proposed [20] which could utilize arbitrary similarity functions and catch the dynamics in the broad match. Generating bid keywords for some given landing pages of the advertisers was discussed in [33] . The advertisability of tail queries in sponsored search system was studied in [31] . In addition, some works have been proposed for bid keyword recommendation. A novel algorithm for advertising keywords recommendation was presented in [44] By leveraging the contents of Wikipedia. Recommending a group of relevant yet less-competitive keywords to an advertiser was proposed in [47] . Most of these works have considered keyword relevance as a key factor in their algorithms. However, these methods can not overcome the limitation of keyword-based ad retrieval. In order to enhance sponsored search ad retrieval, a number of extractive summarization techniques for landing pages were explored in [12] . A query-ad semantic matching approach based on embeddings of queries and ads was proposed in [19] , and the embeddings were learned on user search session data in an unsupervised manner. Machine translation model [37] was used to translate a natural language query into a keyword. A collaborative filtering algorithm based on the bipartite graph was presented in [2] . Similarly, a network-based [42] ad retrieval framework was proposed. For our intelligent ad retrieval task, we use some models about mining and learning for heterogeneous networks [13] , and leverage deep learning techniques for the semantic matching problem [35, 36] in the information retrieval and recommendation systems.
Bidding optimization has been well studied in sponsored search. A systematic exploration of a natural class of greedy bidding strategies was undertaken in [10] . Bid optimization and generation for advanced match was studied in [8, 14] . The joint optimization of campaign budget allocation and bid price setting was proposed in [45] . However, most previous works focused on the keywordlevel auction paradigm, and the conversion or ROI metrics was not taken into the bidding strategy. A solution to automatically adjust the bid price for advanced matching based on conversion rate prediction was presented in [34] . Similarly, a bid optimizing strategy called optimized cost per click was proposed in [49] . A reinforcement learning based real-time bidding strategy for sponsored search was proposed in [48] . In the industry of sponsored search, there are also some bidding strategies tools [6, 18] , such as Enhanced CPC, Target CPA, Maximize Conversions, and so on. The conversion-based bid strategies are more suitable for the performance advertisers to optimize their ROI.
For the rich advertisements in sponsored search, there are a lot of ad extensions or formats in Google [17] and Baidu [4] . The ad creation optimization was less studied by academia. But there was some research work about how to design the combinatorial auction mechanism for rich ads [3, 11, 22] . Two sampled rich search ads in Baidu are presented in Figure 1 , there are text creations, images, download links, phone call button, sitelink extensions in the ads. 
SYSTEMS ARCHITECTURE
Before diving into how the system is built, let us first introduce the overall system architecture of AiAds. As showed in Figure 2 , the whole system is composed of five modules: the unified data center, the basic models of search ads, the intelligent targeting service, the automated bidding engine, and the intelligent creation generator. The unified data center provides the basic data requirement for the downstream tasks and consists of several data sources such as ad click data, ad conversion data and search log data, and so on. The basic CTR and CVR model are built to model and predict the click-through rate and conversion rate for each ad. Some ad relevance models are built to quantize the relevance between queries and ads, and to optimize the user experience. When users submit search requests, the intelligent targeting service retrieves all the related ads directly, and the automated bidding engine produces bid prices for each ad based on the real-time models and the target of advertisers. Finally, based on the candidate materials and contents, the intelligent creation generator makes the combination and the generation of ad creations to display.
Basic Setting
We now describe the setting and notation we use throughout the paper. Our setting is a standard sponsored search. First, we introduce some notation. Assume that there is a set N = {1, ..., n}of n advertisers. For each advertiser i, he selects K i related keywords and the k i j indicates the jth keyword selected by advertiser i, and he creates A i ads and the a i j indicates the jth ad created by advertiser i. As already mentioned, the Pay-Per-Click pricing model is employed. For each k i j , advertiser i has a private click value v i (k j ), expresses the maximum price per click he is willing to pay. In order to participate in the auction, advertiser i is required to submit a bid b i (k j ). b i (k j ) is a proxy of the value v i (k j ) but might not exactly equal v i (k j ) due to the strategic behaviors of the bidders. Submitting a bid b i (k j ) guarantees to advertiser i that he will not be charged a price higher than b i (k j ) per click. The vector of the advertiser i's bids, b i , will usually be referred to as his bidding strategy profile. When the displayed ad of advertiser i associated with k i j is clicked, he will be charged a price p i (k j ), which is also called cost-per-click(CPC), and we have
CTR and CVR are two important parameters in the context of sponsored search. The click-through-rate(CTR)is the probability that a given ad will be clicked when displayed, and the conversion rate(CVR) is the probability that a ad conversion(A conversion is an action that's counted when someone interacts with advertiser's ad and then takes an action that defined as valuable to his business such as purchased a product, signed up for newsletter, called advertiser's business, or downloaded app and so on) be acquired after click this ad. So we can have that CT R = cl icks impr essions and CV R = conver sions clicks . We use ctr (a i j ) and cvr (a i j ) to represent the actual CTR and CVR of the ad a i j , and the pctr (a i j ) and pcvr (a i j ) to represent the predicted CTR and CVR. Another important quantity is the cost-per-acquisition (CPA) which represents the average cost for each conversion, so we have CPA = cost conver sions . Advertisers can be split into two categories: brand and performance. Brand advertisers aim for long-term growth and awareness, they have a mandate to meet a specific business goal-showing impressions to an audience, generating clicks, or maximizing revenue-driven by long-term considerations instead of immediate profit. Performance advertisers optimize the immediate tradeoff between value-measured as sales, sign-ups, or other so-called conversions generated directly from their ads-and cost. Return on investment(ROI) has been the standard metric for measuring this tradeoff across all types of advertising for decades. ROI measures the ratio of the profit obtained ("return") to the cost or price paid ("investment"), i.e., the density of profit in cost:
Being a density metric, unconstrained maximization of ROI is not sensible, instead, performance advertisers come with an ROI constraint and maximize their revenue.
The performance advertisers are the main customers for sponsored search and many other digital advertising platforms. To prevent advertisers shifting ad budgets, advertising platforms should keep a competitive ROI metric.
AUTOMATED BIDDING ENGINE
In this section, we will cover the details of how we design and build the automated bidding engine to address the problems of traditional keyword-level manual bidding optimization.
The Bidding Language
In sponsored search, advertisers set and optimize their bids to achieve a specific goal for their business. As plenty of keywords should be maintained and highly dynamic and competitive auction environment, the keyword-level bidding language is very inefficient and brings great challenges to manual bidding optimization. Nowadays, for the performance advertisers, their goal is to maximize their profit with an ROI constraint. We can formulate the utility function of performance advertisers as:
And the sale rate = sal es conver sions . For the ROI constraint, we can have:
From the equation (2), the ROI constraint can be transformed into a target CPA constraint. So the utility function of performance advertisers is their profit subject to a target CPA.
In the practice, as the digital advertising market has more and more supplies such as social media and video media and both these media have ample traffic volumes, so the performance advertisers face the budget allocation problems. Rational advertisers will allocate their budgets based on the ROI of supply media, and the media with higher ROI and more conversions will get more budgets from the advertisers.
Therefore, for the real optimization goals of performance advertisers, the keyword-level click value based bidding language is too indirect and coarse-grained, and advertisers should make lots of efforts in accumulation of clicks and calculation of CVR. To tackle this problem, we provide a straightforward target CPA based bidding language and advertiser can set the target CPA at campaign or ad group level directly, to replace the manual keyword-level bid. The target CPA is a straightforward representation of advertiser's ROI constraint, and the advertising platform should provide as many conversions as possible for the advertiser under this constraint.
Automated Bidding Strategy
Based on this new bidding language, advertisers only need to set and optimize their global target CPA for conversions, and the concrete real-time bidding for each auction can be done by the automated system. From the equation (1) and equation (2), we can conclude the optimizing objective of the advertiser, which is:
The revenue of sponsored search system can be formulated as:
From the equation (4) and equation (3), we can conclude the optimizing objective of the automated bidding strategy, which is:
And the auction mechanism should ensure the IC(incentive compatibility) for expressing the target CPA, under the setting with multiple sellers and multiple bidders. The equation (5) is also can be regarded as the optimizing objective of the AiAds system, and we can find that this objective is all-win to advertisers, sponsored search platform and users.
To optimize the equation (5), we propose a multiplicative automated bidding strategy to produce the real-time bidding (RTB) for each auction by combining multiple real-time bidding factor(also can be solved as a feedback control problem), which is:
The objective of this bidding strategy is to minimize the CPA gap and to maximize the conversions. And each bidding factor is described as follows:
• CPA: The target CPA set by the advertiser.
• pcvr: The CVR of ad predicted by machine learning model.
• AF: The auction factor which is used to quantify the statistical gap between bid and CPC. As the bidding strategy is to optimize the conversions and make the average CPA close to target CPA, the statistical gap information can be used to increase proximity to the target value. We use a gradient boosting framework [25] to model the gap, the label is bid C PC , and the features consist related statistics about the query, the advertiser and the auction context, other bidders' information cannot be used due to the incentive problem.
• BF: The budget factor which is used to spend budget smoothly over the time in order to reach a wider range of audience accessible throughout a day. A smart pacing approach [1, 26, 41] is used to adjust the bid price based on the prior performance distribution in an adaptive manner by distributing the budget optimally across time. • CF: The calibration factor which is used to make the predicted CVR more close to the real CVR. The optimized isotonic regression [43] model is used to calibrate the pcvr values. • Alpha: The alpha factor is a dynamic parameter generated by a reinforcement learning model. As the highly dynamic auction environment in a day, real-time feedback information must be used to boost the achievement of target CPA. We split the whole day into eight time buckets, and the optimization of daily achievement of target CPA can be modeled as an MDP. We design a general representation for states as s =< tid, sr, pд, cд, cd >, where tid denotes the bucket number, sr denotes the spent ratio of budget, pд denotes the pcvr gap between the current bucket and the last one, cд denotes the CPC gap between the current bucket and the last one, and cd denotes the relative diff between current CPA and target CPA. The reward function r = min{15, t ar дet C P A |r eal C P A−t ar дet C P A | } is used, and the action space is 31 discrete numerical ratios from [-3, 3] such as -3, -2.8, ..., 2.8, 3. We adopt a DQN algorithm similar to [29, 30] which employs a deep neural network with weights θ to approximate Q value. By the Alpha factor, we can model the bidding strategy as a dynamic interactive and sequential control process in a complex environment rather than an independent prediction or optimization process.
Based on this automated bidding strategy, fine-grained and auctiontime bidding comes true in sponsored search, and abundant signals can be used in bidding optimization.
The CVR Model
From the equation (6), the pcvr play an important role in the automated bidding strategy. If the CVR models are only trained with samples of clicked impressions, the model will have poor generalization ability in plenty of un-clicked impressions such as new ads. To tackle this problem, we put the training of the CVR model and the training of CTR model together by using a multi-task model architecture and shares the lookup table for the embeddings of common features. The overall model architecture is presented in Figure 3 . Moreover, as the conversion types are diverse, the network of CVR model also adopts a multi-task architecture.
Auction Design for ROI-constrained Advertisiers
The basic setting and assumption of traditional auction design in sponsored search(such as GSP, VCG, Myerson, etc.) are that:
• One seller, multiple bidders.
• The utility function of bidder is quasilinear for single auction U i = (click value − CPC) * CT R. • One-shot auction or the different auctions are independent. In fact, since the utility function of performance advertisers is close to the equation (1), the traditional quasilinear utility function for single auction is no more hold. The new bidding language and bidding strategy also bring new challenges in designing the auction mechanism for sponsored search. Since in practice the ROI is computed in average over time, it creates a dependency between auction. Bidders are less sensitive to their obtained ROI in a single auction but are instead chiefly concerned about their expected ROI across many auctions. The real condition of auction design for ROI-constrained advertisers is that:
• Multiple sellers, multiple bidders.
• The utility function of the bidder is equation (1) .
• Repeated and sequential auctions, auctions are dependent and context-aware.
For the ROI-constrained bidder, the optimal mechanism design of ad auction should be aware of the ROI metric. There are some work show [16, 23, 40] that the different points in designing auctions for ROI-Constrained bidders.
For the performance advertisers, the two main changes in our auction mechanism are:
• According to [16] , keyword-based reserve prices are removed, instead, personalized and CVR-based reserve prices are set. • To model and optimize the sequential auctions problem, we adopt the bank account mechanism [27, 28] framework to increase the efficiency of the allocation and the revenue of sponsored search platform. We keep a state variable(balance) b t for each buyer based on his outcome of historical auctions, and use the b t in the next auction with the balanceindependence property, dynamic reserves are also managed via bank accounts.
INTELLIGENT TARGETING MODEL
The traditional keyword targeting model restricts the range of ad retrieval, given a search query, the system must retrieve the related keywords, and then retrieve the ads related to these keywords. This two-stage retrieval procedure may lose many candidates, even for the advanced broad match type, the set of keywords selected by advertisers is still the bottleneck for ad retrieval. Is the keyword really necessary for sponsored search? Based on the target CPA bidding language, the keyword-level bids are needless, so we can break the limits of keyword targeting method. With the help of automated bidding strategy, the keyword targeting and the match types are no longer necessary for advertisers. If the advertiser adopts the new bidding language, first, all the match type of his keywords will be extended to the advanced broad match, and then models that can retrieve related ads directly from the query can be used for intelligent targeting to break the limits of his selected keywords.
The intelligent targeting service is an end-to-end ad retrieval framework and can achieve direct matching from query to related ads. The overall architecture of the intelligent targeting service is presented in Figure 4 , and two types of ad retrieval models are used in this service which can provide more ad candidates by utilizing diverse data sources. 
Network-based Ad Retrieval
To retrieve related ads for search queries, a straightforward method is to utilize the multiple relationships between queries and ads. Based on the historical click data, a heterogeneous network can be constructed to encode structured information of multiple types of nodes and links. A snippet of this multi-relational network is presented in Figure 5 . There are four types of nodes and seven types of relationships in this heterogeneous network. Based on the structure of this network, we can find the potential paths from queries to unconnected ads, such as the node Query4 and the node Ad4.
A heterogeneous network is defined as a graph G = (V , E,T ) in which each node v and each link e are associated with their mapping functionsϕ(v) : V → T V and φ(e) : E → T E , respectively. T V and T E denote the sets of object and relation types, where |T V | + |T E | > 2. A meta-path [39] P is a path defined on the network schema T = (T V ,T E ) which represents a compositional relations between two given types. Examples of meta-paths from query to ad defined in network schema Figure 5 include query1 → query4 → ad1, and query2 → keyword1 → ad2 → ad4.
Firstly, to search top-K similar ad nodes for a given query node, we use the PathSim [39] , a meta-path-based similarity measure. Given a symmetric meta path P, PathSim between query q and ad a is:
where p q→a is a path instance between q and a, p q→q is that between q and q, p a→a is that between a and a. s(x, y) is defined in terms of two parts: their connectivity defined by the number of paths between them following P, and the balance of their visibility, where the visibility is defined as the number of path instances between themselves. We implement a distributed computation of the PathSim between queries and ads based on MapReduce framework, and the top-k results for each query can be used to build a node key-value index for online targeting service. In the meantime, the network embedding model also can be used in node retrieval in the heterogeneous network. In our system, the metapath2vec++ [13] model is used to learn the latent vector representation for multiple types of nodes. The goal of metapath2vec++ is to maximize the likelihood of preserving both the structures and semantics of a given heterogeneous network, which can be formulated as:
where N t (v) denotes v's neighborhood with the tth type of nodes and p(c t |v; θ ) is commonly defined as a softmax function,
where X v is the vth row of X , representing the embedding vector for node v, and V t is the node set of type t in the network. The optimization objective is:
The derived gradients and pseudo code are listed in [13] .
Further than that, since the metapath2vec++ model can't learn good representations for the long-tail nodes and can't sufficiently utilize the rich attributes of nodes, we also adopt the GraphSAGE [21] learning framework and take a meta-path-guided aggregation manner to solve the cold-start problem.
Firstly, to utilize the information of node attributes, we extend the basic heterogeneous network to heterogeneous information network(HIN), which means that we take the text content as the attribute of different types of node. To capture the semantic information of each nodes and reduce the dimension of node embedding parameters, we use the term embedding to compose the node embedding vector with an average functionW i = averaдe(w t 1, w t 2, ..., w t n). The term embeddings are pre-trained with the unsupervised skipgram model and fine-tuned with the representation learning of node embeddings.
Secondly, for the HIN, the aggregation process should follow the guide of different meta paths. Given a meta-path t = t 1 , t 2 , ...t n , if T (e1) = t 1 , so the first-order neighbors of e1 for the t is N 1 t (e1) = E t (t 1 → t 2 ), in the same way, we can get the N k t (e1) follow the meta-path. Following different meta-paths for queries and ads nodes, we can get the aggregation representation for query and ad from different paths in bottom-up manner, each layer can use shared weights, then we can use a fully-connected layer as the output p i = siдmoid(F (W q ,W a )). Then we can learn the embedding parameters with a log-loss function, and the positive instances are the query-ad pairs with clicks or conversions, the negative instances are the query-ad pairs without clicks. The model architecture of GraphSAGE for HIN is presented in Figure 6 . The GraphSAGE for HIN can also be used to generate node embeddings for previously unseen queries and ads nodes.
Based on the metapath2vec++ model and GraphSAGE model for HIN, we can learn the low-dimensional and latent embeddings for query nodes and ad nodes in the heterogeneous network. And the learned latent vectors for query and ad nodes can be used in building the node semantic index based on the Approximate Nearest Neighbor(ANN) retrieval platform.
Based on the structure of heterogeneous network built from historical click data, we can utilize the heterogeneous network mining method and heterogeneous network embedding model to find the potential relationship between queries and ads.
Content-based Ad Retrieval
Another straightforward retrieval model is content-based. As we can represent the query or the ad as a document, so the ad retrieval task can adopt a text-retrieval manner. In other words, we can retrieve related ads for target query just like the retrieving methods of organic search results.
At first, we should organize the queries and ads as the corresponding document as follows:
• Query Docment: The query document consists of query text and its extensions such as clicked queries in the same session, clicked titles and snippets in search result and so on. • Ad Docment: The ad document consists of ad text and its extensions such as contents extracted from landing page, clicked titles, clicked keywords, clicked creations and so on.
Based on query documents and ad documents, we developed term retrieval and semantic retrieval service. For the term retrieval, an inverted index is built based on the ad documents, and given a request query, we use the traditional term retrieval metrics to return top-k related ad documents as a traditional information retrieval(IR) task with relevance ranking.
For the semantic retrieval, deep learning models for the semantic matching problem can be used to learn the semantic representations of query docs and ad docs. In our system, we adopt the CDSSM [35, 36] model architecture which incorporates a convolutional-pooling structure over word sequences to learn low-dimensional, semantic vector representations for search queries and ad documents. By using the convolution-max pooling operation, local contextual information at the word n-gram level is modeled first. Then, salient local features in a word sequence are combined to form a global feature vector. Finally, the high-level semantic information of the word sequence is extracted to form a global vector representation. Some other advanced neural matching models are also can be adopted to learn the semantic representations.
The semantic matching models are trained on click-through data by maximizing the conditional likelihood of clicked documents given a query. And the learned latent vectors for queries and ads can be used in building the semantic index based on the Approximate Nearest Neighbor(ANN) retrieval platform.
INTELLIGENT CREATION FRAMEWORK
The sponsored search system provides many ad formats, and the advertisers have many materials for ad creation such as image, product links, phone number, app package and so on. Since the content and layout for ad creation is diverse and rich, the search space of ad creation is huge and it's very dizzy for advertisers to choose the ad formats or combinations of materials.
To solve this problem, we design a componentized framework to design and generate ad creations intelligently. The overall architecture of the intelligent creation framework is presented in Figure  7 . We treat the content and layout of each ad as a hierarchical 5-tuple(Material, Component, Template, Format).
Based on this framework, the advertiser only needs to prepare the materials such as text description about their business, promotional products, images in different sizes, app package, phone number, and so on. The system will also extract and generate some materials from advertiser's landing page or other external resources. Based on these materials, the various ad components are created by the system to transform the materials into functional units such as a title component, a description component, a call button or a call link component, an image component, and so on. Then based on the available candidate sizes and layout, different templates are generated by searching the combination space automatically under the constraint of UE design rule. The ad template consists of many slots, each slot can be filled with a suitable ad component. So based on the generated ad templates, plenty of ad formats can be generated by filling with ad components.
Given the materials provided by advertisers, the componentized framework can generate different combinations and layouts automatically. The task of designing and generating ad templates can be formulated as the 2D rectangle packing problem which is NP-hard, we take a heuristic search algorithm [24] and train an evaluation network to select valid templates with high CTR.
Finally, given plenty of generated ad formats, we design a selection model to predict the CTR and CVR for each ad format in different contexts. Given the target CPA, CTR and CVR, we then rank the ad formats based their expected cost-per-mille(eCPM = CPA * CV R * CT R), and the ad format with the highest score will be selected to display.
EXPERIMENTS
To evaluate and demonstrate the effectiveness of our proposed system, we conduct the online A/B test and long-term grouping experiment on live traffic of Baidu. As the AiAds system will take over the main campaign optimization task such as bidding, targeting, ad creation and the system relies on that the advertiser should use conversion tracking tools provided by Baidu [5] , we need the authorization from advertisers.
We collect 13350 advertisers from Baidu sponsored search platform, and set up the conversion tracking tools for them to get the conversions data. Then we choose 670 advertisers to use the AiAds system as the experimental group, and the others can be treated as the controlled group. Meanwhile, for the experimental group, we can also conduct the online A/B test to verify the performance of the AiAds system and each module. The statistics of the experimental group are presented in Table 1 . For the experimental group, the advertisers adopt the target CPA bidding language and the automated bidding strategy, their keyword-level manual bidding is invalid. Their keyword match types are changed to broad match, and the intelligent targeting service provides additional ad retrieval results. They also can use the intelligent creation framework to optimize their ad creations by submitting multifarious materials, and the system generates more and more ad formats for them.
Firstly, the experimental results of the online A/B test are illustrated in table 2. We compared the AdAds system, the auto bidding strategy and the intelligent creation framework with the traditional baseline of manual optimization. The intelligent targeting service cannot be tested alone because it must be used in conjunction with the automated bidding strategy. The AiAds system can get more than 56% improvement in conversions and more than 47% improvement in the revenue of sponsored search system. Compared with the traditional advertising system, the AiAds has an overwhelming advantage due to its technical advancement. Secondly, as the AiAds system has deployed and launched for a long time at Baidu, we can conduct the long-term grouping experiment. We trace and compare the metrics of advertisers in experiment group with the advertisers in the controlled group for a year. The comparison between the performance during the last week in 2018 with the performance during the last week in 2017 for these two groups is presented in table 3. From the result we can find that the revenue of sponsored search and budget of the advertisers in the experimental group have significantly increased.
Both the online A/B test and the long-term grouping experiment demonstrate the advantage and the effectiveness of the AiAds system. For Baidu, there are more and more advertisers are switching to using this new advertising system. Since the advertising platform is an auction market, the performance of AdAds will gradually abate as the increase of more advertisers who choose the AiAds, but it still has a distinct advantage compared with the baseline due to the lifting in CVR and finding new query-ad matching space.
CONCLUSIONS
In this paper, we introduce the automated and intelligent advertising system deployed at Baidu. As the manual optimizations of keyword-level bidding, keyword selection and ad creation are highly inefficient and time-consuming, We design and develop automated bidding strategy, intelligent targeting model and intelligent creation framework to combine 3 optimization technologies to take the labor and guesswork out of targeting, bidding, and ad creation. The automated bidding strategy can replace the traditional keywordlevel and manual bidding strategy, and given a simple and straight bidding language for advertisers. The intelligent targeting model can break the limits of keyword targeting and achieve straightforward ad retrieval from queries to ads, which will bring more commercial traffic to advertisers and sponsored search platform. The intelligent creation framework provides a simple way to have a global optimization for the ad creation and layout.
By replacing manual tasks with automated and intelligent models, we think that the AiAds system opens a new door, and is bringing a revolution for sponsored search. For the whole digital advertising market, the intelligent technologies will reform or rebuild most parts of the market and will bring new opportunities and challenges. The underlying principle is letting the machines do what they do best. We hope that the lessons learned in building the AiAds system can also be helpful to the entire advertising market.
Due to the limits of pages, we give the guideline of this system but can't fully introduce the details for each model. Furthermore, the technologies behind the AiAds are still improving, we will separately introduce each part of AiAds in a more detailed way in the future. As the future works we will also optimize the ad retrieval model by utilizing more data sources and advanced models. Meanwhile, there are some open problems in designing the reasonable mechanism for ROI-constrained bidders.
