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Abstract
The adjoint sensitivity method scalably com-
putes gradients of solutions to ordinary differ-
ential equations. We generalize this method
to stochastic differential equations, allowing
time-efficient and constant-memory compu-
tation of gradients with high-order adaptive
solvers. Specifically, we derive a stochastic dif-
ferential equation whose solution is the gradi-
ent, a memory-efficient algorithm for caching
noise, and conditions under which numerical
solutions converge. In addition, we combine
our method with gradient-based stochastic
variational inference for latent stochastic dif-
ferential equations. We use our method to
fit stochastic dynamics defined by neural net-
works, achieving competitive performance on
a 50-dimensional motion capture dataset.
1 Introduction
Deterministic dynamical systems can often be modeled
by ordinary differential equations (ODEs). The adjoint
sensitivity method can efficiently compute gradients
of ODE solutions with constant memory cost. This
method was well-known in the physics, numerical anal-
ysis, and control communities for decades [3, 4, 60, 65].
Recently, it was combined with modern reverse-mode
automatic differentiation packages, enabling ODEs with
millions of parameters to be fit to data [12] and allow-
ing more flexible density estimation and time-series
models [23, 32, 72].
Stochastic differential equations (SDEs) generalize
ODEs, adding instantaneous noise to their dynam-
ics [55, 77, 78]. They are a natural model for phe-
nomena governed by many small and unobserved in-
teractions, such as motion of molecules in a liquid [8],
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allele frequencies in a gene pool [15], or prices in a
market [79]. Previous attempts on fitting SDEs mostly
relied on methods with poor scaling properties. The
pathwise approach [22, 89], a form of forward-mode
automatic differentiation, scales poorly in time with
the number of parameters and states in the model. On
the other hand, simply differentiating through the op-
erations of an SDE solver [19] scales poorly in memory.
In this work, we generalize the adjoint method to
stochastic dynamics defined by SDEs. We give a sim-
ple and practical algorithm for fitting SDEs with tens
of thousands of parameters, while allowing the use of
high-order adaptive time-stepping SDE solvers. We call
this approach the stochastic adjoint sensitivity method.
Method Memory Time
Forward pathwise [22, 89] O(1) O(LD)
Backprop through solver [19] O(L) O(L)
Stochastic adjoint (ours) O(1) O(L logL)
Table 1: Asymptotic complexity comparison. L is the
number of steps used in a fixed-step solve, and D is the
number of state and parameters. Both memory and
time are expressed in units of the cost of evaluating
the drift and diffusion functions once each.
There are two main difficulties in generalizing the ad-
joint formulation for ODEs to SDEs. The first is math-
ematical: SDEs are defined using nonstandard integrals
that usually rely on Itô calculus. The adjoint method
requires solving the dynamics backwards in time from
the end state. However, it is not clear exactly what
“running the SDE backwards” means in the context of
stochastic calculus, and when it correctly reconstructs
the forward trajectory. We address this problem in Sec-
tion 3, deriving a backward Stratonovich SDE whose
dynamics compute the necessary gradient.
The second difficulty is computational: To retrace the
steps, one needs to reconstruct the noise sampled on the
forward pass, ideally without storing it. In Section 4,
we give an algorithm that allows querying a Brownian
motion sample at any time point arbitrarily-precisely,
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while only storing a single random seed.
We combine our adjoint approach with a gradient-
based stochastic variational inference scheme for ef-
ficiently marginalizing over latent SDE models with
arbitrary differentiable likelihoods. This model fam-
ily generalizes several existing families such as latent
ODEs [12, 72], Gaussian state-space models [36, 81],
and deep Kalman filters [40], and can naturally handle
irregularly-sampled times series and missing observa-
tions. We train latent SDEs on toy and real datasets,
demonstrating competitive performance compared to
existing approaches for dynamics modeling.
2 Background: Stochastic Flows
2.1 Adjoint Sensitivity Method
The adjoint sensitivity method is an efficient approach
to solve control problems relying on the adjoint (co-
state) system [65]. Chen et al. [12] used this method
to compute the gradient with respect to parameters
of a neural ODE, which is a particular model among
many others inspired by the theory of dynamical sys-
tems [10, 11, 26, 44, 46, 74, 86]. The method, shown in
Algorithm 1, is scalable, since the most costly computa-
tion is a vector-Jacobian product defining its backwards
dynamics. In addition, since the gradient is obtained
by solving another ODE, no intermediate computation
is stored as in the case of regular backpropagation [73].
2.2 Stochastic Differential Equations
We briefly define SDEs: Consider a filtered prob-
ability space (Ω,F , {Ft}t∈T, P ) on which an m-
dimensional adapted Wiener process (aka Brownian
motion) {Wt}t∈T is defined. For a fixed terminal time
T > 0, we denote by T = [0, T ] the time horizon. We
denote the ith component of Wt by W
(i)
t . A stochastic
process {Zt}t∈T can be defined by an Itô SDE
ZT =z0+
∫ T
0
b(Zt, t) dt+
m∑
i=1
∫ T
0
σi(Zt, t) dW
(i)
t , (1)
where z0 ∈ Rd is the starting state, and b : Rd×R→ Rd
and σi : Rd × R → Rd are the drift and diffusion
functions, respectively. For ease of presentation, we let
m = 1 in the following unless otherwise stated. Our
contributions can be easily generalized to cases where
m > 1. Here, the second integral on the right hand
side of (1) is the Itô stochastic integral [55]. When
the coefficients are globally Lipschitz in both the state
and time, there exists a unique strong solution to the
SDE [55].
2.3 Neural Stochastic Differential Equations
Similar to neural ODEs, one can consider drift and
diffusion functions defined by neural networks, a model
known as the neural SDE [32, 45, 82, 83].
Amongst work on neural SDEs, none has enabled an
efficient training framework. In particular, Tzen and
Raginsky [82] and Liu et al. [45] considered computing
the gradient by simulating the forward dynamics of
an explicit Jacobian matrix. This Jacobian has size of
either the square of the number of parameters, or the
number of parameters times the number of states, build-
ing on the pathwise approach [22, 89]. In contrast, our
approach only requires a small number of cheap vector-
Jacobian products, independent of the dimension of the
parameter and state vectors. These vector-Jacobian
products have the same asymptotic time cost as eval-
uating the drift and diffusion functions, and can be
easily computed by modern automatic differentiation
libraries [1, 16, 49, 59].
2.4 Backward Stratonovich Integral
Our stochastic adjoint sensitivity method involves
stochastic processes running both forward and back-
ward in time. The Stratonovich stochastic integral, due
to its symmetry, gives nice expressions for the backward
dynamics and is more convenient for our purpose. Our
results can be straightforwardly applied to Itô SDEs as
well, using a simple conversion (see e.g. [64, Sec. 2]).
Following the treatment of Kunita [41], we introduce
the forward and backward Stratonovich integrals. Let
{Fs,t}s≤t;s,t∈T be a two-sided filtration, where Fs,t is
the σ-algebra generated by {Wv−Wu : s ≤ u ≤ v ≤ t}
for s, t ∈ T such that s ≤ t. For a continuous semi-
martingale {Yt}t∈T adapted to the forward filtration
{F0,t}t∈T, the Stratonovich stochastic integral is
∫ T
0
Yt ◦ dWt= lim|Π|→0
N∑
k=1
(Ytk+Ytk−1)
2
(
Wtk −Wtk−1
)
,
where Π = {0 = t0 < · · · < tN = T} is a partition of
the interval T = [0, T ], |Π| = maxk tk−tk−1 denotes the
size of largest segment of the partition, and the limit is
to be interpreted in the L2 sense. The Itô integral uses
instead the left endpoint Ytk rather than the average.
In general, the Itô and Stratonovich integrals differ by
a term of finite variation.
To define the backward Stratonovich integral, we con-
sider the backward Wiener process {
̂
W t}t∈T defined
as
̂
W t = Wt − WT for all t ∈ T that is adapted to
the backward filtration {Ft,T }t∈T. For a continuous
semimartingale
̂
Y t adapted to the backward filtration,
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Algorithm 1 ODE Adjoint Sensitivity
Input: Parameters θ, start time t0, stop time t1, final
state zt1 , loss gradient ∂L/zt1 , dynamics f(z, t, θ).
def f([zt, at, ·], t, θ): . Augmented dynamics
v = f(zt,−t, θ)
return [−v, at∂v/∂z, at∂v/∂θ ]
 zt0∂L/∂zt0
∂L/∂θ
 = odeint
 zt1∂L/∂zt1
0p
, f ,−t1,−t0

return ∂L/∂zt0 , ∂L/∂θ
Algorithm 2 SDE Adjoint Sensitivity (Ours)
Input: Parameters θ, start time t0, stop time t1, final
state zt1 , loss gradient ∂L/zt1 , drift f(z, t, θ), diffusion
σ(z, t, θ), Wiener process sample w(t).
def f([zt, at, ·], t, θ): . Augmented drift
v = f(zt,−t, θ)
return [−v, at∂v/∂z, at∂v/∂θ]
def σ([zt, at, ·], t, θ): . Augmented diffusion
v = σ(zt,−t, θ)
return [−v, at∂v/∂z, at∂v/∂θ]
def w(t): . Replicated noise
return [−w(−t),−w(−t),−w(−t)] zt0∂L/∂zt0
∂L/∂θ
 = sdeint
 zt1∂L/∂zt1
0p
, f , σ, w,−t1,−t0

return ∂L/∂zt0 , ∂L/∂θ
Figure 1: Pseudocode of the (ODE) adjoint sensitivity method (left), and our generalization to Stratonovich
SDEs (right). Differences are highlighted in blue. Square brackets denote vector concatenation.
the backward Stratonovich integral is
∫ T
s
̂
Y t ◦ d
̂
W t= lim|Π|→0
N∑
k=1
(̂
Y tk+
̂
Y tk−1
)
2
(̂
W tk−1 −
̂
W tk
)
,
where Π = {0 = tN < · · · < t0 = T} is the partition.
2.5 Stochastic Flow of Diffeomorphisms
It is well known that an ODE defines a flow of diffeo-
morphisms [6]. Here we consider the stochastic analog
for the Stratonovich SDE
ZT = z0 +
∫ T
0
b(Zt, t) dt+
∫ T
0
σ(Zt, t) ◦ dWt. (2)
Throughout the paper, we assume that both b and
σ have infinitely many bounded derivatives w.r.t. the
state, and bounded first derivatives w.r.t. time, i.e.
b, σ ∈ C∞,1b , so that the SDE has a unique strong so-
lution. Let Φs,t(z) := Z
s,z
t be the solution at time t
when the process is started at z at time s. Given a
realization of the Wiener process, this defines a collec-
tion of continuous maps S = {Φs,t}s≤t;s,t∈T from Rd
to itself.
The following theorem shows that these maps are dif-
feomorphisms (after choosing a suitable modification)
and that they satisfy backward SDEs.
Theorem 2.1 ([41, Theorem 3.7.1]). (a) With prob-
ability 1, the collection S = {Φs,t}s≤t;s,t∈T satisfies
the flow property
Φs,t(z) = Φu,t(Φs,u(z)), s ≤ u ≤ t, z ∈ Rd.
Moreover, each Φs,t is a smooth diffeomorphism
from Rd to itself. We thus call S the stochastic
flow of diffeomorphisms generated by the SDE (2).
(b) The backward flow
̂
Ψs,t := Φ
−1
s,t satisfies the back-
ward SDE:
̂
Ψs,t(z) = z−
∫ t
s
b(
̂
Ψu,t(z), u) du−∫ t
s
σ(
̂
Ψu,t(z), u) ◦ d
̂
Wu, (3)
for all z ∈ Rd and s, t ∈ T such that s ≤ t.
The coefficients in (2) and (3) differ by only a neg-
ative sign. This symmetry is due to our use of the
Stratonovich integral (see Figure 2).
0 1
t
Z
t
True solution
Itoˆ Reverse
Strat Reverse
Figure 2: Negating the drift and diffusion functions
for an Itô SDE and simulating backwards from the end
state gives the wrong reconstruction. Negating the drift
and diffusion functions for the converted Stratonovich
SDE gives the same path when simulated backwards.
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3 Sensitivity via Stochastic Adjoint
We present our main contribution: a stochastic analog
of the adjoint sensitivity method for SDEs. We use (3)
to derive another backward Stratonovich SDE, which
we call the stochastic adjoint process. The direct impli-
cation is a gradient computation algorithm that works
by solving a set of dynamics in reverse time, and relies
on cheap vector-Jacobian products without storing any
intermediate quantities.
3.1 Stochastic Adjoint Process
The goal is to derive a stochastic adjoint process
{∂L/∂Zt}t∈T that can be simulated by evaluating
only vector-Jacobian products, where L = L(ZT ) is a
scalar loss of the terminal state from the forward flow
ZT = Φ0,T (z0).
We first derive a backward SDE for the process
{∂ZT /∂Zt}t∈T, assuming that Zt =
̂
Ψt,T (ZT ) follows
the inverse flow from a deterministic end state ZT ∈ Rd
that does not depend on the realized Wiener pro-
cess (Lemma 3.1). We then extend to the case where
ZT = Φ0,T (z0) is obtained by the forward flow starting
from a deterministic initial state z0 ∈ Rd (Theorem
3.2). This latter part is unconventional, and the re-
sulting value cannot be interpreted as the solution
to a backward SDE anymore due to loss of adapted-
ness. Instead, we will formulate the result with the
Itô map [69]. Finally, it is straightforward to extend
the state Zt to include parameters of the drift and
diffusion functions such that the desired gradient can
be obtained for stochastic optimization; we comment
on this step in Section 3.3.
We first present the SDE for the Jacobian matrix of
the backward flow.
Lemma 3.1 (Dynamics of ∂ZT /∂Zt). Consider the
stochastic flow generated by the backward SDE (3) as in
Theorem 2.1(b). Letting Js,t(z) := ∇
̂
Ψs,t(z), we have
Js,t(z) = Id−
∫ t
s
∇b(
̂
Ψr,t(z), r)Jr,t(z) dr−∫ t
s
∇σ(
̂
Ψr,t(z), r)Jr,t(z) ◦ d
̂
W r, (4)
for all s ≤ t and x ∈ Rd. Furthermore, letting
Ks,t(z) = [Js,t(z)]
−1, we have
Ks,t(z) = Id+
∫ t
s
Kr,t(z)∇b(
̂
Ψr,t(z), r) dr+∫ t
s
Kr,t(z)∇σ(
̂
Ψr,t(z), r) ◦ d
̂
W r, (5)
for all s ≤ t and x ∈ Rd.
The proof included in Appendix 9.1 relies on Itô’s
lemma in the Stratonovich form [41, Theorem 2.4.1].
We stress that this lemma considers only the case where
the endpoint z is fixed and deterministic.
Now, we extend to the case where the endpoint is not
deterministic, but rather computed from the forward
flow. To achieve this, we compose the state process and
the loss function. Consider As,t(z) = ∂L(Φs,t(z))/∂z.
The chain rule gives As,t(z) = ∇L(Φs,t(z))∇Φs,t(z).
Let
̂
As,t(z) :=As,t(
̂
Ψs,t(z)) = (6)
∇L(z)∇Φs,t(
̂
Ψs,t(z)) = ∇L(z)Ks,t(z).
Note that As,t(z) =
̂
As,t(Φs,t(z)). Since ∇L(z) is
a constant, (
̂
As,t(z),
̂
Ψs,t(z)) satisfies the augmented
backward SDE system
̂
As,t(z) =∇L(z) +
∫ t
s
̂
Ar,t(z)∇b(
̂
Ψr,t(z), r) dr+∫ t
s
̂
Ar,t(z)∇σ(
̂
Ψr,t(z), r) ◦ d
̂
W r,
̂
Ψs,t(z) =z −
∫ t
s
b(
̂
Ψr,t(z), r) dr−∫ t
s
σ(
̂
Ψr,t(z), r) ◦ d
̂
W r.
(7)
Since the drift and diffusion functions of this augmented
system are C∞,1b , the system has a unique strong solu-
tion. Let s = 0 and t = T . Since (7) admits a strong
solution, we may write
̂
A0,T (z) = F(z,W·), (8)
whereW· = {Wt}0≤t≤T denotes the path of the Wiener
process and
F : Rd × C([0, 1],Rm)→ Rd
is a deterministic measurable function (the Itô map) [69,
Chapter V, Definition 10.9]. Intuitively, F can be
thought as a black box that computes the solution
to the backward SDE system (7) given the position
z at time T and the realized Wiener process sample.
Similarly, we let G be the solution map for the forward
flow (2). The next theorem follows immediately from
(6) and the definition of F.
Theorem 3.2. For P -almost all ω ∈ Ω, we have
A0,T (z) =
̂
A0,T (G(z,W·)) = F(G(z,W·),W·),
where G(z,W·) = Φ0,T (z).
Proof. This is a consequence of composing A0,T (z) =̂
A0,T (Φ0,T (z)) and (8).
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This shows that one can obtain the gradient by “com-
posing” the backward SDE system (7) with the original
forward SDE (2) and ends our continuous-time analysis.
3.2 Numerical Approximation
In practice, we compute solutions to SDEs with nu-
merical solvers Fh and Gh, where h = T/L denotes the
mesh size of a fixed grid. The approximate algorithm
thus outputs Fh(Gh(z,W·),W·). The following theorem
provides sufficient conditions for convergence.
Theorem 3.3. Suppose the schemes Fh and Gh satisfy
the following conditions: (i) Fh(z,W·)→ F(z,W·) and
Gh(z,W·) → G(z,W·) in probability as h → 0, and
(ii) for any M > 0, we have sup|z|≤M |Fh(z,W·) −
F(z,W·)| → 0 in probability as h→ 0. Then, for any
starting point z of the forward flow, we have
Fh(Gh(z,W·),W·)→ F(G(z,W·),W·) = A0,T (z)
in probability as h→ 0.
See Appendix 9.2 for the proof. Usual schemes such as
the Euler-Maruyama scheme (more generally Itô-Taylor
schemes) converge pathwise (i.e. almost surely) from
any fixed starting point [38] and satisfies (i). While (ii)
is strong, we note that the SDEs considered here have
smooth coefficients, and thus their solutions enjoy nice
regularity properties in the starting position. There-
fore, it is reasonable to expect that the corresponding
numerical schemes to also behave nicely as a function
of both the mesh size and the starting position. To the
best of our knowledge, this property is not considered
at all in the literature on numerical methods for SDEs
(where the initial position is fixed), but is crucial in the
proof of Theorem 3.3. In Appendix 9.3, we prove that
condition (ii) holds for the Euler-Maruyama scheme.
Detailed analysis for other schemes is beyond the scope
of this paper.
3.3 The Algorithm
So far we have derived the gradient of the loss with
respect to the initial state. We can extend these re-
sults to give gradients with respect to parameters of
the drift and diffusion functions by treating them as
an additional part of the state whose dynamics has
zero drift and diffusion. We summarize this in Algo-
rithm 2, assuming access only to a black-box solver
sdeint. All terms in the augmented dynamics, such
as at∂f/∂θ and at∂σ/∂θ can be cheaply evaluated by
calling vjp(at, f, θ) and vjp(at, σ, θ), respectively.
Difficulties with non-diagonal diffusion. In prin-
ciple, we can simulate the forward and backward adjoint
dynamics with any high-order solver of choice. However,
for general matrix-valued diffusion functions σ, to ob-
tain a numerical solution with strong order1 beyond 1/2,
we need to simulate multiple integrals of the Wiener
process such as
∫ t
0
∫ s
0
dW
(i)
u dW
(j)
s , i, j ∈ [m], i 6= j.
These random variables are difficult to simulate and
costly to approximate [87].
Fortunately, if we restrict our SDE to have diagonal
noise, then even though the backward SDE for the
stochastic adjoint will not in general have diagonal
noise, it will satisfy a commutativity property [70].
In that case, we can safely adopt certain numerical
schemes of strong order 1.0 (e.g. Milstein [52] and
stochastic Runge-Kutta [71]) without approximating
multiple integrals or the Lévy area during simulation.
We formally show this in Appendix 9.4.
One may also consider numerical schemes with high
weak order [39]. However, analysis of this scenario is
beyond the current scope.
3.4 Software and Implementation
We have implemented several common SDE
solvers in PyTorch [59] with adaptive time-
stepping using a PI controller [9, 30]. Following
torchdiffeq [12], we have created a user-friendly
subclass of torch.autograd.Function that facil-
itates gradient computation using our stochastic
adjoint framework for SDEs that are subclasses of
torch.nn.Module. We include a short code snippet
covering the main idea of the stochastic adjoint in
Appendix 9.12. The complete codebase can be found at
https://github.com/google-research/torchsde.
4 Virtual Brownian Tree
Our formulation of the adjoint can be numerically
integrated efficiently, since simulating its dynamics
only requires evaluating cheap vector-Jacobian prod-
ucts, as opposed to whole Jacobians. However, the
backward-in-time nature introduces a new difficulty:
The same Wiener process sample path used in the for-
ward pass must be queried again during the backward
pass. Naïvely storing Brownian motion increments im-
plies a large memory consumption and complicates the
usage of adaptive time-stepping integrators, where the
evaluation times in the backward pass may be different
from those in the forward pass.
To overcome this issue, we combine Brownian trees with
splittable pseudorandom number generators (PRNGs)
to give an algorithm that can query values of a Wiener
1A numerical scheme is of strong order p if
E [|XT −XNη|] ≤ Cηp for all T > 0, where Xt and XNη
are respectively the coupled true solution and numerical
solution, N and η are respectively the iteration index and
step size such that Nη = T , and C is independent of η.
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process sample path at arbitrary times. This algorithm,
which we call the virtual Brownian tree, has O(1) mem-
ory cost, and time cost logarithmic with respect to the
inverse error tolerance.
Figure 3: Evaluating a Brownian motion sample at
time tq using a virtual Brownian tree. Our algorithm
repeatedly bisects the interval, sampling from a Brow-
nian bridge at each halving to determine intermediate
values. Each call to the random number generator uses
a unique key whose value depends on the path taken
to reach it.
4.1 Brownian Bridges and Brownian Trees
Lévy’s Brownian bridge [67] states that given a start
time ts and end time te along with their respective
Wiener process values ws and we, the marginal of the
process at time t ∈ (ts, te) is a normal distribution:
N
(
(te − t)ws + (t− ts)we
te − ts ,
(te − t)(t− ts)
te − ts Id
)
. (9)
We can recursively apply this formula to evaluate the
process at the midpoint of any two distinct timestamps
where the values are already known. Constructing the
whole sample path of a Wiener process in this manner
results in what is known as the Brownian tree [17].
Storing this tree would be memory-intensive, but we
show how to reconstruct any node in this tree as desired.
4.2 Brownian Trees using Splittable Seeds
We assume access to a splittable PRNG [14], which has
an operation split that deterministically generates two
keys from an existing key. Given a key, the function
BrownianBridge samples deterministically from (9).
To obtain the Wiener process value at a specific time,
we must first know or sample the values at the initial
and terminal times. Then, the virtual Brownian tree
recursively samples from the midpoint of Brownian
bridges, each sample using a key split from that of its
parent node. The algorithm terminates when the most
recently sampled time is close enough to the desired
time. We outline the full procedure in Algorithm 3.
Algorithm 3 Virtual Brownian Tree
Input: Seed s, query time t, error tolerance , start
time ts, start state ws, end time te, end state we.
tmid = (ts + te)/2
wmid = BrownianBridge(ts, ws, te, we, tmid, s)
while |t− tmid| >  do
sl, sr = split(s)
if t < tmid then te, xe, s = tmid, wmid, sl
else ts, xs, s = tmid, wmid, sr
end if
tmid = (ts + te)/2
wmid = BrownianBridge(ts, ws, te, we, tmid, s)
end while
return wmid
This algorithm has constant memory cost. For a fixed-
step-size solver taking L steps, the tolerance that the
tree will need to be queried at scales as 1/L. Thus
the per-step time complexity scales as logL. Our im-
plementation uses an efficient count-based PRNG [76]
which avoids passing large random states, and instead
simply passes integers. Table 1 compares the asymp-
totic time complexity of this approach against existing
alternatives.
5 Latent Stochastic Differential
Equations
The algorithms presented in Sections 3 and 4 allow
us to efficiently compute gradients of scalar objectives
with respect to SDE parameters, letting us fit SDEs to
data. This raises the question: Which loss to optimize?
Simply fitting SDE parameters to maximize likelihood
will in general cause overfitting, and will result in the
diffusion function going to zero. In this section, we
show how to do efficient variational inference in SDE
models, and optimize the marginal log-likelihood to fit
both prior (hyper-)parameters and the parameters of a
tractable approximate posterior over functions.
In particular, we can parameterize both a prior over
functions and an approximate posterior using SDEs:
dZ˜t = hθ(Z˜t, t) dt+ σ(Z˜t, t) dWt, (prior)
dZt = hφ(Zt, t) dt+ σ(Zt, t) dWt, (approx. post.)
where hθ, hφ, and σ are Lipschitz in both arguments,
and both processes have the same starting value: Z˜0 =
Z0 = z0 ∈ Rd.
If both processes share the same diffusion function
σ, then the KL divergence between them is finite
(under additional mild regularity conditions; see Ap-
pendix 9.6), and can be estimated by sampling paths
from the posterior process. Then, the evidence lower
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z0 zt1 zt2 ztn. . .
w(·)
SDESolve
θ
xt1 xt2 xtn. . .
(a) Generation
z0 zt1 zt2 ztn. . .
w(·)
SDESolve
φ
xt1 xt2 xtn. . .
(b) Recognition
Figure 4: Graphical models for the generative process (decoder) and recognition network (encoder) of the
latent stochastic differential equation model. This model can be viewed as a variational autoencoder with
infinite-dimensional noise. Red circles represent entire function draws from Brownian motion. Given the initial
state z0 and a Brownian motion sample path w(·), the intermediate states zt1 , . . . , ztn are deterministically
approximated by a numerical SDE solver.
bound (ELBO) can be written as:
log p(x1, x2, . . . , xN |θ) ≥ (10)
EZt
[
N∑
i=1
log p(xti |zti)−
∫ T
0
1
2
|u(zt, t)|2 dt
]
,
where u : Rd × [0, T ]→ Rm satisfies
σ(z, t)u(z, t) = hφ(z, t)− hθ(z, t),
and the expectation is taken over the approximate
posterior process defined by (approx. post.). The likeli-
hoods of the observations x1, . . . , xN at times t1, . . . , tN
depend only on the latent states zt at corresponding
times.
To compute the gradient with respect to prior param-
eters θ and variational parameters φ, we need only
augment the forward SDE with an extra scalar variable
whose drift function is 12 |u(Zt, t)|2 and whose diffu-
sion function is zero. The backward dynamics can be
derived analogously using (7). We include a detailed
derivation in Appendix 9.6. Thus, a stochastic estimate
of the gradients of the loss w.r.t. all parameters can
be computed in a single pair of forward and backward
SDE solves.
The variational parameters φ can either be optimized
individually for each sequence, or if multiple time series
are sharing parameters, then an encoder network can
be trained to input the observations and output φ. This
architecture, shown in figure 4, can be viewed as an
infinite-dimensional variational autoencoder [35, 68].
6 Related Work
Sensitivity Analysis for SDEs. Gradient compu-
tation is closely related to sensitivity analysis. Com-
puting gradients with respect to parameters of vector
fields of an SDE has been extensively studied in the
stochastic control literature [42]. In particular, for low
dimensional problems, this is done effectively using
dynamic programming [7] and finite differences [20, 43].
However, both approaches scale poorly with the dimen-
sionality of the parameter vector.
Analogous to REINFORCE (or the score-function esti-
mator) [21, 37, 88], Yang and Kushner [89] considered
deriving the gradient as ∇E [L(ZT )] = E [L(ZT )H] for
some random variable H. However, H usually depends
on the density of ZT with respect to the Lebesgue
measure which can be difficult to compute. Gobet and
Munos [22] extended this approach by weakening a non-
degeneracy condition using Mallianvin calculus [53].
Closely related to the current approach is the pathwise
method [89], which is also a continuous-time analog of
the reparameterization trick [35, 68]. Existing meth-
ods in this regime [22, 45, 82] all require simulating
a (forward) SDE where each step requires computing
entire Jacobian matrices. This computational cost is
prohibitive for high-dimensional systems with a large
number of parameters.
Based on the Euler discretization, Giles and Glasser-
man [19] considered simply performing reverse-mode
automatic differentiation through all intermediate steps.
They named this method the adjoint approach, which,
by modern standards, is a form of “backpropagation
through the operations of a numerical solver”. This
approach, widely adopted in the field of finance for
calibrating market models [19], has high memory cost,
and relies on a fixed Euler-Maruyama discretization.
Recently, this approach was also used by Hegde et al.
[27] to learn parameterized drift and diffusion functions
Scalable Gradients for Stochastic Differential Equations
1e-1 1e-2 1e-3 1e-4
Step Size
10 9
10 7
10 5
10 3
Er
ro
r
(a) Fixed Step Size vs Error
0.0 0.5 1.0 1.5 2.0
NFE Total 1e4
10 7
10 6
10 5
10 4
10 3
10 2
10 1
100
Er
ro
r
10 6
10 5
10 4
10 3
10 2
10 1
(b) Forward NFE vs Error
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Relative Walltime
0.000
0.002
0.004
0.006
0.008
0.010
0.012
Er
ro
r
Euler backprop (dt=0.001)
Milstein backprop (dt=0.01)
Milstein adjoint (dt=0.01)
(c) Efficiency Comparison
Figure 5: (a) Same fixed step size used in both forward and reverse simulation. Boxplot generated by repeating
the experiment with different Brownian motion sample paths 64 times. (b) Colors of dots represent tolerance
levels and correspond to the colorbar on the right. Only atol was varied and rtol was set to 0.
of an SDE. In scientific computing, Innes et al. [31] con-
sidered backpropagating through high-order implicit
SDE solvers.
In the machine learning literature, Ryder et al. [75]
perform variational inference over the state and param-
eters for Euler-discretized latent SDEs and optimize the
model with regular backpropagation. This approach
should not be confused with the formulation of varia-
tional inference for non-discretized SDEs presented in
previous works [25, 57, 82] and our work, as it is unclear
whether the limit of their discretization corresponds to
that obtained by operating with continuous-time SDEs
using Girsanov’s theorem.
Backward SDEs. Our stochastic adjoint process re-
lies on the notion of backward SDEs devised by Kunita
[41], which is based on two-sided filtrations. This is
different from the more traditional notion of backward
SDEs where only a single filtration is defined [58, 62].
Based on the latter notion, forward-backward SDEs
(FBSDEs) have been proposed to solve stochastic opti-
mal control problems [63]. However, simulating FBS-
DEs is costly due to the need to estimate conditional
expectations in the backward pass [58].
Bayesian Learning of SDEs. Recent works consid-
ered the problem of inferring an approximate posterior
SDE given observed data under a prior SDE with the
same diffusion coefficient [25, 57, 82]. The special case
with constant diffusion coefficients was considered more
than a decade ago [5]. Notably, computing the KL di-
vergence between two SDEs over a finite time horizon
was well-explored in the control literature [33, 80]. We
include background on this topic in Appendix 9.5.
Bayesian learning and parameter estimation for SDEs
have a long history [24]. Techniques which don’t require
positing a variational family such as theh extended
Kalman filter and Markov chain Monte Carlo have
been considered in the literature [50].
7 Experiments
The aim of this section is threefold. We first empirically
verify our theory by comparing the gradients obtained
by our stochastic adjoint framework against analyti-
cally derived gradients for problems having closed-form
solutions. We then fit latent SDE models with our
framework on two synthetic datasets, verifying that
the variational inference framework allows learning
a generative model of time series. Finally, we learn
dynamics parameterized by neural networks with a
latent SDE from a motion capture dataset, demon-
strating competitive performance compared to existing
approaches.
We report results based on an implementation of Brow-
nian motion that stores all intermediate queries. The
virtual Brownian tree allowed training with much larger
batch sizes on GPUs, but was not necessary for our
small-scale experiments. Notably, our adjoint approach,
even when combined with the Brownian motion im-
plementation that stores noise, was able to reduce the
memory usage by 1/2-1/3 compared to directly back-
propagating through solver operations on the tasks we
considered.
7.1 Numerical Studies
We consider three test problems (examples 1-3 from
[66]; details in Appendix 9.7), all of which have closed-
form solutions. We compare the gradient computed
from simulating our stochastic adjoint process using the
Milstein scheme against the exact gradient. Figure 5(a)
shows that for test example 2, the error between the
adjoint gradient and analytical gradient decreases with
step size.
For all three test problems, the mean squared error
across dimensions tends to be smaller as the absolute
Xuechen Li∗, Ting-Kam Leonard Wong, Ricky T. Q. Chen, David Duvenaud
tolerance of the adaptive solver is reduced (e.g. see Fig.
5 (b)). However, the Number of Function Evaluations
(NFEs) tends to be much larger than that in the ODE
case [12].
Additionally, for two out of three test problems, we
found that our adjoint approach with the Milstein
scheme and fixed step size can be much more time-
efficient than regular backpropagation through opera-
tions of the Milstein and Euler schemes (see e.g. Fig.
5(c)). Backpropagating through the Euler scheme gives
gradients of higher error compared to the Milstein
method. On the other hand, directly backpropagating
through the Milstein solve requires evaluating high-
order derivatives and can be costly.
Results for examples 1 and 3 are in Appendix 9.8.
y1
y2
y 3
Training data
y1
y2
y 3
Posterior sample
Reconstruction
Data
y1
y2
y 3
Samples from learned prior
t
y t
Latent dimension 3
Figure 6: Learned posterior and prior dynamics on
data from a stochastic Lorenz attractor. All samples
from our model are continuous-time paths, and form a
multi-modal, non-Gaussian distribution.
7.2 Synthetic Datasets
We trained latent SDEs with our adjoint framework to
recover (1) a 1D Geometric Brownian motion, and (2)
a 3D stochastic Lorenz attractor process. The main
objective is to verify that the learned posterior can
reconstruct the training data, and that the learned
priors are not deterministic. We jointly optimize the
evidence lower bound (10) with respect to parameters of
the prior and posterior distributions at the initial latent
state z0, the prior and posterior drift, the diffusion
function, the encoder, and the decoder. We include the
details of datasets and architectures in Appendix 9.9.
For the stochastic Lorenz attractor, not only is the
model able to reconstruct the data well, but also the
learned prior process can produce bimodal samples in
both data and latent space. This is showcased in the
last row of Figure 6 where the latent and data space
samples cluster around two modes. This is hard to
achieve using a latent ODE with a unimodal Gaussian
initial approximate posterior. We include additional
visualizations in Appendix 9.10.
7.3 Motion Capture Dataset
To demonstrate that latent SDEs can learn complex
dynamics from real-world datasets, we evaluated their
predictive performance on a 50-dimensional motion
capture dataset. The dataset, from Gan et al. [18], con-
sists of 23 walking sequences of subject 35 partitioned
into 16 training, 3 validation, and 4 test sequences. We
follow the preprocessing of Wang et al. [85].
In designing the recognition network, we follow Yıldız
et al. [90] and use a fully connected network to encode
the first three observations of each sequence and there-
after predicted the remaining sequence. This encoder
is chosen for fair comparison to existing models, and
could be extended to a recurrent or attention model [84].
The overall architecture is described in Appendix 9.11
and is similar to that of ODE2VAE [90], with a similar
number of parameters. We also use a fixed step size 1/5
of smallest interval between any two observations [90].
We train latent ODE and latent SDE models with the
Adam optimizer [34] and its default hyperparameter
settings, with an initial learning rate of 0.01 that is
exponentially decayed with rate 0.999 during each it-
eration. We perform validation over the number of
training iterations, KL penalty [29], and KL annealing
schedule. All models were trained for at most 400 it-
erations, where we start to observe severe overfitting
for most model instances. We report the test MSE
on future observations following Yıldız et al. [90]. We
believe that the improved performance is due to the
strong regularization in path space, as removing the KL
penalty improve training error but caused validation
error to deteriorate.
Table 2: Test MSE on 297 future frames averaged over
50 samples. 95% confidence interval reported based on
t-statistic. †results from [90].
Method Test MSE
DTSBN-S [18] 34.86± 0.02†
npODE [28] 22.96†
NeuralODE [12] 22.49± 0.88†
ODE2VAE [90] 10.06± 1.4†
ODE2VAE-KL [90] 8.09± 1.95†
Latent ODE [12, 72] 5.98± 0.28
Latent SDE (this work) 4.03± 0.20
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8 Discussion
We presented a generalization of the adjoint sensitiv-
ity method to compute gradients through solutions of
SDEs. In contrast to existing approaches, this method
has nearly the same time and memory complexity as
simply solving the SDE. We showed how our stochastic
adjoint framework can be combined with a gradient-
based stochastic variational inference scheme for train-
ing latent SDEs.
It is worthwhile to mention that SDEs and the com-
monly used GP models define two distinct classes of
stochastic processes, albeit having a nonempty inter-
section (e.g. Ornstein-Uhlenbeck processes fall under
both). Computationally, the cost of fitting GPs lies in
the matrix inversion, whereas the computational bottle-
neck of training SDEs is the sequential numerical solve.
Empirically, another avenue of research is to reduce the
variance of gradient estimates. In the future, we may
adopt techniques such as control variates or antithetic
paths.
On the application side, our method opens up a broad
set of opportunities for fitting any differentiable SDE
model, such as Wright-Fisher models with selection and
mutation parameters [15], derivative pricing models in
finance, or infinitely-deep Bayesian neural networks [61].
In addition, the latent SDE model enabled by our frame-
work can be extended to include domain knowledge
and structural or stationarity constraints [48] in the
prior process for specific applications.
On the theory side, there remain fundamental ques-
tions to be answered. Convergence rates of numerical
gradients estimated with general schemes are unknown.
Additionally, since our analyses are based on strong
orders of schemes, it is natural to question whether
convergence results still hold when we consider weak er-
rors, and moreover if the method could be reformulated
more coherently with rough paths theory [47].
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9 Appendix
Notation. For a fixed terminal time T > 0, we denote by T = [0, T ] ⊆ R the time horizon. Let C∞ be the class
of infinitely differentiable functions from Rd to itself. Let Cp,q be the class of functions from Rd × T to Rd that
are p and q times continuously differentiable in the first and second component, respectively. Let Cp,qb ⊆ Cp,q be
the subclass with bounded derivatives of all possible orders. For a positive integer m, we adopt the short hand
[m] = {1, 2, . . . ,m}. We denote the Euclidean norm of a vector v by |v|. For f ∈ Cp,q, we denote its Jacobian
with respect to the first component by ∇f .
9.1 Proof of Theorem 3.1
Proof of Theorem 3.1. We have Js,t(z) = ∇
̂
Ψs,t(z), where
̂
Ψs,t(z) is defined in (3). Now we take the gradient
with respect to z on both sides. The solution is differentiable with respect to z and we may differentiate under the
stochastic integral [41, Proposition 2.4.3]. Theorem 3.4.3 [41] is sufficient for the regularity conditions required.
Since Ks,t(z) = Js,t(z)−1, applying the Stratonovich version of Itô’s formula to (4), we have (5).
9.2 Proof of Theorem 3.3
Proof of Theorem 3.3. By the triangle inequality,
|F(G(z,W·),W·)− Fh(Gh(z,W·),W·)|
≤ |F(G(z,W·),W·)− F(Gh(z,W·),W·)|︸ ︷︷ ︸
I
(1)
h
+ |F(Gh(z,W·),W·)− Fh(Gh(z,W·),W·)|︸ ︷︷ ︸
I
(2)
h
.
We show that both I(1)h and I
(2)
h converge to 0 in probability as h→ 0. For simplicity, we suppress z and W·.
Bounding I(1)h . Let  > 0 be given. Since Gh → G in probability, there exist M1 > 0 and h0 > 0 such that
P(|G| > M1) < , P(|Gh| > 2M1) < , for all h ≤ h0.
By Lemma 2.1 (iv) of Ocone and Pardoux [54], which can be easily adapted to our context, there exists a positive
random variable C1, finite almost surely, such that sup|z|≤2M1 |∇zF| ≤ C1, and there exists M2 > 0 such that
P(|C1| > M2) < . Given M2, there exists h1 > 0 such that
P
(
|G−Gh| > 
M2
)
< , for all h ≤ h1.
Now, suppose h ≤ min{h0, h1}. Then, by the union bound, with probability at least 1− 4, we have
|G| ≤M1, |Gh| ≤ 2M1, |C1| ≤M2, |G−Gh| ≤ 
M2
.
On this event, we have
I
(1)
h = |F(G)− F(Gh)| ≤ C1|G−Gh| ≤M2

M2
= .
Thus, we have shown that I(1)h converges to 0 in probability as h→ 0.
Bounding I(2)h . The idea is similar. By condition (ii), we have
lim
h→0
sup
|zT |≤M
|Fh(zT )− F(zT )| = 0
in probability. Using this and condition (i), for given  > 0, there exist M > 0 and h2 > 0 such that for all h ≤ h2,
we have
|Gh| ≤M and sup
|zT |≤M
|Fh(zT )− F(zT )| < 
with probability at least 1− . On this event, we have
|F(Gh)− Fh(Gh)| ≤ sup
|zT |≤M
|Fh(zT )− F(zT )| < .
Thus I(2)h also converges to 0 in probability as h→ 0.
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9.3 Euler-Maruyama Scheme Satisfies Local Uniform Convergence
Here we verify that the Euler-Maruyama scheme satisfies condition (ii) when d = 1. Our proof can be extended to
the case where d > 1 assuming an Lp estimate of the error; see the discussion after the proof of Proposition 9.1.
Proposition 9.1. Let Fh(z) be the Euler-Maruyama discretization of a 1-dimensional SDE with mesh size h of
F(z). Then, for any compact A ⊂ R, we have
plimh→0 sup
z∈A
|Fh(z)− F(z)| = 0.
Usual convergence results in stochastic numerics only control the error for a single fixed starting point. Here, we
strengthen the result to local uniform convergence. Our main idea is to apply a Sobolev inequality argument [54,
Part II]. To do so, we need some preliminary results about the Euler-Maruyama discretization of the original
SDE and its derivative. We first recall a theorem characterizing the expected squared error for general schemes.
Theorem 9.2 (Mean-square order of convergence [51, Theorem 1.1]). Let {Zzt }t≥0 be the solution to an Itô SDE,
and {Z˜zk}k∈N be a numerical discretization with fixed step size h, both of which are started at z ∈ Rd and defined
on the same probability space. Let the coefficients of the SDE be C1,∞b . Furthermore, suppose that the numerical
scheme has order of accuracy p1 for the expectation of deviation and order of accuracy p2 for the mean-square
deviation. If p1 ≥ p2 + 1/2 and p2 ≥ 1/2, then, for any N ∈ N, k ∈ [N ], and z ∈ Rd
E
[
|Zztk − Z˜zk |2
]
≤ C (1 + |z|2)h2p2−1,
for a constant C that does not depend on h or z.
We refer the reader to [51] for the precise definitions of orders of accuracy and the proof. Given this theorem, we
establish an estimate regarding errors of the discretization and its derivative with respect to the initial position.
Lemma 9.3. We have
E
[|F(z)− Fh(z)|2 + |∇zF(z)−∇zFh(z)|2] ≤C1(1 + |z|2)h,
where C1 is a constant independent of z and h.
Proof of Lemma 9.3. Since the coefficients of the SDE are of class C∞,1b , we may differentiate the SDE in z to
get the SDE for the derivative ∇zZzt [41]. Specifically, letting Y zt = ∇zZzt , we have
Y zt = Id +
∫ t
0
∇b(Zzs , s)Y zs ds+
∫ t
0
∇σ(Zzs , s)Y zs dWs.
Note that the augmented process (F(z),∇zF(z)) satisfies an SDE with C∞,1b coefficients. By the chain rule,
one can easily show that the derivative of the Euler-Maruyama discretization Fh(z) is the discretization of the
derivative process Y zt . Thus, (Fh(z),∇zFh(z)) is simply the discretization of (F(z),∇zF(z)).
Since the Euler-Maruyama scheme has orders of accuracy (p1, p2) = (1.5, 1.0) [51, Section 1.1.5], by Theorem 9.2,
we have
E
[|F(z)− Fh(z)|2 + |∇zF(z)−∇zFh(z)|2] ≤ C1(1 + |z|2)h, z ∈ Rd
for some constant C1 that does not depend on z or h.
We also recall a variant of the Sobolev inequality which we will apply for d = 1.
Theorem 9.4 (Sobolev inequality [2, Theorem 5.4.1.c]). For any p > d, there exists a universal constant cp such
that
sup
x∈Rd
|f(x)| ≤ cp ‖f‖1,p ,
where
‖f‖p1,p :=
∫
Rd
|f(x)|p dx+
∫
Rd
|∇xf(x)|p dx,
for all continuously differentiable f : Rd → R.
Scalable Gradients for Stochastic Differential Equations
Proof of Proposition 9.1. Define Hαh : Ω× R→ R, regarded as a random function Hαh(ω) : R→ R, by
Hαh(z) =
F(z)− Fh(z)
(1 + |z|2)1/2+α ,
where α > 1/2 is a fixed constant. Since Hαh is continuously differentiable a.s., by Theorem 9.4,
|F(z)− Fh(z)| ≤ c2(1 + |z|2)1/2+α ‖Hαh‖1,2 , for all z ∈ R a.s.
Without loss of generality, we may let the compact set be A = {z : |z| ≤M} where M > 0. Then,
sup
|z|≤M
|F(z)− Fh(z)| ≤ c2(1 +M2)1/2+α ‖Hαh‖1,2 , a.s. (11)
It remains to estimate ‖Hαh‖1,2. Starting from the definition of ‖·‖1,p, a standard estimation yields
‖Hαh‖21,2 ≤C2
∫
R
|F(z)− Fh(z)|2 + |∇zF(z)−∇zFh(z)|2
(1 + |z|2)1+2α dz,
where C2 is a deterministic constant depending only on α (but not z and h).
Now we take expectation on both sides. By Lemma 9.3, we have
E
[
‖Hαh‖21,2
]
≤C2
∫
R
E[|F(z)− Fh(z)|2 + |∇zF(z)−∇zFh(z)|2]
(1 + |z|2)1+2α dz,
≤C1C2h
∫
R
1
(1 + |z|2)2α dz,
where the last integral is finite since α > 1/2.
We have shown that E
[
‖Hαh‖21,2
]
= O(h). Thus ‖Hαh‖1,2 → 0 in L2, and hence also in probability, as h→ 0. From
equation 11, we have that supz∈A |Fh(z)− F(z)| converges to 0 in probability as h→ 0.
It is clear from the above proof that we may generalize to the case where d > 1 and other numerical schemes if
we can bound the expected W 1,p-norm of Fh − F in terms of z and h, for p > d, where W 1,p here denotes the
Sobolev space consisting of all real-valued functions on Rd whose weak derivatives are functions in Lp. For the
Euler scheme and d > 1, we need only bound the Lp norm of the discretization error in term of z and h for
general p. To achieve this, we would need to make explicit the dependence on z for existing estimates (see e.g.
[39, Chapter 10]).
Generically extending the argument to other numerical schemes, however, is technically non-trivial. We plan to
address this question in future research.
9.4 Stochastic Adjoint has Commutative Noise when Original SDE has Diagonal Noise
Recall the Stratonovich SDE (2) with drift and diffusion functions b, σ1, . . . , σm ∈ Rd×R→ Rd governed by a set
of parameters θ ∈ Rp. Consider the augmented state composed of the original state and parameters Yt = (Zt, θ).
The augmented state satisfies a Stratonovich SDE with the drift function f(y, t) = (b(z, t),0p) and diffusion
functions gi(y, t) = (σi(z, t),0p) for i ∈ [m]. By (5) and (6), the dynamics for the adjoint process of the augmented
state is characterized by the backward SDE:
Ayt = A
y
T +
∫ T
t
∇f(Ys, s)>Ays dt+
m∑
i=1
∫ T
t
∇gi(Ys, s)>Ays ◦ d
̂
W
(i)
s .
By definitions of f and gi, the Jacobian matrices ∇f(x, s) and ∇gi(x, s) can be written as:
∇f(y, s) =
(
∂b(z,s)
∂z 0d×p
0p×d 0p×p
)
∈ R(d+p)×(d+p), ∇gi(y, s) =
(
∂σi(z,s)
∂z 0d×p
0p×d 0p×p
)
∈ R(d+p)×(d+p).
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Thus, we can write out the backward SDEs for the adjoint processes of the state and parameters separately:
Azt =A
z
T +
∫ T
t
∂b(z, s)
∂z
∣∣∣∣>
z=Zs
Azs dt+
m∑
i=1
∫ T
t
∂σi(z, s)
∂z
∣∣∣∣>
z=Zs
Azs ◦ d
̂
W
(i)
s , (12)
Aθt =A
θ
T +
∫ T
t
∂b(z, s)
∂θ
∣∣∣∣>
z=Zs
Azs dt+
m∑
i=1
∫ T
t
∂σi(z, s)
∂θ
∣∣∣∣>
z=Zs
Azs ◦ d
̂
W
(i)
s .
Now assume the original SDE has diagonal noise. Then, m = d and Jacobian matrix ∇σi(z) can be written as:
∂σi(z)
∂z
=
0 ... 0 0 0 ... 00 ... 0 ∂σi,i(z)∂zi 0 ... 0
0 ... 0 0 0 ... 0
 . (13)
Consider the adjoint process for the augmented state along with the backward flow of the backward SDE (3). We
write the overall state as Xt = (Zt, Azt , Aθt ), where we abuse notation slightly to let {Zt}t∈T denote the backward
flow process. Then, by (12) and (13), {Xt}t∈T satisfies a backward SDE with a diffusion function that can be
written as:
G(x) =

−σ1,1(z1) 0 . . . 0 0
. . .
0 0 . . . 0 −σd,d(zd)
∂σ1,1(z1)
∂z1
az1 0 . . . 0 0
. . .
0 0 . . . 0
∂σd,d(zd)
∂zd
azd
∂σ1,1(z1)
∂θ1
az1 . . . . . . . . .
∂σd,d(zd)
∂θ1
azd
. . . . . . . . . . . . . . .
∂σ1,1(z1)
∂θp
az1 . . . . . . . . .
∂σd,d(zd)
∂θp
azd

∈ R(2d+p)×d. (14)
Recall, for an SDE with diffusion function Σ(x) ∈ Rd×m, it is said to satisfy the commutativity property [70] if
d∑
i=1
Σi,j2(x)
∂Σk,j1(x)
∂xi
=
d∑
i=1
Σi,j1(x)
∂Σk,j2(x)
∂xi
, (15)
for all j1, j2 ∈ [m] and k ∈ [d]. When an SDE has commutative noise, the computationally intensive double Itô
integrals (and the Lévy areas) need not be simulated by having the numerical scheme take advantage of the
following property of iterated integrals [30]:∫ t
s
∫ u
s
dW (i)r dW
(j)
u +
∫ t
s
∫ u
s
dW (j)r dW
(i)
u = ∆W
(i)∆W (j),
where the Brownian motion increment ∆W (i) = W (i)t −W (i)s for i ∈ [m] can be easily sampled.
To see that the diffusion function (14) indeed satisfies the commutativity condition (15), we consider several cases:
• k = 1, . . . , d: Both LHS and RHS are zero unless j1 = j2 = k, since for Σi,j2(x)
∂Σk,j1 (x)
∂xi
to be non-zero,
i = j1 = j2 = k.
• k = d+ 1 . . . , 2d: Similar to the case above.
• k = 2d+ 1 . . . , 2d+ p: Write k = 2d+ l, where l ∈ [p]. Both LHS and RHS are zero unless j1 = j2 = l, since
for Σi,j2(x)
∂Σk,j1 (x)
∂xi
to be non-zero i = l or i = d+ l and j1 = j2 = l.
Since in all scenarios, LHS = RHS, we conclude that the commutativity condition holds.
Finally, we comment that the Milstein scheme for the stochastic adjoint of diagonal noise SDEs can be implemented
such that during each iteration of the backward solve, vjp is only called a number of times independent respect
to the dimensionality of the original SDE.
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9.5 Background on Latent SDE
Consider a filtered probability space (Ω,F , {Ft}0≤t≤T , P ), where [0, T ] is a finite time horizon.
Recall the approximate posterior process that we intend to learn is governed by the SDE:
dZt = hφ(Zt, t) dt+ σ(Zt, t) dWt, Z0 = z0 ∈ Rd, (16)
Suppose there exists a measurable function u(z, t) such that
• σ(z, t)u(z, t) = hφ(z, t)− hθ(z, t), and
• u(Zt, t) satisfies Novikov’s condition, i.e. E
[
exp
(∫ T
0
1
2 |u(Zt, t)|2 dt
)]
<∞.
Novikov’s condition ensures that the process
Mt = exp
(
−
∫ t
0
1
2
|u(Zs, s)|2 ds−
∫ t
0
u(Zs, s)
> dWs
)
, 0 ≤ t ≤ T,
is a P -martingale. By Girsanov Theorem II [56, Theorem 8.6.4], the process Ŵt =
∫ t
0
u(Zs, s) ds+Wt, 0 ≤ t ≤ T
is a Wiener process under the probability measure Q defined by
dQ = MT dP,
Moreover, since a simple rewrite shows that
dZt = hθ(Zt, t) dt+ σ(Zt, t) dŴt, Z0 = z0, (17)
we conclude that the Q-law of (17) (or equivalently (16)) is the same as the P -law of the prior process.
9.5.1 Deriving the Variational Bound
Let xt1 , . . . , xtN be observation data at times t1, . . . , tN , whose conditionals only depend on the respective latent
states zt1 , . . . , ztN . Since the Q-law of the approximate posterior is the same as the P -law of the prior,
log p(xt1 , . . . , xtN ) = logEP
[
N∏
i=1
p(xti |z˜ti)
]
= logEQ
[
N∏
i=1
p(xti |zti)
]
= logEP
[
N∏
i=1
p(xti |zti)MT
]
≥EP
[
N∑
i=1
log p(xti |zti) + logMT
]
=EP
[
N∑
i=1
log p(xti |zti)−
∫ T
0
1
2
|u(Zt, t)|2 dt−
∫ T
0
u(Zt)
> dWt
]
=EP
[
N∑
i=1
log p(xti |zti)−
∫ T
0
1
2
|u(Zt, t)|2 dt
]
,
where the second line follows from the definition of Q and third line follows from Jensen’s inequality. In the last
equality we used the fact that the Itô integral
∫ ·
0
u(Zt)
>dWt is a martingale.
9.6 Stochastic Adjoint for Latent SDE
Note that the variational free energy (10) can be derived from Girsanov’s change of measure theorem [57]. To
efficiently Monte Carlo estimate this quantity and its gradient, we simplify the equation by noting that for a
one-dimensional process {Vt}t∈T adapted to the filtration generated by a one-dimensional Wiener process {Wt}t∈T,
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if Novikov’s condition [55] is satisfied, then the process defined by the Itô integral
∫ t
0
Vs dWs is a Martingale [55].
Hence, E
[∫ T
0
u(Zt, t)
> dWt
]
= 0, and
LVI = E
[
1
2
∫ T
0
|u(Zt, t)|2 dt−
∑N
i=1 log p(yti |zti)
]
.
To Monte Carlo simulate the quantity in the forward pass along with the original dynamics, we need only extend
the original augmented state with an extra variable Lt such that the new drift and diffusion functions for the new
augmented state Yt = (Z>t , θ>, Lt)> are
f(x, t) =
 b(z, t)0p
1
2 |u(z, t)|22
 ∈ Rd+p+1, gi(x, t) =
σi(z, t)0p
0
 ∈ Rd+p+1, i ∈ [m].
By (7), the backward SDEs of the adjoint processes become
Azt =A
z
T +
∫ T
t
(
∂b(z, s)
∂z
∣∣∣∣>
z=Zs
Azs +
1
2
∂ ‖u(z, s)‖22
∂z
∣∣∣∣
z=Zs
Als
)
dt+
m∑
i=1
∫ T
t
∂σi(z, s)
∂z
∣∣∣∣>
z=Zs
Azs ◦ dˇW (i)s ,
Aθt =A
θ
T +
∫ T
t
(
∂b(z, s)
∂θ
∣∣∣∣>
z=Zs
Azs +
1
2
∂ ‖u(z, s)‖22
∂θ
∣∣∣∣
z=Zs
Als
)
dt+
m∑
i=1
∫ T
t
∂σi(z, s)
∂θ
∣∣∣∣>
z=Zs
Azs ◦ dˇW (i)s ,
Alt =A
l
T .
(18)
In this case, neither do we need to actually simulate the backward SDE of the extra variable nor do we need to
simulate its adjoint. Moreover, when considered as a single system for the augmented adjoint state, the diffusion
function of the backward SDE (18) satisfies the commutativity property (15).
9.7 Test Problems
In the following, α, β, and p are parameters of SDEs, and x0 is a fixed initial value.
Example 1.
dXt = αXt dt+ βXt dWt, X0 = x0.
Analytical solution:
Xt = X0e
(
β−α22
)
t+αWt .
Example 2.
dXt =−
(
p2
)2
sin (Xt) cos
3 (Xt) dt+ p cos
2 (Xt) dWt, X0 = x0.
Analytical solution:
Xt = arctan (pWt + tan (X0)) .
Example 3.
dXt =
(
β√
1 + t
− 1
2(1 + t)
Xt
)
dt+
αβ√
1 + t
dWt, X0 = x0.
Analytical solution:
Xt =
1√
1 + t
X0 +
β√
1 + t
(t+ αWt) .
In each numerical experiment, we duplicate the equation 10 times to obtain a system of SDEs where each
dimension had their own parameter values sampled from the standard Gaussian distribution and then passed
through a sigmoid to ensure positivity. Moreover, we also sample the initial value for each dimension from a
Gaussian distribution.
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Figure 7: (a-c) Example 1. (d-f) Example 3.
9.8 Results for Example 1 and 3
9.9 Toy Datasets Configuration
9.9.1 Geometric Brownian Motion
Consider a geometric Brownian motion SDE:
dXt = µXt dt+ σXt dWt, X0 = x0.
We use µ = 1, σ = 0.5, and x0 = 0.1 +  as the ground-truth model, where  ∼ N (0, 0.032). We sample 1024 time
series, each of which is observed at intervals of 0.02 from time 0 to time 1. We corrupt this data using Gaussian
noise with mean zero and standard deviation 0.01.
To recover the dynamics, we use a GRU-based [13] latent SDE model where the GRU has 1 layer and 100 hidden
units, the prior and posterior drift functions are MLPs with 1 hidden layer of 100 units, and the diffusion function
is an MLP with 1 hidden layer of 100 hidden units and the sigmoid activation applied at the end. The drift
function in the posterior is time-inhomogenous in the sense that it takes in a context vector of size 1 at each
observation that is output by the GRU from running backwards after processing all future observations. The
decoder is a linear mapping from a 4 dimensional latent space to observation space. For all nonlinearities, we use
the softplus function. We fix the observation model to be Gaussian with noise standard deviation 0.01.
We optimize the model jointly with respect to the parameters of a Gaussian distribution for initial latent state
distribution, the prior and posterior drift functions, the diffusion function, the GRU encoder, and the decoder.
We use a fixed discretization with step size of 0.01 in both the forward and backward pass. We use the Adam
optimizer [34] with an initial learning rate of 0.01 that is decay by a factor of 0.999 after each iteration. We use a
linear KL annealing schedule over the first 50 iterations.
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9.9.2 Stochastic Lorenz Attractor
Consider a stochastic Lorenz attractor SDE with diagonal noise:
dXt =σ (Yt −Xt) dt+ αx dWt, X0 = x0,
dYt = (Xt (ρ− Zt)− Yt) dt+ αy dWt, Y0 = y0,
dZt = (XtYt − βZt) dt+ αz dWt, Z0 = z0.
We use σ = 10, ρ = 28, β = 8/3, (αx, αy, αz) = (.15, .15., .15), and (x0, y0, z0) sampled from the standard
Gaussian distribution as the ground-truth model. We sample 1024 time series, each of which is observed at
intervals of 0.025 from time 0 to time 1. We normalize these samples by their mean and standard deviation across
each dimension and corrupt this data by Gaussian noise with mean zero and standard deviation 0.01.
We use the same architecture and training procedure for the latent SDE model as in the geometric Brownian
motion section, except that the diffusion function consists of four small neural networks, each for a single dimension
of the latent SDE.
9.10 Additional Visualization
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Figure 8: Additional visualizations of learned posterior and prior dynamics on the synthetic stochastic Lorenz
attractor dataset. First row displays the true data and posterior reconstructions. Second row displays samples
with initial latent state for each trajectory is sampled independently. Third row displays samples with initial
latent state sampled and fixed to be the same for different trajectories.
See Figure 8 for additional visualization on the synthetic Lorenz attractor dataset. See Figure 9 for visualization
on the synthetic geometric Brownian motion dataset. We comment that for the second example, the posterior
reconstructs the data well, and the prior process exhibit behavior of the data. However, from the third row, we
can observe that the prior process is learned such that most of the uncertainty is account for in the initial latent
state. We leave the investigation of more interpretable prior process for future work.
9.11 Model Architecture for Learning from Motion Capture Dataset
We use a latent SDE model with an MLP encoder which takes in the first three frames and outputs the mean
and log-variance of the variational distribution of the initial latent state and a context vector. The decoder has a
similar architecture as that for the ODE2VAE model [90] and projects the 6-dimensional latent state into the
50-dimensional observation space. The posterior drift function takes in a 3-dimensional context vector output
by the encoder and the current state and time, whereas the prior drift only takes in the current state and time.
The diffusion function is composed of multiple small neural nets, each producing a scalar for the corresponding
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Figure 9: Visualizations of learned posterior and prior dynamics on the synthetic geometric Brownian motion
dataset. First row displays the true data and posterior reconstructions. Orange contour covers 95% of 512 samples.
Second row displays samples with initial latent state for each trajectory is sampled independently. Third row
displays samples with initial latent state sampled and fixed to be the same for different trajectories.
dimension such that the posterior SDE has diagonal noise. We use the same observation likelihood as that of the
ODE2VAE model [90]. We comment that the overall parameter count of our model (11605) is smaller than that
of ODE2VAE for the same task (12157).
The latent ODE baseline was implemented with a similar architecture, except is does not have the diffusion and
prior drift components, and its vector field defining the ODE does not take in a context vector. Therefore, the
model has slightly fewer parameters (10573) than the latent SDE model. See Figure 10 for overall details of the
architecture.
The main hyperparameter we tuned was the coefficient for reweighting the KL. For both the latent ODE and SDE,
we considered training the model with a reweighting coefficient in {1, 0.1, 0.01, 0.001}, either with or without a
linear KL annealing schedule that increased from 0 to the prescribed value over the first 200 iterations of training.
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Figure 10: Architecture specifics for the latent SDE model used to train on the mocap dataset. First row from
left to right are the encoder and decoder. Second row from left to right are the prior drift, posterior drift, and
diffusion functions.
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9.12 Stochastic Adjoint Implementation
We include the core implementation of the stochastic adjoint, assuming access to a callable Brownian motion
bm, an Euler-Maruyama integrator ito_int_diag for diagonal noise SDEs, and several helper functions whose
purposes can be inferred from their names.
class _SdeintAdjointMethod(torch.autograd.Function):
@staticmethod
def forward(ctx, *args):
(y0, f, g, ts, flat_params_f, flat_params_g, dt, bm) = (
args[:-8], args[-7], args[-6], args[-5], args[-4], args[-3], args[-2], args[-1])
ctx.f, ctx.g, ctx.dt, ctx.bm = f, g, dt, bm
def g_prod(t, y, noise):
g_eval = g(t=t, y=y)
g_prod_eval = tuple(
g_eval_i * noise_i for g_eval_i, noise_i in _zip(g_eval, noise))
return g_prod_eval
with torch.no_grad():
ans = ito_int_diag(f, g_prod, y0, ts, dt, bm)
ctx.save_for_backward(ts, flat_params_f, flat_params_g, *ans)
return ans
@staticmethod
def backward(ctx, *grad_outputs):
ts, flat_params_f, flat_params_g, *ans = ctx.saved_tensors
f, g, dt, bm = ctx.f, ctx.g, ctx.dt, ctx.bm
f_params, g_params = tuple(f.parameters()), tuple(g.parameters())
n_tensors = len(ans)
def aug_f(t, y_aug):
y, adj_y = y_aug[:n_tensors], y_aug[n_tensors:2 * n_tensors]
with torch.enable_grad():
y = tuple(y_.detach().requires_grad_(True) for y_ in y)
adj_y = tuple(adj_y_.detach() for adj_y_ in adj_y)
g_eval = g(t=-t, y=y)
gdg = torch.autograd.grad(
outputs=g_eval, inputs=y,
grad_outputs=g_eval,
create_graph=True)
f_eval = f(t=-t, y=y)
f_eval = _sequence_subtract(gdg, f_eval) # -f + gdg.
vjp_y_and_params = torch.autograd.grad(
outputs=f_eval, inputs=y + f_params + g_params,
grad_outputs=tuple(-adj_y_ for adj_y_ in adj_y),
retain_graph=True, allow_unused=True)
vjp_y = vjp_y_and_params[:n_tensors]
vjp_f = vjp_y_and_params[-len(f_params + g_params):-len(g_params)]
vjp_g = vjp_y_and_params[-len(g_params):]
vjp_y = tuple(torch.zeros_like(y_)
if vjp_y_ is None else vjp_y_ for vjp_y_, y_ in zip(vjp_y, y))
adj_times_dgdx = torch.autograd.grad(
outputs=g_eval, inputs=y,
grad_outputs=adj_y,
create_graph=True)
extra_vjp_y_and_params = torch.autograd.grad(
outputs=g_eval, inputs=y + f_params + g_params,
grad_outputs=adj_times_dgdx,
allow_unused=True)
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extra_vjp_y = extra_vjp_y_and_params[:n_tensors]
extra_vjp_f = extra_vjp_y_and_params[-len(f_params + g_params):-len(g_params)]
extra_vjp_g = extra_vjp_y_and_params[-len(g_params):]
extra_vjp_y = tuple(
torch.zeros_like(y_) if extra_vjp_y_ is None
else extra_vjp_y_ for extra_vjp_y_, y_ in zip(extra_vjp_y, y))
vjp_y = _sequence_add(vjp_y, extra_vjp_y)
vjp_f = vjp_f + extra_vjp_f
vjp_g = vjp_g + extra_vjp_g
return (*f_eval, *vjp_y, vjp_f, vjp_g)
def aug_g_prod(t, y_aug, noise):
y, adj_y = y_aug[:n_tensors], y_aug[n_tensors:2 * n_tensors]
with torch.enable_grad():
y = tuple(y_.detach().requires_grad_(True) for y_ in y)
adj_y = tuple(adj_y_.detach() for adj_y_ in adj_y)
g_eval = tuple(-g_ for g_ in g(t=-t, y=y))
vjp_y_and_params = torch.autograd.grad(
outputs=g_eval, inputs=y + f_params + g_params,
grad_outputs=tuple(-noise_ * adj_y_ for noise_, adj_y_ in zip(noise, adj_y)),
allow_unused=True)
vjp_y = vjp_y_and_params[:n_tensors]
vjp_f = vjp_y_and_params[-len(f_params + g_params):-len(g_params)]
vjp_g = vjp_y_and_params[-len(g_params):]
vjp_y = tuple(
torch.zeros_like(y_) if vjp_y_ is None
else vjp_y_ for vjp_y_, y_ in zip(vjp_y, y)
)
g_prod_eval = _sequence_multiply(g_eval, noise)
return (*g_prod_eval, *vjp_y, vjp_f, vjp_g)
def aug_bm(t):
return tuple(-bmi for bmi in bm(-t))
T = ans[0].size(0)
with torch.no_grad():
adj_y = tuple(grad_outputs_[-1] for grad_outputs_ in grad_outputs)
adj_params_f = torch.zeros_like(flat_params_f)
adj_params_g = torch.zeros_like(flat_params_g)
for i in range(T - 1, 0, -1):
ans_i = tuple(ans_[i] for ans_ in ans)
aug_y0 = (*ans_i, *adj_y, adj_params_f, adj_params_g)
aug_ans = ito_int_diag(
f=aug_f, g_prod=aug_g_prod, y0=aug_y0,
ts=torch.tensor([-ts[i], -ts[i - 1]]).to(ts),
dt=dt, bm=aug_bm)
adj_y = aug_ans[n_tensors:2 * n_tensors]
adj_params_f, adj_params_g = aug_ans[-2], aug_ans[-1]
# Take the result at the end time.
adj_y = tuple(adj_y_[1] for adj_y_ in adj_y)
adj_params_f, adj_params_g = adj_params_f[1], adj_params_g[1]
# Accumulate gradients at intermediate points.
adj_y = _sequence_add(
adj_y, tuple(grad_outputs_[i - 1] for grad_outputs_ in grad_outputs)
)
return (*adj_y, None, None, None, adj_params_f, adj_params_g, None, None)
