The convergence of multimedia, virtual reality and the Internet is promoting low-cost multimedia virtual environments which are easily accessible to large network communities. These environments, which facilitate usability and enhance user experience, are very suitable for supporting user-oriented application domains such as e-learning and entertainment. This paper presents a multimedia virtual environment, namely the Virtual Video Gallery, an advanced, distributed media on-demand system which is browsable through a virtual world. By taking a virtual walk inside the gallery, the user can interactively select, preview, watch and control multimedia sessions. While the user-centred design of the system relies on UML-based modelling techniques, system implementation is obtained by the integration of Java, VRML and Web-based technologies. In order to evaluate the user-oriented effectiveness of the Virtual Video Gallery and compare it to currently available Internet-based MoD systems, the usability testing of the system was established for deriving both summative and formative usability data.
INTRODUCTION
The convergence of multimedia, virtual reality and the Internet is promoting the development of large-scale, interactive Multimedia Virtual Environments (MVEs) (Ferscha & Johnson 1999) characterized by easy accessibility, which integrate multimedia streaming into a virtual world. Application domains ranging from education to entertainment, from health care to military simulations, can be supported and made more appealing by exploiting MVEs. In particular, MVEs enhance user experience, which is no longer bound to static GUIs but depends on audio, video and virtual reality objects, and favour usability by means of intuitive features, metaphors of the real world, such as speech, vision and gestures.
A low-cost development of MVEs over the Internet can be effectively supported by integrating the following key enabling technologies: (i) the WEB (World Wide Web Consortium 2003) , which provides a robust client/server infrastructure which can be ubiquitously accessed; (ii) Java (Java Technology 2003) , which is currently the most employed platform and language for developing large-scale distributed applications; (iii) VRML (Virtual Reality Manipulation Language) (Carey 1998) , which allows for both the easy construction and the standard representation of complex virtual worlds.
In particular, these MVEs can be exploited to promote the use of Internet-based Media onDemand (MoD) systems (Fortino et al. 2002b ) that will play a strategic role in the context of distance learning and recreation by providing access and delivery of archived multimedia objects. In fact, the MoD systems, which are currently available on the Internet, are still not fully exploited. This is due to (i) general issues affecting all distributed multimedia applications which offer audio/video streaming and (ii) issues which specifically address the MoD systems. Among the latter, the humancomputer interface has a relevant role in that its usability and degree of appeal can strongly influence the intensive use of a MoD system. This paper presents an original Internet-based multimedia virtual on-demand environment -the Virtual Video Gallery (VVG) -that can be applied for both entertainment and education. The VVG is obtained through the modular composition of a distributed MoD system and a virtual world. By navigating the virtual world which reproduces an art gallery where media objects are exhibited, the user can choose and query a media object, and, if interested, can start and control the audio/video presentation which is associated with the selected media object. In particular, the VVG architecture is composed of:
• the Gallery Server, which is the web-based service access point; • the Media Servers, which provide streaming of archived multimedia presentations; • the Virtual Client, which contains the video gallery virtual world and the media presenter, which are separate components interacting through a standard interface.
The implementation of the VVG is currently based on key enabling technologies, so obtaining easy accessibility of the system through a web browser and multi-platform portability for both the server and the client. Since the main design goal of the VVG is to provide a user-centred MoD system which is appealing, easy-to-use and particularly productive for the final user, usability testing of the VVG is being carried out to obtain both summative and formative usability data (Hilbert and Redmiles 2000) . The final aim of the usability testing is to evaluate the effectiveness of integrating a virtual reality world with an Internet-based MoD system and to derive general practises for designing and developing usercentred MoD systems. The evaluation of several available Internet-based MoD systems and their comparison with the VVG is thus also being carried out. Preliminary analysis indicates that the VVG may overcome the main issues which prevent the MoD systems currently available on the Internet from being widely and intensively used.
The rest of this paper is structured as follows. In section 2 the most exploited key enabling technologies are overviewed and their integration for building Internet-based MVEs is discussed. Section 3 details the design goals and the architecture of the VVG. Section 4 describes the modelling and some snapshots of the virtual multimedia GUI of the VVG. Section 5 overviews some representative commercial and research-oriented Internetbased MoD systems. Section 6 discusses usability issues of Internet-based MoD systems and illustrates the usability testing which is being carried out. Finally, in Section 7, conclusions are drawn and directions of future work delineated.
INTEGRATING MULTIMEDIA AND VIRTUAL REALITY TECHNOLOGIES ON THE INTERNET
Advances in communications, computers and software are transforming the Internet from a metanetwork to a world-wide computing platform which is able to provide a large set of diversified services. The World Wide Web (WWW) has facilitated such a transformation by providing an application-level infrastructure atop of the Internet which allows users to access resources and services according to the client/server paradigm. In the last few years notable research efforts have been devoted to developing interactive multimedia applications and virtual worlds using the WWW as the basic infrastructure in order to reach as much audience as possible. The most recent deliverables, which have already become widely used de facto standards, encompass IP-based multimedia streaming technology (Crowcroft et al. 1999; McCanne 1999) and the Virtual Reality Manipulation Language (VRML) along with its related tools. An issue which is still open, however, is how to effectively integrate the available Internet-based multimedia technologies with virtual reality (Brutzman 1998; Mueller and Neuhold 1998) .
The Java platform allows for the realization of an effective solution based on:
• the Java Media Framework (JMF) (Java Media Framework 2000) , which is an API providing extensive support for the development of Internet-based multimedia applications. In particular, it includes media encoders/decoders (e.g. MPEG 1 and 4), media players, and media streaming and control protocols such as the Realtime Transport Protocol (RTP) (Shulzrinne et al. 1996) and the Real Time Streaming Protocol (RTSP) (Schulzrinne et al. 1998) , which are Internet Request For Comments (RFCs).
• the External Authoring Interface (EAI) (EAI 1997) , which is a standard interface enabling the interaction between a virtual world defined by VRML and a Java applet in the context of a web browser. In particular, the interaction is based on both out-events, which can be captured from the virtual world and elaborated by the Java applet, and on in-events, which are sent from the Java applet to the virtual world to change its global state. Figure 1 portrays a two-tier reference architectural schema upon which a specific Java-based multimedia virtual environment can be built. The web server archives the VRML file of the virtual world, the code of the JMF-based applet, the HTML entry page which contains tags to embed both the VRML file and the Java applet, and the classes related to JMF and EAI.
MVE activation and execution is supported by a Java-compliant web browser enhanced with a VRML player plug-in. Visually, the MVE shows itself as two aligned windows: one based on the "look and feel" of the VRML player which displays the virtual world, and the other based on the GUI of the JMF-based Applet.
The JMF-based applet is served by a media server which provides streaming of media objects on demand according to a specific application logic. The media streaming transport protocol can be based on RTP and the streaming control protocol on RTSP even though proprietary protocols can be exploited.
The proposed schema provides a weak integration in that the audio/video objects are handled in the Java applet and are not embedded in the virtual world. A complete merging requires the ad-hoc implementation of a multimedia virtual player which can introduce heavy performance issues on the client side in the context of a massively heterogeneous environment like the Internet. A prototype is reported in (de Oliveira et al. 2003) , which is based on Java 3D API and JMF.
THE VIRTUAL VIDEO GALLERY
The main goal of the Virtual Video Gallery (VVG) system is to create a multimedia virtual environment (MVE) on the Internet for browsing and streaming archived multimedia sessions. In particular, the VVG design goals are as follows:
• Web-based service access point. Using the web as the main gate to the VVG services makes the VVG easily and world-wide accessible by means of a web browser.
• Dynamic client installation. Users do not have to install any additional software; the software they need for connecting to the VVG is dynamically installed on-demand under the form of a Java applet.
• Browsing supported by a dynamic virtual world. A dynamic virtual world (Brutzman 1998) resulting from the integration of a VRML-based virtual world and Java enhances the plain navigability features of hypertexts and improves the user experience with respect to a traditional "clickbased" GUI.
• Distributed MoD server. Although the access to the services of the VVG is centralized so to provide the user with a single point of contact, the media streaming architecture of the server (transparently to the user) is fully distributed.
• Highly-interactive playback. The playback of the archived multimedia sessions is based on the standard Internet protocols for media streaming and control.
• Multi-platform portability. By relying on the Java platform, Web technologies, VRML and the Internet multimedia protocol stack, the system is endowed with an intrinsic multi-platform portability.
Figure 1 A reference architectural schema for Java enabled integration of multimedia streaming and virtual reality on the WWW
• Improved usability with respect to existing Internetbased MoD systems. Usability is a key issue influencing the adoption of existing Internet-based MoD systems; merging the multimedia GUI with Virtual Reality is expected to improve usability.
The system architecture
The architecture (Figure 2 ) of the VVG system, which was designed (Fortino et al. 2002a ) using the Unified Modelling Language (UML) and its multimedia extensions (Baumeister et al 1999; Sauer and Engels 2001) , is an improvement upon the reference architectural schema proposed in section 2. The server side is organized like a Content Distribution Network (CDN) to which clients can connect and ask for services. In particular, the VVG consists of the following three main components: the Gallery Server, the Media Server, and the Virtual Client.
The Gallery Server (GS) is the VVG service access point and is composed of:
• a Web Server, which allows for the download of both the HTML entry page of the VVG and the HTML page in which the application client is embedded; • the Gallery Application Server (GAS), which is a Java remote-enabled, thread-safe object supported by the RMI Naming Server (or RMI registry), provides the following functionalities: (i) authentication of the users through a login and password; (ii) access to and retrieval of the movie list and information; (iii) admission control for the incoming client requests. The admission control policy is based on the availability of the requested movie and on the actual load of the system.
• relational databases which archive the list of the registered users and information about the available movies.
The Media Server (MS) is the network entity which provides movie posters, trailers and streaming of movies. MSs can dynamically join (or register to) and leave (or deregister from) a chosen GS thus contributing to create loosely coupled media clusters. The MS is composed of:
• the Web Server, which is intended for HTTPbased remote retrieval of images (files in GIF format) and trailers (small-sized MPEG files).
• the Movie Repository, which contains RTPbased media files, obtained using the ViCRO system (Fortino and Nigro 2003) by dumping RTP-based sessions, which were generated by RTP-based audio/video conference tools (McCanne 1999).
• the Media Streamer (MStr), which is a multimedia networked component, re-used and adapted from the ViCRO system, which reads RTPbased media files and streams them back onto the network. MStr can be interactively controlled by means of its RTSP-based interface.
• the Movie Application Server (MAS), which is a remote-enabled, thread-safe object supported by the RMI Registry and performs the following tasks:
submission and update of the local movie list and information to the GS; -activation and control of an MStr; -calculation of system load parameters to accept or refuse requests for streaming movies.
The MAS interacts with a relational database which contains information about the available local movies.
The Virtual Client (VC) allows a user to connect to the GS, navigate the VVG, and select a movie. It consists of:
• the Java Media Applet (JMA), which enables a user to perform the following tasks: authenticated log-in, movie searching, visualization of information about movies, preview of trailers and presentation and control of movie playbacks. In particular, the presentation of multimedia objects is based on the Java Media Framework (JMF) library (Java Media Framework 2000) . While a whole movie is streamed, a movie trailer transmission is based on an HTTP bulk transfer. • the VRML-based World (VW), which represents an art gallery dislocated on several circular floors which are linked by an elevator. Each floor contains movie posters organized by genre (e.g. thriller, comics, fantasy, horror, drama, comedy, action). By walking through the Gallery, a user can select a movie by simply clicking on its poster. After the selection, information about the movie are displayed on the JMA GUI. The VW was modelled using 3D Studio MAX R3 (3D Studio Max R3 1999), a professional computer graphics tool, which is able to export the modelled virtual world into a VRML file (wrl). This file was successively enhanced with manually-inserted VRML code to allow for timed animations (e.g. movement of the environmental cameras, movement of the elevator among floors, etc.) and touch-sensible areas (e.g. the movie poster panels, the elevator buttons, etc.). The adopted VRML players are the Cosmo Player (Cosmo Software 2000) and the Cortona Player (Cortona 2003).
The VW and the JMA interact with one another through the External Authoring Interface (EAI). In particular, when specific VRML events (e.g. caused by user navigation) occur in the VW, the JMA is first notified about the event type by the EAI interface and then it carries out the corresponding event handling. For instance, when a user in the virtual gallery clicks on the movie poster, the generation of an event occurs; such an event is captured by the JMA which translates it to a movie information request at the GS. The JMA can also send events into the VW that can affect either the behaviour or the structure of the VW itself. For instance, when a new movie is available, its poster is automatically exposed in the Gallery by sending a specific event which changes the Gallery structure.
The interactions between the GS and the MS, and between the VC and the GS depend on the Java RMI middleware (Java Technology 2003). In particular, the GAS and the MAS continuously interact to perform content management. The media and control flows exchanged during the playback stage between the VC and the MStr are based on the Real-time Transport Protocol (RTP) (Shulzrinne et al. 1996) and the Real Time Streaming Protocol (RTSP) (Shulzrinne et al. 1998) , respectively.
4.
THE MULTIMEDIA VIRTUAL GUI
The modelling
To model the static presentation and the dynamic timed behaviour of the multimedia virtual GUI, graphical elements and concepts were borrowed from UML-based multimedia languages and purposely integrated. In particular, the navigational model and the static presentational model of Hyper-UML (Baumeister et al. 1999) In particular, the presentation diagram of the MVC MM was constructed by using the composite objects of the Hyper-UML static presentational model. This improves the expressiveness of the static GUI specification.
According to this approach, a multimedia application can be modelled by specifying: (i) the logical structure (classes and associations); (ii) media types (live captured and stored in a DB); (iii) temporal behaviour (synchronization); (iv) spatial arrangement and presentation (audio, video, GUI); (v) interactive and event-driven dynamics. Figure 3 visualizes the integrated specification diagram of the multimedia virtual GUI. The logical structure (M STAT section) of the multimedia Virtual GUI includes the association of application objects to media types, i.e. the static part of the model aspect of MVC MM . The multimedia Virtual GUI (or MMVAppl) is an aggregation of a VWorld (the Virtual World) and a MMAppl. The latter is composed of one or more MMApplUnit which can consist of one or more multimedia composite components. The temporal diagram (M DYN section) shows the synchronization between the video and the audio tracks of a movie. The "C" section reports a simplified statechart of the interactive multimedia virtual GUI controller. The statechart has two main concurrent states which represent the behaviour of the JMA and that of the Virtual World. In particular, the VIRTUALWORLD state is split into two further concurrent states in which the surfing of the Virtual World and some autonomous animations are performed. External events, i.e. sent from the JMA, are always listened to. The "V" section portrays an excerpt of the static presentation specification. It consists of the logical view of the main GUI of the JMA, along with the Movie Info, the Movie Search and the Movie Play GUI.
The user interaction
The entry page of the VVG allows for: (i) the installation of the Virtual Client according to the following modes: "with the virtual world" or "without the virtual world"; (ii) the registration of a user as a VVG user. A registered user can follow the "Enter with VRML World" link so that the complete VVG Client is downloaded. Before the activation of the VVG, the user has to log into the VVG by means of the log-in dialog of the JMA. Once activated, the VVG Client GUI appears as shown in Figure 4 , where the virtual world is on the right and the Applet GUI appears on the left. The numbered items were introduced on the snapshot to highlight key elements of the Multimedia Virtual GUI.
By default, a user starts surfing the Gallery from the first floor, which contains the Action movies. A movie can be selected in the following manner:
• the user can move by means of the VRML player, directly in front of the movie poster area (see item 1), and click on its touch-sensitive area; • the user can employ the GUI of the JMA to select a movie from the floor movie list (see item 3).
To browse movies of another genre the user can either change floor using the elevator (see item 2) or search for movies of specific genres by using the searching GUI (Figure 5a ) of the JMA which is enabled by the SEARCH button (see item 8). After a movie has been selected, it is possible to list its information (Figure 5b ), display its poster, preview its trailer, and start the whole movie presentation by means of the buttons labelled by the items 4, 6, 5, 7, respectively. The whole movie is presented on a window which is undocked from the JMA as shown in Figure 6 .
RELATED INTERNET-BASED MOD SYSTEMS
In the following the basic characteristics of the commercial and research-oriented MoD systems, which are being used in the usability testing (see section 6), are briefly described.
Research prototypes

ViCRO
The Video Conference Recording On-demand system (ViCRO; Fortino and Nigro 2003), developed at University of Calabria, is a multicast-based VoD system over MBone and WWW which allows for recording, playback and browsing of archived multimedia sessions. The server side of the system is completely implemented in Java whereas the client side is partially Java-enabled. The GUI of the client consists of two parts: the Java AWT-based control GUI and the media GUI which consists of the MBone tools (vic and vat). ViCRO is strongly based on the following Internet standard protocols: RTP/RTCP for media streaming, RTSP for streaming control and SDP for media session description.
JMFVoD
The Java Media Framework Video on Demand system (JMFVoD; Belda et al. 2002) , developed at Politechnique of Valencia, is a Java-based VoD system which consists of a stand-alone VoD server application, a web-integrated VoD client, and a database which contains all the available multimedia files in MPEG format. While the media stream transport layer is based on RTP/RTCP, the streaming control is proprietary and provides similar functionality of RTSP.
KOMSSYS
The KOM(S) streaming system (Komssys; Zink et al. 2001) , developed at Technical University of Darmstadt, is a VoD platform for experimental research. It is implemented in C++ using a component-based approach and provides a server, a client, and a proxy cache for MPEG-based audio/video streaming. As ViCRO, Komssys is based on RTP/RTCP, RTSP and SDP. The client GUI has been built using the Qt graphical toolkit.
Commercial systems
Real Networks
The Real Networks streaming technology (Real One 2003; Helix Universal Server 2003) , developed by Real Networks, allows for the construction of web-based media streaming on-demand systems, which are based on the Real One media player at the client side and on the Helix Universal Server at the server side. The Real One media player provides playback of audio and video streaming as well as web-based browsing of media objects. The Helix Universal Server provides support for streaming all major media types, including RealAudio/ RealVideo, Apple's QuickTime, MPEG-4 and Windows Media.
Windows Media
The Windows Media technology ( The media streaming and control GUI Server, and encoding tools. The Windows Media Player allows a user to request the streaming of a remote media file on-demand and to play its content. Streaming services are delivered through the Windows Media Server. Media file formats as well as protocols for media streaming and streaming control are proprietary.
Darwin
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USABILITY EVALUATION
Basic concepts
Usability evaluation can be defined as the act of measuring or identifying potential issues affecting usability attributes of a system or device with respect to particular users, while performing particular tasks, and in particular contexts (Hilbert and Redmiles 2000) . Usability attributes can vary depending on the background knowledge and experience of users, the tasks for which the system is used, and the context in which it is used. Usability, which is the issue of how satisfactorily users can make use of the system functionality, is traditionally associated with the following attributes (Nielsen 1993 ):
(i) Learnability: the system should be easy to learn so that the user can rapidly accomplish tasks using the system. Learnability problems may lead to increased training, staffing, and user support or corrective maintenance costs. Learnability is often associated to memorability, i.e. the system should be easy to remember, so that the casual user is able to return to the system after a period of time, without repeating the learning process. (ii) Performance efficiency and effectiveness: in terms of speed and error, the system should be effective and efficient to use, so that once the user has learned the system, a high level of productivity is possible. (iii) Flexibility: the system should support the use of different commands and strategies to achieve the same task. (iv) Error Tolerance and System Integrity: the system should have a low error rate, so that users make few errors during the use of the system, and when made, can easily recover from them. Further, unrecoverable errors must not occur. (v) User Satisfaction: the system should be aesthetically pleasant and enjoyable to use, so that users are subjectively satisfied when using it
From the usability evaluation, it is thus possible to obtain usability data which can be used to determine the utility as well as the usability of the system. It is worth noting that the aforementioned usability attributes, also referred as dimensions of usability testing (or evaluation), characterize all software systems interfacing final users. In particular, multimedia applications introduce new and peculiar usability issues (Lee 1999; Petersen 1998) which are further amplified if multimedia applications distributed over the Internet are considered. Thus, although theory and methods developed to support usability evaluation of traditional applications are not specific to deal with the usability evaluation of multimedia applications, they can be employed once purposely tuned.
Usability issues in MoD systems on the Internet
The usability of Internet-based media on-demand (MoD) systems is affected by both general issues (Synnes et al. 2001) which are common to all the distributed multimedia applications on the Internet providing transmission and reception of audio/video streams, and by issues specific of MoD systems. In particular, the general issues are related to:
• the network quality, which can heavily affect the transmitted media streams and also increase message latency. Without sufficient network resources (e.g. bandwidth) it is difficult to successfully transmit and/or correctly receive media streams. Even using a low rate media stream, for instance composed of a 128 Kbps video stream based on H.263 and 13 Kbps audio stream based on GSM, a bandwidth of at least 141 Kbps is needed, which is greater than the maximum bandwidth furnished by an ISDN line (128 Kbps). In fact, although video frame losses can be masked and more easily tolerate by users, loss rates of more than 2% can make the audio tiresome to listen to. So it is important to have the Fortino and Russo: The Virtual Video Gallery necessary quality of service in terms of bandwidth and loss rate from the network, even though techniques for repairing and/or for introducing redundancy at the source can be exploited to alleviate the problem. In addition, due to frequent packet losses the interactivity of messaging between users or of controlling a remote resource can be limited.
• the desktop hardware and software environment, which concur to diminish the audio/video quality at the client. PC-based media playing tools suffer from the problem that audio hardware is practically hard to set-up without risking echo feedback or noise. This is the main cause why non-expert people find difficulty when using these environments. Moreover, the video quality used in low-bandwidth configurations (typically maximum 128 Kbps of video) is oftentimes considered "awful" and "jerky". People are used to comparing the perceived video quality to that of TV with the consequence being that there is often a loss of interest. The audio quality suffers from the same comparison. The only way to overcome this problem is to increase the perceived quality by sending more data or by using a more effective encoding. Another important factor to consider is the synchronization between the lips of the speaker and the emitted speech (lip synchronization), which when un-synchronized disturbs the viewer of an audio/video presentation.
The specific issues, which were identified by analysing the available commercial and researchoriented Internet-based MoD systems overviewed in section 5, are:
• Service unavailability, which limits users to access and exploit the service. In particular, from the user perspective the unavailability of the service is considered the most unpleasant event since users are unable to use the system. • Media object unavailability, which can limit users from obtaining the requested media object. After selecting a media object on the basis of his/her preferences, a user expects to handle the requested media object, e.g. by controlling its playback. The denial of the requested media object generates user dissatisfaction.
• Scarce interactivity of the control, which could not allow users to efficiently control the playback of a media object. When a user sends a control command, he/she wants to receive immediate feedback and long waiting times annoy users that compare the interaction delays with the high degree of interactivity of home VCRs.
• Media object searching, which can obstacle users from finding desired media objects. Users should be provided with a powerful and easy-touse searching tool to search for media objects which fulfil the users' needs.
• Multimedia graphical user interface, which can prevent the system from being extensively used. From the user perspective, the GUI is the visible part of the system so, in the context of the Internet, it should be not only user-friendly and intuitive but also appealing since Internet users are initially attracted more by the appearance of an application (e.g. web site or applet) than its usefulness per se.
The first three specific issues mainly depend on the performances at the server side of a MoD system and on the network connecting users to the system. In particular, media streaming servers should be dimensioned to serve the target audience depending on its expected size. Such dimensioning requires an estimation of the maximum load that the system can sustain to guarantee availability of services and media objects as well as satisfactory degree of control interactivity. The solution employed by our VVG system, as well as by the majority of similar systems, is to use a local cluster of media streaming servers or a widely-distributed CDN (Content Distribution Network). Under the hypothesis that the issues related to the server side of the system and to the network have no influence at all, users can always access, choose and interactively control any media objects they desire obtaining the requested Quality of Service (QoS). In this case, the remaining key issues are the functionality of media object searching and, particularly, the multimedia GUI influenced by the desktop hardware and software environment.
6.3
Usability testing of the VVG Usability testing of the VVG aims at fulfilling the following objectives:
• Making judgements about the VVG per se and comparing competing systems (summative evaluation).
• Acquiring feedback to inform and evaluate design decisions for reverse engineering of the system (formative evaluation).
• Understanding which potential the integration of a virtual world and a classical multimedia GUI possesses to make an Internet-based MoD system more "usable" (summative and formative evaluation).
To this purpose, a general procedure of usability testing (Rubin 1994 ) was customized and organized in sequential steps as follows:
1. Planning a usability test Each user will be involved in a joint experimentation of the VVG and the "competing" Internet-based MoD systems cited in section 5. The profile of the user is that of a person who has at least a practical information technology background (e.g. experience of advanced web browsing and knowledge of office automation tools). The employed usability testing method is pluralistic walkthroughs, even though empirical methods are also considered for very skilled practitioners. The list of tasks a user has to perform are: (i) testing the Internet-based MoD systems mentioned in section 5 and filling a general questionnaire about each system; (ii) testing the VVG system and filling its specific questionnaire; (iii) filling a comparison questionnaire which report the perceived differences between the MoD systems and the VVG. Interviews are also used after a test completion for collecting further data. The experimentation testbed (or test environment) consists of a high-performance PC-cluster (also open to Internet) based on the Windows operating system. Inside such an environment, usability of the system is not affected by issues such as network quality, service unavailability, media object unavailability and scarce degree of control interactivity. Moreover, the desktop hardware and software environment issues were also mitigated by apposite settings. The media archive of the VVG is composed of RTP-based high-quality and lowquality movies. High-quality movies, which are delivered to users inside the cluster (or internal users), have the following characteristics: video rate c.a. 1 Mbps, video format CIF (Common Image Format -352 × 288 pixel), video encoding MPEG-1, audio encoding PCM u-law. Low-quality movies, which are intended to serve users outside the cluster (external users), have the following characteristics: video rate about 100 Kbps, video format QCIF (Quarter CIF -176 × 144 pixel), video encoding H.261, audio encoding GSM. Using such settings audio/video quality is on average considered to be good for internal users and acceptable for external ones. Tests can be carried out using both high-quality and low-quality movies.
Selecting a representative sample and recruiting participants
As the results of usability testing would be more valid if the participants were typical end-user of the VVG, the chosen sample of participants is a group of university students who had already but only attended introductory computer science courses, and thus similar to average users of Internet.
Preparing the test materials and actual test environment
Apart from activating the VVG system and the other MoD systems so making them ready to be used, additional materials such as task scenarios, prerequisite training materials (e.g. simplified user manuals), post-test questionnaires, and debriefing guides are available before starting a test.
Conducting the usability test
A typical test consists of at most two participants supported by a passive test monitor who was not expected to intervene in any way 5. Debriefing the participant After a participant completes to fill the questionnaire, he/she is questioned to provide further information about the test.
Analysing the data of the usability test
Obtained data are inserted into an appositely designed data warehouse and analysed using both traditional statistical methods and advanced data mining techniques.
Reporting the results
This is the last phase of the test in which the final report summarizing results, findings and recommendations is produced.
To date a limited usability testing of the VVG has been carried out. Based on the obtained usability data, the preliminary results indicates that the VVG has a higher degree of usability than the other systems. In particular, the main information, that is emerging from the on-going evaluation, is that using the assistance of the virtual world for browsing the movie archive makes the VVG the most appealing MoD system for medium and lowskilled users. Conversely more advanced users find the Multimedia Virtual GUI too simple and lacking in customisation mechanisms but they nonetheless find this GUI more appealing than the classical GUI of the other examined MoD systems.
CONCLUSIONS
Nowadays the Internet can actually support an Fortino and Russo: The Virtual Video Gallery efficient deployment and exploitation of distributed multimedia systems and applications. In particular, interactive media on-demand systems are emerging since they can be effectively employed to support prominent application domains such as elearning and entertainment. This paper has presented the Virtual Video Gallery (VVG), an advanced media on-demand system whose browsing functionalities are facilitated and enriched by a virtual world. Currently the VVG is specialized to serve the entertainment domain exhibiting movies in the virtual world. Nevertheless, as the virtual world is dynamically extendible and the Java applet transparently replaceable, the VVG can be easily customized for the education domain. To the best of the authors' knowledge, the VVG represents a first serious attempt to integrate a virtual world into an Internet-based MoD system. Usability testing is therefore being conducted not only to evaluate the usability of the VVG for summative or formative purposes but also to gain insights into how virtual reality and multimedia can be integrated into the context of Internet-based MoD systems. Preliminary tests show that using an effective virtual world to navigate the media archive can significantly augment the exploitation of Internetbased MoD systems which are, to date, under-used. Due to recent technological advances, further efforts will be devoted to improving the VVG. In particular, the VVG will be "restyled" using new multimedia formats (e.g. MPEG-4), the RMI middleware will be partially replaced with Web Services, and system security will be reinforced using media streaming encryption.
