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1 IntroductionThis paper is concerned with the nite element solution of the following elliptic boundaryvalue problem in a bounded polyhedral domain 
  IRd, d = 2; 3, with Lipschitz boundary@
: L"u   "u + b  ru+ cu = f in 
; (1.1)u = 0 on @
; (1.2)" 2 (0; 1] is a parameter. (1.1) (1.2) is a linear(ized) diusion-convection-reaction model.In particular, arbitrary ratios P (x)  " 1kb(x);Rdk (Peclet number) and  (x)  " 1jc(x)jwill be considered. Hence the whole range from (locally) diusion-dominated (P;   1)to (locally) convection- and/or reaction-dominated problems (P  1 and/or    1) is ofinterest. In case of P  1 and/or   1, (1.1) (1.2) is of singularly perturbed type and thesolution u may generate sharp boundary or interior layers where the solution of the limitproblem with " = 0 is not smooth or cannot satisfy the boundary condition (1.2). Theresolution of such layers is often the main interest in applications and will be considered inthis paper.Standard Galerkin nite element solutions may suer from numerical instabilities whichare generated by dominant convection and/or reaction terms unless the mesh is sucientlyrened. As a remedy, stabilized Galerkin methods have been proposed: the streamlinediusion method (SD) [7, 12, 17], the Galerkin/Least-squares method (GLS), see for example[13], and shock-capturing variants of them, see for example [9, 10, 14, 15]. In contrast tostandard methods of upwind type, stabilized Galerkin methods have the advantage to beconsistent with the weak formulation of (1.1) (1.2). We will focus on the (GLS)-method.Up to now, stabilized Galerkin methods were analyzed for isotropic meshes, that meanshe=%e = O(1) for "! 0, h! 0, where he and %e denote the diameter of the nite element eand the diameter of the largest inscribed ball in e, respectively. But a resolution of boundaryand interior layers with isotropic elements leads to an overrenement. An anisotropic meshrenement in the sense lim"!+0 he=%e =1 is much more ecient in such thin layers.We remark that the permission of %e = o (he) for h ! 0 was already discussed in [6, 16,18, 19] but they did not derive an advantage (from the point of view of numerical analysis)of using dierent element diameters in dierent directions. This remedy was removed in[3, 4, 5] by proving sharper estimates on the reference element, and the improved estimateswere applied to establish a-priori mesh renement near geometrical singularities (edges)in the case of diusion-dominated equations (Poisson type problems) [3, 5]. In this caseanisotropy was used in a slightly dierent sense than we do here, namely limh!+0 he=%e = 1.But this makes no dierence for the anisotropic local estimates. | We note that anisotropicelements were also considered from other points of view in [20, 23, 24, 25, 26, 28, 29, 30].In this paper, we extend the numerical analysis of the Galerkin/Least-squares methodto meshes which are anisotropically rened at least in boundary layers. The aim is to deriveerror estimates in the energy norm uniformly with respect to " 2 (0; 1]. Such an approachis theoretically possible also in interior layers. But, unfortunately, it turns out that theelements in the layer have to be oriented with respect to the manifold where the layer islocated; in general this cannot be done a-priori. A numerical localization procedure forinterior layers is described in [30]. | We remark that "-uniform estimates were also derivedusing exponentially tted Galerkin methods [1, 22] or nite dierence methods on certainorthogonal meshes [27].The outline of the paper is as follows: In Section 2 we consider Lagrangian interpolationon simplicial elements and review local inequalities in the anisotropic case. In Section 3we introduce the stabilized Galerkin method (GLS) for problem (1.1) (1.2). Under weakconditions to the mesh (maximal angle condition instead of minimal angle condition) weprove existence and stability of the discrete solution, as well as convergence to the weak2
he;2 he;1Eehe;3he;1Eehe;2 Figure 2.1: Illustration of the denition of the element related mesh sizes.solution u 2 W 1;2(
) and to regular solutions u 2 W r+1;2(
), r  1. Moreover we derivethe optimal choice of the numerical damping parameters.Section 4 is devoted to the analysis of anisotropic mesh renement in boundary layers ofproblem (1.1) (1.2) using the results of Section 2. However, the critical point is an assumptionon the Sobolev norms of u which are hard to prove in general cases. For this reason we applythese quite general results to a special class of problems where such a priori knowledge on uis available and thus an almost optimal renement strategy can be proposed. This is donein Section 5 by considering domains of channel type. In particular, the actual choice of theelement diameters in the renement zone and the determination of the numerical dampingparameters is addressed. The nal error estimate is almost uniform with respect to the smallparameter ".2 Notation and local estimates for general nite elementsWe consider Lagrangian elements on simplices e  IR3, d = 2; 3; with spaces Pk of poly-nomials of maximal degree k  1. The interpolant of a continuous function v is uniquelydetermined by (I(k)h v)(x(i)) = v(x(i)) (i = 1; : : : ; n, n = dim(Pk) =  k+dd ), where x(i) arethe nodal points of the element e. In this section, we summarize the local inequalities and adensity result which were proved in [4].For exploring the dierent sizes of the element e in dierent directions we introduce thefollowing notation, compare Figure 2.1. For e  IR2 let Ee be the longest edge of e. Thenwe denote by h1;e  meas1(Ee) its length and by h2;e  2meas2(e)=h1;e the diameter of eperpendicularly to Ee. In the three-dimensional case, we proceed by analogy. Let again Eebe the longest edge of e, and let Fe be the larger of the two faces of e with Ee  F e. Then wedenote by h1;e  meas1(Ee) the length of Ee, by h2;e  2meas2(Fe)=h1;e the diameter of Feperpendicularly to Ee, and by h3;e  6meas3(e)=(h1;eh2;e) the diameter of e perpendicularlyto Fe. Note that for the element sizes the relationh1;e  : : :  hd;e; (2.1)holds.Introduce further a Cartesian coordinate system (x1;e; x2;e; x3;e) such that (0; 0; 0) is avertex of ê, Ee is part of the x1;e{axis, and Fe is part of the x1;e; x2;e{plane. The two-dimensional case is treated by analogy. Subsequently, this system will be called elementrelated coordinate system. By contrast we consider a discretization independent coordinatesystem (x1; x2) or (x1; x2; x3) which may be global or related to the boundary or it may beproblem related in any other sense but independent of the nite element mesh.For anisotropic interpolation error estimates we have to assume that the elements fullla maximal angle condition.Maximal angle condition (2D): There is a constant  <  (independent of h and e 2Th) such that the maximal interior angle e of any element e is bounded by  : e  :3
Maximal angle condition (3D): There is a constant  <  (independent of h and e 2Th) such that the maximal interior angle f;e of the four faces as well as the maximalangle E;e between two faces of any element e is bounded by  : f;e  ; E;e  :Moreover, we need for all anisotropic estimates the coordinate system condition.Coordinate system condition (2D): The element related coordinate system (x1;e; x2;e)can be transformed into the discretization independent coordinate system (x1; x2) viaa translation and a rotation by an angle  e, where j sin ej  Ch2;e=h1;e:Coordinate system condition (3D): The transformation of the element related coordi-nate system (x1;e; x2;e; x3;e) into the discretization independent system (x1; x2; x3) canbe determined as a translation and three rotations around the xj;e-axes by angles j;e (j = 1; 2; 3), wherej sin 1;ej  Ch3=h2; j sin 2;ej  Ch3=h1; j sin 3;ej  Ch2=h1: (2.2)Note that we use the symbol C for a generic positive constant, that means, C may beof dierent value at each occurrence. But C is always independent of the function underconsideration, of the nite element mesh, and particularly of ". On the contrary, someconstants are indexed with a letter for later reference to them.Let Wm;2(e), m 2 IN; be the usual Sobolev spaces with the norm and the special semi-normkv;Wm;2(e)k  8<: Xjjm Ze jDvj2dx9=;1=2 ; jv;Wm;2(e)j  8<: Xjj=m Ze jDvj2dx9=;1=2 :We use a multi-index notation with = (1; : : : ; d); jj = 1 + : : :+ d; D = @1@x11    @d@xdd ; he = h11;e   hdd;e;the numbers i (i = 1; : : : ; d) are non-negative integers.Lemma 2.1 (Inverse inequality) Assume that for the element e the coordinate systemcondition holds. Then for v 2 Pk, k 2 IN arbitrary, the estimatekv;L2(e)k  C  dXi=1 h 2i;e  @v@xi ;L2(e)2!1=2 (2.3)holds. The particular result kv;L2(e)k  Csh 1d;e jv;W 1;2(e)j (2.4)is valid without the coordinate system condition. Moreover, there is Cs = 0 for k = 1.Lemma 2.2 (Anisotropic interpolation error estimates) Assume that for an elemente the maximal angle condition as well as the coordinate system condition hold. Then forv 2 W k+1;2(e) and m = 0; : : : ; k the estimatejv   I(k)h v;Wm;2(e)j2  C Xjj=k+1 m h2e jDv;Wm;2(e)j2 (2.5)holds, if d = 2 or m < k. If v 2 W k+2;2(e), there holdsjv   I(k)h v;Wm;2(e)j2  C Xk+1 mjjk+2 m h2e jDv;Wm;2(e)j2 (2.6)for d = 2; 3, m = 0; : : : ; k. 4
Remark 2.3 The size of the constants C in the coordinate system condition inuences thesize of the constants in (2.5) and (2.6). Without the coordinate system condition we canonly prove estimates without deriving advantage of the dierent element diameters, see thefollowing lemma.Lemma 2.4 Assume that the element e fullls the maximal angle condition. Then for v 2W k+1;2(e) and m = 0; : : : ; k the estimatejv   I(k)h v;Wm;2(e)j  Chk+1 m1;e jv;W k+1;2(e)j (2.7)holds, if d = 2 or m < k. If v 2 W k+2;2(e) there holdsjv   I(k)h v;Wm;2(e)j  C k+2X`=k+1 h` m1;e jv;W `;2(e)j (2.8)for d = 2; 3, m = 0; : : : ; k.Note that the coordinate system condition is not necessary for Lemma 2.4.Let Th = feg be an admissible triangulation of 
 = Se e, that means, let properties (Th1)   (Th5) of [8, Chapter 2] be fullled. Assume that Th satises the maximal angle condition.Moreover, introduce the spaces V and Vh byV  W 1;20 (
)  fv 2 W 1;2(
) : vj@
 = 0g; (2.9)Vh  fv 2 V : vje 2 Pk(e) 8e 2 Thg: (2.10)The index h indicates that we are considering a family of spaces for h ! +0, h itself char-acterizes the mesh size; we can for example think of h = maxe2Th h1;e.Lemma 2.5 (Density of Vh in V ) Let u 2 V be an arbitrary function, thenlimh!+0 infvh2Vh ku  vh;W 1;2(
)k = 0:Remark 2.6 If v has the property v 2 W r+1;2(e) with r > k (or r > k + 1) then theestimates (2.5) and (2.7) (or (2.6) and (2.8), respectively) hold true. If r < k (or r < k + 1)we should use I(r)h for interpolation. Note that I(r)h u 2 Vh, too.3 A stabilized Galerkin method on general meshes3.1 Statement of the problemWe consider the second order elliptic boundary value problemL"u   "u + b  ru+ cu = f in 
  IRd; d = 2; 3; (3.1)u = 0 on @
; (3.2)with the basic assumptions(H.1) 0 < "  1, b 2 [W 1;1(
)]d, c 2 L1(
), f 2 L2(
),(H.2) r  b = 0, c  0 almost everywhere in 
.The variational formulation of (3.1) (3.2) readsFind u 2 V; such that BG(u; v) = LG(v) 8v 2 V: (3.3)5
where BG(u; v)  "(ru;rv)
 + 12f(b  ru; v)
   (b  rv; u)
g+ (cu; v)
; (3.4)LG(v)  (f; v)
; (3.5)and (: ; :)G denotes the inner product in L2(G), G  
. Moreover, the standard Galerkinmethod (G) of (3.3) is introduced byFind uh 2 Vh; such that BG(uh; vh) = LG(vh) 8vh 2 Vh: (G)V and Vh are introduced in Section 2.We remind the well-known fact that the solution uh of (G) on isotropic meshes may suerfrom non-physical oscillations unless the elementwise numbersPe  " 1h1;ekb; [L1(e)]dk;  e  " 1h21;ekc;L1(e)k (3.6)are suciently small. As a remedy, we consider the following stabilized method of Galerkin/Least-squares type:Find Uh 2 Vh; such that BSG(Uh; vh) = LSG(vh) 8vh 2 Vh: (GLS)with BSG(u; v)  BG(u; v) +Xe e (L"u; L"v)e; (3.7)LSG(v)  LG(v) +Xe e (f; L"v)e; (3.8)and a set feg of non-negative numerical diusion parameters to be determined below.3.2 Existence and stability of discrete solutionsFirst of all, we state lower and upper bounds of the bilinear form BSG(: ; :).Lemma 3.1 Under the assumptions (H.1), (H.2), there holds for v 2 V with vje 2 L2(e)8e 2 Th that BSG(v; v) = jjj v jjj2";with jjj v jjj2";  "krv;L2(
)k2+ kpcv;L2(
)k2+Xe e kL"v;L2(e)k2: (3.9)Proof Set u = v in (3.7). 2Lemma 3.2 For vh 2 Vh and u 2 V with uje 2 L2(e) 8e 2 Th there holdsjBSG(u; vh)j  jjj vh jjj";8<:jjj u jjj"; +  Xe Z2e ku;L2(e)k2!1=29=; (3.10)with Z2e  minfB2e" 1;  1e + "C2sh 2d;e + Ceg; (3.11)Be  kb; [L1(e)]dk; Ce  kc;L1(e)k: (3.12)Cs is the constant from (2.4).Proof Integration by parts of the non-symmetric part of BSG(: ; :) together with (H.2)yields for all u; v 2 V 12f(b  ru; v)
   (b  rv; u)
g =  (b  rv; u)
;hence with (3.4), (3.7), and (3.9) 6




)k++ Xe e kL"u;L2(e)k2!1=2 Xe e kL"v;L2(e)k2!1=2 + j(b  rv; u)
j jjj u jjj"; jjj v jjj"; +Xe j(b  rv; u)ej: (3.13)Consider the last term at the right hand side. We get for vh 2 Vh via inverse inequality (2.3)j(b  rvh; u)ej  ku;L2(e)kminfkb  rvh;L2(e)k;k   "vh + b  rvh + cvh;L2(e)k+ k"vh;L2(e)k+ kcvh;L2(e)kg ku;L2(e)kminfBekrvh; [L2(e)]dk;kL"vh;L2(e)k+ "Csh 1d;ekrvh;L2(e)k+pCe kpc vh;L2(e)kg minfBe" 1=2; maxf 1=2e ; "1=2Csh 1d;e; C1=2e g g jjj vh jjjeku;L2(e)k (3.14)where jjj vh jjje is dened in analogy to (3.9) byjjj vh jjj2e  "krvh;L2(e)k2 + kpcvh;L2(e)k2 + e kL"vh;L2(e)k2: (3.15)Using (3.13) { (3.15) we get the assertion by standard inequalities. 2Furthermore, we nd the following a-priori stability estimate.Lemma 3.3 For the solution Uh 2 Vh and the residual L"Uh   f of scheme (GLS) thereholdsjjjUh jjj2"; +Xe e kL"Uh   f ;L2(e)k2  D2  C(minfC2F" 1;  1g+ )kf ;L2(
)k2 (3.16)with   maxe e,   inf
 c(x) and Friedrichs' constant CF .Proof Set v = Uh in (GLS). Lemma 3.1, together with Holder's and Friedrichs' inequalities,impliesjjjUh jjj2";  BSG(Uh; Uh) = LSG(Uh) kf ;L2(
)k kUh;L2(
)k+  Xe e kf ;L2(e)k2!1=2 Xe e kL"Uh;L2(e)k2!1=2 kf ;L2(
)k minf 1=2kpcUh;L2(
)k; CF krUh; [L2(
)]dkg++pkf ;L2(
)k Xe e kL"Uh;L2(e)k2!1=2 12 jjjUh jjj2";0 + 12 minf 1; " 1C2F gkf ;L2(
)k2 ++12Xe e kL"Uh;L2(e)k2 + 2kf ;L2(
)k2;hence jjjUh jjj2";  (minf 1; " 1C2F g+ )kf ;L2(
)k2A slight modication of the proof yields the weighted control of the discrete residual. 2Lemma 3.3 implies uniqueness and stability of the (GLS)-solution on an general admis-sible mesh (including anisotropic mesh renement).Theorem 3.4 Under assumptions (H.1), (H.2) there exists one and only one solution Uh 2Vh of scheme (GLS) which additionally satises (3.16).7
3.3 Convergence towards the weak solutionLet us consider now the strong convergence of the family fUhg of solutions of (GLS) to theweak solution u 2 V of (3.3). Note that we use only data under the assumptions (H.1), (H.2)and a technical condition (H.3) on the parameter set feg:(H.3) limh!+0maxe fe("C2sh 2d;e +B2e " 1 + Ce)g = 0Theorem 3.5 Assume that (H.1) { (H.3) are valid. Then the solution Uh 2 Vh of (GLS)converges strongly in V to the solution u 2 V of (3.3) according tolimh!+0 jjj u  Uh jjj";0 = 0: (3.17)Proof We split the error u  Uh as follows:u  Uh = (u  uh) + (uh   Uh)  w1 + w2 (3.18)with the Galerkin solution uh 2 Vh of (G), that means of (GLS) with e = 0 8e. Let hv bethe best approximate of v in Vh:jjj v  hv jjj";0 = minvh2Vh jjj v   vh jjj";0:Denoting by ~  u   hu the approximation error, there holds via (3.3) { (3.5) and (3.10)with e = 0 8e:jjj uh   hu jjj2";0  BG(uh   hu; uh  hu) = BG(u  hu; uh  hu) jjj uh  hu jjj";0 24jjj ~ jjj";0 +  Xe B2e " 1k~;L2(e)k2!1=235 ;hence jjj uh  hu jjj";0  jjj ~ jjj";0 +  Xe B2e " 1k~;L2(e)k2!1=2  F (~):Lemma 2.5 yields that for u 2 V limh!+0 F (~) = 0 andlimh!+0 jjjw1 jjj";0  limh!+0 (jjj u hu jjj";0 + jjjhu   uh jjj";0) = 0: (3.19)For w2 = uh   Uh 2 Vh we have by (3.4), (3.7), (3.8), (3.9), (3.18), (G), (GLS), and (3.16)jjjw2 jjj2";0 = BG(w2; w2) = Xe e(L"Uh   f; L"w2)e  Xe e kL"Uh   f ;L2(e)k2!1=2 Xe e kL"w2;L2(e)k2!1=2 D  Xe ek   "w2 + b  rw2 + cw2;L2(e)k2!1=2  DT: (3.20)The inverse inequality (2.3) yieldsT 2  Xe e "2C2sh 2d;ekrw2; [L2(e)]dk2 + B2ekrw2; [L2(e)]dk2 + Cekpcw2;L2(e)k2 maxe fe("C2sh 2d;e + B2e" 1 + Ce)g jjjw2 jjj";0: (3.21)A sucient condition for limh!+0 jjjw2 jjj";0 = 0 is then (H.3), hence via (3.18), (3.19) we arriveat (3.17). 28
Remark 3.6 We conjecture that the asymptotic error estimate (3.17) remains valid underthe weaker condition(H.3') je"C2sh 2d;e j  1 8e 2 Th and limh!+0maxe fe(B2e" 1 + Ce)g = 0.This assertion is clear in the case of piecewise linear, simplicial elements (k = 1) becausethere holds Cs = 0. In the general case k  1 we were not able to prove this, even ifwe assumed the weak regularity assumption L"u = f in L2(e) 8e 2 Th. We found only asimplication of the proof of (3.17) but we were not able to avoid (H.3).3.4 Convergence towards regular solutionsWe consider now the case of smooth solutions of (3.3) according to(H.4) u 2 V \W r+1;2(
) for some r 2 IN , r  1.Consequently, we have BSG(u  Uh; v) = 0 8v 2 Vh: (3.22)Note that (H.4) is valid with r = 1 if 
 is convex. | In order to simplify the forthcominganalysis we assume that the following modication of (H.3') holds:(H.3")  1e  "C2sh 2d;e + Ce, which is with e  h 11;ehd;e and  e  " 1h21;eCe equivalent toe  h21;e"(2eC2s +  e) :Hence we replace Z2e in (3.11) by ~Z2e  minfB2e " 1; 2 1e g: (3.23)Theorem 3.7 Let (H.1), (H.2), (H.3"), (H.4), as well as the maximal angle condition besatised. Then there hold for the error u  Uhjjj u  Uh jjj2";  CAXe E2eh2minfk;rg1;e ju;W 1+minfk;rg;2(e)j2 (3.24)if minfk; rg  3 or d = 2, andjjj u  Uh jjj2";  CAXe E2e minfk;r 1gX`=minfk;r 1g 1h2`1;eju;W `+2;2(e)j2; (3.25)without these conditions. E2e is dened byE2e  " + Ceh21;e + e("2h 21;e + B2e + C2eh21;e) + h21;eminf" 1B2e ;  1e g: (3.26)Proof Using the error splittingu  Uh = (u  I(minfk;rg)h u) + (I(minfk;rg)h u  Uh)   + ;we conclude from Lemmata 3.1, 3.2 and (3.22), (3.23) thatjjj jjj2";  BSG(; ) = BSG(e  ; ) =  BSG(; ) jjj jjj";8<:jjj  jjj"; +  Xe ~Z2e k;L2(e)k2!1=29=; ; (3.27)jjj u  Uh jjj2";  2jjj  jjj"; +  Xe ~Z2e k;L2(e)k2!1=2 : (3.28)9
The local interpolation error estimate (2.7) yields (3.24). Note that in the two-dimen-sional case m = k is allowed. Furthermore, for k = 1 there is vhje = 0 8vh 2 Vh, thatmeans, (2.7) is used only for m = 0; 1.For (3.25) we use I(minfk;r 1g)h instead of I(minfk;rg)h and (2.8) instead of (2.7) in order tobe able to treat also linear and quadratic elements in the three-dimensional case. 23.5 Choice of the numerical damping parametersA suitable strategy is to choose the numerical damping parameters e in such a way, thatthe terms E2e in (3.24) and (3.25) are minimized with respect to e.Lemma 3.8 The term E2e dened in (3.26) is minimal fore = h21;e"p1 + P 2e +  2e if P 2e  ~P 2e  q1 + P 2e +  2e (3.29)(convection-reaction dominated case), ande = min( "B2e ; h21;e"  1 + P 2e +  e1 + P 2e +  2e) if 0  Pe  ~Pe (3.30)(diusion dominated case). Hence there holdsE2e  C"(1 + Pe +  e) = C("+ h1;eBe + h21;eCe); (3.31)d = 2; 3, 1  r  k. For the denition of Pe and  e see (3.6).Proof Let rst be P 2e  " 1 1e h21;e such that minf" 1B2e ;  1e g =  1e . Then E2e isminimized for e = h21;e"p1 + P 2e +  2e : (3.32)Then the condition P 2e  " 1 1e h21;e is equivalent by (3.32) to P 2e  p1 + P 2e +  2e , thatmeans P 2e  (1 + p5 + 4 2e)=2, and we have E2e = "(1 +  e + 2p1 + P 2e +  2e) and thus(3.31).Consider now the case that h21;eminf" 1B2e ;  1e g = "P 2e . If we demand that the terme("2h 21;e +B2e + C2eh21;e) in (3.26) is not greater than the other term "+Ceh21;e + h21;e" 1B2ethen we nd for e the inequalitye  "+ Ceh21;e + h21;eB2e " 1"h 21;e + B2e + C2eh 21;e = h21;e"  1 + P 2e +  e1 + P 2e +  2e : (3.33)A simple calculation gives via (3.26) that E2e  C"(1+P 2e + e)  C"(1+p1 + P 2e +  2e+ e),hence (3.31). 2Remark 3.9 Note that assumption (H.3) in Subsection 3.3 is not guaranteed by (3.29)(3.30) if k  2, see also Remark 3.6.Remark 3.10 The analysis of Lemma 3.8 is valid only modulo multiplicative constants in(3.24) (3.25) which are independent of ", h1;e, and e. Therefore it is possible to improveformulae (3.29) (3.30). Let us consider piecewise linear elements (k = 1) and the case c = 0.In case of d = 1 with constant coecients " and b, we have the well-known superconvergenceresult of nodally exact solutions fore = h1;e2 coth Pe2   2Pe : (3.34)10
The proposed tuning approach results ine = h1;e2Be  PepP 2e + 36  8<: h1;e2Be if Pe  1Peh1;e12Be if Pe  1 (3.35)which reects the asymptotic behaviour of (3.34) for both Pe ! +1 and Pe ! +0.4 Anisotropic renement4.1 Necessity of boundary and interior layer renementA critical inspection shows that error estimates (3.24){(3.26) may be useless in boundary orinterior layer regions R" unless the mesh is suciently ne:ju;W r+1;2(e)j2 = O(1) for "! +0 if e 62 R";ju;W r+1;2(e)j2 ! +1 for "! +0 if e 2 R":Practical calculations underline this and show the occurrence of so-called wiggles in the caseof large numbers Pe  1 and/or  e  1, for their denition see (3.6). Typically, they occurglobally in 
 for the standard Galerkin method, but they are restricted to a numerical layerregion Rh of width O(h2 j ln hj) for the (GLS)-scheme. It turns out that the layers Rh are ingeneral larger than the boundary and interior layers R" of width O("1 j ln "j). The sizes of1 and 2 depend on the problem and characterize the layer, for 1 see the example below,2 depends on the discretization and is not known in general. Nevertheless, a resolution ofsharp layer gradients is often the main interest in applications, and improved methods arenecessary. Usually this is accomplished by using exponentially tted methods [1] or isotropicmesh renement. We try to resolve R" by means of anisotropic mesh renement in order todecrease the complexity of the discrete problem.The anisotropic mesh in the boundary layer should give uniform bounds for jjj u Uh jjj";with respect to " and contain a minimal number of nite elements. In order to exploit theanisotropic interpolation results, see Section 2, we need sharp local Sobolev norm estimatesof u. Such estimates depend strongly on the asymptotic structure of u for 0 < "  1, forexample on the type of the boundary and interior layers, on the existence of turning pointswith kbk = 0, or on periodic characteristics. In the case of suciently smooth data we cantake advantage of asymptotic expansions, see [27]. Unfortunately, such estimates are rarein the literature for the case of Lipschitzian domains 
  IRd, d  2, and less regular data,see [2] for the problems appearing. Future research should extend the knowledge about thesolutions.The rst task is to detect the location of the manifolds where boundary and interiorlayers emanate. This could be accomplished in an adaptive method, see [30]. Nevertheless,we focus here on incompressible ow elds b. In contrast to compressible ow problems,interior layers (as shocks) are rare, and the location of boundary layers is well-known.To get an example we consider a simple but typical boundary layer problem for thediusion-convection-reaction model (3.1) (3.2) in a square or cube 
 = (0; 1)d:L"u   "u  dXi=1 cos(i) @u@xi + cu = f in 
; (4.1)u = g on @
; (4.2)with i 2 [0; 2 ]. In case of i 2 (0; 2 ) there occur only ordinary (or outow) boundarylayers of thickness O(" ln 1" ) at xi = 0, i = 1; : : : ; d. In the case of i = 2 , i = 1; : : : ; d,(no convection) and c > 0 there exists a boundary layer of thickness O(p" ln 1" ) along theboundary @




 anisotropic element Kh;K h;KK = dist(x; @T
)Figure 4.1: Anisotropic mesh in the boundary layer regionO(p" ln 1" ) are located at @
 with the exception of the inow boundary part at x1 = 1 (nolayer) and the outow boundary part at x1 = 0 where again ordinary boundary layers ofthickness O(" ln 1" ) occur [21].In Section 5 we consider a more general type of domain, but only in the two-dimensionalcase.4.2 Mesh generation with anisotropic boundary layer renementThe idea is now to construct a xed mesh in the boundary layer region with anisotropic renement and to use an isotropic mesh away from the boundary layers, possibly constructed by anadvancing front technique and (isotropically) rened via standard adaptive methods(including interior layer renement).Without loss of generality we assume that a boundary layer of thickness O(" ln 1") is locatedat some line or plane @T
  @
. We have  = 12 or  = 1 in example above but it can bemore general.We introduce local coordinates (; ) or (; ; ) with  = 0 at @T
. As a startingpoint, we generate an orthogonal mesh via lines (planes)  = i,  = j , ( = k) withreal numbers i, j , k (i = 0; : : : ;M , j = 0; : : : ; j0, k = 0; : : : ; k0) and particularly 0 = 0,M = d(")  " ln 1" . We assume that for a boundary layer rectangle (rectangular cube)K = [i; i+1] [i; i+1] or K = [i; i+1] [i; i+1]  [i; i+1] the following relation holdsclose to the boundary:h;K  i+1   i  hK  maxfh;K; h;Kg  maxfj+1   j ; k+1   kg: (4.3)The exceptions are geometric singularities (corners, edges) of the boundary @
 where possiblydierent boundary layer parts intersect. Note that our approach guarantees an strongerrenement there.The elements K are split into simplicial elements e (2 triangles or 6 tetrahedra) whichsatisfy the maximal angle condition and the coordinate system condition with respect to theboundary tted coordinate system, see Figure 4.1. The mesh outside the (xed) boundarylayer regions should be of isotropic type. The results of Section 2 on inverse and interpolationerror estimates are then applicable.Note that an isotropic mesh renement is possible via standard error estimators in theregion away from the boundary layers. This is even desirable in the case of interior layers.Because of the diculty with the coordinate system condition, no attempt will be made hereto resolve interior layers (which are in general located at characteristic lines or surfaces) withanisotropic elements. However, this problem was attacked experimentally in [30]. We referalso to the test in [4] where a numerical example is given for the sensibility of the solutionwith respect to the coordinate system condition.12
4.3 Modied error estimate on anisotropic elementsWe try to rene the error analysis of Theorem 3.7 on anisotropic boundary elements e 2 Rh.In order to apply the anisotropic interpolation results of Section 2, it is essential that eachelement e 2 Rh satises the maximum angle condition and the coordinate system conditionwith respect to the boundary tted system, see gure 4.1.Starting again from (3.28) and using Lemma 2.2, we ndjjj u  Uh jjj2"; Xe Ie(u)withIe(u)  2"kr;L2(e)k2 + 2Cek;L2(e)k2 ++2e "2k;L2(e)k2 + B2ekr;L2(e)k2 + C2ek;L2(e)k2++minfB2e " 1; 2 1e gk;L2(e)k2 (4.4) C"2e Xjj=r 1h2e jDu;W 2;2(e)j2 + ("+ eB2e ) Xjj=r h2e jDu;W 1;2(e)j2 ++ hCe + eC2e +min nB2e " 1;  1e oi Xjj=r+1 h2e jDu;L2(e)j2; C Xjj=r 1 Xjj=1 Xjj=1Eane;; h2(+)e kD++u;L2(e)k2 (4.5)Eane;;  "+ Ceh2e + e("2h 2e + B2e + C2eh2e ) + h2e minf" 1B2e ;  1e g (4.6)provided that u 2 W r+1;2(
) and d = 2, 1  r  k, or d = 3, 3  r  k. In the other cased = 3, k = 1; 2, we conclude from (4.4) and (2.6)Ie(u)  C Xjj=r 1 Xjj=1 Xjj=1Eane;; h2(+)e kD++u;L2(e)k2 ++Xs=1 hsekD+++su;L2(e)k2 (4.7)A suitable strategy is now to generate the anisotropic mesh (via choice of h;e = hd;e)and to choose the numerical damping parameters e in such a way, that the error termIe(u) is minimized. That means, that the task is to minimize the dierent terms Eane;;,but the problem is that there is only one free parameter e. On account of the presumablylargest derivative @r+1u@r+1 = @r+1u@xr+1d , we propose as a rst attempt to minimize Eane;; in the case =  = (0; 1) for d = 2 and  =  = (0; 0; 1) for d = 3, respectively. ConsideringEane  " + Ceh2d;e + e("2h 2d;e +B2e + C2eh2d;e) + h2d;eminnB2e" 1;  1e o ; (4.8)we proceed as in the proof of Lemma 3.8 and choose e according to (3.29), (3.30) with he,Pe and  e replaced by hd;e, P ane and  ane ,P ane  hd;ekb; [L1(e)]dk" ;  ane  h2d;ekc;L1(e)k" ; (4.9)respectively. But for a conclusive error estimate we must also consider the termsh2(+)e kD++u;L2(e)k2:That is why we give a more rened analysis for a special case in the next section.13
 0 + 0     + +       +  0 +  Figure 5.1: Problems of channel type.5 Application to problems of channel type5.1 Denition and properties of the solutionIn view of the diculties to get a priori information on the solution u we restrict our con-sideration in this section to a certain class of problems which should be introduced in thefollowing. The main point is a correspondence of the domain 
 and the ow eld b consid-ered.Given a subdomain G  
 and a ow eld b we denote by (@G) , (@G)+, and (@G)0the inow, outow and characteristic parts of @G; the index denotes the sign of (b  G)(x)where G is the outward unit normal on @G. Let x() be the solution of_() = b(()); (0) = x 2 
;the streamline of b passing through x 2 
. Denoting for any point x 2 G [ (@G)  byG+ (x)  inff > 0 : x() 62 Ggthe rst exit time of x() from G, we dene the domain of inuence of any  0  @G byE( 0)  fx() 2 G : x 2  0; 0    G+ (x)g:We say now that a domain G is of channel type with respect to a ow eld b if the followingthree conditions are satised:(i) G = E((@G) ),(ii) E((@G)0)  (@G)0, E((@G)  \ (@G)+) \G = ;,(iii) j(b  G)(x)j   > 0 on (@G)  [ (@G)+.In particular, this implies that all streamlines x(), x 2 G, leave G in nite time. Henceturning points with kb; IRdk = 0 and periodic characteristics are excluded. For an illustrationof channel type problems see Figure 5.1, whereas Figure 5.2 shows some situations notallowed.On the other hand, boundary layers will appear in the case G = 
 at (@
)+ and (@
)0.We have the following result of [21, Theorem 2.3] which gives a localization of the boundarylayers R".Lemma 5.1 Let 
 and 






)  and that (@
2)  is sucientlysmooth. For given numbers s > 0 and r 2 IN0 there exist Ci(r; s;
i), i = 1; 2, and C(
2;
)such that if dist(
1; (@
2)+)  C1"j ln "j; dist(
1; (@
2)0)  C2p"j ln "j;14
 0 0    Violates r  b = 0
 0 0Violates (i)
    +   0Violates (ii)     +       +  +Violates (iii)Figure 5.2: Not allowed situations.then ku;W r+1;2(
1)k  C nkf ;W r+1;2(
2)k+ "skf ;L2(
)ko :So we denote byR"  fx 2 
 : dist(x; (@
)+)  C1"j ln "j; dist(x; (@
)0)  C2p"j ln "jg (5.1)the boundary layer region of a domain 
 of channel type. Furthermore we deneR+"  fx 2 R" : dist(x; (@
)+)  C1"j ln "jgR0"  fx 2 R" : dist(x; (@
)0)  C2p"j ln "jgRc"  R+" \ R0" (5.2)5.2 Generation of the anisotropic mesh in the boundary layerThe meshes are constructed as introduced in Subsection 4.2. We chooseh1;e = h;e = g1(")h; and h2;e = h;e = g2(")h; (5.3)with g1(") = O(1); g2(") = " if e  R+" n Rc";g1(") = O(1); g2(") = p" if e  R0" nRc";g1(") = p"; g2(") = " if e  Rc"; (5.4)15
R+"Rc" R0" bFigure 5.3: Generation of the anisotropic mesh, see example (4.1) (4.2) with 1 = 0, 2 = 2 .and observe that g2(") = o(g1(")) and g1(")  O(1): (5.5)Note that by construction a condensed mesh occurs around the corners of (@
)+[ (@
)0where the layers intersect, compare Figure 5.3. Outside R" we double h;e in -direction(perpendicularly to (@
)+ and (@
)0, respectively) until h;e  h. We see easily that thenumber of elements is of the order h 2j ln "j 1.In regard of lacking Sobolev norm estimates of u in R", we assume the following hypoth-esis to be satised:(H.6) kD;u;L2(e)k  pmeas(e) [(g1(")) 1 + (g2(")) 2 + (g1(")) 1(g2(")) 2 ]K(f)with g1, g2 as in (5.4). The manifold with  = 0 corresponds to (@
)+ for e  R+" n Rc" andto (@
)0 elsewhere in R".Remark 5.2 As in Shishkin meshes [11, 27] we could omit the transition layer where wedouble the previous mesh sizes; our forthcoming analysis is not aected. However, we expecta more regular behaviour of the discrete solution and better algebraic properties of the relatedsystem of equations with our approach.5.3 Error estimatesWith Ie(u) as in (4.4), we split the error as follows:jjj u  Uh jjj2"; Xe Ie(u) = Xe
nR" Ie(u) + XeR" Ie(u): (5.6)In view of Lemma 5.1 we can consider the elements in the rst sum as in Section 3 and itremains to treat the anisotropic elements e  R".Lemma 5.3 The error term Ie(u) for e  R" is minimal (up to multiplicative constants)for the following choice of e:e = h22;e"p1 + (P ane )2 + ( ane )2 if (P ane )2  ( ~P ane )2  q1 + (P ane )2 + ( ane )2; (5.7)e = min( "B2e ; h22;e"  1 + (P ane )2 +  ane1 + (P ane )2 + ( ane )2) if 0  P ane  ~P ane ; (5.8)with P ane and  ane dened in (4.9). Hence there holdsIe(u)  Ch2r+2K2(f)h1;eh 12;e"(1 + P ane +  ane ) Ch2r+2K2(f)("h1;eh 12;e + Ceh1;eh2;e +Beh1;e) (5.9)16
Proof The relations (4.5), (5.3), (5.5) as well as assumption (H.6) implyIe(u) = C Xjj=r 1 Xjj=1 Xjj=1Eane;; h2(+)e kD++u;L2(e)k2 C Xjj=r 1 Xjj=1 Xjj=1Eane;; (g1(") h)2(1+1)+1 (g2(") h)2(2+2)+1  hg 2(1+1+1)1 + g 2(2+2+2)2 + g 2(1+1+1)1 g 2(2+2+2)2 iK2(f) Ch2r+2K2(f) Xjj=1 Xjj=1Eane;; ge;;; (5.10)ge;;  g 21+11 g22+12 + g21+11 g 22+12 + g 21+11 g 22+12 : (5.11)Expressing ge;; via (5.3) in terms of h, h1;e, and h2;e, and using h2;e = o(h1;e), h1;e  O(1),we ndXjj=1 Xjj=1 ge;;  h1;eh 12;e ; Xjj=1 Xjj=1h2e ge;;  h1;eh2;e; Xjj=1 Xjj=1 h 2e ge;;  h1;eh 32;e;that means with (4.6) that Ie(u)  Ch2r+2K2(f)h1;eh 12;eEanewith Eane from (4.8), and thus we get with the same arguments as in Subsection 4.3 theexpressions (5.7) (5.8) for e and (5.9) for Ie(u). 2Note that this result does not hold for general anisotropic meshes or general convection-diusion-reaction problems because the assertion is mainly based on assumption (H.6) anda mesh satisfying (5.3).As a result of the analysis in Lemmata 3.8 and 5.3 we propose the design of the numericaldamping parameters e as in (5.7) (5.8) in all cases. That means, e as well as the localnumbers Pe and  e are dependent only on h2;e, which is equivalent to the radius of the innercircle.Using (5.6) we can summarize the error estimates as follows.Corollary 5.4 Under the assumptions (H.1) : : : (H.6), u 2 Hr+1;2(
), 1  r  k, and usingthe anisotropically rened boundary layer mesh (5.3) (5.4) and the parameter design (5.7)(5.8) we get the almost uniform (with respect to ") error estimatejjj u  Uh jjj";  Ch2rj ln "jK2(f)(1 + Ceh1;eh2;e +Beh1;e): (5.12)Remark 5.5 The parameters e are very small in the boundary layer, but e = 0 does notgive the optimal result: In parabolic boundary layers we would get insteadjjj u  Uh jjj";  Ch2rj ln "jK2(f)p"(1 + h2(Ce + " 1Be):Remark 5.6 We conjecture that the analysis of this section can be rened in order to avoidthe factor j ln "j in (5.12) if we used a sharper estimate on the exponential decay of thesolution than in Lemma 5.1 and Assumption (H.6).Acknowledgement. The rst author was supported by DFG (German Research Founda-tion), No. La 767-3/1. 17
References[1] D. Adam, A. Felgenhauer, and H.-G. Roos. A nonconforming exponentially tted niteelement method II: The discretization error. Report MATH-NM-14-1993, TU Dresden,1993.[2] D. Adam and H.-G. Roos. A nonconforming exponentially tted nite element methodI: The interpolation error. Report MATH-NM-06-1993, TU Dresden, 1993.[3] Th. Apel and M. Dobrowolski. Anisotropic interpolation with applications to the niteelement method. Computing, 47:277{293, 1992.[4] Th. Apel and G. Lube. Local inequalities for anisotropic nite elements and their ap-plication to convection-diusion problems. Preprint SPC94 26, TU Chemnitz-Zwickau,1994. Submitted to Computing.[5] Th. Apel and S. Nicaise. Elliptic problems in domains with edges: anisotropic regularityand anisotropic nite element meshes. Preprint SPC94 16, TU Chemnitz-Zwickau, 1994.Submitted to SIAM J. Numer. Anal.[6] I. Babuska and A.K. Aziz. On the angle condition in the nite element method. SIAMJ. Numer. Anal., 13:214{226, 1976.[7] A. Brooks and T. J. R. Hughes. Streamline Upwind Petrov{Galerkin formulations forconvection dominated ows with particular emphasis on the incompressible Navier{Stokes equations. Comput. Meth. Appl. Mech. Engrg., 132:199{259, 1982.[8] P. Ciarlet. The nite element method for elliptic problems. North-Holland PublishingCompany, Amsterdam, 1978.[9] R. Codina. A discontinuity-capturing crosswind-dissipation for the nite element solu-tion of the convection-diusion equation. Comput. Meth. Appl. Mech. Engrg., 110:325{342, 1993.[10] K. Eriksson and C. Johnson. Adaptive streamline diusion nite element methodsfor convection-diusion problems. Technical report, Dept. Math., Chalmers Univ. ofTechnology, Goteborg, 1990.[11] W. Guo and M. Stynes. Pointwise error estimates for a streamline diusion scheme ona Shishkin mesh for a convection-diusion problem. Submitted for publication.[12] T. J. R. Hughes. Recent progress in the development and understanding of SUPGmethods with special reference to the compressible euler and navier stokes equations.J. Numer. Meth. Fluids, 7:1261{1275, 1987.[13] T. J. R. Hughes, L. P. Franca, and G. M. Hulbert. A new nite element formulationfor computational uid dynamics VIII: The Galerkin/Least squares method for theadvective diusive equation. Comput. Meth. Appl. Mech. Engrg., 73:173{189, 1989.[14] T. J. R. Hughes and M. Mallet. A new nite element formulation for computationaluid dynamics IV: A discontinuity capturing operator for multidimensional advective-diusive systems. Comput. Meth. Appl. Mech. Engrg., 58:329{339, 1986.[15] T. J. R. Hughes, M. Mallet, and A. Mizukami. A new nite element formulation forcomputational uid dynamics II: Beyond SUPG. Comput. Meth. Appl. Mech. Engrg.,54:341{355, 1986.[16] P. Jamet. Estimations d'erreur pour des elements nis droits presque degeneres.R.A.I.R.O. Anal. Numer., 10:43{61, 1976.18
[17] C. Johnson, U. Navert, and J. Pitkaranta. Finite element methods for linear hyperbolicproblems. Comput. Meth. Appl. Mech. Engrg., 45:285{312, 1984.[18] M. Krzek. On semiregular families of triangulations and linear interpolation. Appl.Math., 36:223{232, 1991.[19] M. Krzek. On the maximum angle condition for linear tetrahedral elements. SIAM J.Num. Anal., 29:513{520, 1992.[20] J. Lang. An adaptive nite element method for convection-diusion problems by inter-polation techniques. Technical Report TR 91{4, ZIB Berlin, 1991.[21] U. Navert. A nite element method for convection-diusion problems. PhD thesis,Chalmers University of Technology, Goteborg, 1982.[22] E. O'Riordan and M. Stynes. A globally uniformly convergent nite element methodfor a singularly perturbed elliptic problem in two dimensions. Math. Comp., 57:47{62,1991.[23] J. Peraire, M. Vahdati, K. Morgan, and O. C. Zienkiewicz. Adaptive remeshing forcompressible ow computation. J. Comp. Phys., 72:449{466, 1987.[24] T. von Petersdor. Randwertprobleme der Elastizitatstheorie fur Polyeder | Singu-laritaten und Approximationen mit Randelementmethoden. PhD thesis, TH Darmstadt,1989.[25] W. Rachowicz. An anisotropic h-type mesh renement strategy. Comput. Methods Appl.Mech. Engrg., 109:169{181, 1993.[26] N. A. Shenk. Uniform error estimates for certain narrow Lagrangian nite elements.Math. Comp., 63:105{119, 1994.[27] G. I. Shishkin. Mesh approximations of singularly perturbed elliptic and parabolic prob-lems. Russ. Acad. Sci., Ekaterinburg, 1992. (Russian).[28] K. Siebert. An a posteriori error estimator for anisotropic renement. Preprint 313,Universitat Bonn, SFB 256, 1993.[29] G. Zhou and R. Rannacher. Mesh orientation and anisotropic renement in the stream-line diusion method. Preprint 93-57, Universitat Heidelberg, IWR, SFB 359, 1993.[30] O. C. Zienkiewicz and J. Wu. Automatic directional renement in adaptive analysis ofcompressible ows. Int. J. Num. Meth. Eng., 37:2189{2210, 1994.
19
