Abstract
Introduction
While data collection methodologies have become increasingly sophisticated in recent years, the problem of inaccurate data continues to be a challenge for many data mining problems. This is because data collection methodologies are often inaccurate and are based on incomplete or inaccurate information. For example, the information collected from surveys is highly incomplete and either needs to be imputed or ignored altogether. In other cases, the base data for the data mining process may itself be only an estimation from other underlying phenomena. In many cases, a quantitative estimation of the noise in different fields is available. An example is illustrated in [8] , in which errordriven methods are used to improve the quality of retail sales merchandising. Many scientific methods for data collection are known to have error-estimation methodologies built into the data collection and feature extraction process. We summarize a number of real applications, in which such error information can be known or estimated a-priori:
• When the inaccuracy arises out of the limitations of data collection equipment, the statistical error of data collection can be estimated by prior experimentation. In such cases, different features of observation may be collected to a different level of approximation.
• In the case of missing data, imputation procedures can be used [10] to estimate the missing values. If such procedures are used, then the statistical error of imputation for a given entry is often known a-priori.
• Many data mining methods are often applied to derived data sets which are generated by statistical methods such as forecasting. In such cases, the error of the data can be derived from the methodology used to construct the data.
• In many applications, the data is available only on a partially aggregated basis. For example, many demographic data sets only include the statistics of household income over different localities rather than the precise income for individuals.
The results of data mining are often subtly dependent upon the errors in the data. For example, consider the case illustrated in Figure 1 . In this case, we have illustrated a two dimensional binary classification problem. It is clear that the errors along dimension 1 are higher than the errors along dimension 2. In addition to a test example X, we have illustrated two training examples Y and Z, whose errors are illustrated in the same figure with the use of oval shapes. For a given test example X, a nearest neighbor classifier would pick the class label of data point Y . However, the data point Z may have a much higher probability of being the nearest neighbor to X than the data point Y . This is because the data point X lies within the error boundary of Z. It is important to design a technique which can use the relative errors of the different data points over the different dimensions in order to improve the accuracy of the data mining process. Thus, it is clear that the failure to use the error information in data mining models can result in a loss of accuracy. In this paper, we will provide a general and scalable approach to uncertain data mining with the use of multivariate density estimation. We will show that density estimation methods provide an effective intermediate representation, which captures information about the noise in the underlying data. The density estimate can be leveraged by designing an algorithm which works with error-adjusted densities rather than individual data points. As a specific example, we will discuss the case of the classification problem. As we will see, only a few minor modifications to existing methods are required in order to apply the method a density based representation of the data. In general, we expect that our approach can be used for a wide variety of data mining applications which use density estimation as an intermediate representation during the analytical process.
In order to improve the scalability of our technique, we show how to use a compression approach in order to generalize it for very large data sets. This goal is achieved by developing a density estimation process which works with (error-adjusted) micro-clusters in the data. The statistics of these error-adjusted micro-clusters are used to compute a kernel function which can be used to estimate the density in a time proportional to the number of micro-clusters. Furthermore, since the micro-clusters are stored in main memory, the procedure can be efficiently applied to very large data sets, even when the probability densities need to recomputed repeatedly in different subspaces during the mining process.
This paper is organized as follows. In the next section, we will discuss the method of density based estimation of error-driven data sets. In section 3, we will discuss the application of the procedure to the problem of classification. We will show how to use the error estimates in order to gain additional information about the data mining process. In section 4, we will discuss the empirical results. Section 5 contains the conclusions and summary.
Kernel Density Estimation with Errors
We will first introduce some additional notations and definitions. We assume that we have a data set D, contain- 
Figure 2. Effect of Errors on Clustering
ing N points and d dimensions. The actual records in the data are denoted by X 1 , X 2 , . . . X N . We assume that the estimated error associated with the jth dimension for data point X i is denoted by ψ j (X i ). The interpretation of this error value can vary with the nature of the data mining application. For example, in a scientific application in which the measurements can vary from one observation to another, the error value is the standard deviation of the observations over a large number of measurements. In a k-anonymity based data (or incomplete data) mining application, this is the standard deviation of the partially specified (or imputed) fields in the data. Even though the error may be defined as a function of the field (or dimension) in most applications, we have made the most general assumption in which the error is defined by both the row and the field. This can be the case in many applications in which different parts of the data are derived from heterogeneous sources.
The idea in kernel density estimation [11] is to provide a continuous estimate of the density of the data at a given point. The value of the density at a given point is estimated as the sum of the smoothed values of kernel functions K h (·) associated with each point in the data set. Each kernel function is associated with a kernel width h which determines the level of smoothing created by the function. The kernel estimation f (x) based on N data points and kernel function K h (·) is defined as follows:
Thus, each discrete point X i in the data set is replaced by a continuous function K h (·) which peaks at X i and has a variance which is determined by the smoothing parameter h. An example of such a distribution would be a gaussian kernel with width h.
The overall effect of kernel density estimation is to convert the (discrete) data set into a continuous density estimate by replacing each data point with a smoothed "bump", whose width is determined by h. The density distribution at a given coordinate is equal to the sum of the contributions of all the "bumps" represented by the data points. The result is a continuous distribution in which the random artifacts are suppressed and the density behavior provides a global overview of the dense as well as sparsely populated regions of the data. The estimation error depends upon the kernel width h which is chosen in a data driven manner. A widely used rule for approximating the bandwidth is the Silverman approximation rule [11] for which h may be chosen to be
, where σ 2 is the variance of the N data points. It has been shown [11] that for most smooth functions K h (·), when the number of data points goes to infinity, the estimator f (x) asymptotically converges to the true density function f (x), provided that the width h is chosen using the above relationship. For the d-dimensional case, the kernel function is chosen to be the product of d identical kernels K i (·), each with its own smoothing parameter h i .
The presence of errors can change the density estimates because of the different levels of error in different entries or fields. For example a data point or field with very large error should affect the density estimation of its locality to a smaller extent than one which contains small errors. When estimations of such errors are available, it is desirable to incorporate them into the estimation process. A direct way of doing so is to adapt the kernel function so that the measurement errors are taken into account during the calculation of the density distribution. Correspondingly, we define the following error-based kernel Q h (x − X i , ψ(X i ) function, which depends both upon the error as well as the values of the underlying data points.
3) The overall effect of changing the kernel function is that the width of the bandwidth along the corresponding dimension is increased by ψ(X i ). The intuition behind this choice of modifying the kernel is to adjust the contributions of the kernel function for a point depending upon its (error-based) probability density. Note that in the limiting case, when there are a large number of data points N , the value of the bandwidth h goes to zero, and this kernel function has a gaussian distribution with standard error exactly equal to the standard error of the data point. Conversely, the error-based kernel function converges to the standard kernel function when the value of the error ψ(X i ) is 0. Therefore, in these boundary cases, the direct error-based generalization of the kernel function has a probability distribution with the same standard error as the data point. It is also clear that in the limiting case of a large number of data points, (when the bandwidth h tends to zero by the Silverman rule) the kernel function reflects the errors in each data point accurately. As in the previous case, the error-based density at a given data point is defined as the sum of the error-based kernels over different data points. Therefore, we define the error based density f Q at point x as follows:
As in the previous case, we can easily generalize the definition to the multi-dimensional case. Specifically, the error for the jth dimension is denoted by ψ j (X i ). The overall kernel function is defined as the product of the kernel function for the different dimensions.
Our aim is to use the joint probability densities over different subspaces in order to design data mining algorithms. This is much more general than the univariate approach for privacy preserving data mining discussed in [3] , and is applicable to a much wider range of error-based and privacypreserving approaches, since it does not require the probability distribution of the noise in the data. This joint probability density may need to be repeatedly computed over different subsets of dimensions for particular data mining problems. If the data set is too large to maintain in main memory, we need to perform repeated passes over the data for the computation of the density over different subsets of dimensions.
Since this option does not scale very well for large data sets, we need to develop methods to condense the data points into a smaller number of pseudo-points, but with slightly larger error. Such an approach is easily implementable for larger data sets, since the pseudo-points can be maintained in main memory for the computation of the density over different subsets of dimensions. However, this requires us to modify the method of computation of the errorbased densities using micro-clusters [2] instead of individual data points.
Scalability for Large Data Sets
The method can be generalized to very large data sets and data streams. In order to generalize the approach to very large data sets, we condense the data into a smaller number of micro-clusters. While the concept of micro-clustering has been discussed in [2, 12] , our aim in this paper is to modify and leverage it for error-based density estimation. In order to achieve this goal, we need to discuss how the error-based density may be computed using micro-cluster statistics instead of individual data points. Our first step is to define the micro-clusters in the data as suggested in [2] . However, since the work in [2] does not use errors, the definition of a micro-cluster needs to be modified correspondingly.
It is assumed that the data stream consists of a set of multi-dimensional records
We will first begin by defining the concept of error-based micro-clusters more precisely.
to a vector of d entries. The definition of each of these entries is as follows:
• For each dimension, the sum of the squares of the data values is maintained in
2 .
• For each dimension, the sum of the squares of the errors in the data values is maintained in EF
• For each dimension, the sum of the data values is maintained in CF
1 x (C). Thus, CF 1 x (C) contains d values. The p-th entry of CF 1 x (C) is equal to n j=1 x p ij .
• The number of points in the data is maintained in n(C).
We will refer to the micro-cluster for a set of points C by CF T (C). As in [12] , this summary information can be expressed in an additive way over the different data points. This makes it very easy to create and maintain the clusters using a single pass of the data. The actual maintenance of the micro-clusters is a variation of the approach discussed in [2] . In this variation, we maintain the micro-cluster statistics for the q different centroids. These q centroids are chosen randomly. Each incoming data point is always assigned to its closest micro-cluster centroid using a nearest neighbor algorithm, and is never allowed to create a new microcluster. This is different from [2] in which a new microcluster is created whenever the incoming data point does not naturally fit in a micro-cluster. Similarly, clusters are never discarded as in [2] . This is required to ensure that all data points are reflected in the micro-cluster statistics. In addition, it is necessary to take the errors into account during the computation of the micro-cluster statistics. Consider the example illustrated in Figure 2 in which we have shown the error behavior of data point X by an elliptical error region. While the data point X is closer to centroid 2, it is more likely to belong to the cluster corresponding to centroid 1. This is because the error behavior of the data point is skewed in such a way that it would have been more likely to coincide with centroid 1 simply because of an error in measurement. Thus, we need to adjust for the errors corresponding to the different dimensions during the distance calculations. Thus, let us consider the data point X and centroid c = (c 1 .
and c is given by the following relationship:
We note that this is an error-adjusted variation of the Euclidean distance metric. The error adjustment ensures that the dimensions which have large errors do not contribute significantly to the distance function. If the true distance along a particular dimension j is less than the average error ψ j (Y ), then the value of the error-adjusted distance is defined to be zero. Therefore, we use a distance function which reflects the best-case scenario along each dimension. Such an approach turns out to be more effective for noisy data sets in high dimensionality [1] . The aim of the micro-clustering process is to compress the data so that the resulting statistics can be held in main memory for repeated passes during the density estimation process over different subspaces. Therefore, the number of micro-clusters q is defined by the amount of main memory available. Given the large memory sizes available even on modest desktop hardware today, this corresponds to thousands of micro-clusters for data sets containing hundreds of dimensions. This means that a high level of granularity in data representation can be maintained. This level of granularity is critical in using the micro-clustering as a surrogate for the original data.
Each micro-cluster is subsequently used as a summary representation in order to compute the densities over different subspaces. The key is to design a kernel function which adapts to the variance of the data points within a cluster as well as their errors. At the same time, the kernel function should be computable using only the micro-cluster statistics of the individual clusters. The first step is to recognize that each micro-cluster is treated as a pseudo-point with a new error defined both by the variance of the points in it as well as their individual errors. Thus, we need to compute the error of the pseudo-point corresponding to a micro-cluster. For this purpose, we assume that each data point X in a micro-cluster is a mutually independent observation with bias equal to its distance from the centroid and a variance equal to the error ψ(X). Therefore, the true error φ(X, C) 2 of the data point X assuming that it is an instantiation of the pseudo-observation corresponding to the micro-cluster C is given by:
Here φ j (X, C) refers to the error in the jth dimension. We note that this result follows from the well known statistical relationship that the true error is defined by the squared sum 1-4244-0803-2/07/$20.00 ©2007 IEEE.
of the bias and the variance. Once we have established the above relationship, we can use the independence assumption to derive the overall error for the micro-cluster pseudopoint in terms of the micro-cluster summary statistics:
Lemma 1
The true error ∆(C) for the pseudo-observation for a micro-cluster C = {Y 1 . . . Y r } is given by the relationship:
We will now examine the individual terms on the right hand side of Equation 8 . We first note that the value of
2 /r corresponds to the variance of the data points in cluster C. From [12] , we know that this corresponds to CF 2
It further follows from the definition of a micro-cluster that the expression The above result on the true error of a micro-cluster pseudoobservation can then be used in order to compute the errorbased kernel function for a micro-cluster. We denote the centroid of the cluster C by c(C). Correspondingly, we define the kernel function for the micro-cluster C in an analogous way to the error-based definition of a data point:
As in the previous case, we need to define the overall density as a sum of the densities of the corresponding microclusters. The only difference is that we need to define the overall density as the weighted sum of the corresponding kernel functions. Therefore, if the data contains the clusters C 1 . . . C m , then we define the density estimate at x as follows:
The density estimate is defined by the weighted estimate of the contributions from the different micro-clusters. This estimate can be used for a variety of data mining purposes. In the next section, we will describe one such application. 
while L is not empty begin Add set with highest local accuracy in L to N ; Remove all sets in L which overlap with sets in N ; end; report majority class label in N ; end 
Leveraging Density Estimation for Mining
We note that error-based densities can be used for a variety of data mining purposes. This is because the density distribution of the data set is a surrogate for the actual points in it. When joint distributions over different subspaces are available, then many data mining algorithms can be redesigned to work with density based methods. Thus, the key approach to apply the method to an arbitrary data mining problem is to design a density based algorithm for the problem. We further note that clustering algorithms such as DBSCAN [5] and many other data mining approaches work with joint probability densities as intermediate representations. In all these cases, our approach provides a direct (and scalable) solution to the corresponding problem. We further note that unlike the work in [3] , which is inherently designed to work with univariate re-construction, our results (which are derived from only simple error statistics rather than entire distributions) are tailored to a far wider class of methods. The joint probability distribution makes it easier to directly generate error-based generalizations of more complex methods such as multi-variate classifiers.
In this paper, we will discuss such a generalization for the classification problem [4, 7] . We define the notations for the classification problem as follows: We have a data set D containing a set of d-dimensional records, and k class labels which are denoted by l 1 . . . l k . The subset of the data corresponding to the class label l i is denoted by D i . In this paper, we will design a density based adaptation of rulebased classifiers. Therefore, in order to perform the classification, we need to find relevant classification rules for a particular test instance. The challenge is to use the density based approach in order to find the particular subsets of dimensions that are most discriminatory for a particular test instance. Therefore, we need to find those subsets of dimensions in which the instance-specific local density of the data for a particular class is significantly higher than its density in the overall data. The first step is to compute the density over a subset of dimensions S. We denote the density at a given point x, subset of dimensions S, and data set D by g(x, S, D) . The process of computation of the density over a given subset of dimensions is exactly similar to our discussion of the full dimensional case, except that we use only the subset of dimensions S rather than the full dimensionality.
The first step in the classification process is to precompute the error-based micro-clusters together with the corresponding statistics. Furthermore, the micro-clusters are computed separately for each of the data sets D 1 . . . D k and D. We note that this process is performed only once as a pre-processing step. Subsequently, the compressed microclusters for the different classes are used in order to generate the accuracy density estimates over the different subspaces. The statistics of these micro-clusters are used in order to compute the densities using the relations discussed in the previous section. However, since the densities need to be computed in an example-specific way, the density calculation is performed during the classification process itself. The process of data compression makes the density computation particularly efficient for large data sets. We also note that in order to calculate the density over a particular subspace, we can use Equations 9, and 10, except that we only need to apply them to a subspace of the data rather than the entire data dimensionality.
In order to construct the final set of rules, we use an iterative approach in which we find the most relevant subspaces for the classification process. In order to define the relevance of a particular subspace, we define its density based local accuracy A(x, S, l i ) as follows:
This dominant class dom(x, S) at point x is defined as the class label with the highest accuracy. Correspondingly, we have:
In order to determine the most relevant subspaces, we perform a bottom up methodology to find those combinations of dimensions which have high accuracy for a given test example. We also impose the requirement that in order for a subspace to be considered in the set of (i + 1)-dimensional variations, at least one subset of it needs to satisfy the accuracy threshold requirements. We impose this constraint in order to facilitate the use of a roll-up technique in our algorithm. In most cases, this does not affect the use of the technique when only lower dimensional projections of the data are used for the classification process. In the roll-up process, we assume that C i is a set of candidate i-dimensional subspaces, and L i is a subset of C i , which have sufficient discriminatory power for that test instance. We iterate over increasing values of i, and join the candidate set L i with the set L 1 in order to determine C i+1 . We find the subspaces in C i+1 which have accuracy above a certain threshold (subject to the additional constraints discussed). In order to find such subspaces, we use the relationships discussed in Equations 11 and 12. Thus, we need to compute the local density accuracy over each set of dimensions in C i+1 in order to determine the set L i+1 . We note that this can be achieved quite efficiently because of the fact that the computations in Figure 11 can be performed directly over the micro-clusters rather than the original data points. Since there are significantly fewer number of micro-clusters (which reside in main memory), the density calculation can be performed very efficiently. Once the accuracy density for each subspace in C i+1 has been computed, we retain only the dimension subsets for which the accuracy density is above the threshold a. This process is repeated for higher dimensionalities until the set C i+1 is empty. We assume that the final set of discriminatory dimensions are stored in L = ∪ i L i .
Finally, the non-overlapping sets of dimensions with the highest accuracy above the pre-defined threshold of a are used in order to predict the class label. In order to achieve this goal, we first determine the subspace of dimensions with the highest local accuracy. Then, we repeatedly find the next non-overlapping subset of dimensions with the highest level of accuracy until all possibilities are exhausted. The majority class label from these non-overlapping subsets of dimensions are reported as the relevant class label. We note that we do not necessarily need to continue with the process of finding the next overlapping subspace repeatedly until all possibilities are exhausted. Rather, it is possible to terminate the process after finding at most p non-overlapping subsets of dimensions.
This kind of approach can in fact be generalized to any data mining approach which use probability densities instead of individual data points. Many data mining algorithms can be naturally extended from point based processing to density based processing in order to apply this kind of approach. This is useful in order to leverage this methodology in general and practical settings. The overall algorithm is illustrated in Figure 3 . 
Experimental Results
In this section, we will present the experimental results for the error-based mining approach. Our primary aim was to measure the effectiveness of the method in the presence of increasing error. In addition, we would like to check the effectiveness and efficiency of our micro-clustering strategy for data summarization. Therefore, we will present the following results: (1) Change in classification accuracy with increasing error rate. sets from the UCI machine learning repository 1 in order to test the effects of varying data set sizes and dimensionalities. Specifically, we used the adult, ionosphere, wisconsin breast cancer, and forest cover data sets from the repository. In each case, we used only the quantitative variables for the testing process. We note that the forest cover and adult data sets were quite large, and were specially useful for testing the effects of micro-cluster summarization on the error-based classification process. For the purpose of experimentation, errors were added to the data set from a normal distribution with zero mean, and a standard deviation whose parameter was chosen as follows. For each entry, the standard deviation parameter of the normal distribution was chosen from a uniform distribution in the range [0, 2 · f ] · σ, where σ is the standard deviation of that dimension in the underlying data. Thus, by changing the value of f , it is possible to vary the error level of the data set. We note that when the value of f is chosen to be 3, the majority of entries in the data are distorted by as much as 3 standard deviations of the original distribution. At this error level, the distorted value of the entry could lie outside the tail of the original distribution even at 99.99% level of confidence under the normal distribution assumption. In some of the scenarios discussed in this paper, this level of distortion reduces the effectiveness of a classifier to almost that of a random classifier, if the errors are not taken into account. In the testing process, we varied the value of the noise parameter f from 0 to 3 units to show the effects of a wide range of distortions.
In order to test the effectiveness of the method in the presence of errors, we used two other implementations: (1) A standard nearest neighbor classification algorithm which reported the class label of its nearest record. (2) A version of our density based classification algorithm which was not adjusted for errors. This was exactly the same algorithm as our error-based algorithm except that all the entries in the data were assumed to have an error of zero. The aim of using two different implementations was to account for differences which were obtained simply because of the use of a density based classifcation process. As our results will show, different classifiers are more effective for different data sets both in the presence and absence of errors, if no adjustments are made for the errors. In addition, we will show that the error based method was always superior to both classifiers in the presence of errors.
First, we will discuss the results from varying the value of the error parameter f . In these cases, we will fix the number of micro-clusters at 140. This effectively summarizes the entire data set in only 140 error-based points. This is a very high level of summarization, especially for data sets such as the forest cover set which contain more than half a million points. The purpose of choosing a high level of summarization was to illustrate the effectiveness of the approach even in the case where the efficiency of the approach was considerably scaled up. In Figures 4,  and 6 , we have illustrated the classification accuracy with increasing error parameter f for the different data sets. The number of micro-clusters was fixed at 140. In each graph, the error parameter f is illustrated on the X-axis, and the classification accuracy is illustrated on the Y-axis. We make some observations about the common trends across different data sets:
(1) In the case of each classifier, an increase in the error parameter reduced the classification accuracy. We further note that the two density based classifiers had exactly the same accuracy when the error-parameter was zero. However, as the error parameter was increased, the differences between the two density based classifiers increased in each case. In addition, the accuracy of the nearest neighbor classifier worsened drastically with increasing error in all data sets. (2) In the zero-error case, the nearest neighbor classifier could be better or worse than the density based classifier. For example, in the case of the forest cover data set ( Figure  6 ), the nearest neighbor classifier is more effective than the density based classifier when there are no errors in the data set. However, an increased level of error reduced the effectiveness of the nearest neighbor classifier to a point where it was worse than both classifiers. In some of the data sets, an increase in error to an average of 3 standard deviations reduced the effectiveness of the nearest neighbor classifier to that of a random classifier. However, in each case, the error-based classifier continued to be effective even in the case of large errors in the data. Thus, the order of effectiveness of different classification methodologies could vary over different data sets, though the error adjustment process provides a definite advantage in terms of the quality of classification. (3) One interesting characteristic of the error-based method is that even when the errors in the data are 2 to 3 times the standard deviation of the corresponding dimension, the classifier is still able to meaningfully classify the data at an accuracy significantly higher than that of a random classifier. As illustrated by our results, this is not the case for either the nearest neighbor or the (non-adjusted) density based classifier. In either case, the results of classification could be arbitrarily poor for data sets with high error.
The above results show the robustness of the approach to increasing levels of error in the data. Next, we study the effects of using different levels of micro-clustering on classification accuracy. A greater number of microclusters increases both the training and testing time, but it increases the level of granularity at which the data is represented. Naturally, a higher level of granularity leads to a greater level of accuracy, though the advantages are limited beyond a certain point. The results are also not completely monotonic because of the underlying noise in the data. The classification accuracy with increasing number of micro-clusters are illustrated in Figures 5, and  7 . Since the nearest neighbor approach is not dependent on the micro-clustering process, its classification accuracy is illustrated as a horizontal baseline, which is independent of the number of micro-clusters. In each case, the value of the error parameter f was fixed at 1.2. On the X-axis, we have illustrated the number of micro-clusters, whereas the classification accuracy is illustrated in the Y-axis. We make the following observations:
(1) In each data set, the classification accuracy of the error-adjusted method increased with the number of micro-clusters. This is because the effectiveness of the summarization methodology improved with an increasing number of micro-clusters. However, the effects of the micro-clustering process seemed to level off after about 100 micro-clusters in each case.
(2) When error-adjustments were not applied to the density based classifier, the noise in the classification process exceeded the effects of increasing number of micro-clusters.
We also tested the efficiency of the training and testing process. In Figure 8 , we have illustrated the training efficiency with increasing number of micro-clusters. The number of micro-clusters is illustrated on the X-axis, and the average time for processing each data point is illustrated on the Y-axis. It is clear that the processing time scaled linearly with the number of micro-clusters. The efficiency results for all data sets are illustrated in the same chart (Figure 8) . We note that none of the data sets required more than 7 * 10 −4 seconds per data point for processing. For some of the data sets, this translates to a rate of more than several thousand data points per second. The difference in running time among the different data sets is because of the varying dimensionality. This is because the number of operations per data point is proportional to data dimensionality. The running times for the adult data set are the least since it contains only 6 dimensions, whereas the 34-dimensional ionosphere data set takes the longest processing time per record.
In Figure 9 , we have illustrated the testing time per record for the different data sets. On the X-axis, we have illustrated the number of micro-clusters, whereas the testing time per record is illustrated on the Y-axis. As in the previous case, the testing time is proportional to the number of micro-clusters. However, in this case, the difference in running times for the different data sets is much larger. This is because the testing time is more sensitive to data dimensionality. This trend can be observed more clearly from Figure  10 , in which we have illustrated the running times for dif-ferent data dimensionalities. We have illustrated two cases corresponding to 80 and 140 micro-clusters respectively. In order to derive the results of Figure 10 , we used projections of different dimensionalities from the ionosphere data set. The dimensionality is illustrated on the X-axis, whereas the testing time per record is illustrated on the Y-axis. The trends in running time reflect the use of a roll-up algorithm during the knowledge discovery process. This results in a non-linear variation in the testing time with data dimensionality.
Finally, we tested the scalability of training times with data set size. We have illustrated the training times for the case of the forest cover data set using 140 micro-clusters. We used samples of different sizes from the forest cover data set, and calculated the training time per example. This training time per example is illustrated on the Y-axis of Figure 11 , whereas the sample size is illustrated on the Xaxis. The average training time per example was lower for smaller sample sizes. This is because the maximum number of micro-clusters were not used with very small sample sizes. At the earlier stages of the micro-clustering algorithm, only a small number of micro-clusters were created, but this gradually increased to the maximum number over time. Therefore, a fewer number of distance calculations were performed at the beginning of the algorithm. This resulted in a higher training rate at the beginning of the algorithm. However, as the sample size increased, the average training time per example stabilized to the steady-state rate of the maximum number of micro-clusters. This trend is illustrated in Figure 11 . As evident from the trend, the training time per example is only of the order of 10 −4 seconds. This efficiency is because of the use of the micro-clustering approach which allows efficient construction of the errorbased densities. As discussed earlier in this section, the use of micro-cluster summarization in the design of error-based densities does not significantly reduce the accuracy of the overall approach. Thus, the error-based density estimation can be used for very large data sets without compromising effectiveness.
Conclusions and Discussion
In this paper, we discussed a general framework for uncertain data mining. We showed that the quality of data mining approaches can be substantially improved when the quantitative disposition of the errors in different fields are leveraged for the mining process. These errors can be captured in the intermediate representation of a density estimate of the data set. This intermediate representation can be used to construct accurate solutions for any data mining problem which works with a multi-variate estimation of the densities. We used a micro-clustering approach in order to scale our method to very large data sets. This increases the applicability of the error based procedure to very large number of data sets in which density estimates may need to be repeatedly computed over possibly different subsets of dimensions. As a concrete example of our technique, we constructed a classifier which uses error adjusted densities instead of the original data points. We tested our algorithm on a number of real data sets, and show that the error-adjusted approach turns out to be significantly more effective in practice. Given the ubiquity of uncertain data, we expect this method to have wide applicability for many future applications.
