Abstract. The discrete mollification method is a convolution-based filtering procedure suitable for the regularization of ill-posed problems and for the stabilization of explicit schemes for the solution of PDEs. This method is applied to the discretization of the diffusive terms of a known first-order monotone finite difference scheme [S. Evje and K.H. Karlsen, SIAM J Numer Anal 37 (2000) 1838-1860] for initial value problems of strongly degenerate parabolic equations in one space dimension. It is proved that the mollified scheme is monotone, and converges to the unique entropy solution of the initial value problem, under a CFL stability condition which permits to use time steps that are larger than with the un-mollified (basic) scheme. Several numerical experiments illustrate the performance, and gains in CPU time, for the mollified scheme. Applications to initial-boundary value problems are included.
1. Introduction 1.1. Scope. This paper is concerned with finite difference methods for the following initial value problem for a degenerate parabolic equation: 2) where the integrated diffusion coefficient A is defined by
3)
The function a is allowed to vanish on u-intervals of positive length, on which (1.1) degenerates to a firstorder scalar conservation law. Therefore, (1.1) is called strongly degenerate. It is well known that solutions of (1.1), (1.2) are, in general, discontinuous even if u 0 is smooth, and need to be defined as weak solutions along with an entropy condition to select the physically relevant solution, the entropy solution. Applications of degenerate parabolic equations include two-phase flow in porous media, traffic flow, and sedimentationconsolidation processes. Evje and Karlsen [1] introduced an explicit monotone difference scheme for the approximation of entropy solutions of (1.1), (1.2) based on the first-order accurate, monotone Engquist-Osher numerical flux [2] for the convective part combined with a conservative discretization of the degenerate diffusion term. If ∆x and ∆t denote the spatial meshwidth and the time step, respectively, they proved convergence of the scheme to an entropy solution as ∆x, ∆t ↓ 0 provided that the following CFL stability condition is satisfied: λ f ∞ + 2µ a ∞ ≤ 1, λ := ∆t/∆x, µ := ∆t/∆x 2 .
(1.4) Similar conditions appear for explicit finite difference schemes approximating smooth solutions of strictly parabolic convection-diffusion equations. For these equations, the so-called method of discrete mollification [3, 4] consists in using certain convex combinations of finite difference stencils rather than a single one. This device leads to a consistent numerical method with a new CFL condition that allows to use larger time steps, i.e. it stabilizes the given method. In our case, the application of discrete mollification to the scheme introduced in [1] leads to a mollified scheme whose CFL stability condition is given by λ f ∞ + 2µε η a ∞ ≤ 1, where ε η := C η (1 − w 0 ) ∈ (0, 1), (1.5) where C η and w 0 are a parameter and the central weight, respectively, of the discrete mollification operator that depend on the width η of the mollification stencil. Since ε η ∈ (0, 1), for given ∆x the condition (1.5) admits to employ values of ∆t that are up to several times larger than for the standard, un-mollified version of the scheme with the restriction (1.4) . This accelerates the given scheme but, as our numerical experiments show, introduces an at most moderate additional error. It is the purpose of this paper to demonstrate that discrete mollification can also be applied to difference methods for the initial value problem for a strongly degenerate parabolic equation (1.1), (1.2) . We prove that the new method is monotone and converges to the unique entropy solution of (1.1), (1.2) under the less restrictive CFL condition (1.5) . The performance of the method is illustrated in several numerical examples.
1.2. Related work. Discrete mollification [5, 6 ] is a versatile convolution-based filtering procedure for the regularization of ill-posed problems [6, 7, 8, 9] and the stabilization of explicit schemes for the solution of PDEs. In [3] and [4] the mollification method was introduced as a stabilizer for numerical schemes for strictly parabolic convection-diffusion equations and non-linear scalar conservation laws, respectively. In [10] it is shown that a particular discrete approximation of the second derivative of a smooth function, based on discrete mollification, stabilizes operator splitting methods [11] for the numerical solution of convectiondiffusion problems. The method of [10] is applied herein to strongly degenerate parabolic equations.
On the other hand, monotone schemes for first-order conservation laws (corresponding to A ≡ 0) were first analyzed in [12, 13] . Their attractive feature is the convergence to an entropy solution, which remains valid for the application to strongly degenerate parabolic equations. This was first exploited by Evje and Karlsen in [1] . Related analyses include implicit monotone schemes for degenerate parabolic equations [14] , problems with boundary conditions [15] , multidimensional degenerate parabolic equations [16] , equations with discontinuous coefficients [17, 18, 19] , and problems of parameter identification [20] (this list is far from being complete). Of course, the robustness of monotone schemes, in particular the convergence to the entropy solution, comes at the well-known price of the generic limitation to first-order accuracy.
1.3. Outline of the paper. The remainder of the paper is organized as follows. In Section 2 we present preliminary material, including a definition of an entropy solution of (1.1), (1.2) in Section 2.1, a description of the unmollified (basic) scheme from [1] in Section 2.2, a precise statement of the assumptions underlying the convergence analysis (Section 2.3), and an outline of the discrete mollification operator and its properties (Section 2.4). Section 3 deals with the mollified scheme, which is motivated in Section 3.1, and whose convergence to an entopy solution of (1.1), (1.2) is shown in Section 3.2. Based on standard compactness arguments, we prove that under the CFL condition (1.5) the mollified scheme is conservative and monotone, and produces uniformly bounded approximate solutions that satisfy the L 1 Lipschitz continuity in time property. Moreover, under an additional limitation of the choice of the mollification stencil the approximations of the integrated diffusion coefficient have the appropriate regularity properties. Since the scheme is monotone, it satisfies a discrete entropy inequality, and by a Lax-Wendroff-type argument we prove that it converges to an entropy solution of (1.1), (1.2) as ∆t, ∆x ↓ 0. The mollified scheme is further supported by numerical experiments presented in Section 4, which are motivated by three different applicative models that also include boundary conditions. Some conclusions are collected in Section 5.
Preliminaries
2.1. Definition of an entropy solution. We recall here the definition of entropy solutions of (1.1), (1.2) from [1] . Definition 2.1. A bounded measurable function u is said to be an entropy solution of (1.1), (1.2) if it satisfies
For all non-negative test functions φ ∈ C ∞ 0 (Π T ) with φ| t=T = 0 and any c ∈ R, the following entropy Kružkov-type inequality is satisfied:
It is well known that entropy solutions of (1.1), (1.2) 
In particular, entropy solutions of (1.1), (1.2) are unique. This is, in fact, valid for initial value problems of more general strongly degenerate parabolic equations, also in several space dimensions. See [21] for details.
2.2.
The unmollified scheme (basic scheme). We select a mesh size ∆x > 0 and a time step ∆t > 0 such that there exists an integer N with N ∆t = T . Let u n j denote the value of the difference approximation at (j∆x, n∆t) for j ∈ Z and n = 1, . . . , N . We then discretize the initial datum by 2) and calculate the solution values at time level t n+1 from those at time t n by the explicit marching formula
where we define the standard difference operators
and use the Engquist-Osher [2] numerical flux given by
Under the CFL condition (1.4) the scheme (2.3) is monotone, therefore first-order accurate, and converges to the unique entropy solution [1] . The new scheme will be based on replacing the term µ∆ 2 A(u n j ) in (2.3) by a different expression involving discrete mollification. We will therefore refer to (2.3) as the basic scheme.
2.3.
Assumptions. With the notation related to the discretization at hand, we state, similarly to [15] , as a further assumption that
This means, in particular, that there exists a constant M 3 such that
2.4. The discrete mollification operator. The mollification method [5, 6] is based on replacing the discrete function y = {y j } j∈Z , which can, for example, consist of evaluations or cell averages of a real function y = y(x) given at equidistant grid points x j = x 0 + j∆x, ∆x > 0, j ∈ Z, by its mollified version J η y, where J η is the so-called mollification operator defined by where η ∈ N is the support parameter (indicating the width of the mollification stencil) and the so-called weights w i satisfy
The weights w i are obtained by numerical integration of the truncated Gaussian kernel
, and δ and p are positive parameters. This kernel satisfies κ pδ ≥ 0, κ pδ ∈ C ∞ (−pδ, pδ), κ pδ = 0 outside [−pδ, pδ], and R κ pδ = 1. Then we define ξ j−1/2 := (j − 1/2)∆x for j ∈ Z and compute the weights by
Usually p = 3 is taken and δ, whose role is to determine the shape of the kernel's Gaussian bell, is considered as regularization parameter, and it is estimated by means of methods like Generalized Cross Validation (GCV) [6, 8] . In any case, in this work the main relationship between δ and η is given by δ = (η + 1/2)∆x/p. This choice generates weights w −η , . . . , w η , that are independent of ∆x. The resulting values of w i for several values of η and p = 3 are given in Table 1 .
We conclude this section with some approximation and stability results.
Lemma 2.1. The discrete mollification operator can be written in the forms
where we define
We assume that g is a sufficiently smooth real function, set y j = g(x j ), and employ the Taylor expansion
where ξ j,i is a real number between x j and x j+i . Then, defining
we can write
bounded on R, and set y j = g(x j ). If the data {y
Additionally, for each compact set
Moreover, the following inequalities hold for all j ∈ Z, where C is a different constant in each inequality:
Details of the proofs of Lemma 2.1 and of the third part of Theorem 2.1 can be found in [3] , while (2.11) is a way of rewriting (2.10).
3. Mollified scheme 3.1. Motivation of the mollified scheme. The new scheme is based on the consistency result for discrete mollification (2.11), which implies the approximation
Assume now for the moment that A(u) is a smooth function of x. Then we have
so we obtain the following new consistent scheme if we replace the expression µ∆
As we will see, the new scheme (3.2) has a more favorable CFL condition than (2.3). For strictly parabolic convection-diffusion problems where A is indeed smooth, (3.2) represents an obviously consistent scheme (see [10] ). For the present setting, where we wish to approximate discontinuous solutions, and A is only Lipschitz continuous, this calculus only serves as a motivation for the new scheme. However, as we will show, in the present case the scheme is justified and supported by a convergence analysis, since the Lax-Wendroff-type argument invoked to show that the scheme converges to an entropy solution will appeal to (3.1) only with g replaced by a smooth test function.
3.2.
Convergence analysis of the mollified scheme.
Lemma 3.1. The scheme (3.2) is conservative, and its numerical flux is consistent with (1.1).
Proof. According to Lemma 2.1 the mollification operator is indeed conservative and we can write
, where
so the marching formula (3.2) can be rewritten as
The consistency follows by recalling (3.1), and by noting that
For later purposes, we remark that due to Lemma 2.1, we can write
where the quantities Q 0 , . . . , Q η−1 are defined in (2.9).
Lemma 3.2. The scheme (3.2) is monotone under the CFL condition (1.5), and we have the following uniform L ∞ bound:
Proof. We denote by u n and v n the data {u n i } i∈Z and {u n i } i∈Z , respectively, and assume that v n i = u n i for i ∈ Z with the exception of i = k, for which we assume that u n k ≤ v n k . We write the scheme (3.2) as u n+1 j = S j (u n ), where S j (u n ) denotes the right-hand side of (3.2). First, we consider the case j − η ≤ k ≤ j − 2, in which we simply get
since A is non-decreasing. In the case k = j − 1 we get
where we use that F EO is non-decreasing in its first argument. The cases k = j + 1 and j + 2 ≤ k ≤ j + η can be handled by similar arguments. The case k = j requires special attention. We have
Considering that
and using that by the definition of F EO we have 
Under the condition (1.5) the integrand in (3.7) is non-negative, so S j (u n ) ≤ S j (v n ), and the scheme (3.2) is monotone. The second assertion, (3.6), follows from the monotonicity by a standard argument if we take into account that if w n j = ± u 0 ∞ for all j ∈ Z and w n+1 j
Remark 3.1. Since 0 < w 0 ≤ 1 and the constant C η defined in (3.1) satisfies C η ≤ 1 if η is sufficiently large, the CFL condition (1.5) turns out to be less restrictive than (1.4). The actual value of ε η = C η (1 − w 0 ) for the usual choice p = 3 and a range of η-values is shown in Table 2 and illustrated in Figure 1 .
Since monotone schemes are total variation diminishing (TVD), we obtain the following corollary. Proof. Let n ∈ {0, 1, . . . , N − 1}. From (3.4) we obtain that
Noting that
where , we obtain
Moreover, we have that 
Due to the CFL condition (1.5), all coefficients in (3.11) are non-negative, so we obtain
Summing this over all j ∈ Z we obtain We need to show that the right-hand side of (3.12) is O(∆t). From (3.4) for n = 0 we obtain
Similarly to (3.10) we obtain
Now, in light of the assumption (2.4), we may write
with a constant C 1 that is independent of ∆x and ∆t. Thus, combining (3.12) and (3.13) we obtain
which immediately implies (3.9).
Lemma 3.4. Assume that the CFL condition (1.5) is satisfied. Then there exists a constant C 2 , which is independent of ∆t and ∆x, such that
Proof. For each discretization (∆x, ∆t) and time t n , the numerical solution values u n j are constant outside a finite range of indices j. Thus, from (3.4) we deduce that
where C 1 is the constant of Lemma 3.3. We conclude that |ψ n j | ≤ C 2 ∆x, where
, from which (3.14) follows if we take into account (3.5).
Lemma 3.5. Assume that (1.5) is satisfied, and that the mollification weights w i satisfy the restriction
15)
where we recall that the quantities Q 0 , . . . , Q η−1 are defined in (2.9). Then there exists a constant C 3 , which is independent of ∆t and ∆x, such that
Proof. We begin by setting z n j := A(u n j+1 ) − A(u n j ). Since the initial datum is assumed to be constant outside a bounded interval (see (2.4)), for a given pair of discretization parameters (∆x, ∆t) there exists an integer K > 0, which in general depends on n, such that z n j = z n −j = 0 for j > K. Additionally, from the triangular inequality and Lemma 3.4 we obtain
Actually, (3.17) is valid for j ∈ Z, but is trivially satisfied for |j| > K since z n j = 0 for these j. Consequently, defining the vectors
and the (2η 
we can rewrite (3.17) as the system of inequalities Md n ≤ C 2 ∆xe, where "≤" holds in a component-wise sense. Clearly, due to its sign structure, M is an L-matrix. Moreover, if (3.15) is satisfied, then M becomes an M-matrix, which means that M −1 exists, M −1 ≥ 0 in a component-wise sense, and M −1
∆x. Thus, (3.16) follows by taking C 3 := C 2 /ζ, and noting that ζ does not depend on ∆x, ∆t, or K. Remark 3.2. We have just proved that by imposing that the mollification weights satisfy the additional condition (3.15), one can establish the spatial regularity property (3.16). For p = 3, (3.15) is satisfied for η = 1, . . . , 5, see Table 1 , which also shows the corresponding values of ζ.
In light of Lemma 3.5 there exists a constant C 4 , which is independent of ∆t and ∆x, such that
Lemma 3.6. Under the assumptions of Lemma 3.5 there exists a constant C 5 , which is independent of ∆t and ∆x, such that
for all n, m ∈ {0, . . . , N }.
The proof of Lemma 3.6 is given by the proof of [17, Lemma 4.2], which in turn is based on a technique introduced in [1] . The proof is based on an interpolation technique that exploits (3.16) and does not depend on the particular scheme being considered.
As in [1] , we denote by u ∆ (where ∆ = (∆x, ∆t)) the interpolant of degree one associated with the data points {u n j }. The function u ∆ is continuous everywhere and differentiable almost everywhere. From (3.6) in Lemma 3.2, Corollary 3.1 and Lemma 3.3 we deduce that there is a constant C 6 such that
while Lemmas 3.5 and 3.6 imply that there is a constant C 7 such that
Lemma 3.7. Let us recall the standard notation a ∧ b := min{a, b} and a ∨ b := max{a, b}, and definẽ
where ρ k is defined as in (3.3) . Then the mollified scheme (3.2) satisfies the following cell entropy inequality:
Proof. Recalling the definition of ψ n j in (3.3) , we obtain by replacing every ocurrence of u n j in the definition of S j (u n ) by u n j ∨ c, where u n ∨ c := {u n j ∨ c} j∈Z , the identity
The same identity holds if every "∨" is replaced by "∧" and we define u n ∧ c := {u n j ∧ c} j∈Z . Subtracting the second version from the first, we obtain
Since A is non-decreasing, we can rewrite this as
On the other hand, the monotonicity of the scheme implies that
Combining (3.22) and (3.23) we obtain the desired entropy inequality (3.21).
Theorem 3.2. Assume that ∆t and ∆x satisfy the CFL condition (1.5), that the weights w −η , . . . , w η of the discrete mollification operator satisfy the restriction (3.15), and that the initial datum u 0 satisfies (2.4). Then the interpolated approximate solution u ∆ obtained from the mollified scheme (3.2) converges in the strong topology of L 1 (Π T ) to an entropy solution of (1.1), (1.2).
Proof. Due to the embedding of
, we deduce from (3.19) that there exists a sequence {∆ i } i∈N with ∆ i → 0 for i → ∞ and a function u ∈ L ∞ (Π T ) ∩ BV (Π T ) such that u ∆ → u a.e. on Π T . Moreover, in light of (3.20) the Arzelà-Ascoli theorem implies that A(u ∆ ) → A(u) uniformly on Π T , and we have that A(u) ∈ C 1,1/2 (Π T ). It remains to prove that u satisfies the entropy inequality (2.1). This can be done by a standard LaxWendroff-type argument; namely, we choose a non-negative test function φ ∈ C ∞ (Π T ) with compact support on R × [0, T ), multiply the discrete entropy inequality (3.21) by ∆xφ n j , where φ n j = φ(x j , t n ), sum the result over all j and n, apply "summation by parts", and let ∆ ↓ 0. Details (cf. e.g. [1, 15] ) will be omitted here, but we mention that the "summation by parts" for the discretization of the diffusive terms in (3.21) can be done as follows: 
= ∆x∆t
where the last equality follows from applying (3.1) to the smooth test function φ.
Numerical Examples
In this section we present numerical solutions of some test problems to evaluate the performance of the mollified scheme (3.2). For comparison purposes we will use the basic scheme (2.3) as reference. In both cases, the time step ∆t is selected by considering equality in the respective CFL conditions (1.4) and (1.5) with the right-hand sides set to 0.98. Thus, for the mollified scheme we employ ∆t = 0.98 ∆x
In all examples a reference solution was computed using the basic scheme on a very fine grid. This reference solution was then used for approximating the error of the schemes on coarser grids. More precisely, the relative L 1 -error was approximated by the quantity
where M is the total number of grid points, u n j is the computed solution at x j in the simulated time t n and U n (x j ) is value of the reference solution at the same time t n in the grid point x j . The grids were built in such a way that no spatial interpolation is needed to evaluate U n (x j ). However, the last time step was fixed for both methods so that the desired final time is attained exactly. Table 3 . Example 1: approximate relative L 1 errors and CPU times for the basic scheme (2.3) and the mollified scheme (3.2) with η = 3, η = 5 and η = 8, for the simulated time T = 0.5. Table 4 . Example 2: approximate relative L 1 errors and CPU times for the reference scheme (2.3) and the mollified scheme (3.2) with η = 3, η = 5 and η = 8, for the simulated time T = 1.
on the domain [0, 1] with initial data u 0 (x) = 1 for x < 0.1 and u 0 (x) = 0 otherwise, and ε = 0.01. This example was solved by an operator splitting method in [23] .
Here, the boundary conditions used for the computation of the numerical solution were u(0, t) = 1 and u(1, t) = 0. For computing the discrete mollification of A(u) a reflection of the data in the interior was −n for n = 6, . . . , 11 (left) and ∆x = 2 −n for n = 4, . . . , 10 (right).
implemented. For details on the treatment of boundary conditions with discrete mollification we refer to [3] . The results obtained by the basic scheme (2.3) and the mollified version (3.2) are summarized in Table 3 and illustrated in Figures 2-5 . The error is computed using as reference solution the result of (2.3) on a very fine grid with ∆x = 1/4096. For the mollified scheme we used η = 3, η = 5 and η = 8.
Example 2. Next, we consider (1.1) with
Under these assumptions, (1.1) turns into an algebraically simplified version of a diffusively corrected kinematic-wave traffic model [24] . We solve the problem up to T = 1. Again we choose η = 3, η = 5 and η = 8.
In this case, the boundary conditions for u and the discrete mollification of A(u) were of type Dirichlet, u(−3, t) = u(5, t) = 0. However, x = −3 and x = 5 are far away from the actual support of the numerical solution, so the numerical solution coincides with that of the initial value problem (1.1), (1.2). See Table 4 for approximate errors, CPU times and convergence rates, and Figures 3 and 4 for numerical solutions where we illustrate the effects of different values of η at a given fixed spatial discretization and of reducing ∆x for a fixed value of η, respectively. Figure 5 displays the approximate L 1 error versus the CPU time for the reference scheme and the mollified version with several values of η. Example 3 (Sedimentation). One of the main applications of strongly degenerate parabolic equations is a model of sedimentation-consolidation processes of solid-liquid suspensions, see e.g. [25] , where the functions f (u) and A(u) model the effects of hindered settling and sediment compressibility, respectively, of a suspension of local solids volume fraction u. consider (1.1) with the choice
otherwise, with parameters v ∞ < 0 and C > 1, and a diffusion function A(u) defined by (1.3) with
where ∆ and g are constants and u c (the so-called critical concentration), β and σ 0 are parameters. If β is an integer, then A(u) can be evaluated in closed form as follows:
where
We consider x ∈ [0, L] and time t ∈ [0, T ]. The initial and boundary conditions are of the form
(a) T = 400 s Table 5 and Figures 6 and 7 for results.
Conclusions
The convergence analysis shows that standard compactness and entropicity arguments for finite difference schemes for non-linear first-order conservation laws and strongly degenerate parabolic equations can be applied to establish convergence of (3.2) to the entropy solution of (1.1), (1.2) under a CFL condition that allows a larger time step than the basic (unmollified) scheme. Although the convergence statement holds only for η ≤ 5 (when p = 3), encouraging numerical results were also obtained in the case η > 5, as illustrated above with η = 8. A possibly sharper bound in Lemma 3.5 could lead to a less restrictive convergence condition than (3.15). We have kept here the arguments fairly simple, and limited ourselves to one set of mollification weights, namely those obtained in Table 1 for p = 3; this value of p is also employed in [3, 10] . Variations of p and of the corresponding weights could equally turn out more favorable conditions of satisfaction of (3.15) .
Overall, the results of the numerical solutions look encouraging and in the cases of Examples 1 and 3 illustrate that the mollified scheme works well also for problems with boundary conditions, which we have not included in our convergence analysis (see [15] ). The computations have been performed with the maximal time step allowed by the corresponding CFL conditions for the basic scheme and its mollified versions. One should keep in mind that the mollified schemes permit a larger time step, but the evaluation of the discretization of A(u) xx for the mollified scheme is algebraically slightly more involved that that for the basic scheme. In fact, in Examples 1 and 2 a significant gain in CPU time is achieved only for η = 5 and η = 8. In all examples, the approximate errors for the basic and mollified schemes at a given discretization are similar. Probably the resulting speed-up is not as good as for implicit versions of the basic scheme, but the mollification-based option presented herein is easy to implement and avoids, for example, the necessity to solve systems of nonlinear equations that appear with implicit schemes. Furthermore, we mention that in any case a numerical solution calculated by the mollified scheme on a portion of Π T requires less storage space than the solution obtained from the basic scheme. This makes it potentially interesting to use the mollified scheme (3.2) as the basic forward solver for parameter identification problems (see [20] ), in which the coefficients of the so-called adjoint (backward-in-time) scheme depend on the properly stored solution of the direct (forward-in-time) problem.
