Abstract. We give a characterization of transport-entropy inequalities in metric spaces. As an application we deduce that such inequalities are stable under bounded perturbation (Holley-Stroock perturbation Lemma).
General assumption. In all this paper (X, d) will always be a complete, separable metric space such that closed balls are compact.
1.1.1. Optimal transport cost and transport-entropy inequality. Let α : R → R + be a continuous function. Given two probability measures ν and µ on X, the optimal transport cost between ν and µ (with respect to the cost function α) is defined by
where the infimum runs over all the probability measures π on X ×X with marginals ν and µ. The notion of optimal transport cost is very old (it goes back to Monge [21] ). It has been intensively studied and it is used in a wide class of problems running from geometry, PDE theory, probability and statistics, see [28] . Here we focus on the following transport-entropy inequality.
In all the paper, the cost functions α will be assumed to belong to the class of Young functions.
Definition 1.1. (Young functions
1 ) A function α : R → R + is a Young function if α is an even convex, increasing function on R + such that α(0) = 0 and α ′ (0) = 0.
Definition 1.2 (Transport-entropy inequality T α ). Let α be a Young function; a probability measure µ on X is said to satisfy the transport-entropy inequality T α (C), for some C > 0 if (T α (C))
T α (ν, µ) ≤ CH(ν|µ), ∀ν ∈ P(X), where H(ν|µ) = log dν dµ dν if ν ≪ µ +∞ otherwise is the relative entropy of ν with respect to µ and P(X) is the set of all probability measures on X.
Remark 1.3. It can be shown that if α : R → R + is an even convex function such that lim sup x→0 α(x)
x 2 = +∞ then the only probability measures that satisfy the transport inequality T α are Dirac masses (see e.g [12, Proposition 2] ). This is the reason why, in our definition of Young functions, we impose that α ′ (0) = 0. Popular Young functions appearing in the literature, as cost functions in transport-entropy inequalities, are the functions α p 1 ,p 2 defined by (1.4) α p 1 ,p 2 (x) := |x| p 1 if |x| ≤ 1
(the case p 1 < 2 can be discarded according to the remark above). When p 1 = p 2 = p, we use the notation α p instead of α p,p . Transport-entropy inequalities imply concentration results as shown by Marton [19] , see also [4] , [17] , and [13] for a full introduction to this notion.
The transport-entropy inequality related to the quadratic cost α 2 (x) = x 2 is the most studied in the literature. In this case, the transport-entropy inequality is often referred to as the Talagrand transport-entropy inequality and is denoted by T 2 . Talagrand [27] proved that, on (R n , | · | 2 ) (where | · | 2 stands for the Euclidean norm), the standard Gaussian measure satisfies T 2 with the optimal constant C = 2.
1.1.2. Log-Sobolev type inequalities. The second inequality of interest for us is the log-Sobolev inequality and more generally modified log-Sobolev inequalities. To define these inequalities properly, we need to introduce additional notation.
Recall that the Fenchel-Legendre transform α * of a Young function α is defined by α * (y) = sup x∈R {xy − α(x)} ∈ R + ∪ {∞}, ∀y ∈ R.
A function f : X → R is said to be locally Lipschitz if for all x ∈ X, there exists a ball B centered at point x such that sup y,z∈B, y z
When f is locally Lipschitz, we define are finite for all x ∈ X. When f is a smooth function on a smooth manifold, |∇ + f | and |∇ − f | equal the norm of the gradient of f . Finally, if µ is a probability measure on X, recall that the entropy functional Ent µ ( · ) is defined by
Definition 1.5 (Modified log-Sobolev inequality LSI ± α ). Let α be a Young function; a probability measure µ on X is said to satisfy the modified log-Sobolev inequality plus LSI + α (A) for some A > 0 if
for all locally Lipschitz bounded function f : X → R.
It verifies the modified log-Sobolev inequality minus LSI − α (A) for some A > 0 if
Again, the quadratic cost α 2 (x) = x 2 plays a special role since in this case we recognize the usual log-Sobolev inequality introduced by Gross [16] (see also [25] ). In this case, we will use the notation LSI ± .
Bobkov and Ledoux [5] introduced first the modified log-Sobolev inequality with the function α 2,1 , in order to recover the celebrated result by Talagrand [26] on the concentration phenomenon for products of exponential measures. In particular these authors proved that, with this special choice of function, the modified log-Sobolev inequality is actually equivalent to the Poincaré inequality. After them, Gentil, Guillin and Miclo [8] established that the probability measure dν p (x) = e −|x| p /Z p , x ∈ R and p ∈ (1, 2) verifies the modified log-Sobolev inequality associated to the function α 2,p . In a subsequent paper [9] they generalized their results to a large class of measures with tails between exponential and Gaussian (see also [2, 10, 7] and [23] ).
Finally, let us introduce the notion of inf-convolution log-Sobolev inequality. In a previous work [15] , we proposed the following inequality
where
We called it inf-convolution log-Sobolev inequality and we proved that it is equivalent -in a Euclidean setting -to the transport-entropy inequality T α (C ′ ), for Young functions α such that α ′ is concave. Also, we get an explicit comparison between the constants C and C ′ , namely C ≤ C ′ ≤ 8C. Our proof relies in part on the Hamilton-Jacobi semi-group approach developed by Bobkov, Gentil and Ledoux [3] . Inequality (1.6) is actually a family of inequalities, with a constant having a specific form (i.e. 1/(1 − λC)) in the right hand side. In this paper, in order to broaden this notion, we will call (τ)-log-Sobolev inequality rather than inf-convolution logSobolev inequality the following inequality.
Definition 1.7 ((τ)-log-Sobolev inequality). Let α be a Young function; a probability measure µ on X is said to satisfy the
for all bounded locally Lipschitz function f : X → R, where the inf-convolution operator Q λ α is defined by
When λ = 1, we use the notation Q α instead of Q 1 α . The notation (τ) − LSI α refers to the celebrated (τ)-Property introduced by Maurey [20] (that uses the inf-convolution operator Q α and that is also closely related to the transport-entropy inequality, see [13, Section 8.1] ).
Of course (1.6) implies (τ) − LSI α (λ, 1/(1 − λC)), for any λ ∈ (0, 1/C). The other direction is not clear, a priori (it would trivially be true if A = 1), even if the two inequalities have the same flavor. Thanks to Theorem 1.12 below, they appear to be equivalent, under mild assumptions on α.
1.1.3. ∆ 2 -condition. In the next sections, our objective will be to relate the logSobolev inequalities LSI α and (τ) − LSI α to the transport-entropy inequality T α . This program works well if we suppose that α verifies the classical doubling condition ∆ 2 . Recall that a Young function α is said to satisfy the ∆ 2 -condition if there exists some positive constant K (that must be greater than or equal to 2) such that
The classical functions α p 1 ,p 2 introduced in (1.4) enjoy this condition.
The following observation will be very useful in the sequel.
Lemma 1.9.
If α is a Young function satisfying the ∆ 2 -condition, then
where α ′ + (resp. α ′ − ) denotes the right (resp. left) derivative of α. The proof of this lemma is in the Appendix. To understand these exponents r α and p α , observe that for the function α = α p 1 ,p 2 , defined by (1.4), we have r α = min(p 1 , p 2 ) and p α = max(p 1 , p 2 ). Moreover, if 1 ≤ r ≤ p are given numbers, and α is a Young function such that r α = r and p α = p, then it is not difficult to check that α(1)α p,r ≤ α ≤ α(1)α r,p .
Main results.
Our first result states that the modified log-Sobolev inequality (plus or minus) implies the transport-entropy inequality associated to the same α (Otto-Villani theorem). Theorem 1.11. Let µ be a probability measure on X and α a Young function satisfying the ∆ 2 -condition.
The numbers 1 ≤ r α ≤ p α , p α > 1 are defined by (1.10).
Let us comment on this theorem. First observe that C + and C − are of the same order since
For the quadratic case α 2 (x) = x 2 , the constants reduce to C + = C − = A. This corresponds (when X is a smooth Riemannian manifold) to the usual Otto-Villani theorem [22] (see also [3] ). Let us mention that Lott and Villani [18] generalized the result from Riemannian manifolds to length spaces, for α 2 (x) = x 2 , with an adaptation of the Hamilton-Jacobi semigroup approach developed by Bobkov, Gentil and Ledoux [3] . But their statement requires additional assumptions, such as a local Poincaré inequality, which are not needed in Theorem 1.11.
Also, in [8] the authors prove that the modified log-Sobolev inequality, in Euclidean setting and with α = α 2,p , with 1 ≤ p ≤ 2, implies the corresponding transport inequality T α , again using the Hamilton-Jacobi approach [3] .
More recently, in [11] , the first named author proved that LSI + (A) implies T 2 (A) in the quadratic case α 2 (x) = x 2 and on an arbitrary complete and separable metric space. His proof can be easily extended to more general functions such as α p (x) = x p . The scheme of proof is the following. Talagrand's inequality T 2 is first shown to be equivalent to dimension free Gaussian concentration. According to the well known Herbst argument, LSI + implies dimension free Gaussian concentration, so it also implies T 2 .
Finally, as shown by Cattiaux and Guillin [6] , we mention that the Talagrand transport-entropy inequality T 2 does not imply, in general, the log-Sobolev inequality. Hence, there is no hope to get an equivalence in the above theorem.
However, the (τ)-log-Sobolev inequality appears to be equivalent to the transport-entropy inequality. This is the main result of this paper. Moreover, the constants are related in the following way
Such a characterization appeared for the first time in [15] , in a Euclidean setting and with α between linear and quadratic. Here our result is valid not only for a wider family of Young functions α but also on very general metric spaces.
Due to its functional form, it is easy to prove a perturbation lemma for the inequality (τ) − LSI α . This leads to the following general Holley-Stroock perturbation result for transport-entropy inequalities whose proof is given in Section 5. Theorem 1.13. Let µ be a probability measure on X and α a Young function satisfying the ∆ 2 -condition and let p α > 1 be defined by (1.10) . Assume that µ satisfies T α (C) for some constant C > 0. Then, for any bounded function ϕ : X → R, the measure dμ = 
where Osc(ϕ) := sup ϕ − inf ϕ, and
. This theorem fully extends the previous perturbation result [15, Corollary 1.8] obtained in a Euclidean setting and for a Young function α such that α ′ is concave. Namely, for such an α, the function α(x)/x 2 is non-increasing [15, Lemma 5.6], and so p α ≤ 2.
The paper is divided into five sections and one appendix. Section 2 is dedicated to some preliminaries. In particular we will give a characterization of transportentropy inequalities (close from Bobkov and Götze one) that might be of independent interest and that is one of the main ingredients in our proofs. For the sake of completeness, we also recall how the transport-entropy inequality T α implies the (τ)-log-Sololev inequality ((1) ⇒ (2) of Theorem 1.12), this argument had been first used in [24] and then in [15] . In Section 4, we prove the other direction: the (τ)-log-Sololev inequality implies the transport-entropy inequality T α . In section 3, we give the proof of the generalized Otto-Villani result, Theorem 1.11. The proof of the Holley-Stroock perturbation result is given in Section 5. Finally, most of the technical results needed on Young functions are proved in the Appendix. 
Preliminaries
In this section, we first recall the proof of the first half of Theorem 1.12, namely T α ⇒ (τ) − LSI α . In a second part, we give a useful "dimension" refinement of the characterization of transport-entropy inequalities by Bobkov and Götze [4] . These characterization provides sufficient conditions for transport-entropy inequality to hold. These conditions are the one obtained in the proofs of LSI ± α ⇒ T α and (τ) − LSI α ⇒ T α .
2.1. From transport entropy to (τ)-log-Sobolev inequality. In [15, Theorem 2.1], we proved the following result which is the first half ((1) ⇒ (2)) of Theorem 1.12. For the sake of completeness, its short proof is recalled below.
Theorem 2.1 ([15]
). Let µ be a probability measure on X and α a Young function.
Proof. Take f : X → R a locally Lipschitz function such that e f dµ = 1 and consider the probability ν f defined by ν f = e f µ. Jensen inequality implies that f dµ ≤ 0. So, if π is an optimal coupling between ν f (dx) and µ(dy), then it holds
Plugging the inequality T α (ν f , µ) ≤ CH(ν f |µ) in the inequality above with λ < 1/C immediately gives (τ) − LSI α (λ, 1 1−λC ). 2.2. Sufficient conditions for transport-entropy inequality. In this section, we show that bounds on the exponential moment of the tensorized inf-convolution or sup-convolution operator allows to recover the transport-entropy inequality (see Proposition 2.3 and Corollary 2.7 below). These results are a key argument to recover transport-entropy inequality either from modified log-Sobolev or from (τ)-log-Sobolev inequality.
It is known, since the work by Bobkov and Götze [4] (see also [28, 13] ), that transport-entropy inequalities have the following dual formulation.
Proposition 2.2 ([4]). Let µ be a probability measure on a complete and separable metric space (X, d). Then the following are equivalent:
(i) The probability measure µ satisfies T α (1/c);
In the next proposition we show, using the law of large numbers, that the bound in Point (ii) can be relaxed as soon as it holds in any dimension.
Proposition 2.3. Let µ be a probability measure on a complete and separable metric space (X, d). Then the following are equivalent:
(ii) There exist three constants a, b, c > 0 such that for any n ∈ N * , for any bounded continuous function f :
Remark 2.5. Note that the constants a and b do not play any role. On the other hand, notice that f is only assumed to be non-negative.
Proof. Observe that the transport-entropy inequality T α (1/c) naturally tensorises (see e.g. [13] ). Applying Bobkov and Götze result above, we see that (i) implies (ii) with a = 1 and b = c. Now let us prove that (ii) implies (i). For that purpose, fix a bounded continuous function f : X → R with mean 0 under µ and, following [14] (see also [11] 
where, as usual, g + = max(g, 0). It follows that
Now, according to the strong law of large numbers,
where the X i 's are i.i.d. random variables with common law µ. Hence,
when n tends to infinity. We conclude that (2.6)
Since the latter is invariant by changing f into f + e for any constant e, we can remove the assumption µ( f ) = 0. This ends the proof.
The next corollary will be used in the proofs of Theorems 1.11 and 1.12. It gives a sufficient condition for the transport-entropy inequality T α to hold. Corollary 2.7. Let µ be a probability measure on a complete and separable metric space (X, d) . Define, for all f : X n → R,
Assume that there exist some constants τ, a, b > 0 and c ∈ [0, 1) such that, for all integer n ∈ N * and all bounded continuous functions f : X n → R + , it holds e τP α,n f dµ n ≤ ae bµ n (P α,n f ) e τc f ∞ .
Then µ satisfies T α 1 τ(1−c) . Proof. Let n ∈ N * and take a bounded continuous function g : X n → R + . In order to apply Proposition 2.3, we need to remove the spurious term f ∞ . Observe on the one hand that for any β ∈ (0, τ (1 − c) ), one has
On the other hand, set f = min(Q α,n g, r). It is bounded, non-negative and satisfies f ∞ ≤ r. Moreover, since P α,n and Q α,n are defined with the same cost function, it is elementary to verify that P α,n (Q α,n g) ≤ g. Hence µ n (P α,n f ) = µ n (P α,n (Q α,n g)) ≤ µ n (g). Therefore, since P α,n f ≥ f , by Tchebychev's inequality and the assumption, we have
Consequently, we get e βQ α,n g dµ n ≤ 1 + βae
Finally, Proposition 2.3 provides that µ satisfies T α (1/β). Optimizing over β leads to the expected result.
From modified log-Sobolev inequality to transport-entropy inequality
In this section we prove Theorem 1.11. We have to distinguish between the modified log-Sobolev inequalities plus and minus. As in [11] , the proofs of Theorems 1.11 and 1.12 use as a main ingredient the stability of log-Sobolev type inequalities under tensor products.
Let us recall this tensorisation property. The entropy functional enjoys the following well known sub-additivity property (see e.g.
where, for all x ∈ X n , the application h i,x is the i-th partial application defined by
Let us say that h : X n → R + is separately locally Lipschitz, if all the partial applications h i,x 1 ≤ i ≤ n, x ∈ X n are locally Lipschitz on X. Now, suppose that a probability µ on X verifies LSI + α (A) for some A > 0. Then, using (3.1), we easily conclude that µ n enjoys the following inequality:
for all function f : X n → R separately locally Lipschitz, where |∇ + i f |(x) is defined by
The same property holds for LSI − α .
Modified log-Sobolev inequality plus.
The first part of Theorem 1.11, that we restate below, says that the modified log-Sobolev inequality LSI + α implies the transport-entropy inequality T α . In fact we shall prove the following slightly stronger result. To any Young function α, we associate a function ξ α defined by
where α ′ + is the right derivative of α. Note that ξ α is non-decreasing and may take infinite values.
Theorem 3.4. Let µ be a probability measure on X and α a Young function satisfying the ∆ 2 -condition. If µ satisfies LSI
The following lemma gives an estimation of ξ α . Moreover, for x ≥ 1, it holds
The proof of this lemma is in the appendix too.
Proof of Theorem 3.4.
Our aim is to use Herbst's argument together with Proposition 2.3. Let n ∈ N * ; according to Lemma 3.8 below, for any bounded function f : X n → R, the function Q α,n f is separately locally Lipschitz (recall that the inf-convolution operator Q α,n is defined by (2.4)). Fix a non-negative bounded continuous function f : X n → R + . Applying (3.2) to tQ α,n f , t > 0, and using Lemma 3.9 below together with the fact that f ≥ 0, one gets
Now, we proceed with the Herbst argument. Set H(t) = e tQ α,n f dµ n , t > 0. Since Ent µ n e tQ α,n f = tH ′ (t) − H(t) log H(t), the latter can be rewritten as
Set W(t) = 1 t log(H(t)), t > 0, so that the previous differential inequality reduces to
Since lim t→0 W(t) = µ n (Q α,n f ), we get
where we set C(t) = exp t 0
du (thanks to Lemma 3.5 above we are guaranteed that t A > 0 and that C(t) < ∞ on (0, t α )). Since Q α,n f ≤ f , we finally get
which leads to the expected result, thanks to Proposition 2.3 (and after optimization over t ∈ (0, t A )).
Lemma 3.8. Let α be a Young function. For any integer n ∈ N * , any bounded function f : X n → R, the function Q α,n f is separately locally Lipschitz on X n .
Proof. Let h = Q α,n f ; then, for all x ∈ X n and 1 ≤ i ≤ n, it holds
where g : X → R is defined by the second infimum. Let us show that u → Q α g(u) is locally Lipschitz on X. Observe that g is bounded and define r o = α −1 (2 g ∞ ).
For all u ∈ X, and all y ∈ X such that d(y, u) > r o , we have 
. This ends the proof.
Lemma 3.9. Let α be a Young function. For any integer n, any t ≥ 0 and any bounded continuous function f
where y x ∈ X n is any point such that Q α,n f (
Proof. Fix n, t ≥ 0 and a bounded function f : X n → R + . For x = (x 1 , . . . , x n ) ∈ X n , i ∈ {1, . . . , n} and z ∈ X, we shall use the following notation
Let x ∈ X n ; since f is bounded continuous and closed balls in X are assumed to be compact, it is not difficult to show that there exists y x ∈ X n such that
For all z ∈ X and all 1 ≤ i ≤ n, we have also Q α,n f ( , y x  i ) ). Since the maps u → [u] + and α are non-decreasing, it holds
Hence, by the very definition of ξ α ,
Modified log-Sobolev inequality minus.
In this section we prove the second part of Theorem 1.11, that we restate (in a slightly stronger form) below, namely that the modified log-Sobolev inequality minus LSI − α implies the transport-entropy inequality T α . Let us define (recall the defintion of ξ α given in (3.3))
Note that, by Lemma 3.5, if α satisfies the ∆ 2 -condition, then t α ≥ 1. 
For more comprehension and to complete the proof of part (ii) of Theorem 1.11, let us prove that B − ≤ C − . If r α > 1 then by Lemma 3.5, t α = +∞. Moreover, using that
When r α = 1, since t α ≥ 1 and using the fact that the function
is non-increasing, we get
Proof of Theorem 3.10. The proof of Theorem 3.10 follows essentially the lines of the proof of Theorem 3.4. Let n ∈ N * ; thanks to the tensorisation property of
for any g : X n → R separately locally Lipschitz and bounded. Take a nonnegative bounded continuous function f :
, it follows from Lemma 3.8 that P α,n f is separately locally Lipschitz. Applying (3.11) to g = tP α,n f , t > 0, one gets
Observe that P α,n f = −Q α,n (− f ) and that |∇ − (−h)| = |∇ + h|, for all h : X → R. So applying Lemma 3.9, we see that for all x ∈ X n , there is some y x ∈ X n such that
So we get the following inequality
As in the proof of Theorem 3.4, we proceed with the Herbst Argument. Set H(t) = e tP α,n f dµ n , t ∈ (0, t α ). Since Ent µ n (e tP α,n f ) = tH ′ (t) − H(t) log H(t), the latter can be rewritten as
u(1+Aξ α (u)) du (which belongs to (0, 1) thanks to Lemma 3.5). Since lim t→0 W(t) = µ n (P α,n f ), solving the latter differential inequality, we easily get that for all t ∈ (0, t α )
Applying Corollary 2.7 yields that T α (1/(tc(t)) holds for all t ∈ (0, t α ). Observing that the function t → tc(t) is non-decreasing on (0, t α ), the proof is completed by optimizing in t.
From (τ)-log-Sobolev inequality to transport-entropy inequality
In this section, we prove the second part ((2) ⇒ (1)) of Theorem 1.12. Observe that T α (C/λ) is equivalent to T λα (C). Hence, changing α into λα, we can restate the first part of Theorem 1.12 as follows. 
Two proofs are given below. The first one exactly follows the lines of the proof of LSI − α ⇒ T α , whereas the second one uses the equivalence between transportentropy inequalities and dimension free concentration established in [11] together with a change of metric argument.
In each proof, the first step is to tensorise the (τ)-log-Sobolev inequality. Let n ∈ N * ; using the sub-additivity property (3.1) of the entropy functional, we see
α is the inf-convolution operator with respect to the i-th coordinate, namely
(using the notation introduced in Section 3). As in the proof of Theorem 3.10, applying (4.2) to h = tP α,n g, t ≥ 0 where g belongs to some class of functions, we get
As a main difference, the class of functions g differs in each proof. In the first one, g is any non-negative bounded separately locally Lipschitz function, whereas in the second proof, g is globally Lipschitz in some sense.
For both proofs, the next step is to bound efficiently the right-hand side of (4.3), in order to use some Herbst argument. This bound will be given by the following lemma. (1.10) . For any bounded continuous function g : X n → R, for any x ∈ X n and t ∈ [0, 1),
where y x ∈ X n is any point such that P α,n g(
, and where
We postpone the proof of Lemma 4.4 to the end of the section. 
where H(t) = e tP α,n g dµ n .
Solving this differential inequality, exactly as in the proof of Theorem 3.10 (we omit details), leads to e P α,n g dµ n ≤ e cµ n (P α,n g) e g ∞ (1−c) ,
The inequality T α (C) then follows from Corollary 2.7. Now, let us estimate the constant C. By convexity, one has for every v ∈ [0, 1],
This inequality easily implies that for all t ∈ [0, 1),
. Consequently, we obtain for all u ∈ [0, 1),
Optimizing in u, we get
with
4.2. A second proof. The idea of this second proof is to prove the theorem in the particular case of the functions α p (x) = x p and then to treats the general case by a change of metric argument.
4.2.1. T p inequalities. Let us introduce some notation and definitions. When α(x) = α p (x) = |x| p , we will use the notation T p (C) and (τ) − LSI p instead of T α p (C) and (τ) − LSI α p . Let n ∈ N * ; a function f : X n → R will said to be
We recall the following result from [11] .
Theorem 4.5. The probability µ verifies the transport-entropy inequality T p (C), for some C > 0 if and only if it enjoys the following dimension free concentration property: for all n ∈ N * and all f : X n → R such that
for some L > 0, it holds
So to show that a T p inequality holds it is enough to prove the right concentration inequality.
We will use the following result to estimate the right-hand side of (4.3).
Lemma 4.6. Let p > 1; there exists a constant ω p ≥ 1 such that for all n ∈ N * and all (L, p)-Lipschitz function f : X n → R, and all x ∈ X n , the function
attains its maximum on the closed ball
Recall that (X, d) is geodesic, if for all x, y ∈ X, there is a path (z t ) t∈ [0, 1] joining x to y and such that d(z s , z t ) = |s − t|d(x, y), for all s, t ∈ [0, 1]. This notion encompasses the case of Riemannian manifolds.
The proof of the lemma is at the end of the section. , with a p = inf t∈(0,1) 
Equivalently, the function
So,
Applying this inequality to g = f /t with f a (L, p) -Lipschitz function, we get
So, optimizing over t ∈ (0, 1) yields
Using Chebychev's argument we derive from (4.9) that
with C = a p max(A; 1)
. Applying Theorem 4.5, we conclude that µ verifies T p (C).
Extension via a change of metric.
A change of metric technique, which is explained in the lemma below, enables us to reduce the study of the transportentropy inequalities T α to the study of the inequalities T p , p > 1. Observe, in particular, that ϕ never reaches its supremum at u = 1/x. We conclude that Since p α = max(p 1 ; p 2 ), the proof is complete.
