asset pricing model estimation results (Table A3 ) discussed in Section 2.4 of the paper.
We begin with the wild bootstrap procedure. Let
whereα,β i,x (i = 1, . . . , N), andβ i,S (i = 1, . . . , N) are OLS parameter estimates for the general multiple predictive regression model that includes a constant and all of the N macroeconomic variables and N technical indicators as regressors. Following convention, we assume that each macroeconomic variable follows an AR(1) process:
x i,t+1 = ρ i,0 + ρ i,1 x i,t + v i,t+1 for i = 1, . . . , N. 
whereρ c i,0 andρ c i,1 are reduced-bias estimates of the AR(1) parameters in (A2). The reduced-bias estimates of the AR parameters are computed by iterating on the analytical second-order bias expression for the OLS estimates. Based on these AR parameter estimates and fitted residuals, we build up a pseudo sample of observations for the equity risk premium and N macroeconomic variables under the null hypothesis of no return predictability: r * t+1 =r +ε t+1 w t+1 for t = 0, . . . ,T − 1, (A4)
wherer is the sample mean of the equity risk premium, w t+1 is a draw from the standard normal distribution, and x * i,0 = x i,0 (i = 1, . . . , N). Observe that we multiplyε t+1 in (A4) and eachv c i,t+1 in (A5) by the same scalar, w t+1 , when generating the month-(t + 1) pseudo residuals, thereby making it a wild bootstrap. In addition to preserving the contemporaneous correlations in the data, the wild bootstrap accounts for general forms of conditional heteroskedasticity. Employing reduced-bias parameter estimates in (A5) helps to ensure that we adequately capture the persistence in the macroeconomic variables. To generate a pseudo sample of observations for the N technical indicators, we assume that each indicator follows a first-order, two-state, Markov-switching process with the following transition matrix:
and p 0,0
Based on estimates of the transition probabilities in (A6) and S i,0 (i = 1, . . . , N), we can build up a pseudo sample of observations for the N technical indicators via simulations.
Using the pseudo sample of observations for the equity risk premium [{r
, we estimate the slope coefficients and corresponding heteroskedasticity-robust t-statistics for the bivariate predictive regressions given by (1) and (10) in the paper for each i, as well as the principal component predictive regressions given by (11), (12), and (13) in the paper. Note that we compute the principal components in (11), (12), and (13) using {x * i,t } T −1 t=0 and {S * i,t } T −1 t=0 (i = 1, . . . , N), so that the pseudo sample accounts for the estimated regressors in the principal component predictive regressions. We store the t-statistics for all of the predictive regressions.
Repeating this process 2,000 times yields empirical distributions for each of the t-statistics. For a given t-statistic, the empirical p-value is the proportion of the bootstrapped t-statistics greater than the t-statistic for the original sample. 
where r t+1 is the log equity risk premium (in percent) and q i,t is one of the 14 macroeconomic variables (14 technical indicators) given in the first (third) column. The last column reports the qLL statistic for a predictive regression model based on principal components,
is the kth principal component extracted from the 14 macroeconomic variables ( j = ECON, PC-ECON), 14 technical indicators ( j = TECH, PC-TECH), or the 14 macroeconomic variables and 14 technical indicators taken together ( j = ALL, PC-ALL); k = 3 for PC-ECON, k = 1 for PC-TECH, and k = 4 for PC-ALL. The qLL statistic is for testing the null hypothesis that the intercept and slope coefficients are constant. The 10%, 5%, and 1% critical values for the qLL statistics in the second and fourth columns and for the PC-TECH model are −12.80, −14.32, and −17.57, respectively; the 10%, 5%, and 1% critical values for the qLL statistic for the PC-ECON (PC-ALL) model are −23. 37, −25.28, and −29.18 (−28.55, −30.60, and −35.09) , respectively (where we reject for small values); * , * * , and * * * indicate significance at the 10%, 5%, and 1% levels, respectively. 
where ∆SENT t+1 is the sentiment-changes index and q i,t is one of the 14 macroeconomic variables (14 technical indicators) given in the first (sixth) column. Panels B and C report estimation results for a predictive regression model based on principal components,
is the kth principal component extracted from the 14 macroeconomic variables ( j = ECON), 14 technical indicators ( j = TECH), or the 14 macroeconomic variables and 14 technical indicators taken together ( j = ALL). The brackets to the immediate right of the estimated slope coefficients report heteroskedasticity-consistent t-statistics; * , * * , and * * * indicate significance at the 10%, 5%, and 1% levels, respectively, based on one-sided (upper-tail) wild bootstrapped p-values; 0.00 indicates less than 0.005 in absolute value. The R 2 statistics in the third and eighth columns are computed for the full sample. The R 2 EXP (R 2 REC ) statistics in the fourth and ninth (fifth and tenth) columns are computed for NBER-dated business-cycle expansions (recessions), as given by (9) in the paper. 
