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Due to conservation of energy we cannot directly turn a quantum system with a definite energy into
a superposition of different energies. However, if we have access to an additional resource in terms
of a system with a high degree of coherence, as for standard models of laser light, we can overcome
this limitation. The question is to what extent coherence gets degraded when utilized. Here it is
shown that coherence can be turned into a catalyst, meaning that we can use it repeatedly without
ever diminishing its power to enable coherent operations. This finding stands in contrast to the
degradation of other quantum resources, and has direct consequences for quantum thermodynamics,
as it shows that latent energy that may be locked into superpositions of energy eigenstates can be
released catalytically.
Introduction.– Coherence is a resource that enables us
to implement coherent operations on quantum systems;
a canonical example being the use of lasers to put atoms
in superposition between two energy levels [1], or anal-
ogously for radio-fields and nuclear spins [2]. When we
excite an atom we need another system, an ‘energy reser-
voir’, where the energy is taken. What kind of energy
reservoir would we need in order to put an atom in su-
perposition between two energies? With a bit of thought
one can realize that this is impossible if the atom and the
reservoir initially have definite energies. (See Appendix
A for details. This observation can be understood in the
wider context of ‘reference frames’ and symmetry pre-
serving operations [3–5].) One way to resolve the appar-
ent contradiction with the above claim, that such super-
positions indeed can be generated, is to realize that this
usually is achieved via, e.g., lasers or radio-fields. These
are often modeled as coherent states, typically described
as superpositions of the energy eigenstates of the electro-
magnetic field [1, 6, 7] (although this can be debated, see
e.g. [8–13]). In other words, the coherence of the laser
is a resource that enables us to put the atom in super-
position, or more generally to perform operations that
coherently mix energies.
The main result of this investigation is that coher-
ence can be turned into a catalyst, in the sense that it
enables otherwise impossible tasks, without itself being
consumed. Although maybe reminiscent of entanglement
catalysis [14], this stands in contrast to other quantum
resources, e.g., reference frames for measurements, which
appear to degrade upon use [3, 15–17]. We establish cat-
alytic coherence within two models. The first model (the
doubly-infinite energy ladder) is convenient to analyze,
but is somewhat unphysical in that its Hamiltonian has
no ground state. The second model (the half-infinite lad-
der) amends this problem. We furthermore numerically
investigate remnants of catalytic coherence in the Jaynes-
Cummings model [18, 19]. Finally, we apply catalytic
coherence to ‘work extraction’ in the context of quantum
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thermodynamics.
FIG. 1: Rigid translation property. A two-level system
interacts with a reservoir whose energy levels can be described
as a ladder. By design, the interaction shifts the whole state of
the reservoir ‘rigidly’ down or up along this ladder, depending
on whether the two-level system absorbs (left part) or donates
(right part) energy. For example, by removal of one quantum
of energy, the uniform superposition |ηL,l0〉 =
∑L−1
l=0 |l0 +
l〉/√L is shifted to |ηL,l0−1〉. If L is large, the difference
between |ηL,l0−1〉 and |ηL,l0〉 is small. Hence, the state of the
reservoir does not change much by the loss or gain of a single
quantum, which enables coherent operations on the two-level
system. In the limit of large L, these implementations can be
made perfect. This is analogous to how coherent states on a
bosonic mode can implement coherent operations on an atom
via the Jaynes-Cummings model.
The doubly-infinite energy ladder.– Catalytic coher-
ence is achieved via a specific design of the interaction
between the system and the energy reservoir. While this
construction can be used to generate general coherent op-
erations on N -level systems (see Appendix B) we here fo-
cus on two-level systems. Let S be a system for which the
Hamiltonian HS has eigenvalues h0 = 0 and h1 = s > 0,
corresponding to the eigenstates |ψ0〉 and |ψ1〉. The
Hamiltonian of the reservoir E is HE = s
∑
j∈Z j|j〉〈j|,
where s is the energy spacing in the ladder, {|j〉}j∈Z is
an orthonormal basis, and Z denotes the set of integers.
Regarded as a Hamiltonian, HE is slightly odd in that
it does not have any ground state. We shall remedy this
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2problem shortly, but due to several convenient properties
we shall use this model for the initial analysis. As a first
step we define the ‘shift-operator’ ∆ =
∑
j∈Z |j + 1〉〈j|.
As one can see, this unitary operator translates every
state ‘rigidly’ along the energy ladder (see Fig. 1). With
the aid of ∆ we define the following family of unitary
operators on HS ⊗HE
V (U) =
∑
n,n′=0,1
|ψn〉〈ψn|U |ψn′〉〈ψn′ | ⊗∆n′−n
=
∑
j∈Z
Vj(U), (1)
Vj(U) =
∑
n,n′=0,1
|ψn〉〈ψn|Q|ψn′〉〈ψn′ | ⊗ |j − n〉〈j − n′|,
where U is an arbitrary unitary operator on HS . (This
type of interaction has previously been considered in
quantum thermodynamics [20].) By construction, all
V (U) commute with HS +HE , i.e., they are energy con-
serving. Furthermore they commute with all ∆a, and
thus act uniformly over the energy ladder (see [20] for
discussions on this). The family of all V (U) serves as the
set of ‘allowed operations’ in our model. In the following
we shall investigate what kind of transformations we can
implement on S, and how this depends on the coherence
in the reservoir E.
Coherence and coherent operations.– Given a state σ
on the reservoir we can implement channels on S via
Φσ,U (ρ) = TrE [V (U)ρ⊗ σV (U)†]. (2)
(This generally requires time-control, see Appendix B 3.)
We let C(σ) denote the set of channels Φσ,U that can be
obtained for arbitrary unitary U , given σ. Let us now see
what aspects of σ it is that determine Φσ,U . If one inserts
Eq. (1) into (2), it turns out that Φσ,U , and thus C(σ),
depends on σ only via expectation values of the form
Tr(∆aσ) for a ∈ Z (which do not determine σ uniquely).
Next, suppose we wish to perform a unitary opera-
tion that mixes different energy levels. By Eqs. (1) and
(2) one can see that if Tr(∆aσ) ≈ 1 for a = −2, . . . , 2,
then Φσ,U (ρ) ≈ UρU†. (For general N -level systems, the
necessary range of a is determined by the amount of en-
ergy that the reservoir would need to donate or absorb.)
Hence, when we speak of a ‘high degree of coherence’,
it means that the state σ of the reservoir is such that
Tr(∆aσ) ≈ 1 for a broad range of a, with the rationale
that this allows us to perform coherent operations to a
good approximation.
A concrete example is the family of states σ =
|ηL,l0〉〈ηL,l0 | of the form |ηL,l0〉 =
∑L−1
l=0 |l0 + l〉/
√
L, i.e.,
uniform superpositions over a collection of consecutive
energy eigenstates. In the limit of large L, the chan-
nel Φ|ηL,l0 〉〈ηL,l0 |,U converges to the unitary operation
ρ 7→ UρU† (as one could expect from the Wigner-Arkai-
Yanase theorem [21–38]). Hence, this model is powerful
enough to implement all unitary operations on S, given
a sufficient degree of coherence in the reservoir. Next we
show that the degree of coherence does not change over
repeated applications.
Catalytic coherence in the doubly-infinite ladder.– To
investigate the catalytic properties of the coherence, we
need to determine how the state of the energy reservoir
changes when we use it. For that purpose we define the
corresponding channel on E
Λρ,U (σ) = TrS [V (U)ρ⊗ σV (U)†]. (3)
By using Eq. (1) one can confirm that
Tr[∆aΛρ,U (σ)] = Tr(∆
aσ), (4)
for all σ, ρ, U , and a. In other words, the expectation
values 〈∆a〉 = Tr(∆aσ) are invariants under the action
of these operations.
Earlier we noted that it is precisely the expectation
values 〈∆a〉 that determine which channels that can be
implemented. Hence, if we use the reservoir a second
time, we can implement the very same channels that we
implemented the first time, i.e., ΦΛ(σ),U = Φσ,U , and
hence C(Λρ,U (σ)) = C(σ). In other words, we do not
degrade the coherence resource in the reservoir by using
it. In this sense, coherence is catalytic in this model.
One can also prove a stronger type of catalytic property,
which does not assume that the reservoir and the systems
initially are uncorrelated, see Appendix B. (See also Ap-
pendix C for a reformulation of catalytic coherence in
terms of correlations with a reference system.)
Note that the catalytic property holds for all states
σ on the reservoir, and is not limited to states with a
high degree of coherence. It should also be emphasized
that although 〈∆a〉 are invariants, the underlying state
does change (see Appendix B for an example), which is in
contrast to entanglement catalysis [14]. In other words,
analogously to how measurements induce back-action on
reference frames [39–41], there is indeed a back-action
on the energy reservoir. However, as opposed to how
certain reference frames appear to degrade due to back
action [3, 15–17], this change of state does not affect the
usefulness of the coherence in the reservoir.
The half-infinite ladder.– One might worry that the
catalytic property is an anomaly related to the lack
of ground state, as a broadening distribution otherwise
would hit the bottom. In the following we shall show
that the capacity to induce channels can be maintained
indefinitely, also in a model that has a proper ground
state. To this end, we cut away the lower half of the
doubly-infinite ladder and thus obtain (the spectrum of)
the harmonic oscillator H+E = s
∑+∞
j=0 j|j〉〈j|. We define
a new class of unitary operations on S and E as
V+(U) = |ψ0〉〈ψ0| ⊗ |0〉〈0|+
+∞∑
l=1
Vl(U), (5)
with Vl as in equation (1). By comparison one can see
that V (U) and V+(U) act identically on all states with at
3least one quantum, i.e, 〈l|σ|l〉 = 0 for l = 0. (For a gen-
eral S this ‘border zone’ would be larger, see Appendix
D.)
FIG. 2: Regenerative catalytic cycles. When the energy
reservoir interacts with the two-level system (left part) the
projection of its state onto the number states can increase
with at most one level up and down in energy. As long as
the projection onto the ground state of the reservoir remains
zero, the set of channels that the reservoir can induce on the
system stays intact from one interaction to the next. By us-
ing another two-level system in a pure excited state (right
part) to inject energy into the reservoir, the state is trans-
lated ‘rigidly’ up along the energy ladder by one step. By
alternating every use of the reservoir with such a pumping,
the state of the reservoir can be kept away from the ground
state, thus maintaining the coherence properties indefinitely.
Note that the state of the energy reservoir does change from
one cycle to the next, e.g., the range of number states onto
which it projects may become broader for each step. However,
the relevant aspects of the state, which determine its capacity
to induce channels, remain constant.
Protocol for a catalytic half-infinite ladder.– A simple
protocol can maintain the coherence properties of the
reservoir indefinitely (see Fig. 2). We assume an initial
state σin such that 〈l|σin|l〉 = 0 for l = 0, 1, i.e., it con-
tains at least two quanta. We let E and S interact via
some arbitrary choice of unitary V+(U). As we know
from the above reasoning, the effect is identical to V (U).
The new state σ on the energy reservoir is such that
〈l|σ|l〉 = 0 for l = 0. Now, consider an ancillary two-level
system A, with the two eigenstates |a0〉 and |a1〉 corre-
sponding to the energies 0 and s, respectively. We assume
that A initially is in the excited state |a1〉. By applying
the operation V+(UA) for UA = |a0〉〈a1| + |a1〉〈a0|, the
state σ is translated one rung up along the ladder, to a
new state σout. Hence, the reservoir is again in a state
with at least two quanta. Since these operations all have
been performed on states safely away from the ground
state, it follows that C(σout) = C(σin). By iterating this
procedure we can conclude that the set of channels that
this reservoir can induce is kept intact indefinitely.
Decay of coherence in the Jaynes-Cummings model.–
For many theoretical purposes it is enough to know
that coherence in principle can be made catalytic. It
is nevertheless relevant to ask to what extent these
phenomena exist in more general types of systems,
especially if one would consider experimental investi-
gations. Interactions between a two-level atom and
a single mode of the electromagnetic field are often
modeled via the Jaynes-Cummings (JC) Hamiltonian
HJC = gσ+ ⊗ a + gσ− ⊗ a† [18, 19]. Here a, a† are the
standard bosonic annihilation and creation operators
[a, a†] = 1ˆE , and σ+ = |ψ1〉〈ψ0|, σ− = |ψ0〉〈ψ1|. Similar
to our designed interactions, the JC model also moves a
quantum of energy between the atom and the reservoir
(much as in Fig. 1), but it does not act uniformly
over the energy ladder. One can nevertheless find
a ‘shadow’ of catalytic coherence in the JC-model.
The graphs in Fig. 3 suggest that the capacity to
repeatedly induce coherent operations decays slower for
higher initial average energies, even if the ‘width’ of the
initial superposition is fixed (see Appendix E for details).
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FIG. 3: Decay of coherence in the Jaynes-Cummings
model. The JC-model exhibits a decay of coherence over
repeated use. However, there is a remnant of the catalytic
property, in the sense that the ‘lifetime’ of the coherence
(counted in number of iterations) appears to increase indef-
initely merely by an increase of the average energy of the
initial state. These graphs depict the decay of the fidelity
by which the superposition |φ〉 = (|ψ0〉 − i|ψ1〉)/
√
2 can be
created from the ground state |ψ0〉, in a collection of two-
level systems that sequentially interact with one single reser-
voir, according to the JC model for a fixed time-step. Each
curve corresponds to a different initial state of the reser-
voir, and shows F
(m)
k = 〈φ|Φ(σ(k)m )|φ〉, against the number
of times k the reservoir has been used. Each curve cor-
responds to an initial state σ
(0)
m = |ηL,l0(m)〉〈ηL,l0(m)| for
|ηL,l0(m)〉 with l0(m) = (4m + 1)2 − 24 and L = 50, for
m = 5, 7, 9, 11, 14, 18, 24, 31, 40, 52, 67, 87, 113, 147, 191. Note
that the ‘width’ of the superposition does not change with m.
The dotted line is the value of (1+|〈ηL,l0(m)|∆|ηL,l0(m)〉|)/2 =
0.99, which would be the fidelity reached in the doubly-infinite
ladder-model for these initial states.
4Application: Coherence in expected work extraction.–
Work extraction and the closely related concepts of infor-
mation erasure and Maxwell’s demon have a long history
(see e.g., [42–51]) with recently revived interests, e.g., in
the contexts of resource theories [52–55] and single-shot
statistical mechanics [56–63]. The task is to extract as
much useful energy as possible by equilibrating a system
with Hamiltonian HS and state ρ with respect to a heat
bath of temperature T . Here we consider the question
of how much work that can be extracted in an average
sense. Standard results [44, 48, 49, 64] suggest that the
expected work content of a system is characterized by
A‘standard’(ρ,HS) = kTD(ρ‖G(HS)), (6)
where D(ρ‖η) = Tr(ρ ln ρ)−Tr(ρ ln η) is the relative von
Neumann entropy, k is Boltzmann’s constant, G(HS) =
exp(−βHS)/Z(HS), Z(HS) = Tr exp(−βHS), and β =
1/(kT ). (Equation (6) can be confirmed in a model with-
out an explicit energy reservoir, see Appendix F.)
However, in light of the above considerations, such ap-
proaches appear to implicitly assume access to ideal co-
herence resources. Recently it has been shown [20] that
without any coherence, the optimal expected work con-
tent is not characterized by (6), but rather by
Adiagonal(ρ,HS) = kTD([ρ]HS‖G(HS)), (7)
where [ρ]HS =
∑
l PlρPl, and Pl are the projectors onto
the eigenspaces of HS . However, one can show (see Ap-
pendix G) that access to coherence increases the amount
of work that can be extracted. Furthermore, in the limit
of a large degree of coherence (e.g. large L for |ηL,l0〉),
one regains equation (6). We can conclude that coher-
ence sails up as an important resource alongside the ex-
pected work content. The question is how they relate.
How much of one resource can be gained by spending the
other? The fact that we here perform the work-extraction
analysis entirely within the doubly-infinite ladder model
implies that we only use the coherence catalytically and
do not ‘spend’ it at all.
In relation to this thermodynamic application one may
note [65], where optimal extraction is obtained irrespec-
tive of the state of the reservoir, via a larger class of
unitary operations that only conserve energy on average,
and has the power to create and destroy superpositions
of energy eigenstates (see Appendix A 2). Note also [66],
which uses a coherent extraction device as a negentropy
source, to demonstrate a transient efficiency that exceeds
the standard Carnot bound for work extraction against
a hot and a cold heat bath.
Conclusions and outlook.– We have shown that coher-
ence can be turned into a catalytic resource by a specific
design of interactions, and used this to analyze work ex-
traction. As observed in the single-shot setting [56–63],
the expected work content may not always correspond to
ordered ‘work-like’ energy (see discussions in [58]). It is
an open question if catalytic coherence is associated to a
cost of ordered energy (see Appendix H). Another ques-
tion is to quantify expected work extraction with limited
access to coherence.
The existence of catalytic coherence raises the ques-
tion whether other types of resources [3, 15–17] in some
sense also can be turned catalytic. In view of the anal-
ogy between embezzling states [67] and coherent states,
one can speculate whether there exists some counterpart
to catalytic coherence in that setting (see Appendix H).
One can also ask whether catalytic coherence and entan-
glement catalysis [14] are special cases of a more general
class of catalytic phenomena (see Appendix H). On a
more general level, the question is under what conditions,
and in what sense, a resource can be made catalytic.
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Appendix A: Energy conservation and coherence
In this investigation we regard unitary operators as
‘energy conserving’ if and only if they commute with the
total Hamiltonian. The resulting evolution is such that
if the system initially is within an energy eigenspace it
remains there. One can view this as a quantum counter-
part to classical evolution that is restricted to an energy
shell (although the latter usually refers to a narrow range
of energies, while we here assume a precise value).
1. Creation of superpositions of energy eigenstates
In this section we justify the claim that one cannot cre-
ate a superposition between energy eigenstates from an
initial state with a well defined energy, if we are limited
to energy conserving unitary operations. (One should
not confuse this observation with the fact that one in
some sense can simulate the effects of superposition un-
der these conditions. See Section C.) For more general
discussions on reference frames and symmetry preserving
operations, see [3–5].
5We let HS and HE be Hermitian operators on finite-
dimensional Hilbert spaces, corresponding to the Hamil-
tonians on systems S and E. Let HS =
∑
k h
S
kP
S
l be
the eigenvalue decomposition where hSk 6= hSk′ for k 6= k′.
Analogously HE =
∑
l h
E
l P
E
l , with h
E
l 6= hEl′ for l 6= l′.
The joint Hamiltonian H := HS ⊗ 1ˆE + 1ˆS ⊗HE may
have degeneracies due to ‘energy matchings’ of the two
separate Hamiltonians. For each energy x we let Ω(x) =
{(k, l) : hSk + hEl = x}. (Ω(x) is the empty set if x is not
in the spectrum.) We can write the projector onto the
eigenspace corresponding to x as
Px :=
∑
(k,l)∈Ω(x)
PSk ⊗ PEl , (A1)
which is the zero operator if x is not in the spectrum.
Suppose η ∈ S(HS ⊗ HE) has a definite energy, i.e.,
PxηPx = η for some x. It follows that the reduced states
ηS := TrEη and ηE := TrSη, on S and E, respectively,
must be block diagonal with respect to the local energy
eigenspaces. To see this, we first note that
ηS =
∑
(k,l),(k′,l′)∈Ω(x)
TrE([P
S
k ⊗ PEl ]η[PSk′ ⊗ PEl′ ])
=
∑
(k,l),(k′,l)∈Ω(x)
PSk TrE([1ˆS ⊗ PEl ]η)PSk′ .
(A2)
Next, we observe that (k, l), (k′, l) ∈ Ω(x) means that
hSk + h
E
l = x and h
S
k′ + h
E
l = x. This implies that h
S
k =
hSk′ , which by construction implies that k = k
′. Hence
ηS =
∑
(k,l)∈Ω(x)
PSk TrE([1ˆS ⊗ PEl ]η)PSk , (A3)
which means that ηS is block-diagonal with respect to the
energy eigenspaces of HS . We can make the analogous
reasoning for ηE .
If a unitary operator V is energy conserving, it means
that it is block-diagonal with respect to the eigenspaces
of H, i.e., V =
∑
x PxV Px, or equivalently V Px = PxV .
Suppose that the states ρS ∈ S(HS) and ρE ∈ S(HE)
each have definite energies, i.e., PSn ρSP
S
n = ρS for some
n, and PEmρEP
E
m = ρE for some m. Hence ρS ⊗ ρE has
support on the energy eigenspace corresponding to x =
hSn + h
E
m. (We do not really need product states. It is
enough that joint state has a definite energy.) If V is an
energy conserving unitary, it follows that V Px = PxV .
Hence, η := V ρS ⊗ ρEV † is such that PxηPx = η. By
the above reasonings, we can conclude that the marginal
states ηS and ηE must be block-diagonal.
2. An alternative: Energy preservation on average
As mentioned above, we here associate energy conser-
vation with unitary operators that commute with the
Hamiltonian of the total system. One can imagine an
alternative that only requires energy to be conserved on
average, i.e., that the expectation value of the energy
after the operation is the same as before the operation.
However, if this should hold for all possible initial states
ρ, one merely regains a unitary U that commutes with
the Hamiltonian H, since
Tr(HUρU†) = Tr(Hρ), ∀ρ ∈ S(H)
⇔ [U,H] = 0, (A4)
where S(H) denotes the set of density operators on H.
In other words, for a unitary operator that does not com-
mute withH, there always exists an initial state for which
the average energy is not conserved.
This type of on-average energy conserving unitary op-
erations may also have the power to create and destroy
superpositions between distinct energy eigenstates, with-
out access to any additional resources. This can be il-
lustrated by the following example. Suppose that the
Hamiltonian H has three eigenvalues −1, 0, 1, with cor-
responding eigenstates |ψ−1〉, |ψ0〉, |ψ1〉. As one can see,
all states of the form
|ν〉 = c1 1√
2
(|ψ−1〉+ eiχ|ψ1〉) + c0|ψ0〉, (A5)
with |c1|2 + |c0|2 = 1 and χ ∈ R, are such that 〈ν|H|ν〉 =
0. Hence, any unitary operator U such that U |ψ0〉 =
(|ψ−1〉+|ψ1〉)/
√
2 would be energy conserving on average
with respect to the initial state |ψ0〉. Furthermore, this
operation creates the superposition (|ψ−1〉+ |ψ1〉)/
√
2 of
the two distinct energy eigenstates |ψ−1〉, |ψ1〉, from the
initial diagonal state |ψ0〉. The conjugate U† similarly
destroys the superposition. Hence, this class of opera-
tions has the power to create or destroy superpositions
between energy eigenstates without additional resources.
This example illustrates how basic assumptions can
affect the nature of coherence as a resource. Although
interesting, we will not consider this question further, but
rather focus on unitary operators that commute with the
Hamiltonian.
Appendix B: Doubly infinite energy ladder
As a first step to investigate the catalytic properties
of coherence we here consider a simple model for energy
conserving operations on a combination of a system and
an energy reservoir. This type of model has previously
been considered in [20].
1. The doubly-infinite ladder model
Our model consists of two parts: A ‘system’ S, mod-
eled by a finite-dimensional complex Hilbert space HS ,
and an ‘energy reservoir’ E, modeled by a separable
Hilbert space HE . We let {|j〉}j∈Z denote a complete
orthonormal basis of HE . Here Z denote the set of (neg-
ative as well as positive) integers. Given a real number
6s > 0 we define the following unbounded Hermitian op-
erator
HsE := s
∑
j∈Z
j|j〉〈j|. (B1)
We will in the following regard this operator as the
Hamiltonian of the energy reservoir E, although, needless
to say, it is somewhat unphysical, since it has a ‘bottom-
less’ spectrum. However, we will remedy this problem in
Section D. ([20] mostly uses a continuum reservoir rather
than a discrete model. However, see the remarks in Ap-
pendix G of [20].)
Given a finite-dimensional Hilbert space HS and a real
number s > 0 we let Hs(HS) denote the set of Hermitian
operators on HS such that all its eigenvalues are integer
multiples of s, i.e., all its eigenvalues can be written as
hn = szn where zn ∈ Z. The reason for this construc-
tion is to ‘match’ all energy differences in HS with the
energy spacings in H
(s)
E . By this we make sure that for
each pair of eigenstates in S there is a transition (in fact
infinitely many) in E that can compensate for the change
in energy. This allows for non-trivial energy-conserving
unitary operations. (If HS + HE is non-degenerate, we
can only implement unitary operators that are diagonal
in the joint eigenbasis. On S this leads to mere convex
combinations of unitary operations that are diagonal in
the unique eigenbasis of HS .)
As a bit of a side-remark one may note that it ul-
timately may be desirable to develop a generalization
which allows for small perturbations of the perfect en-
ergy conservation, i.e., allowing evolution within an en-
ergy shell, as it often is done in statistical mechanics.
However, we will not consider such generalizations in this
investigation, but proceed with the theoretically conve-
nient restriction to perfect energy conservation.
As seen by the following lemma, the eigenspaces of the
joint Hamiltonian HS+H
(s)
E (we should strictly speaking
write HS ⊗ 1ˆE + 1ˆS ⊗H(s)E ) have a very simple structure.
Lemma 1. Let s > 0 be given. Let HS be a finite-
dimensional Hilbert space with dimHS = N , HS ∈
Hs(HS), with eigenvectors |ψn〉 and corresponding eigen-
values szn (where zn ∈ Z). Then
HS +H
(s)
E =s
∑
j∈Z
jP (j),
P (j) :=
N∑
n=1
|ψn〉〈ψn| ⊗ |j − zn〉〈j − zn|
(B2)
is an eigenvalue decomposition, where P (j) is the projec-
tor onto the eigenspace corresponding to the eigenvalue
js.
The whole purpose of the construction with the en-
ergy reservoir is to keep track of the energy. Hence, for
the dynamics on the joint system SE we consider uni-
tary operations that conserve the total energy, i.e, that
commute with the joint Hamiltonian HS + H
(s)
E . How-
ever, we furthermore demand that the dynamics should
act ‘uniformly’ over the energy levels in the reservoir.
To express this a bit more precisely we introduce a uni-
tary ‘shift-operator’ ∆ on HE , which can be thought of
as a ‘rigid translation’ along the doubly-infinite energy
ladder,
∆ :=
∑
k∈Z
|k + 1〉〈k|. (B3)
One can see that
∆a∆b = ∆b∆a = ∆a+b, ∆a† = ∆−a, a, b ∈ Z,
where we let ∆0 = 1ˆE .
Definition 1. Let s > 0, and let HS be a finite-
dimensional Hilbert space and let HS ∈ Hs(HS). We
use the following notation:
• L(HS) is the set of linear operators on HS, and
U(HS) the set of unitary operators on HS.
• LT(HS+H(s)E ) is the set of bounded linear operators
X on HS ⊗HE such that [X,HS +H(s)E ] = 0, and
[X, 1ˆS ⊗∆a] = 0 for all a ∈ Z.
• UT(HS + H(s)E ) is the set of unitary operators U
on HS ⊗ HE such that [U,HS + H(s)E ] = 0, and
[U, 1ˆS ⊗∆a] = 0 for all a ∈ Z.
• Given a Hilbert space H we let S(H) denote the set
of positive semi-definite trace class operators with
trace 1 on H, which we refer to as density operators
or ‘states’. We let S+(H) denote the set of density
operators with full support.
The set UT(HS + H(s)E ) is precisely the set of evo-
lution operators we allow in our model; they conserve
energy, and commute with all energy translations ∆a.
The following lemma shows that we can describe the set
UT(HS +H(s)E ) in a very convenient manner.
Lemma 2. Let HS be finite-dimensional with N :=
dimHS, and let HS ∈ Hs(HS). Let |ψn〉 be orthonor-
mal eigenvectors of HS with corresponding eigenvalues
szn. Define the mapping
V (Q) :=
N∑
n,n′=1
|ψn〉〈ψn|Q|ψn′〉〈ψn′ | ⊗∆zn′−zn , (B4)
for all Q in L(HS). The mapping V is a bijection between
L(HS) and LT(HS+H(s)E ), which preserves the structures
of these operator spaces, in the sense that
V (αA+ βB) = αV (A) + βV (B),
V (AB) = V (A)V (B),
V (A†) = V (A)†,
V (1ˆS) = 1ˆS ⊗ 1ˆE ,
(B5)
7for all A,B ∈ L(HS) and all α, β ∈ C. As a consequence,
V is a bijection between U(HS) and UT(HS +H(s)E ).
Equation (B4) provides us with a very convenient han-
dle on UT(HS+H(s)E ), since we can reach each element of
UT(HS +H(s)E ) uniquely via V (U) for some U ∈ U(HS).
Due to this we will in this investigation hardly ever refer
explicitly to the set UT(HS +H(s)E ), but rather describe
it indirectly via V .
It is worth noting that one can rewrite the mapping V
as
V (Q) =
∑
j∈Z
Vj(Q),
Vj(Q) :=
N∑
n,n′=1
|ψn〉〈ψn|Q|ψn′〉〈ψn′ | ⊗ |j − zn〉〈j − zn′ |,
(B6)
where Vj(Q) = P
(j)Vj(Q) = Vj(Q)P
(j). Hence, what V
essentially does is to embed an infinite number of ‘copies’
of Q into the space of operators on HS ⊗HE . Moreover,
if U ∈ U(HS) then Vj(U)Vj(U)† = Vj(U)†Vj(U) = P (j).
Hence, each Vj(U) is unitary on the subspace onto which
P (j) projects.
Proof of Lemma 2. Since V (Q) merely is a finite sum of
bounded operators, it follows that V maps L(HS) into
the set of bounded linear operators on HS ⊗HE . Since
all ∆a commutes, it follows that [V (Q), 1ˆS ⊗ ∆a] = 0
for all a ∈ Z. One can also verify (e.g. via showing
[H
(s)
E ,∆
a] = sa∆a) that [V (Q), HS + H
(s)
E ] = 0. Hence
V (L(HS)) ⊆ LT(HS + H(s)E ). It furthermore only re-
quires a verifications to see that the conditions in (B5)
hold. It thus only remains to show that V is surjective
[i.e., V (L(HS)) = LT(HS +H(s)E )] and injective (i.e., two
different elements in L(HS) cannot get mapped to the
same element). The injectivity can be obtained if we ap-
ply (B4) to V (Q1) = V (Q2), use the orthonormality of
|ψn〉, and note that ∆a is never the zero operator. For the
surjectivity we assume Y ∈ LT(HS+H(s)E ), and note that
[Y,HS + H
(s)
E ] = 0 implies that Y =
∑
j∈Z P
(j)Y P (j),
with P (j) as in Lemma 1. Hence,
Y =
∑
j
∑
n,n′
(〈ψn|〈j − zn|)Y (|ψn′〉|j − zn′〉)
× |ψn〉〈ψn′ | ⊗ |j − zn〉〈j − zn′ |.
(B7)
Using |j−zn′〉 = ∆j |−zn′〉, and [1ˆS⊗∆†j ]Y [1ˆS⊗∆j ] = Y
(since [Y, 1ˆS ⊗∆j ] = 0) we can conclude that
X :=
∑
n,n′
(〈ψn|〈−zn|)Y (|ψn′〉| − zn′〉)|ψn〉〈ψn′ |, (B8)
is such that Y = V (X), which proves the Lemma. Com-
bining the bijectivity of V with (B5) yields that V also
is a bijection between U(HS) and UT(HS +H(s)E ).
2. Concerning Hamiltonians
As seen from the previous sections we let the Hamilto-
nians HS and HE characterize the energy in the systems.
At first sight it may appear as if we have ignored the
dynamics that these Hamiltonians induce. However, this
can be understood in the sense of the interaction picture.
By inserting a Hermitian operator H into (B4) one ob-
tains a Hermitian operator V (H) that, by construction,
commutes with HS +HE (and all ∆
a). Regarding V (H)
as an interaction term we can construct the total Hamil-
tonian
Htot = HS +HE + V (H), (B9)
which on the combined system SE induces the unitary
evolution
Utot = e
−itHtot = e−itV (H)e−it(HS+HE), (B10)
where the last equality is due to [V (H), HS + HE ] = 0.
By shifting to the interaction picture, the evolution is
thus described solely by the unitary operator e−itV (H),
which is precisely a unitary operator on the form V (U).
Conversely, all V (U) can be reached in this way by a
suitable choice of H and t. In other words, we can view
all the unitary operations V (U) that appear in this inves-
tigation as describing an induced Hamiltonian evolution
represented in the interaction picture.
3. Induced channels
Given the unitary operators V (U) on the joint system
SE we can induce channels on S and E.
For a fixed state σ on the energy reservoir each choice
of unitary U on S induces a channel ΦS,Hσ,U on system S
via
ΦS,Hσ,U (ρ) :=TrEV (U)ρ⊗ σV (U)†
=
N∑
n,n′,m,m′=1
〈ψn|U |ψn′〉〈ψn′ |ρ|ψm′〉〈ψm′ |U†|ψm〉
× |ψn〉〈ψm|Tr(∆zn′−zn−zm′+zmσ).
(B11)
We denote the set of channels that can be reached on S,
by using σ as a resource, by
CS,H(σ) :=
{
ΦS,Hσ,U : U ∈ U(HS)
}
. (B12)
As seen, both ΦS,Hσ,U and CS,H depend on the choice of
Hamiltonian HS , both via the eigenstates |ψn〉, and the
eigenvalues szn. However, we will in the following often
drop one or both of the superscripts when they are not
needed, i.e., ΦS,Hσ,U , Φ
S
σ,U , Φ
H
σ,U , and Φσ,U denote the same
object. Similarly for CS,H , CS , and C.
8We can also express the effect of V (U) on the energy
reservoir via the channel
Λρ,U (σ) :=TrSV (U)ρ⊗ σV (U)†
=
N∑
n,n′,m′=1
〈ψn|U |ψn′〉〈ψn′ |ρ|ψm′〉〈ψm′ |U†|ψn〉
×∆zn′−znσ∆zm′−zn†.
(B13)
The induced channels are unital.– One may note that
ΦS,Hσ,U (1ˆ) = 1ˆ and Λρ,U (1ˆ) = 1ˆ, i.e., both Φσ,U and Λρ,U
are unital (or mixing enhancing). It follows that the out-
puts of these channels cannot be less mixed than the in-
puts. (For unital channels and mixing, see e.g. [68, 69].)
At first sight this may seem to suggest that the set of
operations that we can implement on S would be rather
limited, e.g., since we cannot make the state of the system
more pure. However, one should keep in mind that one
can append ancillary systems and implement channels
Φσ,U on this extended system. (We employ this exten-
sively in Sec. G.) This increases the range of operations
that can be implemented on S. For an example, see the
end of Sec. B 4, where it is shown that all channels can
be implemented on S with the help of ancillary systems
and a high degree of coherence.
The need for time-control.– Needless to say, the im-
plementation of operations Φ on S requires time-control,
i.e., we need access to a clock. Although we will not con-
sider this issue here, a clock may itself be viewed as an
additional resource [70–75] that should be accounted for.
In our case we would use a clock both for the purpose
of implementing V (U) = e−itV (H) (with the Hamiltonian
picture as described in Sec. B 2) as well as for controlling
the effects of the intrinsic time-evolution caused by HS
and HE . (This observation is not particular for the setup
we consider here, but would apply to many cases of non-
trivial operations on systems with intrinsic dynamics.)
As an example, suppose the reservoir E evolves for a
time ∆t before we attach it to S and perform the oper-
ation Φ. The state of the reservoir would thus be char-
acterized by e−i∆tHEσei∆tHE rather than σ. Due to the
fact that V (U) commutes with HS +HE , it follows that
Φe−i∆tHEσei∆tHE ,U (ρ)
= e−i∆tHSΦσ,U
(
ei∆tHSρe−i∆tHS
)
ei∆tHS
= Φσ,e−i∆tHSUei∆tHS (ρ).
The effect of the shifted state on E is thus to conjugate
the original mapping on S by the intrinsic evolution of
HS , which does not per se ‘destroy’ the coherence prop-
erties of the implemented map. However, if ∆t would
take a random value each time that the operation is im-
plemented (cf. the ‘super-G-twirling’ in [4]), this would
lead to dephasing effects (where the details depend on
the spectrum of HS).
4. Approximation of energy-mixing unitary
operations
At first sight it may not be clear what kind of oper-
ations one can reach on S in the doubly-infinite ladder-
model. Here we show that in the limit of a high degree
of coherence, all unitary operators can be implemented
on S.
In the following we shall see that the difference between
the induced channel Φσ,U and the unitary channel
UU (ρ) := UρU†, (B14)
becomes very small when the reservoir is sufficiently co-
herent.
For this purpose we do, on the set of super-operators
Γ : L(HS) → L(HS), consider the operator norm in-
duced by the trace norm ‖Γ‖tr := sup‖X‖1=1 ‖Γ(X)‖1.
By trivially extending the super-operator to a sufficiently
large ancillary Hilbert space HA (it is sufficient with
dimHA = dimHS [76]) one can define the diamond norm
[76, 77] ‖Γ‖ := ‖Γ⊗ IA‖tr, where IA is the identity map
on L(HA).
In the following, we let Cn×n denote the set of n × n
matrices with complex entries. Furthermore, for A,B ∈
Cn×n we let A ∗ B denote the Hadamard product, i.e.
the component-wise product (A ∗ B)jk := AjkBjk. We
furthermore let ‖ · ‖ denote the spectral norm ‖Q‖ :=
sup‖ψ‖=1 ‖Qψ‖. For an arbitrary Q ∈ CN×N we let in
the following (sl(Q))
N
l=1 denote the singular values of Q
(including zero values) ordered non-increasingly s1(Q) ≥
s2(Q) ≥ · · · ≥ sN (Q).
Lemma 3 (Theorem 5.5.4 on p. 334 in [78]). Let A,B ∈
CN×N then
k∑
l=1
sl(A ∗B) ≤
k∑
l=1
sl(A)sl(B), (B15)
for k = 1, . . . , N .
Since ‖Q‖1 =
∑N
l=1 sl(Q) and ‖Q‖ = s1(Q) it follows
directly from the above lemma that
‖A ∗B‖1 ≤ ‖A‖1‖B‖. (B16)
Lemma 4 (Eq. (3.7.2) on p. 223 in [78]). Let C ∈ Cn×n,
then
‖C‖ ≤
√
max
j
∑
k
|Cjk|
√
max
k
∑
j
|Cjk|. (B17)
Proposition 1. Let s > 0, HS with dimHS = N , and
HS ∈ Hs(HS), with eigenvalues szn and corresponding
orthonormal eigenvectors |ψn〉. Let Φσ,U be as defined
in equation (B11), and let zmax := maxn zn and zmin :=
minn zn. If σ is such that
|1− Tr(∆aσ)| ≤ , ∀a : |a| ≤ 2(zmax − zmin), (B18)
9then for very U ∈ U(HS), it is the case that
‖UU − Φσ,U‖tr ≤ N2 (B19)
and
‖UU − Φσ,U‖ ≤ N3. (B20)
Equation (B18) provides one possible formalization of
what a ‘high degree of coherence’ should mean in this
model, i.e., a wide range of values of a for which Tr(∆aσ)
is close to 1
Proof. Let HA be a Hilbert space with orthonormal basis
{|an〉}Mn=1. (The choice of M will in the end give us the
induced norm (M = 1) or the diamond norm (M = N).)
Let X ∈ L(HS ⊗ HA) be such that ‖X‖1 = 1. For the
sake of compactness we will use the notation |ψk, an〉 :=
|ψk〉|an〉.
By the triangle inequality for the trace norm∥∥∥∥[U ⊗ 1ˆA]X[U† ⊗ 1ˆA]− [Φσ,U ⊗ IA](X)∥∥∥∥
1
≤
∑
n,n′
∑
k,l
‖A(k,l,n,n′) ∗B(k,l)‖1,
(B21)
where ‘∗’ denotes the Hadamard product, and where
the matrices A(k,l,n,n
′) := [A
(k,l,n,n′)
k′,l′ ]k′,l′ and B
(k,l) :=
[B
(k,l)
k′,l′ ]k′,l′ are defined as
A
(k,l,n,n′)
k′,l′ :=〈ψk′ |U |ψk〉〈ψk, an|X|ψl, an′〉〈ψl|U†|ψl′〉
B
(k,l)
k′,l′ :=1− Tr(∆zk−zk′−zl+zl′σ).
(B22)
By Lemma 4 it follows that ‖B(k,l)‖ ≤ N. One can con-
firm that ‖A(k,l,n,n′)‖1 = |〈ψk, an|X|ψl, an′〉|. By com-
bining these observations with equations (B16) and (B21)
we can conclude that∥∥∥∥[U ⊗ 1ˆA]X[U† ⊗ 1ˆA]− [Φσ,U ⊗ IA](X)∥∥∥∥
1
≤ N
∑
n,n′
∑
k,l
|〈ψk, an|X|ψl, an′〉|
≤ N2M,
(B23)
where the last inequality follows by∑
k,l,n,n′ |〈ψk, an|X|ψl, an′〉| ≤ NM‖X‖1. If we
choose the ancillary Hilbert space to be trivial, i.e.,
dimHA = M = 1, then we obtain the bound on the
norm ‖·‖tr. It is sufficient to choose the ancillary Hilbert
space to have the same dimension as HS to obtain the
diamond norm [76]. In this case M = N and we obtain
the corresponding bound.
For the sake of convenience we will often make use of a
specific family of states for which the degree of coherence
can be made arbitrarily large, and thus Φσ,U can be made
arbitrarily close to UU . Define the family of states
|ηL,l0〉 :=
1√
L
L−1∑
l=0
|l + l0〉, (B24)
i.e., this is a uniform superposition of L ≥ 1 sequential
energy eigenstates, starting at l0. One can verify that
〈ηL,l0 |∆a|ηL,l0〉 = max
(
0, 1− |a|
L
)
. (B25)
In other words, the shifted ∆a|ηL,l0〉 and the unshifted
state |ηL,l0〉 are almost indistinguishable if L  a. This
family of states can be viewed as a simplified version
of coherent states, and the approximate implementation
of unitary operations are analogous to the transitions in
atoms induced by coherent electromagnetic fields in the
Jaynes-Cummings model (see e.g. Sec. E 2, or Chapter 7
in [79]).
The following proposition shows that in the limit of
large L we can use the states |ηL,l0〉 to implement arbi-
trary unitary operations on S.
Proposition 2. Let s > 0, HS with dimHS = N , and
HS ∈ Hs(HS), with eigenvalues szn and corresponding
orthonormal eigenvectors |ψn〉. Let Φσ,U be as defined in
equation (B11), and let |ηL,l0〉 be as in equation (B24),
for l0 ∈ Z and L ∈ N. Let zmax := maxn zn and zmin :=
minn zn. If
L ≥ 2(zmax − zmin), (B26)
then for very U ∈ U(HS),
‖UU − Φ|ηL,l0 〉〈ηL,l0 |,U‖tr ≤ 2N2
zmax − zmin
L
(B27)
and
‖UU − Φ|ηL,l0 〉〈ηL,l0 |,U‖ ≤ 2N3
zmax − zmin
L
. (B28)
The proof is almost identical to the proof of Propo-
sition 1, with some minor differences. Due to L ≥
2(zmax − zmin) it follows that |zk − zk′ − zl + zl′ | ≤ L.
Combined with equations (B11) and (B25) this yields the
new matrix
B
(k,l)
k′,l′ :=
|zk − zk′ − zl + zl′ |
L
. (B29)
and thus, by Lemma 4, ‖B(k,l)‖ ≤ 2N(zmax − zmin)/L.
The rest of the proof is essentially the same.
Implementing arbitrary channels on system S– By the
above results we can conclude that Φρ,U converges to the
unitary operation UU in the limit of a high degree of co-
herence in the reservoir. This implies that all channels
can be implemented on S, if we are allowed to use suitable
ancillary systems. To see this, recall that every channel
Ψ on S can be written as Ψ(ρ) = TrA(Uρ ⊗ |a〉〈a|U†)
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for an ancillary system A with initial state |a〉. We re-
gard SA as the new ‘system’ and use the reservoir E
to implement the channel ΦSA,HSAσ,U on the initial state
ρ⊗|a〉〈a|. [The only restriction on the joint Hamiltonian
is HSA ∈ Hs(HS ⊗HA).] In the limit of a high degree of
coherence it is thus the case that ΦSA,HSAσ,U (ρ⊗ |a〉〈a|)→
Uρ⊗ |a〉〈a|U†. By tracing out A we obtain Ψ(ρ) on S.
Note that in the case HSA = HS ⊗ 1ˆA + 1ˆS ⊗ HA,
the degree of coherence required to achieve a given level
of approximation of a unitary operator on the combined
system SAmay potentially be higher than what is needed
for the corresponding accuracy on system S alone. The
reason is that transformations on the combined system
may require the reservoir to donate or absorb larger quan-
tities of energy.
The same observation applies to the case of a sequen-
tial application of the reservoir to a collection of systems
S1, . . . , SL (with Hamiltonian HS1···SL = HS1 + · · · +
HSL). A ‘high quality’ approximation of UU1⊗···⊗UL on
the joint system may require a higher degree of coherence
in the reservoir than good quality approximations of the
individual operations UU1 , . . . ,UUL .
5. A catalytic property
The previous section shows that the set of channels
C(σ) which we can reach on system S depends on the co-
herence in the state σ of the energy reservoir E. In other
words, the coherence in the state of E is a resource for
the implementation of channels on S. Here we show that
this resource is catalytic, i.e., if we use E to implement
a channel on one system S1, then this does not diminish
the capacity of E to subsequently implement channels on
another system S2. It is worth noting that this catalytic
property holds for all states σ; it is not limited to states
with a high degree of coherence.
Consider the expression for the channel ΦSσ,U in equa-
tion (B11). As one can see, the only way in which ΦSσ,U
depends on σ, is via the expectation value of powers
of ∆, i.e., on the sequence of numbers (Tr(∆aσ))a∈Z.
(Strictly speaking, it only depends on a finite subset of
them.) One should note that this set of numbers does
not uniquely define σ. If one think of σ represented as a
matrix in the energy eigenbasis, i.e., in terms of the ma-
trix [〈j|σ|j′〉]j,j′ , one can see that Tr(∆0σ) =
∑
j〈j|σ|j〉
corresponds to the trace, Tr(∆1σ) =
∑
j〈j|σ|j + 1〉 to
the sum of the elements in the first upper diagonal,
Tr(∆2σ) =
∑
j〈j|σ|j + 2〉 to the second, etc. The fol-
lowing lemma shows that these expectation values are
invariant under the action of the channel Λρ,U on the
energy reservoir.
Lemma 5. Let s > 0, HS finite-dimensional, and HS ∈
Hs(HS). Then
Tr
(
∆aΛρ,U (σ)
)
= Tr(∆aσ), (B30)
for all σ ∈ S(HE), U ∈ U(HS), ρ ∈ S(HS), and a ∈ Z,
where Λρ,U is as defined in equation (B13).
Proof. Let szk and |ψk〉 be the eigenvalues and cor-
responding eigenvectors of HS , and put Uk′,k :=
〈ψk′ |U |ψk〉. Then
Tr
(
∆aΛρ,U (σ)
)
=
∑
k,l,k′
Uk′,kU
∗
k′,l〈ψk|ρ|ψl〉Tr
(
∆a∆zk−zk′σ∆zl−zk′ †
)
=
∑
k,l,k′
Uk′,kU
∗
k′,l〈ψk|ρ|ψl〉Tr
(
∆−zl+zk′∆a∆zk−zk′σ
)
=
∑
k,l,k′
Uk′,kU
∗
k′,l〈ψk|ρ|ψl〉Tr
(
∆a+zk−zlσ
)
=
∑
k,l
δk,l〈ψk|ρ|ψl〉Tr
(
∆a+zk−zlσ
)
=
∑
k
〈ψk|ρ|ψk〉Tr(∆aσ)
= Tr(∆aσ).
(B31)
The following proposition tells us that if we use the
reservoir twice, then the set of operations we can reach
in the second application is independent of what we did
in the first application. In other words, it is as if the
first application had not happened. Note that the only
assumptions we impose on the Hamiltonians of the subse-
quent subsystems are that they are non-interacting, and
satisfy the ‘energy matching condition’. We do not as-
sume that they are identical (or even operating on Hilbert
spaces of the same dimension). It is straightforward to
generalize this proposition to more than two subsystems.
Proposition 3 (Catalytic coherence). Let s > 0, and
let HS1 and HS2 be finite-dimensional Hilbert spaces. Let
HS1 ∈ Hs(HS1) and HS2 ∈ Hs(HS2). Let U1 ∈ U(HS1)
and ρ1 ∈ S(HS1), U2 ∈ U(HS2) and ρ2 ∈ S(HS2). Let
Λρ1,U1 be the channel on E as defined by equation (B13)
for interaction with system S1, and let Φ
S2 be the channel
as defined by equation (B11), for system S2. Then
Φ
S2,HS2
Λρ1,U1 (σ),U2
(ρ2) = Φ
S2,HS2
σ,U2
(ρ2), (B32)
and consequently
CS2,HS2 (Λρ1,U1(σ)) = CS2,HS2 (σ). (B33)
Proof. Let |ψ(1)n 〉 and sz(1)n be orthonormal eigenvectors
and corresponding eigenvalues of HS1 , and let |ψ(2)m 〉
and sz
(2)
m be orthonormal eigenvectors and correspond-
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ing eigenvalues of HS2 . By equation (B11) we can write
Φ
S2,HS2
Λρ1,U1 (σ),U2
(ρ2)
=
∑
k,k′,l,l′
〈ψ(2)k′ |U2|ψ(2)k 〉〈ψ(2)k |ρ2|ψ(2)l 〉〈ψ(2)l |U†2 |ψ(2)l′ 〉
× |ψ(2)k′ 〉〈ψ(2)l′ |Tr[∆z
(2)
k −z
(2)
k′ −z
(2)
l +z
(2)
l′ Λρ1,U1(σ)].
(B34)
By Lemma 5 we know that
Tr[∆z
(2)
k −z
(2)
k′ −z
(2)
l +z
(2)
l′ Λρ1,U1(σ)]
= Tr[∆z
(2)
k −z
(2)
k′ −z
(2)
l +z
(2)
l′ σ],
(B35)
which proves (B32) and (B33).
In the above proposition we made no assumptions on
the relation between the first and the second application
of the reservoir. For the sake of clarity we here also treat
the special case that we do use the same Hamiltonian on
both the first and second system. This is the case that
is described in the main text.
Corollary 1. Given the assumptions of Proposition 3,
but with the additional assumptions HS2 h HS1 , H :=
HS2 = HS1 , it follows that
ΦS2,HΛρ1,U1 (σ),U2
(ρ) = ΦS1,Hσ,U2 (ρ) (B36)
and thus
CS2,H(Λρ1,U1(σ)) = CS1,H(σ). (B37)
Strictly speaking, the correct formulation of (B36) and
(B37) would be that the channels are isomorphic, as they
act on different systems.
Proof. Assume that HS2 and HS1 are isomorphic,
with the isomorphism X :=
∑N
n=1 |ψ(2)n 〉〈ψ(1)n |, where
HS1 |ψ(1)n 〉 = sz(1)n |ψ(1)n 〉, and HS2 |ψ(2)n 〉 = sz(2)n |ψ(2)n 〉,
with zn := z
(2)
n = z
(1)
n (and thus ‘HS2 =
HS1 ’). By equations (B34) and (B35) we see that
X†ΦS2,HS2Λρ1,U1 (σ),U2(ρ2)X = Φ
S1,HS1
σ,X†U2X
(X†ρ2X). Hence, we
can implement ‘the same’ channels on S2 as we can on
S1, and thus, in this sense, equations (B36) and (B37)
hold.
6. A stronger catalytic property
In the previous section we assumed that the system
and the energy reservoir initially are uncorrelated. This
is necessary if we wish to describe the evolution on the
system in terms of channels. However, here we show
that even if all systems, including the energy reservoir,
initially are in an arbitrary joint state, it is still possible
to prove a form of catalytic property (see Fig. 4). Due
to pre-correlations, we cannot in general phrase this in
terms of channels. However, we can express it in terms
of the set of states that can be reached. As we shall see,
one can regain the channel version of Sec. B 5 as a special
case.
The following lemma provides the key observation,
namely that operations V HS1 (Q1) and V
HS2 (Q2), cor-
responding to different subsystems, commute with each
other. (Keep in mind that both operations act on the
energy reservoir E.)
Lemma 6. Let s > 0, and let HS1 and HS2 be finite-
dimensional Hilbert spaces. Let HS1 ∈ Hs(HS1) and
HS2 ∈ Hs(HS2), and define HS := HS1 ⊗ HS2 and
HS := 1ˆ2⊗HS1 +HS2 ⊗ 1ˆS1 . The mapping V , as defined
in Lemma 2, can be defined on the spaces HS1 ⊗ HsE,
HS2 ⊗ HsE, and HS ⊗ HsE, with respect to the Hamilto-
nians HS1 , HS2 , and HS, respectively. For the sake of
clarity we denote these with superscripts. It is the case
that
V HS (1ˆS2 ⊗Q1) = 1ˆS2 ⊗ V HS1 (Q1), ∀Q1 ∈ L(HS1),
V HS (Q2 ⊗ 1ˆS1) = V HS2 (Q2)⊗ 1ˆS1 , ∀Q2 ∈ L(HS2).
(B38)
Furthermore
[1ˆS2 ⊗ V HS1 (Q1)][V HS2 (Q2)⊗ 1ˆS1 ]
= [V HS2 (Q2)⊗ 1ˆS1 ][1ˆS2 ⊗ V HS1 (Q1)],
(B39)
for all Q1 ∈ L(HS1) and Q2 ∈ L(HS2).
Proof. Let |ψ(1)n 〉 and sz(1)n be orthonormal eigenvectors
and corresponding eigenvalues of HS1 , and let |ψ(2)m 〉
and sz
(2)
m be orthonormal eigenvectors and correspond-
ing eigenvalues of HS2 . For a compact notation we de-
fine |ψ(2)m , ψ(1)n 〉 := |ψ(2)m 〉|ψ(1)n 〉. By using equation (B4)
we can write
V HS (1ˆS2 ⊗Q1)
=
∑
nm,n′m′
〈ψ(2)m , ψ(1)n |(1ˆS2 ⊗Q1)|ψ(2)m′ , ψ(1)n′ 〉
× |ψ(2)m , ψ(1)n 〉〈ψ(2)m′ , ψ(1)n′ | ⊗∆z
(1)
n′ −z
(1)
n +z
(2)
m′−z
(2)
m
= 1ˆS2 ⊗ V HS1 (Q1).
An analogous reasoning holds for V HS (Q2 ⊗ 1ˆS1). By
Lemma 2 we know that V preserves operator multiplica-
tion, and thus
[1ˆS2 ⊗ V HS1 (Q1)][V HS2 (Q2)⊗ 1ˆS1 ]
= V HS (1ˆS2 ⊗Q1)V HS (Q2 ⊗ 1ˆS1)
= V HS (Q2 ⊗Q1)
= V HS (Q2 ⊗ 1ˆS1)V HS (1ˆS2 ⊗Q1)
= [V HS2 (Q2)⊗ 1ˆS1 ][1ˆS2 ⊗ V HS1 (Q1)].
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FIG. 4: Strong catalytic property. The energy reservoir
E, two systems S1, S2, and a reference system C are initially
in an arbitrary joint state η. Here we compare two ways (the
upper and lower path) to operate on these systems. If we
first operate on ES1 with V (U1) followed by V (U2) on ES2
(upper path), this yields the same state ρS2C on S2C as if
we only operate with V (U2) on ES2 (lower path). In other
words, the application of V (U1) does not decrease the set of
states that can be reached on S2C. This result underlines the
observation that catalytic coherence primarily is a property
of a specific class of dynamics, rather than a special class of
states. The reference system C allows us to compare this
version of catalytic coherence with the channel version in the
previous sections.
Suppose that we, apart from the energy reservoir E,
have two systems of interest S1, S2, as well as a reference
system C. These systems are initially in some arbitrary
joint state η. One can compare two different scenarios
(see Fig. 4). In the first scenario, we first implement a
unitary operation V HS1 on ES1 followed by a unitary
operation V HS2 on ES2. In the second scenario, we only
perform the second operation V HS2 on ES2. The follow-
ing proposition tells us that the reduced density operator
on S2C is the same in both scenarios. (Note that we do
not operate on system C. The only purpose of this sys-
tem is to keep track of correlations.)
Proposition 4 (Strong catalytic property). Let s > 0,
and let HS1 , HS2 , and HC be finite-dimensional Hilbert
spaces. Let HS1 ∈ Hs(HS1) and HS2 ∈ Hs(HS2), and
define HS = HS1⊗HS2 and HS = 1ˆS2⊗HS1 +HS2⊗ 1ˆS1 .
(The Hamiltonian HC on HC can be chosen arbitrarily.
The total Hamiltonian is HS ⊗ 1ˆC + 1ˆS ⊗HC .) Let U1 ∈
U(HS1) and U2 ∈ U(HS2), then
TrES1
(
V HS2 (U2)V
HS1 (U1)ηV
HS1 (U1)
†V HS2 (U2)†
)
= TrE
(
V HS2 (U2)TrS1(η)V
HS2 (U2)
†),
(B40)
for all η ∈ S(HS1 ⊗HS2 ⊗HC ⊗HE).
The reason for why the Hamiltonian HC on HC can
be arbitrary is that the operations never touch this sub-
system.
We should strictly speaking write ‘[V HS2 (U2) ⊗
1ˆS1 ⊗ 1ˆC ][1ˆS2 ⊗ V HS1 (U1) ⊗ 1ˆC ]’ rather than
‘V HS2 (U2)V
HS1 (U1)’ in the first line of equation
(B40). Similarly, we should write ‘V HS2 (U2)⊗ 1ˆC ’ rather
than ‘V HS2 (U2)’ in the second line.
Proof. By Lemma 6 and due to cyclic permutation under
the (partial) trace TrES1 (this is applied to an operator
that acts trivially on HS2 ⊗HC) it follows that
TrES1
(
V HS2 (U2)V
HS1 (U1)ηV
HS1 (U1)
†V HS2 (U2)†
)
= TrES1
(
V HS1 (U1)V
HS2 (U2)ηV
HS2 (U2)
†V HS1 (U1)†
)
= TrES1
(
[1ˆS2 ⊗ V HS1 (U1)†V HS1 (U1)]
V HS2 (U2)ηV
HS2 (U2)
†
)
.
According to Lemma 2, V preserves the Hermitian con-
jugate, operator multiplication, and the identity. Thus
V HS1 (U1)
†V HS1 (U1) = 1ˆS1 . From this we can conclude
equation (B40).
Re-derivation of Proposition 3 from Proposition 4.–
Here we show that Proposition 3 can be derived from
Proposition 4. Here we make use of the ancillary system
C to form a Choi-state of the relevant channel.
Assume that HC h HS2 , and
η = |ψ〉S2C〈ψ| ⊗ ρ1 ⊗ σ,
where |ψ〉S2C is a maximally entangled state. With these
assumptions it follows from equation (B40) that
[Φ
HS2
Λρ1,U1 (σ),U2
⊗IC ](|ψ〉S2C〈ψ|) = [ΦHS2σ,U2⊗IC ](|ψ〉S2C〈ψ|).
Hence, the Choi-states of the two channels Φ
HS2
Λρ1,U1 (σ),U2
and Φ
HS2
σ,U2
are equal, which implies that the channels
themselves are equal. We thus obtain the statement of
Proposition 3.
Operating several times on the same system.– Imag-
ine that we operate on the same system S with
the same energy reservoir E, by a sequence of op-
erations V HS (U1), V
HS (U2), . . . , V
HS (UL). It
follows directly by Lemma 2 that the resulting
operation V HS (UL) · · ·V HS (U2)V HS (U1) is equal to
V HS (UL · · ·U2U1). In other words, we can view a re-
peated application on the same system, as if it was a
single application. Hence, in this sense, the number of
times that we use the reservoir on the same system does
not matter. It is maybe worth to point out that since we
let the two systems interact repeatedly, and thus generi-
cally build up correlations, we cannot in general describe
this sequential evolution as a concatenation of channels
on S alone. In other words, the dynamics on system S is
in the general case not Markovian.
One can also imagine that we have a number of subsys-
tems S1, . . . , SK , but that we operate on these systems
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more than once, in an arbitrary sequence. By combin-
ing the above reasoning with the commutative property
in Lemma 6, one can realize that any such sequence of
operations is equivalent to a scenario where we operate
on each system once. As an example
V HS2 (U5)V
HS1 (U4)V
HS3 (U3)V
HS1 (U2)V
HS3 (U1)
=V HS3 (U3)V
HS3 (U1)V
HS2 (U5)V
HS1 (U4)V
HS1 (U2)
=V HS3 (U3U1)V
HS2 (U5)V
HS1 (U4U2).
Characterization of relevant properties.– In the previ-
ous section, where we considered reservoirs that are ini-
tially uncorrelated with the system, we could character-
ize the relevant aspects of the reservoir via the numbers
Tr(∆aσ) for a ∈ Z. Here, this role is in some sense taken
over by the operators TrE([1ˆSC ⊗ ∆a]η). These opera-
tors ‘determine’ which states that can be reached on SC.
One can also see that this set of operators is not affected
by any previous application of the reservoir on other sys-
tems.
7. An example: Sequential preparation
Here we consider a simple illustration of the cat-
alytic implementation of channels. Consider a collection
of non-interacting two-level systems. We let |ψ0〉, |ψ1〉
denote the eigenvectors with corresponding eigenvalues
z0 = 0, z1 = 1 of each system Hamiltonian. (We let
s = 1.) Suppose that all two-level systems initially are
in the ground states |ψ0〉. Then the channels (B11) and
(B13) take the form
Φσ,U (|ψ0〉〈ψ0|) =|U00|2|ψ0〉〈ψ0|+ |U10|2|ψ1〉〈ψ1|
+ U∗10U00Tr(∆σ)|ψ0〉〈ψ1|
+ U10U
∗
00Tr(∆
†σ)|ψ1〉〈ψ0|,
Λ|ψ0〉〈ψ0|,U (σ) =|U00|2σ + |U10|2∆†σ∆,
where Unn′ = 〈ψn|U |ψn′〉.
Suppose that we ideally would like to put all the two-
level systems into the state |φ〉 = (|ψ0〉 − i|ψ1〉)/
√
2,
where we sequentially use one and the same reservoir,
initially in state σ(0). As a measure of the quality
of this preparation we take the (square of the) fidelity
FU := 〈φ|Φσ(0),U (|ψ0〉〈ψ0|)|φ〉, and optimize over all uni-
tary U .
An optimizing unitary Uopt is obtained by Uopt10 =
1/
√
2 and Uopt00 = i exp[−i arg(Tr(∆σ(0)))]/
√
2, and leads
to the optimal value F
(0)
opt =
1
2 +
1
2 |Tr(∆σ(0))|. The pre-
pared state is
Φσ,Uopt(|ψ0〉〈ψ0|) =1
2
|ψ0〉〈ψ0|+ 1
2
|ψ1〉〈ψ1|
+ i
1
2
|ψ0〉〈ψ1||Tr(∆σ)|
− i1
2
|ψ1〉〈ψ0||Tr(∆σ)|.
(B41)
With the optimizing unitary Uopt, the next state of the
reservoir is σ(1) := 12σ
(0) + 12∆
†σ(0)∆. As seen (and
as we already know) Tr(∆σ(1)) = Tr(∆σ(0)). Hence, in
the second step we can use the same optimizing unitary,
resulting in the same optimum F
(1)
opt = F
(0)
opt. This process
can be repeated indefinitely, with a constant sequence of
fidelities F
(k)
opt =
1
2 +
1
2 |Tr(∆σ(0))| for all k.
Although the quality of each individual preparation
thus remains constant over the repetitions, the state of
the reservoir changes. At the kth step the state of the
reservoir is
σ(k) =
1
2k
k∑
l=0
(
k
l
)
∆l
†
σ(0)∆l. (B42)
This provides an example of the spreading of the state
of the reservoir mentioned in the main text. As a special
case one can choose σ(0) := |ηL,l0〉〈ηL,l0 |, for |ηL,l0〉 =∑L−1
l=0 |l + l0〉/
√
L. In this case we obtain F
(k)
opt = 1 −
1/(2L).
Equation (B42) describes an incoherent mixture of
translations of the input state. In the generic case, as
described by equation (B13), the action on the reser-
voir is more general. However, whenever the initial state
ρ of system S is diagonal with respect to the energy
eigenspaces (as it is in this example) one obtains an in-
coherent mixture of translations.
8. Generalization to unitary representations of
Abelian groups
In this section we make a bit of a detour in an attempt
to shed some light on the underlying mathematical struc-
ture of catalytic coherence. We here abandon questions
of energy conservation and Hamiltonians, and make the
observation that all the results of Sections B 5 and B 6
can be regained if the rigid translations ∆a along the en-
ergy ladder are replaced by a unitary representation of
an Abelian group.
For an Abelian group 〈G,+〉, let {U(g)}g∈G be a uni-
tary representation of G on a Hilbert space HE . U sat-
isfies the standard properties, i.e., U(g) is unitary and
U(g + g′) = U(g)U(g′), and U(0) = 1ˆ, where 0 denotes
the identity of 〈G,+〉. If −g denotes the group inverse of
g, then U(−g) = U(g)†.
For a subset S ⊆ G let {|ψg〉}g∈S be an orthonormal
basis spanning a Hilbert space HS . It is maybe worth
emphasizing that S does not have to form a subgroup of
G. Define the following mapping
V˜ (Q) =
∑
g,g′∈S
|ψg〉〈ψg|Q|ψg′〉〈ψg′ | ⊗ U(g′ − g). (B43)
The results of the previous sections can be phrased as the
special case of 〈Z,+〉, where the choice of the subset S ⊆
G corresponds to the collection integers zn describing the
eigenvalues of HS .
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Analogous to the mapping V in Lemma 2, V˜ preserves
the operator algebra onHS , i.e., V˜ satisfies the properties
in (B5). We can also define the channels on S and E,
Φ˜σ,U (ρ) :=TrE V˜ (U)ρ⊗ σV˜ (U)†
=
∑
g,g′,g,g′
〈ψg|U |ψg′〉〈ψg′ |ρ|ψg′〉〈ψg′ |U†|ψg〉
× Tr(U(g′ − g − g′ + g)σ)|ψg〉〈ψg|,
(B44)
Λ˜ρ,U (σ) :=TrS V˜ (U)ρ⊗ σV˜ (U)†
=
∑
g,g′,g′∈S
〈ψg|U |ψg′〉〈ψg′ |ρ|ψg′〉〈ψg′ |U†|ψg〉
× U(g′ − g)σU(g′ − g)†.
(B45)
As an analogue of Lemma 5, one can verify that
Tr
(
U(g′′)Λ˜ρ,U (σ)
)
= Tr
(
U(g′′)σ
)
, (B46)
for all σ ∈ S(HE), U ∈ U(HS), ρ ∈ S(HS), and g′′ ∈ G,
where Λρ,U is as defined in equation (B45). Using this,
one can prove the analogue of Proposition 3.
One can also generalize the strong catalytic property
in Proposition 4. If S1 ⊆ G and S2 ⊆ G are two arbitrary
subsets, and {|ψ1g〉}g∈S1 and {|ψ2f 〉}f∈S2 are orthonormal
bases of HS1 and HS2 , respectively, we can generalize the
mapping V˜ as
V˜ 21(Q)
=
∑
g,g′∈S1
∑
f,f ′∈S2
|ψ2f , ψ1g〉〈ψ2f , ψ1g |Q|ψ2f ′ , ψ1g′〉〈ψ2f ′ , ψ1g′ |
⊗ U(g′ + f ′ − g − f).
(B47)
where |ψ2f , ψ1g〉 := |ψ2f 〉|ψ1g〉. With this extended defi-
nition one can prove the analogue of Lemma 6, which
directly leads to a strong catalytic property as in Propo-
sition 4,
TrES1
(
V˜ (U2)V˜ (U1)ηV˜ (U1)
†V˜ (U2)†
)
= TrE
(
V˜ (U2)TrS1(η)V˜ (U2)
†). (B48)
(In the above equation we should strictly speaking write
‘[V˜ (U2) ⊗ 1ˆS1 ⊗ 1ˆC ][1ˆS2 ⊗ V˜ (U1) ⊗ 1ˆC ]’ rather than
‘V˜ (U2)V˜ (U1)’, where C is the ancillary reference system
introduced in Sec. B 6.)
Since the generalization to Abelian groups goes
through, an obvious question is if non-Abelian groups
also would work. One can indeed construct a new map
V (Q) =
∑
g,g′∈S
|ψg〉〈ψg|Q|ψg′〉〈ψg′ | ⊗ U(g−1g′). (B49)
which again satisfy V (A)V (B) = V (AB), V (A)† =
V (A†), and V (1ˆS) = 1ˆS ⊗ 1ˆE . However, the property
(B46) does in general not hold for V .
Appendix C: Reformulation in terms of correlations
with a reference system
In the context of reference frames it is known that ref-
erences can be treated both explicitly and implicitly [3]
(see also the discussion on coherence in [13]). In an at-
tempt to gain a bit more understanding of the nature of
catalytic coherence we here make a specific construction
along these lines, where we ‘translate’ superposition of
energy eigenstates and coherence into correlations with
an explicit reference system. On this extended system,
all operations can be performed with states and mea-
surements that are block diagonal with respect to the
total Hamiltonian, i.e., the effect of superpositions can
in some sense be ‘simulated’ on the joint system. (The
word ‘simulation’ may potentially suggest that this sce-
nario somehow would be artificial and less ‘real’. How-
ever, this choice of terminology is merely intended as a
convenient way to make it unambiguous which of the two
pictures that is under discussion.)
The general idea can be pictured by rephrasing the
general setting of the previous sections as a game that
we play against a referee. This referee prepares all our
resources (i.e. all systems S, as well as the energy reser-
voir E) and gives them to us. After we have made our
energy preserving operations, we hand back the systems
to the referee, who makes measurements to check the
quality of our operations, e.g., how well we have been
able to perform energy mixing unitary operations. From
the viewpoint of the previous sections, we can achieve
coherent operations of high quality when the referee has
provided us with a high degree of coherence in terms of
broad superpositions of consecutive energy eigenstates in
the reservoir.
However, there is an alternative approach that would
yield identical results, when it comes to measurement
statistics of the referee’s tests. In this second version of
game, the referee does not give us any systems that are in
superposition between energy eigenspaces. Instead, the
referee prepares a specific type of states correlated to an
additional reference system R, in such a way that the
joint state is diagonal with respect to the total Hamilto-
nian. As before, the referee gives us the prepared systems
S and E, but keeps the reference R. After we have made
our operations and handed back the systems, the referee
makes joint measurements on R and the systems, in such
a way that the measurement statistics becomes equiva-
lent to the first version of the game. In this sense one can
view the second version as a ‘simulation’ of the first ver-
sion. In this simulation, the role of superpositions with
respect to energy eigenspaces is in some sense taken over
by correlations to the reference R. Thus, instead of re-
garding coherence, or ‘off-diagonality’ as a resource, we
should in this scenario view correlations with the refer-
ence as the relevant asset.
In the following we shall construct such an explicit
reference system, tailored to the doubly infinite ladder
model in Section B, and translate catalytic coherence
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to this setting. We do this via specific mappings that
send density operators, observables, and POVMs to cor-
responding operators in the simulation. In Section C 8 we
shall consider the special case of sequential state prepara-
tion from initial states with definite energy (analogously
to what we did in Section B 7). We will see that in this
case superpositions in the prepared states correspond to
correlated but separable states with respect to the ref-
erence. Since separable correlations, as opposed to en-
tanglement, are not monogamous, this observation may
provide some additional intuitive understanding of why
catalytic coherence is possible
1. Simulating coherence
Let HQ ∈ Hs(HQ) and let Pj be the eigenprojec-
tors of HQ corresponding to distinct eigenvalues szj (i.e.,
zj 6= zj′ if j 6= j′). Let HR be infinite-dimensional with
the Hamiltonian HR = s
∑
j∈Z j|j〉〈j|. As one may note,
HR is structurally identical to the energy reservoir hamil-
tonian HE in equation (B1), but it will serve a somewhat
different purpose. The full simulation of catalytic coher-
ence will involve both E and R.
On HQ ⊗HR we define
Y =
∑
j
∑
l∈Z
Pj ⊗ |l − zj〉〈l| =
∑
j
Pj ⊗∆−zj . (C1)
This operator is unitary, but not energy conserving with
respect to HQ +HR.
For A ∈ L(HQ) and B ∈ L(HR) define
ΘQ:RB (A) := Y [A⊗B]Y †. (C2)
For A′ ∈ L(HQ) and B′ ∈ L(HR) one can see that
Tr
(
ΘQ:RB (A)Θ
Q:R
B′ (A
′)
)
= Tr(AA′)Tr(BB′),
ΘQ:RB (A)
† = ΘQ:R
B† (A
†),
ΘQ:R
1ˆ
(1ˆ) = 1ˆ⊗ 1ˆ,
A ≥ 0, B ≥ 0 ⇒ ΘQ:RB (A) ≥ 0.
(C3)
Note that the mapping V defined in Lemma 2 is nothing
but V (A) = ΘS:E
1ˆ
(A). Although identical operations, we
will keep the distinct notation, as these mappings have
different roles and act on different systems.
From these observations we can conclude the following:
• If ρ ∈ S(HQ) and ξ ∈ S(HR) then ΘQ:Rξ (ρ) ∈
S(HQ ⊗HR).
• If {Ak}k is a POVM on HQ, then {ΘQ:R1ˆ (Ak)}k is
a POVM on HQ ⊗HR.
• If ρ ∈ S(HQ) and ξ ∈ S(HR) and {Ak}k is a POVM
on HQ, then
Tr
(
ΘQ:R
1ˆ
(Ak)Θ
Q:R
ξ (ρ)
)
= Tr(Akρ). (C4)
In other words, the effect of preparing density operators
ρ and measuring POVMs Ak on Q can be simulated
by preparing density operators ΘQ:Rξ (ρ) and measuring
POVMs ΘQ:R
1ˆ
(Ak) on HQ ⊗HR.
For ξ ∈ S(HR) such that [ξ]HR = ξ, it is the case that
[ΘQ:Rξ (ρ)]HQ+HR = Θ
Q:R
ξ (ρ), ∀ρ ∈ S(HQ), (C5)
where [·]HQ+HR =
∑
l∈Z P
(l) ·P (l), with P (l) = ∑n Pn ⊗|l − zn〉〈l − zn|. In other words, if ξ is diagonal with
respect to HR, then Θ
Q:R
ξ (ρ) is diagonal with respect
to HQ + HR, irrespective of whether ρ is diagonal with
respect to HQ or not.
Analogously, for any POVM {Ak}k on HQ, it is the
case that
[ΘQ:R
1ˆ
(Ak)]HQ+HR = Θ
Q:R
1ˆ
(Ak), ∀k. (C6)
Hence, every POVM on Q is mapped to a POVM that is
diagonal with respect to HQ +HR.
The above observations mean that we can simulate the
preparation of arbitrary states, irrespective of how ‘off-
diagonal’ they are, and analogously we can measure ar-
bitrary POVMs on Q, by preparing and measuring other
states and POVMs that are diagonal with respect to the
Hamiltonian on the larger system QR. In other words,
even if we have no access to superpositions, we can, in
this sense, simulate the effect of superpositions.
In this setting one should not think of Θ as a physical
operation. (It is disqualified due to the assumption of en-
ergy conservation.) One should rather imagine that we
input a description of a state ρ to a preparation device.
Rather than preparing ρ, this device prepares ΘQ:Rξ (ρ).
Similarly, given a description of a POMV {Ak}k a mea-
surement device implements the POVM {ΘQ:R
1ˆ
(Ak)}k.
2. Examples
The nature of the states that the mapping ΘQ:Rξ gen-
erates depends on the choice of state ξ. Here we consider
the special case that ξ is in a pure energy eigenstate of
HR, e.g., |0〉. We furthermore let HQ be non-degenerate
with eigenstates {|ψj〉}j . In this case a diagonal state
corresponds to a separable state, as seen by
ΘQ:R|0〉〈0|(
∑
j
λj |ψj〉〈ψj |) =
∑
j
λj |ψj〉〈ψj | ⊗ | − zj〉〈−zj |.
A pure superposition |φ〉 = ∑j cj |ψj〉 is mapped to an
entangled state ΘQ:R|0〉〈0|(|φ〉〈φ|) = |φ˜〉〈φ˜|, where |φ˜〉 =∑
j cj |ψj〉| − zj〉.
3. An equivalence relation
Under the assumption that we only measure observ-
ables/POVM elements of the form ΘQ:R
1ˆ
(A) there are
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classes of states on HQ⊗HR that we cannot distinguish.
More precisely, if η, η′ ∈ S(HQ⊗HR), then we can define
the equivalence relation
η ∼ η′ ⇔ Tr(ΘQ:R
1ˆ
(A)η) = Tr(ΘQ:R
1ˆ
(A)η′), ∀A ∈ L(HQ).
Using the definition of Θ in equation (C2), one can see
that this condition reduces to∑
j,j′
Pj′TrR(∆
zj′−zjη)Pj =
∑
j,j′
Pj′TrR(∆
zj′−zjη′)Pj .
4. Energy conserving unitary operations
If V ∈ U(HQ) is such that [V ]HQ = V , then
ΘQ:R
1ˆ
(V ) = V ⊗ 1ˆR, and thus
(V ⊗ 1ˆR)ΘQ:Rξ (ρ)(V ⊗ 1ˆR)† = ΘQ:Rξ (V ρV †), (C7)
for all ρ ∈ S(HQ) and ξ ∈ S(HR).
Hence, if we restrict to energy conserving unitary oper-
ations on system Q, then we can perform this operation
on Q without having access to the reference R. Later
we will let V be the unitary operations V (U) as defined
in equation (B4), which by construction are energy con-
serving.
5. Partial trace
Suppose that Q consists of two subsystems Q = Q1Q2,
with the joint Hamiltonian HQ = HQ1 + HQ2 , where
HQ1 ∈ Hs(HQ1) and HQ2 ∈ Hs(HQ2).
Let {P (1)j }j be the eigenprojectors of HQ1 with re-
spect to the distinct eigenvalues sz
(1)
j , and analogously
let {P (2)k }k be the eigenprojectors of HQ2 corresponding
to the distinct eigenvalues sz
(2)
k . One can see that
ΘQ1Q2:R
1ˆ
(A(1) ⊗ 1ˆ2) = ΘQ1:R1ˆ (A(1))⊗ 1ˆ2. (C8)
It follows that partial trace corresponds to partial trace
also in the simulation,
Tr(A1TrQ2ρ12) = Tr
(
ΘQ1:R
1ˆ
(A1)TrQ2Θ
Q1Q2:R
ξ (ρ12)
)
(C9)
and this leads to
TrQ2Θ
Q1Q2:R
ξ (ρ12) ∼ ΘQ1:Rξ (TrQ2ρ12). (C10)
One may note that the explicit form of the partial trace
of the representation ΘQ1Q2:Rξ (ρ12) is
TrQ2Θ
Q1Q2:R
ξ (ρ12) =
∑
j,j′,k
P
(1)
j Tr2(P
(2)
k ρ12)P
(1)
j′
⊗∆−z(1)j −z(2)k ξ∆−z
(1)
j′ −z
(2)
k
†
,
while
ΘQ1:Rξ (TrQ2ρ12) =
∑
j,j′
P
(1)
j Tr2(ρ12)P
(1)
j′ ∆
−z(1)j ξ∆−z
(1)
j′
†
.
Hence, although equivalent in terms of ∼, it is generally
the case that TrQ2Θ
Q1Q2:R
ξ (ρ12) 6= ΘQ1:Rξ (TrQ2ρ12).
6. Appending systems with definite energy
Again we assume Q = Q1Q2, with the same notation
as in the previous section. Suppose that ρ2 ∈ S(H2) has
a distinct energy, i.e., P
(2)
t ρ2P
(2)
t = ρ2 for some t, with
corresponding energy eigenvalue szt. Then
ρ2 ⊗ΘQ1:Rξ (ρ1) =ΘQ2Q1:Rξ′ (ρ2 ⊗ ρ1),
ξ′ :=∆z
(2)
t ξ∆z
(2)
t
†
.
(C11)
Note that the transformation from ξ to ξ′ is merely
a rigid translation in energy, and does intuitively not
change the ‘degree’ of coherence in the state. Moreover
ρ2 ⊗ΘQ1:Rξ (ρ1) ∼ ΘQ2Q1:Rξ (ρ2 ⊗ ρ1). (C12)
One may note that in the case when ρ2 is a convex com-
bination of states of definite energy, i.e., if ρ2 =
∑
t λtρ
(t)
2
with P
(2)
t ρ
(t)
2 P
(2)
t = ρ
(t)
2 , then (C12) still holds, although
we cannot relate the two states by any operation on the
reference R alone.
7. Reformulation of strong catalytic coherence
within the simulation
We are now ready to rephrase catalytic coherence in
terms of correlations with the reference system. We go
directly for the strong version in Section B 6 rather than
the weaker version in Section B 5, because the channel
formulation does not translate very elegantly into this
picture.
Let Q = S2S1CE, with joint Hamiltonian HQ = HS2 +
HS1 +HC +HE , with HS1 ∈ Hs(HS1), HS2 ∈ Hs(HS2),
HC ∈ Hs(HC), and HE our standard energy reservoir
Hamiltonian as in equation (B1), and the same for HR.
In Sec. B 6 we allowed arbitrary HC , but for the sake of
simplicity with respect to the formalism, we here restrict
to HC ∈ Hs(HC).
Proposition 4 does in essence compare two different
procedures. In the first procedure, the energy reservoir
interacts with system S1 before it interacts with S2, while
in the second procedure it only interacts with S2. Propo-
sition 4 shows that these two procedures lead to the same
state on S2C. In the following we shall translate and
compare these two procedures, and we begin with the
two-step version.
1. The referee prepares the state ΘS2S1CE:Rξ (η).
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2. The referee gives us systems E and S1, and we per-
form the operation V HS1 (U1) on S1E.
3. The referee gives us system S2, and we perform the
operation V HS2 (U2) on S2E.
4. We give back system S2 to the referee, who checks
the resulting state by measurements on the form
ΘS2C:R
1ˆ
(A).
Due to the fact that V1 := V
HS1 (U1) and V2 := V
HS2 (U2)
are energy conserving it follows that
V2V1Θ
S2S1CE:R
ξ (η)V
†
1 V
†
2 = Θ
S2S1CE:R
ξ (V2V1ηV
†
1 V
†
2 ),
i.e., the above described physical procedure results in the
same state as if the referee had performed the two oper-
ations V1 and V2 before S2S1E are given to us. In the
particular case we consider here, we only give back sys-
tem S2 to the referee, and by using the results of Section
C 5 one can conclude that the state ηtwo stepS2CR on S2CR
satisfies the following
ηtwo stepS2CR :=TrS1E(V2V1Θ
S2S1CE:R
ξ (η)V
†
1 V
†
2 )
∼ΘS2C:Rξ (TrES1V2V1ηV †1 V †2 ).
(C13)
Hence, measurements on the form ΘS2C:R
1ˆ
(A) on
the state ηtwo stepS2CR simulates measurements A on
TrES1(V2V1ηV
†
1 V
†
2 ).
We can now compare the above procedure with the
following.
1. The referee prepares the state ΘS2CE:Rξ (TrS2η).
2. The referee gives us systems E and S2, and we per-
form the operation V HS2 (U2) on S2E.
3. We give back system S2 to the referee, who checks
the resulting state by measurements on the form
ΘS2C:R
1ˆ
(A).
Similarly to the above case, one can see that the resulting
state η˜one stepS2CR on S2CR satisfies
η˜one stepS2CR :=TrE(V2Θ
S2CE:R
ξ (TrS1η)V
†
2 )
∼ΘS2C:Rξ (TrEV2TrS1(η)V †2 ).
(C14)
By comparing equation (C14) with (C13) and Propo-
sition 4, we can conclude that the two procedures are
equivalent with respect to what the referee can see in
terms of measurements ΘS2C:R
1ˆ
(A). In other words
ηtwo stepS2CR ∼ η
one step
S2CR
. (C15)
Hence, from the point of view of the simulation, we have
reconstructed the result of Proposition 4.
8. Sequential preparations from states with
definite energy
Here we focus on the special case of preparations of a
sequence of states on systems that initially have definite
energies (i.e., analogous to what we did in Section B 7).
In this case the initial coherence is only carried by the
energy reservoir E. Restated in the simulation picture,
this means that initially only E and R are correlated.
In Section B 7 we have seen that it is possible to cre-
ate arbitrarily many systems Sk that all have the same
reduced density operator, via a sequential application of
the energy reservoir. Furthermore, if the coherence in E
is sufficiently strong, we can make these states very close
to pure superpositions of energy eigenstates. In view of
the examples in Section C 2 this may appear paradoxical.
There we saw that a pure superposition |φ〉 in the case
of ξ = |0〉〈0| corresponds to a state ΘS:Rξ (|φ〉〈φ|) that is
highly entangled between S and R. This may thus seem
to suggest that we would be able to entangle arbitrarily
many systems S1, S2, . . ., with the reference R. How-
ever, this can not be the case, as this would increase the
degree of entanglement between S and R by local opera-
tions. The resolution of this apparent paradox lies in the
equivalence relation ∼. More precisely, there are many
states µ on SR such that µ ∼ ΘS:Rξ (ρ) and thus also rep-
resenting ρ, while not necessarily being entangled. In the
following we shall show that this indeed is the case for
sequential preparations.
Let systems S1, . . . , SM have the Hamiltonians HSk ∈
Hs(HSk). Let {P (k)nk }Nknk=1 denote the eigen-projectors of
HSk with corresponding distinct eigenvalues sz
(k)
nk . The
initial states on these systems are ρk ∈ S(HSk), such that
P
(k)
tk
ρkP
(k)
tk
= ρk, i.e., system Sk is initially in a state with
definite energy sz
(k)
tk
. As usual we let the energy reservoir
E have the Hamiltonian HE = s
∑
j∈Z j|j〉〈j|E . On each
system Sk we pick a unitary operator Uk and construct
the unitary operation
V := V HSM (UM ) · · ·V HS1 (U1). (C16)
The first step in the procedure is to prepare the coher-
ence resource ΘE:Rξ (σ). Next, the systems S1, . . . , SM are
appended and the sequence of operations V is applied,
which result in the state
η := V ρM ⊗ · · · ⊗ ρ1 ⊗ΘE:Rξ (σ)V †. (C17)
The reduced state on S1 · · ·SM and the reference R reads
TrEη =
∑
j,j′
∑
nM ,mM
· · ·
∑
n1,m1
σj,j′
× δ
j′−z(M)mM−···−z
(1)
m1
,j−z(M)nM −···−z
(1)
n1
× P (M)nM UMρMU†MP (M)mM ⊗ · · · ⊗ P (1)n1 U1ρ1U†1P (1)m1
⊗∆−jξ∆−j′†.
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For x ∈ {1, . . . ,M} the reduced state on SxR can be
written
ηSxR =
∑
j,j′
σj,j′
∑
nx,mx
δ
j′−z(x)mx ,j−z(x)nx
× P (x)nx UxρxU†xP (x)mx ⊗∆−jξ∆−j
′†
.
(C18)
From the previous sections we know that ηSxR represents
ρSx , i.e.,
ηSxR ∼ΘSx:Rξ (ρSx),
ρSx :=TrS1···Sx+1Sx−1···S1E(V ρM ⊗ · · · ⊗ ρ1 ⊗ σV †).
We shall next prove that ηSxR always is a separable state.
Let us recall the characterization of bipartite separa-
ble states as those that are infinitely symmetrically ex-
tendible. (For a quick overview, see e.g. [80]). A bipar-
tite state η on SR is called symmetrically M -extendible,
if there exists a state ρ on S⊗MR such that η = TrS⊗Mρ
and that ρ is invariant under all permutations of the M
subsystems S. All separable states have a trivial sym-
metric extension for every M . Thus, if a state fails to
be symmetrically extendible for some M it must be en-
tangled [81]. More generally it turns out that a state is
separable if and only if it has symmetric M -extensions
for all M , see Theorem 1 in [81]. (This also follows from
various versions of the quantum de-Finetti theorem [82–
88]. See also [89].)
Sequential preparations provide a construction of a
symmetric extension of ηSxR for every M . Consider a
new preparation procedure where we prepare the same
state on a sequence of copies S˜1, . . . , S˜M of Sx with
H˜S1 = · · · = H˜SM = HSx . In other words, let N˜ = N˜1 =
· · · = N˜M := Nx, and z˜n = z˜(1)n = · · · = z˜(M)n := z(x)n ,
ρ˜ = ρ˜1 = · · · = ρ˜M := ρx, and U˜ = U˜1 = · · · = U˜M :=
Ux, which yields the global state
TrE η˜ =
∑
j,j′
∑
nM ,mM
· · ·
∑
n1,m1
σj,j′
× δj′−z˜mM−···−z˜m1 ,j−z˜nM−···−z˜n1
× PnM U˜ ρ˜U˜†PmM ⊗ · · · ⊗ Pn1U˜ ρ˜U˜†Pm1
⊗∆−jξ∆−j′†.
As seen, this state is invariant under permutations of
the subsystems S˜1, . . . , S˜M . Furthermore, if we trace out
all subsystems S˜ except one single, we obtain ηSxR by
construction. Since this is true for all M , we can conclude
that ηSxR is infinitely symmetrically extendible and thus
separable.
As a side-remark one may note that this proof holds for
any choice of ξ, and is not limited to ξ that are diagonal
with respect to HR.
Appendix D: Half-infinite ladder (harmonic
oscillator)
As mentioned earlier, a problem with the doubly-
infinite energy ladder is that it is somewhat unphysical,
as it has no ground state energy. However, by ‘cutting
away’ the lower half of the spectrum we get the spec-
trum of the harmonic oscillator. Here we show that we
can, with some modifications, reconstruct the catalytic
properties of the doubly-infinite energy ladder in this har-
monic oscillator model.
1. The half-infinite ladder model
Here we use an harmonic oscillator as model (or any
Hamiltonian that is iso-spectral to the harmonic oscilla-
tor)
H+E := s
+∞∑
j=0
j|j〉〈j|. (D1)
As before, we define an N -level system with a Hamilto-
nian HS ∈ Hs(HS), with eigenvalues hn = szn. We also
let
zmin := min
n=1,...,N
zn, zmax := max
n=1,...,N
zn. (D2)
The projectors onto the eigenspaces of HS +H
+
E can be
written
P
(l)
+ :=
∑
n=1,...,N :l≥zn
|ψn〉〈ψn| ⊗ |l − zn〉〈l − zn|, (D3)
for all l ≥ zmin. (It is maybe slightly annoying that
we let the index l start at zmin rather than at zero, but
we do this for the sake of compactness of formulas and
coordination with the notation in the previous sections.)
Note that
P
(l)
+ =
∑
n=1,...,N
|ψn〉〈ψn| ⊗ |l − zn〉〈l − zn|, ∀l ≥ zmax.
(D4)
In other words, P
(l)
+ = P
(l) for l ≥ zmax. (We will in
this section often compare operators on the spaces H+E
and HE , where the former can be regarded as a sub-
space of the latter. Without further comments we do
in these cases assume that the operators on H+E are ex-
tended trivially to the orthogonal complement of H+E inHE , i.e., they act trivially on the negative half-ladder.)
For every U ∈ U(HS) we define the unitary operator
V+(U) :=
∑
l≥zmax
Vl(U) +
zmax−1∑
l=zmin
Xl,
XlX
†
l = X
†
lXl = P
(l)
+ ,
(D5)
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where
Vl(U) :=
N∑
n,n′=1
|ψn〉〈ψn|U |ψn′〉〈ψn′ | ⊗ |l − zn〉〈l − zn′ |,
l ≥ zmax
(D6)
is as in equation (B6). The unitarity of V+(U) follows
from the fact that Vl(U)Vl(U)
† = Vl(U)†Vl(U) = P
(l)
+ .
We will not pay any particular attention to the choice of
the operators Xl, as we will focus on states outside the
supports of these operators. As seen, we have, by the very
construction, made sure that V+(U) in (B6) and V (U)
in (D5) act identically for states with support sufficiently
far away from the ground state. The rest of this section is
devoted to the formalization of the simple idea that if we
start the energy reservoir in a state that is sufficiently far
from the ground state, we can maintain it so by pumping
energy into the reservoir. By this we retrieve all the
relevant properties of the doubly-infinite ladder model.
Analogous to ∆ we define the operator
∆+ :=
+∞∑
j=0
|j + 1〉〈j|. (D7)
Note that ∆+ is not unitary, but rather is a partial isom-
etry that takes H+E into the subspace Sp{|j〉}j≥1.
2. Sufficiently far from the ground state the two
models are equivalent
Analogous to the channel Φσ,U in Section B 3 we define
Φ+σ,U (ρ) := TrEV+(U)ρ⊗ σV+(U)†. (D8)
Similarly, we denote the set of channels that can be
reached on S, using σ as a resource, by
CS,HS+ (σ) :=
{
Φ+σ,U : U ∈ U(HS)
}
. (D9)
The effect of V+(U) on the energy reservoir is expressed
via the channel
Λ+ρ,U (σ) := TrSV+(U)ρ⊗ σV+(U)†. (D10)
Define the family of projectors
P≥m :=
∑
j≥m
|j〉〈j|, m ≥ 0. (D11)
Lemma 7. Let s > 0, HS finite-dimensional, and
HS ∈ Hs(HS) with maximal eigenvalue szmax and min-
imal eigenvalue szmin. Let σ ∈ S(HE) be such that
P≥zmax−zminσP≥zmax−zmin = σ, then
Φ+σ,U = Φσ,U , Λ
+
ρ,U (σ) = Λρ,U (σ), (D12)
for all U ∈ U(HS).
Proof. By comparing with the definition of P
(l)
+ in (D3)
one can see that
P
(l)
+ [1ˆS ⊗ P≥zmax−zmin ] = 0, zmin ≤ l < zmax. (D13)
Analogously
P (l)[1ˆS ⊗ P≥zmax−zmin ] = 0, l < zmax. (D14)
Note that P
(l)
+ = P
(l) and Vl(U)P
(l) = Vl(U) for l ≥
zmax, and XlP
(l)
+ = Xl. By comparing (B4), (B6), and
(D5), it follows that
V+(U)[1ˆS ⊗ P≥zmax−zmin ] = V (U)[1ˆS ⊗ P≥zmax−zmin ].
(D15)
The statements of the lemma follows directly from this.
Lemma 8. Let s > 0, HS finite-dimensional, and
HS ∈ Hs(HS) with maximal eigenvalue szmax and mini-
mal eigenvalue szmin. For m ≥ zmax − zmin
V+(U)[1ˆS⊗P≥m] = [1ˆS⊗P≥m−zmax+zmin ]V+(U)[1ˆS⊗P≥m].
(D16)
Hence, if σ ∈ S(HE) is such that P≥mσP≥m = σ, then
P≥m−zmax+zminΛ
+
ρ,U (σ)P≥m−zmax+zmin = Λ
+
ρ,U (σ),
∀ρ ∈ S(HS), ∀U ∈ U(HS).
(D17)
Proof. Since m ≥ zmax−zmin it follows by equation (D13)
that
V+(U)[1ˆS ⊗ P≥m]
=
∑
l≥zmax
N∑
n,n′=1
|ψn〉〈ψn|Q|ψn′〉〈ψn′ | ⊗ |l − zn〉〈l − zn′ |P≥m.
(D18)
Let |x〉 be an energy eigenstate of the reservoir. For
〈x|V+(U)[1ˆS ⊗ P≥m] 6= 0, a necessary condition is that
x = l− zn and l− zn′ ≥ m for some l, n, n′. We can thus
write x+zmax ≥ x+zn = l ≥ m+zn′ ≥ m+zmin. Hence,
〈x|V+(U)[1ˆS ⊗ P≥m] = 0 for all x < m − zmax + zmin.
It follows that [1ˆS ⊗ (1ˆE − P≥m−zmax+zmin)]V+(U)[1ˆS ⊗
P≥m] = 0. This proves the lemma.
The following Proposition tells us that a reservoir with
a state that is L times removed from the ground state
with respect to the maximal possible energy change D,
can be used L times before there is any noticeable differ-
ence in the set of channels that can be reached by using
the reservoir. We refer to this as a quasi-catalytic prop-
erty. Here λmax(H) and λmin(H) denote the maximal
and minimal eigenvalues of the Hermitian operator H.
Proposition 5 (Quasi-Catalytic states). Let s > 0,
D ∈ N, and let HS1 , . . . ,HSL be finite-dimensional, with
HSl ∈ Hs(HSl), such that λmax(HSl)− λmin(HSl) ≤ sD
for l = 1, . . . , L. Suppose σ(1) ∈ S(HE) is such that
P≥LDσ(1)P≥LD = σ(1). (D19)
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Define the sequence σ(l+1) = Λ+ρl,Ul(σ
(l)), for l =
1, . . . , L− 1, for ρl ∈ S(HSl) and Ul ∈ U(HSl). Then
CSl,HSl+ (σ(l)) = C
Sl,HSl
+ (σ
(1)), l = 1, . . . , L. (D20)
Proof. By a repeated use of Lemma 8 it follows that
P≥(L−l+1)Dσ(l)P≥(L−l+1)D = σ(l). Thus, by Lemma
7 we know that Λ+ρl,Ul(σ
(l)) = Λρl,Ul(σ
(l)). By
Lemma 7 we can also conclude that CSl,HSl+ (σ(l)) =
CSl,HSl (σ(l)). Furthermore, by Proposition 3 it follows
that CSl,HSl (Λρl−1,Ul−1(σ(l−1))) = CSl,HSl (σ(l−1)). By
combining the above observations, we see that
CSl,HSl+ (σ(l)) =C
Sl,HSl
+ (Λ
+
ρl−1,Ul−1(σ
(l−1)))
=CSl,HSl (Λ+ρl−1,Ul−1(σ(l−1)))
=CSl,HSl (Λρl−1,Ul−1(σ(l−1)))
=CSl,HSl (σ(l−1))
=CSl,HSl+ (σ(l−1)).
(D21)
The above reasoning can now be iterated, which yields
the statement of the proposition.
3. Regenerative cycles
Here we construct a protocol to maintain the set of
reachable channels C+. Basically, what we do is to keep
the state of the energy reservoir sufficiently far away from
the ground state by pumping energy into it.
The following lemma tells us that we can implement
the rigid translation σ 7→ ∆m+σ∆m+ † within our model, if
we have access to an ancillary system in a pure excited
state.
By the observation that P
(l)
+ |amax〉|j〉 = 0 for zmax >
l ≥ zmin and all j ≥ 0 we can directly use (D5) and (D6)
to prove the following Lemma.
Lemma 9. Let HA ∈ Hs(HA) have the largest eigen-
value szmax with corresponding eigenstate |amax〉, and
smallest eigenvalue szmin with corresponding eigenstate
|amin〉. Assume zmax 6= zmin. Let UA ∈ U(HA) be such
that
UA|amax〉 = |amin〉. (D22)
Then
Λ+|amax〉〈amax|,UA(σ) = ∆
zmax−zmin
+ σ∆
zmax−zmin
+
†
, (D23)
for all σ ∈ S(H+E) where Λ+ is as defined in equation
(D10).
One may note that in this implementation there is no
need to avoid any ‘border zone’.
In essence, the following proposition tells us that if the
state of the energy reservoir has a support that is suffi-
ciently far from the ground state, then we can maintain
its power to induce channels on S (as characterized by
the set CS,HS+ ) merely by feeding energy into it between
each use.
Proposition 6 (Protocol for a catalytic cycle). Let
s > 0, D ∈ N, HS1 ,HS2 be finite-dimensional, and
HS1 ∈ Hs(HS1), HS2 ∈ Hs(HS2), where λmax(HS1) −
λmin(HS1) ≤ sD and λmax(HS2)−λmin(HS2) ≤ sD, with
D ∈ N. Let σin ∈ S(H+E) be such that
P≥2DσinP≥2D = σin. (D24)
For an arbitrary ρ1 ∈ S(HS1) and an arbitrary U1 ∈
U(HS1), let
σ := Λ+ρ1,U1(σin), (D25)
where the channel Λ+ρ1,U1 is as defined in equation (D10).
Let HA be two-dimensional, with HA ∈ Hs(HA) such
that HA has the largest eigenvalue sD with correspond-
ing eigenvector |a1〉, and lowest eigenvalue 0 with corre-
sponding eigenvector |a0〉. Let UA = |a1〉〈a0| + |a0〉〈a1|,
and define
σout := Λ
+
|a1〉〈a1|,UA(σ), (D26)
where Λ+|a1〉〈a1|,UA is as defined in equation (D10). Then
CS2,HS2+ (σout) = CS2,HS2 (σout)
= CS2,HS2 (σin) = CS2,HS2+ (σin)
(D27)
and
P≥2DσoutP≥2D = σout. (D28)
Proof. Combining (D24) and Lemma 8 yields
P≥DσP≥D = σ. (D29)
By further combining this with Lemma 9 gives (D28).
Due to the latter we can, by Lemma 7, conclude that
CS2,HS2+ (σout) = CS2,HS2 (σout). (D30)
By (D29) and Lemma 8 it follows that σout =
Λ+|a1〉〈a1|,UA(σ) = Λ|a1〉〈a1|,UA(σ). Hence Proposition 3
tells us that
CS2,HS2 (Λ|a1〉〈a1|,UA(σ)) = CS2,HS2 (σ) (D31)
Due to (D24) and Lemma 8 it follows that Λ+ρ1,U1(σin) =
Λρ1,U1(σin). By Proposition 3
CS2,HS2 (Λρ1,U1(σin)) = CS2,HS2 (σin). (D32)
Furthermore, due to (D24) it follows by Lemma 7 that
CS2,HS2 (σin) = CS2,HS2+ (σin). (D33)
By combining the above chain of equalities, we obtain
the proposition.
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Appendix E: More general models
In the previous sections we demonstrated that there
in principle exist systems where coherence can be made
catalytic. Here we briefly touch upon the question to
what extent these phenomena survive in more general
systems.
1. General energy preserving unitary operations
Here we consider Hamiltonians on the half-infinite lad-
der model, but we relax the restriction on the dynamics,
and only demand that it preserves the total energy.
One can realize that a unitary operator V on
the system and half-infinite ladder is block-diagonal
with respect to the energy eigenspaces, i.e., V =∑
l≥zmin P
(l)
+ V P
(l)
+ , if and only if
V =
∑
l≥zmax
N∑
n,n′=1
V
(l)
n,n′ |ψn〉〈ψn′ | ⊗ |l − zn〉〈l − zn′ |
+
zmax−1∑
l=zmin
Xl, XlX
†
l = X
†
lXl = P
(l)
+ ,
(E1)
where each V (j) = [V
(j)
n,n′ ]
N
n,n′=1 is a unitary matrix.
Recall that the harmonic oscillator model in Section D
has the feature that it, sufficiently far from the ground
state, essentially implements copies of a unitary interac-
tion. We thus regain the model in Section D if we for
all l choose V (l) = V for a fixed unitary matrix V . This
‘uniformity’ over the energy ladder appears to be closely
connected to the catalytic properties of these models. It
thus seems reasonable to suspect that in models that have
some type of approximate uniformity, one should be able
to find some approximate version of the type of behaviors
that we have seen in the previous sections.
As an example, suppose that the set of unitary ma-
trices V (l0), . . . , V (l0+L) would become more ‘similar’ to
each other as l0 increases (for a fixed L). One way in
which this could happen is if V (l) would converge to a
specific limit matrix as l → +∞. However, this is not
the only possibility. For example, let H be an N × N
Hermitian matrix, and define V (l) := exp[−if(l)H],
where f : N → N is such that f(l + L) − f(l) → 0
as l → +∞. [An example of this is f(x) = √x,
for which
√
x+ L − √x ∼ L/(2√x).] In this case
(V (l0), . . . , V (l0+L)) ∼l0→∞ (V (l0), . . . , V (l0)). Hence, for
a limited range of levels, the transformations become
asymptotically uniform (in spite the fact that they do
not converge to a limit operator). In Section E 2 we show
that the Jaynes-Cummings model satisfies this asymp-
totic uniformity.
As a final remark we note that in Section D we could
maintain the capacity of the coherence by injecting en-
ergy into the reservoir. Furthermore, we did this solely
‘within’ the model, i.e., we used the same class of uni-
taries V+(U) for the pumping, as for the operations on
system S. It is a relevant question for which classes of
these more general unitary operations that this is possi-
ble (at least approximately). However, we leave this as
an open question.
2. The Jaynes-Cummings model
Here we analyze numerically the Jaynes-Cummings
model [18, 19] of a two-level system in resonant inter-
action with an electromagnetic field mode. As we shall
see, numerical tests suggest that the higher the energy
of a (suitably chosen) initial state of the reservoir is, the
longer its coherence survives sequential interactions with
a collection of two-level systems.
We consider the Jaynes-Cummings model [18, 19]
for the interaction between a two-level system HS =
h1|ψ0〉ψ0|+h2|ψ1〉ψ1| and an electromagnetic field mode
HE = ~ωa†a, with the interaction Hamiltonian
HJC = gσ+ ⊗ a+ gσ− ⊗ a†, (E2)
where a, a† are the standard annihilation and creation
operators [a, a†] = 1ˆE , a =
∑∞
l=1
√
l|l − 1〉〈l| and σ+ =
|ψ1〉〈ψ0|, σ− = |ψ0〉〈ψ1|.
We furthermore assume resonant conditions (i.e., the
‘matching’ of the energy levels), so that h1−h0 = ~ω, and
choose h1 = ~ωz1, h0 = ~ωz0, with z0 = 0, z1 = 1. By
standard textbook calculations, where we introduce the
unit-free evolution parameter x := tg/~ for the evolution
time t, the evolution induced by HJC can be written
e−ixHJC =
∞∑
l=1
1∑
n,n′=0
V
(l)
n,n′ |ψn〉〈ψn′ | ⊗ |l − n〉〈l − n′|
+ |ψ0〉〈ψ0| ⊗ |0〉〈0|,
V (l) :=
[
cos(x
√
l) −i sin(x√l)
−i sin(x√l) cos(x√l)
]
where we can write
V (l) = e−ix
√
lH , H :=
[
0 1
1 0
]
. (E3)
Hence, the dynamics in the JC-model provides an exam-
ple of the type of asymptotically uniform unitary opera-
tors discussed in the previous section. The evolution on
the reservoir is given by
Λx,|ψ0〉〈ψ0|(σ) :=TrS(e
−ixHJC |ψ0〉〈ψ0| ⊗ σeixHJC)
=AxσA
†
x +BxσB
†
x,
Ax :=
∞∑
l=0
cos(x
√
l)|l〉〈l|,
Bx :=
∞∑
l=1
sin(x
√
l)|l − 1〉〈l|.
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The sequential preparation procedure results in a evolu-
tion process on the reservoir, which corresponds to an
iteration of the channel Λx,|ψ0〉〈ψ0|. The nature of this
dynamics is depicted in Fig. 5.
Here we attempt to mimic the sequential preparation
procedure that we investigated in Section B 7. Again we
thus use the (square of) the fidelity to measure how well
the superposition |φ〉 := (|ψ0〉 − i|ψ1〉)/
√
2 can be pre-
pared from the ground state |ψ0〉, by using the state σ on
the reservoir as a resource. The preparation is character-
ized by the channel Φx,σ(ρ) := TrE(e
−ixHJCρ⊗σeixHJC).
For the initial state |ψ0〉〈ψ0|, a given x, and σ, our mea-
sure of the ‘quality’ of the preparation is
Qx(σ) :=〈φ|Φx,σ(|ψ0〉〈ψ0|)|φ〉
=
1
2
+
∞∑
l=0
sin(x
√
l + 1) cos(x
√
l)Re〈l|σ|l + 1〉.
(E4)
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FIG. 5: The state of the reservoir after iterated use.
For an initial state σ(0) = |η〉〈η|, with a very wide superpo-
sition |η〉 = ∑999l=0 |l〉/√1000, the figure depicts |〈l|σ(100)|l′〉|
(black corresponds to high values, and white low) where σ(100)
is the 100th iteration of σ(k+1) = Λpi/4,|ψ0〉〈ψ0|(σ
(k)), for
x = pi/4. The dotted lines corresponds to the values of l (and
l′) for which Bpi/4|l〉 = 0 (Bpi/4|l′〉 = 0). Since Bx induces
loss of quanta from the reservoir, this suggests that weight
will tend to accumulate at the crossings of the dotted lines.
This figure shows an intermediate step in this process. The
squares show the points lmax0 (m) = (4m + 1)
2 around which
Qpi/4 takes a high value (for relatively narrow distributions).
On these points we center the family of initial states that
lead to the curves in Fig. 3 in the main text. (As opposed
to the initial state σ(0) that yields the present figure, those
initial states only contains a relatively narrow distribution of
number states.)
Analogously to what we did in Section B 7 (where we
optimized over all U) we should in principle optimize
Qx(σ) over all x ≥ 0. However, the dynamics of the
JC-model can unfortunately be rather irregular (see e.g.
[19, 90]), and due to this an optimization may not be
feasible. Instead we here opt for a simpler (but possi-
bly suboptimal) procedure, where we keep the value of x
fixed (corresponding to one fixed unitary). For the sake
of simplicity we choose x = pi/4. For an initial state σ(0)
we construct the sequence σ(k+1) = Λpi/4,|ψ0〉〈ψ0|(σ
(k))
and the corresponding fidelities Qpi/4(σ
(k)). For a suit-
ably chosen l0 the initial state is σ
(0) := |ηL,l0〉〈ηL,l0 |. As
we have seen, the evolution is asymptotically uniform.
Hence, if L is small compared to l0, one can make the
approximation
Qpi/4(σ
(0)) ≈ 1
2
+
1
2
(1− 1
L
) sin(pi
√
l0/2), (E5)
and thus obtain the (approximate) maxima 1 − 1/(2L)
at
lmax0 (m) := (4m+ 1)
2, m = 1, 2, . . . . (E6)
Some further details concerning Fig. 3 in the main
text.– Each graph in Fig. 3 in the main text is obtained
from an initial state that is a uniform superposition
over 50 number states, centered around lmax0 (m). Hence,
σ
(0)
m = |ηL,l0(m)〉〈ηL,l0(m)|, for l0(m) = lmax0 (m) − 24 =
(4m + 1)2 − 24, i.e., |ηL,l0(m)〉 =
∑25
j=−24 |lmax0 (m) + j〉.
Each graph corresponds to the value F
(m)
k := Qpi/4(σ
(k)
m )
on the vertical axis versus the number of iterations
k on the horizontal axis. The different graphs cor-
respond to the different values of m, where in the
rightmost part of the figure, the curves correspond
to m = 5, 7, 9, 11, 14, 18, 24, 31, 40, 52, 67, 87, 113, 147, 191
counted from below. These graphs suggest that the ‘life-
time’ of the coherence can be made longer, merely by
increasing the average energy of the state.
Since the graphs in Fig. 3 in the main text are the re-
sult of an approximate optimization, one should maybe
not get too surprised by the fact that one see an initial
increase of the fidelity. As seen, the largest increase hap-
pens for the initial states with a relatively low number of
quanta, which is where we would expect the approxima-
tion to be the worst.
The dotted line in the figure corresponds to the fidelity
we would have obtained for the doubly-infinite ladder-
model, i.e., 1− 1/(2L) (see Section B 7). Note that there
is no particular reason to expect this to be a bound for
what can be achieved in the JC model. However, the
gradual approach of the curves to this value suggests that
the applied approximation is reasonable.
Concerning the numerical evaluation to obtain Fig. 3 in
the main text, one can note that the quantity we wish to
evaluate, equation (E4), only depends on the first upper-
diagonal 〈l|σ|l + 1〉 of the density matrix. Furthermore,
the evolution map Λpi/4,|ψ0〉〈ψ0| transforms the elements
〈l|σ|l + 1〉 among themselves, and thus one never needs
to store or calculate the entire density matrix.
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Why not using coherent states? One may wonder why
we here use |ηL,l0〉 as initial states, rather than coher-
ent states, |α〉 := e−|α|2/2∑+∞l=0 αl|l〉/√l! [1, 6, 7], which
would be the both convenient and conventional choice for
this type of model. For the coherent states we could ob-
tain a sequence of states with increasing average energy
by increasing |α|. However, as we increase |α| we also
increase the width of the superposition over the energy
eigenstates. Hence, in some intuitive sense the degree of
coherence increases as we increase |α|, and for this reason
it appears risky to use these states for the questions we
investigate here. One should keep in mind though, that
since we have not developed any operational measure of
the degree of coherence (although Sec. B 4 provides some
steps in this direction), discussions of this kind are a bit
shaky. (For the doubly-infinite and the half-infinite lad-
der models, we side-step the issue of measures of coher-
ence by focusing on the set of induced channels C(σ).)
3. The half-infinite ladder as a generalized
Jaynes-Cummings model
Here we briefly return to the half-infinite ladder model
in Section D, to point out that in the special case of
system S being a qubit, one can obtain unitary opera-
tors of the V+(U)-form via Hamiltonians in a generalized
Jaynes-Cummings model.
This generalization corresponds to letting the coupling
parameter (g in equation (E2)) be dependent on the
field strength, leading to interaction Hamiltonians of the
form H = gσ+ ⊗ af(a†a) + gσ− ⊗ f(a†a)a†, where f
is a function. Comparing with Section E 2 one can see
that we obtain the uniform sequence of unitary matrices
V (1) = V (2) = · · · in the case f(l) = 1/√l, i.e., for the
Hamiltonian
HGJC = gσ+ ⊗ a(a†a)−1/2 + gσ− ⊗ (a†a)−1/2a†. (E7)
(This should not be confused with the case f(l) =
√
l
that has been considered in the literature [91–95].) It
certainly is an interesting question to what extent such
a generalized Jaynes-Cummings interaction can be ob-
tained, or at least approximated, within realistic systems.
However, this is left as an open question.
Appendix F: Prelude: Expected work-extraction
without an energy reservoir
Here we turn to the question of work extraction. (For
introductions to work extraction and the closely related
Landauer’s principle for information erasure, see e.g.,
[42–51].) Before we begin with the actual purpose of
analyzing the role of coherence in expected work extrac-
tion by the use of explicit energy reservoirs (which we
do in Section G) we first consider some simpler types
of models that do not contain an explicit energy reser-
voir. For these models one can show that the optimal ex-
pected work extraction (suitably defined) is given by the
relative von Neumann entropy kTD(ρ‖G(HS)), where
D(ρ‖σ) = Tr(ρ ln ρ)−Tr(ρ lnσ). The purpose of this ex-
position is partially to highlight the difference between
using, and not using, an explicit energy reservoir, but
also to gain some understanding for the ideas behind the
(somewhat technically messy) derivations in Section G.
On a technical level, the only things that we need from
this section are Lemma 11 and Corollary 2.
In Section F 1 we begin with a short ‘prelude to
the prelude’, where we briefly recall the common ap-
proach to implement expected work extraction using
time-dependent Hamiltonians. More precisely, the sys-
tem traverses through a path of Hamiltonians. These
paths of Hamiltonians will implicitly play a role in the
subsequent derivations, as we, in some sense, will sim-
ulate such paths. In Section F 2 we recall the concept
of passivity, and the related setting for work extraction.
In Section F 3 we implement one version of the above
mentioned ‘simulation’ (not to be confused with the sim-
ulation in Section C), and show how this leads to optimal
expected work extraction.
1. Expected work extraction by varying the
Hamiltonian
A common approach (that can take many different
guises on the level of assumptions and technical details)
is to define expected work extraction in terms of changes
of the Hamiltonian of the system. (For a handful of ex-
amples, see e.g. [49, 50, 66, 96–99], were [99] provides
an introduction.) In this setting we are given a quantum
state ρ and a Hamiltonian H, and are allowed to perform
changes of the Hamiltonian H 7→ H ′. The expected work
gain of such a step is defined as
Wyield(HS 7→ H ′S , ρ) := Tr(HSρ)− Tr(H ′Sρ). (F1)
The contact with the heat bath is modeled as a replace-
ment map ρ 7→ ΦH(ρ) := G(H). (As we will come
back to below, there are variations on this, which can
implement ‘softer’ types of thermalizations.) A process
is defined as a sequence of shifts of Hamiltonians, sand-
wiched by thermalizations, where the total work gain
is defined as the sum of all the individual gains as in
(F1). This model is, for expected work extraction, a
quantum generalization of the discrete classical model
used in [58]. (Unfortunately, this generalization does not
make much sense as a generalization for -deterministic
work extraction.) Very much analogous to [58], one can
show that for a cyclic change of Hamiltonians, the op-
timal expected work extraction in this setting becomes
kTD(ρ‖G(HS)). To see this, one can use the relation
H = F (H) − kT lnG(H), where F (H) = −kT lnZ(H),
and Z(H) = Tre−βH , to show that the total work gain
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of an L-step cyclic process (H(0) = H(L) = HS), with
ρ(0) := ρ and ρ(l+1) = ΦH(l+1)(ρ
(l)) becomes
Wyield =
L−1∑
l=0
[Tr(H(l)ρl)− Tr(H(l+1)ρl)]
=
1
β
D(ρ‖G(HS))− 1
β
D(ρL−1‖G(HS))
− 1
β
L−1∑
l=1
[
D(ρl−1‖G(H(l)))−D(ρl‖G(H(l)))
]
.
(F2)
Using ΦH(G(H)) = G(H), together with the fact
that the von Neumann relative entropy is contractive
under the action of channels, i.e., D(Γ(ρ)‖Γ(σ)) ≤
D(ρ‖σ), it follows that D(ρl‖G(H(l))) =
D(ΦH(l)(ρl−1)‖ΦH(l)(G(H(l))) ≤ D(ρl−1‖G(H(l))), and
thus Wyield ≤ kTD(ρ‖G(HS)) − kTD(ρL−1‖G(HS)).
Due to the fact that D(·‖·) ≥ 0, it follows that within
this model, for any cyclic process, we get the general
bound Wyield ≤ kTD(ρ‖G(HS)).
As a side-remark one may note that, for the above
derivation, we do not necessarily need to use the replace-
ment map ρ 7→ G(H). As seen, we could, instead of
ΦH , use any channel that has G(H) as a fix-point, i.e.,
Φ(G(H)) = G(H). (This implies a considerable free-
dom in implementing the softer types of thermalizations
mentioned above. However, we shall not need this free-
dom in our derivations, but will stay put with the, rather
brutal, complete thermalization implemented by the re-
placement map.)
The next question is if it is possible to saturate the
bound Wyield ≤ kTD(ρ‖G(HS)) within this model. A
(limit) process that does achieve the bound can be de-
scribed as follows: Change the initial Hamiltonian HS
into H ′, where the latter is such that ρ = G(H ′).
(Strictly speaking, this only works if ρ has full support.
This issue can be handled via yet another limiting pro-
cess, with a sequence of Gibbs states that converges to
the state, akin to what was done in [58].) Next, we ther-
malize the system and perform an alternating sequence of
thermalizations and small changes of the Hamiltonians,
keeping the eigenbasis fixed, until we reach a Hamilto-
nian H ′′ that is iso-spectral to HS . Finally, we perform
an alternating sequence of thermalizations and small uni-
tary transformations, until H ′′ has been rotated back
to HS . The first of these steps has the expected work
yield W
(1)
yield = F (HS) − F (H ′) + kTD(ρ‖G(HS)). The
second step does in the limit of an infinitely fine dis-
cretization yield W
(2)
yield = F (H
′)− F (H ′′). (Since we for
this step only have states that are diagonal in a fixed
energy eigenbasis, the results for the ITR in [58] are ap-
plicable.) For the final step of the protocol let U be
a unitary that transforms an eigenbasis of H ′′ into an
eigenbasis of HS . We diagonalize U =
∑
n e
−iφn |ξn〉〈ξn|,
for 0 ≤ φn < 2pi, and define the Hermitian operator
A :=
∑
n φn|ξn〉〈ξn|. We can thus define a sequence of
Hamiltonians H(l) := e−iAl/LH ′′eiAl/l, for l = 0, . . . , L,
such that H(0) = H ′′ and H(L) = HS . Consider a pro-
cess the sequentially changes H(l) to H(l+1), sandwiched
by thermalizations. The work yield of this process is.
W
(3)
yield =
L−1∑
l=0
Tr[(H(l) −H(l+1))G(H(l))]
=LTr[(H ′′ − e−iA/LH ′′eiA/L)G(H ′′)].
(F3)
By inserting the expansion e−iA/LH ′′eiA/L = H ′′ −
i[A,H ′′]/L + O(1/L2) into the above equation, one sees
that W
(3)
yield → 0 as L → ∞. Hence, the total work yield
Wyield = W
(1)
yield +W
(2)
yield +W
(3)
yield can be made arbitrarily
close to kTD(ρ‖G(HS)).
2. Work extraction and passive states
The concept of passive states were introduced in the
context of axiomatic characterizations of Gibbs states
[100, 101]. See also recent results in [102] and [103], which
study the role of entanglement in this type of setting.
We are given a quantum system S, with a Hamilto-
nian HS , and a quantum state ρ. We are allowed to
perform arbitrary unitary operations (no matter whether
they mix energy levels or not). The work gain of a uni-
tary operation U is defined as
Wyield(U, ρ,HS) := Tr(HSρ)− Tr(HSUρU†). (F4)
In light of the results in the previous sections one may
suspect that this construction implicitly assumes the ac-
cess to ideal coherence. To analyze this issue in a quan-
titative manner is precisely the purpose of Section G.
A state ρ is passive with respect to a given Hamilto-
nian HS , if we cannot extract any energy from it in the
sense of (F4), i.e., Wyield(U, ρ,HS) ≤ 0 for all unitary U
[100, 101]. It turns out [100, 101] that a state is passive
if and only if the state ρ and the Hamiltonian HS has a
common eigenbasis, and that in this basis the eigenval-
ues of the density operator are ordered non-increasingly
with increasing energy eigenvalues (or equivalently if the
eigenvalues of ρ and G(HS) co-decrease).
In this model it is straightforward to calculate the op-
timal extraction (e.g., by use of Lemma 12)
W optimalyield := sup
U∈U(HS)
Wyield(U)
=Tr(HSρS)− inf
U∈U(HS)
Tr(HSUρSU
†)
=
1
β
D(ρS‖G(HS))− 1
β
D(λ↓(ρS)‖λ↓(G(HS))).
(F5)
Here λ↓1(ρ) ≥ · · · ≥ λ↓N (ρ) means the eigenvalues of the
operator ρ ordered non-increasingly. As seen from (F5)
we obtain the optimal work extraction precisely when we
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put the system in a passive state. One might wonder
from where the β in (F5) comes from, as we have not yet
introduced any heat bath. At this stage it is merely a
mathematical identity. [All the β on the right hand side
of (F5) cancel, for any β > 0.]
Due to the fact that relative entropy is non-negative
D(·‖·) ≥ 0, the optimal value can never be larger than
kTD(ρ‖G(HS)). If we somehow could ‘arrange’ for the
term kTD(λ↓(ρ)‖λ↓(G(HS))) to become zero, we would
obtain kTD(ρ‖G(HS)) as the optimum.
An important observation is that a combination of
passive states is not necessarily passive [100, 101]. As
an example, for a passive state ρ, the tensor product
ρ ⊗ ρ may not necessarily be passive. For this we as-
sume that the two subsystems have identical and non-
interaction Hamiltonians, resulting in the total Hamilto-
nian HS1 ⊗ 1ˆS2 + 1ˆS1 ⊗HS2 . We furthermore allow arbi-
trary unitary operations on the joint system HS1 ⊗HS2 .
The Gibbs state G(H) have the special property that it
is completely passive [100, 101], meaning that it remains
passive for arbitrary tensor products G(H)⊗n.
Combining copies of a system is not the only way in
which we can change a passive state into a non-passive
state. Another method is to add on an ancillary system
A in a Gibbs state G(HA) for some Hamiltonian HA.
We furthermore assume that the ancillary system is non-
interacting with S, such that the total Hamiltonian is
HSA := HS ⊗ 1ˆA + 1ˆS ⊗ HA. Substituting ‘S’ in (F5)
with ‘SA’ with the new Hamiltonian HSA, and the new
initial state ρ⊗G(HA) [where we let the β in (F5) be the
same as the β in the Gibbs state G(HA) of the ancillary
system] yields
W optyield =Tr
(
(HS +HA)ρ⊗G(HA)
)
− inf
U∈U(HS⊗HA)
Tr
(
(HS +HA)Uρ⊗G(HA)U†
)
=
1
β
D(ρ‖G(HS))
− 1
β
D
(
λ↓
(
ρ⊗G(HA)
)‖λ↓(G(HS)⊗G(HA))).
(F6)
Comparing (F6) with (F5) we see that the first term
is unchanged [due to fact that D(ρ ⊗ G(HA)‖G(HS) ⊗
G(HA)) = D(ρ‖G(HS))] while the second term is al-
tered. In general D(λ↓(ρ⊗G(HA))‖λ↓(G(HS)⊗G(HA)))
can be smaller than D(λ↓(ρ)‖λ↓(G(HS))), reflecting the
fact that we can make a passive state non-passive by
adding an ancillary Gibbs state. The purpose of the fol-
lowing section is to show that the former term can be
made arbitrarily small by choosing the ancillary Hamil-
tonian HA appropriately.
The justification for the use of these ancillary Gibbs
states is that we in principle always can obtain them by
equilibrating the desired ancillary system with respect to
the given heat bath of temperature T , i.e., an ancillary
Gibbs state is a ‘free resource’ [52, 53, 59]. More precisely,
one can imagine that the ancilla system is put in contact
with the heat bath. Next, we let it continuously equili-
brate with the heat bath while we slowly de-connect it.
(Since we here deal with questions about ideal thermo-
dynamics we do not worry about very large equilibration
times.)
3. Simulation of time-dependent Hamiltonians
using a sequence of subsystems
The purpose of this section is to show that the term
D(λ↓(ρ⊗G(HA))‖λ↓(G(HS)⊗G(HA))) in equation (F6)
can be made arbitrarily small by choosing HA appropri-
ately, which implies that we can achieve the expected
work yield kTD(ρ‖G(HS)). In the construction of this
Hamiltonian HA, the aforementioned ‘simulation’ of time
dependent Hamiltonians plays an important role (see
Fig. 6).
Let us reformulate this in a slightly more precise way.
Define the probability distributions q := λ↓(ρ) and p :=
λ↓(G(HS)). For h = (h1, . . . , hN ) ∈ RN , we further-
more define Gn(h) := e
−βhn/Z(H), Z(h) :=
∑
n e
−βhn ,
F (h) := − 1β lnZ(h) (much analogous to how we defined
G(H), Z(H), and F (H), for operators).
If (h1, . . . , hM ) ∈ RM are the eigenvalues of HA, it thus
follows that we can write
D
(
λ↓
(
ρ⊗G(HA)
)‖λ↓(G(HS)⊗G(HA)))
= D
((
qG(h)
)↓‖(pG(h))↓). (F7)
One can thus realize that the problem of making this
relative entropy small is not particularly ‘quantum’ to its
nature, as it can be reformulated entirely as a question
concerning probability distributions. (This is essentially
due to the optimal unitary transformation U in equation
(F6), which makes the two states diagonal in the same
eigenbasis.) In other words, the question whether we can
find the appropriate Hamiltonians HA boils down to the
question whether we can find h for given q and p such that
D
(
(qG(h))↓‖(pG(h))↓) becomes small. It is thus enough
to perform the ‘simulation’ entirely within a classically
discrete setting (in the sense of [58]), where we consider
sequences of energy level configurations h and probability
distributions over these.
The relative entropy does not satisfy the triangle in-
equality. For the construction of our proofs, we make use
of this ‘failure’ of the relative entropy. Lemma 11 shows
that if we would regard the relative entropy as a (strange)
distance measure, then the total sum of the ‘lengths’ of
the pieces of a path can be made arbitrarily small merely
by making the division finer. (This is closely related to
the ‘isothermal reversible paths’ as described in [58].)
Lemma 10. Let h : [0, 1] → RN have component-wise
continuous second derivatives, then∣∣∣∣ d2dx2F (h(x))
∣∣∣∣ ≤ maxn |h′′n(x)|+ 2βmaxn |h′n(x)|2. (F8)
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FIG. 6: Simulation. Each circle represents the state of
a subsystem, and the corresponding square its Hamiltonian.
The circle and square have the same color when the system
is Gibbs distributed with respect to its Hamiltonian. (a) We
are given a probability distribution q over a set of states with
energy levels hS . To this we add a collection of ancillary sys-
tems, each with Hamiltonian hk and state distribution G(hk),
forming a joint ancillary system A which is Gibbs distributed
G(hA) = G(h
0) · · ·G(hK) with respect to the Hamiltonian
hAn0,...,nK = h
0
n0 + · · · + hKnK . Arranged in a circle, these
systems start with h0 such that G(h0) = q, and ends with
hK := hS . We can view h
0, . . . , hK as a discretization of
a smooth path in the space of energy level configurations.
(b) By a cyclic permutation Π of the states along this cycle,
S is put in equilibrium, while most of the ancillary systems
are shifted slightly out of equilibrium. The relative entropy
D(Π(qG(hA))‖G(hS)G(hA)) goes to zero in the limit of an
infinitely fine discretization along a smooth path of energy
level configurations.
By combining the above lemma with the Taylor ex-
pansions, f(x) = f(x0) + (x− x0)f ′(x0) + r(x), with the
error term in the Lagrange form r(x) := (x−x0)
2
2 f
′′(ξ) for
ξ ∈ [min(x, x0),max(x, x0)] one can obtain the following
lemma.
Lemma 11. Let N ∈ N and β > 0 be given, and let
h : [0, 1] → RN have component-wise continuous second
derivatives. For each integer K ≥ 2
0 ≤
K−1∑
k=0
D
(
G
(
h(
k
K
)
)∥∥∥G(h(k + 1
K
)
))
≤ 1
K
[
β max
x∈[0,1]
max
n
|h′′n(x)|+ β2 max
x∈[0,1]
max
n
|h′n(x)|2
]
.
(F9)
In the following we let P(N) denote the set of probabil-
ity distributions over N symbols, and P+(N) the subset
of probability distributions with full support.
Lemma 12 (Corollary II.4.4 on p. 49 in [104]). Let a, b ∈
RM , then
M∑
m=1
a↓mb
↑
m ≤
M∑
m=1
ambm ≤
M∑
m=1
a↑mb
↑
m. (F10)
Every permutation pi on the set {1, . . . ,M} induces an
operation Π on P(M) by Πpi(p)m := ppi(m), i.e., we per-
mute the elements in the index of p. A direct consequence
of Lemma 12 is the following corollary.
Corollary 2. Let q ∈ P(M) and p ∈ P+(M), and pi be
any permutation on {1, . . . ,M}, then
D(q↓‖p↓) ≤ D(Πpi(q)‖p). (F11)
Suppose that M := NL, and suppose moreover that
we choose to represent the elements of P(NL) as L-
dimensional tensors, i.e., as (pn1,...,nL)(n1,...,nL), where
(n1, . . . , nL) ∈ {1, . . . , N}×L. We can obtain a special
permutation on the index set {1, . . . , N}×L by permuting
the ‘index of the indices’, i.e., (n1, . . . , nL) is mapped to
(npi(1), . . . , npi(L)), where pi is a permutation of {1, . . . , L}.
(Another way to put it is to say that we permute L sub-
systems.) This is merely a special case of a general per-
mutation of {1, . . . , N}×L. The permutation of the index
of indices induces a corresponding operation Π on P(NL),
by Π
(
(pn1,...,nL)n1,...,nL
)
= (pnpi(1),...,npi(L))n1,...,nL . As
this is a special case of the more general permutation,
it follows that Corollary 2 is applicable, which is impor-
tant for the proof of the following proposition.
Lemma 13. Let N and q, p ∈ P+(N) be given. For each
integer K ≥ 2 there exists a hK ∈ RNK+1 such that
D
((
qG(hK)
)↓‖(pG(hK))↓) ≤ 1
K
max
n
| ln qn
pn
|2. (F12)
Proof. Since, q, p ∈ P+(N), it follows that ln qn and ln pn
are well defined and finite. Thus we can define hin :=
− 1β ln qn, hfn := − 1β ln pn. We connect these two points
with the path h : [0, 1]→ RN by h(x) := (1−x)hi+xhf .
Lemma 11 is applicable, and thus delivers hk:K := h( kK )
with k = 0, 1, . . . ,K such that
K−1∑
k=0
D
(
G(hk:K)
∥∥G(hk:K)) ≤ 1
K
max
n
| ln qn
pn
|2. (F13)
Define
hKn0,...,nK :=h
0:K
n0 + · · ·+ hK:KnK ,
(n0, . . . , nK) ∈ {1, . . . , N}K+1.
(F14)
Hence hK ∈ RNK+1 , and
Gn0,n1,...,nK (h
K) = Gn0(h
0:K) · · ·GnK (hK:K). (F15)
On RNK+2 we define the operation Π by
(Πa)ns,n0,n1,...,nK−1,nK := an0,n1,...,nK−1,nK ,ns . (F16)
In other words, Π is defined via a cyclic permutation of
the subsystems, i.e., via a permutation of the index of
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the indices of a. By Corollary 2 it follows that
D
((
qG(hK)
)↓∥∥∥(pG(hK))↓)
≤ D
(
Π
(
qG(hK)
)∥∥∥pG(hK))
= D
(
G(hK:K)qG(h0:K) · · ·G(hK−1:K)
∥∥∥
pG(h0:K) · · ·G(hK−1:K)G(hK:K)
)
= D(G(hK:K)‖p) +D(q‖G(h0:K))
+
K−1∑
k=0
D(G(hk:K)‖G(hk+1:K)).
(F17)
By construction q = G(h0:K) and p = G(hK:K), and by
(F13) the statement of the lemma follows.
Proposition 7. Let ρ ∈ S+(HS) and let HS be a Her-
mitian operator on HS. Then there exists a sequence of
ancillary Hilbert spaces HKA and Hermitian operators HKA
on HKA such that
lim
K→+∞
W opt,Kyield =
1
β
D(ρ‖G(HS)), (F18)
where
W opt,Kyield :=Tr
(
(HS +H
K
A )ρ⊗G(HKA )
)
− inf
U∈U(HS⊗HKA )
Tr
(
(HS +H
K
A )Uρ⊗G(HKA )U†
)
.
Proof. Let q be the eigenvalues of ρ and p the eigen-
values of G(HS). Since ρ ∈ S+(HS) it follows that
q ∈ P+(N). As p are the eigenvalues of a Gibbs
state, it follows directly that p ∈ P+(N). By use
of Lemma 13 we can construct a sequence (hK)K∈N,
hK ∈ RNK+1 , where each hK satisfies equation (F12).
Let {|aKk 〉}N
K+1
k=1 be an orthonormal basis in an N
K+1-
dimensional Hilbert space HKA and define the Hermi-
tian operator HKA :=
∑NK+1
k=1 h
K
k |aKk 〉〈aKk |. One can
see that D(λ↓(ρ ⊗ G(HKA ))‖λ↓(G(HS) ⊗ G(HKA ))) =
D((qG(hK))↓‖(pG(hK))↓). Combining this observa-
tion with equations (F6) and (F12), we obtain 0 ≤
kTD(ρ‖G(HS)) − W opt,Kyield ≤ 1K maxn | ln qnpn |2, which
proves the proposition.
Appendix G: Expected work extraction with an
explicit energy reservoir
In the context of passivity one defines (as we saw in
Section F 2) the work gain as the decrease of internal
energy of the system of interest under unitary opera-
tions. Here we introduce an explicit energy reservoir,
and thus model the system into which the extracted en-
ergy is to be put. Consequently we define the expected
work gain as the increase of expected energy in the reser-
voir. Throughout this section we will exclusively make
use of the model introduced in Section B.
1. Expected work extraction in fixed systems
a. Operations on the system and energy reservoir
Definition 2. Let s > 0, let HS be a finite-dimensional
Hilbert space, with HS ∈ Hs(HS), and let σ ∈ S(HE).
Let szk and |ψk〉 be eigenvalues and corresponding or-
thonormal eigenvectors of HS. Define
RHSσ (Q) :=
N∑
n,n′=1
|ψn〉〈ψn|Q|ψn′〉〈ψn′ |Tr(∆zn−zn′σ),
∀Q ∈ L(HS).
(G1)
The channel RHSσ should not be confused with Φ
S
σ,U
introduced in Section B 3.
Lemma 14. For s > 0, HS ∈ Hs(HS),and σ ∈ S(HE)
RHSσ (1ˆ) = 1ˆ. (G2)
In other words, the channel is unital and can thus not
decrease the von Neumann entropy.
So far in this investigations we have only dealt with
expectation values of bounded operators, and have thus
not needed to worry about the existence of these expecta-
tion values. However, in this section we need to consider
expressions like Tr(H
(s)
E σ). Since H
(s)
E is an unbounded
operator, we cannot guarantee that the expectation value
is well defined for all elements σ ∈ S(HE). One way of
dealing with this would be to restrict S(HE) to elements
for which the product H
(s
E σ is a trace class operator (Q
is trace class if Tr
√
Q†Q < +∞). In essence, we need
a restriction such that 〈n|σ|n′〉 converges sufficiently fast
to zero as n, n′ → ±∞. However, for the purposes of this
investigation there appears to be no strong reason to con-
sider this technical issue in detail, and for this reason we
do in the following merely let S∗(HE) denote some re-
striction of S(HE), where we (in one way or another)
have made sure that all the relevant expectation values
make sense. Note that all the operations we perform on
the energy reservoir merely involve the interactions with
a finite-dimensional space, and hence there is no reason
to expect that these operations brings the state out of (a
reasonably defined) S∗(HE).
Lemma 15. Let s > 0. Let HS be a finite-dimensional
Hilbert space, HS ∈ Hs(HS), ρ ∈ S(HS), and σ ∈
S∗(HE). Then
Tr
(
[1ˆS ⊗H(s)E ]V (U)ρ⊗ σV (U)†
)
= Tr(H
(s)
E σ) + Tr(HSρ)
− Tr(U†HSURHSσ (ρ)),
(G3)
for all U ∈ U(HS) and all ρ ∈ S(HS), where V is defined
as in Lemma 2, and RHSσ is as in Definition 2.
28
Proof. The first part of the proof is to rewrite
Tr([1ˆS ⊗ H(s)E ]V (U)ρ ⊗ σV (U)†) = Tr([HS ⊗ 1ˆE +
1ˆS ⊗H(s)E ]ρ⊗σ)−Tr([HS ⊗ 1ˆE ]V (U)ρ⊗σV (U)†), where
we have used the fact that V (U) is energy conserving.
By using equation (B4) in Lemma 2, and use the fact
that HS is diagonal in the energy eigenbasis {|ψn〉}Nn=1,
one can see that Tr([HS ⊗ 1ˆE ]V (U)ρ ⊗ σV (U)†) =∑
k,l,l′ szl′〈ψl|U†|ψl′〉〈ψl′ |U |ψk〉〈ψk|ρ|ψl〉Tr(∆zk−zlσ).
The latter can be rewritten as Tr(U†HSURHSσ (ρ)).
Given an Hermitian operator Q, we let λ↓(Q) denote
the collection of eigenvalues of Q (counted with multi-
plicities) ordered non-increasingly, while λ↑(Q) denotes
the non-decreasing ordering. The following lemma is a
direct consequence of Theorem 4.3.53 on p. 255 in [105].
Lemma 16. Let A,B be Hermitian operators on some
finite-dimensional Hilbert space H. Then
inf
U∈U(H)
Tr(U†AUB) =
∑
k
λ↓k(A)λ
↑
k(B). (G4)
Lemma 17. Let s, β > 0 and M ∈ N be given. Let HS
be a finite-dimensional Hilbert space, and HS ∈ Hs(HS).
Let ρ ∈ S(HS) and σ ∈ S∗(HE). Then
sup
U∈U(HS)
Tr([1ˆS ⊗H(s)E ]V (U)ρ⊗ σV (U)†)
= Tr(H
(s)
E σ)
+
1
β
D(ρ‖G(HS))
− 1
β
[
S(RHSσ (ρ))− S(ρ)
]
− 1
β
D
(
λ↓
(
RHSσ (ρ)
)∥∥∥λ↓(G(HS))).
(G5)
Furthermore, there exists an element in U(HS) that
achieves the above maximum, i.e., the ‘sup’ in the above
equation can be replaced by ‘max’.
Compared to (F5) we recognize two new features in
equation (G5). Firstly, the term S(RHSσ (ρ))−S(ρ). Sec-
ondly, that we have D(λ↓(RHSσ (ρ))‖λ↓(G(HS))), rather
than D(λ↓(ρ)‖G(HS)). Both of these changes reflect the
fact that the present model explicitly takes into account
coherence. Due to Eq. (G2) in Lemma 14 it follows that
S(RHSσ (ρ)) ≥ S(ρ). Furthermore by the properties of
relative entropy we have D(·‖·) ≥ 0. Hence, the work
yield is bounded from above by kTD(ρ‖G(HS)). As we
shall see in Section G 2, the term S(RHSσ (ρ))−S(ρ) is de-
termined by the relation between the degree of coherence
in the energy reservoir, and the degree to which the state
ρ contains superposition between energy eigenspaces.
Analogously as to what we did in Section F 3, the term
D(λ↓(RHSσ (ρ))‖λ↓(G(HS))) can be made small by intro-
ducing a suitable ancillary Gibbs state.
Proof of Lemma 17. By combining Lemmas 15 and 16
we obtain supU Tr([1ˆS ⊗ H(s)E ]V (U)ρ ⊗ σV (U)†) =
Tr(H
(s)
E σ) + Tr(HSρ) −
∑
k λ
↑
k(HS)λ
↓
k(R
HS
σ (ρ)). Next
we use HS = F (HS) − kT lnG(HS), and λ↑k(HS) =
F (HS)−kT lnλ↑k(G(HS)). The rest of the proof is merely
a rearrangement of the terms.
Finally we should show that the ‘sup’ can be replaced
by ‘max’. Let G↓n(HS) be the eigenvalues of G(HS) or-
dered non-increasingly, and let |ψ↓n〉 be corresponding
eigenvectors. Let |φ↓n〉 be eigenvectors of RHSσ (ρ) cor-
responding to the eigenvalues λ↓n(R
HS
σ (ρ)). The unitary
operator U˜ :=
∑N
n=1 |ψ↓n〉〈φ↓n| achieves the right hand
side of equation (G5).
b. Adding a heat bath
Analogously to what we did in Section F 2, we here
model the heat bath by appending an ancillary system
in a Gibbs state. As in Section F 2 we assume that the
system S and the ancilla A are non-interacting, i.e., the
total Hamiltonian is HSA = HS ⊗ 1ˆA + 1ˆS ⊗ HA. We
are allowed to freely choose the Hamiltonian HA of the
ancillary system, up to the condition that the eigenvalues
have to be multiples of the energy-level spacing s in the
energy reservoir, i.e., HA ∈ Hs(HA). We furthermore
assume that the ancillary system always starts in the
Gibbs state G(HA), and that the total initial state of the
joint system is ρ⊗G(HA).
Lemma 18.
Let s > 0 and let HS and HA be finite-dimensional
Hilbert spaces and HS ∈ Hs(HS), HA ∈ Hs(HA). Let
σ ∈ S∗(HE), then
RHS+HAσ (ρ⊗G(HA)) = RHSσ (ρ)⊗G(HA), (G6)
for every ρ ∈ S(HS).
Proof. We let hSn = sz
S
n and |ψSn 〉 be the eigenvalues and
eigenvectors of HS , and similarly let h
A
m = sz
A
m and |ψAm〉
be eigenvalues and eigenvectors of HA. Hence, h
S
n + h
A
m
and |ψSn , ψAm〉 := |ψSn 〉|ψAm〉 are the eigenvalues and eigen-
vectors of HS+HA. The channel R
HS+HA
σ can be written
as
RHS+HAσ (Q)
=
N∑
n,n′=1
N∑
m,m′=1
|ψSn , ψAm〉〈ψSn , ψAm|Q|ψSn′ , ψAm′〉〈ψSn′ , ψAm′ |
× Tr(∆zSn−zSn′+zAm−zAm′σ).
(G7)
for all Q ∈ L(HS ⊗HA). For Q := ρ⊗G(HA) we obtain
the right hand side of (G6) by using the fact that G(HA)
is diagonal in {|ψAm〉}m.
By a direct combination of Lemma 17 and 18 we obtain
the following.
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Proposition 8. Let s > 0, HS and HA be finite-
dimensional, and HS ∈ Hs(HS), HA ∈ Hs(HA). Let
ρ ∈ S(HS) and σ ∈ S∗(HE). Then
sup
U
Tr
(
[1ˆS ⊗ 1ˆA ⊗H(s)E ]V (U)ρ⊗G(HA)⊗ σV (U)†
)
= Tr(H
(s)
E σ)
+
1
β
D(ρ‖G(HS))
− 1
β
[
S(RHSσ (ρ))− S(ρ)
]
− 1
β
D
(
λ↓
(
RHSσ (ρ)⊗G(HA)
)∥∥∥λ↓(G(HS)⊗G(HA))),
(G8)
where the supremum is taken over all elements U ∈
U(HS).
Furthermore, there exists an element in U(HS) that
achieves the above equality, i.e., ‘sup’ can be replaced by
‘max’.
In comparison with (F6) we see that we again can affect
the term D(λ↓(·)‖λ↓(·)) by adding an ancillary Gibbs
state, while the other terms [including S(RHSσ (ρ))−S(ρ)]
remain unaffected.
2. Coherence in expected work extraction
In light of Section B 4 it perhaps comes as no surprise
that the level of coherence in the energy reservoir affects
our ability to extract energy from the system. Here we
first consider some special cases, and then proceed to
bound S(RHSσ (ρ)) − S(ρ) in terms of the coherence in
the energy reservoir.
a. Diagonal system states and diagonal energy-reservoir
states
Let HS =
∑
l h˜lPl be the eigenvalue decomposition of
HS where Pl is the projector onto the eigenspace cor-
responding to eigenvalue h˜l, where we let h˜l denote the
distinct eigenvalues of HS , i.e., h˜l 6= h˜l′ if l 6= l′ (as
opposed to hn which is the complete list of eigenvalues
including repetitions). We define the following operation
[Q]H :=
∑
l
PlQPl, ∀Q ∈ L(H). (G9)
In words [Q]H removes the off-diagonal blocks of Q with
respect to the eigenspaces of H (i.e., [·]H is what some-
times is referred to as a ‘pinching’). One can rewrite the
channel RHSσ in terms of the eigenprojectors Pl as
RHSσ (Q) =
∑
l,l′
PlQPl′Tr(∆
(h˜l−h˜l′ )/sσ). (G10)
By using this reformulation of RHSσ one can prove the
following lemma.
Lemma 19. If Q ∈ L(HS) is such that Q = [Q]HS then
RHSσ (Q) = Q, ∀σ ∈ S(HE). (G11)
If σ is such that σ = [σ]
H
(s)
E
, then
RHSσ (Q) = [Q]HS , ∀Q ∈ L(HS). (G12)
By comparing Lemma 19 with Proposition 8 we can
see that if ρ already is diagonal with respect to an en-
ergy eigenbasis, then RHSσ (ρ) = ρ and thus the term
S(RHSσ (ρ)) − S(ρ) drops out. Furthermore, we obtain
the following corollary, which tells us that if the state of
the energy reservoir is diagonal, then the expected en-
ergy yield can not depend on the off-diagonal elements
of the initial state ρ. This implies that if the reservoir is
diagonal, the expected work extraction can only depend
on [ρ]HS , which confirms the finding in [20].
Corollary 3. Let s > 0, HS and HA be finite-
dimensional and HS ∈ Hs(HS), HA ∈ Hs(HA). Let
ρ ∈ S(HS). If σ ∈ S∗(HE) is such that σ = [σ]H(δ)E , then
sup
U
Tr
(
[1ˆS ⊗ 1ˆA ⊗H(s)E ]V (U)ρ⊗G(HA)⊗ σV (U)†
)
= Tr(H
(s)
E σ)
+
1
β
D([ρ]HS‖G(HS))
− 1
β
D
(
λ↓
(
[ρ]HS ⊗G(HA)
)∥∥∥λ↓(G(HS)⊗G(HA))),
(G13)
where the supremum is taken over all elements U ∈
U(HS ⊗HA).
b. Bounds on S(RHSσ (ρ))− S(ρ)
As seen from the previous sections, the amount of ex-
pected energy that can be extracted is partially deter-
mined by how much the effective channel RHSσ increases
the entropy of the initial state ρ. Here we determine
bounds on this quantity in terms of the coherence in the
energy reservoir.
Proposition 9. Let s > 0 and M ∈ N. Let dimHS = N ,
and let HS ∈ Hs(HS) with eigenvectors |ψk〉 and corre-
sponding eigenvalues szk. Let σ ∈ S(HE). Let
F := [1− Tr(∆zk−zk′σ)]Nk,k′=1, (G14)
then
sup
ρ∈S(HS)
‖ρ−RHSσ (ρ)‖1 ≤ ‖F ‖. (G15)
Proof. By using (G1) in Definition 2
ρ−RHSσ (ρ) =
N∑
k,k′=1
|ψk〉〈ψk|ρ|ψk′〉〈ψk′ |F k,k′ . (G16)
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If we define the matrix ρ = [〈ψk|ρ|ψk′〉]Nk,k′=1 it follows
by equation (B16) that ‖ρ − RHSσ (ρ)‖1 = ‖ρ ∗ F ‖1 ≤
‖ρ‖1‖F ‖ = ‖F ‖.
Lemma 20. Let HS be finite-dimensional with N =
dim(HS) ≥ 2, and let HS ∈ Hs(HS), with eigenvalues
szm. Let |ηL,l0〉 := 1√L
∑L−1
l=0 |l + l0〉 ∈ HE, then
sup
ρ∈S(HS)
‖ρ−RHS|ηL,l0 〉〈ηL,l0 |(ρ)‖1 ≤
N(zmax − zmin)
L
,
(G17)
where zmax := max
N
k=1 zk and zmin := min
N
k=1 zk.
Proof. In the case L < zmax− zmin, Eq. (G17) is trivially
true. This follows since both ρ and RHS|ηL,l0 〉〈ηL,l0 |(ρ) are
density operators and thus ‖ρ−RHS|ηL,l0 〉〈ηL,l0 |(ρ)‖1 ≤ 2 ≤
N . We can thus without loss of generality assume that
L ≥ zmax − zmin.
Due to the latter inequality we can conclude [e.g.,
via (B25)] that F k,k′ = |zk − zk′ |/L. By combining
this observation with Proposition 9 and Lemma 4 we
can conclude that ‖ρ − RHSσ (ρ)‖1 ≤ ‖F ‖ ≤ N(zmax −
zmin)/L.
The following bound for for the von Neumann entropy
is proved in [106].
Lemma 21 (From [106]). Let dimH = N and ρ, σ ∈
S(H), then
|S(ρ)− S(σ)| ≤ 1
2
‖ρ− σ‖1 ln(N − 1) + Ξ
(1
2
‖ρ− σ‖1
)
,
Ξ(x) := −x lnx− (1− x) ln(1− x).
(G18)
(In [106] this is formulated in terms of the base 2 log-
arithm. The inequality remains the same also for other
logarithms, as long as the choice of logarithm is used
consistently in all quantities.)
Taking into account the fact that Ξ is monotonically in-
creasing on the interval [0, 1/2] and thus Ξ(‖ρ−σ‖1/2) ≤
Ξ(N(zmax−zmin)/(2L)) if ‖ρ−σ‖1 ≤ N(zmax−zmin)/L ≤
1 we obtain the following bound by combining Lemmas
20 and 21.
Proposition 10. Let s > 0 and let HS be a Hilbert space
with dimHS = N , and let HS ∈ Hs(HS). Let zmax be
the largest eigenvalue of HS divided by s, and let zmin
be the smallest eigenvalue of HS divided by s. Assume
L ≥ N(zmax − zmin), and define
σL := |ηL,l0〉〈ηL,l0 |, |ηL,l0〉 :=
1√
L
L−1∑
l=0
|l+l0〉E . (G19)
Then
0 ≤ S(RHSσL,l0 (ρ))− S(ρ) ≤
zmax − zmin
2L
N lnN
+ Ξ
(N(zmax − zmin)
2L
)
,
(G20)
with Ξ as in Lemma 21.
3. Achieving the ‘standard’ optimal expected work
extraction
Here we show that one can regain the ‘standard’ re-
sult on expected work extraction, i.e., that the maximum
yield is kTD(ρ‖G(H)). We will obtain this as a limit
case, namely of a large density of states in the energy
reservoir, high degree of coherence in the energy reser-
voir, and very large (in Hilbert space dimension) Gibbs
distributed ancillary systems.
In order to do this we introduce a number J that con-
trols the density of states in the reservoir compared to
the energy levels in S. More precisely, if the system
Hamiltonian HS has eigenvalues that are multiples of
δ, then we assume that the energy spacings in the en-
ergy ladder of the reservoir is s := δ/J . To provide co-
herence, we assume our standard uniform superpositions
|ηL,l0〉 =
∑L−1
l=0 |l + l0〉/
√
L, and thus get a number L
that in some sense controls the degree of coherence in
the reservoir.
To construct the above mentioned limit, we consider a
fixed Hamiltonian HS ∈ Hδ(HS), but a sequence of en-
ergy reservoirs, one for each K ∈ N. We assume that the
Kth reservoir has the energy spacing s(K) := δ/J(K)
and the initial state |ηL(K),l0〉 (where l0 does not mat-
ter), with J(K) and L(K) being functions of K. We fur-
thermore construct a sequence of ancillary systems AK
with Hilbert spaces HKA with dimension NK+1, where
N = dimHS . These ancillary systems are Gibbs dis-
tributed with respect to suitably chosen Hamiltonians.
It maybe should be noted that in these derivations
we limit ourselves to states ρ that have full support,
ρ ∈ S+(HS). This is essentially due to somewhat too
weak bounds, which involves the logarithm of the small-
est eigenvalue of ρ. Reasonably it should be possible to
overcome this, but we will not do this here.
Corollary 4. Let N ∈ N, δ, β > 0 be given. Let HS
be a Hilbert space with dimHS = N , let ρ ∈ S+(HS),
and HS ∈ Hδ(HS) not completely degenerate. Let
L, J : N → N be such that limK→+∞[K/J(K)] = 0 and
limK→+∞[J(K)/L(K)] = 0. Then there exist a sequence
of ancillary Hilbert spaces HKA with dimHKA = NK+1,
and HKA ∈ Hδ/J(K)(HKA ) such that
lim
K→∞
WK,J(K),L(K) =
1
β
D(ρ‖G(HS)), (G21)
where
WK,J(K),L(K) := sup
U∈U(HS⊗HKA )
Tr(H
δ/J(K)
E σ˜L(K))
− Tr(Hδ/J(K)E σL(K)),
(G22)
σ˜L(K) := TrS,A[V (U)ρ⊗G(HKA )⊗σL(K)V (U)†], (G23)
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and where V (U) is as defined in (B4) for the reservoir
Hamiltonian H
(δ/J(K))
E , and
σL(K) :=|ηL(K),l0〉〈ηL(K),l0 |,
|ηL(K),l0〉 :=
1√
L(K)
L(K)−1∑
l=0
|l + l0〉E ,
(G24)
for some fixed l0 ∈ Z.
This is a corollary of Proposition 12, and the following
subsections are devoted to the proof of Proposition 12.
Although the specific construction we use to prove this
proposition does require both increasing sizes of the an-
cillary systems, as well as increasing density of states in
the energy reservoir, we do not prove that these actu-
ally are necessary conditions. Note that this increase in
density of states is in line with what was found in [20].
Recent results [107] may help to determine whether these
also are necessary conditions.
a. Shifting the path to the grid
In Section F 3 we demonstrated that one can obtain
a discretized path of probability distributions, such that
the sum of all consecutive relative entropies along the
path can be made arbitrarily small. These probabil-
ity distributions we constructed as Gibbs distributions
G(hk) of underlying energy level configurations hk. The
problem is that these energy level configurations may
not necessarily satisfy our energy matching criterion, i.e.,
that each hkn should be a multiple of the energy reser-
voir spacing s. The purpose of this section is to show
that we can shift the energy level configurations hk into
new configurations h˜k that are multiples of s, but at the
same time obtain a sum of consecutive relative entropies∑K−1
k=0 D
(
G(h˜k)
∥∥G(h˜k+1)) that is sufficiently close to the
original
∑K−1
k=0 D
(
G(hk)
∥∥G(hk+1)).
In RN , regarded as the space of energy level config-
urations h, the configurations that respect the energy
matching form a square lattice (see Fig. 7). We con-
struct the new configuration h˜ by h˜n = sbhn/sc, where
b·c is the floor-function, which rounds of real numbers
to the nearest smaller integer. (There is no particular
reason to choose precisely the floor-function. We could
equally well use d·e, or some other method to shift the
original point h to somewhere close in the lattice.)
Lemma 22. Let N,K ∈ N and β, s > 0 be given. Let
(hk)Kk=0 with h
k ∈ RN . Then there exists (h˜k)Kk=0 with
h˜k ∈ sZN , such that
max
n=1,...,N
|h˜kn − hkn| ≤ s, D(G(hk)‖G(h˜k)) ≤ sβ,
D(G(h˜k)‖G(hk)) ≤ sβ,
(G25)
FIG. 7: Shifting to the lattice. To have non-trivial uni-
tary operations on the system S, the ancilla A, and the en-
ergy reservoir E, the energy levels of SA must be ‘matched’
to those of E. More precisely, we require all energy levels of
SA to be multiples of the level spacing in E, where the latter
has the doubly infinite energy ladder as Hamiltonian. The
thus allowed energy levels form a square grid in the space of
energy level configurations (which is RM for an M -level sys-
tem). An original discretization hk ∈ RM (empty circles) of
a smooth path (grey curve) can be shifted to a sequence h˜k
on the lattice (filled circles). Furthermore, this can be done
in such a way that
∑K−1
k=0 D
(
G(h˜k)
∥∥G(h˜k+1)) is sufficiently
close to
∑K−1
k=0 D
(
G(hk)
∥∥G(hk+1)). This makes it possible
to adapt the results in Section F 3 to the setting we consider
here.
for k = 0, . . . ,K, and such that∣∣∣∣K−1∑
k=0
D
(
G(h˜k)
∥∥G(h˜k+1))− K−1∑
k=0
D
(
G(hk)
∥∥G(hk+1))∣∣∣∣
≤ 2βs(K + 1)
+ β(esβ − 1)K max
k=0,...,K−1
max
n=1,...,N
|hk+1n − hkn|.
(G26)
Proof. For each k let h˜kn := sb 1shknc, for n = 1, . . . , N . By
construction, this means that h˜k ∈ sZN , and
|h˜kn − hkn| ≤ s, βs > ln
Z(h˜k)
Z(hk)
≥ 0,
esβ >
Gn(h˜
k)
Gn(hk)
≥ e−sβ .
(G27)
One can moreover realize that
|Gn(h˜k)−Gn(hk)| ≤ Gn(hk)(esβ − 1). (G28)
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By Eq. (G27) it follows that sβ ≥ D(G(hk)‖G(h˜k)).
By the analogous reasoning one finds sβ ≥
D(G(h˜k)‖G(hk)). Observe that
K−1∑
k=0
D
(
G(hk)
∥∥G(hk+1))
= β
K−1∑
k=0
N∑
n=1
Gn(h
k)(hk+1n − hkn) + lnZ(hK)− lnZ(h0)
(G29)
and the analogous statement for h˜. By making use of the
inequalities in (G27) we find
∣∣∣∣K−1∑
k=0
D
(
G(h˜k)
∥∥G(h˜k+1))− K−1∑
k=0
D
(
G(hk)
∥∥G(hk+1))∣∣∣∣
≤
∣∣∣∣β K−1∑
k=0
N∑
n=1
Gn(h˜
k)(h˜k+1n − h˜kn)
− β
K−1∑
k=0
N∑
n=1
Gn(h
k)(hk+1n − hkn)
∣∣∣∣+ 2βs
(G30)
=
∣∣∣∣β K−1∑
k=0
N∑
n=1
Gn(h˜
k)(h˜k+1n − hk+1n − h˜kn + hkn)
+ β
K−1∑
k=0
N∑
n=1
[Gn(h˜
k)−Gn(hk)](hk+1n − hkn)
∣∣∣∣
+ 2βs
≤2βs(K + 1) + β
K−1∑
k=0
N∑
n=1
∣∣∣Gn(h˜k)−Gn(hk)∣∣∣|hk+1n − hkn|
[By Eq. (G28)]
≤2βs(K + 1) + β(esβ − 1)
K−1∑
k=0
N∑
n=1
Gn(h
k)|hk+1n − hkn|
≤2βs(K + 1) + β(esβ − 1)K K−1max
k=0
max
n=1,...,N
|hk+1n − hkn|.
b. Simulation of the path
Here we remind that P(N) denotes the set of proba-
bility distributions over N symbols, and P+(N) denotes
the subset of probability distributions with full support.
Proposition 11. Let N ∈ N, δ, β > 0, and q, p ∈ P+(N)
be given. For each K,J ∈ N there exists a hK ∈ δJZN
K+1
,
such that
D
((
qG(hK)
)↓∥∥∥(pG(hK))↓) ≤4βδ 1
J
+ 2βδ
K
J
+ (e
δβ
J − 1) max
n=1,...,N
∣∣ ln qn
pn
∣∣
+
1
K
max
n
∣∣ ln qn
pn
∣∣2.
(G31)
Proof. Since q, p ∈ P+(N), it follows that ln qn and
ln pn are well defined and finite. Thus we can define
hi := − 1β ln q, hf := − 1β ln p. We furthermore define
h : [0, 1]→ RN by h(x) := (1− x)hi + xhf for x ∈ [0, 1].
The function h(x) = (1 − x)hi + xhf clearly has a con-
tinuous second derivative on each component.
For this function, let hk := h( kK ), s :=
δ
J in Lemma 22.
Lemma 22 thus delivers h˜k:K := h˜k, with h˜k:K ∈ δJZN ,
such that
0 ≤ D(G(h(0))∥∥G(h0:K)) ≤ δβ
J
,
0 ≤ D(G(h˜K:K)∥∥G(h(1))) ≤ δβ
J
,
(G32)
and
∣∣∣∣K−1∑
k=0
D
(
G(h˜k:K)
∥∥G(h˜k+1:K))
−
K−1∑
k=0
D
(
G
(
h(
k
K
)
)∥∥∥G(h(k + 1
K
)
))∣∣∣∣
≤2βδK + 1
J
+ (e
δβ
J − 1) max
n=1,...,N
| ln qn
pn
|.
(G33)
A combination of (G33) and Lemma 11 yields
0 ≤
K−1∑
k=0
D
(
G(h˜k:K)
∥∥G(h˜k+1:K))
≤
∣∣∣∣K−1∑
k=0
D
(
G(h˜k:K)
∥∥∥G(h˜k+1:K))
−
K−1∑
k=0
D
(
G
(
h(
k
K
)
)∥∥∥G(h(k + 1
K
)
))∣∣∣∣
+
K−1∑
k=0
D
(
G
(
h(
k
K
)
)∥∥∥G(h(k + 1
K
)
))
≤2βδK + 1
J
+ (e
δβ
J − 1) max
n=1,...,N
| ln qn
pn
|+ 1
K
max
n=1,...,N
| ln qn
pn
|2.
By combining this with the two inequalities in Eq. (G32)
33
we thus obtain
0 ≤D
(
G
(
h(0)
)∥∥∥G(h˜0:K))+ K−1∑
k=0
D
(
G
(
h˜k:K
)∥∥∥G(h˜k+1:K))
+D
(
G
(
h˜K:K
)∥∥∥G(h(1)))
≤4βδ 1
J
+ 2βδ
K
J
+ (e
δβ
J − 1) max
n=1,...,N
| ln qn
pn
|+ 1
K
max
n=1,...,N
| ln qn
pn
|2.
(G34)
Define
hKn0,...,nK :=h˜
0:K
n0 + · · ·+ h˜K:KnK ,
(n0, . . . , nK) ∈ {1, . . . , N}K+1.
(G35)
Since hk:K ∈ δJZN it follows that
hK ∈ δ
J
ZN
K+1
. (G36)
Furthermore
Gn0,...,nK (h
K) =Gn0(h˜
0:K) · · ·
· · ·GnK−1(h˜K−1:K)GnK (h˜K:K).
(G37)
On RNK+2 we define the operation Π by
(Πa)nsn0,n1,...,nK−1,nK := an0,n1,...,nK−1,nK ,ns . (G38)
In other words, Π is defined via a cyclic permutation of
the index of the indices of a. By Corollary 2 it follows
that
D
((
qG(hK)
)↓∥∥∥(pG(hK))↓)
≤D
(
Π
(
qG(hK)
)∥∥∥pG(hK))
=D
(
Π
(
qG(h˜0:K) · · ·G(h˜K−1:K)G(h˜K:K))∥∥∥
pG(h˜0:K) · · ·G(h˜K−1:K)G(h˜K:K)
)
=D
(
G(h˜K:K)qG(h˜0:K) · · ·G(h˜K−1:K)
∥∥∥
pG(h˜0:K) · · ·G(h˜K−1:K)G(h˜K:K)
)
=D(G(h˜K:K)‖p) +D(q‖G(h˜0:K))
+
K−1∑
k=0
D(G(h˜k:K)‖G(h˜k+1:K)).
(G39)
By inserting (G34) we obtain the statement of the propo-
sition.
c. Assembling it all
A channel Γ : L(H) → L(H) is unital (or mixing en-
hancing) if Γ(1ˆ) = 1ˆ. For a positive operator Q, let
λmin(Q) denote the minimal eigenvalue.
Lemma 23. If a channel Γ is unital then λmin(Γ(ρ)) ≥
λmin(ρ) for all ρ ∈ S(H).
Proof. By [68], or Theorem 2 in [69], we know that for
unital channels the output is more mixed than the in-
put, i.e., λ(Γ(ρ)) ≺ λ(ρ). If the underlying Hilbert
space has dimension N , this means
∑n
k=1 λ
↓
k(Γ(ρ)) ≤∑n
k=1 λ
↓
k(ρ) for n = 1, . . . , N . Since Γ is a channel and
thus trace preserving, we can conclude that λmin(Γ(ρ)) =
1−∑n−1k=1 λ↓k(Γ(ρ)) ≥ 1−∑n−1k=1 λ↓k(ρ) = λmin(ρ).
To avoid confusion in relation to Corollary 4, one
should note that in both Proposition 12 and 13, J and
L are not regarded as functions of K. Note further-
more the change of notation from RHSσ to R
δ/J,HS
σ . This
serves to underline the fact that R
δ/J,HS
σ depends on J ,
which should be kept in mind when using Proposition 12.
The reason for this is that for a fixed density operator
σ =
∑
jj′ σjj′ |j〉〈j′|, an increase of J effectively means a
‘decrease’ of the coherence in σ compared to HS . To see
this, consider a transition from |ψn〉 to |ψn′〉. The corre-
sponding change in energy, s(zn′−zn), has to be compen-
sated for by a change of energy s(zn−zn′) = sJ(xn−xn′)
in the reservoir. The larger the J , the larger the com-
pensating jumps in the reservoir have to be (counted in
numbers of eigenstates). In other words, an increase in
J effectively decreases the ‘width’ of σ in relation to HS ,
and in this sense means a decrease in coherence.
Proposition 12. Let N ∈ N, δ, β > 0 be given. Let HS
be a Hilbert space with dimHS = N , let ρ ∈ S+(HS),
and HS ∈ Hδ(HS), and let σ ∈ S∗(HE). Then, for every
J,K ∈ N there exists an ancillary Hilbert space HKA with
dimHKA = NK+1, and HKA ∈ Hδ/J(HKA ) such that
0 ≤ 1
β
D(ρ‖G(HS))− 1
β
[
S(Rδ/J,HSσ (ρ))− S(ρ)
]
−WJ,K(σ)
≤4δ 1
J
+ 2δ
K
J
+
1
β
(e
δβ
J − 1)| ln[λmin(ρ)λmin(G(HS))]|
+
1
Kβ
∣∣ ln[λmin(ρ)λmin(G(HS))]∣∣2,
(G40)
where
WJ,K(σ) := sup
U∈U(HS⊗HKA )
Tr(H
(δ/J)
E σ˜)− Tr(H(δ/J)E σ),
σ˜ :=TrS,A[V (U)ρ⊗G(HKA )⊗ σV (U)†],
(G41)
and where V (U) is as defined in (B4) and R
δ/J,HS
σ is as
in Definition 2, for the reservoir Hamiltonian H
(δ/J)
E .
Proof. Since R
δ/J,HS
σ is unital (Lemma 14) we can, by
Lemma 23, conclude that
λmin(R
δ/J,HS
σ (ρ)) ≥ λmin(ρ). (G42)
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Hence, since ρ by assumption is full rank, it follows that
R
δ/J,HS
σ (ρ) is full rank. Let q denote the eigenvalues of
R
δ/J,HS
σ (ρ), i.e., q := λ(R
δ/J,HS
σ (ρ)). Let p denote the
eigenvalues of G(HS), i.e., p := λ(G(HS)). Since ρ is
full rank, it follows that R
δ/J,HS
σ (ρ) is full rank, and thus
q ∈ P+(N). Furthermore p ∈ P+(N) since G(HS) is a
Gibbs distribution. Furthermore,∣∣ ln qn
pn
∣∣ ≤− lnλmin(Rδ/J,HSσ (ρ))− lnλmin(G(HS))
≤− lnλmin(ρ)− lnλmin(G(HS)),
(G43)
where the last inequality follows by (G42).
Since q, p ∈ P+(N), we can conclude that the condi-
tions of Proposition 11 are satisfied, and we thus know
that for each K,J there exists a hK ∈ δJZN
K+1
such that
D
((
qG(hK)
)↓∥∥∥(pG(hK))↓)
≤ 4βδ 1
J
+ 2βδ
K
J
+ (e
δβ
J − 1)| ln[λmin(ρ)λmin(G(HS))]|
+
1
K
∣∣ ln[λmin(ρ)λmin(G(HS))]∣∣2,
(G44)
where we have used (G43). Let HKA be a Hilbert space
with dimHKA = NK+1. We can construct a Hermitian
operator HKA on HKA that has hK as its eigenvalues. By
construction it follows that HKA ∈ Hδ/J(HKA ).
One can furthermore check that
D
(
λ↓
(
Rδ/J,HSσ (ρ)⊗G(HKA )
)‖λ↓(G(HS)⊗G(HKA )))
= D
((
qG(hK)
)↓‖(pG(hK))↓).
(G45)
By assumption HS ∈ Hδ(HS), while HKA ∈ Hδ/J(HKA )
and the energy reservoir has the energy spacing s = δ/J .
Note that
Hδ(HS) ⊂ Hδ/J(HS). (G46)
The assumption HS ∈ Hδ(HS) implies HS ∈ Hδ/J(HS)
and thus allows us to apply Proposition 8 with s := δ/J
on the state ρ⊗G(HKA )⊗ σ, which thus yields
WJ,K(σ)
=
1
β
D(ρ‖G(HS))− 1
β
[
S(Rδ/J,HSσ (ρ))− S(ρ)
]
− 1
β
D
(
λ↓
(
Rδ/J,HSσ (ρ)⊗G(HKA )
)∥∥∥λ↓(G(HS)⊗G(HKA ))).
(G47)
By combining (G44), (G45), and (G47) we obtain the
proposition.
As was mentioned above, an increase of J effectively
means a decrease of the coherence in the reservoir state
σ. To guarantee that S(R
δ/J,HS
σ (ρ)) − S(ρ) is small, we
must thus choose the state σ as to compensate for a large
J . In the case σ = |ηL,l0〉〈ηL,l0 |, we must thus make sure
that L J .
Proposition 13. Let N ∈ N, δ, β > 0 be given. Let HS
be a Hilbert space with dimHS = N , let ρ ∈ S+(HS), and
HS ∈ Hδ(HS). With hSn the eigenvalues of HS, we let
xn := h
S
n/δ, and xmin := minn xn and xmax := maxn xn.
Let J,K,L ∈ N be such that L ≥ NJ(xmax − xmin), then
there exists an ancillary Hilbert space HKA with dimHKA =
NK+1, and HKA ∈ Hδ/J(HKA ) such that
0 ≤ 1
β
D(ρ‖G(HS))−WK,J,L
≤ J
βL
xmax − xmin
2
N lnN +
1
β
Ξ
(J
L
N(xmax − xmin)
2
)
+ 4δ
1
J
+ 2δ
K
J
+
1
β
(e
δβ
J − 1)| ln[λmin(ρ)λmin(G(HS))]|
+
1
Kβ
∣∣ ln[λmin(ρ)λmin(G(HS))]∣∣2,
(G48)
where
WK,J,L := sup
U∈U(HS⊗HKA )
Tr(H
δ/J
E σ˜L)− Tr(Hδ/JE σL),
(G49)
σ˜L := TrS,A[V (U)ρ⊗G(HKA )⊗ σLV (U)†] (G50)
and where V (U) is as defined in (B4) for the reservoir
Hamiltonian H
(δ/J)
E , and
σL :=|ηL,l0〉〈ηL,l0 |,
|ηL,l0〉 :=
1√
L
L−1∑
l=0
|l + l0〉E ,
(G51)
for some fixed l0 ∈ Z.
By letting J and L be functions of the parameter K, we
can use Proposition 13 to prove Corollary 4. For this one
can use the fact that due to limK→+∞[J(K)/L(K)] = 0,
the inequality L(K) ≥ NJ(K)(xmax−xmin) will hold for
all sufficiently large K. This follows from the assumption
that HS is not completely degenerate, and thus xmax >
xmin.
Proof of Proposition 13. The eigenvalues hSn of HS can
be expressed in terms of multiples of the energy spacing
s = δ/J of the energy reservoir, as hSn = znδ/J . It
proves convenient to re-express hSn in terms of multiples
in δ (which we can do, due to the assumption HS ∈
Hδ(HS)). Hence, hSn = xnδ and zn = xnJ , and thus
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zmax = xmaxJ and zmin = xminJ . (The relevant measure
of energy differences, as they enter e.g., in Proposition
10, is the number of rungs in the energy ladder they
correspond to.)
By assumption L ≥ NJ(xmax − xmin), and thus L ≥
N(zmax − zmin). Hence, Proposition 10 is applicable and
yields
0 ≤S(Rδ/J,HSσL (ρ))− S(ρ)
≤zmax − zmin
2L
N lnN + Ξ
(N(zmax − zmin)
2L
)
=
J
L
xmax − xmin
2
N lnN + Ξ
(JN
L
xmax − xmin
2
)
.
(G52)
If we let σ := σL in Proposition 12 and define WJ,K,L :=
WJ,K(σL), and combine this with (G52), we obtain
(G48).
4. Expected work extraction and catalytic
coherence
Since all the derivations in this section have been based
on the model introduced in Section B, i.e., the doubly
infinite ladder model and the class of unitary operators
given by the mapping V (U), it immediately follows that
the coherence resources of the energy reservoir remains
unaffected when we use it. It may nevertheless be use-
ful to see explicitly how this manifest itself in the work
extraction setting. This is maybe most clearly visible in
Lemmas 15 and 17, or in Proposition 8. As seen, the
initial state σ of the energy reservoir only affects the fi-
nal expectation value via the initial expectation value
Tr(H
(s)
E σ) (which only depends on the diagonal elements
with respect to the energy eigenbasis) and via the chan-
nel RHSσ . The latter depends on off-diagonal elements
of σ, but only in terms of our familiar expectation val-
ues of powers of ∆, i.e., Tr(∆aσ), as one can see from
Definition 2. From Section B we know these expectation
values remain invariant under the application of the op-
erations V (U). Hence, not only does the set of channels
that can be implemented on a sequence of systems remain
constant for a given initial coherence resource, but also
the capacity for work extraction. Hence, to achieve the
standard optimal expected work extraction for systems
with off-diagonal elements, we need access to an energy
reservoir with a high degree of coherence. However, once
possessing it, we can utilize it indefinitely.
One can also note that the family of states |ηL,l0〉 that
we used in Section G 3 to regain the standard optimal
expected work extraction merely served as a technically
convenient example. We could equally well use some
other family of states with a sufficiently high degree of
coherence; an obvious example being the output states
obtained by using |ηL,l0〉 for an initial work extraction
on some other system.
Appendix H: Some additional remarks
Her we consider further relations to other concepts in
the literature.
1. Why do we not encounter coherence in standard
thermodynamics?
We have in this investigation argued that coherence is
an important thermodynamic quantity. One may thus
ask why we not normally encounter coherence in dis-
cussions on thermodynamics. In the limit of many in-
dependent subsystems in identical states, and identical
non-interacting Hamiltonians, the global state has a low
degree of ‘off-diagonality’ with respect to the joint en-
ergy eigenspaces [20, 53, 59]. Hence, for such states the
difference between having, or not having, access to co-
herence becomes negligible. Since many realistic systems
can be argued to be ‘close’ to this situation, we would
thus normally not expect to see the effects of coherence.
However, as demonstrated in this investigation, this is
no longer true when we step outside of this ‘multi-copy’
setting. To obtain a complete theory of quantum ther-
modynamics, this is arguably a necessary step.
2. Coherence and single-shot work extraction
In the application of catalytic coherence to work ex-
traction, we have focused on the expected energy gain.
These results nevertheless suggest a couple of remarks
in relation to single-shot work extraction. As observed
in the single-shot setting [56–63], the expected work con-
tent may not always correspond to ordered ‘work-like’ en-
ergy (see discussions in [58]). Although the coherence is
preserved in the dynamics of the doubly-infinite ladder-
model, the state nevertheless appears to gradually get
more broadly distributed over the ladder (see Sec. B 7
for a simple example), and the entropy increases (see
Sec. B 3). Due to this one may suspect that the ‘qual-
ity’ of the energy decreases. This observation maybe gets
even more pronounced for the half-infinite ladder model,
where we inject energy in the form of pure excited states
to maintain the coherence. Since such pure excited states
correspond to very ordered energy, the spreading of the
distribution again suggests a degradation of the quality
of the energy. (One may note that in terms of expected
energy, the injection is not lost, but merely adds to the
extracted energy.) These observations raise the question
whether there is a cost in terms of ordered energy (as op-
posed to expected energy) associated with catalytic co-
herence. If one would compare models that do and do not
preserve coherence, would there in some sense be differ-
ent costs of noise-free energy for performing operations?
Such investigations would require the development of a
(preferably operational) measure of ordered energy that
takes into account coherence in the energy carrier per se.
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3. Any relation to embezzling states?
As discussed in Sec. C, one can translate coherence
into correlations using a reference system. Although this
specific construction merely yields separable states for
sequential preparations (see Sec. C 8), one can speculate
whether there exists some other type of correspondence
between coherence and entanglement. There are many
results on entanglement transformations that appear to
echo properties of coherence transformations (see e.g.
[108–110]), and this is perhaps most clearly illustrated
by a qualitative analogy between coherent states and em-
bezzling states (which appears to be a bit of a quantum-
information folklore). Embezzling states [67] essentially
form a special parametric family of bipartite entangled
states for which the degree of entanglement goes to infin-
ity. Analogous to how coherent states in the limit of high
amplitude allow us to perform coherent operations (in
the standard Jaynes-Cummings model) without chang-
ing the coherent state much, embezzling states do in the
limit of a high degree of entanglement allow us to trans-
form bipartite entangled states into each other, without
changing the embezzling state much. In both cases we
rely on the limit of high degree of the resource (coher-
ence/entanglement), and in both cases the resources do
appear to get degraded with use, although less and less
so in the limiting case. In view of this analogy, one may
wonder whether there exists some modification of the
embezzling construction that would result in genuinely
catalytic transformations, much as we here have turned
coherence catalytic. In this context it might be worth
to keep in mind that catalytic coherence primarily is a
question of a particular type of dynamics, rather than a
special class of states.
4. Any relation to entanglement catalysis?
The concept of entanglement catalysis [14] refers to
the fact that bipartite state transformations by local op-
erations and classical communication (LOCC) [111] can
be assisted by ancillary entangled states [14]. More pre-
cisely, even if it would be impossible to transform a given
bipartite pure state |ψ〉 into |χ〉 by LOCC operations,
there may exist a bipartite state |ξ〉, such that |ψ〉|ξ〉
can be transformed into |χ〉|ξ〉. In other words, the state
|ξ〉 enables the transformation, but is not consumed in
the process. Hence, the entanglement in |ξ〉 acts like a
catalyst, similar to how coherence in the doubly-infinite
ladder-model enables coherent operations.
Although analogous, one can notice some crucial dif-
ferences in terms of the underlying resources and allowed
operations. For entanglement catalysis the relevant re-
source is entanglement, and the allowed set of opera-
tions are LOCC. This should be compared with catalytic
coherence, where the resources are ‘off-diagonality’ and
coherence, and the allowed operations forms a special
class of energy conserving unitary transformations (the
LOCC
S R
E1 E2
S R
E
Energy 
conservation
(a) (b)
FIG. 8: Translated catalytic coherence versus entan-
glement catalysis. (a) In the reformulation of catalytic co-
herence with respect to correlations with a reference R, the
allowed operations are energy conserving, and act only on
system S and the energy reservoir E, but are not allowed to
touch R. (b) The analogous setup for entanglement catalysis
would be an entangled pair of systems E1 and E2, which ini-
tially is uncorrelated to S and R, and would be restored to
the same state at the end of the process. In this case we allow
all LOCC operations with respect to the two subsystems SE1
and RE2.
V (U) in Eq. (B4)). Moreover, in the case of entangle-
ment catalysis the ancillary state remains intact, while
catalytic coherence only preserves certain aspects of the
state of the energy reservoir; the total state can change.
Due to the differences in settings it may not be entirely
clear how to proceed with a more precise comparison. We
will not consider any detailed analysis here, but merely
point out that one possible method would be to use the
reformulation of coherence in terms of correlations with a
reference, as developed in section C (although one should
keep in mind that this translation may not necessarily
be unique). The resulting bipartition allows us to com-
pare the resulting set of allowed operations (see Fig. 8).
A potential complication with this method is that we
may need to take into account the equivalence relation
introduced in Sec. C 3, i.e., not all states are distinguish-
able from the point of view of the allowed measurements,
which may influence how we should compare operations
in the two settings. (An additional technical complica-
tion is that the main results on entanglement catalysis is
obtained via the majorization condition [14, 111], which
restricts the analysis to pure states, while we generally
allow mixed states in catalytic coherence. Characteriza-
tions of mixed state state entanglement transformations
and catalysis appear challenging [112–115].)
Even though the settings and assumptions are differ-
ent for these two types of catalysis, one could nevertheless
speculate that they can be viewed as specific instances of
a more general family of catalytic phenomena, where a
given dynamical restriction is accompanied with a cor-
responding catalytic resource. General resource theories
(see, e.g., [4]) may be useful to investigate under which
conditions this is possible.
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5. Any relation to the Wigner-Arkai-Yanase
theorem?
If the dynamics in a physical system is constrained
by a conservation law, it follows by the Wigner-Arkai-
Yanase theorem [21–23] that observables which do not
commute with the conserved quantity can only be mea-
sured approximately. The quality of the approximation
depends on the measurement device, e.g. to what extent
it contains suitable superpositions of eigenstates of the
conserved quantity. These results have been extended
[24–26, 34], generalized to the continuous variable case
[27, 28], as well as been analyzed in the context of the
resource theory of asymmetry [29, 30]. Another version
[31–33] considers how accurately a given channel can be
implemented under conservation laws. See also [35–38]
for implementations of operations via interactions with
fields. In view of the WAY theorems it is no surprise
that access to a high degree of coherence yields good ap-
proximations to energy mixing unitary operations.
The purpose of the present investigation is not pri-
marily to quantify the accuracy of implemented measure-
ments or channels, but to establish how coherence evolves
under repeated use. Results on frame resources [3, 15–
17] would intuitively suggest that an iteration leads to a
gradual degradation. However, as we have seen, one can
design models where the set of channels that can be im-
plemented remains invariant. Consequently, no matter
of how we choose to quantify the quality of the imple-
mented operations, this quality remains intact. Another
way of phrasing this would be to say that the degree of
accuracy in some sense is ‘decoupled’ from the degree
of degradation; irrespective of whether the coherence re-
source in the reservoir allows us to implement a ‘high
quality’ coherent operation or not, that quality remains
intact. Although the coherence thus is conserved in these
models, the implementation of the channels nevertheless
induces a back action on the reservoir. As speculated
in Sec. H 2 this may correspond to a loss of ordered en-
ergy. One could imagine to quantify this back action,
where WAY theorems again may play a role. However,
we will not consider this issue here, but leave it as an
open question.
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