





R	 is	 a	 software	 tool	 for	 statistical	 analysis.	 It	 is	 today	 the	 tool	 of	 choice	 for	 	 quantitative	
linguists	and	is	used	increasingly	by	linguists	and	scientists/scholars	of	all	specialisations	due	
to	 its	 flexibility	and	expandability	to	cover	virtually	any	known	statistical	procedure.	 In	this	
workshop	we	 are	 going	 to	 use	 R	 through	 an	 interface	 called	 R	 Studio	which	 facilitates	 an	
enhanced	user	experience.	The	workshop	aims	to	introduce	participants	to	ways	in	which	R	
can	 be	 used	 to	 conduct	 a	 range	 of	 common	 statistical	 analyses.	 The	 focus	 is	 on	 how	 to	
conduct	analyses	in	R	rather	than	on	statistical	procedures	per	se.	A	full	set	of	handouts	and	





















Please	 note	 that	 due	 to	 time	 constraints,	 some	 of	 these	 topics	 will	 be	 covered	 only	 very	









install	 R	 and	 R	 Studio	 on	 other	 university-owned	 computers	 running	Windows,	 there	 is	 an	
installer	in	Cardiff	Apps	>	Cardiff	Apps	>	School	Applications	>	ENCAP	.	To	install	the	software	
on	 a	 private	 computer,	 download	 and	 install,	 in	 this	 order,	 R	


































AGE<-c(37,24,30,46) or  c(8,6,5,10)->SCORES 
c("m","f","m","f")->GENDER  
make	a	data	frame	out	of	existing	variables	

































 AGE GENDER SCORES 
1 37 m 8 
2 24 f 6 
3 30 m 5 
4 46 f 10 
our.data$AGE[1:3]  
	 	 #	displays	the	values	in	row	1	TO	3	of	the	variable	AGE	inside	our.data	
our.data$AGE[our.data$GENDER == "m"]  
  #	displays	the	values	of	AGE	where	GENDER	is	'm'	
We	can	now	put	those	values	we	pick	out	into	a	function	like	mean():	








our.data[1]		or  our.data["AGE"]	 #	first	column	only	
first	and	second	columns: 
our.data[1:2]  or	 our.data[c(1,2)]   or	 our.data[c("AGE","GENDER")]  
our.data[c(1,4),] #	rows	1	AND	4	of	all	columns	






















































xlim=c(0,10), ylim=c(0,10) #	to	set	the	minimum	and	maximum	values	for	x-axis	(xlim)	or	y-axis	(ylim) 
xaxt="n", yaxt="n" #	suppress	the	drawing	of	x-axis	(xaxt)	or	y-axis	(yaxt);	usually	because	we	want	to	add	those	later	using	axis(),	see	below 
main="main title"	#	to	supply	a	main	/tle	for	the	graph;	 xlab="name", ylab="name"  #	to	name	the	x-axis	(xlab)	or	y-axis	(ylab) 




one	or	more	categorical	variables	(typically,	although	ordinal	and	interval/ra/o	variables	possible) table(X) table(X,Y) 
prop.table(table(X,Y))
scaIerplot	 typically	two	interval/ra/o	variables,	although	ordinal	variables	can	be	ploIed	here	as	well plot(X, Y) 
abline(lm(Y~X))
barplot one	or	more	categorical	variables barplot(table(X,Y), 
beside=T, 
legend=c("a","b"))





pie	chart	 one	categorical	variable pie(table(X), labels=c("a","b"))






	 	 	 	  lty=1	#	line	type,	you	can	try	out	diﬀerent	values	and	see	what	they	look	like	
	 	 	 	  lwd=1	#	the	weight	of	lines	drawn,	a	higher	number	draws	a	bolder	line	
To	add	an	axis:	(while	drawing	the	plot,	use	xaxt="n"	/	yaxt="n"	to	suppress	the	automa/c	axes)	









range	 ordinal	variable	or	higher	level	of	measurement range(X) diff(range(X))

































two variables (ordinal scale or above) 
(this is Spearman’s rho) 
cor.test(X,Y, 
method="spearman") 
two interval/ratio variables; normally 







controlling for a 
third variable  
three interval/ratio variables; normally 
distributed (if using Pearson’s r). In the R 
command, X is the first variable, Y the 
second, and Z is the one that needs to be 
controlled for. Here also, Spearman’s rho 
can be calculated if normality doesn’t hold 




pcor.test(X, Y, Z) 
or	




of  fit 
comparing 
frequencies to see 
if they differ 
one categorical variable = 





to check if 
frequencies in 
cross tables are 
independent 
We need to be able to assemble a 
contingency table with real counted 








mean to a known 
mean 
one interval/ratio variable; normally 
distributed (X) and one known mean of a 





compare means of 
two independent 
samples 
two interval/ratio variables; normally 
distributed = one interval/ratio variable 
(normally distr.) and one binary variable 
(w/ 2 categories) 
t.test(X,Y) 
t-test (paired) compare means of 
two samples with 
paired values 
two interval/ratio variables; normally 
distributed (= 1 int/ratio & 1 binary); 
values in variable X are paired up with 




compare means of 
three or more 
independent 
variables 
three or more interval/ratio variables; 
normally distributed (= 1 int/ratio & 1 









of  3+ variables, 
classified 
differently 
sets of three or more interval/ratio 
variables; normally distributed (= 1 
int/ratio & 2+ categorical variables with at 










of one variable 
using another 
variable (= 
showing that one 
variable causes 
values of the other 
to change) 
typically we need two ratio/interval scale 
variables, but we can predict a 
ratio/interval variable from a categorical 







of  a variable using 
several other 
variables 
typically one ratio/interval variable as the 
dependent variable, then combinations of 
categorical and/or ratio/interval variables 
as independent variables. Further 
assumptions apply. 





















 Spearman's rank correlation rho 
 
data:  Alcohol$ALCO and Alcohol$SCORE 
S = 307.7129, p-value = 3.242e-07 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 

















Chi-squared test for given probabilities 
 
data:  AUGEN$AUGEN 
















Pearson's Chi-squared test with Yates' continuity 
correction 
 
data:  ING 



















 Welch Two Sample t-test 
 
data:  Formant$HZ_F1[Formant$SEX == "M"] and 
Formant$HZ_F1[Formant$SEX == "F"] 
t = -2.4416, df = 112.195, p-value = 0.01619 
alternative hypothesis: true difference in means is not equal0 
95 percent confidence interval: 
 -80.758016  -8.403651 
sample estimates: 
mean of x mean of y  



















 Analysis of Variance Table 
 
Response: RT 
            Df Sum Sq Mean Sq F value    Pr(>F)     
FAMILIARITY  2  33553 16776.6   7.982 0.0009481 *** 
Residuals   52 109294  2101.8                       
--- 








   Tukey multiple comparisons of means 
    95% family-wise confidence level 
 
Fit: aov(formula = RT ~ FAMILIARITY, data = Reaction) 
 
$FAMILIARITY 
            diff       lwr       upr     p adj 
lo-hi   71.90008  26.74512 117.05503 0.0009599 
med-hi  22.25916 -15.34568  59.86401 0.3341263 

















lm(formula = Alcohol$SCORE ~ Alcohol$ALCO) 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
-6.7855 -1.8190 -0.6919  1.6810  8.1877  
 
Coefficients: 
             Estimate Std. Error t value   Pr(>|t|)     
(Intercept)    6.6785     1.3367   4.996 0.00006047 *** 
Alcohol$ALCO   1.0134     0.1497   6.772 0.00000107 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 
 
Residual standard error: 3.146 on 21 degrees of freedom 
Multiple R-squared:  0.6859, Adjusted R-squared:  0.6709  


























lm(formula = Alcohol$SCORE ~ Alcohol$ALCO + Alcohol$EXTR) 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
-6.9958 -2.2081  0.0195  1.6808  7.8425  
 
Coefficients: 
             Estimate Std. Error t value   Pr(>|t|)     
(Intercept)    5.3491     1.8512   2.890    0.00906 **  
Alcohol$ALCO   1.0253     0.1498   6.843 0.00000119 *** 
Alcohol$EXTR   0.1111     0.1072   1.036    0.31251     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 
 
Residual standard error: 3.14 on 20 degrees of freedom 
Multiple R-squared:  0.7019, Adjusted R-squared:  0.6721  
F-statistic: 23.54 on 2 and 20 DF,  p-value: 0.000005544	
Testing	assumptions:	same	as	simple	linear	regression	
Reporting:	“When	speaking	test	scores	were	predicted	using	a	multiple	regression,	it	
was	found	that	the	amount	of	alcohol	consumed	was	a	significant	predictor	(p	
<	.001),	but	extroversion	was	not	(p	=	0.31).	The	overall	model	fit	was	adjusted	R2	=	
0.672,	df	=	2,21,	p	<	0.001.”	
	
