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1. Introduction
Consider the second order Hamiltonian equation
x′′ + f (t, x) = 0, a.e. t ∈ [0,2π ], (1.1)
where f : R × R → R is 2π -periodic in t for all x ∈ R and satisﬁes the following Carathéodory assumption (A):
(1) for every x ∈ R , f (·, x) is measurable on [0,2π ];
(2) for a.e. t ∈ [0,2π ], f (t, ·) is continuous on R;
(3) there exist a ∈ C(R+, R+) and b ∈ L1(0,2π ; R+) such that
∣∣F (t, x)∣∣+ ∣∣ f (t, x)∣∣ a(|x|)b(t)
for all x ∈ R and a.e. t ∈ [0,2π ], where F (t, x) = ∫ x0 f (t, s)ds.
It has been proved that problem (1.1) has at least one solution in [1–4] and has inﬁnitely distinct subharmonic solutions
under suitable conditions in [5–7]. In this paper we suppose that f (t, x) is asymptotically sublinear growth, that is, there
exist h ∈ L1(0,2π ; R), g ∈ L1(0,2π ; R+) and α ∈ [0,1) such that
limsup
|x|→+∞
∣∣ f (t, x) − h(t)∣∣|x|−α  g(t) (1.2)
for all x ∈ R and a.e. t ∈ [0,2π ].
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|x|−2α F (t, x) → +∞ (1.3)
as |x| → +∞ uniformly for a.e. t ∈ [0,2π ], then Eq. (1.1) has 2kπ -periodic solution xk for every positive integer k such that ‖xk‖∞ →
+∞ as k → +∞.
Remark 1.1. The same conclusion is proved in [6] under conditions (1.3) and∣∣ f (t, x)∣∣ I(t)|x|α + h(t), a.e. t ∈ [0,2π ], x ∈ R, (1.4)
where I,h ∈ L1(0,2π ; R+) and α ∈ [0,1).
Now we consider 2kπ -periodic nontrivial bouncing solutions of Eq. (1.1) with an obstacle in x = 0, that is,⎧⎨
⎩
x′′ + f (t, x) = 0, a.e. t ∈ R,
x(t) 0,
x′(t0+) = −x′(t0−), if x(t0) = 0.
(1.5)
Because of the range of applications in physics and engineering, the impact systems have attracted the attention of a lot of
researchers [8–17]. By the same analysis in [17], we know that if x(t) is a 2kπ -periodic solution with isolated zeros of
x′′ + f (t, |x|) sgn(x) = 0, (1.6)
then |x(t)| is a 2kπ -periodic solution with isolated zeros of Eq. (1.5). Here the function sgn(x) is deﬁned as
sgn(x) =
{ x
|x| , x = 0;
0, x = 0.
The following deﬁnition clariﬁes the concept of nontrivial bouncing solution to Eq. (1.5).
Deﬁnition 1.1. A continuous map x : R → R is called a nontrivial bouncing solution of Eq. (1.5) if the following conditions
hold:
(1) x(t) 0, ∀t ∈ R;
(2) the set W = {t ∈ R: x(t) = 0} is discrete and not empty;
(3) x′(t0+) = −x′(t0−) for any t0 ∈ W , and there exists one t0 ∈ W such that x′(t0−) = 0 at least;
(4) for any interval I with I ∩ W = ∅, x(t) is a classical solution of (1.1).
We say that there is a real impact at t0 ∈ W if x′(t0−) = 0. In the previous deﬁnition of bouncing solution (see [9,12]),
x′(t0−) can be zero for all t0 ∈ W . Then x(t) may be just a nonnegative solution of Eq. (1.1). As an example, consider
the function x(t) = 1 + sin t . It is a nonnegative solution of (1.1) with f = x − 1, and x′(t0) = 0 for all t0 ∈ W , where
W = { 32π + 2kπ, k ∈ Z}. We consider the system
x′ = y, y′ = − f (t, x)
which is equivalent to (1.1). We have x′(t0−) < 0, if there is a real impact at t0. Let x(t) be a 2kπ -periodic nontrivial
bouncing solution of (1.5) with isolated zeros 0< t1 < t2 < · · · < tn < 2kπ . Integrate (1.1) between 0 and 2kπ :
2kπ∫
0
x′′ dt +
2kπ∫
0
f
(
t, x(t)
)
dt = 0.
The ﬁrst term is
2kπ∫
0
x′′ dt =
n∑
j=0
t j+1∫
t j
x′′ dt =
n∑
j=0
(
x′(t j+1−) − x′(t j+)
)= n∑
j=1
2x′(t j−),
where t0 = 0, tn+1 = 2kπ . It follows that
n∑
j=1
2x′(t j−) +
2kπ∫
f
(
t, x(t)
)
dt = 0.0
540 W. Ding / J. Math. Anal. Appl. 379 (2011) 538–548Since x′(t j−) 0 for all j, and there is a real impact at least, we have
2kπ∫
0
f
(
t, x(t)
)
dt > 0.
In order to ensure the existence of one real impact at least, we assume that f (t, x)  0, a.e. t ∈ [0,2π ], x  0, and there
exists M > 0 such that
f (t, x) > 0, a.e. t ∈ [0,2π ], x> M. (1.7)
Theorem 1.2. Suppose that (1.2), (1.3) and (1.7) hold. Assume that
a(x) = O (x), x → 0+, (1.8)
where a(x) comes from Carathéodory assumption (A). Then Eq. (1.5) has 2kπ -periodic nontrivial bouncing solution xk for every positive
integer k such that ‖xk‖∞ → +∞ as k → +∞.
Remark 1.2. The ﬁrst step to prove this theorem is looking for critical points of Eq. (1.6). Generally, f (t, |x|) sgn(x) is discon-
tinuous in x, then the functional ϕk(x) = 12
∫ 2kπ
0 x
′2 dt − ∫ 2kπ0 F (t, |x|)dt will just be locally Lipschitz on H12k (see the proof
of Theorem 1.3), where F (t, |x|) = ∫ x0 f (t, |s|) sgn(s)ds, and
H12k =
{
x: [0,2kπ ] → R
∣∣∣ x(0) = x(2kπ),
2kπ∫
0
(
x2 + x′2)dt < +∞
}
.
Under condition (1.8), f (t, |x|) sgn(x) is a Carathéodory function and we needn’t use Nonsmooth Critical Point Theory. Be-
sides above, the bouncing property of solutions is proved by condition (1.8) too.
Theorem 1.3. The conclusion of Theorem 1.2 holds if we replace hypothesis (1.8) with∣∣∣∣∂ F (t, x)∂t
∣∣∣∣ σ F (t, x), a.e. t ∈ [0,2π ], x ∈ R+, (1.9)
for some σ > 0.
Remark 1.3. There are many functions F (t, x) satisfying condition (1.9). For example, let f (t, x) = g(x) + p(t), then
F (t, x) =
x∫
0
g(s)ds + xp(t).
The condition (1.9) will be held if g(x) 0, x 0, and p(t) > 0 is a continuously differentiable 2π -periodic function.
2. Critical points and bouncing solutions
By Remark 1.1, in order to prove Theorem 1.1, we only need the following proposition.
Proposition 1. If f (t, x) satisﬁes Carathéodory assumption (A) and (1.2), then there exist g1,h1 ∈ L1(0,2π ; R+) such that∣∣ f (t, x)∣∣ g1(t)|x|α + h1(t) (2.10)
for all x ∈ R and a.e. t ∈ [0,2π ], where α is the same as in (1.2).
The ﬁrst step to prove Theorem 1.2 is obtaining critical points of Eq. (1.6). Under condition (1.8), f (t, |x|) sgn(x) is a
Carathéodory function. Since f (t, x) satisﬁes conditions (1.3) and (1.4), f (t, |x|) sgn(x) also satisﬁes conditions (1.3) and (1.4).
Proposition 2. Suppose that f (t, x) satisﬁes assumption (A), (1.2), (1.3) and (1.8). Then Eq. (1.6) has 2kπ -periodic solution xk for
every positive integer k such that ‖xk‖∞ → +∞ as k → +∞.
For the proof of bouncing property of solutions we need the following results.
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| f (t, x)|
x
 b1(t), a.e. t ∈ [0,2π ], x 0. (2.11)
Proof. Firstly, by assumption (A) and (1.8), there exist δ1 > 0, M1 > 0 such that
| f (t, x)|
x
 M1b(t), a.e. t ∈ [0,2π ], 0 x δ1.
(1.2) implies that∣∣ f (t, x) − h(t)∣∣x−α  g(t)+ 1, a.e. t ∈ [0,2π ], x δ2
for some δ2 > δ1, which follows that
| f (t, x)|
x

∣∣h(t)∣∣x−1 + (g(t)+ 1)xα−1  ∣∣h(t)∣∣δ−12 + (g(t) + 1)δα−12 , a.e. t ∈ [0,2π ], x δ2.
Using assumption (A) again, we have
| f (t, x)|
x
 δ−11 M2b(t), a.e. t ∈ [0,2π ], δ1 < x< δ2,
where M2 = maxδ1xδ2 a(x). Let b1 = M1b(t) + |h(t)|δ−12 + (g(t) + 1)δα−12 + δ−11 M2b(t), then it completes the proof. 
Proposition 4. Suppose that the conditions of Proposition 3 hold. If x(t) is a 2kπ -periodic solution of (1.6) satisfying ‖x(t)‖∞ = 0, the
set W = {t ∈ R: x(t) = 0} is discrete. Moreover, if ‖x(t)‖∞ is large enough, there exists t0 ∈ W such that x′(t0) = 0.
Proof. The equivalent system of (1.6) is
x′ = y, y′ = − f (t, |x|) sgn(x).
Let r = (x2 + y2)1/2, then r(t) is continuous. Since ‖x(t)‖∞ = 0, there exists t0 ∈ (0,2kπ) such that r(t0) > 0. We assert that
r(t) > 0, t ∈ [0,2kπ ]. Otherwise, there exists τ ∈ [0,2kπ ] (without loss of generality, we assume τ > t0) such that
r(τ ) = 0; r(t) > 0, t ∈ [t0, τ ). (2.12)
In the interval [t0, τ ), r(t) satisﬁes that
r′ = xy − yf (t, |x|) sgn(x)
r
,
which implies that
(ln r)′ = xy − yf (t, |x|) sgn(x)
r2
.
By Proposition 3, we have
∣∣ ln r(t) − ln r(t0)∣∣=
∣∣∣∣∣
t∫
t0
(
1− f (s, |x|) sgn(x)
x
)
xy
r2
ds
∣∣∣∣∣
 1
2
t∫
t0
(
1+ b1(s)
)
ds 1
2
2kπ∫
0
(
1+ b1(s)
)
ds = k
2
2π∫
0
(
1+ b1(s)
)
ds
for all t ∈ [t0, τ ), which follows
−kC  ln r(t) − ln r(t0) kC
where C = 12
∫ 2π
0 (1+ b1(s))ds, and then
r(t0)e
−kC  r(t) r(t0)ekC , t ∈ [t0, τ ).
By continuation of r(t), r(τ ) r(t0)e−kC . It contradicts (2.12). Hence we have
r(t) > 0, t ∈ [0,2kπ ]. (2.13)
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is ﬁnite. If the set W¯ is inﬁnite, there would exist a sequence {t j}∞1 ⊂ W¯ . We may assume that, going to a subsequence if
necessary, t j → β ∈ W¯ as j → ∞ since W¯ is compact, then
x′(β) = lim
j→∞
x(t j) − x(β)
t j − β = 0,
which follows r(β) = 0. This contradicts (2.13).
Since x′(t0) = 0 if t0 ∈ W¯ by (2.13), at last, we only need to prove the set W¯ is nonempty when ‖x(t)‖∞ is large enough.
If W¯ is empty, we may assume, without loss of generality, that x(t) > 0, t ∈ [0,2kπ ]. From Eq. (1.6), we have
x′′ + f (t, x(t))= 0.
By integrating above equation between 0 and 2kπ , this implies that
2kπ∫
0
f
(
t, x(t)
)
dt = 0.
On the other hand, if ‖x(t)‖∞ > M , there exists a Lebesgue set Ω with mes(Ω) > 0 such that
x(t) > M, t ∈ Ω.
By (1.7), we have
2kπ∫
0
f
(
t, x(t)
)
dt 
∫
Ω
f
(
t, x(t)
)
dt > 0.
It is a contradiction. The proposition is thus proved. 
It is easy to see that, if x(t) is a 2kπ -periodic solution of Eq. (1.6) satisfying the condition of Proposition 4, |x(t)| is a
2kπ -periodic nontrivial bouncing solution. Hence Theorem 1.2 is proved by Proposition 2.
3. Nonsmooth critical point theory and bouncing solutions
Firstly we recall some elements of the critical point theory for locally Lipschitz functionals from [15]. Let X be a Ba-
nach space and X∗ its dual space. A functional J : X → R is said to be locally Lipschitz if for every x ∈ X , we can ﬁnd a
neighbourhood N of x and a constant k depending on N such that∣∣ J (z) − J (y)∣∣ k‖z − y‖X , ∀z, y ∈ N.
The generalized directional derivative of J on x0 ∈ X in the direction of v ∈ X is deﬁned by
J0(x0; v) = limsup
h→0,t↘0
J (x0 + h + tv) − J (x0 + h)
t
.
The functional v → J0(x0; v) is sub-additive, positively homogeneous, convex and continuous. The generalized gradient
∂ J (x0) of J at x0 is
∂ J (x0) =
{
w ∈ X∗∣∣〈w, v〉 J0(x0; v), ∀v ∈ X}
which is not an element of X∗ but a nonempty, convex subset and w∗-compact of X∗ . A point x0 ∈ X is said to be a critical
point of J if 0 ∈ ∂ J (x0). It is easy to check that if x0 ∈ X is a local extremum of J , then 0 ∈ ∂ J (x0). In case the functional J
is Fréchet differentiable at x0, we have ∂ J (x0) = { J ′(x0)}. Hence x0 is a critical point if and only if ∂ J (x0) = {0} in this case.
Let
λ(x) = inf
w∈∂ J (x)‖w‖X∗ .
We say that J satisﬁes the nonsmooth Palais–Smale condition (nonsmooth PS-condition for short) if the following holds
(see [18]):
“Every PS sequence, that is, {xn} ⊆ X such that
J (xn) is bounded, and λ(xn) → 0 for n → ∞,
has a strongly convergent subsequence.”
With the notion of the nonsmooth PS-condition, we have nonsmooth Saddle Point Theorem (see [18]).
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nonsmooth PS-condition and there exists r > 0 such that
max
x∈∂E ϕ(x) infx∈V ϕ(x),
where
E = {x ∈ Y : ‖x‖X  r},
∂E = {x ∈ Y : ‖x‖X = r},
then there exists a critical point x of ϕ satisfying
ϕ(x) = inf
γ∈Γ supx∈E
ϕ
(
γ (x)
)
,
where
Γ = {γ ∈ C(E, X): γ |∂E = id}.
Let
ϕk(x) = 12
2kπ∫
0
x′2 dt −
2kπ∫
0
F
(
t, |x|)dt,
which is deﬁned on
H12k =
{
x: [0,2kπ ] → R
∣∣∣ x(0) = x(2kπ),
2kπ∫
0
(
x2 + x′2)dt < +∞
}
with the norm
‖x‖ =
( 2kπ∫
0
x2 dt +
2kπ∫
0
x′2 dt
)1/2
.
For x ∈ H12k , let x¯ = 12kπ
∫ 2kπ
0 x(t)dt and x˜(t) = x(t) − x¯. Then one has Sobolev’s inequality
‖x˜‖2∞ 
kπ
6
∥∥x′∥∥22 (3.14)
and Wirtinger’s inequality
‖x˜‖2  k
∥∥x′∥∥2. (3.15)
From (3.15) one has∥∥x′∥∥2  ‖x˜‖ (k2 + 1)1/2∥∥x′∥∥2. (3.16)
We will show that the critical points of ϕk(x) on H12k are the 2kπ -periodic solutions of (1.6). For J (x) =
∫ 2kπ
0 F (t, |x|)dt ,
we have the following result from [15].
Proposition 5. The functional J is locally Lipschitz on H12kπ and
∂ J (x) ⊆ [ f −(t, |x|), f +(t, |x|)], a.e. t ∈ [0,2kπ ],
where
f −
(
t, |x|)= min{ lim
v→x−
f
(
t, |x|) sgn(v), lim
v→x+
f
(
t, |x|) sgn(v)},
f +
(
t, |x|)= max{ lim
v→x−
f
(
t, |x|) sgn(v), lim
v→x+
f
(
t, |x|) sgn(v)}.
544 W. Ding / J. Math. Anal. Appl. 379 (2011) 538–548Remark 3.1. The meaning of w ∈ ∂ J (x) is understood as follows: there exists γ (t) with γ (t) ∈ [ f −(t, |x|), f +(t, |x|)], a.e.
t ∈ [0,2kπ ] such that
〈w, v〉 =
2kπ∫
0
γ (t)v dt, ∀v ∈ H12k.
With a similar proof to that of Proposition 3 in [17], we have the following proposition.
Proposition 6. Assume that f (t, x) is a Carathéodory function. If x ∈ H12k is a critical point of functional ϕk(x) on H12k, then x is a
2kπ -periodic solution of (1.6).
As in the proof of Theorem 1.2, the ﬁrst step to prove Theorem 1.3 is obtaining critical points of Eq. (1.6).
Proposition 7. Under conditions (1.2) and (1.3), functional ϕk(x) satisﬁes nonsmooth PS-condition.
Proof. Let {xn} be a PS sequence. For each n, there are a function γn(t) ∈ ∂ J (xn) according to Remark 3.1 and ωn ∈ ∂ϕk(xn)
with ‖ωn‖ → 0 such that
〈wn, v〉 =
2kπ∫
0
〈
x′n, v ′
〉
dt −
2kπ∫
0
γn(t)v dt, ∀v ∈ H12k. (3.17)
By Remark 3.1 and Proposition 1, we have∣∣γn(t)∣∣ ∣∣ f (t, |xn|)∣∣ g1(t)|xn|α + h1(t) = g1(t)|x¯n + x˜n|α + h1(t) 2g1(t)(|x¯n|α + |x˜n|α)+ h1(t),
which follows∣∣∣∣∣
2kπ∫
0
γn(t)x˜n dt
∣∣∣∣∣
2kπ∫
0
2g1(t)
(|x¯n|α + |x˜n|α)|x˜n|dt +
2kπ∫
0
h1(t)|x˜n|dt
 2
(|u¯n|α + ‖x˜n‖α∞)‖x˜n‖∞
2kπ∫
0
g1(t)dt + ‖x˜n‖∞
2kπ∫
0
h1(t)dt
 3
2kπ
‖x˜n‖2∞ +
2kπ
3
|x¯n|2α
( 2kπ∫
0
g(t)dt
)2
+ 2‖x˜n‖α+1∞
2kπ∫
0
g(t)dt + ‖x˜n‖∞
2kπ∫
0
h(t)dt.
By (3.14), the above inequality implies that∣∣∣∣∣
2kπ∫
0
γn(t)x˜n dt
∣∣∣∣∣ 12
2kπ∫
0
∣∣x′n∣∣2 dt + d1|x¯n|2α + M1 (3.18)
for all xn and some positive constants d1 and M1.
Since ‖ωn‖ → 0 for n → ∞, by (3.16) and (3.17) we have
∥∥x˜′n∥∥2  ∣∣〈wn, x˜n〉∣∣=
∣∣∣∣∣
2kπ∫
0
x˜′2n dt −
2kπ∫
0
γn(t)x˜n dt
∣∣∣∣∣ 12
2kπ∫
0
x˜′2n dt − d1|x¯n|2α − M1
for all large n, which implies that∥∥x˜′n∥∥22  d2(|x¯n|2α + 1) (3.19)
for all n and some positive constant d2.
With mean value theorem of differentials, there exists s ∈ (0,1) such that
F
(
t, |xn|
)− F (t, |x¯n|)= f (t, s|xn| + (1− s)|x¯n|)(|xn| − |x¯n|).
Hence, by Proposition 1, with similar proof of inequality (3.18) we have
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2kπ∫
0
[
F
(
t, |xn|
)− F (t, |x¯n|)]dt
∣∣∣∣∣
2kπ∫
0
∣∣ f (t, s|xn| + (1− s)|x¯n|)(|xn| − |x¯n|)∣∣dt

2kπ∫
0
[
2g1(t)
(|x¯n|α + |x˜n|α)|x˜n| + h1(t)|x˜n|]dt
 1
2
2kπ∫
0
∣∣x′n∣∣2 dt + d1|x¯n|2α + M1. (3.20)
By (3.19) and (3.20), we have
ϕk(xn) = 12
2kπ∫
0
∣∣x′n(t)∣∣2 dt −
2kπ∫
0
F
(
t, |xn|
)
dt
= 1
2
∥∥x˜′n∥∥22 −
2kπ∫
0
[
F
(
t, |xn|
)− F (t, |x¯n|)]dt −
2kπ∫
0
F
(
t, |x¯n|
)
dt

∥∥x˜′n∥∥22 + d1|x¯n|2α + M1 −
2kπ∫
0
F
(
t, |x¯n|
)
dt
 (d1 + d2)|x¯n|2α −
2kπ∫
0
F
(
t, |x¯n|
)
dt + M2
=
2kπ∫
0
[
d3|x¯n|2α − F
(
t, |x¯n|
)]
dt + M2 (3.21)
for all n, where d3 = (d1+d2)2kπ , M2 = M1 + d2.
We assert that {|x¯n|} is bounded. In fact, if {|x¯n|} is unbounded, we may assume that, going to a subsequence if necessary,
|x¯n| → +∞, n → ∞.
Then, by (3.21) one has
ϕk(xn) |x¯n|2α
2kπ∫
0
[
d3 − F (t, |x¯n|)|x¯n|2α
]
dt + M2
for all large n, which follows
ϕk(xn) → −∞, n → ∞
by condition (1.3). It contradicts the boundedness of {ϕk(xn)}. Hence {|x¯n|} is bounded. It follows from (3.16) and (3.19) that
{xn} is bounded in H12k . 
Proposition 8. Under the conditions of Proposition 7, Eq. (1.6) has 2kπ -periodic solution xk for every positive integer k such that
‖xk‖∞ → +∞ as k → +∞.
Proof. Let H˜12k = {x ∈ H12k | x¯ = 0}. Then H12k = R ⊕ H˜12k .
When x ∈ R , by condition (1.3), it is easy to have
lim
x∈R, |x|→+∞ϕk(x) = limx∈R, |x|→+∞−
2kπ∫
0
F
(
t, |x|)dt = −∞. (3.22)
By Proposition 1 and Sobolev’s inequality (3.14), there exists c1 such that
546 W. Ding / J. Math. Anal. Appl. 379 (2011) 538–548ϕk(x) = 12
2kπ∫
0
∣∣x′(t)∣∣2 dt −
2kπ∫
0
F
(
t, |x|)dt
= 1
2
2kπ∫
0
∣∣x′(t)∣∣2 dt −
2kπ∫
0
( |x|∫
0
f (t, s)ds
)
dt
 1
2
2kπ∫
0
∣∣x′(t)∣∣2 dt −
2kπ∫
0
[
g1(t)|x|α + h1(t)
]|x|dt
 1
2
2kπ∫
0
∣∣x′(t)∣∣2 dt − ‖x‖α+1∞
2kπ∫
0
g1(t)dt − ‖x‖∞
2kπ∫
0
h1(t)dt
 1
2
∥∥x′∥∥22 − c1∥∥x′∥∥α+12 − c1∥∥x′∥∥2,
which follows from (3.16) that
lim
x∈H˜12k, ‖x‖→+∞
ϕk(x) = +∞. (3.23)
By (3.22) and (3.23), there exists rk > 0 such that
max
x∈∂Ek
ϕk(x) inf
x∈H˜12k
ϕk(x),
where Ek = [−rk, rk], ∂Ek = {−rk, rk}. Then by Theorem 3.1 there exists a critical point xk ∈ H12k such that
ϕk(xk) = inf
ζ∈Γk
max
s∈Ek
ϕk
(
ζ(s)
)
where Γk = {ζ ∈ C(Ek, H12k): ζ = id on ∂Ek}.
In order to prove the sequence {xk} satisﬁes ‖xk(t)‖∞ → +∞ as k → +∞, we will prove
lim
k→∞
1
k
ϕk(xk) → −∞.
First of all, we notice that rk can be taken such that
rk  k. (3.24)
Construct ζk ∈ Γk as follows:
ζk(s)(t) = s +
(
1− |s|/rk
)
k sin
(
t
k
)
, s ∈ Ek.
Thus
ϕk(xk)max
s∈Ek
ϕk
(
ζk(s)(t)
)= max
s∈Ek
(
1
2
2kπ∫
0
∣∣ζk(s)′(t)∣∣2 dt −
2kπ∫
0
F
(
t,
∣∣ζk(s)∣∣)dt
)
.
It is easy to have
1
2k
2kπ∫
0
∣∣ζk(s)′(t)∣∣2 dt  12k
2kπ∫
0
cos2
(
t
k
)
dt = π
2
. (3.25)
On the other hand, ﬁrstly by (3.24), we have
ζk(s)(t) = k sin
(
t
k
)
+ s − k|s|
rk
sin
(
t
k
)⎧⎪⎨
⎪⎩
 k2 , t ∈
[ k
6π,
5k
6 π
]
, s > 0;
 k2 , t ∈
[ k
6π,
5k
6 π
]
, s = 0;
− k , t ∈ [ 7kπ, 11kπ], s < 0.2 6 6
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|Ω1| 2k
3
π, ∀s ∈ Ek. (3.26)
By condition (1.3), there exists B > 0 such that
F (t, x) 0, t ∈ R, x B, (3.27)
and for every η > 0, there exists B¯ > B such that
F (t, x) η|x|2α, t ∈ R, x B¯. (3.28)
Using Carathéodory assumption (A), we have∣∣F (t, x)∣∣ c1b(t), t ∈ R, 0 x B, (3.29)
where c1 = maxx∈[0,B] a(x). Let Ω2 = {t ∈ [0,2kπ ], |ζk(s)(t)| B}. It is easy to see that
F
(
t,
∣∣ζk(s)(t)∣∣) 0, t ∈ [0,2kπ ]\(Ω1 ∪ Ω2).
Hence, by (3.26), (3.27), (3.28) and (3.29), when k is large enough we have
1
k
2kπ∫
0
F
(
t,
∣∣ζk(s)∣∣)dt  1k
∫
Ω1
F
(
t,
∣∣ζk(s)(t)∣∣)dt + 1k
∫
Ω2
F
(
t,
∣∣ζk(s)(t)∣∣)dt
 1
k
∫
Ω1
η
∣∣ζk(s)(t)∣∣2α dt − c1k
2kπ∫
0
b(t)dt
 1
k
· η
(
k
2
)2α
· 2k
3
π − c1
2π∫
0
b(t)dt
= 2ηπ
3
(
k
2
)2α
− c2 (3.30)
for some positive constant c2. By the arbitrariness of η > 0, (3.25) and (3.30), one has
1
k
ϕk(xk) → −∞, k → +∞. (3.31)
Now we prove that
‖xk‖∞ → ∞, k → ∞.
If not, going to a subsequence if necessary, we may assume that ‖xk‖∞  c3 for all positive integers k and some positive
constant c3. With Carathéodory assumption (A), we have
1
k
ϕk(xk)−1k
2kπ∫
0
F
(
t, |xk|
)
dt −1
k
2kπ∫
0
max
x∈[0,c3]
a(x)b(t)dt = − max
x∈[0,c3]
a(x)
2π∫
0
b(t)dt > −∞.
It is contradictive to (3.31). Therefore we complete the proof. 
In order to get the nontrivial bouncing solutions of Eq. (1.5), we need the following proposition.
Proposition 9. Suppose that conditions (1.7) and (1.9) hold. If x(t) is a 2kπ -periodic solution of (1.6) satisfying ‖x(t)‖∞ > M, the set
W = {t ∈ R: x(t) = 0} is discrete, and there exists t0 ∈ W such that x′(t0) = 0.
Proof. Let H(t) = 12 x′2 + F (t, |x|), where F (t, |x|) =
∫ |x|
0 f (t, s)ds is nonnegative by condition (1.7). It is easy to have
H ′(t) = (x′′ + f (t, |x|) sgn(x))x′ + ∂ F (t, |x|)
∂t
= ∂ F (t, |x|)
∂t
.
548 W. Ding / J. Math. Anal. Appl. 379 (2011) 538–548By (1.9), we have∣∣H ′(t)∣∣ σ F (t, |x|) σ H(t), a.e. t ∈ [0,2kπ ].
If there is τ ∈ [0,2kπ ] such that H(τ ) > 0, the Gronwall inequality implies
H(τ )e−2kπσ  H(t) H(τ )e2kπσ , t ∈ [0,2kπ ],
which yields H(t) > 0, t ∈ [0,2kπ ]. We assert that
H(t) > 0, t ∈ [0,2kπ ]. (3.32)
In fact, if there is τ ∈ [0,2kπ ] such that H(τ ) = 0, by the above analysis we have H(t) = 0, t ∈ [0,2kπ ]. In this case,
x′(t) = 0, t ∈ [0,2kπ ] for the nonnegativity of F (t, |x|), which follows that x(t) = c, t ∈ [0,2kπ ] for some constant c. It
follows from Eq. (1.6) that f (t, |c|) = 0, t ∈ [0,2kπ ]. This contradicts condition (1.7) when ‖x(t)‖∞ = c > M .
In order to prove the set W = {t ∈ R: x(t) = 0} is discrete, we only need to prove the set W¯ = {t ∈ [0,2kπ ]: x(t) = 0}
is ﬁnite. If the set W¯ is inﬁnite, there would exist a sequence {t j}∞1 ⊂ W¯ . We may assume that, going to a subsequence if
necessary, t j → β ∈ W¯ as j → ∞ since W¯ is compact, then
x′(β) = lim
j→∞
x(t j) − x(β)
t j − β = 0,
which follows H(β) = 0. This contradicts (3.32).
Since x′(t0) = 0 if t0 ∈ W¯ by (3.32), at last, we only need to prove the set W¯ is nonempty. If W¯ is empty, we may
assume, without loss of generality, that x(t) > 0, t ∈ [0,2kπ ]. From Eq. (1.6), we have
x′′ + f (t, x(t))= 0.
By integrating above equation between 0 and 2kπ , one has
2kπ∫
0
f
(
t, x(t)
)
dt = 0,
which follows f (t, x(t)) = 0, a.e. t ∈ [0,2kπ ] by the nonnegativity of f (t, |x|). It contradicts condition (1.7) when
‖x(t)‖∞ > M . This completes the proof. 
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