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ABSTRACT
Context. Ambipolar diffusion is a physical mechanism related to the drift between charged and neutral particles in a partially ionized
plasma that is key in many different astrophysical systems. However, understanding its effects is challenging due to basic uncertainties
concerning relevant microphysical aspects and the strong constraints it imposes on the numerical modeling.
Aims. Our aim is to introduce a numerical tool that allows us to address complex problems involving ambipolar diffusion in which,
additionally, departures from ionization equilibrium are important or high resolution is needed. The primary application of this tool is
for solar atmosphere calculations, but the methods and results presented here may also have a potential impact on other astrophysical
systems.
Methods. We have developed a new module for the stellar atmosphere Bifrost code that improves its computational capabilities of
the ambipolar diffusion term in the Generalized Ohm’s Law. This module includes, among other things, collision terms adequate to
processes in the coolest regions in the solar chromosphere. As a key feature of the module, we have implemented the Super Time-
Stepping (STS) technique, that allows an important acceleration of the calculations. We have also introduced hyperdiffusion terms to
guarantee the stability of the code.
Results. We show that to have an accurate value for the ambipolar diffusion coefficient in the solar atmosphere it is necessary to
include as atomic elements in the equation of state not only hydrogen and helium but also the main electron donors like sodium,
silicon and potassium. In addition, we establish a range of criteria to set up an automatic selection of the free parameters of the STS
method that guarantees the best performance, optimizing the stability and speed for the ambipolar diffusion calculations. We validate
the STS implementation by comparison with a self-similar analytical solution.
Key words. Sun: atmosphere – Sun: chromosphere – Sun: magnetic fields – Methods: numerical
1. Introduction
When modeling astrophysical systems, the simplest magnetohy-
drodynamic (MHD) approximation is frequently used in which
the plasma is considered as a single fluid with total coupling
between its constituent microscopic species. This assumption is
able to satisfactorily describe the physics of many phenomena
in different astrophysical contexts; however, the approximation
may no longer be valid when the plasma is partially ionized and
ions and neutrals drift with respect to each other. This is the case
for the interstellar medium (e.g., Spitzer 1978; Zweibel 2002),
molecular clouds (e.g., Zweibel & Josafatsson 1983; Padoan
et al. 2000; Basu & Ciolek 2004; Crutcher 2012), protoplanetary
disks (e.g., Wardle 1999; Salmeron & Wardle 2008; Gressel et al.
2015; Tomida et al. 2015) star formation (e.g., Mestel & Spitzer
1956; Shu et al. 1987; Kudoh & Basu 2008) the solar chromo-
sphere (e.g., Goodman 2004; Zweibel et al. 2011; Khomenko
& Collados 2012; Martínez-Sykora et al. 2015; Zweibel 2015;
Shelyag et al. 2016), among others.
It is possible to relax the MHD approximation to deal with
partially ionized gases, considering the relative speed and as-
sociated friction between neutrals, ions and electrons, and still
treating the plasma as a single fluid: the Generalized Ohm’s
Law (see the seminal books by Braginskii 1965; Mitchner &
Kruger 1973; Cowling 1976). This way, the departure of the
MHD approximation can be handled by just extending the in-
duction and energy equations by adding the ambipolar diffu-
sion term, which concerns the decoupling of neutral and charged
components, and the Hall effect, which takes the drift veloci-
ties between ions and electrons into account. This extension has
been applied in different codes by, for example, Mac Low et al.
1995; Leake et al. 2005; O’Sullivan & Downes 2007; Cheung
& Cameron 2012; Martínez-Sykora et al. 2012; Masson et al.
2012; Tomida et al. 2015; González-Morales et al. 2018; Grassi
et al. 2019, among others, and has been shown to be important
to better understand the role of the ambipolar diffusion and Hall
terms in astrophysics. However, the inclusion of partial ioniza-
tion effects into advanced numerical codes confronts the mod-
Article number, page 1 of 10
ar
X
iv
:2
00
4.
11
92
7v
1 
 [a
str
o-
ph
.SR
]  
24
 A
pr
 20
20
A&A proofs: manuscript no. ns2019c
eler with different difficulties. On the one hand, the importance
of the new effects sensitively depends on the microscopic con-
stitution of the plasma, namely, on the abundances, the chem-
istry, the ionization degree and the collisions between different
species. For instance, in the solar atmosphere, Martínez-Sykora
et al. (2012) showed that the approximation chosen to deter-
mine the values of collision cross sections and frequencies is
crucial for ion-neutral interaction effects: there are significant
discrepancies in the ambipolar diffusion coefficient depending
on the assumption considered that lead to different results for
the thermal properties, primarily in the chromosphere. In proto-
stellar disc formation, Zhao et al. (2016) found that reducing the
number of very small grains enhances ambipolar diffusion. In
molecular clouds, Grassi et al. (2019) showed that cosmic rays
can impact on the ionization level of the molecular gases, thus
modifying the importance of the ambipolar diffusion. Those are
a few examples of how the inclusion of proper physics is es-
sential to obtain a realistic outcome when addressing partially
ionized plasma. On the other hand, the computations including
partial ionization effects, even though being addressed from a
single-fluid approach thus avoiding the complexity of multifluid
equations (see, e.g., Leake et al. 2012; Alvarez Laguna et al.
2016), turn out to be very slow when solving them through ex-
plicit methods due to the strong constraints with respect to the
timestep. According to the Courant-Friedrichs-Lewy (CFL) cri-
terion (Courant et al. 1928), the maximum timestep, ∆tCFL , for the
numerical solution of parabolic (e.g., diffusion) problems using
explicit schemes decreases as the square of the spatial resolution
∆x, that is, ∆tCFL ∝ ∆x2/D, where D is the diffusion coefficient.
Wherever high spatial resolution is required, this quadratic de-
pendence can strongly limit the calculation speed in comparison
with non-diffusive MHD computations, whose ∆t is linearly de-
pendent on ∆x. As a consequence, high-resolution experiments
of diffusion problems are virtually impossible to perform explic-
itly. Different strategies have been carried out to alleviate this
problem. For instance, Nakamura & Li (2008); Li et al. (2011);
Masson et al. (2012) use different thresholds to decrease the am-
bipolar term to avoid strongly restrictive timesteps when needed.
Other authors like Mac Low et al. (1995); Mellon & Li (2009);
Leake & Arber (2006) adopt a sub-cycling method in which the
induction equation is evolved separately from the rest of MHD
equations when the timestep corresponding to the ambipolar dif-
fusion is smaller than the dynamical timestep. An extension of
this method is used by Martínez-Sykora et al. (2012); Martínez-
Sykora et al. (2017b,a) to also consider sub-cycling the evolu-
tion of the energy equation because of the dissipation due to am-
bipolar diffusion. Another technique is the Super Time-Stepping
(STS; Alexiades et al. 1996), which allows the restrictive CFL
criterion to be relaxed to speed up the explicit calculation of
parabolic problems. This technique was shown to efficiently ac-
celerate heat conduction calculations (see also Meyer et al. 2012;
Iijima & Yokoyama 2015), and since then, it has been exten-
sively used in ambipolar diffusion contexts (Choi et al. 2009;
Commerçon et al. 2011; Tomida et al. 2015; Gressel et al. 2015;
González-Morales et al. 2018). The drawback is that the STS
method has two free input parameters, so it is necessary to care-
fully choose their values to not only optimize the performance
but also to avoid the destabilization of the scheme which may
lead to meaningless results (for more details about numerical
approaches in partially ionized systems, see the recent review
by Ballester et al. 2018).
The purpose of this paper is to introduce a numerical tool that
allows us to confront the numerical challenges due to ambipolar
diffusion in the solar atmosphere. To that end, we have devel-
oped a new module in the Bifrost code (Gudiksen et al. 2011),
taking care, among other things, of the number of elements in-
cluded in the calculations and their ionization state. Due to the
numerical stiffness imposed by the ambipolar diffusion, its nu-
merical implementation must be efficient to be able to calculate
complex problems in which high resolution is mandatory.
The layout of this work is as follows. Section 2 details the
relevant equations of the Generalized Ohm’s Law to establish
the context for the subsequent parts of the paper. Section 3 de-
scribes the implementation of the collision cross sections and
frequencies necessary to compute the ambipolar diffusion coeffi-
cient. Section 4 addresses the computation of the ionization state
for the ambipolar diffusion term when assuming local thermody-
namic equilibrium (LTE), or nonequilibrium (NEQ) ionization
and recombination of hydrogen and helium. In Section 5, we ex-
plain the STS method, together with its implementation in the
Bifrost code. Section 6 contains the recipes of the hyperdiffu-
sion terms to guarantee stability for the code. Section 7 presents
the validation test. Finally, Section 8 summarizes the main con-
clusions of the present work.
2. Generalized Ohm’s Law
The Generalized Ohm’s Law is basically a relation between
the electric field and the electric current that makes it possible
to overcome the difficulties of dealing with multifluid plasmas,
such as extremely high magnetic field mediated wave speeds, a
large number of equations, and stiff systems (e.g., Ballester et al.
2018, and references therein). This is doable by using a one-fluid
approximation that requires a high level of (but not infinite) cou-
pling between neutrals and the charged species. In a reference
frame locally moving with a plasma element, it can be shown
that this relation is given by
E′ = ηJ′ − ηamb
(J′ × B′) × B′
|B′|2 + ηHall
(J′ × B′)
|B′| , (1)
where E′ is the electric field, B′ the magnetic field, and J′ the
current density all measured in that reference frame. The coeffi-
cient η is the standard ohmic diffusion given by
η =
me(νen + νei)
neq2e
, (2)
the ambipolar diffusion coefficient, ηamb , is defined as
ηamb =
(ρN/ρ)2|B′|2
ΣnΣiρnν
∗
ni
= η∗
amb
|B′|2 (3)
and the Hall coefficient ηHall is given by
ηHall =
|B′|
qene
= η∗
Hall
|B′| (4)
where qe is the electron charge; ne the density number of elec-
trons; me the electron mass; ρn is the density of the neutral ele-
ment n; ρN the total neutral mass density (ρN = Σnρn); ρ the total
mass density; νen and νei the collision frequency of electrons with
neutrals and ions, respectively; and ν∗ni is the reduced neutral-
ion collision frequency that we will explain later in Section 3.
It is important to realize that to obtain Equation (1), the relative
velocity between charged species is considered negligible, and
similarly between neutral species (see Zaqarashvili et al. 2011;
Khomenko et al. 2014; Shelyag et al. 2016, among others). This
is an assumption that has been widely made in the literature to
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simplify the multifluid equations to a single fluid equation, and it
implies that the collision times between charged species, on the
one hand, and the neutral-neutral ones, on the other, must both
be much smaller than the mixed charged-neutral collision times;
and all of the foregoing must be much smaller than the macro-
scopic timescales. On the other hand, we would like to point out
that the focus of this paper is on the ambipolar diffusion term and
its new implementation in the Bifrost code. The implementation
of the Hall term has been presented in the papers by Martínez-
Sykora et al. (2012); Martínez-Sykora et al. (2017a).
2.1. The induction equation
Going over now to the laboratory reference frame where the
plasma element is moving with a velocity u, the electric field, the
electric current and the magnetic field are given byE = E′−u×B,
J = J′, and B = B′, respectively. Using Faraday’s induction
equation and Equation (1), one obtains a generalized induction
equation, namely,
∂B
∂t
= ∇ ×
[
u × B − η∗
Hall
(J × B) + η∗
amb
(J × B) × B − ηJ
]
(5)
This induction equation contains two additional terms in com-
parison to the one from the classic resistive MHD: a term pro-
portional to J × B, associated with the Hall effect; and another
one proportional to (J × B) × B, associated with the ambipolar
diffusion. Those terms cannot lead to changes in the magnetic
topology and, consequently, neither produce magnetic reconnec-
tion. This can be seen if we define
uHall = −η∗HallJ (6)
and
uamb = η
∗
amb
(J × B) (7)
for the Hall and ambipolar terms, respectively. With those nota-
tions,
∂B
∂t
= ∇ ×
[(
u + uHall + uamb
) × B − ηJ ] (8)
which means that the magnetic field is no longer frozen into
the plasma flow, but it is frozen into a pseudo-flow with speed
u + uHall + uamb . Even though those terms cannot lead to changes
in the magnetic topology, they can significantly change the be-
havior of reconnection by, for example, a rapid thinning of the
current sheet, or an interplay with the plasmoid instability (see,
e.g., Huang et al. 2011; Ni et al. 2015); when η = 0, the topology
is preserved and there is no magnetic reconnection.
2.2. The energy equation
From basic electrodynamics, the power exerted by the electro-
magnetic field on the plasma is given by J′ · E′. Using the Gen-
eralized Ohm’s Law (Equation 1), we see that, in addition to
the classic ohmic dissipation ηJ2, there appears a new term that
leads to an irreversible entropy increase, namely,
Qamb = ηamb J
2
⊥, (9)
where J⊥ is the current component perpendicular to the magnetic
field. This dissipation term is associated with the collisions be-
tween neutrals and ions and, hereafter, we refer to it as ambipolar
diffusion heating. As a consequence, when taking ion-neutral in-
teraction effects into account, a new entropy source has to be
added to the energy equation as follows:
∂e
∂t
= −∇ · (eu) − P∇ · u + ηJ2 + ηamb J2⊥ + Qrad + QSpitz (10)
where e is the internal energy per unit volume, P the gas pres-
sure, Qrad represents all the entropy sources due to radiation, and
QSpitz is the entropy source due to the thermal Spitzer conductiv-
ity. The Hall term does not cause any energy dissipation since it
is perpendicular to J.
3. Collision frequency and cross section
Collision frequency and cross section are important quantities
when determining the rate at which electrons and the different
ions and neutrals interact with each other. For this reason, we
have to take the state-of-the-art models and measurements of the
mentioned parameters into consideration .
3.1. Collision frequency
The reduced neutral-ion collision frequency, ν∗ni, is given by
ν∗ni =
mni
mn
niσni
(
8KBT
pimni
)1/2
(11)
where ni the ion number density; KB the Boltzmann constant; T
the temperature; and mni = mnmi/(mn + mi) the reduced mass of
the neutral and ion species. In the solar atmosphere, the most fre-
quent collisions are those of the most abundant elements, H and
He, with ions of other elements (Khomenko et al. 2014). There-
fore, we consider the following ion-neutral interactions: neutral
hydrogen (H) and helium (He) atoms colliding with singly ion-
ized ions of the 16 most important elements (either high abun-
dance or low ionization potential) in the Sun and electrons, as
well as neutral hydrogen molecules (H2) colliding with protons
(p) and electrons (e). Thus, the denominator of the ambipolar
diffusion coefficient (Equation 3) in our case is
ΣnΣiρnν
∗
ni = ρH(Σiν
∗
H,i + ν
∗
H,e) + ρHe(Σiν
∗
He,i + ν
∗
He,e)
+ρH2 (ν
∗
H2,p + ν
∗
H2,e) (12)
3.2. Cross section
The cross section for elastic scattering between a given neutral
and a charged particle, σni, is implemented through tables calcu-
lated on the basis of values given by different authors:
– Neutral hydrogen atoms with protons (H–p). From 10−4
to 102 eV in the center of mass of the collision (ECM), the
cross section values are based on quantum-mechanical in-
distinguishability calculations, additionally including charge
transfer (see Krstic´ & Schultz 1999; Glassgold et al.
2005; Vranjes & Krstic 2013)1. In Figure 1, we plot this
cross section with a solid red curve in the range ECM =
[∼0.1, 100] eV, which corresponds to typical solar temper-
atures T = [103,∼106] K (1 eV = 11604 K). For com-
parison purposes, we have also plotted, as a dashed red line,
the constant cross section for collisions between neutral hy-
drogen atoms and protons used by other authors such as
1 For larger values of the energy ECM, namely, 102 to 106 eV, consult
the paper by Schultz et al. (2008)
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Khodachenko et al. (2004); Leake & Arber (2006); Soler
et al. (2009); Khomenko & Collados (2012), among others.
For temperatures below 104 K, the constant definition un-
derestimates, by approximately an order of magnitude, the
temperature-dependent cross section.
– Neutral hydrogen atoms with electrons (H–e). The values
are extracted from Vranjes & Krstic (2013) and references
therein. In Figure 1, this cross section is shown as a pink line
from 0.1 to 10 eV.
– Neutral helium atoms with protons (He–p). The elastic
scattering cross sections are taken from Vranjes & Krstic
(2013) and shown in Figure 1 through a yellow curve.
– Neutral helium atoms with singly ionized helium (He–
He+). The values are obtained from the second chapter of
the book by Franz (2009). In Figure 1, this cross section is
shown in blue.
– Neutral helium atoms with electrons (He–e). These values
are extracted from Vranjes & Krstic (2013) and references
therein. In Figure 1, this cross section is plotted in green from
0.1 to 10 eV.
– H2 molecules with protons (H2–p). This cross section
is based on the fully quantum-mechanical calculations by
Krstic & Schultz (1999) and is shown in Figure 1 with a
black line.
– H2 molecules with electrons (H2–e). Values of this elastic
scattering cross section are extracted from a data base com-
piled by Yoon et al. (2008) and shown in Figure 1 as a gray
line.
– The collision cross sections for hydrogen (or helium) and
heavier elements are not well-known, so we adopt the same
assumption as made by Vranjes et al. (2008): we take the
cross section between hydrogen (or helium) and protons
multiplied by mi/mH (or mi/mHe ), where mi is the mass of
the heavier element.
Fig. 1. Elastic scattering cross section, σni, implemented in the Bifrost
code to calculate ηamb . The different lines correspond to H–p collisions
including temperature dependency and charge exchange (solid red line);
H–e (pink); He–p (yellow); He–He+ (blue); He–e (green); H2–p (black);
and H2–e (gray). For comparison purposes, we have added the constant
σni curve corresponding to H–p collisions that is frequently used in the
literature (dashed red line).
4. Ionization state
The number of elements considered and their ionization state
are also crucial to properly determine the ambipolar diffusion
coefficient. For this reason, the module presented in this paper
has been developed to compute ηamb in a consistent way with the
different existing available equation-of-state (EOS) modules in
the Bifrost code. We have set up two methods to calculate ηamb
according to the EOS used: obtaining the ambipolar diffusion
coefficient through precomputed tabulated values, which is only
possible when using an EOS that assumes LTE (Section 4.1); or
getting the ambipolar diffusion coefficient on the fly, which is
mandatory for NEQ ionization and recombination calculations
(Section 4.2).
4.1. LTE
For LTE numerical experiments, Bifrost has an EOS based on
tables generated by the Uppsala Opacity Package (Gustafsson
et al. 1975), which computes instantaneous molecular dissoci-
ation equilibria and the LTE ionization balance of the 16 most
important elements: elements with a high abundance (larger than
7 on a logarithmic scale) complemented with elements with
an abundance down to 5 but with low ionization potential and
therefore important as electron donors at low temperatures (see
Gudiksen et al. 2011, for details). Table 1 shows the list of
those 16 elements together with the abundances, A, and atomic
mass. Abundances were kept at the original values of Gustafsson
et al. (1975) to ensure compatibility with simulations by Stein &
Nordlund (2000).
In order to tabulate the ambipolar diffusion coefficient, we
create a table for the η∗
amb
coefficient, defined through Equation 3,
which does not depend on the magnetic field, and can therefore
be given just as a function of the density, ρ, and internal energy
per unit volume, . When executing numerical experiments, in-
terpolations are carried out to get the ambipolar diffusion coef-
ficient at the input energy and density. Figure 2 shows η∗
amb
as a
function of ρ and  from the aforementioned EOS table with tem-
perature isocontours superimposed. The zero-point for the exci-
tation/ionization/dissociation energy part of the internal energy
is arbitrary. We have chosen this energy to be 5 eV for a com-
pletely neutral gas with no molecules. This ensures a positive
internal energy even when all hydrogen is bound in molecular
form.
We find that the ambipolar diffusion coefficient has a strong
dependence on the number of elements considered in the EOS.
In order to show this important fact, in Figure 3 we compare
η∗
amb
, as a function of ρ and T , obtained using modified versions
of the EOS of Bifrost. From left to right: A) the complete EOS
of Bifrost; B) an EOS only considering atoms of H, He, Na, Si,
Mg, K, and molecules of H2; C) an EOS just taking H, H2, and
He into account; and D) an EOS only including atomic H. Com-
paring panels A and D, we see that considering a pure hydro-
gen plasma leads to an overestimation of the role of the am-
bipolar diffusion by several orders of magnitude in the coolest
temperatures. The reason is that as the temperature decreases
and hydrogen becomes neutral, the total number of ions drops
more quickly than when heavier elements are present, resulting
in larger values of the ambipolar diffusion coefficient. Assuming
a pure hydrogen plasma also underestimates the ambipolar diffu-
sion above log(T ) ∼ 3.8, in this case because, as the temperature
increases, hydrogen gets ionized leading to a lack of neutrals.
Looking at panels A and C now, it is clear that introducing he-
lium helps to get the right values of η∗
amb
above log(T ) ∼ 3.8.
Introducing molecules of H2 slightly modifies the behavior in
the range of temperature below log(T ) ∼ 3.4 (see the changes
in the isocontours of the color scale); however, the values of η∗
amb
are still overestimated in this regime due to the lack of the main
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electron donors. Panel B shows that we can start to get the right
order of magnitude of the ambipolar diffusion coefficient once
we introduce some of the main electron donors in the chromo-
sphere, such as sodium, silicon, magnesium and potassium.
Fig. 2. Tabulated η∗
amb
as a function of density, ρ, and internal energy
per unit volume, . The values for  are shifted 5 eV to obtain a positive
internal energy when having hydrogen molecules (see main text). Tem-
perature isocontours are superimposed as dashed lines for, from left to
right, 3 × 103 K, 6 × 103 K, 104 K, 2 × 104 K, and 105 K.
4.2. NEQ
In the previous section we show that the inclusion of elements
heavier than hydrogen hugely impacts on the ambipolar diffu-
sion coefficient calculation. This fact has been illustrated in the
foregoing section through different LTE EOS; nonetheless, in the
solar atmosphere, there are important departures from ionization
equilibrium (see the seminal papers by Klein et al. 1976, 1978;
Kneer 1980; Carlsson & Stein 1992, 2002), mainly in the chro-
mosphere and transition region (e.g., Bradshaw & Mason 2003;
Bradshaw & Cargill 2006; Olluri et al. 2013, 2015; Martínez-
Sykora et al. 2016; Nóbrega-Siverio et al. 2018; Kerr et al. 2019;
Rutten 2019). This means that it is not only important to include
all the relevant elements, but also to get the ion and neutral num-
ber density for them through a nonequilibrium ionization calcu-
lation. This is moreover crucial to compute the ambipolar diffu-
sion coefficient due to its strong dependency on the number den-
sity of ions and neutrals. In the following, the cases of nonequi-
librium ionization of hydrogen and helium are commented sep-
arately.
4.2.1. NEQ of hydrogen
The Bifrost code has a module available that calculates the ion-
ization and recombination of atomic hydrogen and the formation
and dissociation of molecular hydrogen, H2, under NEQ condi-
tions (see Leenaarts et al. 2007, 2011, for details about this mod-
ule). The ambipolar diffusion module presented in this paper can
take the atomic and molecular hydrogen number densities from
this NEQ module to compute the collision frequency (Equation
11) and the ambipolar diffusion coefficient (Equation 3), while
the ionization state of the rest of the elements is assumed in LTE.
Using the NEQ of hydrogen module together with the new am-
bipolar diffusion module presented here, Nóbrega-Siverio et al.
(2020) recently showed that the LTE assumption can lead to an
important underestimation of the ionization fraction in magnetic
flux emerging regions of up to 2-3 orders of magnitude. This
means that flux emergence experiments carried out under the
LTE assumption significantly overestimate the role of the am-
bipolar diffusion.
4.2.2. NEQ of hydrogen and helium
The Bifrost code also has the capability of computing the NEQ
ionization and recombination of helium by means of a module
developed by Golding et al. (2016). The NEQ ionization and re-
combination of helium is important in the upper chromosphere,
where the helium ion fractions considerably depart from their
equilibrium values. This module always works together with the
NEQ module of hydrogen, so when running ambipolar diffusion
experiments, we take the atomic and molecular hydrogen, and
atomic helium number densities from this module to calculate
νni and ηamb , while the rest of elements are assumed in LTE. The
combination of these modules largely impacts on the ambipolar
diffusion distribution and changes the ambipolar heating in com-
parison to computations under the LTE assumption (Martínez-
Sykora et al. 2020b), which can provide a completely new in-
terpretation of the observations in the chromosphere (Martínez-
Sykora et al. 2020a).
5. Super Time-Stepping (STS) method
The Super Time-Stepping (STS; Alexiades et al. 1996) is a tech-
nique that can be used to accelerate explicit parabolic calcula-
tions. It is based on the stability properties of the Chebyshev
polynomials, which allow us to relax the CFL condition and take
a larger timestep, ∆tSTS . The method uses two input parameters,
n, a positive integer, and ν ∈ (0, 1), which is a damping factor.
The timestep allowed by the STS method is then given by
∆tSTS =
n
2
√
ν
[
(1 +
√
ν)2n − (1 − √ν)2n
(1 +
√
ν)2n + (1 − √ν)2n
]
∆tAD,CFL , (13)
and is divided into n sub-timesteps τi as follows:
∆tSTS =
n∑
i=1
τi (14)
with
τi = ∆tAD,CFL
[
(ν − 1) cos
(
pi(2i − 1)
2n
)
+ (ν + 1)
]−1
, (15)
where ∆tAD,CFL is the timestep of the parabolic problem (in our
case, ambipolar diffusion) given by the classic CFL condition. It
is important to note that the intermediate values computed along
the n sub-timesteps have no approximating properties: it is only
after the whole ∆tSTS has been reached that the results approxi-
mate the solution and, consequently, have a physical meaning.
The above expressions can be easily implemented to im-
prove the calculation efficiency of ambipolar diffusion experi-
ments; nevertheless, the drawback is that the STS is a first order
scheme in time. In addition, the method has two free parame-
ters, n and ν, and it is necessary to carefully choose their values
to optimize the performance while keeping numerical stability.
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Table 1. Abundances (A) (Gustafsson et al. 1975) and atomic mass (Z) for the 16 elements (El.) used in the EOS of Bifrost.
El. H He C N O Ne Na Mg Al Si S K Ca Cr Fe Ni
A 12.00 11.00 8.55 7.93 8.77 8.51 6.18 7.48 6.40 7.55 7.21 5.05 6.33 5.47 7.50 5.08
Z 1.01 4.00 12.01 14.01 16.00 20.18 23.00 24.32 26.97 28.06 32.06 39.10 40.08 52.01 55.85 58.69
Fig. 3. Tabulated η∗
amb
as a function of the density, ρ, and temperature, T , for different EOS. Panel A, the complete EOS of Bifrost. Panel B, an
EOS only considering atoms of H, He, Na, Si, Mg, K, and molecules of H2. Panel C an EOS just taking H, H2, and He into account. Panel D an
EOS only including atomic H.
The maximum ratio ∆tSTS/∆tCFL that can be reached for any given
n corresponds to the following limit:
lim
ν→0
∆tSTS
∆tAD,CFL
= lim
ν→0
n
2
√
ν
[
(1 +
√
ν)2n − (1 − √ν)2n
(1 +
√
ν)2n + (1 − √ν)2n
]
= n2 (16)
In this limit, the CFL criterion would need n2 steps to reach one
∆tSTS , while the STS method requires just n, as explained above
(Equation 15). Assuming a similar computing load for each step,
whether in the STS or in the CFL-limited calculation, this im-
plies that the STS method would be n times faster than the sim-
ple CFL-limited one. However, it is necessary to impose a lower
threshold for ν, since ν = 0 is a stability limit, and choosing
small values of ν can make the STS method very sensitive to
round-off errors (Alexiades et al. 1996). In the next subsection,
we explain our choices made for ν and n.
5.1. Implementation of the STS method in the Bifrost code
In this section, we show the STS implementation in the Bifrost
code and the choice of the n and ν parameters. To that end, we
use an operator splitting scheme, which is a standard technique
to advance in time the solution at each timestep separately for
groups of terms that contain different physics, hence with dif-
ferent numerical requirements, while keeping codes modular. In
our case, the induction and energy equations (Equations 5 and
10, respectively) are separated and solved over a timestep ∆t de-
termined by the minimum of the two following values: 1) the
standard timestep given by the MHD and radiation terms con-
sidered in the Bifrost code (see Gudiksen et al. 2011, for further
details); and 2) the timestep imposed by the ambipolar and Hall
term that appear in the generalized Ohm’s law from Equation (1).
In particular, we take advantage of the operator splitting to solve
separately the ambipolar diffusion term using, when necessary,
the STS method. In order to determine whether the STS method
can be efficiently applied, let us assume a system in which
∆tMHD,CFL = C ∆tAD,CFL , C ∈ R+. (17)
In this equation, ∆tMHD,CFL is the timestep given by the CFL cri-
terion for the standard MHD part, and ∆tAD,CFL , the one for the
ambipolar diffusion term. For any acceleration method, like the
STS, to be of interest, it is obviously necessary that ∆tMHD,CFL >
∆tAD,CFL , that is, C > 1.
5.1.1. Choice of the free parameters n and ν
In the literature, even though STS has been broadly implemented
in various codes and physical processes (see Section 1), there is
no thorough analysis of the choice of the n and ν parameters, so
the use of the STS method is not precisely specified. We have in-
vestigated several properties of these STS free parameters. In the
following, we detail various aspects that should be considered:
1. ∆tSTS should not be larger than the timestep imposed by the
general MHD and radiation terms (∆tMHD,CFL ), since the time
advance of the system is limited by the minimum of all ap-
plicable timestep conditions. Consequently,
∆tAD,CFL ≤ ∆tSTS ≤ ∆tMHD,CFL . (18)
This condition can be rewritten using Equations (13) and
(17) :
1 ≤ n
2
√
ν
[
(1 +
√
ν)2n − (1 − √ν)2n
(1 +
√
ν)2n + (1 − √ν)2n
]
≤ C (19)
with ν ∈ (0, 1) and C > 1. The above is the minimum re-
quirement to apply the STS method. For n = 1 the function
at the center of the inequality is below 1 for all ν > 0, so,
since n is an integer, Equation (19) implies n ≥ 2.
2. In addition, we tighten the lower bound of Equations (18)
and (19) as follows: for the STS method to be computa-
tionally advantageous, its n substeps must permit a greater
advance in time than n times the timestep ∆tAD,CFL . Thus, in
Equation (18) we set n∆tAD,CFL < ∆tSTS , so the lower bound of
Equation (19) becomes
n <
n
2
√
ν
[
(1 +
√
ν)2n − (1 − √ν)2n
(1 +
√
ν)2n + (1 − √ν)2n
]
≡ f (n, ν) (20)
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For simplicity, we have introduced the symbol f (n, ν) for the
term on the right of the above expression. It can be shown
that the constraint (20) imposes a maximum value for ν. To
prove it, in Figure 4 we have plotted f (n, ν) against n for
different values of ν (dashed lines). In the image, the solid
red curve is f (n, ν) = n2, which corresponds to the limit of
stability (ν = 0). The solid black curve is simply the straight
f (n, ν) = n that allows us to discern which combinations of
n and ν verify the above inequality. As seen in the figure,
f (n, ν) = n roughly coincides with the curve ν = 0.25. In
fact, through a limit analysis of f (n, ν)/n,
lim
n→∞
1
2
√
ν
[
(1 +
√
ν)2n − (1 − √ν)2n
(1 +
√
ν)2n + (1 − √ν)2n
]
=
1
2
√
ν
, (21)
we find that the constraint f (n, ν)/n = 1 gives us an asymp-
totic limit of ν, namely, ν = 0.25: the maximum value of
ν that results from the optimization constraint (20). In the
code, to avoid working with asymptotic limits, we use as the
upper limit of ν, the one obtained for the lowest possible n,
i.e., (n = 2), namely, ν <
√
5 − 2.
Fig. 4. Plot showing f (n, ν) versus n for different values of ν (dashed
curves). Solid lines represent f (n, ν) = n2 (red) and f (n, ν) = n (black).
3. There is also a strong constraint concerning the use of large
n. In principle, it would be mathematically possible to have
any value of n; nonetheless, numerically, large values of
n can be problematic. This is because, during the n sub-
cycling shown in Equation (15), the inner values obtained
within the loop do not have any physical meaning, as al-
ready mentioned, and can reach very large values that com-
promise the accuracy of the calculations due to the limited
precision. There are three ways to alleviate this problem:
(a) increasing from single to double precision, which al-
lows calculations with larger values of n but increases the
memory requirements; (b) introducing an elaborate normal-
ization, which helps to avoid Infinity or !NAN values but
increases the number of operations and complicates its im-
plementation; (c) imposing a strict maximum of n according
to the experience. The latter is the solution we have adopted
and requires some testing to discern the valid n that will keep
the simulations stable. We find that n starts to be problem-
atic above 12, approximately. In order to ensure greatest sta-
bility, we have decided to impose as a maximum n = 10.
This, together with the previous considerations, gives us the
two following ranges we must fulfill: 0 < ν <
√
5 − 2 and
2 ≤ n ≤ 10. In Figure 5, the valid parameter-space derived
from those ranges is shown within the three solid red lines of
the image.
Fig. 5. Plot showing f (n, ν) versus n for different values of ν (dashed
curves). Solid lines represent the boundaries of the parameter-space
considering the constraints described in the text related to optimization
and stability, namely, f (n, ν) = n2, f (n = 10, ν) and, f (n, ν =
√
5 − 2).
4. The final step to determine the optimum combination of n
and ν can be taken now. The ideal situation would be to reach
∆tMHD,CFL in the minimum number of stable n steps without
compromising the accuracy of the solution. To that end, we
impose,
∆tSTS = ∆tMHD,CFL (22)
which implies the following relationship between n and ν:
f (n, ν) =
n
2
√
ν
[
(1 +
√
ν)2n − (1 − √ν)2n
(1 +
√
ν)2n + (1 − √ν)2n
]
= C (23)
We could obtain the minimum number of substeps n in the
limit ν → 0, so, from Equation (16) and considering that n
has to be an integer, n = int(
√
C). However, since ν = 0
corresponds to the limit of stability, one should consider
n > int(
√
C). The first option would be to use n =
√
C + 1;
nevertheless, the associated ν could still be small to affect
our calculations by round-off errors as pointed out by Alex-
iades et al. (1996). For this reason, in our STS calculations
we impose
n = int(
√
C) + 2 with C > 4 (24)
For the cases when 2 ≤ C ≤ 4, instead of STS, we apply
the subcycling method described by Martínez-Sykora et al.
(2017a), that is, only the induction and energy equation are
evolved separately from the rest of MHD equations; when
1 ≤ C ≤ 2, we follow the CFL criterion.
Having determined n, we can see that, to apply the STS
method, for each n there is a limited range of values of ν that
satisfies Equation (23) for C > 4. This is illustrated in Figure 6
through a 2D map of C/n showing the range of ν that satisfy that
condition for each n as a colored patch. The corresponding val-
ues of C/n are given in the colorbar. In the image, we have over-
plotted a red horizontal line to delimit ν =
√
5 − 2, and a black
one that delineates the minimum value of ν for the maximum
n = 10 (ν ≈ 0.00185). We see that with this implementation, we
can speed up the calculations up to a factor 8. Using the criteria
just indicated for the choice of the ν and n parameters, we can
get the best performance, optimizing the speed for the ambipolar
diffusion calculations in the Bifrost code.
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Fig. 6. 2D map of C/n showing as colored patches the combinations of
n and ν that verify Equation (23) for C > 4. In the image, the horizontal
dashed lines mark the values ν =
√
5− 2 (red) and the value of ν for the
maximum n = 10 (ν ≈ 0.00185, black)
6. Hyperdiffusion
In order to maintain the stability of the code, we have imple-
mented hyperdiffusion terms related to the ambipolar diffusion.
The diffusive operator for the induction equation follows the
idea originally described by Galsgaard & Nordlund (1995) and
later implemented in the Bifrost code (Gudiksen et al. 2011)
and in its preexisting non-STS Generalized Ohm’s Law module
(Martínez-Sykora et al. 2017a). In the following, for compact-
ness, we only describe the hyperdiffusion operator for the induc-
tion equation in the x direction. Equivalent explanations can be
given for the other two directions.
∂Bx
∂t
= ... +
∂
∂z
[
∆x
2
(
ν(1)x + ν
(2)
x + ν
(3)
x
)
Q
(
∂Bz
∂x
)
Jy
]
+
∂
∂z
[
∆z
2
(
ν(1)z + ν
(2)
z + ν
(3)
z
)
Q
(
∂Bx
∂z
)
Jy
]
− ∂
∂y
[
∆x
2
(
ν(1)x + ν
(2)
x + ν
(3)
x
)
Q
(
∂By
∂x
)
Jz
]
− ∂
∂y
[
∆y
2
(
ν(1)y + ν
(2)
y + ν
(3)
y
)
Q
(
∂Bx
∂y
)
Jz
]
(25)
where ∆x, ∆y and ∆z are the grid spacing in the x, y and z direc-
tion, respectively; Q is a positive definite quenching factor (see
Galsgaard & Nordlund 1995; Gudiksen et al. 2011; Martínez-
Sykora et al. 2017a); and ν(1)j , ν
(2)
j and ν
(3)
j are the three hyper-
diffusion terms in the x, y, or z direction that we describe in the
following.
– ν(1)j is a hyperdiffusion term proportional to the ambipo-
lar diffusion coefficient that damps waves with the shortest
wavelengths, that is, the largest wavenumber: the Nyquist
wavenumber. The term is as follows
ν(1)j = ν1ηamb
pi
∆ j
(26)
where ν1 is a dimensionless coefficient of order 10−2.
– ν(2)j is a hyperdiffusion term related to the advective trans-
port of magnetic field attached to the charged species, in fact,
more precisely, to the electrons. It is defined as
ν(2)j = ν2|uamb, j| (27)
where ν2 is a dimensionless coefficient of order 10−2. The
Bifrost code already has a hyperdiffusion term because of
the advection of the magnetic field with the velocity u, and
for that reason here we only need to consider the extra part
due to ambipolar diffusion.
– ν(3)j is a hyperdiffusion term related to magnetic shocks. The
magnetic field is only influenced by the perpendicular ve-
locity field, so it is possible to adopt a hyperdiffusion term
that depends on the convergence of the velocity field. As in
the previous term, Bifrost has already implemented a term
for u⊥, so here we only have to implement one for the am-
bipolar diffusion velocity. Since this velocity field is already
perpendicular, the ν(3)j term is as follows:
ν(3)j = ν3∆ j|∇ · uamb | j (28)
where ∇ is a first order finite difference operator and ν3 a
dimensionless coefficient of order 10−2.
7. Validation test
After programming the STS following the parameter choice de-
scribed in Section 5 and explaining the hyperdiffusion terms in
Section 6, we need to verify that the STS is correctly imple-
mented in the Bifrost code. To that end, we have proceeded with
a test that has the advantage that allows us to verify the method in
2.5D MHD scenarios for different initial conditions. This is pos-
sible thanks to the existence of a self-similar analytical solution
(see Pattle 1959). In the following, we describe this analytical
solution and the goodness of our STS implementation.
7.1. Self-similar solution for ambipolar diffusion problems
The test we intend to carry out is based on the induction equa-
tion when only taking the ambipolar term into account, in other
words, the pure ambipolar diffusion case. If we also assume
that the ambipolar coefficient η∗
amb
is homogeneous, the induction
equation (Equation 5) becomes
∂B
∂t
= η∗
amb
∇ × [(J × B) × B] . (29)
In a 2D domain with polar coordinates, this equation becomes a
non-linear diffusion equation when considering an axisymmetric
function for B. Pattle’s self-similar solution is of the form:
By(r, t) −→
(
Φ
4piη∗
amb
t
)1/3 [
1 − r
2
R2(t)
]1/2
, (30)
for r < R(t), and 0 otherwise; where
R2(t) −→ 3
2
4η∗amb t (Φpi
)21/3 , (31)
Φ is the magnetic flux, y is the symmetry axis, and r2 = (x −
x0)2 + (z− z0)2. From those expressions, it is clear that By ∝ t−1/3
and R ∝ t1/6. The problem has the additional feature that any
single-lobed initial condition with total flux Φ is expected to
tend, asymptotically in time, to the shape given in Equations (30)
and (31) (Zel’dovich & Raizer 1967). This is a robust multidi-
mensional test to check whether the STS method was properly
implemented in the code.
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7.2. Numerical test
Fig. 7. Results of the STS validation test for the self-similar solution.
Top panel: evolution of the maximum of the magnetic field with time
(black asterisks) and power-law fit (red line). Bottom panel: evolution
of Xb with time (black asterisks) and power-law fit (red line). Above
each panel is shown the resulting fit formula.
In order to test the STS method with that self-similar solu-
tion, we create a 2.5D snapshot of 1024×1024 points. The phys-
ical domain spans from −5.0 ≤ x ≤ 7.5 Mm to −5.0 ≤ z ≤ 7.5
Mm, with a numerical resolution of ∆x = ∆z = 12 km. In that
domain, we define as initial condition the following axisymmet-
ric function for the magnetic field
By0(x, z) = B0e−[(x−x0)
2+(z−z0)2]/w2 (32)
where B0 = 0.8 G, x0 = 0 Mm, z0 = 0 Mm, and w = 0.5
Mm. The rest of parameters are representative of the chromo-
sphere: the initial internal energy per unit volume is e0 = 4×10−3
erg cm−3; the initial density ρ0 = 10−9 g cm−3; and the am-
bipolar diffusion coefficient is set to a constant, namely, η∗
amb
=
1016 cm2 s−1 G−2. This initial condition does indeed converge to
the self-similar solution with the same integrated magnetic flux
after an initial transient phase. The results for the self-similar
stage are shown in Figure 7. In the image, the top panel illus-
trates the evolution of the maximum of the magnetic field with
time through black asterisks. The power-law fit to that curve is
By = 0.100 t−0.332, (33)
and it is shown as a red curve in the figure. The exponent in
(33) agrees quite well with the predicted value, −1/3, shown in
Equation (30). On the other hand, the bottom panel contains the
evolution of Xb (one of the Cartesian components of R) with time
(black asterisks) and its power-law fit fit (red). The power-law fit
yields
Xb = −1.732 t0.166, (34)
which again agrees with the expected value 1/6 from Equation
(31). This tests indicates that our STS implementation is cor-
rect. In addition, to ascertain the speed-up factor that we gain by
means of the STS, we have run the same test with the same num-
ber of CPUs under the CFL criterion and also using the subcy-
cling method described by Martínez-Sykora et al. (2017a). The
results show that for this test, STS can lead to a speed-up fac-
tor of 8 and 4 with respect to the CFL and subcycling method,
respectively.
8. Conclusions
In this paper, we have described the implementation of a new
module in the Bifrost code to efficiently address ambipolar dif-
fusion problems in the solar atmosphere with the state-of-the-art
microphysics, pursuing a fourfold purpose:
– We have reviewed the existing literature to implement the
most accurate collision cross sections and frequencies, which
are crucial for proper calculation of the ambipolar dif-
fusion coefficient. For instance, we have considered the
temperature-dependent cross section of the collisions be-
tween hydrogen and protons (Vranjes & Krstic 2013), which
can be, roughly, one order of magnitude larger than the con-
stant value usually taken in the literature (e.g., Khodachenko
et al. 2004; Leake & Arber 2006; Soler et al. 2009) for tem-
peratures below 104 K. In addition, we have included the
cross sections of collisions with hydrogen molecules that
may be important in the coolest regions of the Sun, such
as sunspot umbrae, where estimations from observations re-
veal that there is a substantial H2 molecule formation present
(Jaeggli et al. 2012).
– Through an analysis of the elements included in the EOS, we
have shown that in the solar atmosphere, it is necessary to in-
clude heavier elements than hydrogen, primarily helium and
the most important electron donors, to properly estimate the
role of the ambipolar diffusion. In fact, considering a pure
hydrogen plasma can lead to an overestimation of the am-
bipolar diffusion coefficient by several orders of magnitude.
– Since the correct determination of the ionization fraction is
also relevant for the ambipolar diffusion calculation, we have
also made this new module compatible with previous Bifrost
modules that compute the NEQ ionization and recombina-
tion of hydrogen and helium as well as the H2 formation un-
der NEQ conditions (Leenaarts et al. 2011; Golding et al.
2016). This way, we have opened a new avenue to address
partial ionization effects together with departures of the ion-
ization state from the LTE in the solar atmosphere. In fact,
NEQ ionization and recombination effects of hydrogen have
been shown to be key for the understanding of the ambipolar
diffusion in magnetic flux emergence processes in the Sun
(Nóbrega-Siverio et al. 2020). In addition, Martínez-Sykora
et al. (2020b), combining the module presented in this paper
together with the two aforementioned NEQ modules of hy-
drogen and helium, have shown the important variations in
the thermodynamics in the chromosphere and transition re-
gion with respect to calculations carried out assuming LTE.
– We have also implemented the STS method in the Bifrost
code, carrying out a thorough analysis of the choice of the
two free parameters of the STS method to obtain the best per-
formance. This choice allows us to speed up single-precision
computations including the ambipolar diffusion term up to a
factor 8 in comparison with the same calculation run under
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the CFL criterion. In addition, we have described the hyper-
diffusion terms that maintain the stability of the code when
ambipolar diffusion is taken into account.
The numerical techniques presented in this paper may fa-
cilitate hints to address ambipolar diffusion problems in other
astrophysical systems.
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