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Résumé – Le travail présenté dans cet article se situe dans le cadre de la modélisation paramétrique des champs stochastiques 
tridimensionnels (3-D). Nous introduisons des modèles paramétriques issus de la décomposition de Wold 3-D et mettrons en 
évidence la structure spatiale et spectrale de la partie évanescente d’une texture 3-D. 
Abstract – This  paper deal with the multidimensional (3-D) parametric model of stochastic processes. We introduce a new 
models and new results based on 3-D Wold decomposition. By this way we can provide both spatial and spectral properties of 
the evanescent component of 3-D texture. 
 
1. Introduction 
Dans le contexte de la prédiction linéaire, Helson et 
Lowdenslager [1] ont introduit en 1962 le théorème de la 
décomposition de type Wold pour les processus stochastiques 
stationnaires. Il s’agit de la décomposition d’un processus en 
une somme de deux composantes orthogonales, la première 
étant déterministe et la deuxième est complètement non 
déterministe (CND). En outre, ils ont mis en évidence 
l’existence dans le cas 2-D d’une troisième composante 
nommée composante évanescente, obtenue par la 
décomposition de la partie déterministe en deux parties 
orthogonales. Ces travaux ont été étendus et approfondis par 
Korezlioglu et Loubaton [2], Francos et al. [3]. 
Ces résultats théoriques ont été appliqués ces dernières 
années en traitement d’image. Ainsi, dans le cadre de 
l’analyse-synthèse des images texturées, Francos et al. [4] ont 
proposé des modèles paramétriques pour  chacune des trois 
composantes. Récemment ces modèles ont été appliqués à la 
segmentation et à l’indexation d'images texturées [5]. Par 
ailleurs, plusieurs algorithmes ont été proposés pour 
l’extraction des différentes composantes d’une image texturée 
[6] - [8]. 
La décomposition de Wold 2-D pallie le fait que le modèle 
paramétrique classique de type AR 2-D ne permet pas 
d’analyser et de synthétiser les textures structurées c'est-à-dire 
celles qui contiennent des parties périodiques ou avec des 
orientations privilégiées [9], [10]. En effet, les modèles AR 2-
D ne permettent de caractériser que les textures ayant un 
caractère aléatoire dans toutes les directions. Par contre, les 
informations concernant l’orientation sont contenues dans le 
champ évanescent. Tel est le cas par exemple pour les 
textures briques, bois de l’album de Brodatz [11]. 
Nous proposons dans cet article une extension au cas 3-D 
et nous donnons les résultats préliminaires obtenus pour la 
décomposition de Wold 3-D.  
2. Décomposition de Wold 3-D. 
Soit { }3),,( ),,(; Ζ∈= tnmyY tnm  un processus 
stochastique 3-D de moyenne nulle et H  l’espace d’Hilbert  
associé donné par { ( ) ( ) }3,,,,, ZtnmtnmypsH ∈= . Un tel 
processus est dit homogène ou stationnaire au sens large si 
toutes les variables sont de carré intégrable, 
∞<)],,([ 2 tnmyE , et si la fonction d’autocorrélation définie 
par )],,(),,([),,( tnmyltknjmyElkjry +++= , est 
indépendante de nm ,  et t . Dans ce cas (.,.,.)yr  admet la 
représentation spectrale suivante: 
( )∫ ηνη+ν+ωπ= 3 ,,)](2exp[),,( Ky wdFlkjlkjr  
Où ]2/1,2/1[−=K  et ( )η,, vwF  est la distribution spectrale 
du processus. 
Dans la suite nous considérons un ordre total ≤  sur  3Z  
défini par  
( ) ( ) ( ) ( ){ }∪<==∈⇔< tcnbmacbalkjtnmlkj ,,/,,,,,,,,  
       ( ){ } ( ){ }ZcbmacbaZcnbmacba ∈<∪∈<= ,,/,,,,/,,  
On appelle le passé de ( )tnmy ,,  le sous espace ),,( tnmH  de 
H  engendré par les vecteurs qui précèdent ( )tnmy ,,  :
 ( ) ( ) ( ){ }tnmlkjlkjyspH tnm ,,,,/,,),,( ≤= . 
Le prédicteur linéaire causal de ( )tnmy ,, , qui minimise la 
variance de l’erreur de prédiction, est la projection 
orthogonale ( )tnmy ,,ˆ  de ( )tnmy ,,  sur le sous espace 
( )1,, −tnmH . Soit ( ) ( ) ( )tnmytnmytnmu ,,,,ˆ,, −=  l’erreur de 
prédiction au point ( )tnm ,, . Le processus ( ){ }tnmu ,,  est dit  
processus  d’innovation de Y . Pour définir les deux notions 
de déterminisme et de non déterminisme, on note, cndH  
l’espace engendré par les innovations ( )tnmu ,,  et  detH  
l’orthogonal de cndH  dans l’espace H ,  
 cndHHH ⊕= det . 
On appelle  
∞−
H  le passé lointain du processus donné par, 
α
∈α
∞−
= HH
Z 3
 . Il est facile de vérifier que detHH ⊆∞−  
Ainsi, en notant eH  son complémentaire orthogonal dans 
detH , l’espace du processus admet la décomposition 
orthogonale suivante : 
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∞−⊕⊕= HHHH ecnd  (1) 
Définitions: Un processus stationnaire est dit: 
1. complètement non déterministe (CND) si  cndHH =   
2. déterministe si { }0=cndH . 
3. évanescent si { }0=cndH  et { }0=∞−H . 
4. de type 
∞−
H  si 
∞−
= HH  
 
Pour un ordre total fixé sur 3Z , tout  processus stochastique 
3-D homogène se décompose en une  somme de trois 
composantes orthogonales  [12]. 
),,(),,(),,(),,( tnmtnmtnmtnm ehuy ++=  (2) 
où { }),,( tnmu  est CND, la composantes { }),,( tnmh  est de 
type  
∞−
H  et { }),,( tnme  est évanescente. 
Contrairement au cas 2-D, la composante évanescente 
{ }),,( tnme  se décompose en outre en une somme de deux 
composantes orthogonales que nous appellerons dans la suite, 
champ évanescent de type 1 et champ évanescent de type 2 
( ) ( ) ( )2 ,,1 ,,,, tnmtnmtnm eee +=  et l’expression (2) devient : 
),,(2),,(1),,(),,(),,( tnmtnmtnmtnmtnm eehuy +++=  (3) 
Cette extension au cas 3-D est fondée sur des 
développements mathématiques et certains résultats 
théoriques de la prédiction linéaire donnés dans [1],[12], [13]. 
3. Caractéristiques spectrales  
La décomposition orthogonale (3) entraîne la 
décomposition de la distribution spectrale du processus Y  en 
une somme de mesures spectrales mutuellement singulières 
que nous noterons respectivement uF , hF , 1eF  et 2eF  
( ) ( ) ( ) ( ) ( )ηνω+ηνω+ηνω+ηνω=νω ,,,,,,,,,, 21 eehuy FFFFuF   
où uF  est absolument continue tandis que les distributions 
spectrales hF  , 1eF  et 2eF  sont des mesures supportées par 
des ensembles de mesure nulle par rapport à la mesure de 
Lebesgue ),,(3 ηλ vw  sur 3R . Les distributions spectrales des 
trois composantes déterministes sont des combinaison 
linéaires des mesures de la forme: 
),,(),,( 3 η=η vwdFvwdF sh  (4) 
).(),(),(),,( 121 ηλ=ηνω se dFvwdvwfdF  (5) 
).,()()(),,( 212 ηλ=ηνω vdFwdwgdF se  (6) 
Où, skF , pour 3,2,1=k  est une mesure singulière k-D et 
).,( vwf  )(wg  sont respectivement des densités spectrales    
2-D et 1-D. 
4. Modélisation  
Au niveau de la modélisation, l’orthogonalité des 
différentes composantes conduit à des modèles indépendants 
pour chacune des parties. La composante CND ),,( tnmu  ayant 
une distribution spectrale (.,.,.)uF  absolument continue est 
théoriquement représenté par un modèle MA infini. 
Cependant une représentation par un modèle autorégressif  
(AR 3-D) peut être utilisée. Ce dernier modèle a été utilisé 
pour l’analyse-synthèse des  images texturées [14]. Le 
problème de la sélection de l’ordre de cette classe de modèles 
est traité dans [15]. Un exemple de texture synthétisée par ce 
modèle est donné par la figure (FIG.1) 
Pour des considérations pratiques, la modélisation de la partie  
déterministe nécessite des approximations du cas théorique à 
l’instar du cas  2-D [4]. Ainsi, la distribution singulière sF3  
est  supposée portée par un ensemble dénombrable de points 
dans 3K . Ceci nous permettra d’approximer la distribution 
hF  par une combinaison linéaire de fonctions de Dirac 3-D et 
la composante ),,( tnmh  par un modèle harmonique 3-D donné 
par : 
[
])(
)(),,(
1
pppp
pppp
P
p
utvmwnSinD
utvmwnCosCtmnh
+++
++∑=
=
 
Où P  le  nombre de composantes, le triplet ),,( ppp uvw  est  
la fréquence 3-D du pème  harmonique. 
La figure (FIG.1) présente une texture 3-D synthétisée par  un 
modèle de ce type à deux composantes. Dans ce cas, le 
spectre  est supporté par quatre ‘pics 3-D’ isolés  (FIG. 3) 
Ce modèle a été utilisé à titre d’exemple pour le filtrage 
d’images sismiques [16]. 
4.1 Champ évanescent 3-D de type 1: 
La distributions spectrale ),,(1 ηνωedF  est séparable (5); 
elle est le produit d’une densité 2-D  et d’une mesure 
singulière  1-D notée sF1 . En négligeant les ensembles de 
type singulier-continu, la  distribution sF1  est approximée par 
une combinaison linéaire de fonctions de Dirac 1-D. Par 
conséquent la distribution spectrale ),,(1 ηνωedF   est 
approximée par : 
( ) { })()(),(,, 11
1
1 1
ii
I
i
ie ff η+ηδ+η−ηδ∑ νω=ηνω
=
 
(7) 
Où (.,.)if  est une densité absolument continue par rapport à 
la mesure de Lebesgue sur 2R  et ().1δ  est la fonction de Dirac 
1-D. D’après (7) cette composante peut donc être modélisée 
par  une somme de sinusoïdes modulées par un processus AR 
2-D comme suit : 
[ ( ) ( ) ])2sin(,)2(cos,),,( 1
1
1 tvmnTtvmnStmne iii
I
i
i π+π∑=
=
 
(8) 
où,  (.,.)jS , (.,.)jT  sont des processus homogènes 2-D, non 
déterministes, mutuellement orthogonaux, de même densité 
spectrale et sont modélisés par un modèle AR 2-D. Pour tout 
1,...1 Ii = , iv  est la fréquence de la iième composante 
évanescente élémentaire de type 1. Une texture 3-D 
synthétisée par ce modèle contenant une composante est 
illustrée dans la figure (FIG.5). Le spectre de ce type de 
texture est supporté par des plans parallèles dans l’espace. 
(FIG.6)  
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4.2  Champ évanescent 3-D de type 2  
Sous les mêmes hypothèses simplificatrices, la densité 
singulière (.,.)2sF  est supposée comme une combinaison 
linéaire de fonctions de Dirac 2-D. Ainsi, La distribution 
spectrale de la composante évanescente de type 2 est  
approximée par : 
( ) { }),(),()(,, 22
1
2 2
iiii
I
i
ie vvvvgf η+η+δ+η−η−δ∑ ω=ηνω
=
 (9) 
A partir de (9) le modèle proposé pour cette composante est 
une somme des sinusoïdes 2-D dont les amplitudes sont 
modélisées par  un modèle AR 1-D. 
[ ( ) ( ) ])(2sin()(2(cos),,( 2
1
2 tmvnTtmvnStmne iiiii
I
i
i η+π+η+π= ∑
=
 (10) 
Où   { })(nSi  et { })(nTi  sont deux processus non déterministes 
modélisés par un modèle AR 1-D qui vérifient les propriétés 
d’orthogonalité similaires à (8). Le couple ),( iiv η  est la ième 
fréquence spatiale et 2I  est le nombre de composantes. Les 
figures FIG.7 et FIG.8 représentent  les caractéristiques 
spatiales et la forme géométrique du spectre d’un champ 
évanescent de type 2 qui est supporté dans ce cas par des 
droites parallèles dans 3K . 
5. Conclusion 
La décomposition de wold 3-D des champs stochastiques 
stationnaires au sens large permet de développer de nouveaux 
modèles paramétriques capables  de synthétiser et d’analyser 
des textures 3-D totalement périodiques ou périodiques 
suivant des directions particulières. Ces modèles offriraient 
donc la possibilité de représenter toutes les composantes 
d’une texture homogène qui dans le cas général est un 
mélange de champs déterministes et aléatoires. 
Figures 
 
 
FIG 1 : Les (120, 100, 90)ième tranches d’un bloc généré 
par un  AR 3-D à support quart d’espace d’ordre (2,2). 
 
 
FIG 2 : Module de Fourier du bloc AR 3-D QS de la FIG 1. 
 
 
 
FIG 3 : FIG 1 : Les (90, 90, 90)ième tranches d’un bloc 
généré par le modèle harmonique 3-D à deux composantes 
 
 
FIG 4 : Module de Fourier du bloc harmonique de la FIG 3. 
 
 
FIG 5 : les (120, 100, 90)ième tranches d’un bloc évanescent 
3-D de type 1 à 1 composante. 
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FIG 6 : Module de Fourier du texture 3-D de la FIG 5. 
 
 
 
FIG 7 : les (80 , 90, 100)ième tranches d’un bloc évanescent 
3-D de type 2 à 2 composantes 
 
 
FIG 8 : Module de Fourier du texture 3-D de la FIG 7. 
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