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In this paper we consider the second order Monge]Ampere equations inÁ
 .  .  .1 q 1 , 2 q 1 , and 3 q 1 dimensions. We face the problem of reducing to
linear form the first order systems that are equivalent to the given Monge]AmpereÁ
equations. When the coefficients are assumed constant there are introduced
invertible point transformations, suggested by the invariance with respect to
one-parameter Lie groups of point symmetries, allowing us to get linear equations.
Moreover, the case of nonconstant coefficients is discussed and some linearizable
classes of Monge]Ampere equations with coefficients depending on first orderÁ
derivatives are characterized. Q 1998 Academic Press
1. INTRODUCTION
As is well known, quasilinear or nonlinear hyperbolic equations usually
possess solutions that break down in a finite time. For instance, by
considering a quasilinear equation of order N, the discontinuity across a
 .curve or surface of the higher order derivatives of the field u propagates
along the characteristics with speeds depending on the field u and its
derivatives until the order N y 1, and determined as roots of the charac-
teristics polynomial. Of course, also the characteristic velocities have, in
general, discontinuities in the first order derivatives across the characteris-
tics. These discontinuities are responsible for the occurrence of the break-
 .down in the N y 1 st order derivatives of the solution. In some sense this
occurrence is typical of the nonlinearity.
However, it may happen that a speed of propagation depends on the
field u and its derivatives in such a way that its first order derivatives are
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not discontinuous. In this case the corresponding wave is said to be
w x w x``exceptional'' in the sense of Lax 1 and Boillat 2 . If all the speeds of
propagation have this property, the equation is called ``completely excep-
tional'' or ``linearly degenerate.'' In this case it behaves like a linear
 .equation, since the discontinuity of the N y 1 st order derivatives of the
solution will not occur.
w xIn 1968 Boillat 3 showed that the most general second order nonlinear
 .hyperbolic equation in 1 q 1 dimensions that is completely exceptional is
w xthe well known Monge]Ampere equation. In 1973 Ruggeri 4 generalizedÁ
 .the Monge]Ampere equation to 2 q 1 dimensions by using the require-Á
w xment of complete exceptionality. Donato, Ramgulam, and Rogers 5
 .characterized the 3 q 1 -dimensional Monge]Ampere equation by impos-Á
w xing once again the condition of complete exceptionality. Boillat 6 , with
the same procedure, derived the general form of Monge]Ampere equationÁ
 .in n q 1 dimensions.
Since a completely exceptional equation behaves like a linear equation,
it can be of interest to look whether it may be reduced through some
invertible transformation to linear form.
w x In 5 it has been shown that, under suitable conditions, there exists in
 .  .  . .1 q 1 , 2 q 1 , and 3 q 1 dimensions a Backlund transformation ofÈ
reciprocal type mapping the Monge]Ampere equations to linear canonicalÁ
forms.
In the present paper we face the problem of linearizing the first order
systems which are equivalent to the second order Monge]Ampere equa-Á
 .  .  .tions in 1 q 1 , 2 q 1 , and 3 q 1 dimensions by means of invertible
point transformations suggested by the invariance with respect to Lie
w xgroups of point symmetries 7]12 .
 .More precisely, it will be shown that the 1 q 1 -dimensional Monge]
Ampere equation with constant coefficients, written under the form of aÁ
first order system of partial differential equations, is left invariant by a
suitable infinite-dimensional Lie group of point transformations; this in-
w xvariance allows us to use a theorem proved in 13 and introduce a variable
transformation that reduces the given system to linear form.
When the coefficients of the Monge]Ampere equation are assumed toÁ
be functions of the first order derivatives, the same transformation as in
the constant coefficient case may be introduced and a quasilinear system is
recovered. This quasilinear system in turn can be reduced to linear form
w x w xby means of hodograph 14 or hodograph-like 15 transformations accord-
ing to the form of the coefficients.
 .  .In the case of 2 q 1 - and 3 q 1 -dimensional Monge]Ampere equa-Á
tions with constant coefficients there are characterized the conditions to
be satisfied by the coefficients in order for an infinite-dimensional Lie
group of point transformations to exist. Then, the variable transformation
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leading to linearization is introduced. When the coefficients are not
constant but depend upon the first order derivatives, the same procedure
as in the constant coefficient case leads to quasilinear systems of partial
differential equations that, under suitable conditions, can be linearized by
 w x.using a generalization see 16 of the hodograph-like transformations
w xconsidered by Varley and Seymour 15 .
Á2. THE MONGE]AMPERE EQUATION
 .IN 1 q 1 DIMENSIONS
Let us consider the second order nonlinear partial differential equation
u q f x , t , u , u , u , u , u s 0, 2.1 .  .t t t x t x x x
 .with u x, t a scalar function, f an unspecified function of the indicated
arguments, and the subscripts t and x denoting partial derivatives with
respect to the indicated variables.
To study the propagation of discontinuity waves it is necessary to
 .differentiate Eq. 2.1 with respect to t, whereupon we obtain a third order
quasilinear equation. By assuming u to be continuous together with its
first and second order derivatives, whereas its third order derivatives suffer
 .a jump across a line w x, t s 0, we obtain that the speeds l of propaga-
tion of the discontinuity waves are obtained by solving the characteristic
polynomial
­ f ­ f wt2l y l q s 0, l s y . 2.2 .
­ u ­ u wx t x x x
In general we have that, after a finite time has elapsed, the third order
derivatives of u become unbounded and a shock wave arises. This occur-
rence is avoided if the equation is completely exceptional, i.e., it results
­l ­l
y s 0 ;l. 2.3 .
q y­w ­wws0 ws0
w x  .As shown by Boillat 3 , Eq. 2.1 is completely exceptional if and only if
yk u2 q k u q k u q k1 t x 3 t x 4 x x 5
f s , 2.4 .
k u q k1 x x 2
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 .the coefficients k i s 1, . . . , 5 being at most arbitrary functions of the t,i
x, u, u , and u , whereupon we have the celebrated Monge]AmpereÁt x
w xequation 18
k u u y u2 q k u q k u q k u q k s 0. 2.5 . .1 t t x x t x 2 t t 3 t x 4 x x 5
By means of the positions
t s x , x s x , u s u , u s u , 2.6 .1 2 t 1 x 2
 .Eq. 2.5 can be written under the form of the first order system:
­ u ­ u2 1y s 0,
­ x ­ x1 2
2
­ u ­ u ­ u ­ u ­ u ­ u1 2 1 1 1 2
k y q k q k q k q k s 0. 2.7 .1 2 3 4 5 / /­ x ­ x ­ x ­ x ­ x ­ x1 2 2 1 2 2
2.1. The Case of Constant Coefficients
 .First of all we analyze the system 2.7 in the case in which all the
 .coefficients k i s 1, . . . , 5 are constant.i
w xBy applying the Lie algorithm 7]12 , it is easily recognized that the
 .system 2.7 is invariant with respect to a one-parameter Lie group of point
transformations whose infinitesimal operator is
2 ­ ­
J s F z , z J , J s a q , 2.8 .  . k 1 2 k k k ­ x ­ uk kks1
 .where a and a are not both vanishing constants such that1 2
k q k a q k a q k a a s 0, 2.9 .1 2 2 4 1 s 1 2
whereas
z s x y a u , z s x y a u , 2.10 .1 1 1 1 2 2 2 2
 .  .and the functions F z , z and F z , z solutions of the linear system1 1 2 2 1 2
­ F ­ F2 1y s 0,
­ z ­ z1 2
­ F ­ F ­ F1 1 2
k q k a q k q k q k a s 0. 2.11 .  .  .2 5 1 3 4 5 2­ z ­ z ­ z1 2 2
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w xThe hypotheses of the theorem given in 13 are verified, since the two
operators J and J commute, and the variables z and z are invariants1 2 1 2
of both operators. By assuming that the dependent variables u and u1 2
 .depend upon the new independent variables z and z , the system 2.71 2
reduces to the linear form
­ u ­ u2 1y s 0,
­ z ­ z1 2
­ u ­ u ­ u1 1 2
k q k a q k q k q k a q k s 0. 2.12 .  .  .2 5 1 3 4 5 2 5­ z ­ z ­ z1 2 2
 .Furthermore, the system 2.12 is equivalent to the linear second order
partial differential equation
­ 2 u ­ 2 u ­ 2 u
k q k a q k q k q k a q k s 0. 2.13 .  .  .2 5 1 3 4 5 2 52 2­ z ­ z­ z ­ z1 21 2
2.2. The Case of Coefficients Depending on First Order Deri¨ ati¨ es
 .If the coefficients k i s 1, . . . , 5 are functions of u and u , then it isi 1 2
 .easily recognized that the system 2.7 is not left invariant by the Lie group
of point transformations generated by the infinitesimal operator character-
 .  .ized by 2.8 ] 2.11 . Anyway, we may introduce the new independent
 .  .variables 2.10 as in the constant coefficient case; if the condition 2.9 ,
  ..  .which in this case gives a coefficient say, k u , u in terms of k u , u ,1 1 2 2 1 2
 .  .  .k u , u , and k u , u , holds, then we obtain the system 2.12 that now4 1 2 5 1 2
turns out to be quasilinear.
 .If k s 0, then the quasilinear system 2.12 can be immediately reduced5
w xto linear form by the usual hodograph transformation 14 . If this is not the
w xcase, then we may follow the approach of Varley and Seymour 15 .
To this purpose, let us assume we know a solution
u s U z , z , u s U z , z 2.14 .  .  .1 1 1 2 2 2 1 2
 .  .  .of the system 2.12 such that the Jacobian ­ U , U r­ z , z / 0. Then,1 2 1 2
 .if the solution 2.14 is rewritten in the hodograph form
z s Z u , u , z s Z u , u , 2.15 .  .  .1 1 1 2 2 2 1 2
in terms of the new independent variables
z s z y Z u , u , z s z y Z u , u , 2.16 .  .  .1 1 1 1 2 2 2 2 1 2
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 .the system 2.12 assumes the linear form
­ u ­ u2 1y s 0,
­ z ­ z1 2
­ u ­ u ­ u1 1 2
c q c q c q c u q c u q c s 0, 2.17 .1 2 3 4 1 5 2 6­ z ­ z ­ z1 2 2
provided that the following relations are verified,
k s c u q c u q c k u , u , .  .5 4 1 5 2 6 1 2
­ c k y k ­ c k y k1 2 2 3s , /  /­ u k ­ u 2k2 5 1 5
2.18 .
­ c k y k ­ c k y k2 3 3 4s , /  /­ u 2k ­ u k2 5 1 5
k 2 y 4 k q k a k q k a s c2 y 4c c k 2 , .  .  .3 2 5 1 4 5 2 2 1 4
 .  .where the c i s 1, . . . , 6 are arbitrary constants and k u , u an arbi-i 1 2
 .trary function of its arguments. The conditions 2.18 provide four restric-
 .tions upon the function k i s 1, . . . , 5 and k . In particular, the lasti
 .relation of 2.18 means that the condition of hyperbolicity is preserved
 .under the transformation 2.16 .
Á3. THE MONGE]AMPERE EQUATION
 .IN 2 q 1 DIMENSIONS
The analysis of the previous section is now applied to the second order
 .nonlinear equation in 2 q 1 dimensions
u q f t , x , y , u , u , u , u , u , u , u , u , u s 0, 3.1 . .t t t x y t x t y x x x y y y
 .where u t, x, y is a scalar function and f an unspecified function of the
w xindicated arguments. Ruggeri 4 , by requiring the complete exceptionality,
 .characterized the following structure of Eq. 3.1 ,
­D2q1. ­D2q1. ­D2q1. ­D2q1.
2q1.k D q k q k q k q k1 2 3 4 5­ u ­ u ­ u ­ u11 12 13 22
­D2q1. ­D2q1.
qk q k q k u q k u q k u6 7 8 11 9 12 10 13­ u ­ u23 33
qk u q k u q k u q k s0, 3.2 .11 22 12 23 13 33 14
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 .where the coefficients k i s 1, . . . , 14 represent at most arbitrary func-i
2q1.  .  .tions of t, x, y, u, u , u , and u and D s det u r, s s 1, 2, 3 is thet x y r s
 .determinant of the 3 = 3 Hessian matrix of u, with u s u , u s u ,11 t t 12 t x
u s u , u s u , u s u , u s u . Through the positions13 t y 22 x x 23 x y 33 y y
t s x , x s x , y s x ,1 2 3 3.3 .
u s u , u s u , u s u ,t 1 x 2 y 3
 .Eq. 3.2 writes under the form of the first order nonlinear system
­ u ­ u ­ u ­ u ­ u ­ u2 1 3 1 3 2y s 0, y s 0, y s 0,
­ x ­ x ­ x ­ x ­ x ­ x1 2 1 3 2 3
­D ­D ­D
k D q k q k q k1 2 3 4­ ­ u r­ x ­ ­ u r­ x ­ ­ u r­ x .  .  .1 1 1 2 1 3
­D ­D ­D
q k q k q k5 6 7­ ­ u r­ x ­ ­ u r­ x ­ ­ u r­ x .  .  .2 2 2 3 3 3
­ u ­ u ­ u ­ u ­ u1 1 1 2 2q k q k q k q k q k8 9 10 11 12­ x ­ x ­ x ­ x ­ x1 2 3 2 3
­ u3q k q k s0, 3.4 .13 14­ x3
 .  .where D s det ­ u r­ x r, s s 1, 2, 3 .r s
3.1. The Case of Constant Coefficients
 .First let us assume that all the coefficients k i s 1, . . . , 14 are con-i
 .stant. By performing the Lie group analysis of the system 3.4 , it is
recognized that for a general choice of the involved coefficients k i si
.1, . . . , 14 , the algebra of Lie point symmetries is not infinite like in the
 .  .1 q 1 -dimensional case. Nevertheless, there exists a set of compatible
conditions that, if satisfied by the coefficients, guarantee the invariance of
the system at hand with respect to an infinite-dimensional Lie group of
point transformations similar to that admitted by the system equivalent to
 .the 1 q 1 -dimensional Monge]Ampere equation.Á
 .More precisely, if the coefficients k i s 1, . . . , 14 satisfy the condi-i
tions
2k y k a s0, 2k y k a s0, 2k y k a s 0,6 12 1 4 10 2 3 9 3
k q k a q k a q k a a s 0,2 11 3 13 2 14 2 3
k q k a q k a q k a a s 0,5 13 1 8 3 14 1 3 3.5 .
k q k a q k a q k a a s 0,7 11 1 8 2 14 1 2
k y k a a y k a a y k a a y 2k a a a s 0,1 8 2 3 11 1 3 13 1 2 14 1 2 3
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 .where a , a , and a are not all vanishing constants, then the system1 2 3
 .3.4 results to be invariant with respect to an infinite-dimensional Lie
group of point transformation having the infinitesimal operator
3 ­ ­
J s F z , z , z J , J s a q , 3.6 .  . k 1 2 3 k k k ­ x ­ uk kks1
where
z s x y a u , k s 1, 2, 3, 3.7 .k k k k
whereas the functions F , F , F satisfy the linear system1 2 3
­ F ­ F ­ F ­ F ­ F ­ F2 1 3 1 3 2y s 0, y s 0, y s 0,
­ z ­ z ­ z ­ z ­ z ­ z1 2 1 3 2 3
­ F ­ F ­ F ­ F1 1 1 2
k q k a q k q k q k q k a 3.8 .  .  .8 14 1 9 10 11 14 2­ z ­ z ­ z ­ z1 2 3 2
­ F ­ F2 3qk q k q k a s0. .12 13 14 3­ z ­ z3 3
 .Taking z , z , and z as independent variables, the system 3.4 reduces to1 2 3
the linear form
­ u ­ u ­ u ­ u ­ u ­ u2 1 3 1 3 2y s 0, y s 0, y s 0,
­ z ­ z ­ z ­ z ­ z ­ z1 2 1 3 2 3
­ u ­ u ­ u ­ u1 1 1 2
k q k a q k q k q k q k a 3.9 .  .  .8 14 1 9 10 11 14 2­ z ­ z ­ z ­ z1 2 3 2
­ u ­ u2 3q k q k q k a q k s 0. .12 13 14 3 14­ z ­ z3 3
 .As far as the conditions 3.5 are concerned, it is worth noticing that
they are not so restrictive as they seem to be. To convince ourselves of
 .this, it is sufficient to substitute in Eq. 3.2 u with
u q m t 2 q m tx q m ty q m x 2 q m xy q m y2 , 3.10 .1 2 3 4 5 6
 .where the m i s 1, . . . , 6 are suitable constants.i
3.2. The Case of Coefficients Depending on First Order Deri¨ ati¨ es
It can be easily ascertained that the Lie group of point transformations
 .  .generated by the infinitesimal operator characterized by 3.6 ] 3.8 is not
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 .  .admitted by the system 3.4 when the coefficients k i s 1, . . . , 14 arei
assumed to depend on u , u , and u . However, as in the constant1 2 3
 .coefficient case, we may introduce the variable transformation 3.7 , where
 .a , a , and a are not all vanishing constants, provided that the1 2 3
 .  .coefficients k i s 1 . . . 14 satisfy the conditions 3.5 ; what we obtain isi
 .the system 3.9 , which now results to be quasilinear. This system can be
rewritten as a quasilinear second order partial differential equation:
­ 2 u ­ 2 u ­ 2 u ­ 2 u
k q k a q k q k q k q k a .  .8 14 1 9 10 11 14 22 2­ z ­ z ­ z ­ z­ z ­ z1 2 1 31 2
3.11 .
­ 2 u ­ 2 u
q k q k q k a q k s0. .12 13 14 3 142­ z ­ z ­ z2 3 3
This equation, under suitable assumptions about the form and the
functional dependence of its coefficients, can be reduced to linear form by
w xusing a method representing a generalization 16 of the method proposed
w xby Varley and Seymour 15 for 2 = 2 first order quasilinear non-homoge-
neous and autonomous systems of partial differential equations.
To this purpose, let us assume that the coefficients appearing in Eq.
 . 3.11 depend upon ­ ur­ z and the linear combination ­ ur­ z q1 2
.­ ur­ z ; furthermore, let us assume that3
k12
k s k , k q k a s s k q k a . 3.12 .10 9 11 14 2 13 14 32
By means of the positions
­ u ­ u ­ u
s ¨ , q s ¨ , 3.13 .1 2­ z ­ z ­ z1 2 3
 .Eq. 3.11 writes as the quasilinear first order system,
­ ¨ ­ ¨ ­ ¨2 1 1y y s 0,
­ z ­ z ­ z1 2 3
­ ¨ ­ ¨ ­ ¨1 1 1
k q k a q k q 3.14 .  .8 14 1 9  /­ z ­ z ­ z1 2 3
­ ¨ ­ ¨2 2q k q k a q q k s0, .11 14 2 14 /­ z ­ z2 3
with the coefficients depending on ¨ and ¨ .1 2
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Now, let us assume we know a solution
z q z2 3¨ s V z , z , ¨ s V z , z , z s , 3.15 .  .  .1 1 1 2 2 1 2
 .  .  .of the system 3.14 such that the Jacobian ­ V , V r­ z , z / 0; by1 2 1
introducing the new independent variables
z s z y Z ¨ , ¨ , z s z y Z ¨ , ¨ , z s z y Z ¨ , ¨ , .  .  .1 1 1 1 2 2 2 1 2 3 3 1 2
3.16 .
 .  .  .where Z ¨ , ¨ and Z ¨ , ¨ represent the solution 3.15 in hodograph1 1 2 1 2
form, we get the linear system
­ ¨ ­ ¨ ­ ¨2 1 1y y s 0,
­ z ­ z ­ z1 2 3
­ ¨ ­ ­1
c q q c ¨ q c ¨ q c ¨ q c ¨ q c s 0, 3.17 .  .1 2 1 3 2 4 1 5 2 6 /­ z ­ z ­ z1 2 3
 .c i s 1, . . . , 6 being constants, provided that the following conditionsi
hold,
k s c ¨ q c ¨ q c k ¨ , ¨ , .  .14 4 1 5 2 6 1 2
­ c k y k ­ c k y k2 9 1 8s , /  /­ ¨ 2 ­ ¨ k1 k 14 2 14
3.18 .
­ c k y k ­ c k y k3 11 2 9s , /  /­ ¨ k ­ ¨ 2k1 14 2 14
k 2 y 4 k q k a k q k a s c2 y 4c c k 2 , .  .  .9 8 14 1 11 14 2 2 1 3
 .where k ¨ , ¨ is a function of the indicated arguments.1 2
 .Finally, the system 3.17 is equivalent to a linear second order equation.
Á4. THE MONGE]AMPERE EQUATION
 .IN 3 q 1 DIMENSIONS
Now let us consider the second order nonlinear equation
u q f t , x , y , z , u , u , u , u , u ,t t t x y z
u , u , u , u , u , u , u , u , u s 0, 4.1 ..t x t y t z x x x y x z y y y z z z
 .with u t, x, y, z a scalar function and f an unspecified function of the
 .indicated arguments. The form that Eq. 4.1 must have in order to be
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completely exceptional has been determined by Donato, Ramgulam, and
w xRogers 5 ,
­D3q1. ­ 2D3q1.
3q1.k D q k q k q k u q k s 0,  1 r s rq31 i j 43­ u ­ u ­ ui j k l m n
4.2 .
 .where the k i s 1, . . . , 43 are arbitrary functions of t, x, y, z, u, u , u ,i t x
3q1.  .  .u , u and D s det u r, s s 1, 2, 3, 4 is the determinant of they z r s
 .4 = 4 Hessian matrix of u, with u s u , u s u , u s u , u s u ,11 t t 12 t x 13 t y 14 t z
u s u , u s u , u s u , u s u , u s u , u s u ; moreover22 x x 23 x y 24 x z 33 y y 34 y z 44 z z
it is
i , j, k , l , m , n s 1, 2, 3, 4, i F j, k - l , k F m - n ,
i 9 y i s 13 y s .  .k l k l
r s q j y 3, s s s q q 6,m n2 2
a a q 1 .
s s 4 a y 1 y q b. 4.3 .  .ab 2
 .Actually, the Monge]Ampere equation in 3 q 1 dimensions involvesÁ
only 42 independent coefficients because
­ 2D3q1. ­ 2D3q1. ­ 2D3q1.
q q s 0. 4.4 .
­ u ­ u ­ u ­ u ­ u ­ u12 34 13 24 14 23
Also in the case we begin the analysis by taking them to be constant.
By means of the positions
t s x , x s x , y s x , z s x ,1 2 3 4
4.5 .
u s u , u s u , u s u , u s u ,t 1 x 2 y 3 z 4
 .Eq. 4.2 is reduced to first order nonlinear system,
­ u ­ u ­ u ­ u ­ u ­ u2 1 3 1 4 1y s 0, y s 0, y s 0,
­ x ­ x ­ x ­ x ­ x ­ x1 2 1 3 1 4
­ u ­ u ­ u ­ u ­ u ­ u3 2 4 2 4 3y s 0, y s 0, y s 0, 4.6 .
­ x ­ x ­ x ­ x ­ x ­ x2 3 2 4 3 4
­D ­ 2D
k D q k q k 1 r s­ ­ u r­ x ­ ­ u r­ x ­ ­ u r­ x .  . .i j k l m n
­miq k q k s 0, rq31 43­ x j
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 .where D s det ­ u r­ x , and the indices, i, j, k, l, m, and n are ruledr s
 .by 4.3 .
4.1. The Case of Constant Coefficients
 .For a general choice of the 43 involved constants k , the system 4.6i
does not result invariant with respect to an infinite-dimensional Lie group
of point symmetries. Nevertheless, it is possible to derive the restrictions to
be imposed to the coefficients in order for an infinite-dimensional Lie
  .group of point transformations similar to those found in the 1 q 1 and
 . .  .the 2 q 1 -dimensional case to exist. In particular, if the compatible
conditions
k q k a a a q k a a a q k a a a1 33 2 3 4 37 1 3 4 40 1 2 4
q k a a a q 3k a a a a s 0,42 1 2 3 43 1 2 3 4
k y k a a y k a a y k a a y 2k a a a s 0,2 37 3 4 40 2 4 42 2 3 43 2 3 4
2k q k a a s 0, 2k q k a a s 0, 2k q k a a s 0,3 34 3 4 4 35 2 4 5 36 2 3
k y k a a y k a a y k a a y 2k a a a s 0,6 33 3 4 40 1 4 42 1 3 43 1 3 4
2k q k a a s 0, 2k q k a a s 0, 2k q k a a s 0,7 38 1 4 8 39 1 3 10 41 1 2
k y k a a y k a a y k a a y 2k a a a s 0,9 33 2 4 37 1 4 42 1 2 43 1 2 4
k y k a a y k a a y k a a y 2k a a a s 0,11 33 2 3 37 1 3 40 1 2 43 1 2 3
2k y k a y k a y k a a s 0, 2k q k a s 0,12 40 4 42 3 43 3 4 13 38 4
2k q k a s 0, 2k q k a s 0, 2k q k a s 0,14 39 3 15 35 4 16 36 3
2k y k a y k a y k a a s 0, 2k q k a s 0,18 37 4 42 2 43 2 4 19 41 2
2k q k a s 0, k y k s 0, 2k q k a s 0,20 34 4 21 17 22 36 2
2k y k a y k a y k a a s 0, k y k s 0,23 37 3 40 2 43 2 3 24 17
2k q k a s 0, 2k y k a y k a y k a a s 0,25 34 3 27 33 4 42 1 43 1 4
2k q k a s 0, 2k q k a s 0, 2k q k a s 0,26 35 2 28 41 1 29 39 1
2k y k a y k a y k a a s 0, 2k q k a s 0,30 33 3 40 1 43 1 3 31 38 1
2k y k a y k a y k a a s 0, 47 .32 33 2 37 1 43 1 2
 .where a , a , a , and a are not all vanishing constants, are satisfied,1 2 3 4
 .then the system 4.6 admits an infinite-dimensional Lie group of point
transformations whose infinitesimal operator is
4 ­ ­
J s F z , z , z , z J , J s a q , 4.8 .  . k 1 2 3 4 k k k ­ x ­ uk kks1
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with
z s x y a u , k s 1, 2, 3, 4, 4.9 .k k k k
and F , F , F , F satisfying the linear system1 2 3 4
­ F ­ F ­ F ­ F ­ F ­ F2 1 3 1 4 1y s 0, y s 0, y s 0,
­ z ­ z ­ z ­ z ­ z ­ z1 2 1 3 1 4
­ F ­ F ­ F ­ F ­ F ­ F3 2 4 2 4 3y s 0, y s 0, y s 0,
­ z ­ z ­ z ­ z ­ z ­ z2 3 2 4 3 4
­ F ­ F ­ F ­ F1 1 1 1
k q k a q k q k q k 4.10 .  .33 43 1 34 35 36­ z ­ z ­ z ­ z1 2 3 4
­ F ­ F ­ F ­ F2 2 2 3q k q k a q k q k q k q k a .  .37 43 2 38 39 40 43 3­ z ­ z ­ z ­ z2 3 4 3
­ F ­ F3 4q k q k q k a s 0. .41 42 43 4­ z ­ z4 4
Once again, taking z , z , z , and z as independent variables, the system1 2 3 4
 .corresponding to the 3 q 1 -dimensional Monge]Ampere equation re-Á
duces to the linear form
­ u ­ u ­ u ­ u ­m ­ u2 1 3 1 4 1y s 0, y s 0, y s 0,
­ z ­ z ­ z ­ z ­ z ­ z1 2 1 3 1 4
­ u ­ u ­ u ­ u ­ u ­ u3 2 4 2 4 3y s 0, y s 0, y s 0,
­ z ­ z ­ z ­ z ­ z ­ z2 3 2 4 3 4
­ u ­ u ­ u ­ u1 1 1 1
k q k a q k q k q k 4.11 .  .33 43 1 34 35 36­ z ­ z ­ z ­ z1 2 3 4
­ u ­ u ­ u ­ u2 2 2 3q k q k a q k q k q k q k a .  .37 43 2 38 39 40 43 3­ z ­ z ­ z ­ z2 3 4 3
­ u ­ u3 4q k q k q k a q k s 0. .41 42 43 4 43­ z ­ z4 4
In analogy with the considerations made for the Monge]Ampere equa-Á
 .  .tion in 2 q 1 dimensions, it is easy to recognize that the conditions 4.7
are less restrictive than they seem to be. To convince ourselves of this, it is
FRANCESCO OLIVERI342
 .sufficient to substitute in Eq. 4.2 u with
u q m t 2 q m tx q m ty q m tz q m x 2 q m xy q m xz q m y21 2 3 4 5 6 7 8
q m yz q m z 2 , 4.12 .9 10
 .where m i s 1, . . . , 10 are suitable constants.i
4.2. The Case of Coefficients Depending on First Order Deri¨ ati¨ es
As far as this case is concerned, it is easily recognized that the Lie group
of point transformations generated by the infinitesimal operator
 .  .  .4.8 ] 4.10 is not admitted by the system 4.6 with the coefficients k i
 .i s 1, . . . , 43 assumed to depend on u , u , u , and u . However, as in1 2 3 4
the constant coefficient case, we may introduce the variable transforma-
 .  .tion 4.9 where a , a , a , and a are not all vanishing constants,1 2 3 4
 .  .provided that the coefficients k i s 1 . . . 43 satisfy the conditions 4.7 ;i
 .what we obtain is the system 4.11 , which now results to be quasilinear.
This system can be written as a quasilinear second order partial differen-
tial equation:
­ 2 u ­ 2 u ­ 2 u ­ 2 u
k q k a q k q k q k .33 43 1 34 35 362 ­ z ­ z ­ z ­ z ­ z ­ z­ z 1 2 1 3 1 41
­ 2 u ­ 2 u ­ 2 u
q k q k a q k q k .37 43 2 38 392 ­ z ­ z ­ z ­ z­ z 2 3 2 42
4.13 .
­ 2 u ­ 2 u
q k q k a q k .40 43 3 412 ­ z ­ z­ z 3 43
­ 2 u
q k q k a q k s 0. .42 43 4 432­ z4
 .Like in the 2 q 1 -dimensional case, this equation, under suitable
assumptions about for form and the functional dependence of its coeffi-
cients, can be reduced to linear form. To this purpose, let us assume that
 .the coefficients appearing in Eq. 4.13 depend upon ­ ur­ z and the1
 .linear combination ­ ur­ z q ­ ur­ z q ­ ur­ z ; furthermore, let us2 3 4
assume that
k s k sk ,36 35 34
k k k41 39 38
k q k a s k q k a s k q k a s s s . .  .  .37 43 2 40 43 3 42 43 4 2 2 2
4.14 .
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By means of the positions
­ u ­ u ­ u ­ u
s ¨ , q q s ¨ , 4.15 .1 2­ z ­ z ­ z ­ z1 2 3 4
 .Eq. 4.13 reduces to the quasilinear first order system
­ ¨ ­ ¨ ­ ¨ ­ ¨2 1 1 1y y y s 0,
­ z ­ z ­ z ­ z1 2 3 4
­ ¨ ­ ¨ ­ ¨ ­ ¨1 1 1 1
k q k a q k q q 4.16 .  .33 43 1 34  /­ z ­ z ­ z ­ z1 2 3 4
­ ¨ ­ ¨ ­ ¨2 2 2q k q k a q q q k s 0, .37 43 2 43 /­ z ­ z ­ z2 3 4
where the coefficients depend on ¨ and ¨ .1 2
Now, let us assume we know a solution
z q z q z2 3 4¨ s V z , z , ¨ s V z , z , z s , 4.17 .  .  .1 1 1 2 2 1 3
 .  .  .of the system 4.16 such that the Jacobian ­ V , V r­ z , z / 0; by1 2 1
introducing the new independent variables
z s z y Z ¨ , ¨ , z s z y Z ¨ , ¨ , .  .1 1 1 1 2 2 2 1 2
4.18 .
z s z y Z ¨ , ¨ , z s z y Z ¨ , ¨ , .  .3 3 1 2 4 4 1 2
 .  .  .where Z ¨ , ¨ and Z ¨ , ¨ represent the solution 4.17 in hodograph1 1 2 1 2
form, we get the linear system
­ ¨ ­ ¨ ­ ¨ ­ ¨2 1 1 1y y y s 0,
­ z ­ z ­ z ­ z1 2 3 4
­ ¨ ­ ­ ­1
c q q q c ¨ q c ¨ q c ¨ q c ¨ q c s 0, .1 2 1 3 2 4 1 5 2 6 /­ z ­ z ­ z ­ z1 2 3 4
4.19 .
provided that the following conditions are satisfied
k s c ¨ q c ¨ q c k ¨ , ¨ , .  .43 4 1 5 2 6 1 2
­ c k y k ­ c k y k2 34 1 33s , /  /­ ¨ 2k ­ ¨ k1 43 2 43
4.20 .
­ c k y k ­ c k y k3 37 2 34s , /  /­ ¨ k ­ ¨ 2k1 43 2 43
k 2 y 4 k q k a k q k a s c2 y 4c c k 2 , .  .  .34 33 43 1 37 43 2 2 1 3
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 .  .where the c i s 1, . . . , 6 are constants and k ¨ , ¨ is a function of thei 1 2
indicated arguments.
 .Finally, also the system 4.19 is equivalent to a second order linear
equation.
5. CONCLUSIONS
In this paper it has been shown that the requirement of complete
exceptionality for general second order nonlinear hyperbolic equations in
 .  .  .1 q 1 , 2 q 1 , and 3 q 1 dimensions allows us to characterize the
Monge]Ampere equations for which a reduction to linear form is possible.Á
This seems to suggest that the complete exceptionality condition may
represent a useful criterion to select nonlinear hyperbolic partial differen-
tial equations that can be mapped into linear equations. The transforma-
tions responsible for the linearization of the constant coefficient equations
have been recovered by using systematically the invariance of the equiva-
lent first order systems of partial differential equations with respect to Lie
groups of point transformations.
When the coefficients of the Monge]Ampere equations are assumed toÁ
depend on the first order derivatives, then the transformations used in the
constant coefficient cases allow us to obtain only quasilinear systems.
These quasilinear systems are equivalent to second order quasilinear
equations that, if suitable hypotheses about the coefficients are made, can
be written as particular quasilinear systems that can be linearized through
w xthe use of a generalization 16 of the hodograph-like transformation first
w xintroduced by Varley and Seymour 15 .
Open problems are concerned with the characterization of linearizable
Monge]Ampere equations with coefficients depending also on the inde-Á
pendent variables and the dependent variable, as well as the linearization
w xof higher order Monge]Ampere equations 19 . Work is in progress alongÁ
both directions.
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