ABSTRACT The main purpose of visual servoing is to control the motion of a robot system based on visual information provided by one or more cameras. It is an important research topic in the robotics community. In uncalibrated visual servoing, the image Jacobian matrix estimation is of great importance to the success of visual servoing control. This paper addresses the online estimation of the total Jacobian matrix for robot visual servoing using the unscented particle filter. We first give the definition of the total Jacobian matrix and formulate the total Jacobian matrix estimation problem into Bayesian filtering framework. Then, we propose to estimate the total Jacobian matrix using the unscented particle filter. Each particle is propagated and updated using the unscented Kalman filter equations. Such an update can make full use of the image feature measurements and consequently generate more accurate estimation results. The simulation results on a 2DOF robot visual servoing platform show that the proposed method provides accurate and reliable performance in the object tracking task.
I. INTRODUCTION
Visual servoing is an important research topic in the robotics area. It refers to controlling the motion of a robot by utilizing the computer vision data acquired from one or multiple cameras mounted on the end-effector [1] , [2] . The final aim of visual servoing is to drive the robot to finish specific tasks including positioning, tracking, etc. Traditional approaches to visual servoing include position-based visual servoing (PBVS) and image-based visual servoing (IBVS). PBVS needs an estimate of the object pose with respect to the camera frame, using the complete 3D model of the object. This method depends heavily on the camera calibration. In IBVS, image based visual features are extracted and directly used in the control law along with the image Jacobian to generate the control signal [3] .
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Advanced uncalibrated IBVS does not need 3D model of the object, which consequently avoids the complicated camera calibration and reduces the computational cost.
The main characteristic of IBVS is that it directly associate the pose error of the end-effector with an image Jacobian matrix. The image Jacobian matrix is used to model the differential relationship between visual feedback space and robot motion space. It should be estimated iteratively on-line. In the past decades, a lot of methods are proposed to estimate the image Jacobian matrix. Shademan et al. [4] proposed to estimate Jacobian matrix using statistically robust M-estimation in the presence of visual-motor outliers. It shows better estimation performance than the other two M-estimators. Mao et al. [5] utilized an online support vector regression to estimate the image Jacobian matrix instead of the joint velocity, which can avoid the dependence problem of a particular feature configuration. The scheme is verified through simulation experiments and shows satisfactory performance.
In [6] , the author presented a method for local estimation of the image Jacobian through training without depth estimation, which consequently exploits to the full extent the advantages of IBVS. The proposed method can handle the inevitable imperfections from image processing that induced by illumination variations.
Qian et al. [7] used the Kalman-Bucy filter to estimate the image Jacobian matrix online. In their work, the state space models are constructed in order to facilitate the estimation process in Kalman-Bucy filter framework. The elements of the image Jacobian matrix are considered as state variables which are estimated by the Kalman-Bucy filter equations online. This method does not need any a priori knowledge of the kinematics structure or system parameters. However, the Kalman filter can only deal with linear/Gaussian state estimation. When the systems are nonlinear/non-Gaussian, it cannot estimate the image Jacobian matrix accurately. Lv et al. [8] used the Kalman filter to estimate image Jacobian, and adopted the fuzzy logic controllers to adjust the Kalman noise covariance matrices in uncalibrated visual servoing.
Salehian et al. [10] designed a unscented Kalman filter (UKF) based pose estimation method in visual servoing system. But UKF output is based on Gaussian assumption, it is still difficult to obtain satisfactory performance in nonlinear systems. In order to solve this problem, Zhao et al. [11] introduced particle filter (PF) into Jacobian matrix estimation for uncalibrated visual servoing. The image Jacobian estimation problem is formulated as a state estimation problem within the PF framework. PF outperforms the Kalman filter in 2-DOF visual servoing system.
As a nonlinear/non-Gaussian filter, PF has been applied successfully in a variety of fields including visual servoing. Bateux and Marchand [12] proposed a new direct visual servoing law which relies on a particle filter to achieve non-local and nonlinear optimization in order to increase this convergence area. The particle is represented as a virtual camera position. A warp function based on homography is used to fulfill this goal so as to predict the view of this camera and evaluate the associated particle by computing a sum of squared differences measure. The authors verified their method through experiments which show that the integration of particle filter improves the convergence area of the control law. Ibarguren et al. [13] presented a PBVS algorithm using PF. The authors try to control the robot to grasp an object using the 6 DOF of the robot manipulator in non-automated industrial environments, where PF is mainly responsible for dealing with the different noise sources. The stability and accuracy of the visual servoing process are improved. In [3] , the authors introduced a PF based method for model estimation in visual servoing. The PF is employed to estimate the image features online, which increases the stability domain of the visual servoing system with respect to the error in the depth information.
The basic idea of PF is to approximate the posterior probability distribution using a set of weighted particles which are drawn from a so-called proposal distribution [14] , [15] . Thus, it is of great importance to design an appropriate proposal distribution. One simple but efficient choice is the transition prior. PFs using transition prior as the proposal distribution is named as bootstrap filter. Although bootstrap filter has achieved great success in different application areas including image Jacobian matrix estimation, its main drawback is that it does not make use of the current measurements when sampling from the proposal distribution. This drawback could severely degrade the estimation performance due to the fact that there exists valuable information of the system in the measurements. In order to solve this problem, many improved particle filters are designed using improved proposal distribution, one of which is the unscented particle filter (UPF) [16] - [18] . In this paper, we will introduce a UPF based image Jacobian matrix estimation method to improve the estimation accuracy and consequently facilitate the visual servoing process. We will show the performance of the proposed method through simulation experiments.
We summarize our contribution in two folds. (1) We formulated the online total Image Jacobian matrix estimation within the particle filtering framework, and introduced the UPF to estimate the Jacobian matrix to improve the estimation accuracy. (2) We design the control method for robot visual servoing using the total Image Jacobian matrix. Extensive simulation experiments are conducted to verify the performance of the proposed estimation scheme using two different moving equations in object tracking task. We also do further analysis on the simulation results and do T-test to show the improved performance of the proposed method.
II. PRELIMINARY KNOWLEDGE A. JACOBIAN MATRIX
In an eye-in-hand robot system, when the object stays at a fixed point, the image feature variation is only relevant to robot or camera movement. Suppose f ∈ R m is the image feature vector, where
∈ R n is the coordinate of the end-effector in the task space. The image Jacobian matrix model is defined as:ḟ
whereḟ is velocity in feature space andφ denotes the velocity of the end-effector; J I (φ) ∈ R m * n is named as feature Jacobian matrix or image Jacobian matrix, which is calculated as:
In some robot systems, the control input is usually set as the velocity of the joints.
degree of freedom, DOF) denotes the joint space coordinates, the relationship betweenφ andθ can be represented as:
where J r ∈ R n * d is robot Jacobian matrix. It is defined as:
According to equations (1) and (3), we can obtain the relationship between the feature vector and the robot joint motion,ḟ
where J denotes system image Jacobian matrix. It reflects the mapping relationship from the joint space to the feature space, and describes exactly the mapping from robot joint motion to the variation of the image feature parameters. All of the above derivation and definition are based on the fact that the object stays static. Thus, when the object is moving during the visual servoing process, the control signal generated by the system Jacobian matrix cannot be well adapted to such situations, because the object motion will definitely affect the final result. We have to consider the object motion when constructing the Jacobian matrix.
Let us assume that the object is moving, and s is the object pose. The expected feature vector is represented as f E . The feature variation of the moving object is a function of θ and s, that is f = f (θ, s). Then, we define two Jacobians, J θ = ∂f ∂θ and J s = ∂f ∂s . According to these two Jacobians, we can obtaiṅ f = J θ ·θ +J s ·ṡ. As the object is moving in continuous motion with unknown velocity, f is finally defined as a function of the joint angle θ and time t:
Using the first order Taylor expansion, the following equation can be obtained.
where
is the basic image Jacobian matrix, and
The first term in the right-hand side of equation (7) denotes the image feature variation induced by camera movement, while the second term denotes feature variation induced by object movement. Equation (7) can be expressed using vector form as follow.
The first vector form [J θ J t ] composed of the two Jacobians is named as total Jacobian matrix [19] ,
Let h = [ θ t] T , then equation (7) can be rewritten as:
In our work, we will use total image Jacobian matrix for visual servoing and propose to estimate this total Jacobian matrix online during visual servoing.
B. UNSCENTED PARTICLE FILTER 1) PARTICLE FILTER
PF (also known as sequential Monte Carlo method) is a recursive Bayesian estimator based on Monte Carlo simulations. In Bayesian filtering framework, the posterior probability density p(x t |y 1:t ) of the state x t given the past observations y 1:t , constitutes the solution to various inference problems [20] . The recursive update of the posterior density is given by time update step p(x t+1 |y 1:t ) = p(x t+1 |x t )p(x t |y 1:t )dx t and measurement update step p(x t+1 |y 1:t+1 ) = p(y t+1 |x t+1 )p(x t+1 |y 1:t ) p(y t+1 |y 1:t )
, where p(y t+1 |y 1:t ) is a normalizing constant and can be calculated from p(y t+1 |y 1:t ) = p(y t+1 |x t+1 )p(x t+1 |y 1:t )dx t+1 .
As it is difficult to obtain a closed-form solution from the recursive equations, PF is often adopted to approximate the posterior density p(x t |y 1:t ) using a set of N weighted particles x (i) t drawn from the posterior density p(x t |y 1:t ) with associated weights
In practice, sampling directly from the posterior density p(x t |y 1:t ) is infeasible, thus, researchers usually resort to easyto-sample proposal importance distribution q(x t |y 1:t ). The particle weight is defined as
, and it can be updated recursively using
Sampling from the proposal distribution is often named as importance sampling, and the algorithm using importance sampling is sequential importance sampling particle filter (SIS-PF).
One of the main drawbacks of the SIS-PF is the degeneracy problem, in which many particle weights become negligible after a few iterations. In order to conquer this problem, resampling step is often used. The objective of resampling is to delete particles with low weights and multiply particles with high weights [21] , [22] . After resampling step, the particle weights are all re-initialized as 1/N . The algorithm using resampling step is named as sequential importance sampling resampling particle filter (SIR-PF), and details of the SIR-PF algorithm can be found in [21] . There are a variety of resampling methods, such as residual resampling, multinomial resampling, stratified resampling, etc. In our work, we use residual resampling method for unscented particle filter.
2) UNSCENTED PARTICLE FILTER
One of the key issues in designing a PF is the choice of the proposal distribution q(x t |y 1:t ), as the particles used for approximating the posterior density are drawn from such distribution. The most common choice is transition prior p(x t |x t−1 ) which constitutes the famous generic PF. However, it is obvious the most recent observation y t is missing in p(x t |x t−1 ), which consequently deteriorate the performance of particle filter. The unscented Kalman filter (UKF) exploits the unscented transformation to propagate the state variables through nonlinearities, which can improve the estimation accuracy to a third-order Taylor series expansion [23] .
UKF uses several so called sigma points to calculate the mean and covariance of state variables [16] . The strong ability of UKF lies in the advantage of processing nonlinearity which makes it a better candidate for generating proposal distribution for PF. The PF with UKF generated proposal distribution is named as unscented particle filter (UPF).
In Fig. 1 , we show a schematic view of the UPF. The two colored blocks denote two UKF update steps for time t − 1 and t. The blue circles represent the particles after resampling, white ones represent the predicted particles, and blue ones represent the updated particles. The diameter of each circle indicates the weight of the particle. The main step of the UPF is the UKF update step. At time t, the particles are passed forward through the state transition model to generate the predicted particle set {x
. Then, the generated particles are updated using UKF equations in order to incorporate the current observations y t . In this step, the updated particle set {x
is used to approximate the posterior density p(x t |y 1:t ). Details of the UKF and UPF can be found in [16] . 
III. TOTAL IMAGE JACOBIAN MATRIX ESTIMATION A. STATE SPACE MODELS
In order to estimate the total Jacobian matrix using UPF, the state space models should be constructed. First, the state variable is defined as a m(d + 1) * 1 dimensional vector:
∂t ] is the row vector of total Jacobian J . The observation vector is defined as the difference of the image features: y t = f t+1 − f t . Following the above assumptions and definitions, the state space models are constructed as follows.
The coefficient matrix H is a diagonal matrix:
. u t is the system states transition noise and v t is the observation noise, both of which are non-Gaussian. In the particle filtering framework, the aim of the filtering process is to estimate the system state x t by constructing the weighted particle set {x
to approximate the posterior probability function p(x t |y 1:t ), where (i) t is particle weight, N is particle number.
B. TOTAL IMAGE JACOBIAN MATRIX ESTIMATION
At time t, each particle will be updated by the UKF equations to obtain the mean and covariance estimates. These two estimations will be used to construct a Gaussian distribution to generate particles for the next time step. This process contains two main steps, that are time update step and measurement update step. In order to estimate total Jacobian matrix using UPF, we first redefine the state variable as an augmented variable
where W (m) is weight for calculating mean and W (c) is for calculating covariance. α ∈ [0, 1] is used to control the distribution of the sigma points, β ≥ 0 is a non-negative term for incorporating information from higher order moments of the distribution, and λ = α 2 (D + ρ) − D. Here, ρ is a scaling parameter. In our work, we empirically set these 3 parameters as: α = 1, β = 0 and ρ = 2. Then, the time update step is executed by propagating these sigma points into future according to the state transition function (10) .
Afterward, these sigma points are used to calculate the predictive state meanx 
The one-step-ahead observation predictionȳ (i) t|t−1 can be calculated as follow: are obtained, both of which will be used for generating the final estimation in the measurement update step. When the new observation y t is obtained, the measurement update step can be started by calculating the covariances P yy and P xy .
Both of them are used to compute the Kalman gain: K = P xy P −1 yy . Then, the final mean and covariance estimations can be obtained using the following equations.
These two estimations will together construct the proposal distribution and new particle can be drawn:
The particle weight is computed by the following equation.
When all the particles are generated, the new particle set
directly approximate the posterior distribution p(x t |y 1:t ). Thus, the state estimation is computed as:x t = arg max x (i) t , i = 1, 2, . . . , N . Consequently, the estimation J = [Ĵ θĴt ] of the total Image Jacobian J is obtained.
We summarize the UPF based total Jacobian estimation algorithm according to the above as in Algorithm 1.
IV. CONTROL METHOD
The image feature error is defined as the difference between the expected image feature f E and real image feature f :
This error will be 0 when the visual servoing task is completed. When the end-effector is on the way to the target position in the workspace, e will not be zero, and it will be used as the controller input to control the movement of the robot. The end-effector is approaching the target position as feature error is decreasing. Finally, e = 0 indicates that the end-effector has arrived at the target position and the visual servoing task is completed. The visual servoing control law is defined as:
The second term in the right-hand side indicates the compensation for the image feature variation induced by object moving which will be zero when 
Importance Sampling:;
Update the particles with the UKF: equation (12)- (26) to obtain the mean and covariance estimations:
Construct proposal distribution to draw new particles:
10 end 11 Calculate the particle weights using equation (27) and normalize the weights:
12
Get the state estimation result:
13
Get the estimationĴ of the total Jacobian matrix according to the state estimation resultx t ;
14
Residual resampling: remove the particles with low weights and multiply the particles with high weights; 15 end the object stays static. If the object is static, the task of the visual servoing control process will be object positioning in the workspace using visual feedback. When the object is moving, the task will become object tracking using visual feedback. Suppose the visual features are sampled from the feature space every t time. Then, the discrete time form of the control law is formulated as follow.
where γ (k) > 0 is a scaling parameter. We show the diagram of the visual servoing control process in figure 2.
V. SIMULATION RESULTS
In this section, we use a 2 DOF robot system which is equipped with a camera on the end-effector to do the simulation experiments in order to show the performance of the proposed method. We use 3 different methods to estimate the total Jacobian matrix for visual servoing control, that are UKF, SIR-PF and UPF.
A. TRACKING EXPERIMENT I
The vertical distance of the camera is 35cm. Both of the two rods are 0.5 meters long (L 1 = 0.5, L 2 = 0.5). The robot is controlled to track the movement of an object which is moving according to the following equations.
Suppose the sampling period is t = 50ms, the object is considered as a point and the target image features are the Cartesian coordinates of the object. Figure 3 shows the simulation platform. Figure 4 demonstrates the relationship between different coordinate systems. As the camera is mounted on the end-effector, the origins of camera coordinate system and end-effector coordinate system are overlapped, as well as the X-axis. O 1 is the origin of the robot coordinate system while O c is the origin of the camera coordinate system and end-effector coordinate system. θ 1 and θ 2 are two joint angles which completely determine the position and pose of the endeffector. We use 300 particles for SIR-PF and our method and total time step is 126.
The object coordinates will be calculated by using the images taken from the robot camera. Then, the image feature error can be obtained using the difference between the object coordinates and the expected coordinates. The image feature error is used for computing the image Jacobians that can be used to obtain the variation of robot joint angles. Finally, the robot can follow the object by adapting its joint angles.
FIGURE 5.
Trajectories of the robot end-effector generated with total Jacobians estimated by different methods. Figure 5 shows the trajectories of the robot end-effector which are generated with total Jacobians estimated by UKF, PF and our proposed method. It is obvious that our method generates the stablest and most accurate tracking results while the other two trajectories fluctuates severely during the servoing process. Figure 6 illustrates the variation of the two joint angles in the servoing process. The red curve is generated using UPF estimation results which demonstrates that it is stabler than PF and UKF. The image feature error variation in the servoing process is shown in figure 7 which again clearly demonstrate the better performance of the proposed method. In table 1, we list the average tracking errors and time costs of the visual servoing process based on different estimation results of total Jacobian matrix. The mean error of our method is 0.013 which is much lower than the other two methods. Our method can produce more accurate image Jacobian matrix estimation results which consequently controls the robot to finish the tracking task stably. As for the time cost of the proposed method, it is shown in the second row of table 1. UPF cost 0.2922 seconds for every iteration which is much higher than that of UKF and PF. This is due to the fact that UPF updates each particle using UKF equations which definitely costs much more time than PF and UKF. 
B. TRACKING EXPERIMENT II
We do another tracking experiment using different configuration from section V-A. The lengths of the two rods are 0.5 and 0.5 meters (L 1 = 0.5, L 2 = 0.5). The object is moving according to a square trajectory, in which the edge length is 0.4m, the initial object position is (0.7,0.3), initial camera position is (0.5,0.5) and T = 160. 300 particles are used for SIR-PF and our method. The other parameters are the same as the previous section. The results are shown in Figure 8-10 . From Figure 8 , it is clear that, the trajectory of the moving object is different from that in Figure 5 . The trajectories generated by PF and UKF fluctuates severely during tracking, while our method generates much stabler and smoother trajectory. The tracking errors are shown in Table 2 which clearly demonstrate the superior performance of the proposed method. Figure 9 gives the variation of the two joint angles during the servoing process, while Figure 10 shows the variation of image feature errors. Both of the two figures demonstrate that our method can maintain stable performance during the servoing process. 
C. PARTICLE NUMBER INFLUENCE
In order to evaluate how particle number N affects the performance of UPF and PF, we run the simulation experiments using different particle numbers from N = 20 to N = 300. The mean tracking errors of the three methods are shown in Fig. 11 . We can see from this figure that the curve of the PF fluctuates severely from particle number N = 20 to about N = 150, while the performance of the UPF is much stabler. Meanwhile, it is clear that the mean errors of UPF is almost always lower than that of PF. When particle number N is lower than 150, PF generates higher mean errors than UKF. From the above analysis, we can draw a conclusion that the UPF could generate better performance using less particles. We also conduct T-test using SPSS (Statistical Product and Service Solutions) over the data collected in this simulation experiment to extensively analyze the improved performance of the proposed method compared to the PF. The data are divided into two groups, that are: PF and UPF. The generated group statistics of the tracking errors are shown in Table 3 . The mean of the PF group is about 0.022, while the UPF is 0.014, which intuitively shows that the UPF is better than PF. Table 4 lists the T-test results. The significance (Sig.) value shown in bold is 0.000 which is lower than 0.05. It indicates that the variance is not uniform, so we think that the variance is not uniform. Under this condition, we pay attention to the last row of this table to determine if there is any difference between two groups. This 2-tailed Sig. value is 0.000 which is also lower than 0.05. It indicates that the difference between two groups is significant. We thus come to the conclusion that there are differences between the two groups. Such difference of the tracking mean errors between PF and UPF is of statistical significance.
VI. CONCLUSION
In this paper, we introduced the unscented particle filter to estimate online the total image Jacobian matrix for robot visual servoing. The definition of total Jacobian matrix is given and the state space models are constructed. The unscented particle filter utilizes the unscented Kalman filter in building the proposal distribution. Each particle is propagated and updated by the unscented Kalman filter equations which can make better use of the image feature measurements and produce more accurate estimation results. Consequently, the robot is controlled to finish specific task more accurately. We build a 2DOF robot visual servo platform to verify the proposed method. Extensive simulation results and analysis demonstrate that the proposed method can produce better servoing results in object tracking task. In our future work, we will focus on reducing computational cost of the unscented particle filter in visual servoing. Meanwhile, we will try our best to implement the proposed method in real-world robot systems to finish more complicated tasks. 
