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БАЗЫ ЗНАНИЙ ДИСПЕТЧЕРА ВУЗа 
 
В статті пропонується індуктивний принцип методу різнорівневих квантів знань для побудови 
бази знань диспетчера ВНЗ. Зроблені висновки щодо переваг запропонованого принципу та 
можливостей використання. 
 
Системы искусственного интеллекта часто называют системами, осно-
ванными на знаниях (СОЗ), поскольку их функционирование связано с опери-
рованием знаниями, полученными от человека-эксперта и представленными в 
некотором машинном виде. Именно знания представляют ту самую ценность, 
которая помогает вести конкурентную борьбу на достойном уровне. 
Основная проблема создания СОЗ – получение знаний от человека-эксперта. 
Для решения этой задачи существует множество методов, но она остается 
чрезвычайно трудоемкой, препятствуя широкому распространению таких 
систем. Сведения о глубинных взаимосвязях существуют только в немате-
риальном виде: в навыках и знаниях, полученных опытным сотрудником. 
Такую информацию сложно представить в компьютерной системе, именно 
поэтому во многих областях деятельности опытные специалисты ценятся 
намного больше, чем хорошие базы данных. Сбор ценных сведений из опыта 
специалистов-экспертов и создание на этой основе компьютерных систем 
принятия решений – проблема, решение которой ожидаемо в любой сфере, в 
том числе и при составлении учебных расписаний в ВУЗе[1]. 
Другой важной задачей, решаемой в рамках машинного обучения, 
является классификация, в ходе которых множество объектов разбивается на 
некоторые характерные классы. В случае составления расписания имеет 
смысл разбивать учебные аудитории на классы по типу занятий (лекционная, 
практическая и т.д.) с учетом вместимости и расположения, а затем 
предлагать каждому типу занятия соответствующий тип аудитории. 
Переход от данных к знаниям происходит тогда, когда глубинные зави-
симости, известные только человеку-эксперту, становятся представленными в 
явном электронном виде. Технологии машинного обучения или беседа 
инженера по знаниям со специалистом-экспертом может помочь в решении 
этой сложной проблемы. Знания, представленные в явном виде, с некоторой 
точностью описывают представления человека о какой-либо части реального 
мира, при этом позволяют делать на основе такого описания выводы, решать 
конкретные задачи. Вернемся к нашей задаче: после получения знаний от 
диспетчера о составлении расписаний за прошедшие периоды возможно 
получение правила, согласно которому определенному преподавателю ставят 
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пары только в определенную аудиторию, в некоторые аудитории 
одновременно можно ставить несколько различных занятий и т.д.  
Знания имеют существенно более сложную природу, чем данные. 
Поэтому для хранения и обработки знаний служат базы знаний (БЗ). 
Основное достоинство базы знаний - возможность использовать в течение 
неограниченного отрезка времени накопленный опыт, что маловероятно при 
"человеческой" передаче опыта и знаний. 
Если для какой-то задачи рассматривается возможность построения базы 
знаний, то необходимо: 1. Убедиться, что база знаний - действительно под-
ходящее решение. В решении этой проблемы должен участвовать человек-
эксперт, справляющийся с решением задачи, но не способный легко выписать 
алгоритм решения в виде последовательности простых шагов. Также не 
следует забывать об экономической эффективности: процесс создания базы 
знаний обычно дорогостоящий и трудоемкий. 2. Выбрать программное 
средство для создания баз знаний. 3. В результате бесед с экспертом 
сформировать собственно базу знаний (обычно в виде множества правил). И 
добиться, чтобы она действительно решала задачи. 4. Включить полученную 
компьютерную систему в состав интерактивного программного комплекса. 
Вопросы эффективного представления знаний в машинном виде 
являются весьма нетривиальными и во многом зависят от поставленных 
задач. Весьма широко распространено представление знаний в виде правил 
"если - то" (продукционное представление), в виде сети связанных 
определенными отношениями объектов (семантические сети), в виде 
иерархического множества объектов с определенными свойствами 
(фреймовое представление) и на языке логики предикатов (логическое 
представление). Благодаря множеству представлений, существует множество 
различных программных средств для создания БЗ, называемых также 
оболочками экспертных систем (ЭС). Среди них можно отметить CLIPS и 
JESS, а также среду моделирования G2. Во многих случаях бывает удобнее 
реализовывать базу знаний на языках программирования искусственного 
интеллекта (LISP, Prolog) или на традиционных языках программирования[2].  
Для построения БЗ диспетчера ВУЗа выбрано квантовое представление 
знаний, которое обеспечивает строгую формализацию порций знаний как 
содержательных алгоритмических структур данных, машинное 
манипулирование ими средствами алгебр конечных предикатов и векторно-
матричных операторов, а также индуктивный синтез базы квантов знаний 
(БkЗ) в процессе обучения компьютера по сценарным примерам ситуаций 
конкретной предметной области. 
В основе любого научного метода принятия решений лежит какой-
нибудь индуктивный принцип получения общих закономерностей из 
частных. Например, подавляющее большинство методов математической 
статистики и распознавания образов строится на индуктивном принципе 
равномерной сходимости эмпирического риска к среднему риску. 
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Индуктивное моделирование осуществляется на основе корректно 
построенного обобщенного класса моделей разноуровневых алгоритмических 
δk-знаний ({t, , v}). По сравнению с известными, ориентированными на 
знания методами принятия решений, метод разноуровневых алгоритмических 
квантов знаний (δРАКЗ-метод)  отличается несколькими главными 
особенностями, повышающими его эффективность по качеству и 
быстродействию. Во-первых, реализована строгая формализация 
используемых знаний в классе M содержательных алгоритмических структур 
различных уровней сложности (0-й уровень: число, символ; 1-й уровень: 
вектор, функция; 2-й уровень: матрица, композиция функций). Во-вторых, 
предложенный индуктивный δРАКЗ-метод обеспечивает построение 
обучаемых квантовых сетей вывода решений (δКСВР) как моделей 
логических рассуждений человека от посылок через промежуточные 
следствия к целевым следствиям, т.е. принимаемым решениям.  
Индуктивный принцип δРАКЗ-метода состоит в следующем. Пусть в 
результате выполненного эксперимента обнаружена и точно 
охарактеризована лишь некоторая часть ΣО подмножества допустимых 
объектов ΣD множества ΣΩ, представляющего в целом все объекты изучаемого 
класса Ω. Назовем эту часть множеством обучающих объектов (обучающей 
выборкой). Множества ΣО, ΣD и ΣΩ назовем соответственно множествами 
обучающих, допустимых и возможных моделей объекта принятия решений 
(ОПР). Зная множество Ω в целом, что не реально, мы смогли бы решать 
задачу принятия решений. Но можно также решить ту же задачу, зная только 
множество ΣО, обладая информацией об относительно малой части множества 
Ω. При таких условиях об общих импликативных закономерностях  
исследуемых объектов обычно судят по весьма малочисленным выборочным 
знаниям ΣО. Эти суждения основаны на знаниях о некоторых связях между 
признаками, хотя эти знания неизбежно будут иметь характер гипотез. Эти 
связи между признаками эквивалентны утверждениям о несуществовании 
объектов с некоторыми комбинациями свойств.  
Если некоторые из признаков импликативно связаны между собой, то 
существует, по крайней мере, одна запретная комбинация их значений, а это 
означает, что соответствующий данной комбинации интервал оказывается 
пустым для объектов из ΣD. Однако если некоторый запретный интервал 
оказался пустым, то это еще не значит, что задаваемая им импликативная 
связь действительно существует. Поэтому выдвигается гипотеза о 
существовании импликативной закономерности. Требуется оценить степень 
её достоверности, или того, что гипотеза ошибочна. Достоверными принято 
называть гипотезы, вероятность ошибочности которых настолько мала, что 
ею можно пренебречь. 
Индуктивный вывод квантов знаний (k–знаний) используется для 
построения общей «модели мира» в форме БkЗ как совокупности имплика-
тивных и функциональных закономерностей, которые находятся по экспери-
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ментальным данным, справочно-литературным сведениям и сообщениям 
экспертов. При этом импликативной закономерностью или запретом r-го 
ранга называется устойчивая связь между r характеристиками ОПР из общего 
числа n (r  n), представленная недопустимостью хотя бы одной комбинации 
их значений на множествах квантов знаний (k-знаний), в соответствующих 
пространствах δРАКЗ-моделей. Функциональной закономерностью r-го ранга 
на множествах k-знаний называется устойчивая связь между r (r  n) 
признаками ОПР, позволяющая по значениям одних признаков – аргументов, 
однозначно определить значения других – функций. В общем случае такая 
модель недоступна для непосредственного исследования при решении мно-
гих практически важных задач ввиду невозможности её полного построения. 
Обычно удается составить лишь некоторый фрагмент этой модели. Проводя 
исследования, мы чаще всего наблюдаем лишь ограниченное число реальных 
объектов. Нередко и этого нельзя сделать в силу каких-либо причин, и тогда 
объекты наблюдаются частично, а некоторые компоненты представляющих 
их векторов получают неопределенные значения (остается неизвестным, 
обладает ли объект соответствующим признаком)[3]. 
Индуктивным выводом k-знаний называется алгоритмический процесс 
построения БkЗ на основе использования объективных примеров обучающих 
знаний, представленных матричным квантом 2-го уровня 02k из заданной 
предметной области, отвечающий принципу «от частного к общему»[3]. 
Формальная модель индуктивного вывода k–знаний посредством 
специального алгоритма А1 имеет вид ÁkÇ
A
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kÁkÇAkIND


1
);1;( 0202 , 
где в качестве БkЗ может быть система импликативных либо 
функциональных закономерностей. Алгоритм А1 обрабатывает обучающий 
квант 02k  на предмет поиска пустых (запретных) интервалов r-го ранга с 
заданной достоверностью гипотезы о существовании искомой 
импликативной закономерности. 
Рассмотренные задачи машинного обучения, накопления и эффективного 
использования знаний специалистов сейчас достаточно эффективно 
развиваются, поскольку они востребованы в любой сфере. Несложно 
представить себе, что в ближайшем будущем методы обучения будут 
настолько развиты, что можно будет представить опыт, привычки и знания 
человека в некотором электронном виде настолько полно, что компьютерная 
система, руководствуясь этими знаниями, сможет выполнять многие задачи 
вместо человека, помогая ему в повседневной деятельности.  
Описан класс δРАКЗ-моделей представления знаний, оригинальность 
которого заключается в выборе импликативных закономерностей в форме 
элементарного запрета, позволяющих привлечь для решения задач принятия 
решений хорошо развитый аппарат алгебры логики конечных предикатов, а 
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также без помощи эксперта выявлять закономерности о данной предметной 
области (автоматическое извлечение знаний в режиме обучения). 
Предложен индуктивный принцип δРАКЗ-метода, на основе 
использования которого синтезирована структура оператора индуктивного 
вывода, который служит процедурой логического вывода δk-знаний. 
На базе использования предложенного принципа инженерии квантов 
знаний создан интерактивный программный комплекс (ИПК) для поддержки 
принятия решений диспетчером ВУЗа. 
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ПОДДЕРЖКА ПРИНЯТИЯ РЕШЕНИЙ ПРИ СИНТЕЗЕ 
РАСПИСАНИЙ ЗАНЯТИЙ 
 
У статті пропонується схема роботи алгоритму синтезу учбового розкладу. Запропонована 
математична модель учбового розкладу. Приведена схема підтримки прийняття рішення при 
синтезі учбових розкладів, та її місце в системі синтезу розкладів. Дано опис процесу прийняття 
рішень диспетчером учбового закладу. 
 
Расписание занятий в образовательном учреждении является одним из 
важнейших действенных видов планирования учебно–воспитательной 
работы, основным организационным документом, определяющим работу 
студенческого и профессорско-преподавательского коллектива, 
администрации и всего университета. 
Процесс составления расписания представляет собой последовательное 
включение занятий в расписание занятий в определённой последователь-
ности. В большинстве учебных заведениях эта последовательность формиру-
ется исходя из внутренних требований, ограничений и сложившейся практики 
в учебных заведениях. При этом при включении занятия в расписание и его 
положение в расписании определяются на основе характеристик занятия и 
выбранных критериев синтеза расписания. По своей сущности, задача 
