An n-bit binary Gray code is an enumeration of all n-bit binary strings so that successive elements di er in exactly one bit position; equivalently, a hamilton path in the Hasse diagram of B n (the partially ordered set of subsets of an n-element set, ordered by inclusion.) We construct, for each n, a hamilton path in B n with the following additional property: edges between levels i ? 1 and i of B n must appear on the path before edges between levels i and i + 1. Two consequences are an embedding of the hypercube into a linear array which simultaneously minimizes dilation in both directions, and a long path in the middle two levels of B n .
Introduction
An n-bit binary Gray code is an enumeration of all n-bit strings so that successive elements di er in one bit position. In 1953, Frank Gray patented a simple and e cient scheme to generate a binary Gray code for any value of n 7, 9] . His scheme, now called the \binary re ected Gray code," can be de ned recursively as follows. If L n denotes the listing of n-bit strings, then L 1 = 0, 1 L n = 0L n?1 , 1L n?1 ; for n > 1: Here, aL denotes the list formed from L by adding a to the front of every element, and L denotes the reverse of the list L. For example, L 2 = 00; 01; 11; 10; L 3 = 000, 001, 011, 010, 110, 111, 101, 100. Since the rst and last elements of L n also di er in one bit position, the code is in fact a cycle. It can be implemented e ciently in the sense that successive elements can be generated in worst case constant time 2].
In practice, Gray codes with certain additional properties may be desirable (see 8] for a survey). For example, note that as the elements of L n are scanned, the lowest order (rightmost) bit changes 2 n?1 times, whereas the highest order bit changes only twice, counting the return to the rst element. A balanced Gray code, in which the 2 n bit changes are distributed as equally as possible among the n bit positions, has long been sought and heuristics have been proposed 15, 19] . Only in the case where n is a power of two is a balanced Gray code known to exist 18] . In other applications, the requirement is to maximize the shortest maximal consecutive sequence of zeroes (or ones) among all bit positions 8].
Here we consider a new constraint. De ne the weight of a binary string to be the number of 1's in the string. For some applications strings are treated di erently according to their weights, in which case it may be desirable to generate rst strings of weight 0, then weight 1, etc. Clearly this cannot be done with a Gray code since strings of the same weight are not adjacent. However, there might conceivably be a code which runs through the weight levels two at a time; in other words, a code in which consecutive pairs of strings of weights i; i + 1 precede those of weights j; j + 1 for all i < j.
One of the main results of this paper is that such a code, which we call a monotone Gray code, exists for all values of n. An example is illustrated in Figure 1 and a construction is given in Section 2.
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set n] = f1; 2; : : :; ng, ordered by inclusion. Let H(B n ) = (V n ; E n ) be the Hasse diagram, or covering graph, of B n , so that the vertices V n are the subsets of n] with two subsets adjacent when they di er in just one element. Let us partition V n into levels fV n (i)g 0 i n and E n into fE n (i)g 0 i n?1 , where V n (i)
is the set of i-element subsets of n] and E n (i) is the set of edges in E n joining vertices in V n (i) to vertices in V n (i + 1): Then a monotone Gray code corresponds to a hamilton path p in H(B n ) with the following property: if edge e 2 E n (i) precedes edge e 0 2 E n (j) on p, then i j:
In Section 4 we show that the monotone Gray code also has an application to the theory of interconnection networks, providing an embedding of the hypercube into a linear array which minimizes dilation in both directions.
Monotone Gray codes split naturally into paths between adjacent levels of B n . For i = 0; : : :; n ?1, let G n (i) denote the subgraph of H(B n ) induced by V n (i) V n (i + 1). It is an open problem to determine whether G n (i) has a path which includes every vertex of the smaller of the two sets V n (i), V n (i + 1). In particular, the notorious middle levels problem is to determine whether G 2k+1 (k) has a hamilton path or cycle 3, 5, 11, 12, 16] . Recently, Felsner and Trotter have shown that G 2k+1 (k) has a cycle of length at least one-fourth the length of a hamilton cycle, giving the rst constant factor approximation 6]; we show in Section 3 that monotone Gray codes do even better, yielding paths of more than half the length of a hamilton cycle. In Section 5 we improve the result still further, using another recursive construction to obtain a cycle in G 2k+1 (k) of length .839 times the number of vertices. This construction is capable of proving factors arbitrarily close to 1, given su ciently strong base for the recursion.
Construction of Monotone Gray Codes
In this section, we give an inductive construction to show that a monotone Gray code exists for every n 1. The construction varies slightly according to whether n is even or odd and it relies on the lemma below.
Let S n denote the symmetric group of all permutations of n elements. For 2 S n and A n], denote by (A) the set f (a) j a 2 Ag. Lemma 1 Let x 0 ; x 1 ; : : :; x n and y 0 ; y 1 ; : : :; y n be sequences of subsets of n] satisfying: jx i j = jy i j = i for 0 i n and x i x i+1 ; y i y i+1 for 0 i n ? 1: Then there is a permutation 2 S n such that (x i ) = y i for 1 i n. Proof. For 1 i n, let fa i g = x i n x i?1 and fb i g = y i n y i?1 . De ne by (a i ) = b i for 1 i n. 2 A path in a graph G will be speci ed by its sequence of vertices. If p = x 1 ; : : :; x i and q = y 1 ; : : :; y j are disjoint paths in G, and if x i and y 1 are adjacent in G, then we use the notation r = p; q to denote the path r = p; q = x 1 ; : : :; x i ; y 1 ; : : :; y j in G.
Recall that G n (i) is the subgraph induced by V n (i) V n (i + 1), where the V n (i Assume inductively that H(B n ) has a hamilton path p = p 0 ; :::; p n?1 with vertices fx i g 0 i n and fy i g 0 i n satisfying the properties described in the theorem (see x n = y n x n = y n (a) n odd (b) n even 
Paths Between Adjacent Levels
One of the best known of combinatorial problems is the middle levels problem which has been variously attributed to Dejter, Erd} os, Trotter, H avel, and Kelley (see 3, 5, 11, 12, 16] ). The problem is to determine whether it is possible to list all of the k-element and k + 1-element subsets of the set f1; : : :; 2k + 1g in such a way that (i) each subset occurs exactly once, (ii) the k-and k + 1-element subsets occur alternately, and (iii) consecutive sets on the list di er by exactly one element. Restated, the question is whether there is a hamilton cycle or path in the graph G 2k+1 (k) formed by the middle two levels in the Hasse diagram of B 2k+1 . The problem sounds simple, but has resisted the e orts of many researchers. The largest value of k for which a hamilton cycle is known to exist is k = 11 (attributed to David Moews and Mike Reid 14]).
Lov asz 13] has asked whether every connected, vertex transitive graph has a hamilton path. One reason that the middle levels graph has attracted so much attention is that it belongs to this class; thus, either it has a hamilton path, or it provides a negative answer to the question of Lov asz. Samples of approaches to the middle levels problem can be found in 4, 5, 11, 16, 17] .
In an attempt to make some progress on the problem, it is natural to look for long cycles in order to obtain at least a good lower bound on the length of the longest cycle in the middle two levels graph. As a starting point, a result of Babai 1] on vertex transitive graphs establishes that there is a cycle of length at least (3N) 1=2 , where N is the total number of vertices in the middle two levels. In 16] a technique was presented for constructing a cycle of length at least N :836 , and then in a recent breakthrough, Felsner and Trotter 6] showed how to construct cycles of length at least .25N, giving the rst constant factor approximation.
In this section, we show that our monotone Gray code already provides a path of length .5N; in Section 5 we use another construction to make a further improvement.
Let p be a monotone Gray code in H(B n ). Let E(p ) denote the set of edges on p and for 0 i n ? 1, let e n (i) = jE n (i) \ E(p )j:
For example, in Figure 2 , e 5 (0) = 1; e 5 (1) = 9; e 5 (2) = 11; e 5 (3) = 9; e 5 (4) = 1. Then for each i, 0 i n ? 1 , p contains, as a subpath, a path of length e n (i) in G n (i), the graph on levels i and i + 1 of B n . In particular, e 2k+1 (k) is the length of the subpath of p which passes through the middle levels graph G 2k+1 (k) of B 2k+1 .
To obtain a recurrence for e 2k+1 , note that for 1 i n ? 1, if x 2 V n (i) then x is incident with exactly two edges in S i = (E n (i) E n (i ?1)) \ E(p ). Conversely, every edge in S i is incident with exactly one vertex of V n (i). So, 
Bijections between Hypercubes and Linear Arrays An embedding of a graph G = (V (G); E(G)) into a graph H = (V (H); E(H)) is a one-to-one mapping : V (G) ! V (H). The dilation of the embedding is maxfd H ( (u); (v)) j u; v 2 V (G); (u; v) 2 E(G)g;
where for x; y 2 V (H), d H (x; y) denotes the length of the shortest path from x to y in H.
The n-dimensional hypercube is just our graph H(B n ). A linear array is a graph A m with vertex set f1, : : :, mg in which vertices i and i+1 are joined by an edge for 1 i < m.
Any binary Gray code gives an embedding of the array A 2 n into the hypercube H(B n ) which achieves the minimum possible dilation of 1. In the opposite direction, dilation of any embedding of the hypercube into the array is (2 n = p n); in fact, Harper 10] shows that the precise minimum dilation (called the \bandwidth" of the hypercube) is
This dilation is achievable by embedding level-by-level, ordering lexicographically within each level; but like any level-by-level embedding its inverse has dilation (n).
Let p be a monotone Gray code for B n and de ne : A 2 n ! H(B n ) by (i) = ith vertex of p . Then has dilation 1 since p is a Gray code. We show now that ?1 has dilation O(2 n = p n).
For 0 i n; let w i be the rst, and z i the last, vertex of V n (i) on p . Then, for 1 i n?1; the distance between w i?1 and z i on p is no more than e n (i?2)+e n (i?1)+e n (i)?2. Therefore, max 2 i n?1 fe n (i ? 2) + e n (i ? 1) + e n (i) ? 2g
gives an upper bound on the dilation of the monotone Gray code embedding. So, using the recurrence for e n in Section 3, the monotone Gray code embedding has dilation no more than e n (i ? 2) + e n (i ? 1 
Longer Cycles in the Middle Levels
It turns out that with another recursive construction, specialized to paths between adjacent levels of B n , we can \in principle" achieve constant factors arbitrarily close to 1.
In particular, we show that for every > 0, there is an h 1 so that if a hamilton cycle exists in the middle two levels of B 2k+1 for 1 k h, then there is a cycle of length at least (1 ? )N in the middle two levels of B 2k+1 for all k 1. Using the fact that hamilton cycles are currently known to exist for 1 k 11, the construction guarantees a cycle of length at least :839N in B 2k+1 for all k 1.
Let H n (k) denote the edge-labeled graph whose vertex set is the set of all k-element subsets of f1; : : :; ng and in which vertices S and T are joined by an edge, labeled S T, if and only if jS \ Tj = k ? 1. Note, then, that the edge labels are all of the k + 1-element subsets of f1; : : :; ng, with each edge label occurring many times. In this context, the middle levels problem is to nd a hamilton cycle in H 2k+1 (k) in which no edge label occurs more than once.
There is an obvious bijection between cycles of length t in H n (k), in which no edge label occurs more than once, and cycles of length 2t in G n (k). We will show that if h 1 is such that G 2i+1 (i) has a hamilton cycle for 1 i h, then for all n ? 3 k 2 and n 6; H n (k) has a cycle of length f n (k; h), de ned below, in which no edge label is repeated. Proof. This proves part (a) of the statement of the lemma; (b) is proved by induction on n as follows.
Note that f n (k; h) = 0 for n < 1, and that f 1 (k; h) = 0 except when k = 0 and h 0 where f 1 (k; h) = 1 as predicted by the exception to the recursion. Now assuming that the second statement of the Lemma holds for n ? 1, and that n 2h + 1, we have for k < (n ? is a cycle in H n (n ? k ? 1) satisfying P.
Proof. The elements of C 0 are distinct since C satis es P. To show that the edge labels on C 0 are distinct, rst note that since A i A i+1 and A i+1 A i+2 are distinct,
Since the A i are distinct, the unions of successive pairs of vertices on C 0 must be distinct. Say that a cycle C in H n (k) satis es property X n (k) if no edge label of C is the set fn ? 1; n ? 2; : : :; n ? k ? 1g: If J is a graph (path) whose vertices and edges are labeled by subsets of S, then for y 6 2 S, let y J be the graph (path) obtained from H by adding element y to the label of each vertex and each edge of J. If P is the path P = A 1 ; A 2 ; : : :; A t then P ?1 denotes the path P ?1 = A t ; A t?1 ; : : :; A 1 .
Theorem 2 Let h 1 be such that H 2i+1 (i) has a hamilton cycle for all 1 i h. Then for all n 6 and 2 k n ? 3, H n (k) has a cycle C n (k) which (1) has length f n (k; h), (2) has the form C n (k) = fn; n ? 1; : : :; n ? k + 1g; : : :; fn ? 1; n ? 2; : : :; n ? kg, (3) satis es property P, and (4) satis es X n (k) if k bn=2c ? 1. Proof. Consider rst the case k = 2. We show by induction on n the existence of a cycle C n (2) in H n (2) which satis es the requirements of the theorem and has the form C n (2) = fn; n ? 1g; fn; 1g; fn;n ? 2g; fn; 2g; : : :; fn ? 1; n ? 2g:
For n = 6, the cycle C n (6) = f6; 5g; f6;1g;f6;4g;f6;2g;f6;3g;f3;4g;f2;4g; f2; 5g; f1;2g;f1;4g;f1;3g;f2;3g;f3;5g;f1;5g;f4; 5g satis es P and X 6 (2) and has length ? 6 2 , which is equal to f 6 (2) by Lemma 2(b), if 6 2h+1, and otherwise, by Lemma 2(d). For n > 6, assume the desired cycle C n 0 (2) exists for 6 n 0 < n. Then, by induction, the cycle C n (2) = fn; n ? 1g; fn; 1g; fn; n ? 2g; fn; 2g; fn;3g: : :; fn; n ? 3g; C ?1 n?1 (2)) (2) has the form C n (2) = fn; n ? 1g; fn; 1g; fn;n ? 2g; fn; 2g; : : :; fn ? 1; n ? 2g, since the rst vertex of C n?1 (2) is fn ? 1; n ? 2g; (3) satis es P since both subpaths do. Further, since the last vertex of C n?1 (2) is fn ? 2; n ? 3g, fn; n ? 3g last(C n?1 (2)) = fn; n ? 2; n ? 3g which is not the union of any other consecutive sets on C n (2).
(4) Finally, C n (k) satis es X n (k) since the rst and last sets of C n?1 (2) are fn?1; n?2g and fn ? 2; n ? 3g which have the forbidden union fn ? 1; n ? 2; n ? 3g, but these sets are no longer consecutive on C n (2) .
We proceed with the proof of the theorem by induction on (n; k), with basis k = 2, just covered. Let (n; k) satisfy n 6 and 2 < k n ? 3 and assume inductively that the theorem is true for all (n 0 ; k 0 ) with n 0 6; 2 k 0 n 0 ? 3 and either k 0 < k or (k 0 = k and n 0 < n). If k > b(n ? 1)=2c, then n ? k ? 1 b(n ? 1)=2c < k, so by induction, there is a cycle C n (n ?k ?1) in H n (n ?k ?1) satisfying the properties of the theorem, in particular, it satis es P and has length f n (n ? k ? 1; h) = f n (k; h) by Lemma 2(c). By Lemmas 3 and 4, C n (n ?k ?1) can be transformed into a cycle C n (k) in H n (k) which has the same length and also satis es P. Otherwise, we have 2 < k b(n ? 1)=2c. If n = 2k + 1 and k h, then let C n (k) be a known hamilton cycle in H 2k+1 (k). By Lemma 4, we may assume C n (k) satis es properties (2) and (3) of the theorem. The length of C n (k) is ? n k = f n (k; h) by Lemma 2(b). Note in this case that k > bn=2c ? 1 so X n (k) need not be satis ed. Finally, if 2 < k b(n ?1)=2c but (n 6 = 2k + 1 or k > h), we proceed as follows. We now show that C n (k) = n C n?1 (k ? 1); C ?1
is a cycle in H n (k) which satis es all the requirements of the theorem. Clearly the length of C n (k) is f n?1 (k ? 1; h) + f n?1 (k; h) = f n (k; h);
by Lemma 2(a), and it is easy to check that it has the form (2) of the theorem. To see that it has property X n (k), note that since C n?1 (k) satis es P, the forbidden set fn?1; : : :; n ? k ? 1g appears only as the union of the rst and last sets on C n?1 (k). But these sets are no longer consecutive on C n (k). To check property P, it is only necessary to check the the new links between the two cycles, since both cycles satisfy P. Except for the element n, the union of the rst and last sets of C n (k) is the same as the union of the rst and last sets of C n?1 (k ? 1), which are no longer consecutive in C n (k). As for the middle link, the last element of n C n?1 (k ? 1) and the rst element of C ?1 n?1 (k) have union fng fn ? 2; : : :; n ? k ? 1g
which cannot be the union of consecutive sets in n C n?1 (k ?1), since C n?1 (k ?1) satis es property X n?1 (k ? 1). 2
Assume that h is such that H 2i+1 (i) has a hamilton cycle for 1 i h. Since a cycle of length t in H n (k) which satis es P, corresponds to a cycle of length 2t in the graph, G n (k), formed by levels k and k + 1 of B n , Theorem 2 shows that G n (k) has a cycle of length 2f n (k; h). So, there is a cycle in the middle levels, G 2k+1 (k) of length
Comparing this with the length of a hamilton cycle in G 2k+1 (k) gives the ratio 2f 2k+1 (k; h) 
Theorem 3 
Concluding Remarks
We mention an open problem related to monotone Gray codes, due to Felsner and Trotter. As in 6], de ne an ?sequence for B n to be a sequence C 1 ; : : :; C h of subsets of n] satisfying C j 6 C i?1 C i for 1 < i < j h: It is shown in 6] that an ?sequence for B n can have length at most 2 n?1 + b(n + 1)=2c. Furthermore, an ?sequence C achieving this length must be a subsequence of a monotone Gray code p for B n in which every edge of p is incident with some element of C.
Can ?sequences of length 2 n?1 + b(n + 1)=2c be constructed for all n? The answer is known to be yes only for n 8 and for general n, Felsner and Trotter show how to construct ?sequences of length at least 2 n?2 + b(n + 1)=2c. This result is used in 6] to establish a lower bound of 1 + dlog 2 (ht(I))e on the chromatic number of the diagram of any interval order, I. The existence of ?sequences of length at least 2 n?1 would improve the lower bound to 2 + dlog 2 (ht(I))e , thereby matching the upper bound.
The middle levels problem remains open, as does the following generalization: Does the bipartite graph formed by any two adjacent levels of B n have a cycle containing every vertex of the smaller partite set? This is equivalent to asking whether, for k < n=2, G n (k) has a hamilton path satisfying property P. The construction of this paper also gives long cycles in G n (k).
Another variation is the antipodal layers problem: Is it true for all values n k 0 that there is a hamilton path among the k-subsets and (n ?k) -subsets of f1; : : :; ng, where two sets are joined by an edge if and only if one is a subset of the other? Results for limited values of k and n are given in 11] and 17]. It would be interesting in investigate long cycles in these graphs for general n and k.
