coupled (coordinate expression of regulator) when the regulator is a repressor and completely uncoupled (invariant expression of regulator) when the regulator is an activator. The experimental data then available tended to support these predictions, but there were notable exceptions. Here, we describe an extended theory, which takes into account the subunit structure of regulator proteins. The number of subunits determines the allowable range of values for the regulatory parameters, and, as a consequence, new rules for the prediction of gene circuitry emerge. The theory predicts perfectly coupled circuits with repressors, but only when the capacity for induction is ''small''; it predicts completely uncoupled circuits with repressors when the capacity is ''large''. This theory also predicts completely uncoupled circuits with activators when the capacity for induction is small; it predicts perfectly coupled circuits with activators when the capacity is large. These new predictions are more fully in accord with available experimental evidence.
Introduction
Although regulation of inducible gene expression can be accomplished by a variety of molecular mechanisms that realize an assortment of circuitry, our ability to predict the type of mechanism and circuit that can be expected to evolve for a particular set of genes in a given organism is essentially non-existent. Indeed, whether or not there are rules that govern these processes can be questioned. Here, we address one aspect of this general issue; namely what rules, if any, determine whether expression of a traditional regulator protein will be invariant or coordinate with the expression of its associated effector genes?
Early studies of the lactose (lac) operon in Escherichia coli suggested that the level of Lac repressor remained invariant during a 1000-fold induction of b-galactosidase activity (Jacob & Monod, 1961) . This represents the ''classical circuit'' in which expression of regulator and effector genes is completely uncoupled. Subsequent studies of the histidine utilization (hut) system in Salmonella typhimurium showed that the hutC gene, encoding the Hut repressor, and the hutG gene, encoding the fourth enzyme in the pathway (FGA hydrolase), are located within the same transcriptional unit and that the level of the two proteins increases coordinately during induction (Smith & Magasanik, 1971) . This represents the ''autogenous circuit'' in which expression of regulator and effector genes is perfectly coupled. In an attempt to elucidate these alternative designs, which represent the extreme forms of coupling between regulator and effector gene expression, we analyzed idealized models in an effort to identify their functional differences (Savageau, 1976) . The results allowed us to predict classical circuits when the regulator is an activator and autogenous circuits when the regulator is a repressor. These predictions have been supported in a number of cases for which the experimental data clearly indicate classical or autogenous circuits (Savageau, 1979) . However, there also are notable exceptions like the lac operon of E. coli, which has a classical circuit while the regulator is a repressor.
Our goal here is to resolve the existing anomalies and to elucidate further the biological design principles that govern the evolution of completely uncoupled and perfectly coupled circuits for the regulation of inducible gene expression †. We shall use an approach that represents an ideal controlled comparison (Irvine, 1991) . First, kinetic models are developed for each of the alternative circuits. Second, methods are outlined for making rigorous comparisons on the basis of function. Third, results are presented as both qualitative and quantitative comparisons of the alternative circuits. Most of these results are quite general because they are independent of particular numerical values for the kinetic parameters. Finally, the results are summarized in a simple set of rules for predicting when an organism might evolve either of these two designs.
Model

Steady-state induction characteristic
The physiological manifestation of specific gene regulation in various steady states is the ''induction characteristic''. Figure 1(a) shows in schematic form a typical steady-state induction characteristic for a positively regulated system such as the arabinose (ara) system in E. coli. At low concentrations of the specific inducer there is a low basal level of expression; at high concentrations of inducer there is a maximal level of expression. On these two plateaus there is no regulation of expression in response to variations in concentration of inducer. In the third region, the regulatable range at intermediate concentrations of inducer, expression is a linear function of inducer concentration in a log-log plot.
Four distinct properties are sufficient to define completely the steady-state induction characteristic: (a) (b) Figure 1 . Steady-state induction characteristic. (a) There is a lower plateau of basal expression and an upper plateau of saturable expression. The inclined portion is the regulatable range over which expression is linearly related to substrate (inducer) concentration in a log-log plot. There are 4 features that are sufficient to describe such a characteristic.
(1) The state of the system in the absence of the specific regulatory protein defines the ''bias of expression''. In this example, the mode of gene regulation is assumed to be positive. Thus, the bias is indicated as ''off'' at the basal level of expression and the system is considered to operate normally in the high-demand region at the top of the characteristic. If the mode were assumed to be negative, then the bias would be indicated as ''on'' at the maximal level of expression and the system would be considered to operate normally in the low-demand region at the bottom of the characteristic. (2) The ratio of maximal to basal level of expression defines the ''capacity for regulation ''. ( 3) The slope in the regulatable region defines the ''logarithmic gain'' in expression. (4) The concentration of inducer that divides the basal region from the regulatable region of expression defines the ''threshold for induction''. (b) Control of regulator and effector genes is considered ''perfectly coupled'' when their products are coordinately induced. It is considered ''completely uncoupled'' when expression of the regulator gene is invariant while expression of the effector gene is induced. † A given structural gene is often part of several regulatory circuits, each with a separate design and function. Although these circuits may function simultaneously, under appropriate conditions each can be examined separately. This approach has tended to characterize the experimental study of gene regulation and the theory that has followed. For example, the lac operon of E. coli is governed by two different molecular mechanisms. The lac repressor-allolactose mechanism is part of a regulatory circuit that responds to variations in the level of the substrate lactose and affects the expression of genes from the lactose catabolic system alone. This type of circuit will be referred to as a ''specific circuit''. The CAP-cAMP mechanism, on the other hand, is part of a regulatory circuit that responds to variations in the type, as well as level, of carbon source available to the organism and affects the expression of genes from many different inducible catabolic systems. This type of circuit will be referred to as a ''general circuit''. Here, we shall focus on specific circuits of gene regulation; these tend to be better understood and provide more numerous examples for testing conclusions. General circuits can be examined in a similar fashion, but will not be a part of this study. capacity, gain, threshold and bias (Savageau, 1989) . These may be thought of as the elements of regulatory design each of which may be realized by a variety of molecular mechanisms.
Gene expression can be depicted as the fraction of specific promoters ''open'' for transcription at a given concentration of inducer, the steady-state level of specific mRNA, the steady-state level of specific protein product, or the steady-state flux to product. The abscissa can be expressed in terms of the steady-state concentration of inducer or substrate, which in many cases must be converted into the true inducer of the system. In each case, the general shape of the induction characteristic is the same because changes in logarithms of steady-state concentrations and fluxes in an integrated system tend to be proportional to each other (Savageau, 1971 (Savageau, , 1992 .
The induction characteristic for the corresponding regulator is shown in Figure 1 (b), in one example the control of regulator and effector genes is perfectly coupled and in the other it is completely uncoupled.
Circuits
Models of completely uncoupled and perfectly coupled gene circuits are shown in Figure 2 . The conventions have been established elsewhere (e.g. see Savageau, 1976) , but some of the salient points will be briefly outlined here. The horizontal arrows represent synthetic or degradative processes, while the vertical arrows identify catalytic or modifier influences that affect the process in question. The X terms represent chemical concentrations with the subscripts indicating the identity and/or location of the chemical species. The values of the independent variables (X 4 , X 5 , X 6 ) are determined by the environment, which may include the remainder of the cellular metabolic network as well as the extracellular milieu, or they may be determined directly by the investigator during an experiment in vitro. The values of the dependent variables (X 1 , X 2 , X 3 ) are determined by the values of the kinetic parameters associated with the model and by the values of the independent variables. The precursors for mRNA and protein synthesis, which are represented by X 4 and X 5 , are themselves the products of regulated biosynthetic pathways, and hence their concentrations will have relatively invariant values. By contrast, the substrate of an inducible catabolic system, X 6 , is subject to much larger variations in concentration under natural conditions. The concentration of regulator X 0 is considered an independent variable that is invariant in the completely uncoupled circuit and a dependent variable that is proportional to the concentration of enzyme X 2 in the perfectly coupled circuit.
There are a number of other processes and variables that are represented implicitly. Several ''microscopic'' processes (e.g. conformational changes in regulator) occur much faster than the slower or temporally dominant processes that are emphasized in Figure 2 . These microscopic processes determine the parameter values associated with the dominant processes (e.g. see Savageau, 1976 , chapter 15), but they need not be considered explicitly. A number of other variables, such as the concentrations of RNA polymerase, ribosomes, associated factors and cofactors, are important elements in the dominant processes. These concentrations may be considered relatively invariant or saturating so that they need not be treated explicitly in the comparisons that follow. However, if for some reason it should become desirable to include any of these processes or variables explicitly, then this can be accomplished readily by adding the appropriate arrows and X terms.
Equations
The interactions within gene circuits are in general highly non-linear, which is a characteristic of saturable, synergistic phenomena. Such phenomena can be described by kinetic equations involving products of power laws (Voit, 1991; Savageau, 1995) ; in this power-law formalism, the rate of a process is expressed as a product of concentration terms, one for each reactant or modifier that influences the process and each raised to a power that is characteristic of its influence on the process. For example, the aggregate rate of synthesis of mRNA in Figure 2 can be represented by:
where V +1 is the aggregate rate, a' 1 is an apparent rate constant, and g 14 , g 10 and g 13 are apparent kinetic orders.
In the perfectly coupled circuit (Figure 2(b) ), the concentration of regulator X 0 is proportional to the concentration of enzyme X 2 (i.e. X 0 = kX 2 ), and the aggregate rate of synthesis of mRNA can be represented by:
where a 1 is interpreted as the constant term a' 1 k g 10 , and g 12 , which is used for notational consistency, replaces g 10 . In the completely uncoupled circuit (Figure 2(a) ), the concentration of regulator X 0 is a constant, and the aggregate rate of synthesis of mRNA can also be represented by equation (2) where a 1 is now interpreted as the constant term a' 1 X g 10 0 and g 12 , which no longer equals g 10 , is set equal to zero. Thus, with the proper interpretation of the parameters a 1 and g 12 , equation (2) can be viewed as a general case that describes the aggregate rate of mRNA synthesis in both completely uncoupled and perfectly coupled circuits.
The other processes, which are common to the completely uncoupled and perfectly coupled circuits, are described in a straightforward fashion within the power-law formalism, and the system of equations representing the circuits in Figure 2 then can be written:
where dX i /dt is the time rate of change of X i , V +i and V −i are the aggregate rates of synthesis and degradation of X i , the a and b parameters are apparent rate constants, and the g and h parameters are apparent kinetic orders.
Although the steady-state behavior is given completely by the solution of equation (3), it is convenient to display the influence of each independent variable separately. The influence of the independent variables X j (j = 4, 5, 6) on the dependent variables X i and V i (i = 1, 2, 3) is quantified by calculation of the appropriate logarithmic gain:
(see Savageau, 1971 Savageau, , 1976 Savageau & Sorribas, 1989) . These logarithmic-gain factors play an important role in comparing alternative circuits, as will be seen below.
Constraints
All the parameters associated with these models have positive values, except the regulatory parameter g 12 , which may be positive, negative or zero. A positive value indicates that an increase in the concentration of the regulatory protein (activator), X 0 or equivalently X 2 , causes an increase in the rate of synthesis of mRNA, X 1 ; a negative value indicates that an increase in the concentration of the regulatory protein (repressor) causes a decrease in the rate of synthesis of mRNA. The kinetic order of inducer synthesis with respect to enzyme, g 32 , and that of inducer degradation with respect to enzyme, h 32 , will be considered equal, as is true in the case of the lac operon (Savageau & Sands, 1991) . This condition implies that an intermediate of the inducible pathway is the natural inducer.
We will focus our attention on the effects of variation in the two regulatory parameters, g 12 and g 13 , and limit their range of allowable values. The maximum value for the kinetic order of an enzymatic reaction with respect to a given modifier is equal to the number of binding sites on the enzyme (Wyman, 1964) , which is typically equal to the number of subunits in a multimeric protein (Monod et al., 1965) . In the case of a regulator that is a multimeric DNA binding protein, the kinetic order of transcription with respect to (monomeric) protein concentration will be less than the product of the number of subunits in the regulator molecule and the number of specific sites on the DNA to which it binds. Experimental evidence indicates that regulators function as multimeric, typically dimeric, molecules that bind a single recognition site, or possibly a small number of such sites cooperatively, for each transcriptional unit controlled (Mandal et al., 1990; Kim & Little, 1992) . Hence, we shall require that:
where =g 12 = max is a small positive integer (e.g. 4). The exact limit is not critical for our results here. Similarly, in the case of an inducer interacting with the multiple sites on a multimeric regulator, the kinetic order of transcription with respect to inducer will be less than the product of the number of subunits in the regulator molecule and the number of specific sites on the DNA to which the regulator binds. Hence, we also shall require that:
where =g 13 = max is a small positive integer. It is these constraints on the allowable range of values for the regulatory parameters that distinguish this work from previous work (Savageau, 1976; Savageau & Sands, 1991) and that give rise to the new predictions to be described below.
Parameter values
In the following sections we shall base our numerical solutions on parameter values obtained for the lac operon of E. coli operating over the regulatable region of its induction characteristic. There are two principal advantages of this choice. (1) It provides us with a relatively complete and accurate set of parameter values that have been determined experimentally, and (2) it provides us with an appropriate context within which one might hope to account for the completely uncoupled circuit of the lac system, which is one of the goals of our extended circuit theory.
(1) h 11 , the kinetic order for degradation of lac mRNA, has been determined by examining the degradation of radioactively labeled lac mRNA. The results show that this is a first-order process (Leive & Kollin, 1967; Blundell & Kennell, 1974) . Thus, h 11 = 1. (2) b 1 , the rate constant for degradation of lac mRNA, was determined in these same studies to have a value of 0.347 min −1 . (3) h 22 , the kinetic order for the loss of b-galactosidase activity, also represents a first-order process, the dilution of stable b-galactosidase molecules by exponential growth. Thus, h 22 = 1. (4) b 2 , the rate constant for the loss of b-galactosidase activity, has a value of (ln 2)/60 = 0.0116 min −1 in cells growing exponentially with a doubling time of 60 minutes. The contribution from b-galactosidase degradation is negligible because this process has a half-life of at least eight hours and perhaps much greater (Rotman & Spiegelman, 1954; Koch & Levy, 1955; Mandestam, 1957; Goldberg & St. John, 1976) . (5) g 21 , the kinetic order of translation with respect to the concentration of lac mRNA, has a value of 1 because the rate of translation in steady state is assumed to be proportional to the amount of lac mRNA.
(6) g 32 and h 32 , the kinetic orders for synthesis and degradation of inducer with respect to enzyme concentration, have values of 1 because the two activities of b-galactosidase represented are proportional to enzyme level in vitro (Huber et al., 1975) and presumably in vivo. (7) h 33 , the kinetic order for degradation of inducer, has a value of 1 for the following reasons. The K m is smaller and the V m greater for the intermediate allolactose than for the substrate lactose (Huber et al., 1975) . Since both these reactants are catabolized by b-galactosidase (X 2 ), the level of allolactose can be expected to be much lower than that of lactose during steady state. Even if lactose were present at saturating concentrations, allolactose would have a concentration of no more than its K m value. Hence, the kinetic order with respect to substrate for allolactose degradation will be nearly unity (Savageau, 1969 (Savageau, , 1971 . (8) b 3 , the rate constant for inducer degradation, has a value of 0.00223 cell molecule −1 min −1 . This is determined from V m /K m using the values reported by Huber et al. (1975) , a molecular mass for b-galactosidase of 540,000 Da, and a cellular volume for E. coli that yields the conversion factor 10 −7 mM = 1 molecule cell −1 .
In our numerical analyses we shall consider all of the parameters, except for g 12 and g 13 , to have the fixed numerical values given above. The two exceptions are the regulatory parameters, and different choices for the values of these give rise to different circuit designs.
The equations describing the perfectly coupled circuit (Figure 2 (b)) within the power-law formalism (equation (3)) can be rewritten in normalized form by inserting the specific numerical values for the parameters and arranging to have each concentration variable divided by its basal steadystate value (see Savageau, 1976) , in particular noting that the basal steady-state level of b-galactosidase is about 15 molecules cell −1 (Kennell & Riezman, 1977) . If the ratio of X i to its steady-state value X i0 is defined as u i , then the resulting equations can be written as:
The kinetic order g 36 has been given a value of unity for convenience. Its true value is unknown, but this is unimportant for our purposes. It is sufficient to note that u g 36 6 represents the induction factor (as will soon become clear). For induction by a factor of say 1000 over the basal level, u g 36 6 must increase by a factor of 1000. With g 36 = 1, the induction factor is equal to the normalized concentration of the substrate u 6 .
Results
Having established a suitable basis for comparison (see Methods), we can examine the behavior of the two circuits with respect to each of the criteria for functional effectiveness listed in Table 1 . In this way, we shall determine the irreducible differences between the two designs. In making these comparisons it will be important to distinguish between systems having induction characteristics with either a low or a high logarithmic gain and systems having either a negative or a positive mode of control.
Induction characteristics with low or high logarithmic gain appear to be correlated with low or high capacity for regulated expression. This conclusion is based upon the observation that the ratio (maximum to minimum) of the inducer concentrations that define the regulatable range has a similar value for each of the inducible circuits we examined. The capacity for gene expression is directly related to the physiological function of the inducible gene circuit in the organism's natural environment. For example, histidine is a relatively rare amino acid found in combination with relatively more abundant amino acids in the environment of enteric bacteria (Nixon & Mawer, 1970) , so the histidine utilization system of these organisms need only carry a small fraction of the total flow of cellular material. The inducible system for histidine utilization (hut) in S. typhimurium accordingly has an induction characteristic with a low capacity (130) and a low logarithmic gain (10.6), as can be seen from the data of Brill & Magasanik (1969) . Conversely, during colonization of an infant, the lactose catabolic system may carry the entire flow of material for carbon and energy in a rapidly growing E. coli cell. The lac operon accordingly has an induction characteristic with a high capacity (11000) and a high logarithmic gain (12), as can be seen from the data of Sadler & Novick (1965) .
The molecular mode (positive or negative) of gene regulation is not an arbitrary property of the system; it is correlated with the demand for gene expression in the organism's natural environment. The demand is high when a system operates at the high end of its regulatable range (Figure 1 ) most of the time in its natural environment. The demand is low when it operates at the low end of its regulatable range most of the time in its natural environment. Thus, the concept of demand refers not only to a region of operation on the induction characteristic, but also to the frequency with which it operates in that region. Demand must be clearly distinguished from the concepts of capacity and logarithmic gain that were referred to in the previous paragraph. There can be high demand for expression of a low-capacity system, or low demand for expression of a high-capacity system. In the cases of histidine and lactose, both are relatively rare in the natural environments of enteric bacteria (Savageau, 1983) , and so expression of the systems for their utilization is in low demand. Nevertheless, as we have seen, the capacity for histidine utilization is low whereas that for lactose is high. With these distinctions in mind, one can state simply the correlation between mode of regulation and demand for expression: a negative mode (e.g. repressor control of the lac operon) is associated with a low demand for expression in the organism's natural environment, whereas a positive mode (e.g. activator control of the mal operon) is associated with a high demand for expression (Savageau, 1989) .
Stability
The stability of perfectly coupled and completely uncoupled circuits can be compared directly in Figure 3 . As noted above, externally equivalent systems are represented by points along a line with negative slope passing through the g 12 axis at a value of h 11 h 22 /g 21 . The equation for this ''line of equivalence'' is given by equation (11). Completely uncoupled circuits are represented along the vertical axis (g 12 = 0). Perfectly coupled circuits with a negative mode of regulation (g 12 < 0) are represented within the shaded region to the left of the vertical axis, whereas those with a positive mode of regulation (g 12 > 0) are represented within the shaded region to the right of the vertical axis. The greater the distance from the boundary of stability (broken vertical line), the greater the degree of stability.
The analysis of local stability is straightforward in the case of equivalent circuits having induction characteristics with low logarithmic gain ( Figure 3 , line a). When the mode of regulation is negative, an increased influence of regulator concentration on Table 1 Criteria for functional effectiveness of inducible catabolic systems
The state of the system must be dynamically stable in an appropriate sense (2) Robustness
The system should be insensitive to perturbations in the system's component parts (3) Decisiveness There should be a sharp threshold in the concentration of substrate below which no induction occurs and above which induction takes place (4) Efficiency
The gain in product available to the organism from a given suprathreshold increment in substrate should more than offset the cost of the corresponding induction (5) Responsiveness
The system should respond rapidly to changes in the environment (6) Selectivity
There should be limited accumulation of regulator during induction in order to prevent indiscriminate (dysfunctional) interactions with other systems
These criteria apply to inducible systems of other types, although the interpretation of the criteria may be slightly different (e.g. see Savageau, 1979 The 2-dimensional space of regulatory parameters (g12 and g13) for completely uncoupled circuits and perfectly coupled circuits. The parameter g12 represents the influence of regulator concentration on the rate of transcription (except when g12 = 0, as discussed in Model (Equations)) and the parameter g13 represents the influence of inducer concentration on the rate of transcription. The values of these regulatory parameters are constrained for physical reasons to be within the rectangular area above the g12 axis. Points representing stable circuits are located within the shaded area to the left of the broken line, which defines the boundary for local stability. The subset of these points that lie along the vertical axis (g12 = 0) represent completely uncoupled circuits; those that lie to the left of the vertical axis (g12 < 0) represent perfectly coupled circuits with a negative mode of regulation; those to the right of the vertical axis (g12 > 0) represent perfectly coupled circuits with a positive mode of regulation. Lines of equivalence with respect to the logarithmic gain in expression are represented by the inclined lines radiating from the common point on the horizontal axis. Such a line is the locus of points representing systems with a given steady-state induction characteristic. The larger the value of the logarithmic gain (case a < case b < case c), the steeper the slope for the line of equivalence. See the text for further discussion.
distance from the boundary of stability. The corresponding circuit that is completely uncoupled now has the greatest degree of stability.
The results are somewhat different in the case of equivalent circuits having induction characteristics with high logarithmic gain (Figure 3, lines b and c) . When the mode of regulation is negative, line b represents high logarithmic gain. As before, increasing the magnitude of g 12 increases the degree of stability, but this effect is now minimal because any significant increase in =g 12 = would cause the corresponding value of g 13 to exceed its physical limit (see above). Thus, the completely uncoupled circuit and the perfectly coupled circuit are now essentially equivalent according to criterion (1). When the mode of regulation is positive, line c represents high logarithmic gain and only perfectly coupled circuits are physically realizable †. Increasing the influence of regulator concentration on transcription reduces the distance from the boundary of stability. Thus, the perfectly coupled circuit with the maximum allowable value for g 13 , which is the closest to the completely uncoupled circuit, has the greatest degree of stability and hence is optimal according to criterion (1).
The results regarding local stability for the four different cases are summarized in Table 2 (row 1).
Robustness
A robust system is characterized by small values for its parameter sensitivities. The circuits in Figure  2 have six dependent variables (X 1 , X 2 , X 3 , V 1 , V 2 , V 3 ), six rate constants and 11 kinetic orders. Thus, there are 36 rate-constant sensitivities and 66 kinetic-order sensitivities to consider. The robustness of completely uncoupled and perfectly coupled circuits is compared by taking ratios of the corresponding parameter sensitivities. The results are presented in Tables 3 and 4. There are 36 sensitivities, associated with the parameters for inducer synthesis and degradation, that are identical for the two circuits (Table 3 , rows 5 and 6; Table 4 , rows 8 to 11). The six sensitivities with respect to change in the regulatory parameter g 12 (Table 4 , row 2) are always zero for the completely uncoupled circuit because g u 12 is zero by definition; the six with respect to g 13 (Table 4 , row 3) are the same for both circuits because g u 13 is proportional to g p 13 (see equation (10)). The remaining 54 sensitivities, associated with the parameters for synthesis and degradation of enzyme and mRNA, differ for the alternative circuits, and their interpretation depends upon the logarithmic gain of the induction characteristic and the mode of regulation.
The analysis of robustness is straightforward in the case of equivalent circuits having induction characteristics with low logarithmic gain ( Figure 3 , line a). For systems with a negative mode of regulation, g p 12 < 0, 40 of the remaining 54 sensitivities are always less in the perfectly coupled circuit than in the completely uncoupled circuit (A > 1 in transcription (i.e. a larger negative value for g 12 ) increases the degree of stability, as measured by the distance from the boundary of stability (broken vertical line). The equivalent completely uncoupled circuit on the vertical axis has the least degree of stability. When the mode of regulation is positive, an increased influence of regulator concentration on transcription (i.e. a larger positive value for g 12 ) decreases the degree of stability, as measured by the † For the purpose of comparison we shall continue to use the completely uncoupled circuit as a reference, even though it represents a circuit that is not physically realizable. The ranking of the perfectly coupled circuits relative to this reference permits a valid comparison of the alternatives that are realizable. Tables 3 and 4). Fourteen additional sensitivities are greater in the perfectly coupled circuit (B = 0 in Tables 3 and 4) . Thus, with the negative mode of regulation, 82 of the possible 102 sensitivities for the perfectly coupled circuit are always less than or equal to those of the completely uncoupled circuit that is otherwise equivalent. Furthermore, since these influences include the physiologically most important ones having to do with the end product of the system, one can conclude that the perfectly coupled circuit is the superior design according to criterion (2). For systems with a positive mode of regulation, g p 12 > 0 (but, g p 12 < h 11 h 22 /g 21 for stability, as seen in Methods, below), 40 of the remaining 54 sensitivities are always less in the completely uncoupled circuit than in the perfectly coupled circuit (A < 1 in Tables 3 and 4) . Fourteen additional sensitivities are also less in the completely uncoupled circuit than in the perfectly coupled circuit (B = 0 in Tables 3 and 4) . Thus, with a positive mode of regulation, the sensitivities of the completely uncoupled circuit are always less than or Table 4 The percentage change in a dependent variable in response to a 1% change in a kinetic-order parameter for the completely uncoupled (u) circuit relative to that for the perfectly coupled (p) circuit of gene regulation Dependent variables
The percentage change in a dependent variable with respect to a 1% change in a kinetic-order parameter (e.g. S(X2, h11) = (1X2/ 1h11)(h11/X2)) is calculated for the completely uncoupled (u) and perfectly coupled (p) circuits of gene regulation, the constraints for external equivalence are imposed, and the ratio of the 2 sensitivities (S u /S p ) is taken. a A = 1 − (g 
Table 3
The percentage change in a dependent variable in response to a 1% change in a rate-constant parameter for the completely uncoupled (u) circuit relative to that for the perfectly coupled (p) circuit of gene regulation Dependent variables
The percentage change in a dependent variable in response to a 1% change in a rate-constant parameter (e.g. S(X2, b1) = (1X2/ 1b1)(b1/X2)) is calculated for the completely uncoupled (u) and perfectly coupled (p) circuits of gene regulation, the constraints for external equivalence are imposed, and the ratio of the 2 sensitivities (S u /S p ) is taken. a A = 1 − (g The percentage change in a dependent variable with respect to a 1% change in an independent variable (e.g. L25 = 1(log X2)/1(log X5) = 1y2/1y5) is calculated for the completely uncoupled (u) and perfectly coupled (p) circuits of gene regulation, the constraints for external equivalence are imposed, and the ratio of the 2 logarithmic gains (L Ten other ratios are also unity (Table 5 , rows 1 and 3). The interpretation of the remaining six logarithmic gains depends upon the logarithmic gain of the induction characteristic and the mode of regulation.
The analysis of influence is straightforward in the case of equivalent circuits having induction characteristics with low logarithmic gain (Figure 3, line a) . For systems with a negative mode of regulation, four of the six logarithmic gains that differ are always less in the perfectly coupled circuit than in the completely uncoupled circuit (A > 1 in Table 5 ). The remaining two are greater in the perfectly coupled circuit than in the completely uncoupled circuit (B = 0 in Table 5 ). Thus, with a negative mode of regulation, 16 of the possible 18 influences on the perfectly coupled circuit are always less than or equal to those on the completely uncoupled circuit that is otherwise equivalent. For systems with a positive mode of regulation, four of the six logarithmic gains that differ are always less in the completely uncoupled circuit than in the perfectly coupled circuit (A < 1 in Table 5 ). The remaining two are also less in the completely uncoupled circuit than in the perfectly coupled circuit (B = 0 in Table 5 ). Thus, with a positive mode of regulation, the influences on the completely uncoupled circuit are always less than or equal to those on the perfectly coupled circuit that is otherwise equivalent.
The results are somewhat different in the case of equivalent circuits having induction characteristics with high logarithmic gain (Figure 3, lines b and c) . When the mode of regulation is negative, line b represents high logarithmic gain. In this case, four of the six logarithmic gains that differ are greater in the completely uncoupled circuit (A > 1 in Table 5 ), but the differences are now minimal because of the small allowable magnitude for g 12 , and the remaining two are essentially equal under these conditions (B = 1 in Table 5 ). Thus, with the negative mode of regulation, the completely uncoupled and the perfectly coupled circuits are nearly equivalent. When the mode of regulation is positive, line c represents high logarithmic gain and only perfectly coupled circuits are physically realizable. Of the six logarithmic gains that differ, all are less for the perfectly coupled circuit with the larger value for g 13 and the smaller value for g 12 . Thus, with a positive mode of regulation, the influences on the perfectly coupled circuit with the maximum allowable value for g 13 are minimal.
Both the perfectly coupled and the completely uncoupled circuits have the same overall logarithmic gain L 26 (or L(V 3 , X 6 )). Thus, they are equivalent designs according to criterion (3) (decisiveness) because they both have the same sharpness of threshold for induction. Similarly, they are equivalent designs according to criterion (4) (efficiency) because they both exhibit the same formation of product from a given suprathreshold increment in substrate. These conclusions follow from the conditions for external equivalence, which required the two circuits to have the same steady-state induction characteristic. The results regarding equal to those of the perfectly coupled circuit that is otherwise equivalent.
Again, the results are somewhat different in the case of equivalent circuits having induction characteristics with high logarithmic gain (Figure 3 , lines b and c). When the mode of regulation is negative, line b represents high logarithmic gain. Of the 54 sensitivities that differ, 40 are greater for the completely uncoupled circuit than for the perfectly coupled circuit (A > 1 in Tables 3 and 4) , but the differences here are small because of the limitation on the magnitude of g 12 (equation 5). The remaining 14 are also essentially equal under these conditions (B = 1 in Tables 3 and 4) . Thus, with high logarithmic gain and a negative mode of regulation, the completely uncoupled and the perfectly coupled circuits are nearly equivalent according to criterion (2). When the mode of regulation is positive, line c represents high logarithmic gain and only perfectly coupled circuits are physically realizable. Of the sensitivities that differ, all are less for the perfectly coupled circuit with the larger value for g 13 and the smaller value for g 12 . Thus, the perfectly coupled circuit with the maximum allowable value for g 13 , which is as close to the completely uncoupled circuit as possible, is optimal according to criterion (2).
The results regarding robustness for the four different cases are summarized in Table 2 (row 2).
Influence of independent variables
The circuits in Figure 2 have three ''environmental'' or independent variables (X 4 , X 5 and X 6 ) and six dependent variables (X 1 , X 2 , X 3 , V 1 , V 2 and V 3 ). Comparisons of the 18 logarithmic gains that characterize the influence of independent variables on dependent variables are presented in Table 5 . The influences in completely uncoupled and perfectly coupled circuits are compared by taking ratios of the corresponding logarithmic gains. The ratios for two of the logarithmic gains (L 24 and L 26 ) are unity because of the constraints for external equivalence. The response is measured in terms of flux to product (V−3), normalized with respect to its final steady-state value. The systems are those represented by the series of points along the lines of equivalence in Figure 3 . The numerical values for the parameters in equation (7) that are common to these circuits are the following: g21 = g25 = g32 = g36 = h11 = h22 = h32 = h33 = 1.00, a1 = b1 = 0.347, a2 = b2 = 0.0116 and a3 = b3 = 0.0334. The values of the remaining 3 parameters differ for each of the designs. (a) Systems with a low logarithmic gain for their induction characteristic: 1, g12 = 0.333, g13 = 0.333 and g14 = 0.667; 2, g12 = 0.00, g13 = 0.500 and g14 = 1.00; 3, g12 = − 1.00, g13 = 1.00 and g14 = 2.00. (b) Systems with a high logarithmic gain for their induction characteristic: 4, g12 = 0.450, g13 = 1.00 and g14 = 0.500; 5, g12 = 0.00, g13 = 1.82 and g14 = 1.00; 6, g12 = − 0.100, g13 = 2.00 and g14 = 1.10. (c) Systems with a very high logarithmic gain for their induction characteristic: 7, g12 = 0.750, g13 = 0.667 and g14 = 0.250; 8, g12 = 0.500, g13 = 1.33 and g14 = 0.500; 9, g12 = 0.250, g13 = 2.00 and g14 = 0.750. See the text for discussion. decisiveness and efficiency for the four different cases are summarized in Table 2 (rows 3 and 4).
Responsiveness
The comparisons of perfectly coupled and completely uncoupled circuits thus far have been general and have given us results that are independent of particular numerical values for the parameters. Indeed, this is one of the principal advantages of the power-law formalism. However, because equation (3) is non-linear and has no general dynamic solution in terms of elementary functions, one cannot expect general symbolic results when it comes to comparisons involving temporal responsiveness. For these one must solve the differential equations numerically with specific choices for the parameter values.
The analysis of temporal responsiveness is straightforward in the case of equivalent circuits having induction characteristics with low logarithmic gain (Figure 3, line a) . The response times of systems represented along a given line of equivalence typically improve with increasing values of g 13 (Figure 4(a) ). For systems with a negative mode of regulation, this trend implies that perfectly coupled circuits (e.g. case (3)) are superior to the completely uncoupled circuit (e.g. case (2)), whereas for systems with a positive mode of regulation, the completely uncoupled circuit (e.g. case (2)) is superior to the perfectly coupled circuits (e. g. case (1)) on the basis of criterion (5).
The results are somewhat different in the case of equivalent circuits having induction characteristics with high logarithmic gain (Figure 3, lines b and c) . When the mode of regulation is negative, line b represents high logarithmic gain. The temporal responsiveness of perfectly coupled circuits and that of the completely uncoupled circuit are essentially the same (Figure 4(b) ) because the magnitude of the regulatory parameter, g 12 , is restricted to very small values. As a consequence, the completely uncoupled circuit (e.g. case (5)) and the perfectly coupled circuits (e.g. case (6)) are nearly indistinguishable on the basis of criterion (5). When the mode of regulation is positive, Figure 3 , line c represents high logarithmic gain and only perfectly coupled circuits are physically realizable. The temporal responsiveness of these perfectly coupled circuits is shown in Figure 4 (c). The perfectly coupled circuit with the maximum allowable value for g 13 (e.g. case (9)), which is the closest to the completely uncoupled circuit, is superior to the others (e.g. cases (7) and (8)) and therefore optimal according to criterion (5).
Although the results shown in Figure 4 are for representative values of the regulatory parameters, the same pattern of results is seen when the full range of physically realizable values is examined. The more exhaustive results are presented as a contour plot with response times given as a function of the values for the two regulatory parameters (Figure 5) . The results regarding temporal responsiveness for the (7)). The contours are spaced at 30 min intervals. The broken line represents a valley of minimum response times in the contour plot. The response time of designs represented within 0.5 unit of the boundary of stability have been omitted. All lines of equivalent logarithmic gain pass through the point g12 = 1.00, g13 = 0.00 circuit is not physically realizable. There is an equivalent induction of regulator in all of the perfectly coupled circuits and, therefore, they can not be distinguished on the basis of criterion (6).
The results regarding selectivity for the four different cases are summarized in Table 2 (row 6).
Summary of results
For systems that have a low logarithmic gain for their induction characteristic and a negative mode of gene regulation, the perfectly coupled circuit is equal or superior to the completely uncoupled, but otherwise equivalent, circuit on the basis of all six criteria for functional effectiveness ( Table 2 , column 2). For systems that have a low logarithmic gain for their induction characteristic and a positive mode of gene regulation, the completely uncoupled circuit is equal or superior to the perfectly coupled, but otherwise equivalent, circuit on the basis of all six criteria for functional effectiveness (Table 2 , column 3).
For systems that have a high logarithmic gain for their induction characteristic and a negative mode of gene regulation, the completely uncoupled circuit is nearly equal to the perfectly coupled but otherwise equivalent circuits on the basis of five of the six criteria for functional effectiveness (Table 2 , column 4). This is brought about because the influence of the regulator concentration on the rate of transcription (g 12 ) becomes restricted to a very small magnitude as the logarithmic gain increases (Figure 3, line b) . The adverse consequences of inducing expression of regulator to a high level (criterion (6)) suggests that selection would favor the completely uncoupled circuit. Thus, circuits with high logarithmic gain and a negative mode of regulation appear to be optimal when expression of regulator and effector proteins is completely uncoupled.
For systems that have a high logarithmic gain for their induction characteristic and a positive mode of gene regulation, the completely uncoupled circuit would normally be equal or superior to the perfectly coupled but otherwise equivalent circuits on the basis of all six criteria for functional effectiveness (Table 2, column 5). However, the completely uncoupled circuit in this case is physically unrealizable. The best design that can be achieved under these circumstances is one in which the influence of inducer concentration on transcription g 13 is maximized. It should be noted that this design is able to realize a sharpness of threshold and a logarithmic gain in product formation greater than that of any realizable design with a negative mode of regulation. Thus, systems having the very highest logarithmic gain can only be realized with a positive mode of regulation and perfectly coupled circuits. On the other hand, these systems are more sluggish than any of the realizable designs with a negative mode of regulation (see Figure 5) , and their induction presents the greatest potential for dysfunctional consequences.
four different cases are summarized in Table 2 (row 5).
Selectivity
In the perfectly coupled circuits there is a greater potential for dysfunctional interaction of the regulator with other transcriptional units as a consequence of indiscriminate binding. However, such indiscriminate interactions are less problematic in circuits having induction characteristics with low logarithmic gain because the extent of regulator induction is not great. In the completely uncoupled circuit such side-effects are also minimized because the regulator level remains low and invariant during induction. Hence, with low logarithmic gain ( Figure  3, line a) , the completely uncoupled circuit and the perfectly coupled circuit are comparable on the basis of criterion (6).
Dysfunctional interactions are a special concern for perfectly coupled circuits having induction characteristics with high logarithmic gain because the regulator reaches high concentrations at full induction. Again, in the completely uncoupled circuit such side-effects are minimized because the regulator level remains low and invariant during induction. Hence, with a negative mode of regulation and high logarithmic gain (Figure 3, line b) , the completely uncoupled circuit is superior to the perfectly coupled circuits on the basis of criterion (6). The situation is different for circuits with a positive mode of regulation and high logarithmic gain (Figure 3, line c) because the completely uncoupled
Discussion
An early circuit theory of gene regulation predicted completely uncoupled (classical) circuits for inducible systems with the positive mode of regulation and perfectly coupled (autogenous) circuits for inducible systems with the negative mode of regulation (Savageau, 1976) . Experimental evidence for a number of circuits with the positive mode of regulation supported the prediction of a completely uncoupled circuit; there also were no examples of perfect coupling in such circuits. The experimental evidence for a few circuits with the negative mode of regulation was in agreement with the prediction of a perfectly coupled circuit. In other well-studied cases, like that of the lac operon, the evidence clearly suggested completely uncoupled rather than perfectly coupled circuits (Savageau, 1979) . Thus, experimental data available at the time provided some support for the predictions of this circuit theory; however, there were obvious exceptions like the lac operon. Although several hypotheses could be proposed to explain the lac anomaly, the results of a subsequent study showed that most of these can be discounted (Savageau & Sands, 1991) .
The results of the current study show that the lac circuit need not be considered an anomaly. In fact, it now has the expected circuitry when considered in the broader context of kinetic orders with values limited by the subunit structure of regulator proteins. This new understanding of inducible gene circuits can be stated in terms of two fundamental dichotomies: logarithmic gain (alternatively capacity) of the induction characteristic, high or low, and molecular mode of regulation, positive or negative.
(1) Systems with low logarithmic gain governed by the negative mode of regulation are predicted to have perfect coupling of regulator and effector circuits. Such a design is equal or superior to an otherwise equivalent one with complete uncoupling of regulator and effector circuits, according to the six criteria for functional effectiveness listed in Table 1 . The histidine utilization system in S. typhimurium (Smith & Magasanik, 1971) provides the paradigm for this case. (2) Systems with low logarithmic gain governed by the positive mode of regulation are predicted to have complete uncoupling of regulator and effector circuits. This design is equal or superior to an otherwise equivalent one with perfect coupling of regulator and effector circuits, based on all the criteria in Table 1 . The maltose catabolic system (Schwartz, 1987) might be considered the paradigm in this case. (3) Systems with high logarithmic gain governed by the negative mode are predicted to have complete uncoupling of regulator and effector circuits. This design is equal or superior to an otherwise equivalent one with perfect coupling of regulator and effector circuits, based on the same six criteria. The lactose catabolic system of E. coli (Miller & Reznikoff, 1980) provides the paradigm here. (4) Systems with high logarithmic gain governed by the positive mode of regulation are predicted to have perfect coupling of regulator and effector circuits †. The ethanolamine utilization system of S. typhimurium (Roof & Roth, 1992) is perhaps the closest to the paradigm here. Although expression of regulator and effector genes is directly coupled in this case, the coupling is not perfect.
It should be emphasized that the qualitative results reported above are independent of the particular values for the parameters of the circuits. These results largely confirm those of the earlier circuit theory in the case of circuits with low logarithmic gain; the differences arise in connection with circuits having high logarithmic gain. These differences in the current study are a consequence of extensions to the earlier work that include (1) introduction of physical limits on the range of the regulatory parameters g 12 and g 13 , (2) acknowledgment of pathological consequences associated with high-level expression of regulator, (3) consideration of all criteria for functional effectiveness in an integrated fashion, and (4) examination of responsiveness by exhaustive numerical comparisons.
The array of distinct molecular mechanisms for the regulation of gene expression is much richer than these results might suggest. The objective of this paper has been to treat just one specific aspect of this diversity. The specific regulation of inducible expression often involves one of two extreme forms of coupling between regulator and effector genes. At one extreme is perfect coupling in which the two genes are coordinately expressed; at the other is complete uncoupling in which expression of the regulator gene is invariant while the effector gene is undergoing induction. The models that we have used for analysis represent the essential features of these alternatives.
The faster response associated with perfectly coupled circuits governed by the negative mode of regulation may seem counter-intuitive. One might think that the increase in a negative (restraining) element at the same time that the effector circuit is being induced would make for sluggish induction. The results are just the reverse, as can be seen from † This is the only design that is realizable when the highest logarithmic gain or capacity for regulation is required. However, this design has a lower degree of stability, is less robust, has a slower temporal response, and has greater accumulation of regulator when compared to a completely uncoupled circuit with lower logarithmic gain. Some of these disadvantages might be eliminated with the use of inverse coupling in the design (see below).
the following intuitive argument. At the beginning of induction, when regulator levels are low, the rate of increase in expression is at its maximum and much greater than it is in the case of the completely uncoupled circuit that is otherwise equivalent. However, as induction proceeds and the level of regulator increases, the high initial rate of expression is reined-in and the perfectly coupled circuit comes to the same final steady state of induction as the completely uncoupled circuit. Thus, expression in the perfectly coupled circuit gets off to a quick head start and then is progressively diminished to arrive at the appropriate steady state in the minimum time.
This intuitive understanding of the perfectly coupled circuit governed by the negative mode of regulation suggests an analogous view for circuits governed by the positive mode. Assume that the levels of the positive regulator are ''high'' at the beginning of induction, and that the rate of increase in expression is at its maximum and much greater than it is in the case of the completely uncoupled circuit that is otherwise equivalent. Now if the level of positive regulator ''decreases'' as induction proceeds, then the high initial rate of expression is reined-in and this circuit comes to the same final steady state of induction as the completely uncoupled circuit. Again, expression in this circuit would get off to a quick head start and then be progressively diminished to arrive at the appropriate steady state in the minimum time. This circuit, however, cannot be considered a perfectly coupled circuit, because expression of the regulator is decreasing while expression of the effector proteins is increasing. That is, these two circuits are not perfectly coupled but ''inversely'' coupled.
This intuitive argument suggests that the class of circuits considered here may not be capable of representing the optimal design when the mode of regulation is positive. A more rigorous study of this issue will require examination of circuits with a more general pattern of coupling between regulator and effector circuits (Savageau, 1985b) . This is the subject of work that is currently in progress.
The major results of the current study can be summarized in a few simple rules for the design of inducible gene circuits with extreme forms of coupling (Table 6 ). Natural selection is expected to favor the evolution of completely uncoupled circuits when there is a positive mode of gene regulation and a low logarithmic gain for the induction characteristic, or when there is a negative mode of gene regulation and a high logarithmic gain for the induction characteristic. The expectation is perfectly coupled circuits when there is a positive mode of gene regulation and a high logarithmic gain for the induction characteristic, or when there is a negative mode of gene regulation and a low logarithmic gain for the induction characteristic.
Methods
For the comparison of alternative circuits for gene regulation one requires (1) criteria for functional effectiveness with which to judge the alternatives, (2) methods of symbolic and numeric analysis with which to quantify these criteria, and (3) systematic methods for making ''well-controlled'' comparisons (Savageau, 1985a) .
Criteria for functional effectiveness
Criteria for the functional effectiveness of inducible catabolic systems have been discussed in detail elsewhere (Savageau, 1976 (Savageau, (chapter 15), 1979 . In summary, systems in this class should be ''stable'' (exhibit stable steady states), ''robust'' (insensitive to perturbations in the system's components), ''decisive'' (exhibit a sharp threshold in concentration of substrate necessary for induction), ''efficient'' (make the most product available from a given suprathreshold increment in substrate), and ''responsive'' (respond quickly to changes in the environment).
There is abundant experimental evidence that overproduction of regulatory proteins leads to indiscriminate (dysfunctional) interactions in the intact organism. As one might expect, some of the instances lead to pathology of the specific regulatory mechanism normally associated with the regulator (e.g. Mü ller-Hill et al., 1968; Miller et al., 1970; von Hippel et al., 1974; Kirby et al., 1986; Mermod et al., 1987) . Others lead to pathology of functions that may or may not be related normally to the regulator (e.g. Wang et al., 1981; Bogosian & Somerville, 1983; Triezenberg et al., 1988a,b; Gill & Ptashne, 1988; Sadowski et al., 1988; Cherry & Denis, 1989; del Castillo et al., 1990; Dolan & Fields, 1990; Tobin & Schleif, 1990; Faix et al., 1992; Jen et al., 1992; McGuire et al., 1992; Hoeck et al., 1992) . In some cases, the more general pathology may be evidence of previously unsuspected interactions that form part of a larger regulatory scheme. In other cases, where the evidence is less clear, one must entertain the possibility that the more general pathology is the result of indiscriminate interactions that have no physiological function and that are manifested only at unnaturally high concentrations of the regulator.
In view of these observations, we have added an additional criterion to those listed above; namely, the systems should be ''selective''. By this we mean that they should exhibit limited accumulation of the regulatory protein during induction so as to diminish the possibility of indiscriminate signaling to the genes of other systems. The augmented list of criteria is summarized in Table 1 . Other criteria might be added to this list, but based upon current understanding of cellular physiology, these are likely to represent the major criteria, and thus are reasonable requirements for inducible systems to function effectively.
Symbolic and numeric analysis
The following methods of symbolic and numeric analysis † are used to quantify the above criteria.
Stability
Local stability is determined by examining the eigenvalues of the linearized system or by application of the conventional Routh-Hurwitz criteria (Chen, 1984; Dorf, 1992) . The last two Routh-Hurwitz criteria provide the critical conditions for stability (Savageau & Sands, 1991) . However, when the natural inducer is an intermediate (g32 = h32), as is true of the systems represented in Figure 2 , the critical boundary for stability is given by the last Routh-Hurwitz criterion. The ''degree of stability'' is quantified by determining the minimum ''distance'' from this critical boundary for stability (Savageau, 1976) .
Recall that the two relevant regulatory parameters are the influence of regulator concentration on the rate of transcription (g12) and the influence of inducer concentration on the rate of transcription (g13). If these two parameters are represented in a two-dimensional plot with the regulator influence on the x-axis and the inducer influence on the y-axis (Figure 3) , then the critical condition representing the boundary of stability is given by the vertical line passing through the critical value of g* 12 = h11h22/g21 (Savageau & Sands, 1991) . For a system to be stable, the values of its regulatory parameters g12 and g13 must lie to the left of the broken vertical line in Figure 3 . The values of its regulatory parameters also must be within the shaded area, which is the allowable range determined by the number of subunits in the regulator protein (see equations 5 and 6).
Robustness
Designs that survived natural selection are relatively insensitive to changes in the system parameters, i.e. they can be considered robust. Changes that alter the system parameters will occur for any number of reasons, e.g. changes in ambient temperature, aging of components, errors in transcription and translation. Robustness, the ability of a system to withstand such perturbations, can be measured by the sensitivities (Bode, 1945) of the dependent variables to changes in the values of the underlying parameters: rate constants and kinetic orders (Savageau, 1971 (Savageau, , 1976 :
These systemic quantities can be obtained from the solution of equation (3) by simply differentiating the steady-state expression for the dependent variable of interest (Savageau & Sorribas, 1989) . With these two types of calculations one can examine individually the influence of each parameter.
Decisiveness
The decisiveness of a system is related to the sharpness of the threshold for induction, which is measured by the angle between the horizontal line, representing the basal level of expression in the absence of inducer, and the inclined line, representing the regulatable region of the induction characteristic (see Figure 1) . Maximum sharpness occurs when the slope of the regulatable region is infinite; minimum sharpness occurs when the slope is zero. Thus, the slope of the regulatable region in the steady-state induction characteristic determines the sharpness of the threshold. When expression is measured in terms of the concentration of protein, the slope is given by the logarithmic gain L26, which relates changes in protein concentration, X2, to changes in substrate concentration, X6. The larger this logarithmic gain, the steeper the slope of the induction characteristic, the sharper the threshold, and the more decisive the induction.
Efficiency
The slope of the regulatable region in the steady-state induction characteristic also determines the logarithmic gain in flux going to product (see Figure 1) , which reflects the efficiency of the inducible system. When expression is measured directly in terms of flux, then the slope is given by the logarithmic gain L(V3, X6), which relates changes in flux, V3, to changes in substrate concentration, X6. The larger this logarithmic gain, the steeper the slope of the induction characteristic, the greater the increase in flux to product for a given suprathreshold increment in substrate concentration, and the greater the efficiency. Note that this slope is a simple linear function of the slope measured in terms of protein concentration:
Thus, increasing L26 increases L(V3, X6) when the parameters g36 and g32 are unchanged.
Responsiveness
The system response of most interest for inducible catabolic operons is the flux going to product (V−3 = V3 in steady state). The response time is measured by the time required for the system's dynamic response to a step change in substrate (X6) to be within 25% of its final steady-state value. This empirical approach to measuring response time is used because equation (3) is non-linear and has no general dynamic solution in terms of elementary functions. One must solve the differential equations numerically with specific choices for the parameter values. We have used the subroutine LSODE (Hindmarsh, 1983) to perform the numerical integration of the normalized equation (7) because of the large number of cases for which the equation exhibits a high degree of stiffness. † ESSYNS, an efficient program designed specifically for evaluation and simulation of synergistic systems (Voit et al., 1990) , can be used to provide ''numerical'' results for all of the analytical quantities described in this section. It is also the method of choice for determining response time when the numerical integration involves equations with a low to moderate degree of stiffness ).
Selectivity
In the completely uncoupled circuit the level of regulator protein is invariant during induction of the effector proteins. Hence, the selectivity will be unchanged for such a regulator. In the perfectly coupled circuit the variation in level of regulator protein is equal to that of the effector proteins (Figure 1(b) ). If there is a large capacity for regulated expression, then there will be greater potential for loss of selectivity through indiscriminate signaling by such a regulator.
Mathematically controlled comparison
In comparing the two alternative designs there is the potential for extraneous differences to confuse the results. This is particularly true for complex systems whose integrated behaviors are not intuitively obvious. A strategy for dealing mathematically with such comparisons involves ideal controlled comparisons (Savageau, 1976, chapters 9 and 14) . First, one requires that all processes internal to the two systems that can be made identical have the same set of parameter values. For example, the rate constant for mRNA degradation will have the same value in each of the alternatives. This is called ''internal equivalence''. Those processes that necessarily differ will in general have parameter values that are unrelated. In order to reduce the element of arbitrariness in the choice of values for these parameters, one requires constraints for ''external equivalence''. External equivalence means that the two alternative designs produce the same behavior from a perspective external to the systems. For example, they exhibit the same steady-state induction characteristic. Once the two systems have been made maximally equivalent from both the internal and external perspective, any remaining differences in their behavior can be attributed to inherent differences in their designs. This method of controlled comparison has allowed rather general conclusions to be drawn regarding alternative designs for various molecular and cellular networks (Savageau, 1985a; Irvine, 1991) .
Internal equivalence
For the comparison of completely uncoupled and perfectly coupled circuits we require internal equivalence. The same set of parameter values will apply for both alternatives, except in the case of mRNA synthesis. The values of the parameters a , which characterize regulated transcription in the completely uncoupled circuit. This is because mutational alteration of a process will, in general, affect the values of all the parameters that characterize that process. Hence, we distinguish with superscripts (p, perfectly coupled; u, completely uncoupled) those parameters that are in general unique to each of the alternative circuits. All parameters without superscripts have the same value in each circuit. This specification of internal (or ''component'') equivalence does not ensure that the two circuits will be equivalent from an external (or ''systemic'') perspective.
External equivalence
For external equivalence we require the two circuits to be as nearly identical as possible with regard to their systemic behavior. In this particular comparison, if we assume that the perfectly coupled circuit is given as the reference, then three systemic constraints can be used to fix the values of the three parameters unconstrained by internal equivalence, a 
Circuits exhibiting the same induction characteristic (and thus the same logarithmic gain L26) are represented in the space of regulatory parameters g12 and g13 by points along a ''line of equivalence'':
which radiates from the point g12 = h11h22/g21, g13 = 0 (Figure 3) . The larger the value of the logarithmic gain, L26, the steeper the negative slope for the line of equivalence. Second, we require that the two circuits respond equally to fluctuations in the level of precursors for RNA synthesis (X4), i.e. L 
Finally, we require the two circuits to have the same basal level of expression and the same horizontal displacement of their induction characteristic. This is achieved as follows. At the threshold level of substrate for induction both circuits will have the same level of effector enzyme; that is, X . (13) The use of the above constraints for internal and external equivalence eliminates arbitrary differences in the circuits being compared. Given any particular perfectly coupled circuit, the completely uncoupled circuit appropriate for comparison is totally specified. The parameters without superscripts that are associated with the completely uncoupled circuit have the same values as the corresponding parameters that are associated with the perfectly coupled circuit. The three parameters with superscripts (u) that are associated with the completely uncoupled circuit have their values determined by the constraints for external equivalence (equations (10), (12) and (13)) and are uniquely specified in terms of the given independent concentrations and parameter values of the perfectly coupled circuit.
In operational terms, the controlled comparisons can now proceed as follows. First, one quantitatively characterizes the behavior of each circuit according to the criteria in Table 1 by calculating the various expressions described above. At this point, one cannot make direct comparisons because the alternative circuits are represented by different kinds of parameters. The perfectly coupled circuit has its unique set, g and a u 1 . Next, one replaces the three parameters unique to the completely uncoupled circuit by the expressions of equivalent value given in equations (10), (12) and (13). The expressions given above that are used to quantitatively characterize the behavior of each circuit (degree of stability, parameter sensitivity, logarithmic gain in flux to product, response time, logarithmic gain in regulator concentration) now involve only the same kinds of parameters; namely, those of the perfectly coupled circuit. Finally, comparisons of the alternative circuits on the basis of the criteria in Table 1 can be made quite simply, e.g. by taking ratios of the corresponding expressions.
