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SOME STABILITY RESULTS FOR THE COMPLEX
GINZBURG-LANDAU EQUATION
SIMA˜O CORREIA AND MA´RIO FIGUEIRA
Abstract. Using some classical methods of dynamical systems, sta-
bility results and asymptotic decay of strong solutions for the complex
Ginzburg-Landau equation (CGL),
∂tu = (a+ iα)∆u− (b+ iβ)|u|
σ
u+ ku, t > 0, x ∈ Ω,
with a > 0, α, b, β, k ∈ R, are obtained. Moreover, we show the existence
of bound-states under certain conditions on the parameters and on the
domain. We conclude with the proof of asymptotic stability of these
bound-states when Ω = R and −k large enough.
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1. Introduction and main results
This paper is concerned with the study of the stability of some equilibrium
solutions of the Cauchy problem for the complex Ginzburg-Landau equation

∂tu = (a+ iα)∆u − (b+ iβ)|u|σu+ ku, t > 0, x ∈ Ω
u(t, x) = 0, x ∈ ∂Ω, t ≥ 0
u(0, x) = u0(x)
(CGL)
where a > 0, α, b, β, k ∈ R and Ω is assumed to be a domain in RN of class C2
with ∂Ω bounded. We also analyze the asymptotic behaviour of the global
solutions of (CGL). Local and global existence and uniqueness of solutions
of (CGL) are widely studied under several assumptions on the parameters
since the seminal paper [11]; see also [6],[7],[13] and the references therein.
On the other hand, there are not many results concerning the blow-up of
the solutions of (CGL): we refer e.g. [2] and [12]. Furthermore, concerning
the existence of standing wave solutions, some partial results were obtained
in the case of a bounded connected domain; cf.[3] and [5]. The latter also
includes a result concerning the whole space Ω = RN .
The linear operator of (CGL), −A = (a + ib)∆, a > 0, b ∈ R, with
domain, D(A) = H2(Ω)∩H10 (Ω), generates an analytic semi-group (see [14]):
writing Aε = A + εI, ε > 0, we have ℜ(Aεu, u)L2 = a‖∇u‖2L2 + ε‖u‖2L2 ≥
c0‖u‖2H1 , c0 = min{a, ε} and |ℑ(Aεu, u)L2 | ≤ |b|‖u‖2H1 . Then, the resolvent
set
ρ(Aε) ⊃ {λ : |argλ| > θε}, θε = arctan(|b|/ε) < π/2
1
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and if we choose ε small enough, we conclude that ρ(A) ⊃ {λ : ℜλ < 0}. We
see also easily that e−Az = e−Aazeaz is an analytic semi-group in the sector
{z : |argz| < ω}, ω = π/2− arctan(|b|/a).
Let introduce now the following definition:
Definition 1.1. A function u(·) ∈ C([0, T );L2(Ω)), T > 0, is called a
strong solution of (CGL) if u(t) ∈ D(A), dudt (t) exists for t ∈ (0, T ), u(0) =
u0 and the differential equation in (CGL) is satisfied for t ∈ (0, T ).
Since f(u) = −(b+ iβ)|u|σu+ku is locally Lipschitz in H1(Ω) with values
in L2(Ω), for σ ≤ 2N−2 if N > 2 and for any σ > 0 if N = 1, 2, then there
exists T = T (u0) > 0 such that the problem (CGL) has a unique solution
on [0, T0), and this solution depends continuously of the initial data (see
[10], pag. 54 and 62). To obtain a global solution, multiply the equation in
(CGL) by u, −∆u and |u|σu, integrate on Ω and take the real part. One
obtains
1
2
d
dt
‖u‖2L2 = −a‖∇u‖2L2 − b‖u‖σ+2Lσ+2 + k‖u‖L2 (1.1)
1
2
d
dt
‖∇u‖2L2 = −a‖∆u‖2L2 + bℜ
∫
Ω
∆u|u|σu dx
− βℑ
∫
Ω
∆u|u|σu dx+ k‖∇u‖2L2
(1.2)
1
σ + 2
d
dt
‖u‖σ+2
Lσ+2
= aℜ
∫
Ω
∆u|u|σu dx− αℑ
∫
Ω
∆u|u|σu dx
− b‖u‖2σ+2
L2σ+2
+ k‖u‖σ+2
Lσ+2
(1.3)
Next, if we multiply (1.3) by β/α (with α 6= 0) and add to (1.1) + (1.2),
one obtains
d
dt
[
1
2
‖u‖2H1 +
β
α(σ + 2)
‖u‖σ+2
Lσ+2
]
= k [‖u‖2H1 +
β
α
‖u‖σ+2
Lσ+2
]− a‖∇u‖2L2
− b‖u‖σ+2
Lσ+2
− a‖∆u‖2L2 −
βb
α
‖u‖2σ+2
L2σ+2
+
(
b+
aβ
α
)
ℜ
∫
Ω
∆u|u|σu dx
Since ℜ ∫Ω∆u|u|σu dx ≤ 0, it is now clear that, if b ≥ 0 and αβ ≥ 0 then‖u(t)‖H1 is locally bounded and we can state:
Proposition 1.2. Let Ω be a domain in RN of class C2 with ∂Ω bounded.
Assume 0 < σ ≤ 2N−2 if N > 2 and 0 < σ if N = 1, 2. Then, for any
u0 ∈ H10 (Ω), there exists T = T (u0) > 0 such that (CGL) has a unique
strong solution on [0, T ) and this solution depends continuously of the initial
data. Moreover, if b+ αβ/a ≥ 0, the solution is global.
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Under the conditions of the Proposition 1.2, denote by S(t) the dynamical
system associated to (CGL) such that S(t)u0 ≡ u(t;u0), t ≥ 0, represents
the solution of (CGL) with initial data u(0) = u0 ∈ H10 (Ω), and let recall
the following classical definition:
Definition 1.3. We say that u0 ∈ H10 (Ω) is stable if for any δ > 0 there
exists ε > 0 such that
v ∈ H10 (Ω), ‖u0 − v‖H1 < ε⇒ sup
t≥0
‖S(t)u0 − S(t)v‖H1 < δ
In addition, we say that u0 is asymptotically stable if u0 is stable and
there exists η > 0 such that limt→∞ ‖S(t)u0 − S(t)y‖H1 = 0 for all y ∈
H10 (Ω), ‖u0 − y‖H1 < η.
The following results concern the stability of the equilibrium solution
u ≡ 0 and the asymptotic decay of the global solutions of (CGL) depending
on the coefficient for the driving term k.
Theorem 1.4 (Stability of the zero solution for small k). Assume the hy-
pothesis of the Proposition 1.2.
1. Lp stability:
If
k ≤ 0 and |α|
a
≤ 2
p− 2
the equilibrium point 0 is Lp-stable for 2 ≤ p ≤ 2NN−2 , if N > 2, 2 ≤ p <∞ if N = 1, 2.
In addition, if k < 0
‖u(t, x)‖Lp → 0 as t→∞, for all u0 ∈ H10 (Ω).
In the particular case p = 2, if Ω is a bounded domain, k > 0 and
k
a <
(
1
ωN
|Ω|
)−2/N
, where ωN represents the volume of the unit ball in
R
N and |Ω| the volume of Ω, then ‖u(t, x)‖L2 → 0 as t → ∞, for all
u0 ∈ H10 (Ω).
2. H1 stability:
Let Ω a bounded domain and assume α/a = β/b. Then 0 is asymptotically
stable in H1 if
k ≤ a
2
(
1
ωN
|Ω|
)−2/N
In addition,
‖u(t, x)‖H1 → 0 as t→∞, for all u0 ∈ H10 (Ω).
Theorem 1.5 (Instability of the zero solution for large k). Let Ω ⊂ RN be a
bounded domain of class C2 and denote by λn, n = 1, 2, . . . the eigenvalues of
−∆ ranked in ascending order. Consider the (CGL) problem with 0 < σ ≤
2
N−2 if N > 2 and 0 < σ if N = 1, 2 and assume b < 0, α, β ∈ R, α/a = β/b
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and k > 0 such that k/a ∈ (λn, λn+1) for some n ∈ N. Then, the equilibrium
solution u ≡ 0 is unstable.
As we have noted before, the existence of standing waves for the complex
Ginzbourg-Landau equation remains a largely open problem. Before we pro-
ceed, we rewrite the complex Ginzburg-Landau equation in its trigonometric
form, following the notations of [3] and [5]:
ut = e
iθ∆u+ eiγ |u|σu+ ku (CGL*)
where −π/2 < θ < π/2,−π < γ ≤ π, k ∈ R, u = u(t, x), x ∈ R, t > 0. We
then look for solutions of (CGL*) in the form u = eiωtφ(x), where φ ∈ H1(R)
is a solution of the elliptic equation
iωφ = eiθ∆φ+ eiγ |φ|σφ+ kφ, φ ∈ H10 (Ω). (B-S)
To stress the difficulty in finding bound-states, we start with the following
simple non-existence result:
Proposition 1.6. Given Ω an open subset of Rd, suppose that φ ∈ H10 (Ω)
is a solution of
iωφ = eiθ∆φ+ eiγ |φ|σφ, ω > 0, 0 ≤ γ ≤ θ ≤ π/2, γ 6= π/2.
Then φ ≡ 0. The same conclusion is valid if ω = 0 and θ 6= γ.
Remark 1.7. Notice that (B-S) may always be reduced to k = 0: it suffices
to multiply the equation by (ω + ik)/(ω2 + k2).
As a consequence of the non-existence result, one can argue that a direct
perturbative argument around the Schrdinger ground-state is impossible. In
fact, the Schrdinger case corresponds to θ = γ = π/2 and ω = 1, which lies
in the frontier of the region of non-existence. If one could apply a direct
perturbative argument (that is, without having a dependence between γ and
θ), one would find an open region of existence around θ = γ = π/2, which
is impossible.
Our contribution to the problem of existence of bound-states for (CGL*)
is twofold: the first result concerns the existence on bounded domains, for
certain values of k; the second focuses on the case Ω = R.
Theorem 1.8. Suppose that Ω is a bounded, connected, open subset of Rd
such that the Laplace-Dirichlet operator over Ω has a simple eigenvalue λ.
Fix 0 ≤ θ, γ ≤ π/2 and γ 6= π/2. There exists ǫ > 0 such that, for any k
with 0 < λ cos θ − k < ǫ, there exist ω > 0 and a solution φ ∈ H10 (Ω) of
(B-S)
Remark 1.9. The above result is quite similar to that of [3]: therein, it is
proven that, over open bounded connected subsets of Rd, the equation
iωu = eiθ∆u+ eiγ |u|σu+ ku
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has a solution (ω, u) ∈ R × H10 (Ω) if σ is sufficiently small and (λ cos θ −
k) cos γ > 0. The goal of our result is to trade the freedom in k for the
freedom in σ.
Theorem 1.10. Consider Ω = R.
1. If ω2 + k2 6= 0 and arg(k− iω) 6= θ, then equation (B-S) has at most one
solution, up to gauge rotations and translations.
2. Fix −π/2 < θ < π/2 and ω, k ∈ R such that ω cos θ + k sin θ 6= 0. Define
d =
k cos θ − ω sin θ +√ω2 + k2
ω cos θ + k sin θ
(1.4)
and let γ ∈ (−π, π] be the unique solution of
tan(γ − θ) = d(σ + 4)
σ + 2− 2d2 , d sin(γ − θ) + cos(γ − θ) > 0. (1.5)
Then the complex Ginzburg-Landau equation admits a bound-state of the
form
φ = ψ exp (id lnψ) ,
where ψ is the bound-state for the nonlinear Schrdinger equation, up to
scaling and scalar multiplication.
Remark 1.11. We observe that the conditions ω2+k2 6= 0 and arg(k−iω) 6=
θ imply ω cos θ + k sin θ 6= 0.
Remark 1.12. In the particular case ω = 1 and k = 0, the condition (1.5)
reduces to
cos γ
sin(γ − θ) =
σ
σ + 4
. (1.6)
In particular, γ > θ, which agrees with the nonexistence result. Moreover,
for γ ≤ π/4, the above condition is never verified:
cos γ
sin(γ − θ) >
cos γ
sin γ
≥ 1 > σ
σ + 4
.
Finally, we present a stability result for bound-states with large −k:
Theorem 1.13. Fix ω = 1 and 0 < θ < π/2. Then, for −k sufficiently
large, the bound-state φ built in Theorem 1.10 is asymptotically stable.
2. Proof of the Theorem 1.4
Let S(t) be a dynamical system on a Banach space H and recall that a
Lyapunov function is a continuous function W : H → R such that
W˙ (u) := lim sup
t→0+
1
t
[W (S(t)u)−W (u)] ≤ 0
for all u ∈ H. The next lemma is mainly proved in [9].
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Lemma 2.1. Let S(t) be a dynamical system on a Banach space (D, ‖ ‖).
Let E a normed space such that D →֒ E and W a Lyapunov function on D
such that
W (u0) ≥ k1‖u0‖E , k1 > 0, u0 ∈ D.
Then, the equilibrium point 0 is ‖ ‖E - stable in the sense that
u0 ∈ D, ‖u0‖ → 0⇒ ‖S(t)u0‖E → 0,
uniformly in t ≥ 0.
Assume in addition that
W˙ (u0) ≤ −k2‖u0‖E , k2 > 0, u0 ∈ D.
Then, limt→∞‖S(t)u0‖E = 0 for any u0 ∈ D.
Proof of Theorem 1.4. 1. Let denote by S(t) the dynamical system associ-
ated to (CGL), where S(t)u0 ≡ u(t, u0) represents the unique global solution
of (CGL) under the hypothesis of the Proposition (1.2) and define
Wp(u) =
∫
Ω
|u(x)|pdx,
with 2 ≤ p ≤ 2NN−2 if N > 2, 2 ≤ p < ∞ if N = 1, 2 and u = u(t, u0).
It is clear that Wp : H
1
0 (Ω) → R, is a continuous functional and, from
W˙p(u) = ∇W (u) · ddtu(t), we get
W˙p(u) = pℜ
∫
Ω
|u|p−2u {(a+ iα)∆u− (b+ iβ)|u|σu+ ku} dx
≤ pk
∫
Ω
|u|pdx− ap
∫
Ω
|u|p−2|∇u|2dx
− pb
∫
Ω
|u|p|u|σdx+ pαℑ
∫
Ω
∇ (|u|p−2)u∇u dx.
(2.1)
Since
∇|u|p−2 = p− 2
2
|u|p−4(u∇u+ u∇u)
we obtain∣∣∣∣pαℑ
∫
Ω
∇ (|u|p−2)u∇udx
∣∣∣∣ ≤ p|α|p − 22
∫
Ω
|u|p−2|∇u|2dx.
Hence, if αp−22 ≤ a and k ≤ 0 we derive that W˙p(u) ≤ pk‖u‖pLp and the
conclusion follows from the Lemma 2.1. If p = 2 and Ω is bounded, the
above estimation reduces to
W˙2(u) = −2a
∫
Ω
|∇u|2dx− 2b
∫
Ω
|u|σ+2dx+ 2k
∫
Ω
|u|2dx
and if k
(
1
ωN
|Ω|
)2/N
< a, by Poincare´ inequality, the conclusion remains
valid.
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2. We now consider Ω a bounded domain and we define a new functional:
V (u) :=
a
2
∫
Ω
|∇u|2dx+ b
σ + 2
∫
Ω
|u|σ+2dx− k
2
∫
Ω
|u|2dx. (2.2)
V is a continuous real function on H10 (Ω) and, if
k ≤ 0 or k > 0, k
a
<
(
1
ωN
|Ω|
)2/N
we have V (u) ≥ c‖u‖H1(Ω), c > 0. In addition, for any u ∈ H10 (Ω) ∩H2(Ω)
and h ∈ H10 (Ω) we have V (u+ h) = V (u) + L · h+ o(‖h‖H1), where
L · h = −ℜ
∫
Ω
[a∆u− b|u|σu+ ku] hdx.
Therefore, for all u = u(t) ∈ H10 (Ω) ∩H2(Ω) we get
V˙ (u) =−
∫
Ω
|a∆u− b|u|σu+ ku|2 dx
−ℜ
∫
Ω
(a∆u− b|u|σu) i (α∆u− β|u|σu) dx
−ℜ
∫
Ω
i ku (α∆u− β|u|σu) dx
(2.3)
and, for αa =
β
b = c, c ∈ R, we obtain
V˙ (u(t)) = −
∫
Ω
|a∆u− b|u|σu+ ku|2 dx ≤ 0, t > 0. (2.4)
Note that
1
t
[V (S(t)u0)− V (u0)] = V˙ (S(t∗)u0)
for some 0 < t∗ < t and so (2.4) is true for all t ≥ 0. Hence, the functional V
is a Lyapunov function and we have the stability inH10 (Ω) of the equilibrium
solution u ≡ 0.
We prove now the asymptotic stability. First, we remark that
−V˙ (u) =a2
∫
Ω
|∆u|2dx+ b2
∫
Ω
|u|2σ+2dx+ k2
∫
Ω
|u|2dx
− 2abℜ
∫
Ω
∆u|u|σudx+ 2akℜ
∫
Ω
∆uudx
− 2bkℜ
∫
Ω
|u|σ+2dx.
(2.5)
The first, fourth, fifth and sixth terms in the right hand side can be estimate
as follows :∫
Ω
|∇u|2dx ≤
∣∣∣∣
∫
Ω
∆uu dx
∣∣∣∣ ≤
(∫
Ω
|∆u|2dx
)1/2(∫
Ω
|u|2dx
)1/2
8 SIMA˜O CORREIA AND MA´RIO FIGUEIRA
and by the Poincare´ innequality,
(∫
Ω
|∆u|2dx
)1/2
≥
(
1
ωN
|Ω|
)−1/N (∫
Ω
|∇u|2dx
)1/2
.
It follows that
a2
∫
Ω
|∆u|2dx ≥ a2
(
1
ωN
|Ω|
)−2/N ∫
Ω
|∇u|2dx. (2.6)
Next
ℜ
∫
Ω
∆u|u|σudx = −
∫
Ω
|∇u|2|u|σdx
− σ
2
ℜ
∫
Ω
|u|σ−2∇u · (∇uu+ u∇u)u dx
= −
∫
Ω
|∇u|2|u|σdx− σ
2
∫
Ω
|∇u|2|u|σdx
− σ
2
ℜ
∫
Ω
|u|σ−2(∇u · ∇u)u2dx
≤ −
∫
Ω
|∇u|2|u|σdx
(2.7)
and so
− 2abℜ
∫
Ω
∆u|u|σudx ≥ 2ab
∫
Ω
|∇u|2|u|σdx. (2.8)
Also
2akℜ
∫
Ω
∆uudx = −2ak
∫
Ω
|∇u|2dx. (2.9)
Finally
i) If k ≤ 0, then
−V˙ (u) ≥ c
∫
Ω
|∇u|2dx, c = a2
(
1
ωN
|Ω|
)−2/N
ii) If 0 < k < a2
(
1
ωN
|Ω|
)−2/N
it follows from (2.5), (2.6) and (2.8) that
−V˙ (u) ≥ δ
∫
Ω
|∇u|2dx
with δ = a2
(
1
ωN
|Ω|
)−2/N − 2ak > 0 and we obtain, by the Lemma 2.1, in
any case, i) or ii), the asymptotic stability and the decay ‖u(t, u0)‖H1 → 0,
as t→∞, for any u0 ∈ H10 (Ω). 
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3. Proof of the Theorem 1.5
Consider the (CGL) problem with a, k > 0, b < 0, α, β ∈ R and Ω a
bounded domain of class C2. Assume that 0 < σ ≤ 2N−2 if N > 2, 0 < σ
if N = 1, 2 and α/a = β/b. As we pointed out before, for any u0 ∈ H10 (Ω)
there exists a maximal solution of (CGL) defined on [0, T ), T > 0, denoted
by S(t)u0 ≡ u(t, u0). Suppose that supt≥0 ‖S(t)u0‖H1 ≤M for someM > 0.
Then {S(t)u0}t≥0 is a relatively compact set in H10 (Ω) (this is a consequence
of the fact that the operator (a+ iα)∆ has compact resolvent (see e.g. [10],
pag.57)) and therefore, it follows that the ω - limit set of u0,
ω(u0) = {y ∈ H10 (Ω) : there exists tn →∞ such that S(tn)u0 → y},
is a nonempty, invariant and compact set (see e.g. [4]).
Consider once again the Lyapunov functional
V (u) :=
1
2
∫
Ω
{
a|∇u|2 + 2b
σ + 2
|u|σ+2 − k|u|2
}
dx
and note (see (2.4)) that for any u ∈ H10 (Ω), V˙ (u) = 0 if and only if
−∆u− k
a
u = − b
a
|u|σu (3.1)
Proof of Theorem 1.5. Step 1. First of all we show that there exists a small
enough positive number, η > 0, such that do not exists a nontrivial solution
u ∈ H10 (Ω) of (3.1) with ‖u‖H1 = η. Let u ∈ H10 (Ω), ‖u‖H1 = η be a
solution of (3.1). Since k/a ∈ ρ(−∆) and |u|σu ∈ L2(Ω) it follows that
u ∈ H2(Ω) ∩H10 (Ω) and
‖u‖H2 ≤ c ‖u‖σ+1H1 ≤ c ησ+1
which implies u ≡ 0 if η is small enough.
Step 2. Consider the set
K = {φ ∈ H10 (Ω) : V (φ) < 0}
and let be k/a ∈ (λn, λn+1) for some n = 1, 2, · · · , with λn the eigenvalues
of −∆. Then, for any ε > 0, K∩Uε(0) 6= ∅, where Uε(0) is the ε - neighbour-
hood of 0 in H10 (Ω). To prove that, take k/a = λn + δ, 0 < δ < λn+1 − λn
and consider un the eigenfunction associated to λn with ‖un‖H1 < ε. Since
−∆un = λnun we obtain
a
∫
Ω
|∇un|2dx− k
∫
Ω
|un|2dx = a
[∫
Ω
|∇un|2dx− k
a
∫
Ω
|un|2dx
]
= a
[∫
Ω
|∇un|2dx− λn
∫
Ω
|un|2dx− δ
∫
Ω
|u|2dx
]
< 0
and so V (un) < 0.
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Step 3. Let U be an open neighbourhood of 0 in H10 (Ω) such that U ⊂
U ⊂ Uη(0), where η > 0 was determined before in the step 1. and let be
φ ∈ K ∩ U . We claim that S(t)φ ∈ ∂ U for some t > 0.
Suppose that we have {S(t)φ} ⊂ U for all t > 0. Since {S(t)φ} is a compact
set and V (S(t)φ) is a nonincreasing function of t ≥ 0, it turns out that
l = limt→∞ V (S(t)φ) exists in R. On the other hand, by the precompacity
of {S(t)φ}t≥0, the ω - limit set ω(φ) is nonempty. Let be y ∈ ω(φ) ⊂ Uη(0);
it is clear that V (y) = l and, by the invariance of ω(φ), S(t)y ∈ ω(φ) and so
V (S(t)y) = l. It follows that V˙ (y) = 0 and by the step 1., y = 0. Therefore,
we conclude that ω(φ) = {0}. But, for any z ∈ ω(φ), z = limtn→∞ S(tn)φ,
V (z) = lim
tn→∞
V (S(tn)φ) ≤ V (φ) < 0
which is absurd. We have proved that S(t)φ must reach ∂ U for some t > 0
which means the instability of the equilibrium solution u ≡ 0. 
4. Existence and stability of bound-states of (CGL*)
Proof of Proposition 1.6. Multiply the equation by φ¯ and integrate:
ω‖φ‖22 + sin θ‖∇φ‖22 = sin γ‖φ‖σ+2σ+2, cos γ‖∇φ‖22 = cos γ‖φ‖σ+2σ+2.
Then one has ω cos θ‖φ‖22 = sin(γ− θ)‖φ‖σ+2σ+2. If φ 6≡ 0, then either θ = π/2
and
sin(γ − θ) = 0
or θ < π/2 and
sin(γ − θ) > 0.
From the assumptions on γ and θ, both cases are impossible. 
We now focus on the proof of Theorem 1.8. Define H := {u ∈ H10 (Ω) :
∆u ∈ L2(Ω)}. This space is a real Hilbert space when equipped with the
scalar product
(u, v) = ℜ
∫
Ω
uv¯ + ℜ
∫
Ω
∆u∆v¯.
Let λ be an eigenvalue of −∆ : H 7→ L2(Ω). Assuming that the corre-
sponding eigenspace is of the form Cφ, we set
H = Cφ⊕H1, H1 = (Cφ)⊥.
Lemma 4.1. Suppose that Ω is a bounded, connected, open subset of Rd such
that the correspoding Laplace-Dirichlet operator has a simple eigenvalue λ.
Fix θ, γ ∈ R and σ > 0. Then there exist µ0 > 0 and C1 mappings
v : (−µ0, µ0) 7→ H, ω, k : (−µ0, µ0) 7→ R
such that v(0) = φ, ω(0) = −λ sin θ, k(0) = λ cos θ and
∆v + µei(γ−θ)|v|σv + (k − iω)e−iθv = 0.
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Proof. Define the mapping F : R×H1 × R× R 7→ L2(Ω) as
F (µ, ζ, ω, k) = ∆v + µei(γ−θ)|v|σv + (k − iω)e−iθv, v = φ+ ζ. (4.1)
If one sets
k0 − iω0 = λeiθ,
it follows that F (0, 0, ω0, k0) = 0. Furthermore, the mapping (ζ, ω, k) 7→
F (µ, ζ, ω, k) is of class C1 and
∂F
∂ζ
(µ, ζ, ω, k)w = ∆w+ µei(γ−θ)
(|v|σw + σ|v|σ−2vℜ(v¯w))+ (k − iω)e−iθw,
∂F
∂ω
(µ, ζ, ω, k) = −ie−iθv, ∂F
∂k
(µ, ζ, ω, k) = e−iθv.
Now we check that the jacobian
J =
∂F
∂(ζ, ω, k)
(0, 0, ω0, k0) : H1 × R× R 7→ L2(Ω)
is a bijection. Applying to an element (w, y, z) ∈ H1 × R× R, we have
J(w, y, z) = ∆w + λw + e−iθ(z − iy)φ.
If J(w, y, z) = 0, then
0 =
∫
J(w, y, z)φ¯ = e−iθ(z − iy)‖φ‖22,
which implies y, z = 0. Thus −∆w = λw and so w is an eigenvector with
eigenvalue λ. However, since w ∈ H1, this means that w = 0. Hence J is
injective. On the other hand, given f ∈ L2(Ω), write
f = −e−iθ(z˜ − iy˜)φ+ ψ,
∫
Ω
ψφ¯ = 0.
The orthogonality condition implies that there exists w˜ ∈ H1 such that
∆w˜ + λw˜ = ψ. Then
J(w˜, y˜, z˜) = f,
which shows that J is surjective.
With the above considerations, one may apply the Implicit Function The-
orem [15, Theorem 4.B] and the proof is finished. 
Proof of Theorem 1.8. Consider the mappings v, ω, k from the previous the-
orem and the mapping F as in (4.1). Then
F (µ, ζ(µ), ω(µ), k(µ)) = 0, µ ∈ (−µ0, µ0).
Differentiating with respect to µ at µ = 0, we obtain
ei(γ−θ)|φ|σφ+∆w + λw + e−iθ
(
∂k
∂µ
− i∂ω
∂µ
)
φ = 0, w =
∂v
∂µ
.
Multiplying by φ¯ and integrating over Ω, we arrive at
∂k
∂µ
= − cos γ ‖φ‖
σ+2
σ+2
‖φ‖22
< 0,
∂ω
∂µ
= sin γ
‖φ‖σ+2σ+2
‖φ‖22
.
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Thus the mapping µ 7→ k(µ) is locally invertible at 0, which implies that one
may write µ = µ(k), v = v(k) and ω = ω(k), for |k− λ cos θ| < ǫ. Finally, if
λ cos θ − k > 0, then µ(k) > 0 and so u(k) = µ(k) 1σ v(k) satisfies (B-S). 
Proof of Theorem 1.10. We start with the uniqueness statement. We write
the equation as a system of ODE’s and linearize around the trivial solution.
One then checks that the linear system has two eigenvalues ±λ, with ℜλ > 0
and that each eigenvalue has a two-dimensional eigenspace. It follows that
stable and unstable manifolds (S and U) for the full equation (B-S) have
dimension two.
Given a bound-state φ ∈ U ∩ S, define
U0 := {eiρ(φ(x), φ′(x)) : ρ ∈ T, x ∈ R}.
We claim that, if for some (ρ0, x0) 6= (ρ1, x1),
eiρ0(φ(x0), φ
′(x0)) = e
iρ1(φ(x1), φ
′(x1)),
then φ would not go to 0 as t→ +∞. Indeed, either x1 = x0 (which implies
the contradiction ρ1 = ρ2) or x1 6= x0. If x1 > x0, then the gauge and
translation invariances of the equation imply that, for δ = x1 − x0,
(φ(x0 + nδ), φ
′(x0 + nδ)) = e
in(ρ0−ρ1)(φ(x0), φ
′(x0)), n ∈ N
which is again a contradiction when n→∞. Hence U0 is a two-dimensional
submanifold of U .
Next, we show that U0 is closed in U : given (y, z) ∈ U ∩ U0, then
eiρn(φ(xn), φ
′(xn))→ (y, z), (ρn, xn) ∈ T× R.
If (ρn, xn), n ∈ N, remains in a bounded set, then, up to a subsequence,
(ρn, xn)→ (ρ0, x0) and so
(y, z) = eiρ0(φ(x0), φ
′(x0)) ∈ U0.
If not, then there exists a subsequence (xnj )j∈N such that xnj → ±∞. But
then (y, z) = (0, 0) /∈ U , which is absurd. We conclude that U0 is closed in
U
From the invariance of domains, U0 is open in U . Since U is connected,
U0 = U and so, up to gauge rotations, there can only be one solution on the
unstable manifold. Since any solution of (B-S) must lie on U , one obtains
uniqueness of bound-states.
Now we focus on the existence statement. We look for solutions φ ∈
H1(R) of (B-S) or, in an equivalent way,
φ′′ = ωeiθ˜φ− eiγ˜ |φ|σφ+ ik eiθ˜φ (4.2)
with θ˜ = π/2− θ, γ˜ = γ − θ.
Let us search a solution of the equation (4.2), φ ∈ H1(R), of the form
φ = ψ exp(i d lnψ) (4.3)
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where d ∈ R and ψ > 0 is the unique solution of the stationary Schro¨dinger
equation
ψ′′ = ǫ ψ − η ψσ+1, ǫ, η > 0. (4.4)
First, one has
φ′′(x) =
[
ψ′′(x)(1 + id) + id(1 + id)
ψ′(x)2
ψ(x)
]
exp(id lnψ(x)). (4.5)
Next, we note that if ψ is a solution of (4.4), then a direct integration of
the equation yields
(ψ′)2
ψ
= ǫ ψ − 2η
σ + 2
ψσ+1. (4.6)
It follows from (4.2) that
ψ′′ − d2 (ψ
′)2
a
= ω cos θ˜ ψ − k sin θ˜ ψ − cos γ˜ ψσ+1,
dψ′′ + d
(ψ′)2
ψ
= ω sin θ˜ ψ + k cos θ˜ ψ − sin γ˜ ψσ+1
and so
(1 + d2)ψ′′ = [ω(d sin θ˜ + cos θ˜) + k(d cos θ˜ − sin θ˜)]ψ
− (d sin γ˜ + cos γ˜)ψσ+1,
(1 + d2)
(ψ′)2
ψ
=
[
ω
(
sin θ˜
d
− cos θ˜
)
ψ + k
(
cos θ˜
d
+ sin θ˜
)
ψ
−
(
sin γ˜
d
− cos γ˜
)
ψσ+1
]
.
Hence, writing
ǫ =
ω(d sin θ˜ + cos θ˜) + k(d cos θ˜ − sin θ˜)
1 + d2
(4.7)
and
η =
d sin γ˜ + cos γ˜
1 + d2
(4.8)
we require that
ω
(
sin θ˜
d
− cos θ˜
)
+k
(
cos θ˜
d
+ sin θ˜
)
= ω(d sin θ˜ + cos θ˜) + k(d cos θ˜ − sin θ˜)
(4.9)
and
sin γ˜
d
− cos γ˜ = 2
σ + 2
(d sin γ˜ + cos γ˜) (4.10)
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From (4.9) we derive
d =
k sin θ˜ − ω cos θ˜ ±√ω2 + k2
ω sin θ˜ + k cos θ˜
=: d± (4.11)
and so
ǫ = ±
√
ω2 + k2.
However, if d = d− then ψ would be a bound state of a nonlinear Schro¨dinger
equation with negative frequency, ǫ, which does not exists (see [1]). Thus,
we must have d = d+. Finally, the definition of γ (cf. (1.5)) is equivalent to
(4.10) and η > 0. 
Finally, we turn our attention to the proof of Theorem 1.13. We start to
notice that a bound-state φ ∈ H1(R) of (CGL*) is an equilibrium point of
the equation
ut = e
iθu′′ + eiγ |u|σu− iωu+ ku. (4.12)
Linearizing around φ, we obtain
ut = e
iθu′′ + eiγ |φ|σu+ σeiγ |φ|σ−2φℜ (φu)− iωu+ ku ≡ −Lu. (4.13)
If the spectrum σ(L) is in {ℜλ > η} for some η > 0, it is well known that
the equilibrium point φ of (4.13) is asymptotically stable and thus we need
some information about the spectrum of the operator L.
Definition 4.2. Let L be a linear operator in a Banach space. We call a
normal point any element of the resolvent set or an isolated eigenvalue of
L of finite multiplicity. The set of the normal points of L is represented by
ρ˜(L). We define the essencial spectrum of L as the set σe(L) := C \ ρ˜(L).
Consider now the operator L given in (4.13), L = M +N with
Mu = −eiθu′′ + iωu− ku, D(M) = H2(R)
and
Nu = −eiγ |φ|σu− σeiγ |φ|σ−2φℜ (φu)
Notice that N is a linear bounded operator on L2(R) (since φ ∈ H1(R) ⊂
L∞(R)). The next lemma determines, in a way, the location of the essential
spectrum, σe(L).
Lemma 4.3. 1. The operator N(λ0 −M)−1 is compact for some λ0 ∈ R.
2. Let k < 0 and consider the half-plane Σ = {ℜλ < −k} ⊂ ρ(M). Then, ei-
ther Σ consists of normal points of M+N or consists entirely of eigenvalues
of M +N , and so σe(L) ⊂ {ℜλ ≥ −k}.
Proof. 1. Take a sequence χj ∈ C∞0 (R) such that
χj(x) = 1, x ∈ [−j, j], suppχj ⊂ [−(j + 1), j + 1]
and consider the operators
Nju = −eiγ |φj |σu− σeiγ |φj |σ−2φℜ (φj u)
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where φj = χjφ. For λ0 ∈ Σ, (λ0−M)−1 : L2(R)→ H2(R) and we see that,
for any j ∈ N, Nj(λ0 −M)−1 is a compact operator. On the other hand
Nj(λ0 −M)−1 → N(λ0 −M)−1 (j →∞)
in the operator norm of L (L2(R)). Since the space of compact operators is
closed in the L (L2(R)) space, it follows that N(λ0 −M)−1 is compact.
2. We can now use [8, Lemma 5.2] to conclude that the connected set
Σ ⊂ ρ(M) consists entirely of normal points of L = M + N or entirely of
eigenvalues of L. 
Proof of the Theorem 1.13. Let φ = ψ exp(id lnψ) be the bound-state built
in Theorem 1.10. Then ψ satisfies
ψ′′ = ǫψ − ηψσ+1,
where ǫ and η are given by (4.7), (4.8). As a consequence (see [1], pag. 260),
‖φ‖L∞(R) = ‖ψ‖L∞(R) = |ψ(0)| =
[
ǫ
(
σ + 2
2
)]σ/ǫ
ησ.
We have already seen (Lemma 4.3) that the essential spectum σe(L) lies
in {ℜλ > −k}. We need only to determine the location of the eigenvalues
of L = M +N . Since ‖Nu‖L2(R) ≤ (1 + σ)‖φ‖σL∞(R)‖u‖L2(R), with φ an H1
solution of (4.2), any eigenvalue λ of L verifies
ℜλ ≥ −k − (1 + σ)‖φ‖σL∞(R)
and, therefore, one has the asymptotic stability of the bound-state eitφ if
(1 + σ)‖φ‖σL∞(R) < −k. (4.14)
Noticing that, when k → −∞,
ǫ ∼ −k(1 + cos θ)
2
> 0 and η bounded,
condition (4.14) is verified for sufficiently large −k. 
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