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The trophic levels of nodes in directed networks can reveal their func-
tional properties. Moreover, the trophic coherence of a network, de-
fined in terms of trophic levels, is related to properties such as cy-
cle structure, stability and percolation. The standard definition of
trophic levels, however, borrowed from ecology, suffers from draw-
backs such as requiring source nodes, which limit its applicability.
Here we propose a simple new definition of trophic level that can be
computed on any directed network. We demonstrate how the method
can identify node function in examples including ecosystems, supply
chain networks, gene expression, and global language networks. We
also explore how trophic levels and coherence relate to other topo-
logical properties, such as non-normality and cycle structure, and
show that our method reveals the extent to which the edges in a di-
rected network are aligned in a global direction.
Directed network | Trophic level | Trophic coherence
Many complex systems have an underlying network, whosenodes represent units of the system and whose edges
indicate connections between the units (N). In some contexts
the connections are symmetric, but in many they are directed,
for example indicating flows from one unit to another or which
units affect which other units (BG).
In a directed network the ecological concept of “trophic
level” (Le) allows one to assign a height to each node in such
a way that on average the height goes up by one along each
edge. The trophic levels can help to associate function to
nodes, for example, plant, herbivore, carnivore in a food web.
The concept was reinvented in economics (ACFH), where it is
called “upstreamness”.
The standard deviation of the distribution of height differ-
ences along edges gives a measure of the extent to which the
directed edges line up, called the trophic incoherence (JDDM).
The trophic incoherence is an indicator of network structure
that has been related to stability, percolation, cycles, normality
and various other system properties (JJ, J, KJ1, DJM, KJ2).
The standard definitions of trophic level and incoherence
are limited in various ways, however. In particular, they
require the network to have basal nodes (source nodes), they
give too much emphasis to basal nodes if there is more than
one, they are not symmetric with respect to reversing all the
edges, they do not give a stable way to determine levels and
incoherence for a piece of a network, and they do not give a
natural notion of maximal incoherence.
In this paper we present improved definitions of trophic level
and incoherence that overcome these limitations. We illustrate
their application in a variety of domains. We show that the
new levels continue to be a useful indicator of function in the
network and that the new incoherence measure continues to
be related to stability, cycles and normality. We compare the
new notion with the old for cases that have basal nodes. And
we show the robustness of our new trophic levels to truncation
of a network.
1. The new notions of trophic level and incoherence
We consider directed networks (also known as directed graphs
or digraphs) with set N of nodes (also known as vertices) and
set E of directed edges (also known as links). We suppose
that there is at most one edge from a node m to a node n, and
denote the edge by mn. There can also be an edge from n to
m. Each edge carries a weight wmn > 0. This can represent
the strength of the edge. We write wmn = 0 if there is no edge
from m to n and we assemble the wmn into a matrix W . The
edge weights could be set to 1, as is common in the literature,
and the array W is then called the adjacency matrix A of the
network, but the ability to represent the strength of the edge
is a useful extension. If there were multiple edges from m to n
then we would amalgamate them into a single edge by adding
the weights. Self-edges mm (also called loops) are permitted.
For each node n we define its in-weight and out-weight by
winn =
∑
m∈N
wmn, w
out
n =
∑
m∈N
wnm. [1]
We define the weight of the node n by
un = winn + woutn , [2]
and the imbalance for node n by
vn = winn − woutn . [3]
The (weighted) graph-Laplacian operator Λ on functions h :
N → R is defined by
(Λh)m = umhm −
∑
n∈N
(wmn + wnm)hn, [4]
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or in matrix form (where T denotes transpose),
Λ = diag(u)−W −WT . [5]
Then our improved notion of trophic level is the solution h
of the linear system of equations
Λh = v. [6]
The equations [6] always have a solution (see the Supporting
Information (SI)) but it is non-unique, because one can add
an arbitrary constant in each connected component of the
network. A connected component of a network is a maximal
subset S ⊂ N such that it is possible to get from any m ∈ S to
any n ∈ S by a path of edges ignoring their directions. Thus
to solve Λh = v one can replace the equation for one node
mS in each connected component S by an equation hmS = cS
for arbitrary constants cS , for example 0. Then there is a
unique solution for h, which can be found by any linear algebra
package. Afterwards one can add an arbitrary constant to the
levels in each component S if desired, for example to make
the lowest one be 0 or to make the average level (with respect
to the weights un, for example) in S be 0.
Our improved notion of trophic incoherence is
F0 =
∑
mn
wmn(hn − hm − 1)2∑
mn
wmn
. [7]
This has the nice features that F0 = 0 if and only if all the
level differences zmn = hn−hm are 1, F0 = 1 if and only if all
the level differences are 0, and otherwise F0 is strictly between
0 and 1 (see SI for a proof). We say a network is maximally
coherent if it has F0 = 0, maximally incoherent if it has F0 = 1.
We define the trophic coherence to be 1 − F0. In the SI we
prove the trophic coherence can be expressed alternatively as
the weighted mean difference z¯ in trophic levels between nodes
along the edges of the network.
The motivation for our new definitions is to seek levels
hn, n ∈ N, that minimise the trophic confusion
F (h) =
∑
mn
wmn(hn − hm − 1)2∑
mn
wmn
, [8]
where the target level difference for each edge mn is set to 1.
A vector h of levels minimises F if and only if Λh = v (see SI).
The resulting minimum value of F is F0.
2. Illustrations
To illustrate the new notions of trophic level and incoherence,
we begin with the classic context of food webs. Here the nodes
are species and there is an edge from a species to each species
that eats it. Figure 1 shows the Ythan estuary food web (C+)
with height in the layout corresponding to our new notion of
trophic level. The network is fairly strongly layered; this is
borne out by a small value of trophic incoherence F0 = 0.08.
We continue with an example from economics where
the ‘upstreamness’/‘downstreamness’ of firms, sectors and
economies in production-chains is of wide relevance and inter-
est (AC, B, MSCF). Figure 2 shows the inter-industrial flows
of goods and services in the US and Saudi economies in 2015
(data taken from OECD input-output (IO) tables). Here the
nodes represent economic sectors and weighted edges represent
the dollar value of supply→purchase transactions between
Fig. 1. Ythan estuary food web with height corresponding to our new trophic levels
which reveal a strongly layered structure. Edges represent prey→predator relations
and edge weights are all taken to be 1 as the data does not specify the relative
importances of relationships.
Fig. 2. Network of inter-industrial flows of goods and services in the US (top) and
Saudi (bottom) economies in 2015. Nodes represent a subset of economic sectors
(accounting for largest share of inter-industry flows as captured by weight [2]) and
weighted edges represent the dollar value of supply→purchase transactions between
them. Edge widths reflect the value of flows, and node size reflects node weight [2].
them (the full IO table had 35 sectors, but nodes with lower
weight [2] were removed to allow presentation of a labeled
network). This is an interesting application because there are
no basal nodes (indeed the networks are fully connected, as is
usual for IO relations, with every sector both supplying and
buying from every other sector), so the old notions of trophic
level and incoherence cannot be applied.
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Unlike the Ythan food web, these IO networks are rather
incoherent and this is borne out by much higher values of
trophic incoherence (F0 = 0.63 and F0 = 0.46 respectively).
Nevertheless the new levels reveal the overall direction of flow
in intermediate production: some sectors are key suppliers of
intermediate inputs (for the US, financial, real estate and other
business service sectors; for Saudi Arabia, energy extraction
and finance) while other sectors are key users of inputs from
other sectors (e.g. healthcare and construction).
Fig. 3. These boxplots present the distribution of the new trophic levels for each of
35 different economic sectors (ISIC Rev. 4) as obtained from the national 2015 input-
output (IO) networks of 57 different economies (including OECD, and G20 economies).
Sectors are sorted by their median trophic level (across all 57 IO networks). Red
crosses indicate outliers.
Figure 3 provides a more systematic and detailed analysis,
presenting box-plots of the level of different sectors (using
full 35 sector IO tables) for 57 countries (2015 data). Levels
for each economy have been normalised to make the mean
level (weighted by un) 0. While the size of different sectors
varies across economies, there is considerable consistency of
sector levels, which reveal the hierarchical architecture of value
chains in the production process: we see an overall direction of
flow from energy extraction and finance sectors; through other
primary materials; then manufacturing industries; followed by
sectors that supply final demand more directly, such as food
makers, entertainment, and services; ending with education,
public administration and defence sectors (that are overwhelm-
ingly users more than suppliers of intermediate inputs).
There may be links to explore between sector levels and
their role in economic performance - it is interesting for exam-
ple to note that construction appears as a key user of inputs
from other industries (implying strong backward-linkages)
given the stylized business-cycle fact that house building leads
the wider cycle (Lm). Meanwhile variation in the level of some
sectors across different economies may also reveal interesting
differences in production structure (e.g. finance occupies the
same minimum position as energy extraction in China, but
comes higher in the value chain for many other economies).
In biology, regulatory networks are sets of macromolecules
that interact to control the level of expression of various genes
in a given genome [Nature subjects: Regulatory networks].
Studies on regulatory networks have identified the existence
of hierarchical structures and linked node levels to node prop-
Fig. 4. These two charts plot the same yeast transcription regulatory network (linking
transcription factors and target genes) first with a standard force directed layout (left);
then with node heights corresponding to new trophic levels h to reveal the network’s
flow-based hierarchy. Red nodes represent transcription factors, blue nodes denote
regulated genes, and those with both functions are coloured in yellow.
erties, function (G+, J+, Y) and the importance of regula-
tors (BKG). Assigning hierarchical levels in cyclic networks,
however, has presented a methodological challenge for this
literature which our new levels overcome. Figure 4 shows an
example transcription regulatory network (the yeast Saccha-
romyces cerevisiae (J+)) plotted first with a force directed
method (left), then according to the new levels (right). The
new levels reveal a striking hierarchical structure. There are
source (red), intermediate (yellow) and target (blue) nodes,
but intermediate nodes do not form a distinct layer and the
relevance of variation in their levels might be explored.
Fig. 5. Global book translation network (R+). Edges and edge weights represent the
number of books translated from source into target language. Upward arrows are
plotted green and downward arrows red. Node size is proportional to weight [2]).
Flow-based hierarchies may also be important in social
network settings (hierarchy and stratification are important
concepts in sociology) and have been studied in e.g. online
social networks (G, L+).
Figure 5 shows the trophic analysis of a network of book
translations (R+) based on a collection of more than 2.2 mil-
lion book translations compiled by UNESCO’s Index Transla-
tionum project (U). Edge weights correspond to the number
of books translated between source and target languages. Our
new levels reveal interesting information on the position of dif-
ferent languages in this global network: at the bottom appear
languages that are only source languages - unsurprisingly these
include many ‘dead languages’ (Ancient Greek, Middle French
MacKay et al. PNAS | January 16, 2020 | vol. XXX | no. XX | 3
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and English, Sanskrit etc.). At the top appear languages no-
body translates (these include minority and other languages
that are small by number of speakers such as Faroese, Sami,
and Mongolian). In the middle we find languages that are
both target and source languages. The central role of English
is striking: whilst translated into and out of, English is more
important as a source language (lower in the hierarchy than
any other major languages) and there are large flows from
English into French, German, Spanish and Japanese. In this
data-set only English is translated into Chinese which is in
turn only a source language for minority languages in China
(such as Hani and Zhuang). Russian is rather isolated in the
global language network but forms an interesting community
of bi-directional links with languages in its region.
Overall the network is surprisingly coherent (F0 = 0.51).
While it is unlikely individual books flow along paths in this
network (given books are presumably translated from origi-
nal source language) its structure may be important in the
flow of knowledge and ideas (R+), and trophic analysis helps
shed light on the strongly hierarchical structure in the global
language network.
3. Comparison with old notions
The established concept of trophic level (Le) requires the
network to have at least one basal node, that is a node with no
incoming edges. Then the height xn (to use Levine’s symbol)
was set to a common value of 0 for all basal nodes n, though
nowadays it is more common to set it to 1. The heights of the
other nodes in connected components with basal nodes were
determined by solving
xn = 1 +
∑
m
xmwmn
winn
[9]
for all non-basal n, where each sum is over the nodes m having
edges to n. Levine normalised the weights wmn coming into
each node n so that winn = 1, which makes no change to [9]. In
matrix form, the equation for the heights (with the convention
xn = 1 for basal nodes) can be written as
Lx = v˜ [10]
where
v˜n = winn if non-zero, else 1, [11]
and
(Lx)n = v˜nxn −
∑
m
xmwmn. [12]
The same concept was introduced in economics by (ACFH),
but fixing top nodes (those with no outgoing edges) to a
common height. It is equivalent to Levine’s after reversing all
the edges.
Then (JDDM) defined the trophic incoherence of the net-
work to be the standard deviation of the height differences
zmn = xn−xm over edges. They took edge weights all 1, but a
natural generalisation is to weight the height differences by the
edge weights. The edge-weighted mean difference of Levine’s
heights is precisely 1 (Le), so Johnson et al’s definition of
trophic incoherence q becomes
q =
√∑
mn
wmn(xn − xm − 1)2∑
mn
wmn
. [13]
Indeed, Levine defined “trophic specialisation” of a node m as
σ2m =
∑
n
wmn(xn − xm − 1)2∑
n
wmn
. [14]
So q2 is the average of σ2m weighted by woutm .
Our equation for trophic heights can be seen as a sym-
metrised version of Levine’s, without the fix for basal nodes.
Thus our definition doesn’t need any basal nodes and does
not force them all to the same level if there is more than one
basal node.
Our definition of trophic incoherence is the same as q2 but
using our new heights instead of Levine’s. It represents, in
roughly the same way, the failure of the height differences to
all be 1. A distinction to bear in mind, however, is that for
our new levels, the edge-weighted mean height difference
z¯ =
∑
mn
wmn(hn − hm)∑
mn
wmn
[15]
is not necessarily 1. In fact, we prove in the SI that z¯ = 1−F0.
So F0 is not in general the (edge-weighted) variance of the
height differences. To obtain the variance σ2 of the height
differences one has to subtract (z¯ − 1)2 from F0. Thus there
is a case for considering alternative measures of incoherence
to F0, such as the ratio η = σ/z¯, which evaluates to
η =
√
F0
1− F0 [16]
and is the appropriate replacement for q. In the other direction,
the analogue of F0 is q2/(1 + q2).
Figure 6 shows some comparisons of trophic levels for two
networks with basal nodes, determined by the two methods.
They are both supply networks, extracted from Bloomberg by
taking all suppliers and buyers within 3 hops of a given firm
(a hop being an edge in either direction). The nodes represent
firms and a directed edge represents that the first firm supplies
goods or services to the second. We see that the requirement
Fig. 6. Supply networks around two firms (indicated by the larger black dot), plotted
with the new (top) and old (bottom) notions of trophic level. The horizontal positions
are determined to spread out the nodes while attempting to make most of the edges
near vertical, but the same horizontal positions are used in both the upper and lower
pictures. Supply chain data compiled from Bloomberg L.P.
of the standard approach to put all basal nodes at a common
4 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX MacKay et al.
DR
AF
T
level makes an artificial distortion of the levels in the lefthand
case, though less so on the right.
As an alternative comparison, in Figure 7 we plot (for the
same two supply networks as Figure 6) the old levels against
the new levels.
Fig. 7. New levels against old levels for the same two supply networks as in Figure 6.
If one reverses all the edges then with our new definition
one obtains the reflection of the trophic levels, up to an overall
shift depending on the convention used to fix the zero of the
levels. The trophic incoherence is unchanged. For example,
for a supply network, instead of the flows of goods and services
one could instead consider the flows of payment, which are
more or less the reverses of the flows of goods and services.
In contrast, the old notion of trophic level is usually not
symmetric with respect to change of direction of all the edges.
Figure 8 shows the trophic levels of firms in our two example
supply networks obtained according to the old notion, (i)
when edges are directed from supplier to buyer (showing the
direction of material and service flows), and (ii) under the
reverse interpretation (showing the direction of payment flows
from buyers to sellers). It is apparent that with the old notion
there is a big change in levels, the relevance of which is unclear.
Unless there is a good reason to favour basal nodes, we propose
that our symmetric notion is better.
Fig. 8. The same two supply networks as in Figure 6 and 7 with nodes organised
according to trophic levels obtained using the old notion for (i) the original networks
(vertical axis) and (ii) the same networks but with interpretation of edges reversed
(horizontal axis).
There have been some other approaches to rectifying the
limitations of the original notion of trophic level. Dominguez et
al (DJM) obtain a ‘basal set’ of nodes and eliminate all edges
within that set. Moutsinas et al (MSGJ) define levels using
a pseudo-inverse of L. These solutions allow application to
networks without basal nodes but they don’t possess symmetry
with respect to reversal of edge directions nor a natural notion
of maximal incoherence. Another way to quantify trophic
incoherence is to find the smallest number of edges to delete
to obtain an acyclic graph (T), but it has some defects (LBL).
The smallest number is called the “agony” of the network.
Our trophic analysis provides a useful upper bound for agony,
given by the number of edges with negative height difference,
and could provide a useful heuristic for its exact computation.
In a very recent paper, (KIII) decompose flows on a net-
work into the sum of a potential part and a circulating part.
This looks a very nice approach, though it requires specifying
conductivities for each edge as well as the flow on it, instead
of specifying a target height difference for each edge. The
analysis has strong connections with ours, in particular the
minimisation principle to determine the potential and an elec-
trical interpretation (see SI). Further work is required to make
comparisons.
4. Robustness of local computation
If we determine trophic levels on a piece of a network by
truncating the network at some distance from a chosen node,
measured for example by the number of edges in either direc-
tion, how robust is the outcome to the truncation?
First we take care of the arbitrariness of the zero of trophic
levels. The simplest way to do that is to take the chosen node
to be always at height zero.
Next, we refine the question because the trophic levels
near the boundary of the piece of the network may change
significantly with the truncation. We ask how much the trophic
levels change on a connected subset of the network containing
the chosen node, which we will call zone 1, given a buffer zone
2 chosen so that there are no direct edges in either direction
between zone 1 and the outside, called zone 3. We choose the
buffer zone so that in addition the union of zones 1 and 2 is
connected (the only way this can not be satisfied is if zone 2
contains nodes which are not connected to zone 1 by a path
in zone 2, in which case one can just throw them out).
Figure 9 shows the outcome of a test, taking zone 1 to
be the set of suppliers and buyers of General Motors (GM)
2 hops from GM, and computing the effects on the trophic
levels in zone 1 of truncation of the network at 3, 4 and 5-
hops respectively (i.e. allowing a zone 2 buffer), compared to
truncating at 7-hops. One can see that the trophic levels on
zone 1 stabilise quite rapidly.
Fig. 9. Plot of the new trophic levels of buyers and suppliers in a 2-hop neighbourhood
of General Motors calculated on networks constructed by sampling neighbourhoods
of increasing size (3,4 and 5-hops) (horizontal axes), versus the levels of the same
set of nodes calculated on a larger 7-hop neighbourhood (vertical axes). Supply chain
information compiled from Bloomberg L.P.
In the SI, we give some theoretical analysis to support the
general conclusion that the levels on zone 1 are robust to
changes on zone 3.
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5. Connections to other network properties
A large part of the interest of the original notion of trophic
coherence was its relation to network properties such as the sta-
bility of equilibria of Lotka-Volterra dynamics on the network
(JDDM), the dynamics of spreading processes (KJ1), preva-
lence of cycles (JJ), other motifs (KJ2), intervality (DJM)
and normality (J). We show here that the new notion of
trophic coherence has similar connections, even stronger, and
it enlarges the scope of application because it does not require
basal nodes. We examine three of the properties.
A. Normality. A directed network is said to be normal if its
weight matrix W commutes with its transpose WT :
WWT = WTW. [17]
Note that WT represents the same weighted network but
with all the edges reversed. Empirical directed networks are
often highly non-normal (ALC). The term “normal” came
from people who spent their lives with self-adjoint operators
and unitary operators, both of which are normal, but people
working in stability of ordinary differential equations are fully
cognizant that most matrices are not normal.
For the unweighted case of an adjacency matrix A, nor-
mality implies the imbalance vector v = 0. This is because
(ATA)mn is the number of sources in common to nodes m and
n, and (AAT )mn is the number of sinks in common. In partic-
ular, (ATA)nn = winn and (AAT )nn = woutn , so ATA = AAT
implies that win = wout and v = 0.
When v = 0 we say a network is balanced. A network is
balanced if and only if its trophic incoherence F0 = 1 (see SI).
So normal unweighted networks are maximally incoherent.
Another special case of normality is symmetric networks
W = WT . If W is symmetric then the imbalance vector v = 0.
So symmetry implies maximal incoherence.
The concept of normality is broader than either of these,
however. Normality ofW is equivalent to existence of a unitary
matrix U such that U∗WU is diagonal (TE) (a unitary matrix
is a complex-valued matrix U such that U∗U = I, where
U∗ is the complex conjugate of the transpose of U). The
diagonal elements of U∗WU are the eigenvalues λj of W (with
multiplicity). From this we obtain the following extension of
the result for symmetric networks: if W is normal and has all
eigenvalues real then F0 = 1 (see SI). Perhaps the restriction
to real eigenvalues is not necessary but we did not succeed in
proving that.
Maximal incoherence, however, is not equivalent to normal-
ity. There are non-normal networks with v = 0 and hence
maximal incoherence, e.g.
W =
[ 1 1 0
0 0 1
1 0 0
]
. [18]
Nevertheless, the extent to which a network is normal seems
to be positively correlated with its trophic incoherence F0. The
degree of normality of a network can be quantified by
ν =
∑
j
|λj |2
‖W‖2F
, [19]
where ‖W‖F =
√∑
mn
|wmn|2 is called the Frobenius norm
of W , and λj ∈ C are the eigenvalues of w (with multiplicity).
The literature uses
√
‖W‖2F −
∑
j
|λj |2 as a quantifier of non-
normality, but we consider it simpler to use ν. The normality
ν of W lies in the interval [0, 1], with ν = 1 if and only if W
is normal (TE). If W is maximally coherent (F0 = 0) then
all its eigenvalues are 0 (SI), so ν = 0 and it is maximally
non-normal. But one can have ν = 0 without F0 = 0, for
example the feed-forward motif (see Figure 10) with
W =
[ 0 1 1
0 0 1
0 0 0
]
, [20]
for which h = [−2/3 0 2/3]T and F0 = 1/9.
Fig. 10. Four simple motifs illustrating relationship between incoherence and normal-
ity: for the unweighted case of an adjacency matrix A, normality (ν = 1) implies
the imbalance vector v = 0, thus F0 = 1. This is illustrated by the feed-back
loop (top left). However maximal incoherence is not equivalent to normality - motif
3 (bottom left) demonstrates one can have F0 = 1 without ν = 1 (here motif 3
[18] is non-normal (ν = 0.88)). If W is maximally coherent (F0 = 0) then all its
eigenvalues are 0, so ν = 0 and it is maximally non-normal. This is illustrated by the
chain (top right). However one can have ν = 0 without F0 = 0. This is demonstrated
by the feed-forward motif (bottom right), which has ν = 0 but F0 = 0.11.
Fig. 11. Normality ν against trophic incoherence F0 for some networks. The curve
corresponds to the coherence-ensemble expectation ν = exp(1− 1/F0).
Figure 11 shows normality against trophic incoherence for
some real networks. We see that normality increases with F0,
6 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX MacKay et al.
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but not linearly. In the SI we present heuristic arguments
in favour of a relationship between them of the form ν ≈
exp(1− 1/F0). This is consistent with a relationship between
normality and the old notion of trophic coherence (J).
B. Stability. Next we discuss how dynamical processes on net-
works are affected by their trophic coherence.
A simple dynamical model for contagion on a weighted
network in discrete time is
x′n =
∑
m
xmwmn/r, [21]
where xn ≥ 0 represents the amount of infection at node n at
some time, x′n the amount at the subsequent time, and r > 0
is a reduction factor. We wish to know whether the total
infection ‖x‖1 =
∑
n
xn on the network will grow or decay. In
vector-matrix form the solution after time t ∈ Z+ is
x(t) = x(0)W t/rt. [22]
The answer (see SI) is that if ρ < r then ‖x(t)‖1 → 0 as
t → ∞, whereas if ρ > r and condition K: xn > 0 for some
node n in or leading to a “key” communicating class – then
‖x(t)‖1 →∞, where the spectral radius ρ of W is the largest
absolute value of the eigenvalues of W . Actually, because W
has all entries non-negative, it has a real positive eigenvalue of
maximum modulus, so that is ρ. Indeed, under condition K,
t−1 log ‖x(t)‖1 → log(ρ/r) as t→∞. [23]
We have already mentioned that a maximally coherent
network has all its eigenvalues 0, so F0 = 0 implies ρ = 0. This
suggests that ρ, scaled by a suitable measure of the strength
of W , might correlate positively with F0. The strength of
W can be measured by any norm, for example the 2-norm
‖W‖2. This can be defined in various ways, of which perhaps
the simplest is that ‖W‖22 is the largest eigenvalue of WTW
(which is necessarily real and non-negative and is equal to that
for WWT ). For any operator-norm, ρ ≤ ‖W‖. Thus ρ/‖W‖
is contained in [0, 1], like F0. An advantage of the particular
choice of the 2-norm is that ρ = ‖W‖2 if W is normal. So we
define the scaled spectral radius
ρs = ρ/‖W‖2 [24]
Then we deduce from the subsection on normality various
cases with simultaneously F0 = 1 and ρs = 1.
Thus we look at how F0 correlates with the scaled spectral
radius ρs in Figure 12. In the SI we give heuristic arguments
in favour of a relation ρs ≈ exp( 12 (1− 1/F0)).
We can also consider a simple dynamical model for conta-
gion in continuous time:
x˙n =
∑
m
xmwmn − rxn, [25]
with r a recovery rate. The solution can be written in vector-
matrix form as
x(t) = x(0)e(W−rI)t. [26]
Again one can ask whether the total infection ‖x(t)‖1 grows
or decays. This is now a question of the maximal real part
of the eigenvalues of W , but because W is non-negative, the
maximal real part of eigenvalues is actually ρ. So the answer
is growth for ρ > r, decay for ρ < r. So again it is interesting
to link ρ with F0.
Some other dynamics on networks is discussed in the SI.
Fig. 12. Scaled spectral radius ρ/‖W‖2 against trophic incoherence F0 for some
networks. The curve corresponds to the coherence-ensemble prediction of ρs =
exp( 12 (1− 1/F0)).
C. Cycles. A cycle in a directed network is a closed walk in
it. In contrast to some of the literature, we allow repeated
edges and repeated nodes. In particular, we allow a cycle to
be a periodic repetition of a shorter cycle. The weight wγ of a
cycle γ is the product of the weights along its edges.
A maximally coherent network (F0 = 0) has no cycles,
because it has height difference +1 for every edge whereas
along a cycle the nett change in height has to be zero. There
are acyclic graphs with F0 > 0, however, for example the
feedforward motif [20].
A maximally incoherent network (F0 = 1) must have cycles.
This is because it is balanced and so some of the flow that
leaves a node must eventually come back to it (see SI). In fact,
we deduce that every edge is in at least one cycle.
So these results suggest some relation between trophic
incoherence F0 and a quantifier of cyclicity.
The total weight of cycles of length p is given by the
trace of the pth power of W : tr W p, because (W p)mn =∑
j
wn0n1 . . . wnp−1np and the trace of a matrix is the sum of
its diagonal entries. One might expect it to behave asymptoti-
cally exponentially as p→∞, but for example if k points in a
circle are each connected to just their clockwise neighbour by
an edge of weight x, then tr W p = kxp when p is a multiple
of k, 0 otherwise. The tidy way to study the sequence tr W p
is to form the zeta function
ζ(z) = exp
∞∑
p=1
zp
p
tr W p [27]
for complex z close enough to 0 (some authors define ζ(z) to be
the reciprocal of this). Then a notion of the cyclicity of W is
the reciprocal of the radius of convergence of the power series.
This is just lim supp→∞(tr W p)1/p. Using log det = tr log, the
zeta-function can equivalently be written as det(I − zW )−1.
The reciprocal of its radius of convergence is the spectral
radius ρ. So actually, the appropriate measure of cyclicity is
ρ relative to some measure of the size of w. We take again
‖W‖2 for the latter. Thus cyclicity ρ/‖W‖2 = ρs is related to
F0 exactly as is the stability of our simple contagion processes.
In particular it is 1 for any normal network.
In the SI, we relate ζ to the prime cycles, those which
are not repetitions of a shorter cycle, and furthermore to the
elementary cycles, those which do not repeat a node.
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6. Discussion
We have improved the definitions of trophic level and inco-
herence so that they can be applied to any directed network,
not just those with basal nodes, to remove a bias from basal
nodes, to make incoherence have a natural range from perfect
coherence to maximal incoherence, and to make it possible to
compute them locally in a network without having to compute
them for the whole network.
We anticipate our improved notions being useful in many
domains, from ecology, gene expression, neuroscience, sup-
ply networks and financial networks to linguistics and social
networks. The scope is enormous.
A further issue to address is the effect of splitting or merging
nodes. It may be appropriate to develop a refined notion of
trophic level to allow the target height differences between
nodes to be specified rather than all being taken +1.
Materials and Methods
Mathematical Analysis. Proofs of the mathematical results presented
here are included in the SI.
Data Sources. The data used to produce Figure 1 was downloaded
from (CE) and can be accessed from: https://datadryad.org/stash/
dataset/doi:10.5061/dryad.1mv20r6. The data used to produce Fig-
ures 2 and 3 are from the OECD Input-Output Tables described
and available here: http://www.oecd.org/sti/ind/input-outputtables.htm,
from the OECD website. The data for Figure 4 was downloaded
from (J+) here: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2736650/.
The data for Figure 5 published in (R+) was downloaded from
http://language.media.mit.edu/data. The supply network data-sets pre-
sented in Figures 6-7 and used for the analysis presented in Figure 9
are based on supply-chain relationships compiled from Bloomberg
L.P. supply chain function. Bloomberg’s database compiles infor-
mation from a wide variety of sources to provide a view of global
supply chains at the firm level. More information on this data can
be obtained from Bloomberg L.P. or (D). To construct our networks
of supplier–buyer relationships, starting from a focal firm of interest
we then followed links identified by the Bloomberg database. These
data-sets could with Bloomberg’s permission be made available on re-
quest, or re-compiled from Bloomberg. The data used for Figures 11
and 12 can be downloaded from https://www.samuel-johnson.org/data,
along with a list with references to the original sources. All code
used to make empirical and computational analysis of public data
and data-files is available for download at this Github repository,
where we also provide a Matlab toolbox for the easy implementation
of the methods we have introduced and related analysis.
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Solutions of Λh = v. The graph Laplacian Λ is not invertible: for
any constant vector h, Λh = 0. Indeed for any h that is constant on
connected components of the network, Λh = 0, and the kernel of Λ is
precisely this set of h. Similarly, for any h, the components of Λh on
each connected component of the network add up to zero, and this
property characterises the range of Λ. Now the imbalance vector v
has the special property that the sum of its components over any
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connected component of the network is zero. Thus it follows that
Λh = v always has a solution h, and the general solution is given by
adding any vector that is constant on each connected component.
Range for trophic incoherence F0. Here we prove that 0 ≤ F0 ≤ 1
with F0 = 0 iff all height differences zmn = 1 and F0 = 1 iff all
height differences are 0.
First, we explain that the trophic heights h solving Λh = v
correspond to the minima of the trophic confusion function
F (h) =
∑
mn
wmn(hn − hm − 1)2∑
mn
wmn
[28]
over all possible assignments of heights hn, n ∈ N . This is because
the second derivative of F is positive semi-definite, so all critical
points are minima, and by differentiating with respect to each
hn, the equation for critical points is Λh = v. Furthermore, the
minimum value of this expression is F0.
Since F (h) ≥ 0 for all h, we see that F0 ≥ 0. Furthermore,
F0 = 0 iff all height differences are 1. Next, putting all heights
equal, say to 0, denoted by 0, gives F (0) = 1, so F0 ≤ 1. Now if
F0 = 1 at some h then because F (0) = 1 and the second derivative
of F is positive semi-definite with null space given by constants on
each connected component, then h− 0 must be in this nullspace,
i.e. h is constant on each connected component. Thus all height
differences along edges are zero.
Mean height difference. The mean height difference
z¯ =
∑
mn
wmn(hn − hm)∑
mn
wmn
[29]
is 1− F0. To prove this, write the trophic confusion function as
F (h) = σ2 + z¯2 − 2z¯ + 1, [30]
with
σ2 =
∑
mn
wmn(hn − hm − z¯)2∑
mn
wmn
. [31]
If h minimises F then F (αh) must be minimised over α ∈ R at
α = 1. But
F (αh) = α2(σ2 + z¯2)− 2αz¯ + 1, [32]
which has unique minimum at α = z¯
σ2+z¯2 (unless σ = z¯ = 0). Thus
z¯ = σ2 + z¯2. But σ2 + z¯2 − 2z¯ + 1 = F0. So z¯ = F0 + 2z¯− 1, hence
z¯ = 1− F0. If σ = z¯ = 0, we see that F0 = 1 and hence z¯ = 1− F0
is satisfied in that case too.
Electrical interpretation. Our new notion of trophic levels can be
given an electrical interpretation. The edge weights are conduc-
tivities of bidirectional connectors between nodes. Current vn is
injected into (or extracted from, according to sign) each node n.
The resulting voltages (modulo an arbitrary overall shift) are the
trophic heights hn. One could imagine the currents vn as being
generated by making a copy of all the incoming and outgoing edges
of node n and imposing a voltage difference of +1 on all its input
nodes and −1 on all its output nodes, relative to n.
Robustness of trophic levels to truncation of the network. We recall
that we choose a connected subset called zone 1 and fix the height
of one of its nodes (or the weighted average of its nodes) to be 0.
We choose a buffer zone 2 so that there are no direct connections
between zone 1 and the outside, called zone 3, and so that the union
of zones 1 and 2 is connected.
Then the equation Λh = v for the heights can be broken into
the block form
Λ11h1 + Λ12h2 = v1 [33]
Λ21h1 + Λ22h2 + Λ23h3 = v2 [34]
Λ32h2 + Λ33h3 = v3. [35]
Changes to the outside zone 3 can affect v2 and the diagonal part
of Λ22. Let us suppose that the total weights of connections in each
direction between zone 3 and each node of 2 are given. Thus v2 and
Λ22 are fixed. Let h¯ be the solution for the reference case where all
of zone 3 is amalgamated to a single node. By the connectedness
assumption, h¯ exists and is unique up to an overall shift. Let
h˜ = h− h¯ with h the solution for the true zone 3, subtracting the
single number h¯3 from each element of h3. Then
Λ11h˜1 + Λ12h˜2 = 0 [36]
Λ21h˜1 + Λ22h˜2 + Λ23h˜3 = 0. [37]
By the connectedness of zone 1, Λ11 is invertible modulo overall
shifts, on the subspace such that the sum of the components is zero.
We have taken care of overall shifts by fixing a node of zone 1 to be
at height 0. The sum of the components of Λ12h˜2 is automatically
zero, because taking the sum of (36) over components in zone 1,
Λ11h˜1 gives 0. So
h˜1 = −Λ−111 Λ12h˜2. [38]
Similarly, by connectedness of the union of zones 1 and 2, and
substituting the above,
h˜2 = −(Λ22 − Λ21Λ−111 Λ12)−1Λ23h˜3 [39]
Thus the desired answer is
h˜1 = Λ−111 Λ12(Λ22 − Λ21Λ−111 Λ12)−1Λ23h˜3 [40]
Thus by taking norms throughout (for example the weighted sum
‖h‖ =
∑
n
un|hn| and the corresponding operator norm), we obtain
a bound on the changes to the levels on zone 1 in terms of a bound
on the changes to the levels on the part of zone 3 connecting directly
to zone 2:
‖h˜‖ ≤ ‖Λ−111 ‖‖Λ12‖‖(Λ22 − Λ21Λ−111 Λ12)−1‖‖Λ23h˜3‖. [41]
The latter is unknown in general, but the formula gives some idea
of how much the levels change on zone 1 on incorporating more
detail about zone 3. In particular, if zone 1 is well connected in the
sense that ‖Λ−111 ‖ is not large, and zones 1 and 2 are well connected
in the sense that ‖(Λ22 − Λ21Λ−111 Λ12)−1‖ is not large then h˜1 is
not very sensitive to changes h˜3 to the levels in zone 3.
An alternative to fixing the height of a node in zone 1 is to
consider height vectors as equivalent if they differ by an overall
shift and use a norm that pays attention only to height differences,
e.g. ‖h‖ =
∑
mn
wmn|hn − hm|.
Balanced iff maximally incoherent. If v = 0 then Λh = 0 so h is
constant on connected components, so F0 = 1. Conversely, if F0 = 1
then h is constant on connected components, so v = Λh = 0.
Note that it follows that maximally incoherent networks have
no basal nodes (more precisely, any basal node is connected to no
other nodes).
Normal with all eigenvalues real implies maximally incoherent. A nor-
mal matrix W can be written as UλU∗ for some unitary matrix U ,
where λ is the diagonal matrix of the eigenvalues λj of W (repeated
according to multiplicity). Then (using z¯ for the complex conjugate
of z)
winn =
∑
m
wmn =
∑
m,j
UmjλjU¯nj [42]
woutn =
∑
m
wnm =
∑
m,j
UnjλjU¯mj . [43]
But W and hence wout is real so we can take the complex conjugate
of the second equation and deduce that
vn = winn − woutn =
∑
m,j
Umj(λj − λ¯j)U¯nj . [44]
From this we see that if all the eigenvalues are real then v = 0.
Then from the preceding item, F0 = 1.
Maximal coherence implies normality zero. If W is maximally coher-
ent then the level difference for each edge is +1 so, arranging the
nodes in order of height, the matrix W is upper triangular with
zero diagonal. It follows that all its eigenvalues are 0. Hence ν = 0.
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Stability of contagion processes. For x(t) = x(0)W t/rt, we have
‖x(t)‖1 ≤ ‖x(0)‖1‖W t‖1/rt, [45]
using the induced operator-norm on W , so
t−1 log ‖x(t)‖1 ≤ t−1 log ‖x(0)‖1 + t−1 log ‖W t‖1 − log r. [46]
But for any operator-norm on W , t−1 log ‖W t‖ → log ρ as t→∞
(RS). So if ρ < r then ‖x(t)‖1 → 0 as t→∞.
In the other direction, we need theory for non-negative matrices
W , e.g. (BP). A node in a directed graph is recurrent if there is a
cycle through it. Two recurrent nodes communicate if there is a
cycle through both. The set of recurrent nodes can be decomposed
into communicating classes, subsets in which each pair of nodes
communicate and between which no pair of nodes communicate.
The eigenvalues of W consist of the eigenvalues of its restrictions
Wc to each communicating class c and an eigenvalue 0 for each
non-recurrent node. The period P of a communicating class c is
the highest common factor of the lengths of all cycles in it. The
communicating class c can be decomposed into P cyclic classes,
whose nodes can only be reached from each other in a multiple of
P steps. They can be labelled c0, . . . cP−1 so that one can get from
cj to ck only in a number of steps congruent to k − j modulo P .
On each cyclic class cj , the restriction of wP is irreducible and
aperiodic. So by Perron-Frobenius theory (BP) it has a simple
positive eigenvalue λ1 with positive eigenvector, and the remaining
eigenvalues satisfy |λk| < λ1. Throughout this item, we consider
left eigenvectors because we are interested in the action of W on
row-vectors x. The eigenvalues of WPcj on the cyclic classes of c
are related as follows. If xWPc = λx with x supported on c0 and
non-zero, then xWc is supported on c1 and (xWc)WPc = xWPc Wc =
λxWc, so either xWc is an eigenvector for WPc on c1 with the same
eigenvalue or it is zero. If xWc = 0 then λx = xWcWP−1c = 0 so
λ = 0. Thus WPcj have the same eigenvalues apart from possible 0s.
If the cyclic classes have different sizes, eigenvalues 0 must occur
for all but the smallest ones.
From the non-zero eigenvalues λ of WPcj we deduce that the non-
zero eigenvalues of Wc are the (complex) P th roots of λ as follows.
Take an eigenvector x on c0 for λ 6= 0. Let ζ be any P th root
of λ. Then [ζP x, ζP−1xWc, . . . ζxWP−1c ] is an eigenvector of Wc
with eigenvalue ζ, where the components in the vector are grouped
according to the cyclic classes c0, . . . cP−1. So the eigenvalues ofWc
are the P th roots of the non-zero eigenvalues of WPc0 , augmented
by 0s. The eigenvectors of Wc can be extended to eigenvectors of
W on the whole network with the same eigenvalue.
If x(0) ≥ 0 is positive on some node of a cyclic class cj of a
communicating class c then by Perron-Frobenius theory,
λ−n1 x(0)W
nP
cj
→ Cxˆ as n→∞ [47]
for some C > 0, where xˆ is the Perron-Frobenius eigenvector on
cj and λ1 its eigenvector. Furthermore λ−n1 x(0)W
nP+s
c → CxˆW sc .
Including the rest of the edges,
lim
n→∞
t−1 log ‖x(t)‖1 ≥ P−1 log λ1. [48]
We say a communicating class is “key” if its λ1 = ρP . There is
always at least one such. Thus if x(0) is positive on some node of a
key communicating class, then, combining with [46] and [48],
t−1 log ‖x(t)‖1 → log(ρ/r) as t→∞. [49]
Similarly, if x(0) is positive on a node leading to a key communicat-
ing class then in finitely many steps x(t) is positive on some node
of that class and hence the same result follows.
Other dynamics. The context in which trophic coherence was first
proposed (JDDM) is that of Lotka-Volterra dynamics for popula-
tions of species in an ecosystem. This is somewhat difficult to treat
because if w quantifies how much one species eats of another this
does not give a complete specification of the population dynamics.
But as in (JDDM), one can propose
x˙n = xn
(
rn −
∑
m
wnmxm + η
∑
m
xmwmn − κnxn
)
, [50]
where rn is a natural birth or death rate (according to sign) for
species n, the negative sum accounts for species n being eaten,
the positive sum accounts for the enhancement of population of
species n from what it eats, with an efficiency factor η, and the final
term accounts for effects of intraspecies competition not included
in cannibalism (wnn). Write it in the form
d
dt
log x = r −Bx, [51]
where log x stands for the vector with components log xn.
One first question is whether this has any positive equilibria.
The equilibria are given by choosing any subset of species to be
extinct and the rest to satisfy Bx = r where the rows and columns
corresponding to extinct species have been deleted. To be physical
the remaining components of x must all be positive.
Given a positive equilibrium x, possibly of a subsystem given by
deleting extinct species, a second question is whether it is stable.
The linearised equations for deviations ξ from an equilibrium are
ξ˙n = −xn
∑
m
Bmnξn [52]
So even if we know B, the linearised equations are not completely
determined because we need to know the equilibrium x.
Similarly, economic dynamics can be proposed on supply net-
works (MB) and the question arises whether there is a relation
between stability and trophic coherence.
Ensemble relation of normality to incoherence. It is possible to re-
late trophic coherence with various other topological features by
considering ensembles of random graphs (JJ). The ‘coherence en-
semble’ is the set of all unweighted, directed networks with given in-
and out-degree sequences and given trophic coherence. For example,
using the standard definition of trophic incoherence q, the expected
value of the spectral radius ρ in the coherence ensemble is
ρ = eτ , [53]
where
τ = lnα+ 1
2qˆ2
− 1
2q2
[54]
(and we use a bar to represent coherence-ensemble expectation).
Here, qˆ is the expected trophic incoherence in the ‘basal ensemble’,
and α = 〈winwout〉/〈w〉 is the branching factor, but for current
purposes we need not discuss these magnitudes in detail. In previous
work the trophic coherence was measured with the incoherence
parameter q, which corresponds to the standard deviation over
trophic differences when the average trophic difference is 1. Using
the new definition of levels we are proposing here, the equivalent of
this magnitude is
η =
√
F0
1− F0
, [55]
as given in the main text.
We note that the ratio between the expected spectral radius for
a given coherence, ρ, and the value corresponding to a maximally
incoherent network,
ρmax = lim
η→∞
eτ , [56]
depends only on trophic coherence:
ρ
ρmax
= exp
(
− 1
2η2
)
. [57]
In the main text we measure normality with
ν =
∑
j
|λj |2
‖W‖2F
. [58]
A normal network (if unweighted) is, as described in the main text,
a balanced network, which is maximally incoherent (F0 = 1). In
this case, we have ν = 1. On the other hand, the greatest deviation
from normality is achieved when |λj | = 0 for all j, which is the
case of maximally coherent networks (F0 = 0). For networks in the
coherence ensemble with 0 ≤ F0 ≤ 1, we postulate that∑
i
|λi|2
‖W‖2F
' ρ
2
ρ2max
, [59]
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which amounts to assuming that the distribution of eigenvalues ofW
within the spectral radius ρ does not depend on trophic coherence.
This argument uses (i) ‖W‖2F = tr WTW , which in turn is the
sum of the eigenvalues of WTW , (ii) for W normal the eigenvalues
of WTW are precisely the squares of the absolute values of the
eigenvalues ofW , and (iii) normality is almost equivalent to maximal
incoherence, as already discussed. Combining this expression with
Eqs. [55], [57] and [58], we have an approximate expression for the
expected normality in the coherence ensemble:
ν ' exp
(
1− 1
F0
)
. [60]
Figure 11 in the main text shows ν against F0 for our set of
empirical networks, alongside Eq. [60]. The empirical values fall
fairly close to the ensemble expectations, with high coherence cor-
responding to a maximal non-normality, and incoherence being
associated with greater normality. In many cases the real networks
are somewhat less normal than the ensemble prediction. This might
be because these are relatively small networks in which statistical
fluctuations play a large role, and at intermediate values of trophic
coherence there are more ways of being non-normal than normal.
Ensemble relation with scaled spectral radius. Using the results for
the coherence ensemble again, in particular Eqns [57] and [55], we
obtain that
ρs =
ρ
‖W‖2
' ρ
ρmax
= exp
(1
2
(
1− 1
F0
))
. [61]
Here, no assumption on the distribution of the eigenvalues of W is
required, simply the fact that ρ = ‖W‖2 for maximally incoherent
networks.
The fit in Figure 12 is again reasonable.
Maximal incoherence implies cycles. A maximally incoherent net-
work is balanced. Make a measure-preserving dynamical system in
continuous time by converting each edge mn to a tube of volume
Vmn > 0 of incompressible fluid with flow rate wmn from m to n,
splitting the resulting flow into n in any way between the out-edges
of n consistent with their weights. If none of the fluid originally
in tube mn comes back to that tube then after time T , tube mn
has ejected a volume wmnT of fluid that has to fit in the volume∑
Vjk of the other tubes. But that is finite, so for T large enough
we get a contradiction. Hence there is a cycle through mn. So each
edge of a maximally incoherent network is on a cycle.
One could allow the nodes to have volume too. The same
argument works for infinite networks, by choosing the volumes to
have a finite sum.
Zeta function. The zeta function of the main text is a weighted
version of the Bowen-Lanford zeta function (described in section
3.1 of (Po)). It can be related to the prime cycles, those which are
not repetitions of a shorter cycle. We consider two prime cycles to
be the same if they differ only by a cyclic permutation. We denote
by P the set of prime cycles. The formula is
ζ(z) =
∏
γ∈P
(1− z|γ|wγ)−1, [62]
where |γ| is the length of γ and wγ its weight.
Here is a proof of the identity (cf. (Po)).
log
∏
γ
(1− z|γ|wγ)−1 = −
∑
γ
log(1− z|γ|wγ) =
∑
γ
∑
k≥1
(z|γ|wγ)k
k
=
∑
k≥1
∑
γ
|γ| z
k|γ|
k|γ| w
k
γ =
∑
p≥1
zp
p
tr W p, [63]
because every cycle is a repetition of some prime cycle γ, say k
times, its weight is wkγ and there are |γ| cyclic permutations of it.
The last expression is log ζ(z), concluding the proof.
Eq. [62] can be reduced to one in terms of “elementary cycles”,
those which do not repeat a node before closing. They are prime
and for a finite network there are only finitely many of them. The
formula is
1/ζ(z) = 1 +
∑
C
∏
γ∈C
(−z|γ|wγ), [64]
where the sum is over non-empty collections C of disjoint elementary
cycles. This provides a clean case of Cvitanovic’s cycle expansion
(AAC).
To prove [64], use 1/ζ(z) = det(I − zW ) and the formula
detM =
∑
pi∈Sn
piM1pi1 . . .Mnpin , [65]
for an n× n matrix M , where Sn is the group of permutations of
{1, . . . n} and pi is the sign of the permutation pi (+1 if pi can be
written as an even number of transpositions, −1 for an odd number).
For M = I − zW , the only permutations for which the product
in [65] is non-zero are those which can be written as a product of
disjoint cyclic permutations corresponding to elementary cycles of
period at least 2 in the network and the identity permutation on
the remaining nodes. The contribution of a collection C2 (possibly
empty) of disjoint elementary cycles of period at least 2 is∏
m∈C′
(1− zwmm)
∏
γ∈C2
(−z|γ|wγ), [66]
where C′ is the set of nodes not in C2. If there are no self-edges
then wmm = 0 for all m and there are no cycles of period 1, so
adding in the case of the empty collection, we obtain [64] when
there are no self-edges.
If there are some self-edges then expand out [66] to∑
C2+
∏
γ′∈C2+
(−z|γ′|wγ′ ), [67]
where the sum is over collections C2+ of disjoint elementary cycles
formed by adding any 1-cycles to C2, including the case of adding
no 1-cycles. Lastly, the contribution of the identity permutation is∏
m
(1− zwmm) = 1 +
∑
C1
∏
γ∈C1
(−zwγ), [68]
where the sum is over non-empty collections of disjoint 1-cycles.
Adding together [67] and [68], we obtain the result [64] for the
general case.
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