For a C 1 -cofinite vertex algebra V , we give an efficient way to calculate Zhu's algebra A(V ) of V with respect to its C 1 -generators and relations. We use two examples to explain how this method works.
Introduction
For a vertex algebra V , Zhu's algebra A(V ) is a powerful tool to study its representations [13] . But Zhu's algebra is hard to calculate directly. For example, in [4, 10] , representations of vertex algebras associated with W 3 were studied for different central charges. In both papers, the generators of Zhu's algebras were given and some relations were calculated. In order to show the relations were enough, the authors used some extra algebraic structures to find some modules, then compared with the modules of the possible bigger algebras and got the Zhu's algebras. For some other vertex algebras like vertex algebras associated to even positive lattices [3] , the representations were calculated without using Zhu's algebras at all since it seems very hard to find their Zhu's algebras. So how can we calculate Zhu's algebra directly? We think that the answer to this question is also important to the classification of rational vertex algebras.
In this paper, we give an method to solve this problem by using C 1 -structures of vertex algebras. In [7] , the authors studied the generating spaces of a vertex algebra V which play a role analogous to that of g in L(l, 0) [6] . If we pick a homogenous basis {u 1 , · · · , u l } of this generating space which is called a generating space of weak PBW type [7] , we call these elements u 1 , · · · , u l C 1 -generators. In [2] , the authors say that the vertex algebra V is strongly generated by these elements. In [7] , the authors showed that V is spanned by [12] where R(i, j, m) is linear combinations of elements in (1.1). Furthermore we proved that we can construct a universal vertex algebra U from some abstract C 1 -generators and C 1 -relations, here universal means that any vertex algebra has the same C 1 -generators and C 1 -relations is a quotient vertex algebra of U. That means that there is another level of relations determined by an ideal I of U, i.e. V = U/I.
We roughly explain what is C 1 -structure. If V is a C 1 -cofinite vertex algebra [7] , u 1 , · · · , u l are its C 1 -generators, then there are infinite many operators u i m associated with u i for 1 ≤ i ≤ l and m ∈ Z. V is just the perfect algebraic structure to express the relations among these operators. The most important relations are commutators [u i m , u j n ]. But usually the commutators could not be given in the free associative algebra A generated by these operators. The commutators could be given in the complete topological algebrā A which is studied in [6] and [7] . The commutator relations are C 1 -relations. If we do not ask more relations, then we get a universal vertex algebra U. And U(U) equalinḡ A modulo the commutator relations can be looked as the universal enveloping algebra of U. Then the category of admissible U-modules is naturally equivalent to the category of Z + -graded U(U)-modules.
Since the C 1 -relations are commutator relations, naturally we ask whether the Jacobi identities [[u If the Jacobi identities holds, then we have a PBW-like basis for U, otherwise we don't. We call the first kind of C 1 -relations non-degenerate and the other degenerate [2, 12] .
We use C 1 -structure to explain Zhu's algebra theory. C 1 -relations give commutator relations among u i m and make the space T spanned by them look like a Lie algebra. So we can give a "triangular" decomposition of T according to the weight of u i m :
where T − is spanned by u i m for 1 ≤ i ≤ l and m > wt u i − 1, T 0 is spanned by u i m for 1 ≤ i ≤ l and m = wt u i − 1, T + is spanned by u i m for 1 ≤ i ≤ l and m < wt u i − 1. Any T 0 -module M which T − acts trivially on can be induced to a T -module. So "universal enveloping algebra" of T 0 is Zhu's algebra A(U). If the C 1 -relations are non-degenerate, then A(U) has a PBW basis. If the C 1 -relations are degenerate, then we need to find all other relations. For every element v ∈ V , the image of v in A(V ) is just v wt v−1 which is written as a polynomial of u i wt u i −1 . For the second level of defining relations, i.e. an ideal I of U, we give a procedure to find A(I). We can say that even we know the C 1 -structure of a vertex algebra V , the calculation of Zhu's algebra A(V ) is still complex, but the procedure is quite straightforward, so we can use some computer program to do the calculations.
The paper is organized as following. In section 2 we analyse the C 1 -structure of a vertex algebra. In section 3, we review Zhu' algebra theory and give an alternate way to do calculation for a C 1 -cofinite vertex algebra. In section 4 and 5, we give our main results. Using Diamond Lemma, we give Zhu's algebra for non-degenerate and degenerate cases respectively. And we give two examples to explain our method.
2 C 1 -structure of a vertex algebra
In this section, we review the abstract structure of a vertex algebra. In this paper we use standard notations as defined in [5, 8] and all vector spaces are over complex field C. Since the conformal vector ω does not play any role in this paper, instead vertex operator algebras, We use Z + -graded vertex algebras defined as following:
2. Iterate formula:
where u, v ∈ V and s, t, m, n ∈ Z, D is a linear map from V to V by mapping v to v −2 1. We use the generators and their relations to see the roles that these formulas play. The following results can be found in [7, 12] .
to be the subspace of V linearly spanned by elements of type
Proposition 2.3. Let U be a graded subspace of V such that V + = U + C 1 (V ). Then, as a vertex algebra, V is generated by U.
U is called a generating space of weak P BW -type in [7] . If we pick a homogeneous basis {u 1 , u 2 , · · · }, then V is generated by this set, or V is strongly generated by this set in [2] . We have the following definition as in [12] . Definition 2.4. u 1 , u 2 , · · · , the homogeneous basis vectors of U, are called C 1 -generators.
Proposition 2.5. For a C 1 -cofinite vertex algebra V and C 1 -generators u 1 , · · · u l of V , then V is linearly spanned by elements
5)
With the same notations as the above proposition, for 1 ≤ i, j ≤ l and k ≥ 0 6) where R(i, j, k) is a linear combination of elements in (2.5). Plug the above formula into (2.2), we get for m, n ∈ Z
Now we define formal length for an element u
For the linear combination, we define the formal length as the maximal one. We can see the formal length of left hand side of (2.6) is bigger than that of right hand side, and when applying (2.3) in (2.7) the formal length of left hand side of (2.7) is bigger than that of right hand side although the right hand side may have infinite summands(the formal length still makes sense).
Remark 2.6. For a C 1 -cofinite vertex algebras V and its C 1 -generators u 1 , · · · , u l , we think that the essence of V is the relations of these operators u Definition 2.7. For a C 1 -cofinite vertex algebra V and its
C 1 -relations with respect to these generators for 1
Remark 2.8. Using skew-symmetry(2.4), we can get u i k u j for all 1 ≤ i, j ≤ l and k ≥ 0, so we also call all these u i k u j = R(i, j, k) as C 1 -relations with respect to these C 1 -generators.
For example, the vertex algebra associated to Virasoro algebras [6] , has only one C 1 -generator ω with weight being 2, and C 1 -relations are ω 1 ω = 2ω and ω 3 ω = c 2 . Using skew symmetry (2.4), we can get ω 2 ω = 0 and ω 0 ω = ω −2 1. Remark 2.9. If the C 1 -relations R(i, j, k) only contain linear terms like the above example, then the space T spanned by u i m for 1 ≤ i ≤ l and m ∈ Z, with commutator relations gotten from C 1 -relations (2.2), forms a Lie algebra. The C 1 -relations can be realized in the free associative algebra A generated by u i m as an ideal C and we get the universal enveloping algebra U(T ) = A/C. But if the C 1 -relations R(i, j, k) contains non-linear terms like the examples in section 4 and 5, then T is not a Lie algebra, and the C 1 -relations can not be realized in A. In [6, 7] , the authors introduced a complete topological algebraĀ as follows. Since wt u i m = wt u i − m − 1, so A is a Z-graded algebra and A = k∈Z A k where A k is the subspace consisting of the elements of weight k.
Hence {A k n |k ∈ Z} form a fundamental neighborhood system of A n . Denote byĀ n its completion; then the direct sumĀ = n∈Z A n is a complete topological algebra. We can realize the C 1 -relations inĀ i.e. an ideal ofĀ generated by [u
We can reverse this process to construct a vertex algebra abstractly [12] . Suppose that u 1 , · · · , u l are some abstract symbols and each has a positive integer weight denoted by wt u i . Then associate u i a series of symbols u i m for m ∈ Z, which also has weight as wt u i m = wt u i − m − 1. Let A be the associative algebra generated by u i m for 1 ≤ i ≤ l and m ∈ Z, then A is Z-graded. Let B be the associative subalgebra of A generated by u i m for 1 ≤ i ≤ l and m < 0, then B is Z + -graded. Let A act on a vacuum vector 1 freely, we get a Z-graded A-moduleŪ by setting the weight of 1 being 0. LetŪ ′ be the subspace ofŪ which is free B module generated by 1. It is clearŪ ′ is Z + -graded.
3), we can associate every monomial u inŪ a vertex operator Y (u, z) = m∈Z u m z −m−1 , then linearly extend to the wholeŪ. Now we can describe C 1 -relations for these generators. Let R(i, j, k) be any element inŪ ′ , with weight being wt (
-relations for our generators. LetŌ be a A-submodule ofŪ generated byŪ n for n < 0 and u i m 1 for m ≥ 0. Then all the operators u m defined above for u ∈Ū make sense when acting on
where
we have the following theorem in [12] . Theorem 2.10. U is a vertex algebra with C 1 -generators u 1 , · · · , u l , satisfying the given
U is a universal vertex algebra, i.e. any vertex algebra which has the given C 1 -generators and C 1 -relations must be a quotient of U modulo an ideal I. So I is another level of relations which define the structure of vertex algebra V with respect to the generators.
For the example above, if we start with one C 1 -generator ω and C 1 -relations ω 1 ω = 2ω and ω 3 ω = c 2 , we will get a universal vertex algebra U. For c = c p,q = 1 −
, where p, q ∈ {2, 3, 4, · · · }, the vertex algebra U has an ideal, and we get the minimal sires Virasoro vertex algebras [9] .
C 1 -relations determine the commutator relations among u i m in A orĀ for 1 ≤ i ≤ l and m ∈ Z, and these relations are enough to define a universal vertex algebra U. There is a natural question, Jacobi identities
hold or fail? Hence there are two different kinds of C 1 -relations, one is non-degenerate if Jacobi identities hold, another is degenerate if Jacobi identities fail. In section 4 and 5, we will give two more examples of vertex algebras which are generated abstractly.
Zhu's algebra theory
In this section we review Zhu's algebra theory and study the relation between Zhu's algebra and C 1 -structure. Let V = (V, Y, 1) be a Z + -graded vertex algebra. In this paper, we only consider admissible V -module category. An admissible V -module M is a
equipped with a linear map
satisfying the following conditions for u, v ∈ V, w ∈ M:
for u ∈ V r . Now we review Zhu's algebra theory [13] . The idea of Zhu's algebra is to study M 0 instead of M, since M 0 is quite smaller. Let O(V ) denote the linear span of element u • v where for homogeneous u ∈ V and v ∈ V ,
Define the linear space A(V ) to be the quotient V /O(V ). Define another product * on V for homogeneous u ∈ V and v ∈ V ,
and extend linearly on V .The multiplication * induces the multiplication on the quotient A(V ) and is associative in A(V ). The image of the vacuum 1 in A(V ) becomes the identity element.
Denote by o(a) = a wt a−1 for homogeneous a ∈ V and extends to the whole V by linearity. For an admissible V -modules M = ⊕ ∞ n=0 M n , o(a) preserves M 0 and we have the following theorems. By above theorem, we can also write the image of a in A(V ) as o(a) for a ∈ V .
Theorem 3.2. There is a one-to-one correspondence between the set of irreducible A(V )-modules and the set of irreducible V -modules. Zhu'algebra is a quite powerful tool to study representations of a vertex algebra, but it is very difficulty to calculate from its definition. Now we study the relations between Zhu's algebra and C 1 -structures of a C 1 -cofinite vertex algebra V with
Proof. By Proposition 2.5, V is spanned by elements u
The summands of (3.3) have smaller formal lengths, hence by induction on the formal length, we show that A(V ) is generated by o( 
By the above proposition, to calculate A(V ) becomes finding all the relations among
In last section, we analyze the relations for the C 1 -generators, and divide the total relations to two level, the first one is C 1 -relations which will give a universal vertex algebra U, and the second one is some ideal I of U. Hence we first calculate A(U), then use Proposition 3.3 to calculate A(V ). Now we roughly introduce our idea to calculate A(U)
where T − is spanned by negative weight operators, T 0 is spanned by weight 0 operators and T + is spanned by positive weight operators. Like highest weight modules for Lie algebras, we can construct a trivial module for T − , then induce it to a module for T − ⊕ T 0 and induce it to a module for T . Rigorously in mathematics, we can realize above idea as follows. Let A be the free associative algebra generated by u i m for 1 ≤ i ≤ l and m ∈ Z. Obviously, A is Z-graded by weights. Now we can construct a free A-moduleM generated by 1. ThenM is also Z-graded if we set the weight of 1 as 0. Let N be the submodule ofM generated by negative weight elements inM, then we get a A-moduleM =M /N which is Z + -graded. Now we apply the C 1 -relations inM:
where R is a A-submodule ofM generated by ([u i m , u
Since R is homogeneous, M is Z + -graded and is an admissible U-module. Now M 0 is an A(U)-module, and in our construction of M, we do not add any other relations, so M 0 is a free A(V ) module with only one generator 1, and as vector spaces A(V ) is isomorphic to M 0 . So our question is to describe M 0 . We will discuss it for degenerate case and non-degenerate case respectively. And we also will handle the second relations caused by an ideal of U.
Non-degenerate Case
Let V be a C 1 -cofinite vertex algebra generated by C 1 -generators u 1 , u 2 , · · · , u l with wt u i > 0. Suppose that wt u i ≥ wt u i+1 . These generators satisfy C 1 -relations u i m u j = R(i, j, m), for 1 ≤ i, j ≤ l, m ≥ 0. Suppose that these relations are non-degenerate, by theorem 2.10, we get a universal vertex algebra U. V is a quotient vertex algebra of U by modulo an ideal I, which is usually generated by some singular vectors.
In section 2, we give the construction of U. The linear space U ′ is quite clear and the following elements u
where n k < 0 and wt u
We use Diamond Lemma [1] to get a basis of U.
Let S be a set of pairs of the form σ = (W σ , f σ ), where W σ = u R(i, j, k) m+n−k . For any σ ∈ S and x, y ∈ A being monomials, let r xσy denote linear morphism of U ′ that fixes all basis elements of U ′ other than xW σ y1 +Ō and sends it to xf σ y1 +Ō. The map is well defined since the image ofŌ belongs toŌ. S is called a reduction system, and the linear maps r xσy are called reductions.
We say a reduction r xσy acts trivially on an element a ∈ U ′ if the coefficient of xW σ y1 in a is zero, and we shall call a irreducible (under S), if every reduction is trivial on a, i.e., if a involves none of the monomials xW σ y1. The vector space of all irreducible elements of U ′ will be denoted U i − m = wt u j − n and i > j. Let us partially order U ′ by setting u < v if wt (u) < wt (v) , or if wt (u) = wt (v) and u is of smaller formal length than v, or if u is a permutation of the terms of v but has less misorderings with respect to the total ordering defined above. It is obvious that < is a semigroup partial ordering of U ′ and has descending chain condition, i.e. there are only finitely many base elements < any given element.
For any σ ∈ S, f σ < W σ , and we say < is compatible with S. Since < has descending chain condition and is compatible with S, every element w ∈ U ′ can be reduced to irreducible elements. We shall call an element w ∈ U ′ by reduction-unique if it is reduced to a common value, and which is denoted by r S (w). Now we state the Diamond Lemma for our situation. 
Proof. First we show all elements of U ′ are reduction-unique under S. It will be sufficient to prove all monomials w ∈ U ′ reduction-unique. Since there is a semigroup partial ordering < on U ′ which is compatible with S, and has descending chain condition, we may assume inductively that all monomials < w are reduction-unique. Now if two reductions r σ and r τ act nontrivially on w, and r σ (w) = r τ (w), we will show r S (r σ (w)) = r S (r τ (w)). There are two different cases, according to the relative places of W σ and W τ in w.
Case 1. W σ and W τ overlap in w. w=xu
Since C 1 -relations are non-degenerate, r τ (r µ (r σ (w))) − r σ (r µ (r τ (w))) = 0. By assumption, r τ (w) and r σ (w) are reduction-unique, so they reduce to the same element.
Case 2. W σ and W τ are disjoint in w. Then w = xW σ yW τ z1 where x, y, z ∈ A. It is clear that r σ (r τ (w)) = r τ (r σ (w)). By assumption, r τ (w) and r σ (w) reduce to the same element.
So we show that all elements of U ′ are reduction-unique under S. It is clear that
. By the result of [12] , U is the university vertex algebra. So we have the following proposition. A similar result was given in [2] . 
where n 1 ≥ · · · ≥ n k ≥ 1 and i j ≤ i j+1 if n j = n j+1 . Now we calculate Zhu'algebra A(U) of U, it is generated by o(u 1 ), · · · , o(u l ) by Proposition 3.4. These generators satisfy the obvious relations coming from the C 1 -relations
Hence A(U) is linearly spanned by all elements
here k ∈ Z + and 1 ≤ i 1 ≤ · · · ≤ i k ≤ l. In fact these products are linearly independent. Proof. First we construct an admissible U-module. Use the notations above.N be a free A-module with generator 1(here we abuse the symbol 1). Set the weight of 1 to be 0, then N is Z-graded A-module andN = ∞ k=−∞N k . LetN ′ be the submodule ofN generated byN k for k < 0. LetÑ =N /N ′ , soÑ is a Z + -graded A-module. Apply C 1 -relations intõ N . Let O be A-submodule ofÑ generated by 
here k ∈ Z + and 1
Since N is an admissible U-module and generated by 1, N 0 is an A(U)-module and generated by 1. Hence N 0 is a quotient space of A(U), compare (4.2) and (4.3), we get a basis of A(U) consisting of o(u
Now we consider A(V ). Let V = U/I be a quotient vertex algebra. Usually we describe I by giving some singular vectors a 1 , · · · , a k of U, and I is spanned by
(U)/A(I), hence we need to describe A(I). A(U)
is generated by o(u i ) for 1 ≤ i ≤ l, which satisfy C 1 -relations (4.1). Hence we need to find the generators of A(I) as A(U)'s ideal.
where u, v ∈ U, m > 0, and x i , y ∈ C.
The proof of above lemma is quite easy by the definition of Zhu's algebra or the method introduced after Proposition 3.4. By above lemma, we get A(I) as ideal of A(U) is generated by u
where 1 ≤ i 1 , · · · , i r ≤ l, 0 ≤ n 1 ≤ · · · ≤ n r and 1 ≤ j ≤ k. It seems that there are infinitely many calculations, but by the following example we can see that the calculations will stop somewhere and this method is quite efficient. Example 4.5. We consider the vertex algebra related to Zamolodchikov W 3 algebra [11] , which is the simplest example of W-algebras. Let the central charge be −2. In [10] , the author had studied the representations of this vertex algebra by calculating Zhu's algebra, but he used some extra algebraic structure related to W 3 . Here we only use the abstract structure to calculate Zhu's algebra. The vertex algebra is generated by two C 1 -generators ω, v with weight of ω being 2 and weight of v being 3. Their C 1 -relations are given by the following:
Using skew symmetry formula, we can get
W 3 is the universal vertex algebra generated by ω and v. Direct calculations show that these C 1 -relations are non-degenerate. Its Zhu's algebra A( W 3 ) is generated by o(ω) and o(v), which satisfy the relation
In [10] , the author studied a quotient vertex operator algebra W 3,−2 of W 3 . W 3 has an ideal I generated by a singular vector: By direct calculations, we get
Hence there is no new generator and we need to handle
The calculations can stop here. By direct calculation, we get
Remark 4.6. For general situations, we want to find the generators of A(I) as ideal of A(U). At beginning, we have generators
, by Lemma 4.4, we calculate the element in (4.5) for r = 1, 2, · · · . For r = 1, if the element can be written as u −n g i −m 1 or their sum, then this element is not a new generator, if not, then we have a new generator g k+1 . We keep doing this process until we could not get any new generators. We believe that there are only finite many generators like above example. The process looks complex but it is quite straightforward and efficient.
Degenerate Case
In this section, we deal with degenerate cases. We use the same notations as last section. Let V be a C 1 -cofinite vertex algebra generated by
Suppose that these relations are degenerate, by theorem 2.10, we get a universal vertex algebra U. V is a quotient vertex algebra of U by modulo an ideal I, which is usually generated by some singular vectors.
Since C 1 -relations are degenerate and Jacobi identities (2.8) fail, U does not have a PBW basis like non-degenerate case (2.5) . We first analyze the linear relations among these vectors. We still use the reduction system. There are maybe two ways to reduce an element u ∈ U ′ , r σn · · · r σ 1 (u) and r τm · · · r τ 1 (u), to irreducible elements in U ′ , and their difference r σn · · · r σ 1 (u) − r τm · · · r τ 1 (u) will give a linear relation in U where 1 ≤ i, j, k ≤ l, s, m, n ∈ Z and x, y ∈ A. Since U ′ is homogeneous and any reduction keeps the weight, we only need to consider the homogenous u ∈ U ′ . If two reductions r σ and r τ act nontrivially on u, and r σ (u) = r τ (u), then r σ (u) and r τ (u) have smaller formal lengths than that of u. So there are two cases according to the relative places of W σ and W τ in u.
Case 1. W σ and W τ overlap in u. u=xu
Case 2. W σ and W τ are disjoint in u. Then u = xW σ yW τ z1 where x, y, z ∈ A. It is clear that r σ (r τ (u)) = r τ (r σ (u)). Suppose r 1 r τ (u), r 2 r σ r τ (u), r 3 r σ (u) and r 4 r τ r σ (u) are irreducible, where r 1 , r 2 , r 3 , r 4 are compositions of some reductions. r 1 r τ (u) − r 3 r σ (u) = (r 1 r τ (u) − r 2 r σ r τ (u)) + (r 2 r σ r τ (u) − r 4 r τ r σ (u)) + (r 4 r τ r σ (u) − r 3 r σ (u)). We know that r σ (u), r τ (u) and r σ r τ (u) = r τ r σ (u) have smaller formal lengths than that of u, hence we can use induction on formal lengths to get that r 1 r τ (u) − r 3 r σ (u) can be written as linear combinations of element in (5.1).
In [12] , we have the following lemma.
Lemma 5.1. For a vertex algebra W , u, v, w ∈ W and l, m, n ∈ Z
Use above lemma, (5.1) can be written as It is clear that there are only finite many C 1 -singular elements and they quite like singular elements in non-degenerate case. Now we study A(U), and know that A(U) is generated by o(u 1 ), · · · , o(u l ), so we need find all the relations of o(u 1 ), · · · , o(u l ). We have the obvious relations coming from
But there are some other relations caused by the failure of Jacobi identity. First we construct an admissible U-module like non-degenerate case. We use the same notation as last section(Proposition 4.3). Similar to the results about U, we get linear relations iñ N irr .
Lemma 5.4. The linear relations ofÑ irr can be written as the images under reduction of the following elements:
where x ∈ A.
Since reduction keeps the weight, we have the similar result forÑ 0irr .
Lemma 5.5. The linear relations ofÑ 0irr can be written as the images under reduction of the following elements:
where x ∈ A and the weight is 0.
Lemma 5.6. N 0 ≃ A(U) as vector spaces.
Proof. From our construction of N, we can see that N is the biggest admissible U-module with one generator. So N 0 is the biggest A(U)-module with one generator. Hence N 0 ≃ A(U) as vector spaces.
Furthemore we get the following proposition.
Proof. The first half part is obvious. From above lemma, we know that N 0 is just the free A(U)-module with generator 1. So if we reduce elements in (5.6) by the reduction system, we will get the result.
By above proposition, we can see that for the degenerate universal vertex algebra U, the calculation of A(U) is similar to the calculation of A(V ), where V is a quotient of a non-degenerate universal vertex algebra, if we treat the C 1 -sigular elements like the usual singular elements. We use an example to explain the process.
Example 5.8. We consider a vertex algebra which has three C 1 -generators α, e α , e −α . Let wt α = 1 and wt e α = wt e −α = 2. Their C 1 -relations are given as follows: Remark 5.9. This example is in fact the vertex operator algebra associated to one dimensional lattice Zα, such that < α, α >= 4, whose structures are studied in [5] and [8] , and its representations are studied in [3] , where the author find their modules without using Zhu's algebra. Now we consider a quotient V of U by an ideal I, V = A/I. Usually I is generated by some singular elements a 1 , · · · , a k ∈ U. The question becomes to find A(I), so like the non-degenerate case, we only need to find o(u i 1 n 1 · · · u ir nr a j ), where 1 ≤ i 1 , · · · , i r ≤ l, 0 ≤ n 1 ≤ · · · ≤ n r and 1 ≤ j ≤ k. In fact we can put all the C 1 -singular and singular vectors together, and treat them equally and use the same procedure as last two examples to find the relations of o(u i ).
