In this paper, the use of discriminative criteria such as minimum phone error (MPE) and maximum mutual information (MMI) is investigated for discriminative training HMM models for Persian speech recognition system. Discriminative training criteria have been successfully used to train acoustic models, so these criteria are expected to improve the estimation of linear transforms for speaker adaptation. MPE criterion is used to estimate the discriminative linear transforms (DLTs) for mean transforms. Experiments on Farsdat corpus show considerable improvements of discriminative training against ML trained models and MPE training outperforms MMI training on test data. Furthermore, MPE-based DLT reduces the word error rate in comparison to MLLR adaptation.
Introduction
Adaptation approaches are essential to model the acoustic variations in speech and reduce the mismatch between the training and testing conditions for HMM-based speech recognition. One of the most commonly used methods to speaker adaptation is based on linear transforms (Gales, 1998) . Maximum likelihood linear regression (MLLR) is a popular method that estimates the transform parameters by maximum likelihood criterion (Legetter & Woodland, 1995) . MLLR can be used in either supervised or unsupervised adaptation. Discriminative criteria such as MMI (Valtchev, Odell, Woodland, & Young, 1997) and MPE (Povey, 2004) are commonly used for training acoustic models. Discriminative criteria can be useful for estimation of linear transforms for speaker adaptation.
To estimate the DLT, a lattice-based framework is used. For optimization of discriminative criteria the weaksense auxiliary function is proposed in contrast to the standard strong-sense auxiliary function for ML training. Furthermore, it is necessary to smooth the weak-sense auxiliary function; so, I-smoothing technique is employed . The performance gains of discriminative criteria for unsupervised speaker adaptation are limited because of the high sensitivity of these criteria to errors in the hypothesis. The sensitivity to the hypothesis can be reduced by using confidence scores (Uebel & Woodland, 2001) . This paper discusses how to train the acoustic models with discriminative criteria rather than maximum likelihood criterion in section 2. Furthermore, the estimation of linear transform parameters by using discriminative criterion has been discussed in section 2. Experiments on discriminative training and different adaptation methods on Farsdat corpus are described in section 3. Finally a conclusion is presented in section 4.
The Minimum Phone Error criterion
MPE criterion is one of the most commonly used discriminative criteria for training acoustic models. Furthermore, this criterion can be used for discriminative speaker adaptation. MPE based discriminative training and MPE based discriminative linear transforms are described below.
The MPE criterion for discriminative training
The MPE criterion is a smoothed approximation to the phone accuracy measured on the output of recognition system given the training data. The objective function in MPE was defined as (Povey, 2004) :
The Raw Phone Accuracy (s, s r ) function equals the number of phones in the reference transcription s r for utterance r, minus the number of phone errors (Povey, 2004) . In contrast to ML training, discriminative training takes account of possible competing word hypotheses and tries to reduce the recognition errors. Discriminative criteria have three main problems: difficult to maximize objective function, poor generalization to unseen data and computationally expensive to maximize objective function (Povey, 2004) . Optimization of discriminative criteria is much more complex than ML criterion. To solve the problem of optimization, the extended Baum-Welch update equations have been presented. The derivation of objective function relies on using the weak-sense auxiliary function. The computation problem can be solved by using the lattice-based discriminative training scheme. Furthermore, smoothing the discriminative statistics with ML statistics is necessary to prevent over-training and improve model generalization. So I-smoothing technique is presented to improve the model generalization. To calculate the statistics for EBW algorithms, for each training utterance a pair of numerator and denominator lattices are generated. These lattices are used to compute the occupation probabilities for HMM states . For updating the MPE objective function, an important definition is:
which is related to the posterior occupation probability of arc q obtained from lattice based forward-backward algorithm and the average phone accuracy (Povey, 2004) . The statistics calculation process uses the exact-match forward-backward procedure. First the forward-backward algorithm performs between the start and end times of phone arcs and the γ qjm (t) is calculated. Then the arc likelihoods with probabilities from weak language model are used in forward-backward algorithm at the lattice-node level for estimation of γ q
MPE
. The numerator statistics have following forms : 
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Once for all the training files, all required statistics have been gathered; the estimation formulas for mean and diagonal covariance matrices for a state j and mixture component m are :
MPE based discriminative linear transforms
Rather than ML criterion, it is possible to use discriminative criteria such as MPE for estimation of linear transforms in speaker adaptation. A set of linear transforms will be estimated for adapting Gaussian components of HMM. The same form of MLLR transforms are used for adapting the Gaussian means as: 
Regarding each row of linear transformˆi w , calculating the partial differential of Eq. (9) yields (Wang & Woodland, 2008 ):
Where G (i) and K (i) are given by: 
The required statistics are presented in Eq. (3,4) as discriminative training. The I-smoothing technique is used for MPE criterion to prevent over-training. This technique uses the information of ML statistics as a "prior" to smooth the discriminative statistics. ML term is calculated using the numerator lattice corresponding to correct transcriptions (Wang & Woodland, 2008) . So the numerator statistics are interpolated with ML statistics as below:
where α control the interpolation weight of ML statistics.
Experiments
The acoustic models used in experiments are gender-independent continuous mixture density, tied state crossword triphone HMMs. The Farsdat training dataset consists of 250 speakers about 4 hours of data. The test set consists of 54 speakers about 1 hour. All systems use a 39-dimensional MFCC frond-end with C 0 energy and its first, second derivatives with Cepstral mean normalization. State-clustered triphone HMMs with 6481 tied states and an average of 8 Gaussian components per state are used.
Speaker independent (SI) model sets are obtained using ML criterion. Then the discriminative criteria such as MMI and MPE were used to train all the acoustic models. The lattice based framework is used for discriminative training. The lattices are generated by a HTK-based automatic recognition system. For discriminative training the smoothing values are chosen as E = 2 and τ = 50 for MMI and MPE criteria. The experimental results of ML training and discriminative training of acoustic model are given in Table 1 It is observed that the discriminative trainings such as MMI and MPE can reduce the word error rate (WER) in comparison with ML training. MPE discriminative training gave a 2.3% reduction in WER over standard ML trained model and 0.59% reduction over MMI trained model. In speaker adaptation, the MPE based discriminative trained model is used.
Furthermore, MPE criterion is used to estimate the DLTs for mean transforms. To estimate the DLT, a lattice based framework is used. Initially, word lattices are generated on adapted models (using MLLR method) with unigram language model. The lattices are generated by a HTK-based automatic recognition system. The numerator and denominator lattices are generated. The denominator and numerator lattices are then separately created with a unigram language model by aligning the recognized word lattices and correct transcription. The statistics required for the MPE-based DLT are gathered by a forward-backward pass through the lattice indicated with the phone starting/ending times. The smoothing factors are chosen as E = 2 and α = 0.05 for MMI and MPE discriminative linear transforms. Experimental results of supervised MLLR adaptation and MPE-based DLT supervised adaptation on MPE-based discriminative trained models are given in It is observed that the MMI and MPE-based discriminative linear transforms can reduce the WER in comparison with MLLR adaptation in supervised mode. MPE-based DLT gave a 1.7% reduction in WER over trained model without adaptation and 1.58% reduction over MLLR adaptation with small adaptation data. Furthermore, MPEbased DLT performs 1.13% better than MMI-based DLT adaptation. Also with 30 second adaptation data, MPEbased DLT gave a 3.72% reduction in WER over trained model without adaptation, 0.6% reduction over MLLR adaptation and 0.2% reduction over MMI-based DLT adaptation.
To investigate the use of DLT in unsupervised adaptation, experiment on Big Farsdat corpus is performed. The training set is the same as the previous experiment on little Farsdat corpus. The test set consists of 20 speakers, dedicated about 5 minutes to each speaker. The smoothing factors are chosen as E=2 and α=0.05 for MPE-based DLT. Experimental results of unsupervised MLLR adaptation and MPE-based DLT unsupervised adaptation are given in Table 3 In unsupervised mode, MPE-based discriminative linear transforms can slightly reduce the WER compared with MLLR adaptation. Unsupervised discriminative adaptation gives a 0.65% reduction in WER over unsupervised MLLR. To improve unsupervised adaptation performance, a confidence score based-DLT is used for discriminative adaptation. This method makes the DLT estimation less sensitive to errors in supervised transcription. The confidence score based discriminative adaptation performs better than MLLR and MPE-based DLT in unsupervised adaptation. Confidence score MPE-based DLT adaptation gives a 1.05% reduction in WER over unsupervised MLLR and 0.4% reduction over unsupervised discriminative adaptation.
Conclusion
In this paper, the use of discriminative criteria for training acoustic models in Persian speech recognition system has been described. The MPE criterion is used to estimate the linear transforms for speaker adaptation. For optimization of discriminative criteria the weak-sense auxiliary function is proposed. Furthermore, it is necessary to smooth the weak-sense auxiliary function for convergence of optimization. The experimental results on Farsdat corpus have shown that discriminative training can significantly outperform standard ML training. Furthermore, the MPE-based DLT reduces word error rate over MLLR in supervised adaptation. In unsupervised adaptation, MPEbased DLT reduces word error rate slightly over MLLR. The confidence score-based DLT improves the adaptation performance of DLT in unsupervised mode.
