The first implementation of Boosted Decision Trees (BDTs) inside a Level-1 trigger system at the LHC is presented. The Endcap Muon Track Finder (EMTF) at CMS uses BDTs to infer the momentum of muons in the forward region of the detector, based on 25 different variables. Combinations of these variables are evaluated offline using regression BDTs, whose output is stored in 1.2 GB look-up tables (LUTs) in the EMTF hardware. These BDTs take advantage of complex correlations between variables, the inhomogeneous magnetic field, and non-linear effects such as inelastic scattering to distinguish high-momentum signal muons from the overwhelming low-momentum background. The LUTs are used to turn the complex BDT evaluation into a simple look-up operation in fixed low latency. The new momentum assignment algorithm has reduced the trigger rate by a factor of 3 at the 25 GeV trigger threshold with respect to the legacy system, with further improvements foreseen in the coming year.
Introduction
The CMS Level-1 (L1) trigger system is responsible for selecting 100k interesting events for physics studies out of 40 million proton-proton collisions occurring every second at the LHC. These interesting events are typically characterized by the presence of leptons, photons, or hadrons with momentum as low as 10-20 GeV. The goal of the L1 trigger is to maintain at least 90% efficiency for such events by keeping low trigger thresholds while rejecting the overwhelming background. The L1 trigger has to make the trigger decision in less than 4 µs due to detector readout storage limitations. In order to meet this latency requirement, the CMS L1 trigger system is made of custom hardware processors such as FPGAs that are capable of massively parallel data processing at high speed [1] .
The Endcap Muon Track Finder (EMTF) is part of the L1 trigger system that reconstructs muons in the forward region, using only hits from the endcap muon chambers. There are two types of detectors: Cathode Strip Chambers (CSC) and Resistive Plate Chambers (RPC), located in 4 separate stations as shown in Fig. 1 . We assign the muon transverse momentum (p T ) based on the track curvature in the magnetic field, with low-p T muons having a larger bend. A typical interesting event that we want to trigger has a real muon with p T of 25 GeV or higher. However, for every 25 GeV muon, there are 1000 muons with p T of 5 GeV. It is critical to distinguish the low-p T muons from the high-pt muons in order to keep the trigger rates under control.
During the Phase 1 upgrade of the CMS L1 trigger, we introduced the first implementation of Boosted Decision Trees (BDTs) at L1 for the muon p T assignment [2] . The BDTs combine multiple discriminating variables to perform a more accurate regression. We use the TMVA software package [3] to train the BDTs offline. Large look-up tables (LUTs) are used to store the response of the BDTs for every possible combination of the input variables. Each combination is encoded in 30 bits and is used as the address in the LUTs to retrieve the output p T , which is stored as a 9-bit word. Using the LUT online allows us to perform the p T assignment very quickly, as the complex BDT evaluation has been turned into a simple look-up operation. The R − z view CMS muon trigger geometry [4] . The EMTF uses hits from the CSC detectors (green) and the RPC detectors (blue) in the 4 forward stations.
Momentum Assignment using BDTs
The EMTF reconstructs muon tracks using hits in the CSC and RPC chambers that are correlated in θ and φ between stations. The trajectory of a low-p T muon is bent more by the magnetic field compared to that of a high-p T muon. Typically, the bending in φ (∆φ ) is less than 12 • , while the bending in θ (∆θ ) is less than 1 • . These angles provide the main discrimination power to determine the muon p T . However, this relationship is complicated by several factors. At low p T , muons can experience significant multiple scattering and energy loss; and at high p T , muons electromagnetically shower. In addition, the CMS magnetic field strength varies with pseudorapidity (η), so the muons of similar momenta can have different behavior in the more central region (|η| < 1.55) and in the more forward region (|η| > 2.1).
The complicated dependencies make this an ideal case for machine learning. We choose the BDT regression technique to take advantage of multiple discriminating variables and their correlations to improve the accuracy of the p T assignment. The BDTs are trained on Monte Carlo simulation of single-muon events. Different variables are used depending on the track "mode" that describes which stations have matching hits to the track. (For instance, the mode 1-3-4 denotes a track that has matching hits in the 1st, 3rd and 4th stations.) The variables are chosen to provide as much information as possible to the BDTs for each mode, such as ∆φ 's, ∆θ 's, detector types, track θ , etc. For the training, we use the inverse of p T (p T , such that overestimation of the p T of the low-p T muons is penalized more strongly. The BDT parameters are optimized based on both the trigger rate and efficiency as the figures of merit, as our goal is to minimize the trigger rate while maximizing the efficiency.
At L1, the trigger system must operate in fixed low latency. However, the BDT evaluation would require traversing every decision tree and evaluating the "decision" at every leaf node in the tree. This would require a lot of FPGA logic resources as well as using many clock cycles, thus it is infeasible to implement the BDTs directly into the FPGAs. Instead, we implemented large LUTs that store the response of the BDTs. The input variables are discretized and compressed into a 30-bit word, which is then used as the look-up address to retrieve the BDT p T assignment, which is stored as a 9-bit word that represents p T in unit of 0.5 GeV. Given the 30-bit address space, there are 2 30 ≈ 10 9 possible addresses, which mean 1 billion combinations of the input variables. We loop through all of these combinations and evaluate them offline and store the results into custom designed 1.2 GB memory modules in the EMTF hardware that allow low random-access latency. The compression scheme of the input variables is explained in Table 1 .
Performance
Using the data collected during 2017, the EMTF performance has been analyzed [5] . The unprescaled muon trigger is operating at the p T threshold of 25 GeV with a tight quality selection. The tight quality selection requires each track in the endcap to contain hits in at least three stations. In the forward region (1.2 ≤ |η| ≤ 2.5), we have obtained a factor of 3 rate reduction compared to the legacy system that ran through 2015 (Fig. 2 left) . The BDT-based momentum assignment has significantly reduced the number of low-p T muons passing the trigger threshold which constitute Table 1 : The compression scheme of the variables used for the BDT-based momentum assignment for each mode. The variables are compressed into a 30-bit word. ∆φ i j (∆θ i j ) denotes the bending angle in φ (θ ) between stations i & j; "sign" encodes the signs of the later ∆φ i j 's relative to the first ∆φ i j for the mode. the "B" variables indicate whether the hits come from CSC or RPC; the "FR" variables indicate whether the CSC hit is in the front-or rear-positioned chamber; and θ is the estimate of the track polar angle. There are 6 two-station modes: 1-2, 1-3, 1-4, 2-3, 2-4 and 3-4 that use the same scheme.
Two-Station Modes
the major source of background. At the same time, we have also achieved about 95% efficiency at p T = 25 GeV, essentially unchanged with respect to the legacy system (Fig. 2 right) . The trigger efficiency is measured in a sample of dimuon events using the tag-and-probe method, where the tag muon fires the trigger and the efficiency is measured with the probe muon. In 2016, the BDTs achieved a factor of 2 rate reduction with CSC-only tracks, at a cost of 5% reduced efficiency. But with the inclusion of RPC hits in the EMTF in 2017 (as per the original Phase 1 upgrade design), we regained the 5% in efficiency, and further reduced the rate [5] . Therefore, the rate reduction effectively comes at no cost to the efficiency.
Conclusions
To improve the momentum assignment of the CMS L1 endcap muon trigger, we introduced the first implementation of BDTs inside a L1 trigger system at the LHC. The BDTs are capable of taking advantage of 25 different variables and their complex correlations, the inhomogeneous magnetic field, and non-linear effects such as inelastic scattering. The output of the BDTs is stored in 1.2 GB large LUTs, which turn the complex BDT evaluation into a simple look-up operation in fixed low latency. Using 2017 data, we have shown that the new momentum assignment algorithm reduced the rate by a factor of 3 at the 25 GeV trigger threshold with respect to the legacy system at effectively no cost to the efficiency.
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BDTs in the CMS L1 Endcap Muon Trigger Jia Fu Low The ratio of the upgraded EMTF trigger rate over the the legacy trigger rate for the muon trigger with tight L1 quality as a function of p T in the forward region [5] . A factor of 3 rate reduction at the p T threshold of 25 GeV is achieved. (Right) The efficiency of the muon trigger as a function of p T in the forward region. The upgraded EMTF retains the same efficiency as the legacy system.
