Abstract-We describe recent developments and enhancements of the LFR-Toolbox for MATLAB for building LFTbased uncertainty models. A major development is the new LFT-object definition supporting a large class of uncertainty descriptions: continuous-and discrete-time uncertain models, rrgular and singular parametric expressions, more general uncertainty blocks (nonlinear, time-varying, etc.). By associating n a m s to uncertainty blocks the reusability of generated LFT-models and the user friendlyness of manipulation of LFR-descriptions have been highly increased. Significant enhancements of the computational efficiency and of numerical accuracy have heen achieved by employing efficient and numerically robust Fortran implementations of order reduction tools via mex-function interfaces. The new enhancements in conjunction with improved symbolical preprocessing lead generally to a faster generation of LFT-models with significantly ' lower orders.
INTRODUCTION
In modelling uncertainties in linear systems the linear fructional transfamation (LFT) plays an important role. LFT-based representations are ready to he used in robust control applications like the structured singular value (also called p) [I] .
The LFT system equations axe z = A w + B u w =Az.
For the partitioned matrix and A E R v m X P ' , the upper LFT is defined as
FU(M,A) = D + C A ( I -A A ) -' B ,
which represents the input/output mapping between U and Y.
The LFR (Linear Fractional Representation) Toolbox is a MATLAB toolbox for the realization of LFT-representations for uncertain system models. With this toolbox LFT-representations can be directly obtained from symbolic expressions or via object oriented manipulation of LFT-objects (addition, multiplication, inversion, columnlrow concatenation) [2] . The Version 1 of the LFR-toolbox has been implemented by the third author 131 and supports uncertain real or complex diagonal (scalar) blocks and uncertain The main goal of LFT-based uncertainty modelling is the generation of low order LFT-representations. The order of an LFT-representation is ml, the row dimension of the ml x pl block-diagonal matrix A. The In this paper we present recent developments and enhancements of the LFR-toolbox that are focused to improve the capabilities for low order LlTmodelling. With the definition of a new LFT-object, supporting also constant blocks in A [7], we circumvent the problem, that for the object oriented LFT-realization approach rational expressions like l/p had to be symbolically normnlized before performing the LFT-realization. This improvement generally leads to LFI-representations of lower orders. Furthermore, the new LFT-object definition is more transparent, user friendly and supports additional types of unceminties to he directly compatible to other MATLAB toolboxes like the p-Analysis and Synthesis toolhox, the LMI toolbox and the Robust Control toolbox. Significant enhancements of the computational efficiency and of numerical accuracy have been achieved by employing efficient and numerically robust FORTRAN implementations of order reduction tools via mex-function interfaces. The new enhancements in conjunction with improved symbolical preprocessing lead generally to a faster generation of LFT-models with significantly lower orders.
NEW DEVELOPMENTS
The current version of the LFR-Toolbox, Version 2, relies on a new LFT-object definition. The core function lfr to create an LFT-object is called inside almost all functions of the toolbox. This function can be called with five input arguments: the first four input arguments specify the matrices A , B , C , D (see (I)) and the fifth argument describes the structure of A. The structure description argument is a s t~c t u r e with two fields: names and desc. . . -. . . .
where the field names is a cell-array of strings containing the names of all blocks in A. The names '11s' and 'llr' are reserved for the integrator block I l s (continuous-time systems) and the delay block I / z (discrete-time systems), respectively. These blocks are included in A with the sole usage to represent standard linear time-invariant systems (continuous-or discrete-time) as an LFT-object. Furthermore the name '1' is reserved for a constant identity matrix block in A. This block plays a major role in representing singular parametric expressions as standard LFTs. An internal LFT-object reordering (function reorderlfr) is performed after each LFT-object manipulation where the constant block (if exists) is put on the first diagonal position of A, the integrator/delay block (if exists) is put on the second diagonal position followed by all the uncertainty blocks in ASCII dictionary order. Each block in A is clearly identified by its name, which makes the manipulation of LFCobjects flexible and transparent. For example, additional uncertainties can he added in any step of the LFTrealization and the names can he modified (e.g., by using the function set).
For each name in the field names there exists a corresponding column in the field desc, which describes the row/column dimensions and properties of this block.
The LFT-object supports real or complex diagonal (scalar) blocks and real or complex full (rectangular) blocks. These blocks can have the properties lineadnonlinear and timeinvariant/time-varying (in the case of nonlinear uncertainties the propeny time-invariant means memoryless). Furthermore, the field desc includes hound information for each uncertainty block, which can he described by midma*-values, a sector hound (for nonlinear uncertainties) or a SISO frequency dependent bound.
Using a standard LFT-representation it is not possible to directly represent parametric expressions like l l p as an LFT-object. For such expressions a symbolic normalization of the parameters usually has to be performed before the LFT-realization. However, symbolic normalization tends to increase the order of the generated LFT-representations (see [5] for examples). One way to avoid preliminary normalization is to use a general descriptor type LFT-representation as presented in [7] . In the Version 2 of the LFR-toolbox we support a so-called generalized LJT-represenidon which uses a constant identity matrix as the first diagonal block of A. With this simple extension it is possible to represent arbitrary rational parameuic expressions as L I T models.
The constant block in A can he considered as an additional dimension in a multidimensional system representation [XI and standard multidimensional order reduction methods [6], [2] can he applied to the generalized LFl-representation. The flexibility offered by using the generalized LITrepresentation can be easily illustrated when performing LFT-manipulations involving system inversions (e.g., using functions like mrdivide, rf2lfr and lf2lfr). By employing a constant block of orderp, we can thus avoid the explicit inversion of D D , and more importantly, we can represent the result even in the case when this matrix is not invertible.
To realize an LET-representation for a rational parametric matrix, the toolbox supports the object oriented LFTrealization procedure, which was suggested in [2] and extended in [7] for descriptor-type LFT representations.
This method is based on elementq LFT manipulations like additionhubtraction, multiplication, inversion, rowlcolumn concatenation. Furthermore conversions to LFT-objects of Ln-objects from the Control Toolbox, PCK-system representations from the pdynthesis Toolbox as well as constant matrices, are automatically performed via the core function lfr.
NORMALlZATION
To obtain finally a standard LFT-representation (without constant block in A) ready to he used in robust control applications (e.g. p-AnalysisISynthesis) a normalization of parameters must usually he performed. The main advantage of using the generalized LIT-representation is that the normalization can be performed as the last step in the LFTmodelling. Thus there is no need for a preliminary symbolic normalization, which generally tends to increase the order of the resulting LIT-representation. (6,,,,,-6,,,,, To perform normalization, the LFR-toolbox offers the function normalizelfr, that allows to perform the normalization for a single parameter or for a selected set of parameters.
-
1V. ENHANCED ORDER REDUCTION
LFT-models generated using an object oriented approach tend to be of considerable size (e.g., several hundreds) even for relatively simple practical applications (see Example I). The high computational efforts resulted due to these large orders often prevent the applicability of available standard sohware tools for robust control design (e.g., convex optimization based approaches). Fortunately, these LFTmodels are almost always non-minimal, and therefore using appropriate numerical tools to perform exact order reduction of LFI-models can alleviate the situation by producing models of lower order which allow the applicability of robust control methods like p-Synthesislhalysis.
Efficient and numerically reliable tools for order reduction of LFT-models are of primary imponance to ease the usahility of such models. To achieve efficiency of computation, numerical robustness and a high accuracy of results, the toolbox relies on Fonran based robust implementations of algorithms for basic computations related to order reduction. The SLICOT-based ma-function balsys is systematically called in all order reduction functions to perfonn a system scaling of the LFT-models as a preliminary operation within the order reduction routines. As the LFT-models resulting from the object oriented realization approach [Z] can have matrices with a wide range of values this operation is essential before computing numerical sensitive controllability staircase forms.
The order reduction functions can he applied manually at any stage of the LFT-realization or can he executed automatically after each object oriented LFT-manipulation (e.g., multiplication, addition, etc.). To set global options (e.g., to perform or not automatic order reduction), the function lfropt can he used. This function basically defines a set of global variables to control the order reduction and to set the associated tolerances.
V. SYMBOLIC PREPROCESSING
The role of symbolic preprocessing of multivariate rational matrices is to convert individual elements, entire rowslcolumns or even the whole symbolic matrix to special decomposed forms which allow to immediately obtain a low order LFT-representation. Symbolic preprocessing oriented towards generating low order LFT-representations has been considered previously [5] , [4], [I 11. For the realization of a single multivariate rational function the Homer evaluation scheme and the "optimal operation count" based evaluation schemes have been employed in [ l l ] as basis to generate lower order LFT-realizations. Alternatively, conversions to panial fraction form or continuous fraction form may be very efficient to obtain low order LFT-realizations. One of the most promising new techniques is the variable splining (VS) based factorization technique which allows to express any scalar polynomial as an inner product of two vectors, each of them containing a disjoint set of parameters as indeterminates. The factors can he then efficiently realized using matrix oriented preprocessing (see next paragraph) to obtain low order realizations.
An efficient technique applicable to multivariate polynomial matrices is the free-decomposition (TD) based approach proposed in [5] . This approach can he also employed to rational matrices represented in polynomial fractional forms. The LFR-toolbox includes an enhanced implementation of the TD technique, called ETD, which directly applies to rational matrices where the elements are polynomials in integer powers (positive or negative) of the indeterminates. Additionally, further enhancements were obtained by integration of Morton's method [4] in the ETD algorithm and by extending the VS method to rows or columns of matrices. All these methods for decomposition of multivariate rational functions and matrices are supported hy the function sym2lfr of the toolbox. To increase the efficiency of the symbolic preprocessing, many of the core functions are directly implemented in MAPLE and called via the Extended Symbolic Toolbox of MATLAB.
VI. EXAMPLES

A. Example I : Numerical order reduction
To illustrate some enhancements available in the Version 2 of the LFR Toolbox, we generated an LFT model for the most complicated term aZ9 of the matrix A of the extended parametric RCAM [13] . The RCAM is one of the most complicated existing parametric benchmark models in the literature. The RCAM contains four uncertain parameters: the mass m, two components of the position of the center of gravity X, and Zcs and the trimmed air speed VA. The expression of a29 can he put into the form where bm, bX,,, 6Zc,, SVA are, respectively, the normalized uncertain parameters.
By performing first the normalization of panmeters and then generating an LFT-realization of a m , the resulting block structure for A = diag(bmL , 6XcgIn, , SZ,I,, , VAL) has (nlrn2,n3,n4} = {31,54,27,81}. The total order na of A is na = 193. Note, that the expression of a29 is "singular" in parameters m and V , , and therefore normalization is obligatory for generation techniques relying on standard LFT-models. When using the generalized LFT-representation (including a constant block), we can avoid the preliminary normalization. The generated LFT-model for aZ9 has the uncertainty block dimensions {nl:n2,n3,n4) = {19,18,9,69} leading to a total order of n~ = 85. This illustrated that often a preliminary normalization has the effect to increase substantially (more then twice in this example) the order of the generated LFTrealizations.
To illustrate the enhancements in order reduction capahilities of the toolbox, we performed on the 193th order model I-d and n-d order reductions, using the pure MATLABbased implementations (ML) and mex-function based implementations of the order reduction tools. In Table I we give the computational times resulted on a PC with a 1.2 GHz AMD ATHLON processor running under MATLAB 6.5 under Windows NT. In Table I we can see a significant reduction of computational time for the I-d reduction (almost 100 times faster) and also for the n-d reduction (more than four times faster). Note also that the I-d reduction implementations generated using the mex-tile based implementation has a much smaller order than the pure MATLAB-based implementation.
B. Example 2: Symbolic Preprocessing
The effectiveness of symbolic preprocessing can he seen from the following table, where we put the resulting orders of the LFT-realizations of the whole (not only element aZ9) extended parametric RCAM 1131. For each specific run consisting of different symbolic preprocessing computations we list in the columns the resulting corresponding orders without and with additional numerical n-D order reduction [61. Compared to order 17 (see example 1) with numerical order reduction, one can clearly see the capabilities of symbolic preprocessing.
VII. CONCLUSION We presented the. new developments and enhancements available in Version 2 of the LFR-Toolbox. The introduction of a generalized LFT-object allows to realize arbitrary rational parametric matrices as LFTs. No preliminary normalization of parameters is necessary, which generally yields LFT-representations of lower order than expected with using standard LFT-realization approaches. In the new LFT-object each block' in the feedback matrix A is clearly identified by a name, which improves the flexibility and user-friendliness of the toolbox. To he directly compatible with other MATLAB toolboxes (e.g. p-AnalysidSynthesis) the uncertainty properties nonlinear and time-varying are now supported. The calculation of reduced order L F T realizations relies on efficient and numerically reliable m afunctions for basic system order reductions (minimal realization, staircase controllability/obserability forms, model reduction). Version 2 of the LFR-Toolbox offers improved symbolic preprocessing capabilities, which are very efficient for low order LFT-realization. By means of the RCAh4 example we illustrated some of the main enhancements.
