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systems employing shares as regressands, our results carry over to the expenditure specifications.
We find that the adding up property of the shares imposes restrictions on the parameters of the autoregressive process. These restrictions generally have not been taken into account in the literature. When these restrictions are not imposed the specification of the model is conditional on the equation deleted. As a result, the ML estimates of the parameters and the likelihood ratio (LR) tests are no longer invariant to the equation deleted. Furthermore, singularity of the contemporaneous disturbance covariance matrix raises issues concerning the identification of parameters of the autoregressive process. This identification problem complicates the interpretation of the LR tests. 
THE BASIC
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Hence in the context of an autoregressive model the adding up condition (3) implies that each column of R must sum to the same unknown constant k and that 2Q = 0 which means that Q is singular. The restriction imposed by (6) on the column sums of R is a strong one. For example, if R is specified to be diagonal, then (6) requires that all diagonal elements be equal. It is noteworthy that restriction (6) has generally been overlooked in the literature. For example, see the papers by Parks [14] and Aigner [1].
INVARIANCE AND THE LIKELIHOOD FUNCTION
Since the covariance matrix Q is singular Et cannot have a density.3 We assume that Q has only one zero root so that when one component of et is deleted the resulting vector has a nonsingular distribution. Let us denote by E' the vector £t with the last element deleted. The density of this vector can be written as The above development is that of Barten [4] . Now consider ML estimation of a system of n-1 equations. Deleting the last equation from (1) and (2) gives (10) y'n = ,xt, + vt (t = 2,...,T) and (11) vt = Rn,vt_ + _t (t = 2,..., T), where vt and v7 are the vectors y, and v, with the last element deleted and Hn and R, are the parameter matrices H and R with the last row deleted. Since Rn is not a square matrix (it has order n -1 x n), the ML estimation procedure developed by where Rn is the matrix R with the last row deleted, can be estimated using the procedures of Hendry and of Chow and Fair. Hence the parameter matrices Hn, Rn and Qn have a unique ML estimate and using these estimates we can obtain ML estimates of the full parameter matrices H, R, and Q. Two questions of interest arise: (i) Invariance-Is the ML estimate of the parameter matrices H, R, and Q the same regardless of which equation is deleted? (ii) Identification-Can an ML estimate of R be derived from that of R? We now briefly discuss the problem of invariance, but defer the treatment of the identification problem to Section 5.
For the case R = 0 and H unrestricted, Barten [4] has shown that the ML estimate of H is invariant to the equation deleted. Since all restrictions on H satisfying (4) can be expressed as restrictions on 7n, Barten's result also holds for the case where R = 0 and where H is restricted. Similarly, since all restrictions on R satisfying (14)-restrictions on R satisfying (6)-can be expressed as restrictions on Rn, it follows that invariance also holds when either H and/or R are suitably restricted.
TRACE MINIMIZATION AND INVARIANCE
Even when R = 0, it may be computationally burdensome to estimate parameters by the method of ML. Goldberger and Gamaletsos [10] have noted that the simple least squares criterion (trace minimization) provides unbiased, but not efficient estimates of the parameters in the singular equation system. To our knowledge the issue of invariance of the trace minimization procedure has not been investigated.
We On the other hand, we find that for (19) the estimate of f/ is (22) 2byl + 3b, which demonstrates the lack of invariance. Clearly, since the calculated variances of the estimates of fp differ by a nonproportional factor, the calculated t ratios will also lack invariance.
It is interesting to note that if one estimates a system ofn -1 seemingly unrelated regression equations by the method suggested by Zellner [19] when cross-equation restrictions are present, the estimate of the full Q obtained from a constrained trace minimization of n -1 equations may differ with the equation deleted. Hence the generalized least squares estimator employing such an estimate of Q may also lack invariance. Invariance can be obtained, however, by using an estimate of Q based on unrestricted equation by equation least squares.
THE IDENTIFICATION OF R
We have seen that the matrix Rn always has a unique ML estimate. Hence, if there exists a unique nonsingular linear transformation of Rn into R, then the matrix R also has a unique ML estimate. We wish to find the necessary and sufficient conditions for the existence of such a transformation. We are faced here with a problem of identification. The elements of Rn play the role of the reduced form coefficients and the elements of R play the role of structural coefficients.
To derive R given knowledge of Rn we require prior information. In practice, the most common type of prior information consists of "zero restrictions," i.e., that certain elements of R are zero. For example, R may be specified to be a diagonal matrix. We assume that the prior information consists of exact linear restrictions on the elements of R, has full row rank, the rank of C must be at least n2 -[(n -1) + (n -1)2] = n. In other words, the rank condition for identification requires that J > n, i.e., that the number of linearly independent prior restrictions be greater or equal to the number of equations in the full model. The matrix R may be said to be underidentified when J < n, just identified when J = n, and overidentified when J > n. These are the order conditions for identification. Of course, even if these order conditions are satisfied, the rank condition for identification (26) may not be satisfied.
We illustrate this last remark with the following upper triangular matrix: 
Conversely, when (32) holds so does (31
HYPOTHESIS TESTING
We now consider testing zero restrictions on R. The zero restrictions may be suggested by economic theory4 or may arise in an attempt to simplify the computations involved in ML estimation. Let us denote the null hypothesis by Ro and the alternative hypothesis by R1 where Ro is obtained from R1 by imposing additional zero restrictions. For computational reasons it may be desirable to assume that R is diagonal. Therefore, let us consider an LR rest of Ro versus R1 where Ro is a diagonal matrix and R1 is unrestricted. The outcome of this test must be interpreted with care. If Ro is rejected, we may not wish to place much confidence in R1. For example, suppose that R2 is a just identified matrix. Since the Rn matrices associated with R1 and R2 are both unrestricted, the value of the likelihood function when R1 is specified is the same as when R2 is specified. Thus the rejection of Ro does not imply that R1 is the true state of nature. Indeed, when Ro is rejected the set of alternative hypotheses consists of all R matrices for which the value of the likelihood function is the same as for R 1, i.e., all R matrices for which Rn is unrestricted. The choice of the relevant alternative from this set must therefore depend on prior information.
It may be noted that an LR test of a null hypothesis Ro versus an alternative R1 can be carried out only if Ro implies more restrictions on Rn than does R1, since otherwise the LR is unity. This is analogous to the well known problem in simultaneous equations of testing that the zero restrictions imposed on a structural equation are correct against the alternative that one or more zero restrictions are incorrect when under the alternative the equation is underidentified.
To conclude this section, we consider testing the null hypothesis that the sequence v2, v3 .
., consists of independently distributed vectors against the alternative hypothesis that these vectors are generated by a first order autoregressive process. Section 6 showed that the roots of Rn completely characterize the stochastic process. Thus to test the null hypothesis it is sufficient to test that Rn= 0. However, it may be noted that if the elements in each row of R are identical but nonzero, then in will also be zero. In other words, Rn = 0 does not necessarily imply that R = 0.
CONSISTENCY, EFFICIENCY, AND INVARIANCE
Recall that the adding up condition (3) imposes restriction (6) on R, which states that all columns of R sum to the same unknown constant. Since this restriction has generally been overlooked in the literature, we now consider the effect of dropping this restriction. For this purpose we shall use the model considered by Parks [14] . In the Parks model R is specified to be a diagonal matrix, but the diagonal elements are not constrained to be equal as required by (6).
For the Parks specification, the ML estimates are not invariant to the equation deleted. To show this we note that in the absence of restriction (6) the sum of the disturbances, An alternative estimation procedure has recently been suggested by Aigner [1]. In this procedure the adding up restrictions (4) and (5) on H and v, are imposed and R is specified to be diagonal, but the diagonal elements are not constrained to be equal. From (34) it is apparent that in this specification the covariance matrix Q may be nonsingular. Assuming Q nonsingular, Aigner suggests estimating the full system of n equations by a two-step Zellner procedure which "yields estimates will all ML properties except maximization of the likelihood function, and is consistent with a readily available method of inference" [1, p. 210].
To maximize the likelihood function specified by Aigner it is sufficient to minimize the determinant of (. From Anderson [3, Therefore, in the attempt to minimize 1Q1 the ML estimation procedure will choose equal diagonal elements for R, i.e., diagonal elements of R satisfying restriction (6).
In other words, when (6) is satisfied in the Aigner specification 1Q1 = 0 whatever the choice of H. The consequence is that with ML estimation of the Aigner specification LR tests cannot be used to test any restrictions on H. Thus the fundamental problem with this specification is that the observations are not generated by a normal density with ( nonsingular. Since in fact ( is singular, the density with ( and the corresponding likelihood function takes on zero values almost every-
where.5 It is interesting to note that Aigner obtains parameter estimates and finite standard errors only because he uses the two-step Zellner procedure rather than ML itself.
EMPIRICAL APPLICATION: THE THREE INPUT TRANSLOG PRODUCTION FUNCTION
In this section we illustrate our theoretical discussion on adding-up models with autoregressive disturbances by estimating a factor shares model derived from the three input translog productiopi function.6 The marginal productivity relations derived from the three input translog production function are = PF = x1 + y ln x1 + y2 lnx2 + yl3 lnX3 + v1, where the xi are input quantities, F is output quantity, Pi are input prices, P is output price, vi are disturbances, and the ci and 7i, are parameters to be estimated.
We write this system in matrix notation as We impose these symmetry restrictions in all subsequent analysis and estimation. It is assumed that vt follows a stationary vector stochastic process which satisfies the stochastic difference equation In Figure 1 we present eight specifications of R with alternative zero restrictions imposed. In the context of our three equation example, the order condition for identification is that the number of zero restrictions be greater than or equal to three; the rank condition is that there be at least one zero restriction in each row of R. Using these counting rules, we immediately conclude that Models 1, 2, and 3 are underidentified, Model 4 is just identified, while Models 5, 7, and 8 are overidentified.
Model 1 is the most general specification of R. Model 2 is underidentified, because there are only two zero restrictions. Model 3 is of some interest because the order condition is satisfied (J = 3), but the rank condition is not (the first row does not have any zero restrictions). Models 4 and 5 are just and overidentified, respectively. Model 6 is of particular interest because it is misspecified in the sense that the column sum restrictions (42) on diagonal R are not taken into account. An example of this misspecification is Parks [14] . The correct specification for the case of diagonal R is shown in Model 7 where the column sum restriction R, = R22 = R33 is imposed. In Section 8 above we noted that ML estimation of misspecified diagonal R (Model 6) will provide consistent, but asymptotically inefficient estimates of the elements in Model 7. Even more important, however, ML estimates based on Model 6 will vary with the equation deleted, while ML estimates based on Model 7 are invariant. Our final specification of R, Model 8, is the familiar case where R = 0.
The data used in our empirical example is drawn from United States manufacturing data, 1929-71; this data is discussed in greater detail by Berndt and Christensen [6]. Let x1 denote the annual manhours of labor provided by production ("blue collar") workers, x2 the annua! manhours of labor provided by nonproduction ("white collar") workers, and X3 the annual flow of capital services from plant and equipment in 1958 dollars. Let Yl, Y2, and y3 be the factor shares corresponding to x1, x2, and x3, respectively. To facilitate replication, we table our data in the appendix of this paper.
Parameter estimates of H and R,8 standard errors,9 values of the log of the likelihood function (log L), and the roots of R3 for each of the eight models with alternative equations deleted are presented in Table I .
For the underidentified Models 1 and 2 and the just identified Model 4, ML estimates of the elements in H are invariant to the equation deleted and are equal to each other. ML estimates of the elements in R differ in the various models, although in each of these models estimates of R are invariant to the equation deleted. These results can simply be explained as follows: In Models 1, 2, and 4 the R, parameter matrix is not restricted. Hence, values of log L are equal in these models and are invariant to the equation deleted.
In Model 3, the rank condition is not satisfied; hence, unique estimates of R cannot be derived from R. Because there are two zero restrictions in the third row of this model, RK is restricted, n = 1, 2, 3. While ML estimates of R and H are invariant to the equation deleted, the zero restrictions on Rn in Model 3 cause the value of log L to be lower than in Models 1, 2, and 4. 8 Estimates of the subset of R are reported. Other elements of R can be derived from restriction (14) .
The implicit estimated standard errors in Table I Model S is overidentified, i.e., unique estimates of R can be derived from Rn. The two zero restrictions in the second row of Model 5 imply that Rn is restricted, which causes log L in this model to be lower than in Models 1, 2, and 4. ML estimates of H and R are of course invariant to the equation deleted.
Model 6 is misspecified in the sense that the column restrictions on R are not taken into account. As shown in Table 1 Table I . Because the correct specification of diagonal R imposes an addi'tional restriction on in, the value of log L from Model 7 is lower than any of the log L values from Model 6. 10 Finally, in the last column of Table I It may be noted that the absolute value of the roots of R3 are less than one for all properly specified models.
We now turn to a discussion of hypothesis testing in our eight models. In Section 5 above we noted that considerable care must be exercised in performing and interpreting likelihood ratio (LR) tests. Suppose, for example, that the null hypothesis (Ho) under consideration is the just identified Model 4, while the alternative hypothesis (HI) is the underidentified Model 1. Since Models I and 4 place no restrictions on kni, log L in the two models is the same and the LR is unity; obviously, the LR is also unity when Ho is Model 4 and H1 is Model 2. Further, when the null hypothesis under consideration is the overidentified Model 5 and the alternative hypothesis is the just identified Model 4, the LR is the same as when Ho is Model S and H1 is the underidentified Model 1.
Based on the values of log L, we can test Models 5, 7, and 8 against the unconstrained R matrix in Model 4. We find at the .05 level of significance that all models except 5 must be rejected. If one then tests Models 7 and 8 against Model 5, the implied restrictions are again rejected.
The above examples of LR tests all involve models in which ML parameter estimates of H and R were invariant to the equation deleted. Suppose that our null 10 We also attempted to estimate the Aigner specification, i.e., Model 6 without deleting any equation. As expected, the ML procedure terminated when the determinant of the estimatedR became arbitrarily close to zero. It is interesting to note, however, that the estimated parameters just prior to the step at which the program terminated were all arbitrarily close to the ML estimates of Model 7; in particular, the diagonal elements of R were all arbitrarily close to .516. But unlike the estimated standard errors of Model 7, the estimated standard errors with the Aigner specification were explosive. This lack of invariance in inference can be remedied by correctly specifying diagonal R, i.e., restricting R1 = R = R33. As shown in the second row of Table II , the test for symmetry in H when R is correctly specified (Model 7) produces chi-square statistics invariant to the equation deleted. It is interesting to note that the chi-square statistic of the symmetry hypothesis based on the correctly specified R in Model 7 (23.02) is larger than any of the chi-square statistics based on Model 6. When R is further restricted to be a zero matrix, the chi-square statistic of the symmetry hypothesis increases considerably to 47.36. 
