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Abstract
Linear systems with M-matrices often occur in a wide variety of areas including scientific computing, operations
research, stochastic analysis and economics. In this paper, we use a new preconditioner for solving such a kind of
system by the preconditioned conjugate gradient (PCG) method. We show that our preconditioner can obtain a fast
convergence rate. A numerical example is also given.
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1. Introduction to preconditioner
It is well-known that linear systems with M-matrices often appear in a wide variety of areas of
biological, physical and social sciences; see [1]. Simons and Yao proposed an approximating inverse
of a symmetric positive definite M-matrix in [2]. More precisely, they were concerned with an arbitrary
n-by-n symmetric matrix
T = [ti j ] (1)
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which has negative off-diagonal elements and positive row sums (positive column sums), i.e.,
ti j = t j i; ti j < 0, for i = j,
and
n∑
k=1
tik > 0, for i = 1, . . . , n.
It is easy to show that such a kind of matrix is a positive definite M-matrix.
Now, as in [2], we introduce an array {ui j }ni, j=1 of positive numbers defined by:
ui j = −ti j , for i = j; uii =
n∑
k=1
tik , for i = 1, . . . , n.
Note that
ui j = u ji > 0, for i = j; tii =
n∑
k=1
uik , for i = 1, . . . , n.
Let
m ≡ min
i, j
{ui j }, M ≡ max
i, j
{ui j }, t˜ ≡
n∑
i=1
n∑
j=1
ti j =
n∑
k=1
ukk > 0, (2)
and S = [si j ] be the n-by-n symmetric positive definite matrix with the entries given by
si j = δi jtii +
1
t˜
,
where δi j is the Kronecker delta function and t˜ is given by (2). The matrix S can also be written as
S = t˜−1


1
1
...
1

 · [1, 1, . . . , 1] + diag(1/t11, 1/t22, . . . , 1/tnn),
where diag(·) denotes a diagonal matrix. It was proved in [2] that S is a good approximating inverse of
T . By using the Sherman–Morrison–Woodbury formula, see [3], we have
S−1 = diag(t11, t22, . . . , tnn)
− 1
t˜d


t211 t11t22 · · · t11tnn
t11t22 t
2
22 · · · t22tnn
...
. . .
...
t11tnn t22tnn · · · t2nn

 ,
where
d ≡ 1 + 1
t˜
n∑
i=1
tii .
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Note that S−1 is a symmetric positive definite M-matrix. Therefore, it could be a good preconditioner
for T given by (1). We therefore define our preconditioner as P = S−1.
2. Convergence rate of PCG method
We then use the conjugate gradient (CG) method with the preconditioner P to solve the system
T x = b. Moreover, we have the following lemma; see [3,4].
Lemma 1. Let x (k) be the k-th iterant of the CG method applied to the symmetric positive definite system
Hnx = b and x be the true solution of the system. If the eigenvalues λ j of Hn are ordered such that
0 < b1 ≤ λ1 ≤ · · · ≤ λn ≤ b2,
where b1 and b2 are two constants, then
|||x − x (k)|||
|||x − x (0)||| ≤ 2
(
α − 1
α + 1
)k
where ||| · ||| is the energy norm given by |||v|||2 = vT Hnv and α ≡ (b2/b1)1/2 ≥ 1.
From Lemma 1, we notice that the more clustered the eigenvalues are, the faster the convergence rate
will be. The following theorem is the main result of this paper.
Theorem 1. Let P be the preconditioner of T defined by (1). Then
‖I − P−1T ‖2 ≤ ‖I − P−1T ‖F ≤ M
m
,
where M and m are defined as in (2).
Proof. According to the definition of the preconditioner P , we have
(P−1T )i j = (ST )i j =
n∑
k=1
sik tkj =
n∑
k=1
(
δik
tii
+ 1
t˜
)
tk j
=
n∑
k=1
δik tk j
tii
+
n∑
k=1
tk j
t˜
= ti j
tii
+ u j j
t˜
where t˜ is given by (2). It is easy to see that
(I − P−1T )i j = δi j − ti j
tii
− u j j
t˜
.
If i = j , we have
(I − P−1T )i j = 1 − tii
tii
− u j j
t˜
= −u j j
t˜
, (3)
and if i = j , we have
(I − P−1T )i j = − ti j
tii
− u j j
t˜
= −
(
ti j
tii
+ u j j
t˜
)
. (4)
To estimate (3), we obtain by noting (2),
|(I − P−1T )i j | = u j j
t˜
≤ M
nm
, for i = j. (5)
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Similarly, for estimating (4), since
− M
nm
≤ ti j
tii
< 0, 0 <
u j j
t˜
≤ M
nm
,
we have
− M
nm
≤ ti j
tii
+ u j j
t˜
≤ M
nm
. (6)
Therefore, one can obtain by using (6),
|(I − P−1T )i j | =
∣∣∣∣ ti jtii +
u j j
t˜
∣∣∣∣ ≤ Mnm , for i = j. (7)
Hence, by combining (5) and (7), we have
|(I − P−1T )i j | ≤ M
nm
,
for any i, j . Thus,
‖I − P−1T ‖2 ≤ ‖I − P−1T‖F ≤
√
n2 ×
(
M
nm
)2
= M
m
. 
We remark that if M
m
≤ c where c is a constant independent of n, the size of T , we then have by
Theorem 1 that the spectral radius ρ(P−1T ) is bounded. More precisely,
ρ(P−1T ) ≤ ‖P−1T‖2 ≤ 1 + c.
Moreover, if the smallest eigenvalue of P−1T is bounded from 0, by using Lemma 1, we know that when
the PCG method is applied to the preconditioned system, the convergence rate will be linear.
3. Numerical tests
We apply the PCG method with the preconditioner P for solving T x = b where T = [ti j ] is a
M-matrix. For comparison, we also test T. Chan’s preconditioner c(T ). For T given by (1), T. Chan’s
preconditioner proposed in [5] is defined as follows:
c(T ) ≡
n−1∑
j=0
(
1
n
∑
p−q≡ j (mod n)
tpq
)
Q j ,
where Q is an n-by-n circulant matrix given by
Q ≡


0 1
1 0
0 1 . . .
...
. . .
. . .
. . .
0 · · · 0 1 0

 .
T. Chan’s preconditioner c(T ) is a good approximation of T in the sense that
‖c(T ) − T ‖F = min
W∈MF
‖W − T ‖F ,
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Table 1
The smallest eigenvalue
n 16 32 64 128 256 512
λmin 1.0204 0.9924 0.9805 0.9763 0.9753 0.9754
Table 2
The number of iterations
n I c(T ) P
16 8 6 4
32 9 7 4
64 10 7 3
128 10 7 3
256 10 7 3
512 11 7 3
whereMF is the set of all circulant matrices. It has been proved that T. Chan’s preconditioner is a good
preconditioner for solving a large class of structured systems; see [5–7].
We test the following example. All the experiments were performed in MATLAB 6.1.
Example. Let T = [ti j ] with

tii = −
n∑
k=1,k =i
tik + 1
n
, for i = 1, . . . , n;
ti j = − 1
n + i + j , for i = j,
and b = [1, 2, . . . , n]T . Obviously, we have
m = 1
3n − 1 , M =
1
n
, which means
M
m
< 3.
Therefore, the spectral radius of P−1T is bounded by
ρ(P−1T ) < 1 + 3 = 4.
Table 1 shows the smallest eigenvalue λmin for matrices with different sizes.
From the table, we see that the smallest eigenvalue is bounded from 0, which is favourable to the
convergence rate of the PCG method.
Now, we used the MATLAB-provided M-file “pcg” to solve the preconditioned systems. In our tests,
the zero vector is the initial guess and the stopping criterion is
‖r (k)‖2
‖r (0)‖2 < 10
−6
where r (k) is the residual vector after k-th iterations. Table 2 shows the number of iterations required for
convergence. In the table, I means no preconditioner is used, c(T ) denotes T. Chan’s preconditioner and
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P is our new preconditioner. As n increases, when we use P , the number of iterations is less than that of
other preconditioners.
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