Three versions of a vector hysteresis model for electrical steel sheets are presented, based on the function approximation capabilities of feed-forward neural networks and the memory mechanism of vector hysteresis proposed by Mayergoyz. The first model handles arbitrary vector magnetization patterns, but requires a very extended data set for the training of the neural network. The second model is suitable for convex induction loci and allows a reduction of the required training set. The third model handles the features of the considered magnetization pattern in an alternative way and relaxes the convexity requirement. The choice of the specific model, its parameters, and the network training set depends on the types of magnetization patterns concerned. Arbitrary high accuracy can be reached by extending the complexity of the model and/or the size of the training set. Experimental results for the third model are presented and show the good accuracy of the approach. Standard neural network algorithms are used.
I. INTRODUCTION
Analysis of electrical machines requires a computationally efficient hysteresis model describing the time-dependent nonlinear relation between the induction vector B(t) and the field strength vector H(t) in the ferromagnetic core of the machine. Both vectors are restricted to vary in the plane of the laminated SiFe steel and denoted H(t) ϭ͉H(t)͉exp(j H (t)) and B(t)ϭ͉B(t)͉exp(j B (t)) ͓Fig. 1͑a͔͒. Several vector hysteresis models have been proposed in the literature, 1-3 but they still have certain limitations. Especially in the case of arbitrary two-dimensional magnetization patterns ͑i.e., patterns different from circles and ellipses͒, there is very little information available on the applicability and accuracy of the various models. A major difficulty hereby is the determination of the actual memory state of the material depending on the history of the magnetic excitation. 1, 4 A memory mechanism was postulated by Mayergoyz and used in its vector Preisach model, 1 designed as the extension of the classical Preisach model. This model is, however, computationally intensive 5 and not valid for circular magnetization at high induction levels, as it does not predict the correct dependence of the losses on the induction. 6 On the other hand, the function approximation capabilities of feedforward artificial neural networks ͑FFNN͒ have been successfully applied to the modeling of unidirectional, circular and elliptical magnetization, 7, 8 with good accuracy. This paper investigates the possibilities to use FFNN in combination with the Preisach-Mayergoyz model 1 for the modelling of arbitrary vector magnetization patterns in SiFe steels.
II. THE PREISACH-MAYERGOYZ VECTOR HYSTERESIS MODEL
Consider a scalar hysteresis system, with input the field strength H k and output the induction B k at the time point k. The output B k is derived from the input H k and the magnetic memory state of the system at time point k. In the classical Preisach model for rate-independent hysteresis, the magnetic state at time point k is determined by the last relevant field reversal value H k extr and the corresponding induction B k extr , taking into account the wiping-out property while closing minor loops. 1 Based on this property, the output B k of the hysteresis system can be described by:
with f a nonlinear function of three variables. Note that Eq.
in the case of congruent minor loops. 7 The memory mechanism, incorporated in Eq. ͑1͒, allows the modelling of arbitrary quasi-static magnetization patterns.
The extension of the above method to arbitrary vector magnetization patterns is complicated by the lack of clear experimental data concerning the vector memory mechanism in SiFe steel. Mayergoyz postulated a memory mechanism whereby the past extrema H ⌿,k extr of the projections of the input vector H k along all possible directions ⌿ in the plane of the sheet may influence the future evolution of the output B k and thus contain the vector memory state of the material. Although there is a good qualitative agreement between the results from the Preisach-Mayergoyz model and experimental results, the quantitative agreement with the experiments is not so good due to certain features of the model. Indeed, although there exists a substantial difference between the physical processes governing scalar and vector hysteresis, the Preisach-Mayergoyz model is constructed as a superposition of scalar submodels. The inaccuracies of the vector model can thus be attributed to the following two factors. First, each submodel takes into account only the memory state along the corresponding direction ⌿, but not the complete memory state ͑being the set of relevant extreme values along all directions ⌿͒. Thus, a submodel cannot make the distinction between different input patterns that result in identical memory states along the direction of the submodel. However, such different input patterns may in practice yield a different output along the specific direction. Second, the identification of the Preisach-Mayergoyz vector model is performed using measurements under unidirectional excitation along different directions ⌿ only. Vector magnetization patterns are not used during identification, which limits the accuracy of the model.
In the following, we investigate the possibilities to overcome these difficulties in the Preisach-Mayergoyz vector hysteresis model, using neural network techniques.
III. NEURAL NETWORK APPROACH TO VECTOR HYSTERESIS MODELING
Feed-forward neural networks ͑FFNN͒ with at least one hidden layer ͑Fig. 2͒ have the basic property that they can approximate any smooth nonlinear function of an arbitrary number of variables with arbitrary accuracy, using standard algorithms. 9 The outputs y k of such a network are determined as weighed sums of its inputs u i , combined with a nonlinear sigmoidal activation function g ͑a linear activation g is used for the output layer͒:
in the case of one hidden layer. The weights w i j (k) are determined by training the network, so that the difference between the network predictions and the actual system outputs, for given inputs, tends to a minimum. A training set of measured input-output pairs spanning the whole range of possible input and output values is used for this task, as neural networks are capable of performing accurate nonlinear interpolations, but should not be used for extrapolation. The performance of the trained network is determined using a test set of measured input-output pairs which were not used during training. The suitable training set and the number of hidden layers and units of the neural network are determined experimentally to ensure the generalization capability of the network ͑accurate prediction for cases not used during training͒ and to avoid overfitting.
In the case of unidirectional hysteresis modelling, a FFNN can be used to approximate the function f in Eq. ͑1͒. 
͑3͒
Note that this model 1 is an extension of the PreisachMayergoyz model, as it takes the complete memory state of the material into account in the limit of an infinite number of directions ⌿. The model is thus capable of approximating the relation between H k and B k for arbitrary vector magnetization patterns, provided the memory mechanism of Mayergoyz correctly determines the memory state of the material. The approximation accuracy of the model is increased by using a denser set of directions ⌿. A major practical disadvantage of this method is that the FFNN requires a very extensive training set, consisting of experimental data spanning the whole range of possible magnetization patterns, including various combinations of vector minor loops. However, if one disposes of such an extensive training set and the FFNN is trained correctly, it can yield a very accurate vector hysteresis model. The previous method has the additional disadvantage that the measurement of the magnetization patterns for the training set is mostly performed under the condition of a controlled induction waveform on a Rotational Single Sheet Tester ͑RSST͒.
10 It is thus difficult to obtain experimental data for predetermined field strength patterns and we would therefore prefer a model with B k as input and H k as output. In the case of convex vector induction patterns such a B-to-H model can be constructed in an analogous way as the already discussed H-to-B model. These are patterns that do not yield 
This model 2 yields an arbitrary accurate vector hysteresis model for convex induction patterns. The training of the FFNN should use an extended set of such convex patterns. Note that a training with circular and elliptical magnetization patterns only is not correct. In such a case the FFNN would not be able to calculate accurately any pattern different from a circle or an ellipse. In order to relax the requirement for convex induction patterns, we note that we can take hysteresis memory into account in an alternative way, using as inputs of the FFNN the specific features of each considered induction pattern. In particular, the maximum values B ⌿ p max of ͉B k ͉ along a set of P directions ⌿ p ͓Fig. 1͑b͔͒, along with information about the direction of rotation of the induction pattern ͑clockwise or counterclockwise͒, contain sufficient information about the considered pattern in the case there are no vector minor loops. These data can thus be used as inputs of the FFNN instead of B ⌿ p ,k extr . Note that in the limit of an infinite number of different directions ⌿, these values B ⌿ max uniquely determine the induction pattern for a known direction of rotation. The training of the FFNN of this model 3 uses again an extended set of measured magnetization patterns. Note that one can adapt the complexity of this vector hysteresis model depending on the required accuracy of the application or the specific types of the considered induction patterns, for example by reducing or increasing the number P of directions ⌿ p . The already discussed model for circular and elliptical magnetization 8 uses only the directions ⌿ϭ0°and ⌿ ϭ90°and thus fits in the framework proposed here.
IV. EXPERIMENTAL RESULTS
To illustrate the proposed approach, experimental results for bi-axisymmetrical induction patterns in a sample of nonoriented SiFe steel are presented. Model 3 is used in the following discussion. A FFNN with nine inputs is trained and tested, for seven values of ⌿ from 0°to 90°, with spacing ⌬⌿ϭ15°͑due to symmetry, the directions ⌿ from 0°to 90°s uffice to determine the induction pattern͒. Various magnetization patterns were measured on a RSST, at a frequency of 5 Hz. The FFNN was trained using the scaled conjugate gradients ͑SCG͒ algorithm. 9 Test results for loops not used during training are presented in Fig. 3 . The accuracy is good and can be adapted to the requirements of the application by extending or reducing the size of the training set or the value of ⌬⌿.
