3D reconstruction from digital images captured by passive sensors requires the knowledge of the Interior Orientation Parameters (IOP) of the utilized camera, the Exterior Orientation Parameters (EOP) of the involved images, and the corresponding points/features in the set of overlapping images. The IOP of the utilized camera can be derived from a camera calibration process. The EOP of the involved imagery can be either derived through an indirect geo-referencing procedure using tie and control points or a direct geo-referencing process through the implementation of a GNSS/INS unit onboard the mapping platform. While the latter approach provides practical convenience in terms of simplifying the geo-referencing process, it requires significant initial investment for the acquisition of the GNSS/INS Position and Orientation System (POS) -especially, when seeking high level of reconstruction accuracy. Therefore, significant research efforts have been exerted towards the development of automated procedures for 3D reconstruction and derivation of the geo-referencing parameters of the involved imagery in the absence of a GNSS/INS unit or in the presence of less accurate POS information from consumer-grade GNSS/MEMS units.
As far as the 3D reconstruction is concerned, one of two approaches could be adopted. In the first approach, a two-step procedure is adopted for the 3D reconstruction assuming the availability of prior knowledge regarding the EOP of the involved images. In the first step, corresponding features are identified in the set of available images (i.e., the matching problem). In the second step, the 3D positions of the matched points are derived using a simple intersection procedure that incorporates their image coordinates, IOP of the utilized camera, and the EOP of the involved images (Kraus, 2007) . The main drawback of this procedure is the reliance on the availability of highly accurate EOP, which could be only available through the utilization of high-end POS unit. The second approach for 3D reconstruction, which was mainly initiated by the computer vision research community, the feature matching and EOP recovery are simultaneously established. A commonly used procedure in this approach is known as Structure from Motion (SFM), which is based on 3-step strategy. In the first step, the relative orientation parameters relating stero-images or image triplets are initially estimated using automatically identified point and/or line features. Then, a reference coordinate system is established and utilized to define the position and orientation parameters for the involved imagery using the derived relative orientation parameters in the first step as well as 3D coordinates of the matched points. Finally, a bundle adjustment procedure is usually implemented to refine the derived information in the second step (Triggs et al., 2000) . Compared to the first approach for 3D reconstruction, SFM is more advantageous since it allows for 3D mapping in the presence or absence of GNSS/INS units.
SfM 3D reconstruction approaches usually use either a sequential or hierarchical approach to initially estimate the EOP of the involved images -the focus of the second step of the above mentioned 3-step strategy -in an incremental manner. For example, Snavely et al. (2006) proposed an incremental SfM procedure, in which images are added one by one into the reference frame. In their method, the reference frame is established from a single pair of images that has a large number of matched points/features and a long baseline. Then, new image is incrementally augmented to the reference frame. The EOPs of the augmented image are estimated using the reconstructed 3D points from the first pair through a Direct Linear Transformation (DLT) procedure. Fitzgibbon and Zisserman (1998) developed a hierarchical approach to recover the EOPs for either closed or open set of acquired images. In this method, trifocal tensors are estimated for all consecutive image triplets. Then, a hierarchical approach is applied to gradually integrate the image triplets to subsets. Finally, these subsets are augmented into a single block. For either the sequential and hierarchical approaches, intermediate bundle adjustment -which is time consuming -is implemented to ensure successful augmentation of the individual images into the final image block. Other than the expensive intermediate bundle adjustment, current incremental SfM methods suffer from severe error propagation during the sequential image augmentation process. Therefore, some global methods have been developed to simultaneously establish the EOPs for all the available images. Martinec and Pajdla (2007) developed a two-step global method to solve for the EOPs of the images. First, they determine the rotational component of the EOPs of the images. Then, the spatial component of the EOPs is estimated in the second step. However, this two-step approach cannot deal with images that have been captured from an almost linear trajectory -those images will be denoted here forth as linear-trajectory images. Jiang et al. (2013) proposed another two-step global linear method for the estimation of EOPs of available images. To handle linear-trajectory images, they use the baseline/depth ratios from neighboring stereo-pairs for the image augmentation process. However, the estimated baseline/depth ratios may not be accurate.
In this paper, we present an alternative incremental approach for initial recovery of the EOPs of the involved imagery, which have been captured by a calibrated camera -i.e, a camera with known IOP. The proposed method has the following characteristics:
1. It is based on a linear approach for the estimation of the relative orientation parameters among the available stereo-pairs as well as the sequential estimation of the rotational and positional components of the EOPs for the images during the incremental augmentation process, 2. The sequential augmentation is based on augmenting images that exhibit the best compatibility with previously referenced images, 3. It can handle a set of randomly collected image set (i.e., it does not assume any prior knowledge regarding the sequence of the image collection procedure). This would be advantageous in dealing with images that have been captured from different campaigns, 4. It can handle images which have been captured in a block or linear trajectory configuration, and 5. A built-in mechanism is implemented to exclude images with erroneously estimated relative orientation parameters.
The proposed procedure is conducted according to the following sequence:
1. For the given images, we establish the relative orientation parameters (ROPs) for all the stereo-pairs using the SIFT operator for the identification of corresponding points in these images (Lowe, 2004) . The ROPs are derived first using a linear approach that establish the essential matrix relating the overlapping images (Nisté r, 2004) and then refined through the coplanarity constraint (Mikhail et al., 2001 ). 2. A reference frame is established using an image triplet that satisfies both good geometric configuration and a large number of matched points. These conditions are evaluated through a score value, which has been developed by He and Habib, 2014. 3 . The rotational component of the EOPs for the remaining images are estimated using a quaternion-based linear approach similar to the one suggested by Martinec and Pajdla, 2007 . Rather than randomly selecting an image for the augmentation process, the image that exhibit the highest compatibility with previously referenced imagery is selected from the available images through a reverse-tree-graph-based approach (Martinec and Pajdla, 2007) . 4. The positional component of the EOPs for the remaining images is estimated using a linear approach. Similar to the previous step, the image that exhibit the highest compatibility with previously referenced imagery is selected from the available images through a reverse-tree-graph-based approach. This step is designed to handle images captured either in a block or linear trajectory configuration. 5. Throughout the above steps, an outlier removal procedure is implemented to exclude images with erroneously estimated relative orientation parameters, which might occur due to the presence of repetitive structure within these images and/or poor texture.
Preliminary Results:
To illustrate the feasibility of the proposed procedure, we conducted several tests on real datasets that have been captured in different configurations. Figure 1 illustrates sample images of an image block that have been captured by a low-cost amateur UAV, which is shown in Figure 2 . The outcome of the proposed methodology reveals that it can provide accurate and robust estimation of the image orientation parameters. Figure 3 shows both the position and orientation of the diffferent images together with the derived points, which have been used for the relative orientation and scene reconstruction. Figure 1 
