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Resumo
O controlo ótimo é um vasto campo de estudo com um variado leque de aplicações tal como
robótica, aeronáutica, economia, etc.
Existe uma grande variedade de Veículos Autónomos Submarinos (AUVs). A maior parte de-
les gasta a marioria da sua energia para se movimentar. Assim, um bom planeamento de caminhos
é fundamental para aumentar a sua autonomia e alcance.
Esta dissertação insere-se na Unidade de Robótica e Sistemas Inteligentes do INESC TEC. As
suas actividades têm como finalidade responder à crescente procura de soluções robóticas.
Para além do estudo e familiarização com os vários instrumentos de optimização dinâmica,
este trabalho pretende tratar do impacto do seu uso em diferentes aplicações de robótica aquática,
em termos da complexidade da sua implementação e funcionamento em tempo real. Além disso,
pretende-se melhorar o desempenho dos acima mencionados robots.
O algoritmo desenvolvido e/ou técnica de optimização deveria ser implementado em uma ou
mais das plataformas robóticas disponíveis.
Em primeiro lugar, fez-se um estudo sobre como é feita a localização do Slocum Electric
Glider. Este AUV segue os pontos predefinidos da missão, com um algoritmo de Dead Reckoning
aliado a um sinal periódico de GPS.
Os dados recolhidos numa missão do OceanSYS, ao largo da costa de Sesimbra, em maio de
2013, são analisados e apresenta-se uma previsão do caminho real descrito por ele na sua missão.
Por fim, propõe-se um algoritmo para estimar as correntes da água.
Seguidamente, apresenta-se um algoritmo de planeamento de caminhos optimizado, através
de uma aplicação exemplo da Toolbox de Otimização do MATLAB Central, “Finding Optimal
Path Using Optimization Toolbox”. Neste código, o caminho ótimo é determinado a partir dum
ponto inicial até um ponto objectivo, usando a função do MATLAB fmincon. A função objetivo
baseia-se no cálculo do tempo de viagem, tendo em conta um campo vectorial, que representa as
correntes no espaço de ação do veículo.
Este algoritmo foi alterado para se adaptar à finalidade de robótica aquática. Assim o campo
vectorial referente ao vento foi convertido em correntes aquáticas, as ordens de grandeza das
variáveis adaptadas e o veículo em questão alterado de um avião para um AUV. Além disso, o
algoritmo foi melhorado através da incorporação de incerteza num dado número de pontos de
verificação predefinidos, de forma a conseguir o melhor caminho possível, mesmo se ocorrer um
desvio da rota previamente preconizada.
Nesta implementação, a incerteza representa o conjunto de posições possíveis que o veículo
pode tomar se, por algum motivo (por exemplo, mudança no mapa de correntes, erros de odome-
tria, etc.), não seguir os pontos ótimos previstos. Numa simulação, pontos aleatórios dentro de
uma área de incerteza representam a posição que o veículo atinge em lugar do ponto ótimo cal-
culado originalmente. Numa aplicação real, isto seria dado, por exemplo, através dum sinal GPS
(como na acima mencionada missão do glider), ou da distância a algumas balizas conhecidas.
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Esta incerteza é também usada para calcular o novo mapa de correntes, uma vez que se con-
sidera que uma parte significativa dos desvios do AUV é causada por uma mudança no campo de
correntes.
Tratado o problema da otimização do planeamento do caminho ponto por ponto, considera-se
o problema da exploração de áreas, com a finalidade de permitir tornar mais eficiente o processo de
recolha de dados, com o mínimo de consumo de energia. Para isso, pretende-se passar suficiente-
mente perto de todos os pontos, o que não significa que seja necessário propriamente atravessá-los
a todos, mas simplesmente passar à menor distância possível de todos eles.
Foram testados vários algoritmos, usando técnicas de partição ótima de intervalos na direção
horizontal (de futuro serão consideras diferentes direções e a sua influência).
Obtiveram-se alguns resultados experimentais mas há ainda uma quantidade significativa de
trabalho futuro e testes que devem ser realizados para melhorar os métodos desenvolvidos, por
forma a torná-los mais robustos. Além disso, a implementação destes algoritmos numa plataforma
robótica forneceria a oportunidade de uma análise de dados reais.
Abstract
Optimal control is a wide field of study with a diverse range of applications such as robotics,
aeronautics, economics and so on.
A wide variety of Autonomous Underwater Vehicles (AUVs) is available. Most of them spend
the majority of its energy to move. Therefore, a good path planning performance is crucial to
increase their autonomy and range.
This Dissertation falls within the INESC TEC Robotics and Intelligent System Unit. Its activ-
ities aim to address the growing demand for robotics solutions.
Besides the study and familiarization with the different dynamic optimization tools, this work
is intended to assess the impact of their use in different marine robotics applications, in terms of
the complexity of its implementation and operation in real time. Moreover it is aimed at improving
the performance of the aforementioned robots.
The developed algorithm and/or optimization technique should be implemented in one or more
of the available robotic platforms.
First, a study of the Slocum Electric Glider’s localization is performed. With a Dead Reckon-
ing algorithm allied with a periodic GPS signal, this AUV follows the preset mission points.
The data collected in one of the OceanSYS’ mission, off the coast of Sesimbra, in May 2013,
are analyzed and a prevision of the real path described by it in its mission is determined. At last,
an algorithm to estimate the water currents is proposed.
Afterwards, an optimized path planning algorithm using a MATLAB Central’s Optimization
Toolbox application example, “Finding Optimal Path Using Optimization Toolbox” is shown. In
this code, the optimal path from an initial point to an objective one is found using the MATLAB
function fmincon. The objective function is based on the computation of the travel time, taking
into account a vector field, which represents the currents in the vehicle workspace.
This algorithm was altered to fit the marine robotics scope. Hence the wind field was converted
into water currents, the variables magnitudes adapted and the vehicle at stake changed from an
airplane into an AUV. Furthermore, the algorithm was improved by incorporating uncertainty in a
number of preset check points, in order to have the best possible path even if a deviation from the
originally intended way occurs.
In this implementation, the uncertainty represents the set of possible positions that the vehicle
can take if, for some reason (e.g. change in the currents map, odometry errors, etc.), it does not
follow the predicted optimal points. In a simulation, random points within an uncertainty area
represent the position the vehicle reaches instead of the originally computed optimal point. In a
real application this would be given by, for example, a GPS signal (as in the aforementioned glider
mission) or the distance to some known beacons.
This uncertainty is also used to recompute the currents’ map, since a significant part of the
AUV’s deviations is considered to be caused by a change in its currents’ field.
Having treated the point to point path planning optimization problem, an area scanning prob-
lem is addressed, aiming at enabling the data collection process to be more efficient, with minimum
iii
iv
energy consumption. For that, the main point is to travel close enough to all points, which does
not mean crossing all of them exactly but simply passing by with the shortest possible distance to
all of them.
Several algorithms were tested, using optimal interval partitioning techniques in the horizontal
direction (In the future different directions will be considered and their influence studied).
Some experimental results were attained but there is a significant amount of future work and
testing which could be performed to improve the developed methods and make them more robust.
Furthermore, the implementation of these algorithms in a robotic platform would provide one the
opportunity of real data analysis.
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Introduction
This Dissertation falls within the INESC TEC Robotics and Intelligent System Unit. Its activ-
ities aim to address the growing demand for robotics solutions.
Besides the study and familiarization with the different dynamic optimization tools, this work
is intended to assess the impact of their use in different marine robotics applications, in terms of
the complexity of its implementation and operation in real time. Moreover it is aimed at improving
the performance of the aforementioned robots.
Finally, the developed algorithm and/or optimization technique should be implemented in one
of the available robotic platforms.
1.1 Goals
The main goals of this dissertation are:
• Development, implementation and test of trajectory planning and control algorithms for
marine robots.
• Study and simulation of optimization algorithms for relevant parameters such as:
– goals accomplished
– minimization of time or energetic consumption
– maximization of acquired data
1.2 Problem description
The addressed problem can be divided into two different parts corresponding to the main
phases of the project.
The first one corresponds to the development of a path planning algorithm for an AUV (Au-
tonomous Underwater Vehicle) capable of determining a route from a start to an end position,
avoiding any collision with obstacles, through an optimization law.
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In a second stage, the problem will be the implementation of the above mentioned algorithm
in an AUV such as a Glider or the OceanSys’ MARES.
1.2.1 Problem characterization
Since this is a complex project, it is a good strategy to split it into smaller problems. In the
next topics, a small description of those subproblems is presented:
Environment model: Characterization of the marine environment features to define its
model and determine its influence in the vehicle’s movement.
AUV model: Characterization of the cinematic and/or dynamic vehicle features to define
its model.
Trajectory planning algorithm: After finding the environment and vehicle’s models the
next phase will be to define the trajectory planning method to be used as well as the opti-
mization functions (time, distance, energy consumption, obstacles...).
Optimization problem: The planning algorithm is expected to be based in an optimization
strategy such as Model Predictive Control. Furthermore, it will be necessary to formulate
and solve the resulting optimization problem though methods such as the Pontryagin Mini-
mum/Maximum Principle, the Two Point Boundary Value or the Hamilton-Jacobi-Bellman
equations.
1.3 Methodology
For this dissertation the following methodology was considered:
1. Research of the existing methods of robots path planning
2. Research of the existing methods of marine robot’s path planning and environment models
3. Development of an algorithm for trajectory planning in marine robots using optimization
techniques
4. Implementation and testing of the mentioned algorithm in MATLAB
5. Implementation and testing of the mentioned algorithm in either the Slocum Electric Glider
or the AUV MARES
6. Analysis of the collected data
7. Writing of the final report and presentation of the attained results
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1.4 Dissertation structure
In addition to the Introduction this Dissertation report has five more chapters.
In chapter 2, it is described the state of the art of general path planning and some specific
algorithms for robots in the marine environment. Also it is presented work developed within the
mentioned fields and finally, the marine robotics’ platforms from the OceanSys’ group in which
the algorithm could be implemented on are briefly described.
In chapter 3, the data from a Slocum Electric Glider mission off the coast of Sesimbra in May
2013 will be analyzed and the AUV real path estimated. For that, a combination of the periodic
GPS signal with a Dead Reckoning algorithm is performed and the results interpreted. Finally, the
influence of water currents in the Dead Reckoning algorithm is studied and a rough estimate of
this vector field is obtained.
In chapter 4, the first implemented algorithm (optimized path planning for an AUV, consider-
ing uncertainty) is explained and the results of its implementation are shown. Some conclusions
are drawn and future work is presented.
The next chapter, 5, refers to an optimized area scanning algorithm, intended to enable an
AUV to scan a certain area with a defined number of points of interest.
Finally, in chapter 6, some conclusions are drawn from the work developed during this Disser-
tation and a discussion about the possible future work related to it is presented.
4 Introduction
Chapter 2
State of the art
In this chapter it is presented the literature review which was considered to be relevant to solve
the marine path planning problem under study in this dissertation.
In section 2.1 it is described the general path planning problem in robotics, with its global
dimension - trajectory planning, and its local one - obstacles avoidance.
In the following section 2.2 it is presented some of the developed methods for path planning
in a marine environment, as well as some possible environment’s models.
Afterwards, in section 2.3, the two vehicles available in the OceanSys’ lab which could be
used to perform real tests to the developed algorithms are presented and briefly compared.
Finally, in section 2.4, a summary of the chapter is made and some conclusions are drawn.
2.1 Robotics path planning methods
2.1.1 Problem description
In robotics the path planning problem consists in finding a way within the robot’s workspace
from a starting point to an ending one, avoiding collisions with obstacles.
Computing a solution to this problem directly in the robot’s workspace can become a very
complex task since one needs to consider a high number of parameters, such as the robot’s size,
shape and degrees of freedom. For this reason, authors like [1] and [2] recommend the use of
the Configuration Space or C-Space. This space represents all the possible kinematic states of a
robot. It has one dimension for each degree of freedom of the robot, including the center of mass
and all the positions of joints or other components which relative position can be independently
determined [3].
In the C-Space (designated by C) a robot A is represented merely by a vector called config-
uration or state q. In this configuration A’s physical state is represented with respect to a fixed
environmental frame.
Obstacles in this environment can restrict the set of possible configurations and arise the C-
Obstacle O, the space of all obstacles in the C-Space. Being Oi an obstacle i, it prohibits a certain
configuration of A and generates a subset of C-Obstacle COi as stated in equation 2.1:
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COi = {q ∈C|A(q)∩Oi 6= /0} (2.1)
where A(q) is the space occupied by robot A when it is in configuration q.
The presence of obstacles in the robot’s workspace allied with the physical construction of the
robot may prohibit some configurations and transitions between configurations.
The union of all C-Obstacles (COi) is known as the C-Obstacle region (CO). The intersection
of this region with the A(q) gives a formal definition of the robot’s free space (C f ree), as stated in
equation 2.2:
C f ree = {q ∈C|A(q)∩CO= /0} (2.2)
According to [2] the first step in any path planning algorithm is the discretization of the
workspace map. The same author suggests three different approaches to do so:
• Road map: identify possible paths in the robot’s free space (C f ree), being this free space as
defined in equation 2.2.
• Cell decomposition: discretization of the space in cells. Each cell denotes if the space is
free (if it allows the robot’s circulation) or occupied (if it does not). After that the free cells
are connected and a path is found in the resulting graph from the beginning point to the final
position.
• Potential field: impose a mathematical function upon the space (potential field, gradient...).
The initial position will be represented as a repulsive force whilst the final one as an attrac-
tive force. The robot will move accordingly to the applied field, thus the sum of these forces
and the robot’s itself will define the robot’s trajectory.
According to [4], the next step will be to find a path in the defined map, i.e. in the discretized
robot’s workspace. And finally, the third step will be to send the movement’s commands to the
robot’s controller.
When a path planning algorithm generates a solution from the initial point to the goal position,
avoiding collisions with obstacles, it is said to be a complete algorithm [1]. Furthermore, if the
achieved trajectory minimizes a set of parameters such as distance, time or energy, the algorithm
is also considered to be optimal. However, following these methods will not always result in a
solution to the problem.
2.1.2 Methods
The Path Planning problem can be treated in two different levels: globally, determining the
trajectory itself and locally, avoiding obstacles. In this section several methods of both levels will
be briefly described.
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2.1.2.1 Global path planning
Optimal Control
Solving a path planning problem through optimal control consists of finding a control law for
a given system, following an optimization criterion. For that, the minimization or maximization of
a function called cost is performed. This function depends on the state variables and on the control
and is restricted by them [5].
As all methods, Optimal Control has some limitations. For instance, the solution may be a
local maximum or minimum, instead of the global one as intended. Also, usually the complexity
of this kind of problems is very high and sometimes even computationally impossible to solve [4].
However, an optimal control approach provides a systematic design framework, it is applicable
to nonlinear problems and can deal with constraints.
There are different approaches to solve an Optimal Control problem such as Dynamic Pro-
gramming, Pontryagin Minimum (or Maximum) Principle, Hamilton-Jacobi-Bellman Equation or
Model Predictive Control [5].
In figure 2.1 there is the solution of path planning problem, solved by an Optimal Control
method.
Figure 2.1: Ilustration of a solution of an Optimal Control problem.1
Graph Search
Suppose the space was discretized through a graph technique as the one described in 2.1.1.
The next step in a path planning algorithm would be to find a path from the initial node to the final
point in the graph, using an optimization criterion. These methods which provide the connections
between graph’s nodes are called Graph Search Methods [2].
1Figure from http://www.princeton.edu/~stengel/Rosenbrock.jpg [6]
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Graph Search strategies have some limitations. These methods might not guarantee a complete
algorithm and/or a feasible path.
Some examples of such methods are Depth-First Search, Breadth-First Search, Dijkstra, A∗,
D∗ and some variations of the aforementioned.
In figure 2.2 one can see an illustration of the result of a path planning problem solution,
achieved with a Graph Search method.
Figure 2.2: Result of a Graph Search method application.2
Potential Field
As described in 2.1.1, a Potential Field method models the robot as a point subject to an
artificial potential field resulting from the sum of the space forces. These forces come from the
obstacles and starting position (repulsive forces) and from the final position (attractive force).
The limitations of this method are related to the existence of local minimum and the possibility
of oscillations [4].
In figure 2.3 it is shown an example of the application of the Potential Field method. The field
moves towards the blue goal and around the brown obstacle ("Obst" in the figure). The forces have
an outward direction.
2.1.2.2 Local path planning
Global path planning algorithms when applied on their own may lead to unfeasible paths.
Thus Local path planning, i.e. object avoidance techniques, can be used to complement the global
analysis by adding restrictions to the trajectory computation.
The general goal of an object avoidance method consists of avoiding the robots to collide
with an obstacle in its workspace. Usually these methods are based in local maps and can be
implemented as independent tasks relatively to the Global path planning algorithm [4].
2Figure from http://home.postech.ac.kr/~postman/PathPlanning.jpg [7]
3Figure from http://www.prism.gatech.edu/~ejones7/images/figure_11.jpg [8]
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Figure 2.3: Illustration of a Potential Field method application to path planning problem solution.3
Some examples of object avoidance methods are the Bug algorithm, the Vector Field His-
togram (VFH) and the Dynamic Window Approach.
In figure 2.4 there is a representation of an object avoidance problem.
Figure 2.4: Illustration of Local path planning: object avoidance.4
4Figure from http://3.bp.blogspot.com/_-u6ZJlBFOL0/Suawfo90b6I/AAAAAAAAAF4/
dIddhRs1KLY/s320/ORM.png [9]
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2.2 Marine robotics path planning methods
In a marine environment, a path planning algorithm considers the problem described in 2.1.1
and also the environment’s characteristics itself. Most AUV’s spend the majority of its energy
simply by moving. Therefore, a good path planning strategy is indispensable in order to increase
these vehicle’s performance, both in reachability and capability of data collection [10].
The water currents have a major influence in the movement thus the algorithm will necessarily
need to incorporate them. For instance, [11] and [12] proposed different methods which allow
AUV’s path planning under currents’ influence.
Optimization strategies incorporate restrictions in its definition and also nonlinearities which
can arise in such a dynamic environment as water is. Also, since it is a formal mathematical
definition, one can take advantage of some periodicity of the water currents in its modeling and
incorporation in the problem’s solution, making it more straight forward.
According to [13], there are several works in this field and its evolution has been towards
enhancing the environment models and increasingly incorporating its dynamics, as [14]. By doing
so, researchers enable these vehicles, for instance, to operate and provide data in extreme situations
such as natural catastrophes (tsunamis, storms, hurricanes, etc.).
The author [15] proposes a model which optimizes the operation time and energy spent for
an AUV in a highly dynamic bay. Other authors also present similar approaches, like [16] whose
method allows the minimization of the consumed energy in a mission.
2.3 OceanSys’ technology
This dissertation has been developed within the Ocean System Group (OceanSys) which con-
ducts its research in the autonomous data collection and processing field, in aquatic environ-
ments [17].
Its current research falls in the following topics:
• Navigation and control of multiple vehicles
• Modeling of ocean processes
• Real time adaptive sampling with autonomous vehicles
In order to carry out its activities, OceanSys developed and acquired throughout its existence
specific technological solutions. In this section 2.3, two submarines, MARES 2.3.1 (developed
by the group) and Slocum Eletric Glider 2.3.2 (acquired) available in the lab will be summarily
presented and compared. They represent the possible vehicles in which the developed algorithms
within this dissertation could be tested.
2.3.1 AUV MARES
According to [17] MARES (Modular Autonomous Robot for Environment Sampling) is an
AUV developed by the OceanSys group, which can be personalized with a large variety of sensors
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to perform different types of operations in a marine environment with shallow water. Furthermore,
it has a set of navigation sensors to ensure the predefined trajectories are followed.
An innovation of this vehicle is its configuration without propellant control surfaces, allowing
it to navigate near the bottom of a watercourse or container or even to inspect closely an object or
surface.
In figure 2.5, a schematic of MARES is presented to the left, with its main systems and, on the
right, there is a picture of this OceanSys’ developed technology.
Figure 2.5: Scheme of AUV MARES and its picture.5
MARES has a highly modular structure, which is responsible for its great flexibility, since this
vehicle can be adapted to its operations with the adequate extensions to its main core. Propul-
sion and direction are controlled by two independent thrusters, while its velocity and angle are
controlled by a set of vertical thrusters. This configuration allows MARES to circulate in narrow
spaces and also vertically, an unusual albeit useful feature amongst this type of vehicles.
This AUV has rechargeable Li-Ion batteries which can last up to 10h, depending on the vehi-
cle’s speed, corresponding to a travel distance of approximately 40 km.
MARES operations are programmed with a GUI, where the mission’s targets and character-
istics are defined (waypoints, speed, depth, etc.). During an operation, acoustic beacons transmit
the submarine’s localization, allowing real time tracking of the trajectory it has been following.
Also, when it emerges the vehicle transmits by radio its own position.
2.3.2 AUV Glider
A Glider is an Autonomous Underwater Vehicle (AUV) that propels itself with very low power
consumption (around 20 % of the total power). For that, this vehicle has a pair of wings which
together with small changes in its buoyancy convert vertical movement into horizontal forward
motion. Thus, Gliders slowly follow an up-and-down sawtooth-like trajectory.
Although it has a reduced velocity comparatively to other AUVs with electric motors propul-
sion, the low power consumption allows it to perform long range missions, with thousands of
5Figures from http://oceansys.fe.up.pt/images/MARES_overview800.jpg [] and http://
oceansys.fe.up.pt/pictures/MARES_deck.jpg
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kilometers, during weeks or even months. This characteristic makes it a great choice for instance
for long range marine data collecting missions. [18]
The OceanSys’ lab has a Slocum Electric Glider, like the one represented in figure 2.6. For
that reason, the presented information is related to its specific characteristics and based in [19].
Figure 2.6: Slocum Electric Glider.6
The Slocum Electric Glider is a versatile and maneuverable submarine vehicle. Its alkaline
batteries allow it to perform missions from 15 to 30 days long, during which it can travel approxi-
mately between 600 km to 1500 km.
The referred Glider allows the incorporation of custom sensors and it is available in two mod-
els, depending on the depth in which it is intended to operate in: coastal model (from 4 m deep to
200 m) and 1-km model (1 km deep operations).
Regarding its orientation and communications, a Glider comes to the surface periodically to
get GPS signals, which allows it to localize itself, and also to communicate with reception points
(boats, buoys, etc.), thereby exchanging information with them.
2.3.3 Comparison between MARES and Slocum Electric Glider
In table 2.1 the main characteristics of the Slocum Electric Glider are summarized and com-
pared with OceanSys’ developed AUV, MARES, which has electric motor’s propulsion:
Slocum Electric Glider MARES
Weight in Air 52 Kg 32 Kg
Length 1.5 m 1.5 m
Diameter 21.3 cm 20 cm
Horizontal Average Velocity 0.4 m/s 1 m/s
Autonomy / Range 30 days / 1500 Km about 10h / 40 km
Table 2.1: Comparison between AUV Glider and AUV MARES characteristics.
6Figures from http://www.webbresearch.com/images/electglider.jpg and http://www.
webbresearch.com/images/electglider4.jpg
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As one can see, the Glider is slower but reaches much further distances and has a much higher
autonomy. Therefore, as stated before, this vehicle is suitable for long reach operations and long
operating times, at low or moderate speed. Also, its shape is beneficial for both vertical and
horizontal operations.
2.4 Overview and conclusions
Having analyzed the different path planning methods, with its benefits and limitations, it was
decided for this Dissertation to use methods within the Optimal Control scope.
Most of AUVs spend the majority of their available energy in their motion. (For instance,
MARES spends around 70 % of its power in it.) Therefore, determining the best possible path
to fulfill a mission will allow a maximum reduction of energy and time consumption, hence the
choice of an Optimization technique to perform path planning in this Dissertation.
Furthermore an Optimization algorithm grants the incorporation of the marine currents’ effects
in the determination of the vehicle’s trajectory since in the problem definition itself one have to
include the so called restrictions.
Finally, after analyzing both vehicles, it was concluded they both are adequate for testing a
Path Planning algorithm, although the Glider is better suited for long range missions.
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Chapter 3
Fusing Dead Reckoning and GPS data
to estimate a Glider trajectory
In section 2.3.2, the Slocum Electric Glider owned by the OceanSys’ group was presented. In
this chapter, the data related to its movement, collected in one of its missions will be treated in
order to determine an estimate of the real path the glider described. Also, the influence of GPS
accuracy and currents’ knowledge on the path estimation will be analyzed.
According to [20], the Slocum Electric Glider has a saw-tooth like movement, emerging peri-
odically. While it is underneath water, the AUV uses a Dead Reckoning (DR) algorithm to estimate
its position and travel to its preset waypoints and when it comes to the surface, the position is up-
dated to the one given by a GPS signal, more likely to increase accuracy, thus reducing the error
induced by the use of Dead Reckoning.
In this chapter in section 3.1, the Glider localization process is presented, followed by the
analysis and manipulation of the mission data in sections 3.2 and 3.3, with different approaches.
Finally in section 3.4 conclusions are drawn and future work on this chapter topic presented.
3.1 Slocum Electric Glider localization
The Slocum Electric Glider is an AUV which navigates without propulsion using only the vari-
ation of its buoyancy (spends around 20 % of its energy to do so) and a pair of wings, horizontally
assembled, to move forward.
While on surface, this vehicle receives a GPS signal, which allows it to acknowledge its po-
sition (latitude and longitude). But when it goes deeper into the water, there is no GPS signal
available and its location is given by a Dead Reckoning algorithm.
Also known as Deduced Reckoning or Path Integration, a Dead Reckoning algorithm consists
of an estimate of the marine vehicle’s position based on its last known location and current velocity
or speed over a time interval. This type of method is subject to cumulative errors and may produce
inaccurate estimates, specially if it is not receiving a GPS signal for a long time. Also the lack of
currents’ information, imprecise sensors readings and other effects aggravate the position errors.
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Therefore an accurate GPS signal obtained periodically allied with either more sensors or data (eg
currents’ related) are very beneficial add ons.
According to [20], the DR algorithm implemented in the Slocum Electric Gider computes the
AUV’s position at every four second control cycle. It uses the information given by two sensors
pressure, for depth (d) determination, and attitude, for pitch (θ ), roll and heading (h) measurement.
The following equations present the basic steps of the algorithm:
ωs= −∆dtanθ t (3.1)
vx= (ωs∗ cosh)+ωvx (3.2)
vy= (ωs∗ sinh)+ωvy (3.3)
∆x= vx∗∆t⇒ xi+1 = xi+ vxi ∗ (ti+1− ti) (3.4)
∆y= vy∗∆t⇒ yi+1 = yi+ vyi ∗ (ti+1− ti) (3.5)
where
ωs: vehicle’s speed through the water
vx: northward glider’s velocity
vy: eastward glider’s velocity
ωvx: north water velocity component (optional)
ωvy: east water velocity component (optional)
3.2 Mission data analysis
The data which will be analyzed in this section is the result of approximately four hour (14418
s) deployment off Sesimbra’s coast, in May 2013.
In order to determine the described path, some data is needed as, for instance, the GPS coordi-
nates in several points of mission, AUV’s speed, heading, pitch, etc. Below a list of the available
variables and its units is presented:
• timeofday (t): secs UTC
• depth (d): meters
• roll: rads
• pitch (θ ): rads
• heading (h): rads (relative to the geographic north)
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• hspeed: horizontal speed in m/s
• latitude: degrees (WGS84)
• longitude: degrees (WGS84)
• gps_status: flag (0 means ok)
• gps_accuracy: estimated accuracy in meters of GPS fix
As explained in section 3.1, the Slocum Electric Glider localization is performed by combining
a Dead Reckoning algorithm with periodic GPS readings. The DR method generates Cartesian
coordinates (x,y). So, in order to compare them with the GPS signal, the first step will be to
convert the GPS (latitude, longitude) pair into a more useful (north,east).
For that, the function ll_diff.m1 was used in MATLAB. It takes a vector with latitudes and
longitudes in degrees and converts it in north and east directions, in meters, from an initial pair of
(lat1,long1).
Having these GPS coordinates in a convenient format one can compare them with the positions
given by the Dead Reckoning algorithm.
In section 3.1, the Glider DR equations were presented. However, with the available data,
the computations are slightly different since the hspeed vector represents already the vehicle’s
horizontal speed in m/s. Hence, equation 3.1 can be ignored. Also, at first, the water currents’
effect won’t be included in the computations. Therefore, the DR algorithm is as follows:
vx= (hspeed ∗ cosh) (3.6)
vy= (hspeed ∗ sinh) (3.7)
∆x= vx∗∆t⇒ xi+1 = xi+ vxi ∗ (ti+1− ti) (3.8)
∆y= vy∗∆t⇒ yi+1 = yi+ vyi ∗ (ti+1− ti) (3.9)
In figure 3.1, one can see in blue a plot of the path points in east×north coordinates, computed
with the aforementioned Dead Reckoning algorithm.
In green, there is a representation of the GPS fix. The glider has access to a valid GPS signal
every time it comes close enough to the surface. In vector gps_status a flag equal to zero means
the AUV is completely emerged (if it is close but not yet there the flag will be equal to 7). Also,
related to its readings, vector gps_accuracy gives a measure of how accurate is the measurement:
as smaller the value in this vector is, the higher the accuracy of the GPS signal in the corresponding
instant.
The tolerance chosen for the gps_accuracy is 5 m since by doing so one only loses 9.4 % of
the valid GPS data. If a higher value was considered, the GPS results would not be very accurate
and only a small percentage of valid GPS data would be lost. Furthermore, the less often a valid
1This function belongs to Professor Aníbal Matos and is dated August 1998.
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Figure 3.1: Path Points computed simply with the Dead Reckoning algorithm (in blue) and GPS
valid data, with an accuracy< 5m (in green).
GPS value is considered, the less times the DR value will be corrected, thus its cumulative errors
will grow higher.
As one can see, the difference between the computed position and the real one given by the
GPS signal increases in time, since the Dead Reckoning positions are not updated to the real ones
at any point of the algorithm. Hence, the next step to have a better perception of the Glider real
path is to incorporate the GPS reading and correct the DR localization.
For that, when the glider is at surface (i.e. gps_status== 0) and the GPS accuracy is smaller
than a certain tolerance, then the current Path Point is updated to the (north, east) coordinates at
that instant. Furthermore, the path until this point should be adapted accordingly.
In figure 3.2, a schematic of how the Path Points could be recomputed is shown:
The difference between the path point corresponding to the instant when there is a valid GPS
signal (P1) and the GPS reading itself (Pgps) is taken (d f in the figure). Then a fraction of this
distance (d fi) is applied to all the points since the last valid GPS signal.
The vector d f has components in both north (dn) and east (de) directions. Also,in order to
compute the real path one has to split the pathPoints vector in smaller fractions (di), corresponding
to each pathPoint Pi. However, the available pathPoints, represented in blue in figure 3.2, were
computed with the Dead Reckoning algorithm. Therefore, in order to reduce the computation
error, one shall consider the available time data instead. The referred steps can be followed in
equations 3.10 to 3.13:
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df
di
dfi
newPP
pathPoints
dPPi
P0
P1
Pgps
Pi
Figure 3.2: New Path Points computation.
dn = northgps− x1; de = eastgps− y1 (3.10)
d f = [dn de] (3.11)
dt = t1− tlastgps_ok (3.12)
vn = dndt ; ve =
de
dt
(3.13)
To obtain the new path points, newPP, one simply sums the corresponding fraction of the d f
displacement for each point i, d fi , for all path points from the last valid gps_satus until the current
time. Therefore, at each time step i the new path point (newPP(i)) will be given by:[
newPPn(i)
newPPe(i)
]
=
[
pathPointsn(i)
pathPointse(i)
]
+
[
vn
ve
]
∗ (t(i)− tlastgps_ok) (3.14)
In figure 3.3, in blue one can see the glider path, computed with the Dead Reckoning algorithm.
At every valid GPS reading, represented as green dots, these path points are displaced to the
(north,east) coordinates given by the GPS signal. Also, an estimate of the real path traveled from
each GPS reading to the next is made based on this displacement (in red in the figure).
An interesting observation can be made when plotting the gps_accuracy throughout the mis-
sion time: when the signal is less accurate the deviation between the path points and the new path
points is higher. In figure 3.4 the mentioned plot is shown and one can see that the higher peaks,
corresponding to the worst case scenarios, occur at the beginning, until around 4.7 s. If one looks
back at figure 3.3, one can confirm that the worst performance of the DR algorithm occurs in the
first part of the path.
A summary of the described steps can be seen in Algorithm 1.
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Figure 3.3: Path Points computed with the Dead Reckoning algorithm, with the GPS correction
(in blue). In red, the estimate of the real path is presented and, in green, GPS valid data, with an
accuracy< 5.
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Figure 3.4: GPS accuracy over timeo f day.
Finally, in figure 3.5 a 3D plot illustrates the real path the glider traversed. In blue, the charac-
teristic saw-tooth like path is shown while in red one can see the trajectory described in north×east
coordinates.
3.2 Mission data analysis 21
Algorithm 1 Glider Localization
1: procedure LOCALIZATION WITH DR AND GPS
2: Convert (latitude,longitude)⇒(north,east)
3: for i=1:All PathPoints do
4: if gpsstatus == /0 || gpsaccuracy < tolerance then
5: dn= north(i)−PathPoints(i,1)
6: de= east(i)−PathPoints(i,2)
7: dt = t(i)− t(lastgpsok)
8: vn = dndt
9: ve = dedt
10: for j = lastgpsok : i do
11: PathPoints( j,1) = PathPoints( j,1)+ vn ∗ t( j)− t(lastgpsok)
12: PathPoints( j,2) = PathPoints( j,2)+ ve ∗ t( j)− t(lastgpsok)
13: end for
14: PathPoints(i+1, :) = [north(i) east(i)]
15: else
16: PathPoints(i+1, :) = DeadReckoning(PathPoints(i))
17: end if
18: end for
19: end procedure
Figure 3.5: Schematic of the Glider estimated trajectory in Sesimbra’s mission.
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3.3 Estimation of water currents’ and its effects on Dead Reckoning
There are several possible causes for the difference between the result of the Dead Reckoning
computation and the GPS signal. The DR cumulative errors and the sensors’ errors, amongst
others, typically present values within a certain range for which one can perform some corrections.
However water currents present more unpredictable behavior and errors. Also other errors
tend to be much higher when compared to the aforementioned and, for their randomness, harder
to predict [21] [22].
Therefore, in this section the currents’ map change is considered to be the main cause for the
mentioned difference and a proposal of how one could estimate the currents’ map at each valid
GPS point is performed.
Updating the currents’ map is particularly important in this problem, since they can be incor-
porated in the DR algorithm computations and enhance its results.
3.3.1 Determining the real path with the help of currents’ information
According to [20], the Dead Reckoning algorithm presents two optional parameters: wvx
(added to equation 3.15) and wvy (added to equation 3.16). These parameters represent the water
currents’ speed components related, respectively, to the eastward and northward coordinates.
vx= (hspeed ∗ cosh)+wvx (3.15)
vy= (hspeed ∗ sinh)+wvy (3.16)
Since there is a lack of data about this field and assuming the main cause for the difference
between the computed point at the GPS reading and the valid GPS signal at this point is the
variation of water currents, we shall consider instead of the currents’ speed its displacement and
add it to the DR north (∆cx) and east (∆cy) coordinates computation:
xi+1 = xi+ vxi ∗ (ti+1− ti)+∆cxi (3.17)
yi+1 = yi+ vyi ∗ (ti+1− ti)+∆cyi (3.18)
where
∆cxi: north displacement from the GPS signal to the DR computed position
∆cyi: east displacement from the GPS signal to the DR computed position
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3.3.2 Estimating water current throughout the time
In previous sections the glider’s real path was obtained based on its Dead Reckoning algorithm
and periodic GPS readings. At every valid GPS reading the difference between the position the
AUV estimated and its real one is taken.
In order to obtain the currents field a weighted average is performed, as shown in the following
equations:
∆d = distance_to_endtotal_distance (3.19)
newField = ∆d ∗ (PGPS−PDR)+oldField (3.20)
where
∆d: weight, representing how far one is from the destination
distance_to_end: distance from the current valid GPS reading to the destination
total_distance: total travel distance
newField: updated currents’ map
PGPS−PDR: difference between the estimated position (DR) and the real one (GPS)
oldField: currents’ map one wants to update
Closer to the starting point, the uncertainty should be bigger since one doesn’t know if the
field estimate is correct or not. Therefore, the uncertainty weight is higher and the vector field
undergoes a bigger alteration. As one approaches the destination, hence have a more accurate and
updated map, the uncertainty weight decreases and the vector field’s increases, being the update
almost null.
A similar approach will be explored in chapter 4 to update also its currents’ map.
3.3.3 Implementation and results
Unfortunately due to time restrictions it was not possible to implement the described algo-
rithm. However in the future this task will be completed and results will be available for analysis.
3.4 Conclusions and future work
In this chapter the data collected in the OceanSys’ Slocum Electric Glider’s mission off the
coast of Sesimbra in May 2013 was analyzed.
The Dead Reckoning algorithm computes fairly good results but it is much more accurate
when allied with the periodic GPS signal update.
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An estimate of the real path that the glider must have followed was computed and the influence
of the GPS accuracy tolerance chosen in order to define a valid GPS signal studied (better results
arise with a lower value of the variable gps_accuracy, which means higher accuracy).
Finally an algorithm for estimating the water currents’ was proposed as well as its incorpora-
tion in the DR algorithm position computation.
Future work might be towards testing and implementing the suggested algorithms related to
the currents’ map estimation. Also, the influence of the GPS accuracy in the path computation
could be more thoroughly studied as well as the currents’ influence in the path.
Chapter 4
Optimized path planning for an AUV
considering uncertainty
In chapter 2 it was concluded that an optimization technique would be explored in this disser-
tation to perform path planning in a marine environment.
According to [23], in an optimization problem one should consider three subproblems: Formu-
lation (translation of the problem at stake into a mathematical optimization problem), Initialization
(choice of the optimization algorithm to use and definition of the initial values) and Optimization
procedure (implementation and choice of technology).
Following that methodology in section 4.1 the engineering problem is mathematically for-
mulated and defined. Afterwards, in sections 4.2 and 4.3, the choice of the algorithm and its
implementation are presented.
In section 4.4 a proposal of how one could use the previously computed uncertainty to update
the currents’ map at each check point throughout the path is performed.
At last the conclusions and future work are presented in chapter 4.5.
4.1 Problem definition
This dissertation was intended to address the problem of determining the best possible path
from a start position to a target, in a marine environment, as said in section 1.2. Therefore an
optimization algorithm should be used to find the best path. But what does it mean to be the best
path? What should one optimize? In the presence of water currents a vehicle should be able to
profit from it and avoid counter currents. Also it should take the least possible time to go from
point A to B. This time depends on the path distance, the vehicle’s speed and the currents’ speed,
therefore, time will be the objective function, thus what we want to minimize.
In mathematics an optimization problem consists in finding the best solution from a set of
possible solutions. Usually an objective function is minimized or maximized within its domain.
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In the described problem we want to minimize the time and for that we have some linear
constraints as well as nonlinear restrictions. Hence one is before a nonlinear optimization problem
with constraints [24].
According to [25], a nonlinear optimization problem in the standard form is mathematically
defined by:
min
x
f (x)
subjet to hi(x) = 0, for i= 1, . . . , l.
gi(x)≤ 0, for i= 1, . . . ,m.
x ∈ X
(4.1)
where
f : objective function
x: parameter vector
hi(x) = 0: equality constraints
gi(x)≤ 0: inequality constraints
The above problem must be solved for the values of the variables of the vector x and satisfy
the restrictions, both equalities and inequalities, as well as minimize the objective function f.
Keeping that in mind, the problem under study can be mathematically characterized as follows:
min
t
T (4.2)
s.t. x˙(t) = vx(t)+ v f ieldx(t) (4.3)
y˙(t) = vy(t)+ v f ieldy(t) (4.4)
v2x+ v
2
y ≤V 2max (4.5)
(x,y)(0) = PX0 (4.6)
(x,y)(t f ) = PX f (4.7)
where
T = f : objective function
X = (x,y): parameter vector
vx(t): x component of the vehicle’s speed
vy(t): y component of the vehicle’s speed
v f ieldx(t): x component of the water currents’ speed
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v f ieldy(t): y component of the water currents’ speed
x˙(t): x component of the total speed over time
y˙(t): y component of the total speed over time
Vmax: maximum vehicle’s speed
PX0 : initial point of the path
PX f : final point of the path
The differential equations 4.3 and 4.4 represent the equality constraints whilst equation 4.5,
which limits the vehicle’s speed, is the inequality constraint of this problem. Furthermore, equa-
tions 4.6 and 4.7 represent the lower and upper bounds of vector X .
The problem is now completely defined and in the next section an appropriate solver will be
selected as well as the optimization method within the nonlinear optimal control scope.
4.2 Choice of optimization algorithm and Toolbox
Optimal control is a wide field of study with a diverse range of applications such as robotics,
aeronautics, economics and so on. But as all fields it has its pros and cons. Although it has a
systematic design procedure, it is applicable to nonlinear control problems and captures limitations
(constraints), it can be hard to find suitable criteria and to solve the equations that give the optimal
controller [5] [26]. Therefore, for this dissertation it was decided to find an optimization solver
which would improve the chances of having robust results and save time.
There are several solvers and the following were considered to be used:
1. BOCOP (open source toolbox for optimal control problems) [27]
2. RIOTS(Matlab toolbox for solving optimal control problems) [28]
3. OCP (optimal control problem solver) [29]
4. PSOPT (open source optimal control software package) [30]
5. MATLAB Optimization Toolbox [31].
Some examples of the above solvers/toolboxes were studied. But a demonstration from the
Optimization Toolbox of MATLAB stood out. In [32], a solution to a path planning problem for
an airplane navigating through a vector field of wind in the least possible time was presented. If
we change wind for water current and the airplane for a marine vehicle the problem looks really
similar to the one under study. Therefore, it was decided the code available in MATLAB Central
would be adapted.
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4.2.1 Base script: Math Works’ "Finding Optimal Path Using Optimization Tool-
box"
As the title states, MATLAB’s script has the aim of finding the optimal path in a navigation
problem through a wind field in the least possible time, using the Optimization Toolbox. Hence
time is the objective function and is defined as follows:
Time=
Distance Traveled
Average Speed
(4.8)
The vehicle’s environment is represented by a vector field: the local wind conditions at ev-
ery point are characterized by their magnitude and direction. The plane should profit from tail-
winds (wind in the direction of travel) while avoiding headwinds (wind in the opposite direction
of travel). Crosswinds are assumed to have no effect in the movement.
In figure 4.1 one can see how the wind vector field is displayed in MATLAB. The arrows
(given by the quiver command) represent at each point the wind’s magnitude and direction.
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Figure 4.1: Environment representation: wind vector field.
The red zones represent the places to avoid, since the vector fields has an opposite direction to
the intended motion whilst the green areas represent the spots where the wind is favorable to the
vehicle’s movement.
Defining equally horizontally distributed points one gets a straight line from the starting point
to the target. Although this line, represented in figure 4.2, would give the shortest path, it might
not give the quickest one because of the wind field disposition.
The next step will then be to define the best possible path that takes the vehicle from the
starting point to the destination. And for that, as it was done for the straight line path, one should
set a number of way points which will define this trajectory.
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Figure 4.2: Straight line path.
Having these points, the computation of travel time over the path defined by them is given
by a line integral: the path from one point to another is broken in smaller subintervals in which
one consider the wind field to be approximately constant. Taking that into account, the average
velocity over the segment is found as follows:
vix = vx+ v f ieldix (4.9)
viy = vy+ v f ieldiy (4.10)
Using the expression 4.8 and summing up all the small subintervals and then all the segments’
time the total travel time over the entire path is found.
All of the above proceedings are performed in the file getTimeFromPath.m and this function is
used as the objective function of the algorithm.
In the original script, the vehicle’s speed is considered to be constant throughout the path and
equal to 500 km/h. The initial point is PX0 = (0,1250) and the target PX f = (5000,1250). Hence,
the travel distance is 5000 km.
If the vector field was not considered, a straight line would be both the shortest and the quickest
path and it would take the vehicle 10 h to complete it. Since in the example a vector field with
headwinds and tailwinds is considered, the result for a straight line will be different. By using the
expressions 4.10 and 4.10 one gets a total travel time of 10 h 58.8 min.
To determine the best path which minimizes the time spent in the journey MATLAB’s script
uses the function fmincon [33], which is available in MATLAB’s Optimization Toolbox and finds
the minimum of a constrained nonlinear multivariable problem.
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This function allows the user to choose between four nonlinear programming methods to solve
the optimization problem:
• Trust Region Reflective [34] [35]: also known as restricted step methods, the trust region
algorithms take the following approximation of the main minimization problem:
min
s
{ q(s) such that s ∈ N } (4.11)
for a certain x. q(s)1is a quadratic approximation of the objective function f (x) in the
neighborhood N of x. This neighborhood is called trust region and represents a subset of the
objective function space in which one believes the minimum lies on.
Solving the subproblem one gets the value of s, minimum value of q(s), which will be called
step. Afterwards, if f (x+ s)< f (x) the current point x is updated to x+ s and N, the trusted
region is expanded. Otherwise the current point remains the same, N is contracted and one
should recompute the step s. These steps are repeated until the method converges.2
• Active Set [34] [36]: also known as projection method, it is most effective with small to
medium-scale problems and falls within the scope of quadratic programming (optimization
problem with a quadratic objective function and linear constraints).
In an optimization problem, a feasible region is the set of all points x where the optimal
solution might be. These points are defined by the problem’s constraints 4.1 (equalities and
inequalities).
Given an x point in the feasible region, a constraint gi(x) > 0 is considered to be active if
gi(x) = 0 (all equality constraints are active) and inactive if otherwise. Hence the active set
at x is the group of all the active optimization problem’s constraints.
The main steps of an Active-Set method are then3:
Algorithm 2 Active Set Method
1: procedure ACTIVE SET METHOD
2: Find a feasible starting point x
3: while not "optimal enough" do
4: Solve gi(x) = 0
5: Compute λi of the active set4
6: Remove a subset with λi < 0
7: Search for infeasible constraints
8: end while
9: end procedure
1In MATLAB’s implementation of this method q(s) corresponds to the first two terms of the Taylor approximation
of f (x) at x.
2This is the method used by default in MATLAB’s fmincon function.
3This is the chosen algorithm to solve the problem under study by MATLAB’s script.
4λi stands for the Lagrangian Multipliers
4.3 Incorporating uncertainty into the original script 31
• Interior Point [34] [36]: also known as barrier methods, MATLAB’s implementation of this
method is a variant of Mehrotra’s predictor-corrector algorithm, a primal-dual interior-point
method [34]. This method uses a barrier function which encodes the convex set. It reaches
an optimal solution after crossing the feasible region.
This method can be less accurate than others since the internally computed barrier function
keeps inequality constraints away. Therefore, it was not chosen to solve the problem under
study.
• SQP (Sequential Quadratic Programming) [34] [36]: it is an iterative method to solve
nonlinear optimization problems with twice continuously differentiable objective functions.
These algorithms optimize a quadratic model of the objective function subject to a lineariza-
tion of the constraints.
Using the general definition of the nonlinear programming problem 4.1, one define the prob-
lem’s Lagrangian as:
L(x,λ ,σ) = f (x)−λ Tg(x)−σTh(x) (4.12)
where λ and σ are the Lagrange Multipliers [37].
At each iteration xk, will try to solve the quadratic programming problem in the direction
dk:
min
d
f (xk)+∇ f (xk)Td+
1
2
dT∇2xxL(xk,λk,σk)d (4.13)
s.t. g(xk) = ∇g(xk)Td ≥ 0 (4.14)
h(xk) = ∇h(xk)Td = 0 (4.15)
The base script uses the algorithm option Active Set, with a maximum iterations number of
2000. The fmincon function returns the coordinates of the waypoints which will give the optimal
path after being interpolated.
The result of MATLAB’s optimization script for five waypoints can be seen in figure 4.3. The
time was improved from the 10 h 58.8 min of the straight line path to 10 h 17.8 min, thus almost
one hour.
4.3 Incorporating uncertainty into the original script
In the last section, 4.2, the original script was described: a path planning algorithm determines
the best path from a starting point to the destination for an airplane.
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Figure 4.3: Original algorithm’s results.
As it was mentioned before, since this work falls within the marine robotics scope, the original
algorithm was adapted to fit the aim of this dissertation. Therefore one shall consider the wind
field as a water current and instead of an airplane the vehicle under study will be an AUV.
Also, the magnitude of the problem’s variables has to be modified. The available OceanSys’
AUVs have a range of approximately 40 km with an average speed of 1 m/s and the Glider has
a range of 1500 km with an average speed of 0.4 m/s. Therefore, for testing purposes, the total
travel distance will be 5 km instead of the original 5000 km, the AUV average speed will be 1 m/s
instead of the airplane’s 500 km/h and the water currents will have a maximum value of 0.5 m/s,
instead of 200 km/h.
There was a discussion about what else should be adapted and improved in MATLAB’s im-
plementation. Multiple hypothesis were considered:
• Enable the script responsible for the water currents’ definition to be customizable, thus
allowing it to be altered to the specific conditions of a mission day. For example, make it
able to read a text file with some parameters and convert them into a vectorial field.
• Change the optimization procedure and method (the script uses fmincon with the option
"active-set" but there are more optimization functions or within fmincon other methods).
• The current model optimizes the trajectory without considering any uncertainty. So, it would
be a good improvement to incorporate it and recompute the path affected by it.
• Related to the last hypothesis, change the currents’ map accordingly to the computed uncer-
tainty, since this is one of the major causes of the difference between the position prediction
and the real attained one.
• Change the script in order to solve a 3D problem, since the water currents are depth depen-
dent.
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From the improvements presented above, the priority was to incorporate the uncertainty in the
path planning problem. A strong reason for that choice was the fact that the initially studied prob-
lem, from MATLAB’s example, takes place along hundreds of kilometers. With such distances
there is no guarantee the initial conditions will be the same throughout the whole path. Besides
the vehicles odometry’s errors, the estimated current might not be equal to the real one or change
during the traveling, etc.
For those reasons the waypoints, used in the original implementation as the optimization
points, which represent the spots where the optimal path should go through, would now have
an additional feature. These points would represent check points, where the AUV’s estimated op-
timal position would be compared with its real one, given by, for instance, a GPS signal or the
distance to a known beacon. This difference would represent the uncertainty up to that instant.
In order to simulate the uncertainty in the script a circle with unitary radius was drawn around
each waypoint and a random point chosen inside that area. In figure 4.4, the blue circle represents
the uncertainty area delimiter while the red point is the aforementioned random point.
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Figure 4.4: Simulation of the uncertainty.
The next step is to compute the new optimal path from the new starting point (the red point in
the simulation), since by being in a different region of the water current the optimal path might be
different from the previously computed.5
In figure 4.5, the new path, resulting from the new second optimization, is represented in gray,
with four waypoints, less one than in the first step.
Also, an estimate of what should have been the trajectory described by the vehicle is computed
and represented in figure 4.5 in blue.
In order to obtain the new path points (the blue trajectory), the initial optimal path was divided
in small subintervals, one for each original path point. Then, to the vector di from the starting
5This new optimal path will have one less waypoint.
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Figure 4.5: Representation of the recomputing of the optimal path.
waypoint P0 to the original path point Pi, a fraction of the final displacement d f , the green vector
dPPi, is added, as shown in figure 4.6:
df
di
dfi
newPP
pathPoints
dPPi
P0
P1
Prand
Pi
Figure 4.6: New path points computation diagram.
The original path points (pathPoints in the diagram) are represented in gray while the esti-
mated new path points are in blue (newPP in the diagram), as in the previously presented simula-
tion plot.
P0 and P1, the big black dots, are waypoints while Prand , in red, represents the random sample
of the uncertainty area. Therefore d f is the error between where the vehicle thought it would be at
and the actually reached position, as stated in equation 4.16:
d f =
√
(xrandom− xoptimal)2+(yrandom− yoptimal)2 (4.16)
where Prand = (xrandom, yrandom) and P1 = (xoptimal, yoptimal).
4.3 Incorporating uncertainty into the original script 35
An estimate of the real traversed path can then be given by the sum of the pathPoints vector
with the displacement d f :
newPP= pathPoints+d f (4.17)
Furthermore, by splitting the pathPoints vector into smaller vectors di, as explained before,
the newPP vector can be obtained by summing up all the dPPi:
newPP=∑dPPi =∑di+d fi (4.18)
where d fi = did f represent the fraction of the final deviation from P1 to Prand .
By repeating the aforementioned steps until there are no more waypoints left, one reaches the
destination and gets an estimate of the traversed path, as shown in figure 4.7:
0 5 10 15 20 25 30 35 40 45 50
0
5
10
15
20
25
Units = 100 [m]
 
 
Forward current (m/s)
Counter current
-0.4
 
 
 
0
 
 
 
0.6
Figure 4.7: Results with 5 waypoints with the original and the altered algorithms.
Finally, gathering all the data computed above one should be able to determine the total travel
time. For that, two different methods were implemented: the differential time and the direct
computation.
In the original script, the travel time was computed from the starting point to the target as
explained in section 4.2. Therefore, the first way of computing the total travel time consists of
using the original getTimeFromPath function and simply alter the initial point to the waypoint one
is in. After that, to know how long it took to go from waypoint i−1 to waypoint i, the difference
between the travel time from i− 1 to the target and the travel time from i to the target is taken,
hence the name differential time.
Equation 4.19 represents the computation of the total travel time Tdi f :
Tdi f =
numWaypoints+1
∑
i=1
tdi fi−1− tdi fi (4.19)
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where
numWaypoints+1: total number of checkpoints plus the destination point
tdi fi−1 : travel time from check point i−1 to the destination
tdi fi : travel time from check point i to the destination
The direct computation consists of calculating directly the time from each starting point to the
next check point and summing up this subinterval’s times, as stated in equation 4.20:
T =
numWaypoints+1
∑
i=1
ti (4.20)
where
T : total travel time obtained by the direct computation method
ti: time to go from check point i−1 to check point i
4.3.1 Results and discussion
In this section the tests performed to confirm the algorithm’s implementation are described
and the results presented and discussed.
The vehicle speed was set to 1 m/s and the water currents can take values from -0.5 m/s up to
0.5 m/s (the signal represents its direction). The total travel distance is 5 km.
After setting these parameters the first test performed consisted on applying a constant vector
field in the direction of the intended movement to verify its behavior. It was expected to have a
straight line from start to finish, with some small deviations due to the uncertainty simulation.
In figure 4.8, a strong field was generated to represent an intense forward current and, as
expected, in every check point the recomputed path converged towards the destination point.
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Figure 4.8: Application of a constant vector field in the direct of the movement.
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Having set the current to 1 m/s, the expected value for a straight line path would be:
T =
d
vauv+ v f ield
⇒ T = 5000
1+1
= 2500 s (4.21)
This value is equivalent to 41 min 40 s, similar to the obtained 41 min 55 sec, from the
differential time computation and 41 min 57 sec, from the directly computed time.
After having this confirmation, a random path was defined and applied to the problem with
different numbers of checkpoints. Although a random vector field was generated, the same one
was used to test the algorithm with different numbers of checkpoints so that one could assess their
influence in the travel time.
First, a straight line was generated with the initially set conditions 4.3.1, as one can see in
figure 4.9. A straight line corresponds to the shortest path from start to end. So, in order to
compare the time computation resulting of the optimization, the first step was to obtain the straight
line travel duration, which was 1 hour 26 min 58 sec.
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Figure 4.9: Straight line: the shortest path one can take from starting point to the destination.
Afterwards, the algorithm was tested with 5, 10, 15 and 20 checkpoints and the respective
times obtained. The results of these simulations can be seen in figures 4.7, 4.10, 4.11 and 4.12,
respectively.
In table 4.1, one can see the resulting travel times for the aforementioned tests.
Number waypoints Original script time Directly computed time Differential time
5 1 h 25 min 25 sec 1 h 29 min 3 sec 1 h 18 min 30 sec
10 1 h 25 min 19 sec 1 h 23 min 48 sec 1 h 27 min 11 sec
15 1 h 25 min 28 sec 1 h 25 min 55 sec 1 h 23 min 26 sec
20 1 h 25 min 30 sec 1 h 23 min 27 sec 1 h 27 min 29 sec
Table 4.1: Comparison between the results attained with the original script and the altered one.
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Figure 4.10: Results with 10 waypoints with the original and the altered algorithms.
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Figure 4.11: Results with 15 waypoints with the original and the altered algorithms.
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Figure 4.12: Results with 20 waypoints with the original and the altered algorithms.
Looking at table 4.1 it is verified that despite the original time remains almost constant with
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any number of waypoints, both the directly computed time and the differential time present varia-
tions for different numbers of these points.
Comparing the obtained values with the straight line travel time (1 h 26 min 58 sec), the orig-
inal algorithm wins over the implemented one only for a smaller number of points (5 points).
Therefore, one can conclude the reoptimization requires more waypoints in order to present effec-
tive results.
4.4 Update of the currents’ map based in the uncertainty
There are several possible causes for last chapter’s uncertainty. The vehicle’s odometry and
the sensors’ errors, amongst others, are typically well known errors and present values within a
certain range for which one can perform some corrections.
However water currents present more unpredictable behavior. Also errors tend to be much
higher when compared to the aforementioned and, for their randomness, harder to control.
Therefore, in this section the currents’ map change is considered to be the main cause for the
computed uncertainty. A proposal of how one could broaden the application of the previously
computed uncertainty to update the currents’ map at each check point throughout the path is per-
formed.
Updating the currents’ map is particularly important in this problem resolution, since the op-
timization objective function represents the total travel time and this one is dependent on the
currents’ speed.
4.4.1 Base Concept
In previous sections the optimization algorithm was explained and the uncertainty incorporated
in it. At every check point the optimization algorithm takes the difference between the position
the AUV estimated to have reached and its real position. This difference is called uncertainty.
In order to obtain the new current field a weighted average is performed, as shown in the
following equations:
∆d = distance_to_endtotal_distance (4.22)
newField = ∆d ∗ (Prand−Pcheck)+oldField (4.23)
where
∆d: weight, representing how far one is from the destination
distance_to_end: distance from the current check point to the destination
total_distance: total travel distance
newField: updated currents’ map
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Prand−Pcheck: difference between the estimated position and the real one, i.e. uncertainty
oldField: currents’ map one wants to update
Closer to the starting point, the uncertainty should be bigger since one doesn’t know if the
field estimate is correct or not. Therefore, the uncertainty weight is higher and the vector field
undergoes a bigger alteration. As one approaches the destination and hence have a more accurate
and updated map the uncertainty weight decreases and the vector field’s increases, being the update
almost null.
4.4.2 Implementation and results
The aforementioned methodology was implemented and in table 4.2 a comparison between
the computed times with and without considering currents changing over time is presented.
Original
Script Direct time
Direct time
with
currents
Differential
Differential
with
currents
5 1 h 25 m 25 s 1 h 29 m 03 s 1 h 26 m 49 s 1 h 18 m 30 s 1 h 19 m 03 s
10 1 h 25 m 19 s 1 h 23 m 48 s 1 h 23 m 20 s 1 h 27 m 11 s 1 h 25 m 53 s
15 1 h 25 m 28 s 1 h 25 m 55 s 1 h 24 m 52 s 1 h 23 m 26 s 1 h 23 m 28 s
20 1 h 25 m 30 s 1 h 23 m 26 s 1 h 23 m 26 s 1 h 27 m 29 s 1 h 27 m 29 s
Table 4.2: Comparison between the results attained with and without considering the currents’
change effect.
Since currents present a slow variation over time and the simulation has a relatively small
duration (1 h 25 m approximately), the effect of these variations is not very pronounced in the
resulting computation of times. However, in some cases the different vector field produces the
reduction of until 2 m in the computed time (if the update of the vector field was in the opposite
direction of the movement instead of decreasing, an increase of the computed times would be
seen).
Also, the new vector field was obtained. In figure 4.13 one can see the final estimate of the
total path described by the AUV, in blue, and the new estimated vector field, for 20 waypoints.
4.5 Conclusions and future work
In this section a path planning algorithm for marine robotics was presented. This method has
the particularity of predicting the possibility of some deviation from the computed path. At each
check point the uncertainty is quantified and a new optimal path is computed for the remaining
way points until the end, allowing one to have the best possible path from each mission check
point.
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Figure 4.13: Final results with 20 waypoints with a time varying field.
The total travel time was computed in two different ways. The most accurate one, the direct
computation of time over each segment, between check points, requires a higher number of points
to refine the interpolation. Therefore, although the differential time computation is not as accurate
as the optimal time procedure it is close enough to the real value and much less computationally
costly.
Also a prediction of the vehicle’s true path was proposed, to give some intuition about the
deviations effects on the movement.
There are several improvements and future implementations which one could perform. From
the initial list on section 4.3 only the uncertainty was implemented. Therefore, the script responsi-
ble for the water currents’ definition could be customizable (e.g. reading a text file and converting
it in a vectorial field). Also other optimization procedures could be tested and the ’active-set’
method switched for another or even the fmincon function could be replaced.
Another future implementation would be to convert the current script in order to have a 3D
optimization, since water currents vary with depth.
Finally, the vector field update based on the difference between the computed optimal point
and the "real" position of the check point, considering that it changed over time because of a
change of the currents map should be implemented, tested and the results discussed.
An extended abstract on the subject of this chapter was accepted in the Ocean’s 2013 con-
ference, in San Diego. Therefore a paper will be published in the mentioned conference on this
topic.
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Chapter 5
Optimized area scanning
In chapter 4, an algorithm for path planning from a starting point to a target was presented and
developed. Although the intermediate points were computed, the starting point and the destination
were the only two points one could guaranty to travel trough.
However suppose one is in a mission collecting data from a certain area with a preset number
of points of interest. Then the point to point strategy might not be the most efficient one, since the
objective of such is usually not to cross exactly those points but rather travel as close as possible.
Hence optimization the scanning of a certain area is fundamental in this scenario. This chapter
will address the following: maximum scanned area in a minimum time.
There was a discussion about how to develop an algorithm capable of scanning an area (so that
we cover most of the points within a defined space and tolerance) with an optimization technique
or another one, more suitable to solve the problem.
A "trust region" methodology or a dynamic programming algorithm could suit the purpose of
this problem. In the following sections several methods will be discussed and compared.
5.1 Problem Description
The main problem treated in this chapter consists in finding the best way to explore an area
with a set of points of interest. For that, one should divide this area with a certain number of lines
nl .
If this number is higher or equal to the number of points np (not very likely to happen, but
still possible), then the lines should be coincident with the points. Otherwise, for each point there
should be at least a line close enough.
Mathematically the aforementioned is defined in equation 5.1:
max
i
min
j
∣∣Pi−H j∣∣ (5.1)
where Pi stands for point i and H j for line j.
First the closest line to each point is determined, thus for each point i the minimum of the
distances between itself and all lines j is taken. After that, the point which has the maximum
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distance from its closest line is determined. If the minimum of all the distances from the points to
the lines are smaller than a certain threshold value, one is before a valid solution, otherwise one
should move the lines in order to improve the solution until a maximum number of attempts.
These are the basic steps, common to all the methods described in the next sections. Also,
the same normalized squared surface with area equals to 1 will be considered, so that the different
algorithms’ results can be comparable. In figure 5.1 the aforementioned area is represented.
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Figure 5.1: Normalized squared area.
The basic steps are summarized in algorithm 3.1
5.2 Horizontal partitioning
In this section different ways of dividing an area horizontally will be discussed. Therefore, one
has to choose where the lines should be first placed and how one wants their position to evolve.
Four different approaches were discussed: Furthest Point, Between Furthest Points, Furthest
Point and Line and Step Method.
For testing purposes, the same set of points, randomly chosen, was used for all of these meth-
ods. Those points can be seen in table 5.1. As one can see np = 7.
Also, for the same purposes, four lines were chosen, thus nl = 4.
5.2.1 Furthest Point
After finding the closest line for each point (minDisH), one takes the maximum value for this
vector in order to establish which point is further from its closest line (maxMinDistH).
1In the algorithm ITMAX stands for the maximum number of allowed iterations and THRESHOLD represents the
distance considered to be “close enough".
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Algorithm 3 Basic steps of the area scanning algorithms.
1: procedure AREA SCANNING BASIS
2: for all P(i) do min
j
|P(i)−H( j)| ← minDist(i)
3: Find max
i
minDist(i)← maxMinDist
4: if nl > np then
5: Choose lines coincident with points
6: else
7: while it ≤ ITMAX do
8: if maxMinDist ≤ THRESHOLD then
9: Valid solution found
10: else
11: Find new lines
12: end if
13: end while
14: end if
15: end for
16: end procedure
The idea of the Furthest Point method is to take the line corresponding to the maxMinDistH
point and place it on top of the point, moving just one line at each iteration.
The main problem with this algorithm is the fact that if the points of interest are in opposite
directions, really far away from each other, and small number of lines is chosen. Then it can
happen just one or two points have a close line, since the distance is the higher and the lines tend
to be placed on top of them, while the other points remain far away from the lines.
However, with the selected points the results were very good. With a Threshold of 0.2 the
method converged in only 3 iterations and in the case of a smaller value of 0.1, the maximum limit
of iterations was met, but with reasonable values of distance. In figures 5.2 and 5.3, on the left
side the original position of both points and lines is shown, whereas on the right one can see the
results with, respectively, a threshold of 0.1 and 0.2.
In table 5.2 the final minimum distances of each point to the closest line is shown. As one can
see, with a threshold equal to 0.2, every point has at least one line closer or at that exact distance.
On the other hand, for a threshold of 0.1 the goal of having a line closer or at that same distance
is not met. Nevertheless, only one point of interest is not covered (p6). All the others have a line
close enough as intended.
5.2.2 Between Furthest Points
This idea is very similar to the one presented in the previous method. However, instead of
moving one line at a time to the furthest point, it is intended to move all lines, from the furthest
one to the closest at each iteration. Furthermore, the lines should be moved to the space between
the two closest points to the referred lines.
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i x y
1 0.1 0.5
2 0.5 0.8
3 0.2 0.3
4 0.0 0.0
5 1.0 1.0
6 0.6 0.15
7 0.8 0.6
Table 5.1: Example of points of interest in the normalized scanning area.
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Figure 5.2: Horizontal area partitioning with update of the partition to the Furthest Point. Thresh-
old=0.1
Points Furthest Point; threshold=0.1 Furthest Point; threshold=0.2
1 0.00 0.00
2 0.15 0.05
3 0.00 0.20
4 0.10 0.10
5 0.00 0.00
6 0.20 0.20
7 0.00 0.00
Table 5.2: Comparison of the Furthest Point method results with threshold=0.1 and threshold=0.2.
The iterations number was, respectively, 2001 and 3.
The reason for that is exactly to avoid the problem related to the Furthest Point algorithm. In
the case one has points in extreme positions, by placing the lines between the furthest ones, they
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Figure 5.3: Horizontal area partitioning with update of the partition to the Furthest Point. Thresh-
old=0.2
will be closer to all the points.
The problem related to this approach is that if the furthest points are always the same, the lines
will not move anymore, avoiding the algorithm to converge to a valid solution.
In figures 5.4 and 5.5, on the left side the original position of both points and lines is shown,
whereas on the right one can see the results with, respectively, a threshold of 0.1 and 0.2.
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Figure 5.4: Horizontal area partitioning with update of the partition Between the Furthest Points.
Threshold=0.1
In table 5.3, one can see the results of the present method for a threshold of 0.1 and 0.2. For
the first one, the method did not converge while for the higher value it converged in 11 iterations.
This result is worst than with the Furthest Point algorithm. Although, since only a set of points
was tested, one can not rush to conclusions.
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Figure 5.5: Horizontal area partitioning with update of the partition Between the Furthest Points.
Threshold=0.2
Also, for a threshold of 0.1, besides the goal of having a line closer or at that same distance
not being met, there are also two points of interest (p3 and p7) which are not covered, one more
than with the last method. But again, it is prudent not rush to conclusions. More testing should be
performed in order to confirm or not this information.
Points Between Furthest Points; threshold=0.1 Between Furthest Points; threshold=0.2
1 0.00 0.00
2 0.15 0.15
3 0.25 0.10
4 0.05 0.05
5 0.05 0.05
6 0.15 0.00
7 0.35 0.20
Table 5.3: Comparison of the Between Furthest Points approach results with threshold=0.1 and
threshold=0.2. The iterations number was, respectively, 2001 and 11.
5.2.3 Furthest Point and Line
The next discussed method differs only in a small detail from the Between Furthest Points
method: instead of considering the two closest points to the furthest line, one shall move the line
to the average distance from the furthest line and the corresponding point. Since the lines are
moving in every iteration, this method should solve the problem of the previous one of reaching a
local optimum, invalid solution, instead of a global one.
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At the time of the writing the implementation was not concluded. Nonetheless it will be
completed in the short future and used for comparison with other results.
5.2.4 Step Method
Similar to the Trust region algorithm presented in chapter 4, the Step Method starts to distribute
the lines uniformly spaced.
Afterwards, a small step Si is taken up or down the line and the objective function FOi is
computed for that variation.
The third step is to divide the objective function value by the y variations:
∆FO
∆yi
(5.2)
The new lines should be given by:
yi = h+ k
∆FO
∆yi
(5.3)
where k represents the direction of the minimization.
To determine the actual lines one has to determine k and hence one should perform the follow-
ing minimization:
min
i
(
h+ k
∆FO
∆yi
)
(5.4)
Finally, determined k and the new lines, as in the others methods one should confirm if all the
points have at least a line close enough, in a distance less or equal to the threshold value.
Again, at the time of the writing the implementation was not concluded. Nonetheless it will
be completed in the short future and used for comparison with other results.
This method is expected to be the one with the best results, however that will be assessed when
the implementation is finished.
5.3 Vertical partitioning
The same algorithms presented in section 5.2 will be implemented in the future for the vertical
direction, in order to assess the influence of the orientation of the selected lines into the results.
5.4 Conclusions and future work
In this chapter, several approaches to solve an area scanning problem were discussed. Al-
though a significant amount of work is still to be done, in the short future results will be available
for more robust conclusions to be drawn.
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In the short future, the implementation of the methods will be finished and besides the pre-
sented tests explained in this chapter, it is intended to analyze the algorithms behaviors towards
difference sets of points, both chosen, both random.
Furthermore, future work may include exploring alternative methods. For instance partitioning
the scanning area into solids, or relying in a greedy algorithm to determine the optimal approach
for exploring the majority of points with the lowest coast.
Chapter 6
Conclusions and future work
After careful study of the different path planning methods, an Optimization technique was
chosen to be used to determine the best possible path. Although an optimal control problem might
be difficult to formulate and determining a suitable controller a hard process, this type of methods
provide a systematic design framework. Also they are applicable to nonlinear problems and can
deal with constraints, which is very important in order to incorporate, for instance, the marine
currents in to the problem.
Furthermore an Optimization algorithm grants the consideration of the marine currents’ effects
in the determination of the vehicle’s trajectory since in the problem definition itself one has to
include the so called restrictions.
Most of AUVs spend the majority of their available energy in their motion. Therefore, deter-
mining the best possible path, hence optimal, to fulfill a mission will allow a maximum reduction
of energy and time consumption. This contributes the rationale behind choosing an Optimization
technique to perform path planning in this Dissertation.
Two robotic platforms from the OceanSys group were potential candidates fro study in this
Dissertation: AUV MARES and the Slocum Electric Glider were selected. After analyzing both
vehicles, it was concluded they both were adequate for testing an Optimized Path Planning algo-
rithm, although the Glider is better suited for long range missions.
After choosing the vehicles the data collected in the OceanSys’ Slocum Electric Glider’s mis-
sion off the coast of Sesimbra in May 2013 was analyzed. The Dead Reckoning algorithm com-
putes fairly good results but it is much more accurate when allied with the periodic GPS signal
update.
An estimate of the real path that the glider must have followed was computed and the influence
of the GPS accuracy studied (better results come with a higher GPS accuracy). Also, an algorithm
for estimating the water currents’ was proposed as well as its incorporation in the DR algorithm.
The next step was to develop and implement a path planning algorithm for marine robotics
trough an optimization technique. This method has the particularity of predicting the possibility
of some deviation from the computed path. At each check point the uncertainty is quantified and a
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new optimal path is computed for the remaining way points, allowing one to have the best possible
path from each mission check point to the destination.
The total travel time was computed in two different ways. The most accurate one, the direct
computation of time over each segment, between check points, requires a higher number of points
to refine the interpolation. Therefore, although the differential time computation is not as accurate
as the optimal time procedure it is close enough to the real value and much less computationally
expensive.
Also a prediction of the vehicle’s true path was proposed, to give some intuition about the
deviations effects on the movement.
An extended abstract on the subject of chapter 4 was submitted to the Ocean’s 2013 confer-
ence, in San Diego, and it was accepted. Therefore a paper will be published in the mentioned
conference on this topic.
Finally, after performing point to point path planning, a scanning area algorithm was proposed.
This one aimed at making this common mission activity more efficient, in terms of time and energy
consumption.
6.1 Fulfillment of the defined objectives
The main goals of this dissertation were fulfilled since a path planning algorithm based in an
optimization technique was developed, implemented and tested.
As intended, the travel time was reduced and therefore the energy spent throughout a mission
consequently decreased.
With the optimal partitioning algorithm, an efficient method of scanning of a certain area with
a determined number of target points was suggested. Therefore, one could say this algorithm goes
towards the maximization of acquired data in an efficient way.
For the reasons presented above, one can conclude the objectives of this dissertation were met,
although there is still some improvements which could be performed. Thus in the next section
future work will be proposed.
6.2 Future work
There are several developments and future implementations which one could perform, related
to the different algorithms presented in this dissertation.
Future work might be testing and implementing the suggested algorithms related to the cur-
rents’ map estimation. Also, the influence of the GPS accuracy in the path computation could be
more thoroughly studied as well as the currents’ influence in the path.
Regarding the optimized path planning algorithm considering uncertainty, the script responsi-
ble for the water currents’ definition could be customizable (e.g. reading a text file and converting
it in a vectorial field). Also other optimization procedures could be tested and the “active-set”
method substituted for another or even the fmincon function could be replaced.
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Still regarding MATLAB’s adapted script, one could convert the current work in order to
perform a 3D optimization, since water currents vary with depth.
Finally, the developed algorithms should be tested in a real environment and mission in order
to allow one to prove and measure the improvements they can produce.
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