We introduce a novel unsupervised approach for the organization and visualization of multi-dimensional data.
4. Yeast cell cycle: 500 genes with highest standard deviation across the samples were analyzed, using the raw expression data without any manipulation (except for thresholding at the 99th percentile to avoid spikes). The ordered image reveals the heterogeneous nature of the ring, corresponding to separation into different stages of the cell-cycle.
of blue at the corners far from the main diagonal of the distance matrix.
For a real-world application consider the yeast Elutriation-Synchronized cell-cycle expression data (taken from ). ] employed a supervised phasing method to assign genes to five known classes, namely G1, S, S/G2, G2/M and M/G1, utilizing the expression profiles of genes that were previously known to participate in specific phases of the cell cycle. They then proceeded to perform unsupervised analysis, specifically hierarchical clustering, and found that most genes belonging to the same class were clustered together.
Here we simply filtered out the most highly varying transcripts, as monitored during progression of cell-cycle, and proceeded to calculate their pairwise dissimilarity matrix. As seen in fig. 1b4 , the permuted distance matrix contains the signature of a ring. Assigning such a cyclic nature to genes associated with cell-cycle is in accordance with known biological dynamics and functions [Alter et al., 2000] . This example highlights the ease of ordering gene expression data in SPIN, and the informative and intuitive nature of the color-enhanced output. Previous studies have recognized the inherent cyclic nature of this data set [Alter et al., 2000] , but required several stages of data manipulation and normalization, followed by a manual ordering using the PCA projection to convey the results that are easily captured in SPIN.
Multiple clusters
The most common approach to analyzing a data set composed of multiple objects is clustering. However, by emphasizing partitioning of data, the clustering approach neglects the issue of elucidating the shapes of embedded objects in multi-dimensional data. SPIN, on the other hand, focuses on meaningful ordering and presentation, thus gaining insight into local and global structures. This is demonstrated on artificial data ( fig. 2a) , where a presentation of the permuted distance matrix ( fig. 2b ) brings to light the separation into four groups, as can be seen by the sharp boundaries. Furthermore, one can infer the shape of each cluster, as well as the global conformation. The two tight spherical clusters (eyes) appear as dark blue squares on the main diagonal. From the light blue color of the squares between them we can deduce that the eyes are relatively close to each other, i.e. their relative placement.
The next cluster (smile) has a gradient of colors, from dark blue on the main diagonal to light blue at the corners.
As explained above, this indicates an elongated structure. The fourth cluster cycles through the entire spectrum, returning to dark blue at the corners, signifying a cyclic shape (see fig. 1b ). The fact that the distance between opposing points on the ring is the largest (i.e. the darkest red in the matrix) indicates that the ring encompasses all other points. Some clustering algorithms, such as average-linkage and k-means, fail to correctly cluster this data (see fig. 2c-d). Others, such as single-linkage, succeed in rightly separating the data (see fig. 2e ), but are not able to convey the different shape-characteristics of all four objects. A linkage algorithm can be supplemented by a leafordering algorithm [Bar-Joseph et al., 2001] , in order to provide a meaningful organization of points within clusters.
Ring Mouth Eyes
However, even an ordered tree is lacking with respect to highlighting shapes. In SPIN, the inherent coupling between visualization and organization produces a powerful presentation tool. The permuted distance matrix captures the over all layout of compound structures, as well as the local conformation of its components.
Projection enhancement
In the exploration of gene expression data linear models were employed to describe the expression levels of genes as a linear function of common hidden variables. Singular Value Decomposition (SVD) [Alter et al., 2000] was used to decompose the gene profiles into linear combinations of eigengenes, i.e. the eigenvectors of the covariance matrix; Independent Component Analysis (ICA) [Liebermeister, 2002 ] produced a linear model based on hidden variables termed expression modes. In such approaches the projection of data to smaller subspaces reduces noise and allows useful visualization. In SPIN we suggest a different approach, in which the distance matrix is not subjected to any distortions, thus fully preserving the original structure of the data. One advantage of avoiding distortion is elimination of false positives, in the sense that the fingerprint of an elongated structure in the SPIN-permuted matrix invariably implies a genuine elongation in the data. In the supplementary material we further discuss the relationships between the SPIN permutation and projection according to PCA. In the examples presented so far, by applying dimensionality reduction methods, the objects' shapes could be clearly discerned from a 3d projection of the data points. The next example illustrates SPIN's ability to deal with more complex objects embedded in a truly high dimensional space, objects whose structure is seriously distorted when projected onto three dimensions. In such cases even the most up-to-date dimensionality reduction methods are doomed to fail in finding three dimensions which properly capture the data structure. Fig. 3a shows a PCA projection of points constituting a set of seven intersecting twisted cylinders in d = 7 dimensions. Projecting such a relatively complicated object onto the first principal components does not produce a clear image ( fig. 3a) . Coloring the points according to SPIN's linear ordering (see fig. 3b ) produces a much more informative image. Furthermore, the distance matrix ( fig. 3c ) identifies each rod as an elongated structure (along the main diagonal). The relationships between the seven rods can be deduced from the patterns in the off-diagonal regions in the organized distance matrix.
For example, the fact that the rods share a common nexus is reflected by a grid of blue patches. Combination of any dimensionality reduction technique with SPIN may serve to highlight the shape-characteristics of a high-dimensional object, that are not immediately made evident by projection onto a lower dimensional space.
Expression data analysis
In the context of gene expression data we implemented SPIN in an interactive GUI that accepts an expression matrix as input, and supports the following actions:
1. Ordering of samples using genes as features.
2. Ordering of genes using samples as features.
3. Zooming in on subsets of the original expression matrix to order objects in a reduced subspace.
A coupling between samples and genes is produced by the ability to identify a group of genes (samples) that fluctuate in a synchronized manner. Similar in spirit to the Coupled Two-Way clustering approach [Getz et al., 2000] we proceed by using the zoom in operation to order the samples (genes) in a selected reduced subspace. One can redefine the working space in a recursive manner.
Formal statement of the Problem
The input to SPIN is a distance matrix D ∈ R n×n calculated for data composed of n points, and its output is a reordered distance matrix, obtained by permuting the n objects according to a particular permutation P ∈ S n (the permutation group of n points). We denote by P also the permutation matrix associated with P . In search for criteria for an informative permutation, we observed that well-ordered distance matrices exhibit two distinct and sometimes competing properties. First, in many cases the values in the upper rows tend to increase with the column index (and in the bottom rows -decrease), as in fig. 1a3 . This type of ordering demands that large distances are assigned to corners, far from the diagonal. The second, alternative aim is to ensure that the elements near the main diagonal tend to have smaller dissimilarity values, i.e. the linear ordering is such that if two points are positioned near each other, their distance in the full high-dimensional space is also small (see fig. 1b3 ). We term the two properties 'Side-to-Side' (denoted STS ) and 'Neighborhood', respectively.
These attributes can be mathematically formulated by introducing an energy (or cost) function F ≡ F D : S n → R quantifying the quality of a permutation. Thus, the ordering problem becomes finding the permutation P that minimizes F. We concentrate on the following family of functions :
, where tr denotes matrix trace, and W ∈ R N ×N is some weight matrix. For this family, the optimization problem is known as the Quadratic Assignment Problem (QAP), introduced by [Koopmans and Beckmann, 1957] . The general QAP is considered an extremely difficult optimization problem. It is known to be NP-Hard even to approximate, and in practice, usually untractable for n more than 30. (See [Burkard et al., 1998 ] for a comprehensive survey of the problem).
The STS property is captured by setting W = XX T , for some strictly increasing (column) vector X (in our implementation we worked with X i = i − (n + 1)/2). Neighborhood is reflected by choosing W to be symmetric and concentrated in a region, determined by a parameter σ, around its main diagonal (our choice of W is defined below).
We show below that finding a global minimum for our particular choices of F is NP-hard, and we propose two iterative heuristic algorithms to search for minima. We prove, for both algorithms, that the energy is non-increasing on every iteration. Both algorithms were used in the examples presented in this article, but the displayed images are from Neighborhood.
The STS algorithm
We have shown that the STS problem is NP-Complete by reducing it to the well known k-clique problem in graph theory (see supplementary material).
The STS algorithm is given by :
Side-to-Side
Input : D and X.
3. Find P t which sorts S t in a descending order.
set t = t + 1 and go to 2.
We call each pass through steps 2 − 4 a STS iteration, whose complexity is O(n 2 ). Each STS iteration can be viewed as a mapping from the permutation group S n to itself, G D : S n → S n . Thus P is a possible output of STS if and only if it is a fixed point of G D .
In the supplementary material we prove that when the input matrix, D, is a distance matrix, convergence of STS to a fixed point is guaranteed after a finite number of steps. The proof is based on showing that every STS iteration reduces the cost function, F, guaranteing convergence to a local minimum. Note that the STS procedure may converge to a P which does not correspond to the global minimum of F; for different initial permutations the algorithm may terminate at different fixed points, with different values of F. A known strategy to cope with this problem is to start the algorithm from many randomly generated initial permutations, and choose the best fixed point obtained. Moreover, it is also possible to have multiple global minima. For example, define for every permutation
leading to at least two global minima. Some data sets may contain further degeneracies due to inherent symmetries.
In practice it is not essential to reach the global minimum since the fixed points to which the algorithm converges are often just as informative.
The N eighborhood algorithm Claim : The N eighborhood problem is NP-Hard
Proof :
The two ingredients of the problem are the distance matrix D and the weight matrix W . Setting
. This is the cost function for the Travelling Salesman Problem, which is known to be NP-Hard, even in the Euclidian case [Papadimitriou, 1977] .
The following algorithm attempts to relocate a point A to a local neighborhood that best fits it, i.e. none of the points in the neighborhood of A are at a large distance from it.
Neighborhood
Input : D n×n and W n×n
Each passage of steps 2 − 4 constitutes one Neighborhood iteration. The size of the neighborhood is dictated by the choice of W , and in turn, affects the scale at which objects are distinguished.
Step 3 can be accomplished by solving the Linear Assignment Problem. This solution reflects the best current guess for an improved location for all the data points. At every iteration, points are sent to their new location, based on the current ordering of the points.
That is, point A is sent to a new location i(A) on the basis of the presently residing points near i(A). However, since all the points are permuted simultaneously, there is no guarantee that this assignment remains optimal, since the points that were near i(A) may have moved elsewhere. Hence the need to re-iterate. Since the Linear Assignment
Problem is known to be solvable in time O(n 3 ) [Dinic and Kronrod, 1969] , the complexity of each iteration is O(n 3 ).
We prove that the energy is improved on every iteration; thus convergence to a fixed point is guaranteed after a finite time
Using the symmetry of W and the property tr(AB) = tr(BA) we get :
Taking Q = P t−1 gives the desired result.
According to step 4, the algorithm terminates unless a strict inequality holds in the above claim. This prevents cycles of constant energy. Since the permutation space is finite, termination in a fixed point after a finite number of steps is guaranteed.
Our choice for the weight matrix is taken to be Gaussian, W ij = e
, which is then normalized into a doubly stochastic matrix (i.e. sum of each row and column is equal to one). In this case the mismatch matrix M = DW can be viewed as a Gaussian smoothing of variance σ 2 on each row of D. For a given data set, there exists a range of relevant length scales, where large scales reflect the over all layout of the data, while smaller values give a better local organization at the expense of possibly fragmenting larger structures. This is captured in SPIN by controlling the value of σ. One heuristic scheme that usually works well is starting with a very large σ, iterating several times, then lowering σ (e.g. by a factor of 2) and so forth, in the spirit of simulated annealing. Moreover, the solution of the linear assignment problem (step 3 in the algorithm) can be efficiently approximated by finding the minimum of each row of M , and then sorting the indices of the minima (ties are broken arbitrarily). This heuristic, though not guaranteed to reduce F at every iteration, generally yields a low energy solution, while considerably speeding up the calculations.
Application to colon cancer
The biological question addressed here is that of recognizing alterations in gene expression that may be linked with the progression of cancer. SPIN is especially appropriate for this analysis, since cancer evolution is an inherently continuous process, which arises from a gradual accumulation of genetic alterations that promote selection of cells with increasingly aggressive behavior. Such continuity may be completely overlooked by traditional methods that emphasize clear separations. Colon cancer is a good model system since samples are readily available across several, well-defined, stages of the disease, enabling a study of the onset of the neoplastic transformation. Expression profiles were determined for seven types of samples using the Affymetrix U133A GeneChip [Tsafrir et al., 2004] : 47 primary carcinomas; 24 adenomas; 22 normal colon epithelium; 16 liver metastasis; 19 lung metastasis; 11 normal liver; and 5 normal lung. Standard pre-processing of the data included thresholding to 10 (i.e. all expression values smaller than 10 were set to 10) and log 2 transformation. A variance filter was utilized to concentrate on the most relevant genes. We started with the 500 highest varying transcripts, then doubled the number; since there was a significant change in the results, the number of transcripts was doubled again, to 2000. Seeing as this did not alter the main conclusions to a noticeable degree we continued to work with the top 1000.
In the context of such complex data, the search for genes and pathways that are causally involved in cancer is complicated by the need to distinguish their signal from a large background of innocent bystander genes, whose expression levels appear altered due to secondary causes. An initial objective is to generate an overall impression of the data's structure, identifying major partitions and relationships. By filtering the highest variance genes and ordering the resulting expression matrix in SPIN (see fig. 4d ) one can get a global view of the data. Two separate ordering operations were performed: one on the genes' distance matrix (rows; fig. 4c ) and another on the samples' distance matrix (columns; fig. 4b ). Thus, the two-way organized expression matrix allows one to study concurrently the structure of both samples and genes. In consecutive analysis stages, detailed in the following paragraphs, we proceeded to focus individually on sets of correlated genes that were identified in this initial step. SPIN is used to re-order the samples in the context of each gene-set separately, and the resulting permutation is shown to be informative of the underlying biology (see fig. 4e-g ). This process of iteratively identifying and focusing on relevant subsets of the initial data matrix is reminiscent of the previously proposed Coupled Two-Way Clustering algorithm [Getz et al., 2000] .
Liver contamination
Previous expression-data studies recognized the challenge posed by the heterogeneous composition of sampled tissues [Alon et al., 1999] , which was not answered in the context of traditional analysis methods [Ghosh, 2004] . In the current data the clearest separation in the samples is according to their organ of origin -either colon, liver or lungwith the liver samples forming the most distinct group (see fig. 4b ) . Even though the tissue samples were carefully dissected, the strongest expression signals are indeed related with the composition of the various samples. The most prominent gene-cluster, highlighted by the bottom black rectangle (Fig. 4c-d) , is characterized by highest expression levels in the liver samples. The annotation of genes belonging to this cluster is related to liver functions (including SERPINA3, CP, HP and APOC1), and therefore we refer to it as liver-specific. These liver-specific genes are totally irrelevant to the disease, and yet when performing a PCA projection of the samples ( fig. 4a ) the first principal direction (explaining 34 percent of variance) is dominated by the difference between normal liver and all other samples. The highly relevant aspect of this phenomenon is that some of the liver metastasis samples display elevated expression levels for the liver-specific genes, shifting their placement in the SPIN ordering towards the location of the normal liver samples. This hinders the ability of traditional statistical analysis methods to generate a list of genes associated with metastatic cancer; when searching for genes with high expression in liver metastasis versus carcinoma samples, liver-specific genes may be implicated. Indeed a supervised hypothesis test [Pan, 2002] generated a list of genes significantly over expressed in liver metastasis as compared to the primary tumor samples (387 transcripts out of the examined top 1000 passed the Wilcoxon ranksum test with FDR of q = 0.05 [Benjamini and Hochberg, 1995] ). The vast majority of these (97 percent) are associated with liver functions and are in fact members of our liver-specific cluster ( fig. 4e ). The increased expression for these genes is probably a byproduct caused by contamination of the metastasis samples with normal liver tissue. Therefore, these genes could potentially serve as the basis for constructing a liver-metastasis classifier [Dudoit et al., 2002] ; However, analysis based on SPIN clarifies that they do not play a role in the progression of cancer, but rather as a tissue-of-origin indicator.
Muscle and connective tissue contamination
As demonstrated in the previous section, the problem of tissue heterogeneity may be a major complication, and one that was mostly unresolved by traditional analysis methods. In some data sets an assessment by the pathologist of the percentage of relevant tissues in each sample is available [Notterman et al., 2001 , Alon et al., 1999 , and this information can be utilized to construct an appropriate statistical test [Ghosh, 2004] . In the current data no such knowledge is available, which prevents the proper employment of supervised methods, and necessitates the use of an unsupervised approach. For example, consider a group of genes that appear significantly under-expressed in the neoplastic samples as compared with normal tissue (434 transcripts out of the examined top 1000 passed the Wilcoxon ranksum test with FDR of q = 0.05). It has already been observed in colon cancer studies that tumor samples are more biased towards epithelium tissue then their normal counterparts, causing apparent under-expression of genes functioning in muscle and connective tissues [Alon et al., 1999] . In the SPIN-permuted data ( fig. 4c-d) the transcripts that show reduced expression in diseased tissue clearly separate into two different gene-profiles. One of this gene-clusters ( fig. 4f ) exhibits extreme variation in expression in the context of the normal colon samples, which is visually manifested by a pattern of elongation in the relevant SPIN-sorted distance matrix (see fig. 4f )).
The annotation of these genes associates them with smooth muscle and connective tissue. Therefore, a likely cause for the disparity in expression among the normal samples are the differences in tissue composition. The reduced variability detected in the tumor samples (most tumors form a tighter, less elongated shape in fig. 4f ) is consistent with the observation made in earlier studies that those samples contain mostly epithelial tissue [Alon et al., 1999] , and with the fact that in this experiment they were carefully dissected [Tsafrir et al., 2004] . The adenomas exhibit the lowest expression, perhaps associated with the fact that these benign precursors of cancer protrude into the lumen of the colon, making it easier to remove them surgically without inadvertently including some surrounding muscle or connective tissue. Therefore, using SPIN to study the profile of this gene-cluster clarified that even though the genes are significantly differentially expressed between normal and tumor they are not connected with the neoplastic transformation, but rather with tissue mixtures.
Gradual loss of differentiation
The analysis described in the previous section illustrates how an unsupervised visualization tool such as SPIN can serve to guide rigorous statistical analysis. Employing supervised statistical tests to compare our normal colon samples with the tumors resulted in a mixed list, which included some genes that the SPIN analysis revealed to be related with tissue-mixtures. It is further possible using SPIN to distinguish the desired set of disease-progression associated genes, and show that the reduction in their expression is correlated with the gradual onset of the cancer.
Focusing on this subset of genes reveals that in this context the samples trace an elongated shape ( fig. 4g) , with the normal colon epithelium placed to one side, followed by the adenomas that show a somewhat reduced expression, which is even lower in the carcinoma samples. This set includes genes that were observed to be preferentially expressed in human epithelial cells and down-regulated in cancer, such as carbonic anhydrases [Notterman et al., 2001 ], Guanylate cyclase activators [Birkenkamp-Demtroder et al., 2002] and EPLIN [Maul and Chang, 1999] . A plausible hypothesis is that these genes are associated with colon functions, and that the SPIN-permutation highlights a gradual loss of differentiation in the transformed tissue. Perhaps the percentage of cells that still keep their colon functions is steadily reduced with the progression of the disease. To conclude, supervised tests were employed to answer a specific question -e.g. differential expression in sick versus healthy tissue, while the analysis in SPIN revealed that some of the implicated genes answer a very different question, i.e. which samples contain the highest proportion of muscle and connective tissue.
Metastasis associated signal
The analysis of the colon cancer data demonstrates a situation where SPIN can be used to assign new labels to samples, and employ this knowledge to improve the application of supervised methods. Metastasis samples, for example, can be marked according to the degree of surrounding normal tissue inadvertently included in the sample's preparation. One way of gaining this information is in the context of the liver-specific cluster, where the samples' expression profiles can be viewed as the result of a gradual mixing process, starting with samples extracted from the colon, that contain no liver tissue, and continuing with the metastasis samples that vary in the amount of liver contamination. The degree of liver mixture in each sample is reflected by the SPIN ordering, as can be seen in fig. 4e . The least contaminated metastasis samples can be distinguished by their placement next to the cluster of primary tumors, and labelled as clean. A clustering algorithm, such as average linkage, although clearly separating between normal liver and primary tumors, does not produce such meaningful ordering of the metastasis samples.
Therefore, SPIN is especially useful in this situation since it can be used to perform a type of electronic microdissection, allowing identification of the cleanest metastasis samples. A similar procedure can be performed for the lung metastasis samples by using the normal lung samples. It is than possible to proceed by focusing on the clean metastasis samples (from both liver and lung) to uncover genes relevant to the metastatic process. The resulting list included several known oncogenes (such as VEGF, CSE1L [Behrens et al., 2003 ],TGIF2 and UBE2C); in particular, some are located on chromosomal arm 20q, a region which has been previously shown to be amplified in metastatic colon cancer [Platzer et al., 2002] . In SPIN one can further observe that this group of genes exhibits a gradual elevation in expression which is coupled with the progression of the cancer -from normal tissue, through polyps, increasing in primary tumors and culminating in the clean metastasis samples.
Summary and discussion
The emphasis of SPIN is on providing an informative image of the data, one that facilitates extraction of meaningful characteristics. The distance matrix ordered by SPIN can reveal the finger-print of "objects" (e.g. regions with high density of data points) of various shapes that are embedded in a high dimensional representation of the data.
We demonstrated this for objects of fairly complex general shapes, including an elongated rod, associated with a continuous variable and for a curve that closes upon itself indicating a cycle, as well as for gene-expression data on cell-cycle and differentiation 1 . Furthermore, the reordered distance matrix is also able to identify multiple objects, where the main linear variation of each entity is followed sequentially, and for which the inter-object relationships, such as their relative placement, can be also identified. The concept of presenting an organized distance matrix is not new, but the SPIN-permuted matrix is shown to be more informative than images produced by popular methods.
SPIN was used to resolve the problem of tissue-mixtures in colon cancer expression data, and consequently to allow a clear identification of a set of genes implicated in the gradual loss of differentiation of the transformed tissue.
We presented two different search heuristics for exploring permutation-space: STS generates a distance matrix that preferentially places red-colored elements (which denote large distances) near the top-right (and bottom-left) corners. Thus points that are placed far apart in the linear ordering are also distant in the full high-dimensional space. Neighborhood, on the other hand, tries to make sure that elements located near the main diagonal are bluecolored, i.e. neighboring points in the linear ordering are also close to each other in the high dimensional space. This subtle distinction in emphasis may lead to substantial difference in the results, as different energy functions reveal alternative aspects of the data, thus enabling the study of diverse properties. From a practical point of view, the STS algorithm is faster, while the Neighborhood algorithm produces better results for complex data, especially containing compound objects. Therefore, a user could start by applying STS, which would generate an image that visually manifests the major elongation in the data, and proceed by utilizing Neighborhood to study the more intricate objects.
The important advantages of SPIN are: (1) the simplicity of the underlying algorithm, which makes it easily implementable, accessible and clear to a wide range of users. fig. 3 where the color coded ordering significantly clarifies the PCA image. Furthermore, the colon cancer application demonstrates a biologically important scenario where the lack of sufficient labels prevents the exclusive employment of supervised statistical methods, while the continuous nature of the underlying biological process makes SPIN an especially appropriate exploration methodology.
