Introduction
This paper shows part of the outcomes of an on-going project, "Spatial Analysis Toolbox (SA-Toolbox)". This project is one of the sub-projects of the six-year project (1998) (1999) (2000) (2001) (2002) (2003) , "Spatial Information Science for Human and Social Sciences (SISforHSS)", supported by the Ministry of Education and Science, Japan. The SISforHSS project has two major aims. The first aim is to establish the spatial data infrastructure (i.e. the clearinghouse and spatial data sharing systems) for supporting researchers in 'spatial-data-based' human and social sciences, i.e. human and social sciences that heavily use spatial data (in particular, urban and regional economics, human geography and archeology). The second aim is to develop user-friendly tools for spatial analysis commonly used in spatial-data-based social and human sciences. The SA-Toolbox project is one of the sub-projects to achieve the second aim.
In this paper, we first show a general framework for the SA-Toolbox and a web system for introducing free software of spatial analysis served on the Internet. Second, we show a toolbox of spatial analysis on a network -one of the tools in the SA-Toolbox. Note that since this project is under development, the contents shown in this paper might not be complete and consistent.
A General Framework for Spatial Analysis
We often carry out spatial analysis in terms of spatial relations (Baily and Gatrell, 1995) , for example, the distribution of convenience stores in relation to subway stations (Ex1); the distribution of fashionable stores in relation to arterial streets (Ex2); the distribution of high-class apartment buildings in relation to parks (Ex3), and so forth (note that these spatial relations should be distinguished from those studied by Egenhofer and Franzora (1991) ). Such spatial relations are numerous in the actual world, but they may be classified according to the combination of a few factors. An idea was proposed by Okabe (1998) and a similar classification is used in to classify various kinds of Voronoi 2 diagrams.
We consider three factors: objects (O), spaces (S) and distances (D). Objects may be classified into O0: 0-dimensinal (point-like) objects, O1: 1-dimensional (line-like) objects, O2:
2-dimensional (polygon-like) objects, O3: 3-dimensional (polyhedron-like) objects, and so forth. Spaces may be classified into S0: 0-dimensional space (a set of points), S1 :
1-dimensional space (a network), S2: 2-dimensional space (a plane, a surface), S3: 3-dimensional space, and so forth. Distances may be D1: Euclidean distance, D2: Manhattan distance, D3: the shortest-path distance, D4: the great circle distance and so forth. The table also shows all functions provided by the software (marked by ○). We choose one name, say ExploStat ; then the page links to the page shown in Figure 4 , where authors and the URL addresses are shown. If we click one of the addresses, the page links to that page, and we can see how to obtain the software. 
Potential Demand for Spatial Analysis on a Network
Having surveyed the free software of spatial analysis, we realize that existing methods are too narrow to deal with actual spatial phenomena. Most methods deal with spatial relations among the same point-like objects in the 2-dimensional space with Euclidean distance, 5 (O0,O0 ;S2, D1 ). To broaden the application range of spatial analysis, we are now developing a toolbox for spatial analysis on a network (1-dimensional space) with the shortest-path distance (O0,O0 ;S1, D3 ). A rationale of this development is as follows.
Recently locational competition of retail stores in a densely inhabited region becomes very hard. For instance, in the central region of Tokyo (23 Wards; 621 squared km with 8 million inhabitants), almost five thousands convenience stores are competing their locations (heuristic methods for dealing with this large set of data are shown by Sadahiro, 2002) . A distinctive feature of this type of stores is that each market area is small. Because of this nature, marketing is concerned with microscopic geographical factors with a street network.
Such marketing is called micro-marketing (Buxton, 1992) . GIS provide a powerful tool for micro-marketing, but a problem with that is poor analytical tools. The most traditional analytical tools are based upon the assumption that the market areas are represented by a homogeneous plane, and distance is measured with Euclidean distance. In a small area, however, irregular streets produce a heterogeneous plane and consumers access to stores through a street network. This suggests that there be great potential demand for analytical tools for micro-spatial analysis on a network where distance is measured with the shortest-path distance (Miller, 1995 (Miller, , 1999 .
Network Space
We suppose that the real world is represented by a network (one-dimensional space, S1) formed by connected line segments, and that every geographical object is assigned on the network ( Figure 5 ). For instance, a store is assigned on a point on the network in terms of its access point, i.e. the gate or the entrance of the store; a house of a consumer is also assigned to a point on the network in the same manner (the white points in Figure 5 ; the dark green points in Figure 7 ). Thus the distributions of stores and consumers are represented by the distributions of points on the network. A line segment of the network may have attribute values, such as the width of a street, and a traffic volume. This function is to generate a point for a polygon representing a geographical object (such as a house) (see the black circles in polygons in Figure 5) .
ii) Assign a point to a point on a network This function is to assign a point that is not on a network to the nearest point on the network (see the white circles in Figure 5 ).
iii) Generate random points on a network
This function is to generate points on a network according to the Poisson point process on the network (i.e. the probability of a point being placed on a unit line segment on the network is the same regardless of the location of the segment on the network). This function may be used for Monte Carlo simulations.
iv) Generate a Voronoi diagram on a network
This function is to construct a Voronoi diagram generated by a set of points on a network (Okabe, Boots, Sugihara and Chiu, 2000) .
v) Test by the cell count method
This function is to test randomness of points distributed on a network by use of the cell count method as an extension of the quadrat count method on a plane with Euclidean distance.
vi) Test by the nearest neighbor distance method
This function is to test randomness of points distributed on a network by use of the nearest neighbor distance method as an extension of the nearest neighbor distance method on a plane with Euclidean distance (Okabe, Yomono and Kitamura, 1995) .
vii) Test by the conditional nearest neighbor distance method
This function is to test if points (of Type A, say convenience stores) are independently and randomly distributed with respect to a set of fixed points (of Type B, say stations) (Okabe and Miki, 1984) .
viii) Test by the K-function method
This function is to test randomness of points distributed on a network by use of the K-function method as an extension of the K-function method on a plane with Euclidean distance (Okabe and Yamada, 2001; Yamada and Thill, 2002) 
ix) Test by the cross K-function method
This function is to test if points (of Type A) are independently and randomly distributed with respect to a set of fixed points (of Type B) (Okabe and Yamada, 2001) .
x) Estimate market areas using the Huff model
This function is to estimate the choice probability of choosing stores when consumers' behavior is described by the Huff model (Okabe and Kitamura, 1996) . xi) Estimate the demand for a store using the Huff model This function is to estimate the demand of a store when consumers' behavior is described by the Huff model ).
Implementation
We implement the above toolbox with two systems. The first system is a viewer. We suppose ArcView8.x. The second system is the network-computation system, which consists of programs performing the functions mentioned in Section 6. The programs are written in terms of Visual Basic for Applications and Visual C++. It should be noted that the network computation system is independent of a viewer. Thus we may replace ArcView8.x with another viewers. To run the toolbox, we should develop the interface joining a viewer and the network computation system. Needless to say, this interface heavily depends on the viewer.
We suppose that network data are given in terms of ESRI's shapefile data format, because it seems to be the most popular data format. According to ESRI's shapefile data definition, a network is described in terms of PolyLine. The PolyLine is, however, not convenient to interface the programs in the network-computation system, because the topological data of nodes are implicit. To interface ArcView8.x with the network-computation system, we derive tables showing adjacent nodes from the PolyLine. To illustrate this derivation, an example is depicted in Figure 6 , which shows a network consisting of three Parts, whose PolyLine is shown in Tables 1 and 2. Tables 3 and 4. Table 3 shows identification numbers of nodes (the 1 st column), pointers for Table 4 (2 nd column), and the coordinates of nodes (the 3 rd and 4 th columns). Table 4 shows adjacent nodes (the 1st column) and the length between adjacent nodes (the 2nd column). For instance, consider node 2. Table 1 shows that node 2 has pointer 3. Pointer 3 in Table 4 shows that node 2 is adjacent to nodes 1 and 3. These tables are commonly used in network computation. All programs in the networkcomputation system run with these two tables (Aho, Hopcroft, and Ullman, 1974) . 
Pointers coordinates
The first key computational method for performing the functions in Section 6 is a method for constructing the 'extended' shortest-path tree rooted on a node. Details of the computation are shown in Okabe and Yamada (2001) . Here we outline the procedure with an illustrative example shown in Figures 7-10 . Figure 7 shows a network (the green lines), consumers (the dark green points), and a store (the orange point). Using the Dijkstra method, we obtain the shortest-path tree rooted on the store; the result is shown with the green lines in As is seen in Figure 8 , the shortest-path tree does not cover the whole network (the red lines in Figure 9) . To obtain the shortest-path tree that covers the whole network, called the 'extended' shortest-path tree, we first obtain the 'collision points' (the yellow points in Figure   9 ) on the complement of the shortest-path tree with respect to the whole network (the red lines in Figure 9 ). The collision point has the property that there exist two different shortest-paths that have equal length from the root (the broken lines in Figure 9 ). We cut the network at the collision points ( Figure 10 ). Next, we generate the shortest-path tree on this modified network. The resulting shortest-path tree is called the extended shortest-path tree ( Figure 10 ).
The second key computational method for performing the functions in Section 6 is a method for constructing a Voronoi diagram on a network. This method is just a simple application of the method of constructing the extended shortest-path tree mentioned above. We add one dummy node and join this node and generator nodes of the Voronoi diagram with links of zero length (Figure 11a ). Then the extended shortest-path tree rooted on the dummy node gives the Voronoi diagram on the network, i.e. a set of shortest-path trees rooted on generators (the set of dark blue lines and the set of light blue lines in Figure 11b ).
(a) (b) Figure 11 : A dummy point and dummy links added to a network (a), and the Voronoi diagram generated by node 12 and node 13 (node 11 is the boundary (collision) point).
The method for managing the data of an extended shortest-path tree and those of a Voronoi diagram (a set of the extended shortest-path trees) are the same. The data of extended shortest-path trees are managed in the form of Tables 5 and 6 . Table 5 manages the identification numbers of nodes (the 1 st column) and pointers for Table 6 (the 2 nd column). Table 6 manages the nearest generator nodes (the 1 st column), the predecessor node(s) of a node with respect to the shortest-path from the nearest generator node (the 2 nd column), and the length of a link (the last column). For example, consider node 1. Table 5 shows that the pointer of node 1 is the 1 st row. The 1 st row in Table 6 shows that the nearest generator is 13, and the predecessor node of node 1 is node 2 (Figure 11b ). Note that the nearest generator node is not always one. For example, the nearest generator nodes from node 11 are node 12 11 and node 13 (the 21 st and 22 nd rows in Table 6 ), implying that the node 11 is a boundary node (a collision point). Using these tables, we are now developing the programs performing the functions mentioned in Section 6. We have already developed the functions iv), x) and xi) in Section 6, i.e. the function of generating a Voronoi diagram, and the functions of estimating the choice probability and the demand of a store when consumers' behavior is described in terms of the Huff model Morita et al. 2001) . Figure 12 shows an example obtained from the function x), where the store of concern is indicated by the triangle and the estimated choice probabilities for that store is indicated by colored marks according to the levels of probabilities. Figure 13 shows the dominant area of each store (i.e. the area in which the probability of choosing that store is the highest). The dominant area of each store, i.e. the probability of choosing that store is the highest (the stores are indicated by triangles).
8. Concluding Remarks
As we mentioned in the introduction, the toolbox for spatial analysis on a network is under development. It will probably be completed by September 2002. When the toolbox is completed, it will be open to public.
