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Abstract
The chromatic polynomials are studied by several authors and have important applications in
different frameworks, specially, in graph theory and enumerative combinatorics. The aim of this
work is to establish some properties of the coefficients of the chromatic polynomial of a graph.
Three applications on restricted Stirling numbers of the second kind are given.
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1 Introduction
The chromatic polynomial was introduced by Birkhoff [1] and studied later by Whitney [17, 18],
Birkhoff and Lewis [2], Read [11] and several other authors. The chromatic polynomial of a graph
can be used as a tool to find the number of possible partitions of a finite set under some particular
restraints such that the Stirling numbers of the second kind [16]. For a given graph G = (V,E) of order
n and λ ∈ N, a mapping f : V → {1, 2, . . . , λ} is called a λ-coloring of G if f(u) 6= f(v) whenever the
vertices u and v are adjacent in G. The λ-colorings f and g of G are regarded as distinct if f(x) 6= g(x)
for some x in G. The chromatic polynomial P (G,λ) counts the number of (proper) λ-colorings of G.
For example, it is known that P (On, λ) = λ
n, P (Kn, λ) = (λ)n and P (Tn, λ) = λ (λ− 1)
n−1
, n ≥ 1,
where On is a graph of order n and without edges, Kn is the complete graph of order n, Tn is a tree
of order n and (λ)n = λ (λ− 1) · · · (λ− n+ 1) if n ≥ 1 and (λ)0 = 1. More generally, the chromatic
polynomial of G can be written as P (G,λ) =
n∑
i=χ(G)
αi (G) (λ)i , see [4, Thm. 1.4.1], where αi (G) is
the number of ways of partitioning V into i independent sets and χ (G) is the chromatic number. For
use later, recall that, if G1 = (V1, E1) and G2 = (V2, E2) are graphs on disjoint sets of vertices, their
union is defined by the graph G1 ∪ G2 = (V1 ∪ V2, E1 ∪E2) and P (G1 ∪ G2, λ) = P (G1, λ)P (G2, λ),
see for example [4, Sec. 1.2]. In this paper, for a given graph H, we present some properties for the
families of graphs On ∪H, Kn ∪H and Tn ∪H. In the next section, we give some recurrence relations
for the coefficients αk (On ∪H) , αk (Kn ∪H) and αk (Tn ∪H) and some results on log-concavity and
Po´lya-frequency for sequences related to these coefficients. In the three last sections, we present three
applications on restricted Stirling numbers of the second kind.
1
22 Recurrence relations and some consequences
Let H be any graph of h vertices, On be the graph of n (≥ 1) vertices and no edges and let O0 be
the graph with no vertices, Kn be the complete graph of n (≥ 1) vertices with K0 be a graph with no
vertices and Tn be a tree of n (≥ 1) vertices with T0 be a graph with no vertices. In this section, we
give some recurrence relations for the coefficients αk (On ∪H) , αk (Kn ∪H) , αk (Tn ∪H) and some
of their consequences.
Theorem 1 Let n, s, k be nonnegative integers with 0 ≤ s ≤ n. Then, αk (On ∪H) = 0 if k < χ (H)
or k > n+ h and for χ (H) ≤ k ≤ n+ h we have
αk (On ∪H) =
k∑
j=χ(H)
{
s+ j
k
}
j
αj (On−s ∪H) .
In particular, for s = n, we get
αk (On ∪H) =
k∑
j=χ(H)
{
n+ j
k
}
j
αj (H) ,
and, for s = 1, we get
αk (On ∪H) = kαk (On−1 ∪H) + αk−1 (On−1 ∪H) , n ≥ 1,
where the numbers
{
n
k
}
r
are the r-Stirling numbers of the second kind.
Proof. From [4, Sec. 1.2] we have P (On ∪H,λ) = λ
sP (On−s ∪H,λ) , 0 ≤ s ≤ n.
Then, since the graph On ∪H is of order n+ h and
χ (On ∪H) = max (χ (On) , χ (H)) = max (1, χ (H)) = χ (H) ,
we may state that αk (On ∪H) = 0 if k < χ (H) or k > n+ h, and otherwise, we have
n+h∑
k=χ(H)
αk (On ∪H) (λ)k =
n+h∑
j=χ(H)
αj (On−s ∪H)λ
s (λ)j .
On using the known identity (z + j)s =
∑s
k=0
{
n+j
k+j
}
j
(z)k , see [3], we can write
λs (λ)j = (λ)j (λ− j + j)
s =
s∑
k=0
{
n+ j
k + j
}
j
(λ)j (λ− j)k
and since (λ)j (λ− j)k = (λ)k+j we get λ
s (λ)j =
s∑
k=0
{
n+j
k+j
}
j
(λ)k+j =
s+j∑
k=j
{
s+j
k
}
j
(λ)k . Then
n+h∑
k=χ(H)
αk (On ∪H) (λ)k =
n+h∑
j=χ(H)
αj (On−s ∪H)
s+j∑
k=j
{
s+ j
k
}
j
(λ)k
=
s+j∑
k=j
(λ)k
k∑
j=χ(H)
αj (On−s ∪H)
{
s+ j
k
}
j
.
So, we get αk (On ∪H) =
∑k
j=χ(H) αj (On−s ∪H)
{
s+j
k
}
j
. 
3Theorem 2 Let n, s, k be nonnegative integers with 0 ≤ s ≤ n. Then, αk (Kn ∪H) = 0 if k <
max (n, χ (H)) or k > n+ h and for max (n, χ (H)) ≤ k ≤ n+ h we have
αk (Kn ∪H) =
k∑
j=max(n−s,χ(H))
(
s
k − j
)
(j + s− n)s+j−k αj (Kn−s ∪H) .
In particular, for s = n, we get
αk (Kn ∪H) =
k∑
j=χ(H)
(
n
k − j
)
(j)n+j−k αj (H) ,
and, for s = 1, we get
αk (Kn ∪H) = (k − n+ 1)αk (Kn−1 ∪H) + αk−1 (Kn−1 ∪H) , n ≥ 1.
Proof. From [4, Sec. 1.2] we have P (Kn ∪H,λ) = (λ− n+ 1)P (Kn−1 ∪H,λ) . Hence
P (Kn ∪H,λ) = (λ− n+ s)s P (Kn−s ∪H,λ) , 0 ≤ s ≤ n.
Then, since the graph Kn ∪H is of order n+ h and
χ (Kn ∪H) = max (χ (Kn) , χ (H)) = max (n, χ (H)) ,
we state that αk (Kn ∪H) = 0 if k < max (n, χ (H)) or k > n+ h, and otherwise, we have
n+h∑
k=max(n,χ(H))
αk (Kn ∪H) (λ)k =
n−s+h∑
j=max(n−s,χ(H))
αj (Kn−s ∪H) (λ− n+ s)s (λ)j .
By the fact that the sequence of polynomials ((λ)n, n ≥ 0) is of binomial type, the expression
(λ− n+ s)s (λ)j can be written as
(λ− n+ s)s (λ)j = (λ− j + j + s− n)s (λ)j
=
s∑
k=0
(
s
k
)
(j + s− n)s−k (λ− j)k (λ)j
=
s∑
k=0
(
s
k
)
(j + s− n)s−k (λ)k+j
=
s+j∑
k=j
(
s
k − j
)
(j + s− n)s+j−k (λ)k .
So, it results that
n+h∑
k=max(n,χ(H))
αk (Kn ∪H) (λ)k
=
n−s+h∑
j=max(n−s,χ(H))
αj (Kn−s ∪H)
s+j∑
k=j
(
s
k − j
)
(j + s− n)s+j−k (λ)k
=
n+h∑
k=max(n,χ(H))
(λ)k
k∑
j=max(n−s,χ(H))
(
s
k − j
)
(j + s− n)s+j−k αj (Kn−s ∪H) .
The identification of the coefficients of (λ)k complete the proof. 
4Theorem 3 Let n, s, k be nonnegative integers with 0 ≤ s ≤ n. Then
αk (Tn ∪H) = 0 for k < max
(
2− δ(n=1) − 2δ(n=0), χ (H)
)
or k > n+ h,
and, for max
(
2− δ(n=1) − 2δ(n=0), χ (H)
)
≤ k ≤ n+ h we have
αk (Tn ∪H) =
k∑
j=max(k−s,0)
{
s+ j − 1
k − 1
}
j−1
αj (Tn−s ∪H) .
In particular, for s = n, we get
αk (Tn ∪H) =
k∑
j=1
{
s+ j − 1
k − 1
}
j−1
αj (H)
and, for s = 1, we get
αk (Tn ∪H) = (k − 1)αk (Tn−1 ∪H) + αk−1 (Tn−1 ∪H) , n ≥ 1.
Proof. The graph Tn ∪H is of order n+ h and we have
χ (Tn ∪H) = max (χ (Tn) , χ (H)) = max
(
2− δ(n=1) − 2δ(n=0), χ (H)
)
,
we conclude that αk (Tn ∪H) = 0 if k < max
(
2− δ(n=1) − 2δ(n=0), χ (H)
)
or k > n+h, and otherwise,
we have
P (Tn ∪H,λ) = P (Tn, λ)P (H,λ) = λ (λ− 1)
n−1
P (H,λ) ,
which gives P (Tn ∪H,λ) = (λ− 1)
s
P (Tn−s ∪H,λ) , 0 ≤ s ≤ n.
This relation is equivalent to
n+h∑
k=0
αk (Tn ∪H) (λ)k =
n+h−s∑
j=0
αj (Tn−s ∪H) (λ− 1)
s (λ)j .
Similarly to λs (λ)j (see proof of Theorem 1), we get
(λ− 1)s (λ)j =
s+j∑
k=j
{
s+ j − 1
k − 1
}
j−1
(λ)k .
Then, the last equality becomes
n+h∑
k=0
αk (Tn ∪H) (λ)k =
n+h−s∑
j=0
αj (Tn−s ∪H)
s+j∑
k=j
{
s+ j − 1
k − 1
}
j−1
(λ)k
=
n+h∑
k=0
(λ)k
k∑
j=max(k−s,0)
{
s+ j − 1
k − 1
}
j−1
αj (Tn−s ∪H) ,
which gives thus the result. 
To give the following proposition, let us recall some definitions and results on log-concavity, Po´lya-
frequency and q-log-convexity. Indeed, let u0, u1, u2, . . . , be a sequence of nonnegative real numbers.
It is log-concave (LC) if ui−1ui+1 ≤ u
2
i for all i > 0, and, it is called a Po´lya-frequency sequence
(or a PF sequence) if all minors of the matrix A = (ui−j)i,j≥0 have nonnegative determinants (where
uk = 0 if k < 0), for more information see [5]. A sequence of real polynomials (Pn(q), n ≥ 0) is called
5q-log-convex if the polynomial Pn(q)
2 −Pn−1(q)Pn+1(q) has nonnegative coefficients for all n ≥ 1, see
[12, 13, 19]. Some known results on such sequences are given as follows.
Let (T (n, k) , n, k ≥ 0) be sequence of nonnegative numbers satisfying the recurrence
T (n, k) = (a1n+ a2k + a3)T (n− 1, k) + (b1n+ b2k + b3)T (n− 1, k − 1) , n ≥ k ≥ 1,
with T (n, k) = 0 unless 0 ≤ k ≤ n, T (0, 0) > 0, a1 ≥ 0, a1+a2 ≥ 0, a1+a3 ≥ 0 and b1 ≥ 0, b1+b2 ≥ 0,
b1 + b2 + b3 ≥ 0. It is shown in [6, Thm. 2] that, for each fixed n, the sequence (T (n, k) , 0 ≤ k ≤ n)
is log-concave. If further we have a2b1 ≥ a1b2 and a2 (b1 + b2 + b3) ≥ (a1 + a3) b2, this sequence is
Po´lya frequency sequence [15, Cor. 3] and further, by setting Tn (q) =
n∑
k=0
T (n, k) qk, if
(a2b1 − a1b2)n+ a2b2k + a2b3 − a3b2 ≥ 0 for 0 < k ≤ n,
then, the sequence of polynomials (Tn (q) , n ≥ 0) is q-log-convex [8, Thm. 4.1].
Proposition 4 Let (U (n, k) , n, k ≥ 0) , (V (n, k) , n, k ≥ 0) , and (W (n, k) , n, k ≥ 0) , be sequences
of nonnegative numbers with U (n, k) = V (n, k) = W (n, k) = 0 when k > n and for 0 ≤ k ≤ n, these
sequences are defined by
U (n, k) = αk+h (On ∪H) ,
V (n, k) = αk+h (Tn ∪H) ,
W (n, k) = αk+h (Kn ∪H)
and let
Un (q) =
n∑
k=0
U (n, k) qk,
Vn (q) =
n∑
k=0
V (n, k) qk.
Then, the sequences (U (n, k) , 0 ≤ k ≤ n) and (V (n, k) , 0 ≤ k ≤ n) are log-concave and Po´lya fre-
quency sequences, the sequences of real polynomials (Un(q), n ≥ 0) and (Vn(q), n ≥ 0) are q-log-convex
sequences and the sequence (W (n, k) , 0 ≤ k ≤ n) is a Po´lya frequency sequence.
Proof. We have U (0, 0) = V (0, 0) = W (0, 0) = αh (H) = 1 and for n ≥ 1, Theorems 1, 2 and 3
imply
U (n, k) = U (n− 1, k − 1) + (k + h)U (n− 1, k) ,
V (n, k) = V (n− 1, k − 1) + (k + h− 1)V (n− 1, k) ,
W (n, k) = W (n− 1, k − 1) + (k − n+ h+ 1)W (n− 1, k) .
So, the log-concavity follows from [6, Thm. 2], Po´lya frequency follows from [15, Cor. 3] and q-log-
convexity follows from [8, Thm. 4.1]. 
3 Application to the graph Kr
1
∪ · · · ∪Kr
p
∪On
Let p ≥ 1 be an integer. We consider the graph Gn,rp = Kr1 ∪ · · · ∪Krp ∪On of order n+ r1+ · · ·+ rp
and chromatic number
χ
(
Gn,rp
)
= max
(
χ
(
Kr1
)
, . . . , χ
(
Krp
)
, χ (On)
)
= max (r1, . . . , rp, 1) .
First of all, recall the definition of the (r1, . . . , rp)-Stirling number of the second kind introduced by
Mihoubi et al. in [10, 9] .
6Definition 5 Let R1, . . . , Rp be subsets of the set [n] with |Ri| = ri and Ri ∩ Rj = ∅ for all i, j =
1, . . . , p, i 6= j. The (r1, . . . , rp)-Stirling number of the second kind, p ≥ 1, denoted by
{
n
k
}
r1,...,rp
, counts
the number of partitions of the set [n] := {1, 2, . . . , n} into k non-empty subsets such that the elements
of each of the p sets R1, . . . , Rp are in distinct subsets.
From this definition, one can see easily that these numbers satisfy{
n
k
}
r1,...,rp
= 0, n < r1 + · · · + rp or k < max (r1, . . . , rp, 1) ,
{
n
k
}
r1,...,rp
=
{
n
k
}
rp
if r1, . . . , rp−1 ∈ {0, 1} ,
{
n
k
}
r1,...,rp
=
{
n
k
}
rσ(1),...,rσ(p)
for all permutations σ on the set {1, . . . , p} .
Furthermore, for r1 ≤ r2 ≤ · · · ≤ rp, the coefficient αk
(
Gn,rp
)
represents the number of ways of
partitioning the set of n + |rp| vertices of Gn,rp into k independent subsets, and by the definition of
the graph Gn,rp , the elements of each of the p subgraphs Kr1 , . . . ,Krp must be in distinct subsets. So,
this number is exactly
{
n+|rp|
k
}
rp
. Then, we may state that
αk
(
Gn,rp
)
=
{
n+ |rp|
k
}
rp
.
In particular
αk (Kr ∪On) =
{
n+ r
k
}
r
and αk (On) =
{
n
k
}
.
Now, we present new proofs for some properties of the (r1, . . . , rp)-Stirling numbers of the second kind
and other results.
Theorem 6 For r1 ≤ r2 ≤ · · · ≤ rp, the polynomial (z + rp)r1 · · · (z + rp)rp−1 (z + rp)
n can be written
in the basis {(λ)k , k = 0, 1, . . . , n+ |rp−1|} as follows
(z + rp)r1 · · · (z + rp)rp−1 (z + rp)
n =
n+|rp−1|∑
k=0
{
n+ |rp|
k
}
rp
(z)k ,
where rp := (r1, . . . , rp) and |rp| := r1 + · · ·+ rp. In particular, we have
(z + r)n =
n∑
k=0
{
n+ r
k + r
}
r
(z)k .
Proof. From [4, Sec. 1.2], the chromatic polynomial of the graph Gn,rp is
P
(
Gn,rp , z + rp
)
= P (On, z + rp)P (Kr1 , z + rp) · · ·P
(
Krp , z + rp
)
= (z + rp)
n (z + rp)r1 (z + rp)r2 · · · (z + rp)rp ,
and, by definition of the chromatic polynomial, we have
P
(
Gn,rp , z + rp
)
=
n+|rp−1|∑
k=0
{
n+ |rp|
k + rp
}
rp
(z + rp)k+rp
=
n+|rp−1|∑
k=0
{
n+ |rp|
k + rp
}
rp
(z + rp)rp (z)k .
which complete the proof. 
7Remark 7 From the following identity (see [14] or [4, pp. 102]) we have
αk
(
Gn,rp
)
=
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
P
(
Gn,rp , j
)
,
or equivalently,
{
n+ |rp|
k + rp
}
rp
=
1
(k + rp)!
k+rp∑
j=rp
(−1)k+rp−j
(
k + rp
j
)
(j)r1 · · · (j)rp j
n
=
1
(k + rp)!
k∑
j=0
(−1)k−j
(
k + rp
j + rp
)
(j + rp)r1 · · · (j + rp)rp (j + rp)
n
=
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
(j + rp)r1 · · · (j + rp)rp−1 (j + rp)
n
.
So, the two initial values of these numbers are given by{
n+ |rp|
rp
}
rp
= (rp)
n (rp)r1 · · · (rp)rp−1 ,{
n+ |rp|
rp + 1
}
rp
= (rp + 1)r1 · · · (rp + 1)rp−1 (rp + 1)
n − (rp)r1 · · · (rp)rp−1 (rp)
n
.
Now, set Kr
i
∪H := Kr1 ∪ · · · ∪Krp ∪On (i = 1, . . . , p) in Theorem 2 to obtain:
Corollary 8 Let n, s and k be nonnegative integers with n ≥ |rp|. Then, for a fixed i in the set
{1, . . . , p}, if ri ≥ 1 we have{
n
k
}
rp
=
{
n− 1
k − 1
}
rp−ei
+ (k + 1− ri)
{
n− 1
k
}
rp−ei
,
where ei denote the i-th vector of the canonical basis of R
p.
A particular case of the last corollary is when p = 1 we obtain the following known identity{
n
k
}
r
=
{
n− 1
k − 1
}
r−1
+ (k + 1− r)
{
n− 1
k
}
r−1
.
By setting H := Kr1 ∪ · · · ∪Krp in Theorem 1 we obtain:
Corollary 9 Let n, k be integers such that rp ≤ k ≤ n and n ≥ |rp| . We have
{
n
k
}
rp
=
k∑
j=rp
{
s+ j
k
}
j
{
n− s
j
}
rp
, 0 ≤ s ≤ n− |rp| .
In particular, for s = 1, these numbers obey to the following recurrence relation:{
n
k
}
rp
=
{
n− 1
k − 1
}
rp
+ k
{
n− 1
k
}
rp
,
and for s = n− |rp| we get {
n
k
}
rp
=
k∑
j=rp
{
n− |rp|+ j
k
}
j
{
|rp|
j
}
rp
.
8In particular, for p = s = 1 in Corollary 9, we obtain the known identity
{
n
k
}
r
=
{
n− 1
k − 1
}
r
+ k
{
n− 1
k
}
r
,
and for s = n− |rp| , p = 2 and (r1, r2) = (1, r) in Corollary 9, we obtain{
n
k
}
r
=
{
n
k
}
1,r
= (r + 1)
{
n− 1
k
}
r
+
{
n
k
}
r+1
.
Now, upon using Proposition 4, we may state the following corollary.
Corollary 10 For 0 ≤ k ≤ n let
U (n, k) =
{
n+ |rp|
k + |rp|
}
rp
.
Then, the sequence (U (n, k) , 0 ≤ k ≤ n) is log-concave and Po´lya frequency sequence, and, the se-
quence of polynomials (Un (q) , n ≥ 0) defined by
Un (q) =
n∑
k=0
{
n+ |rp|
k + |rp|
}
rp
qk
is a q-log-convex sequence.
4 Application to the graph Kr1,...,rp ∪On
Let p ≥ 2 be an integer. For a second application of the chromatic polynomials, we consider in this
section the graph Kn,rp = Kr1,...,rp ∪On of order n+ r1 + · · ·+ rp and chromatic number
χ
(
Kn,rp
)
= max
(
χ
(
Kr1,...,rp
)
, χ (On)
)
= max (p, 1) = p.
Similarly to the numbers (r1, . . . , rp)-Stirling numbers, we present here a new class of the Stirling
numbers having also triangular recurrence relation.
To start, let us giving the following definition.
Definition 11 Let R1, . . . , Rp be subsets of the set [n] with |Ri| = ri and Ri ∩ Rj = ∅ for all
i, j = 1, . . . , p, i 6= j. The K (r1, . . . , rp)-Stirling number of the second kind, denoted by
{
n
k
}
K(r1,...,rp)
,
counts the number of partitions of the set [n] into k non-empty subsets such that if x ∈ Ri and y ∈ Rj
with i 6= j, then each subset do not containing simultaneously x and y.
From this definition, we may state the following:
{
n
k
}
K(r1,...,rp)
= 0, n < r1 + · · · + rp or k < p,
{
n
k
}
K(r1,...,rp)
=
{
n
k
}
r1+...+rp
if r1, . . . , rp ∈ {0, 1} ,
{
n
k
}
K(r1,...,rp)
=
{
n
k
}
K(rσ(1),...,rσ(p))
for all permutations σ on the set {1, . . . , p} .
Furthermore, for r1 ≤ r2 ≤ · · · ≤ rp, the coefficient αk
(
Kn,rp
)
represents the number of ways of parti-
tioning the set of n+ |rp| vertices of Kn,rp into k independent sets, and by the definition of the graph
9Kn,rp , any two elements x of the i-th block of the subgraph Kr1,...,rp and y of the j-th block of Kr1,...,rp,
with i 6= j, can’t be in the same subset. So, this number is exactly
{
n+r1+···+rp
k
}
K(r1,...,rp)
. Then, we
may state that
αk
(
Kn,rp
)
=
{
n+ r1 + · · · + rp
k
}
K(r1,...,rp)
:=
{
n+ |rp|
k
}
K(rp)
.
Set H := Kr1,...,rp in Theorem 1 to obtain:
Corollary 12 Let n, k be integers such that p ≤ k ≤ n and n ≥ |rp| . We have
{
n
k
}
K(rp)
=
k∑
j=p
{
s+ j
k
}
j
{
n− s
j
}
K(rp)
, 0 ≤ s ≤ n− |rp| .
For s = 1 we conclude that these numbers obey to the recurrence relation:{
n
k
}
K(rp)
= k
{
n− 1
k
}
K(rp)
+
{
n− 1
k − 1
}
K(rp)
, n ≥ k ≥ 1.
and for s = n− |rp| in Corollary 12, we get
{
n
k
}
K(rp)
=
k∑
j=p
{
n− |rp|+ j
k
}
j
{
|rp|
j
}
K(rp)
.
In particular, for s = r1 = · · · = rp = 1 in Corollary 12 we obtain the known identity:{
n
k
}
p
= k
{
n− 1
k
}
p
+
{
n− 1
k − 1
}
p
.
Remark 13 By setting s = 1 and k = p or p+ 1 in Corollary 12 and upon using the identities given
in [20] (see also [4, Lemma 4.4.2]) by
{
|rp|
p
}
K(rp)
= 1,
{
|rp|
p+ 1
}
K(rp)
=
p∑
j=1
2rj−1 − p,
we obtain the two initial values of these numbers{
n
p
}
K(rp)
=
{
n− |rp|+ p
p
}
p
,
{
n
p+ 1
}
K(rp)
=
{
n− |rp|+ p
p+ 1
}
p
+
{
n− |rp|+ p+ 1
p+ 1
}
p+1

 p∑
j=1
2rj−1 − p

 .
Proposition 14 Let
B
(
λ;Kn,rp
)
:=
∑
k≥0
{
n+ |rp|
k
}
K(rp)
λk.
Then, we have
B
(
λ;Kn,rp
)
= λ exp (−λ)
d
dλ
(
exp (λ)B
(
λ;Kn−1,rp
))
, n ≥ 1,
B
(
λ;K0,rp
)
= Br1 (λ) · · ·Brp (λ) ,
where Bn (λ) =
∑n
j=0
{
n
j
}
λj is the classical Bell polynomial.
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Proof. From Corollary 12 we have
∑
k≥1
{
n+ |rp|
k
}
K(rp)
λk =
∑
k≥1
k
{
n+ |rp| − 1
k
}
K(rp)
λk +
∑
k≥1
{
n+ |rp| − 1
k − 1
}
K(rp)
λk
which gives the first identity. The second one follows from [4, Lemma 4.4.1]. 
Corollary 15 For n ≥ |rp| , the numbers
{
n
k
}
K(rp)
, k = p, p+ 1, . . . , n, are log-concave.
Proof. Apply Role’s Theorem on the function fn (λ) := exp (λ)B
(
λ;Kn,rp
)
and use the fact that the
roots of the polynomial Bn (λ) are real non-positive (see for example [15]) to conclude (by induction
on n) that the polynomial B
(
λ;Kn,rp
)
has only real non-positive roots. After that, apply Newton’s
inequality [7, p. 52] to complete the proof.  Similarly to Corollary 10, Proposition 4 states that we
have
Corollary 16 For 0 ≤ k ≤ n let
W (n, k) =
{
n+ |rp|
k + |rp|
}
K(rp)
.
Then, the sequence (W (n, k) , 0 ≤ k ≤ n) is a Po´lya frequency sequence.
5 Application to the graph Tr
1
∪ · · · ∪ Tr
p
∪On
Let p ≥ 1 be an integer. To give a third application of the chromatic polynomials, we consider in this
section the graph Tn,rp = Tr1 ∪ · · · ∪ Trp ∪On. Here
χ
(
Tn,rp
)
= max
(
χ
(
Tr1
)
, . . . , χ
(
Trp
)
, χ (On)
)
= min (r1 · · · rp, 2) .
Similarly to the above numbers, we present here a new class of the Stirling numbers having also
triangular recurrence relation. Then, we may start by giving the following definition.
Definition 17 Let R1, . . . , Rp be subsets of the set [n] with |Ri| = ri and Ri ∩ Rj = ∅ for all
i, j = 1, . . . , p, i 6= j. The T (r1, . . . , rp)-Stirling number of the second kind, denoted by
{
n
k
}
T (r1,...,rp)
,
counts the number of partitions of the set [n] into k non-empty subsets such that the minimum element
of Ri can’t be in the same subset with any other element of Ri, i = 1, . . . , p.
From this definition, we may state the following:
{
n
k
}
T (r1,...,rp)
= 0, n < r1 + · · ·+ rp or k < min (r1 · · · rp, 2) ,
{
n
k
}
T (r1,...,rp)
=
{
n
k
}
if r1, . . . , rp ∈ {0, 1} ,
{
n
k
}
T (r1,...,rp)
=
{
n
k
}
K(rσ(1),...,rσ(p))
for all permutations σ on the set {1, . . . , p} .
Furthermore, since the trees of same order have the same chromatic polynomial, it is sufficient to
apply such results on the star graphs. So, choice Ti to be the star graph with ri vertices (Ti =
11
K1,ri−1 ) with the universal vertex is the minimum element of Ri (the set-vertex of Ti). Hence, the
coefficient αk
(
Tn,rp
)
represents the number of ways of partitioning the set of n + |rp| vertices of
Tn,rp into k independent sets, and by the definition of the graph Tn,rp , the universal vertex of Tri
(i = 1, . . . , p) can’t be in the same independent set with any other vertex of Tri . So, this number is
exactly
{
n+r1+···+rp
k
}
T (r1,...,rp)
.
Then, we may state that
αk
(
Tn,rp
)
=
{
n+ r1 + · · ·+ rp
k
}
T (r1,...,rp)
:=
{
n+ |rp|
k
}
T (rp)
.
Theorem 18 For 1 ≤ r1 ≤ r2 ≤ · · · ≤ rp, the polynomial z
n+p (z − 1)|rp|−p can be written in the basis
{(λ)k , k = 0, 1, . . . , n+ |rp|} as follows:
zn+p (z − 1)|rp|−p =
n+|rp|∑
k=0
{
n+ |rp|
k
}
T (rp)
(z)k ,
Furthermore, we have {
n+ |rp|
k
}
T (rp)
=
{
n+ |rp|
k
}
T (|rp|−p+1)
.
Proof. From [4, Sec. 1.2], the chromatic polynomial of the graph Tn,rp is
P
(
Tn,rp, z
)
= P (On, z)P (Tr1 , z) · · ·P
(
Trp , z
)
= (z)n+p (z − 1)|rp|−p
=
n+|rp|∑
i=0
{
n+ |rp|
i
}
T (rp)
(z)i .
This gives the first result. In particular, we have
zn+1 (z − 1)r−1 =
n∑
k=0
{
n+ r
k
}
T (r)
(z)k ,
and by combining this result with the first one we obtain the second result. 
For the choice H := Tr1 ∪ · · · ∪ Trp in Theorem 1 we get:
Corollary 19 Let n, k be integers such that 2 ≤ k ≤ n and n ≥ |rp| . Then, for 1 ≤ r1 ≤ · · · ≤ rp,
we have {
n
k
}
T (rp)
=
k∑
j=2
{
s+ j
k
}
j
{
n− s
j
}
T (rp)
, 0 ≤ s ≤ n− |rp| .
In particular, for s = 1, these numbers obey to the following triangular recurrence relation:
{
n
k
}
T (rp)
=
{
n− 1
k − 1
}
T (rp)
+ k
{
n− 1
k
}
T (rp)
,
and for s = n− |rp| we get
{
n
k
}
T (rp)
=
k∑
j=2
{
n− |rp|+ j
k
}
j
{
|rp|
j
}
T (rp)
.
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For i = 1, . . . , p, set s = 1 and Tri ∪H := Tr1 ∪ · · · ∪ Trp ∪On in Theorem 3 to obtain:
Corollary 20 Let n, k be integers such that 1 ≤ k ≤ n and n ≥ |rp| . Then, for a fixed i (i = 1, . . . , p)
with ri ≥ 1, we have{
n+ |rp|
k
}
T (rp)
= (k − 1)
{
n+ |rp|
k
}
T (rp−ei)
+
{
n+ |rp|
k − 1
}
T (rp−ei)
, n ≥ 1.
Remark 21 For 1 ≤ r1 ≤ · · · ≤ rp, then similarly to Remark 7, we get
{
n+ |rp|
k
}
T (rp)
=
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
jn+p (j − 1)|rp|−p ,
and since χ
(
Tn,rp
)
= 2, when r1 · · · rp > 1, then the two initial values of these numbers are given by
{
n+ |rp|
2
}
T (rp)
= 2n+p−1,
{
n+ |rp|
3
}
T (rp)
= 3n+p−1 × 2|rp|−p−1 − 2n+p−1,
and for r1 = · · · = rp = 1 we get {
n
k
}
T (rp)
=
{
n
k
}
.
Similarly to Corollary 10, we have:
Corollary 22 For 0 ≤ k ≤ n let
V (n, k) =
{
n+ |rp|
k + |rp|
}
T (rp)
.
Then, the sequence (V (n, k) , 0 ≤ k ≤ n) is log-concave and Po´lya frequency sequence, and, the se-
quence of polynomials (Vn (q) , n ≥ 0) defined by
Vn (q) =
n∑
k=0
{
n+ |rp|
k + |rp|
}
T (rp)
qk
is a q-log-convex sequence.
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