Collaboration is key to achieve the scientific excellence. This paper presents a top conceptual view to analyze collaboration networks. This approach is based on the semantic exploitation of open sources of knowledge hierarchically organized and collaboratively created by people. Researchers could use this model in order to find peers interested in common or related subjects, or they could use it to know the subjects of interest in a certain sector. In this paper, one application scenario is presented: discovery of popular subjects underlying to scientific production of some countries of the Andean region.
INTRODUCTION
Collaboration is key to achieve the scientific excellence. It "prompts the productivity and production of new ideas." (Bihari & Tripathi, 2017 , pp.1) Furthermore, collaboration increases the visibility of research outputs, and consequently, it encourages the quality of scientific production.
In recent years, research efforts are focusing on using different analysis methods of scientific networks in order to discover patterns of collaborative behaviour [2] . The understanding of how people with similar interests can cooperate and the identification of possible synergies are two key issues for harnessing science, technology, and innovation in order to promote progress and development of people, cities, and environment.
The traditional approach for modelling collaborative networks is by means of co-authorship graphs which are usually constructed by considering authors who are connected between them if they wrote a paper together [2] . This kind of network may reveal the social structure of academia, and it also allow to made conclusions about the structure of scientific knowledge. [3] In this paper, an approach driven by data is proposed in order to identify collaborators who could publish or research together in a specific area. This proposal leverages hierarchical relationships, which connect different topics of a knowledge open system, with the aim of identifying related concepts and use them to enrich papers' description. In this way, it is possible to find researchers who are interested in similar or related areas independently of the organization, country or group.
II. THEORETICAL BACKGROUND

A. Scientific collaboration networks
Typically a network of scientific collaboration can be observed as a graph which "models social network where the vertices represent authors of that network and where two authors are joined by an edge whenever they have co-authored a paper" [4] .
1) Fundamental properties:
Several studies [4] , [5] , [6] , [2] have analysed collaboration networks underlying to different research areas or groups. The intensity of collaboration may vary between different disciplines [4] . In this kind of studies, there are fundamental network properties which are studied:
• Degree. It is an universal feature of scientific collaboration network [3] , which represents the number of edges connected to it [4] . • Weight of an edge. In a collaboration network, the weight of an edge between two authors represents the number of papers co-authored by them [4] .
Other general statistics such as the number of authors, mean papers per author and others are discussed in [4] .
2) Community structure: Two options for modelling a collaborative network can seen in the Fig. 1 . The first one is the simplest form, it is a co-authorship network constructed by considering co-authors who publish together (Gaskó et al., 2016) . The second one connects two types of nodes i.e. authors and their papers.
Author-author graph is suitable when the focus is to model the social network of co-authors, however, there is loss of information related to features of papers published by them and their authorship. In spite of this disadvantage, the co-authors graph is very helpful in the study of properties related to collaboration and their time variation [4] .
On the other hand, author-paper network or bipartite graph preserves the papers as the cause of relations [3] . According to [3] a collaboration network modelling as a bipartite graph (see Fig. 1 , part b) provides facilities to assign a centrality score to a paper as a node, rather than just assign the number of papers as an edge's attribute. These data can be used for studying the role and impact of collaborating individuals in science. In [2] other features related to network structure are presented such as centrality measures, methods for clustering modularity-driven.
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3) Network Dynamics:
It studies the evolution of collaboration networks. Dynamics can be driven from different methods. According to [7] "links in collaboration networks exhibit certain temporal behaviour that leads to the emergence of several dynamic properties."
In [3] tracks groups of researchers in a time-resolved graph in order to analyse their publication output as well as their collaborative links. Taking into account the date of a publication it is important in order to identify area launchers.
B. Traditional analysis of scientific collaboration networks
The analysis of collaborative scientific networks can be made from different viewpoints. In [5] , three approaches are discussed: 1) structure of communities which leverage affiliation network as main source for mining [6] ; 2) dynamics that governs the evolution of a system; and 3) importance. Next, the first model is described, which properly serves to determine potential collaborative networks. Further, in this section, another set of approaches based on keywords and paper's abstract mining is discussed.
1) Methods based on network structure: The information offered by co-authorship networks has been the focus of many studies [2] . Existing studies related to networks constructed from papers selected either from a geographical region, from one or more specific fields or from a combination of both (e.g., papers authored by researchers from a country publishing papers in a certain field). Other approaches offer supplementary information related to authors and their affiliation or the citations of the papers [2] .
According to this approach, collaboration networks are discovered through the analysis of the co-authorship relationships of those who publish together. Under this kind of modelling, a link between two scientists is established by their co-authorship of one or more scientific papers [6] .
Co-authorship networks have involved interest both as social networks and as knowledge networks because of they display the social structure of academia, while their bibliographic dimension allows to make conclusions about the structure of scientific knowledge [3] .
By characterizing the co-authoring network as a social network, distance metrics between people as the Ërdos or Bacon number [5] can be applied. Furthermore, aspects like connectedness, distance, degree distribution, centrality and community structure are recurring themes in such studies [3] . According to [5] one problem normally faced by such studies is to gather data because of significant number of people that compose a given social network.
An case based on this approach is presented in [8] , where community detection techniques were applied to build a network of co-authors of papers published in a group of math journals from Serbia. From a social point of view, in [5] authors analysed some properties of the social network associated with the community registered in the Journal and Event Management System (JEMS) in terms of collaboration (co-authorship). Other proposals in which the structure and dynamics of a DBLP networks are analysed can be found in [3] , [4] . Another type of network modelling is proposed in [2] , here authors propose a new method for exploring publication data that also reveals collaborative patterns by constructing a different network, in which the nodes are published papers that are linked to one another if they have a common author.
Although widely studied, co-authorship networks present some known disadvantages when evaluating and comparing authors' performance [2] . In a traditional co-authorship network, an author is connected to all co-authors. If weights are considered, they are usually set, as the number of papers the two authors have published together. In this way, the weighted node degree will sum the number of collaborations but will not illustrate the number of papers published [2] . Another issue that should be addressed is the disambiguation of names of authors and titles of papers, especially where different sources are analysed.
2) Methods based on keywords and abstracts: These approaches are based on text analysis techniques as text mining and language natural processing, mainly keywords and abstracts are analysed. Due to the unstructured composition of the scholarly communication, "text mining offers a wide variety of methods for this challenge, ranging from the parsing of texts to filtering to unsupervised and supervised learning processes." [9] To detect common subjects in which researchers work, social analysis techniques are also applied. In [10] , areas of collaboration and interests between researchers are discovered. A similar work corresponds to [11] , in which a network of keywords was built, in order to identify the most relevant terms and identify those that have the greatest impact on the network.
To use methods based on text analysis, researchers should utilize "the computational power to analyse large bodies of text and, second, utilizing the creative capacity of users to identify suitable collaborations, where machine-learning algorithms may fall short." [9] Another issue with this kind of approaches is the semantic or meaning of words is not addressed. This avoids detecting common knowledge areas and collaborative networks if there are semantic issues in the content or papers' metadata.
C. Discussion
Regarding the first method, considering an open environment of scientific dissemination through the Web, in which publications can be stored in different repositories and scientific databases, one of the main problems that must be faced is to determine the correct identity of the authors since there may be variations in their names and how they are structured and formatted. For example, "a single author may report their name differently on different papers. Also, two authors may have the same name." [6] Therefore, entity problems must be resolved before addressing a recommendation mechanism based on the analysis of co-authorship relationships. Further, according to Newman "collecting and compiling data is an arduous process due to in some fields of knowledge, such as physics, it is possible to find studies with dozens and even hundreds of authors. This makes the statistical accuracy of many results poor." [6] Regarding the second traditional approach, these are based on lexical analysis or syntactic, that is, matching between words. In this case, potential collaborative networks may remain hidden.
III. TOWARDS TO SCIENTIFIC NETWORK ANALYSIS BASED ON SEMANTIC TECHNOLOGIES
A. Technological background
To leverage the potential of knowledge systems published in machine-readable format and codified with Semantic Web technologies, two resources of Semantic Web are briefly described below.
1) Open Linked Data:
In 2006, Tim Berners-Lee proposed four design criteria for publishing linked data on the Web. Linked data are available in a machine-readable format 1 and are retrieved using query languages 2 . Semantic relationships between entities (people, organizations, books, and anything) can be traversed in order to reach external datasets and to integrate data.
2) Knowledge Organization System (KOS):
In a large corpus of information, such as the Web, knowledge classification systems [12] are used for their ability to organize information in relation to certain topics or areas of interest; this feature facilitates the management and location of resources. In Linked Data context, the SKOS Vocabulary (Simple Knowledge Organization System) is the standard recommended by W3C that can be used to describe knowledge systems such as thesauri. 1 RDF is the language recommended by W3C for data 2 SPARQL is the language recommended by W3C for data querying DBPedia 3 is one of the best-known open linked data projects. It uses SKOS to organize the content that people are continually editing on Wikipedia. Currently, DBPedia has about 1 million 500 thousand of SKOS concepts which describe different topics and any kind of things.
DBPedia data is being used as a semantic database for several text processing tasks. To date, there are more than 1400 scientific publications indexed in Scopus which are based on this source and try to generate new knowledge for make decisions.
B. Conceptual view
In this section, the conceptual view of the method for analysis of knowledge graph is described. This approach is designed to discover related entities (subjects or researchers) beyond of the level of granularity, the language or the lexical differences in the terms used to describe papers. Fig. 2 shows the data flow and the cycle for processing scholarly communication.
Fig. 2. Conceptual view for analysis of collaborative networks
1) Metadata collecting. The main properties of papers must be obtained through a method suited according to the data format or services available by the provider such as APIs, query language or direct download of the data.
2) Data mapping. In this stage, papers' properties are mapped to semantic resources. In a previous work [13] , data was querying directly from a RDF dataset, in cases like this it is not necessary to perform this step.
3) Data enrichment. From URIs of entities that describe papers, new data must be discovered. Traversing the semantic relationships defined in open thesaurus such as DBPedia, so top-concepts or related concepts to original data can easily be reached.
4) Storing and inference. In order to provide fast system responses, the new facts (RDF statements) discovered in the two previous stages can be added to a local knowledge base. In addition, new properties and descriptions (concepts or entities) could be added to the papers or their authors, applying inference rules and leveraging semantic relationships of the linked data. 5) Data filtering. Considering the structure of the data stored in the local knowledge base, different query templates could be applied to answer different questions such as: what researchers work in a certain area? What topics are related to a specific discipline? What are the most common topics among researchers from the Andean countries?
C. Related work
Searching in Scopus databases, four papers based on semantic approach have been located.
In [14] the design of collaborative spaces (ACS), supported by linked data approaches is presented. This approach enables to share information in collaborative networks, performing a semantic shift by providing contextualized information retrieval mechanisms implemented as a service. In this case, specific domain ontologies are needed to use the services.
In 2016, [15] introduced the term of Open Collaborative Networks to refer to spaces where cooperation and competition can occur in an open way, but this approach is focused on the commercial context where is key to protect data privacy.
Unal and Afsarmanesh highlight the importance of resolving semantic heterogeneity in order to enable interoperability and exchange of data among distributed and heterogeneous databases in a collaborative, concretely in network of biodiversity nodes [16] . In this paper, the main problem that is addressed is the schema matching and integration among databases. The analysis of collaborative networks is not considered.
Finally, in [17] collaboration between enterprise networks is also addressed, mainly semantic heterogeneity is considered as an important factor that hinders collaboration of various information systems. In this approach, ontologies are the key core to ensure semantic integration. However, in many domains, there are no explicit and formal ontologies available. This paper proposes to adopt ontological views to address such challenges.
In conclusion, although there are works related to the analysis of collaborative networks, these are not oriented to ensure the creation of open ecosystems of collaboration in the field of scientific production. Specifically [15] , [17] have been designed for the business sector. On the other hand, the scalability of [14] , [17] to be used in heterogeneous domains or in an open context could require additional efforts to prepare the right settings.
IV. USE CASE
In this section, a specific application scenario is presented: discovery common topics underlying to scientific production of countries of the Andean region, that is, Bolivia, Colombia, Ecuador, and Peru, except Venezuela. For this case, analysis has been focused on papers' keywords.
A. Data collecting
From Scopus database, using advanced search, papers' metadata of each country and related to "Computer Science" was downloaded directly from website. Fig. 3 shows the evolution of the annual scientific production of each country: 1) Bolivia has the lowest number of indexed papers, while Colombia is the country with the highest rate of production; 2) Ecuador has had a significant growth especially in the last two years, on the other hand, Peru has been growing steadily. The rate of scientific production related to Computer Science, regarding national production, is: 1) in Bolivia, it represents 4.11%, 2) in Colombia, 24.03%, 3) in Ecuador, 24.29%, and 4) in Peru, 11.44%. In other words, in Colombia and Ecuador, Computer Science and Engineering produces one out four publications indexed in Scopus.
In order to know main subjects in which researchers of each country work, tag clouds based on keywords of papers have been developed (see Fig. 4 ). To find semantic resources equivalent to papers' keywords, library Wikipedia 4 of Python was used. This library provides methods to get article summaries, get data like links and images from a Wikipedia page. From set URL of pages, the equivalent DBPedia URIs was directly discovered. Table I shows a data summary which be used for experimentation. From the set of keywords, the unique values of them were consolidating before finding related semantic resources in DBPedia. So 54.603 unique keywords have been used to describe 14.383 papers of some countries of the Andean region. Table II shows a list of the most commonly subjects in which Andean authors work. In the third column, the URL page on Wikipedia found with a script Python that use Wikipedia Library. In some cases, due to problems with the meaning of a keyword, several URLs from different Wikipedia pages were associated with a single term. For example, the acronym .LRN was associated with three pages whose titles are: LRN, LRN (company) and Louisiana Radio Network. In this proof of concept, disambiguation problems were not solved, but the basic algorithm implemented can be improved by incorporating in the analysis other metadata from papers such as the abstract and the title. Considering cases like that, the number of DBPedia URIs that was used for the next stage was 70.024. 4 https://pypi.python.org/pypi/wikipedia
C. Data enrichment
In this stage, the set of URIs obtained in the previous stage, are used to start the traversing process on the DBPedia graph described with SKOS. Semantic relationships as dct:subject 5 (defined by Dublin Core Terms) are used to reach next subset of related concepts. The iterative process, based on breadthfirst search, continues until complete two or three levels (see Fig. 5 ).
. 
D. Data Filtering and reasoning
Finally, a query engine retrieves RDF data collected in the previous stages. Templates based on SPARQL queries are applied in order to filter data and thus solve specific requirements. Fig. 6 shows how find academic pairs in different countries, based on the fact that the keywords of the papers and the keywords of the authors are mapped to DBPedia resources or concepts. The semantic layer allows making visible the authors who work in common research areas, although they are not written in the same way. V. CONCLUSIONS In this paper, a conceptual view to analyse collaboration networks based on Semantic Web technologies has been presented. This approach can be used to identify critical investment areas in research organizations, to find peers interested in common or related subjects, or simply to know the subjects researched by people in a certain sector. Furthermore, this model tries to facilitate the interoperability and sharing of data between different applications or scientific services. It also allows to exploit the semantics of the linked data and to take advantage of large collections of knowledge organized hierarchically by people and that is available in the free format on the Web.
