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Abstract
In this work we have proved a Hardy-Littlewood-Sobolev inequality for variable
exponents. After we use this inequality together with the variational method to
establish the existence of solution for a class of Choquard equations involving the
p(x)-Laplacian operator.
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1 Introduction
The stationary Choquard equation
−∆u+ V (x)u =
(∫
RN
|u|p
|x− y|λ
)
|u|p−2u in RN (1.1)
where N ≥ 3, 0 < λ < N , arises in many interesting physical situations in quantum theory
and plays particularly an important role in the theory of Bose-Einstein condensation where
it accounts for the finite-range many-body interactions. For N = 3, p = 2 and λ = 1, it
was investigated by Pekar in [46] to study the quantum theory of a polaron at rest. In [36],
Choquard applied it as approximation to Hartree-Fock theory of one-component plasma.
This equation was also proposed by Penrose in [42] as a model of selfgravitating matter and
is known in that context as the Schro¨dinger-Newton equation.
Motivated by these facts, at the last years a lot of articles have studied the existence and
multiplicity of solutions for some problems associated with (1.1), see for example Ackermann
[3], Alves & Yang [12, 13], Cingolani, Secchi & Squassina [18], Gao & Yang [34], Lions [38],
Ma & Zhao [39], Moroz & Van Schaftingen [43, 44, 45] and their references.
In all the above mentioned papers the authors have used variational methods to show the
existence of solution. This method works well thanks to a Hardy-Littlewood-Sobolev type
inequality [37] that has the following statement
∗C.O. Alves was partially supported by CNPq/Brazil 301807/2013-2.
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Proposition 1.1 (Hardy-Littlewood-Sobolev inequality). Let t, r > 1 and 0 < λ < N
with 1/t + λ/N + 1/r = 2, f ∈ Lt(RN ) and h ∈ Lr(RN). There exists a sharp constant
C(t, N, µ, r), independent of f, h, such that∣∣∣∣
∫
RN
∫
RN
f(x)h(y)
|x− y|λ
dxdy
∣∣∣∣ ≤ C(t, N, µ, r)‖f‖Lt(RN )‖h‖Lr(RN ). (1.2)
Motivated by the above papers, we intend to study the existence of solution for the
following class of quasilinear problem

−∆p(x)u+ V (x)|u|
p(x)−2u =
(∫
RN
F (x, u(x))
|x− y|λ(x,y)
)
f(y, u(y)) in RN ,
u ∈ W 1,p(x)(RN),
(1.3)
where V, p : RN → R, λ : RN × RN → R and f : RN × R → R are continuous functions,
F (x, t) is the primitive of f(x, t), that is,
F (x, t) =
∫ t
0
f(x, s) ds
and ∆p(x) denotes the p(x)-Laplacian given by
∆p(x)u = div(|∇u|
p(x)−2∇u).
Our intention is showing that the variational method can also be used to prove the
existence of solution for (1.3). One of the main difficulties is to show that the energy
functional associated with (1.3) given by
J(u) =
∫
RN
1
p(x)
(
|∇u|p(x) + V (x)|u|p(x)
)
−
1
2
∫
RN
∫
RN
F (x, u(x))F (y, u(y))
|x− y|λ(x,y)
dxdy
is well defined and belongs to C1(W 1,p(x)(RN ),R). In fact the main difficulty is to prove that
the functional Ψ : W 1,p(x)(RN)→ R given by
Ψ(u) =
1
2
∫
RN
∫
RN
F (x, u(x))F (y, u(y))
|x− y|λ(x,y)
dxdy (1.4)
belongs to C1(W 1,p(x)(RN ),R) with
Ψ′(u)v =
∫
RN
∫
RN
F (x, u(x)f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy, ∀u, v ∈ W 1,p(x)(RN).
Here, we overcome this difficulty by establishing a Hardy-Littlewood-Sobolev type
inequality for variable exponents, because this inequality is crucial in the proof that
Ψ ∈ C1(W 1,p(x)(RN),R).
The p(x)-Laplacian operator possesses more complicated properties than the p-Laplacian.
For instance, it is inhomogeneous and in general, it has no first eigenvalue, that is, the
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infimum of the eigenvalues of p(x)-Laplacian equals 0 (see [35]). Thus, transposing the
results obtained with the p−Laplacian to problems with the p(x)-Laplacian operator is not
an easy task. The study of these problems are often very complicated and require relevant
topics of nonlinear functional analysis, especially the theory of variable exponent Lebesgue
and Sobolev spaces (see, e.g., [19] and its abundant reference).
Partial differential equations involving the p(x)-Laplacian arise, for instance, as a
mathematical model for problems involving electrorheological fluids and image restorations,
see [1, 2, 14, 16, 17, 49]. This explains the intense research on this subject in the last
decades, see for example [4, 5, 6, 7, 8, 10, 20, 21, 22, 24, 27, 28, 31, 32, 33, 41, 47, 48] and
their references.
The plan of the paper is as follows: In Section 2 we recall some facts involving the
variable exponent Sobolev space and prove the Hardy-Littlewood-Sobolev inequality for
variable exponents. In Section 3 we show that Ψ is C1 while in Section 4 we study the
existence of solution of (1.3) by assuming some conditions on V (x) and f(x, t).
2 Variable exponent Sobolev space
In this section we recall some results on variable exponent Sobolev spaces. The reader is
referred to [23, 28] and their references for more details.
In the sequel, we set
C+(RN) := {h ∈ C(RN) : 1 < h− ≤ h+ < +∞}
where
h+ := sup
x∈RN
h(x) and h− := inf
x∈RN
h(x).
For p ∈ C+(RN ), let us consider the Lebesgue space
Lp(x)(RN) =
{
u : RN → R; u is a measurable and
∫
RN
|u(x)|p(x) dx < +∞
}
,
which becomes a Banach space when endowed with the Luxemburg norm
‖u‖Lp(x)(RN ) = inf
{
α > 0;
∫
RN
∣∣∣∣u(x)α
∣∣∣∣
p(x)
dx ≤ 1
}
.
Proposition 2.1. The functional ρp : L
p(x)(RN)→ R defined by
ρp(u) =
∫
RN
|u(x)|p(x)dx
has the following properties:
(i) ‖u‖Lp(x)(RN ) < 1(= 1;> 1)⇐⇒ ρp(u) < 1(= 1;> 1).
(ii) ‖u‖Lp(x)(RN ) > 1 =⇒ ‖u‖
p−
Lp(x)(RN )
≤ ρp(u) ≤ ‖u‖
p+
Lp(x)(RN )
.
‖u‖Lp(x)(RN ) < 1 =⇒ ‖u‖
p+
Lp(x)(RN )
≤ ρp(u) ≤ ‖u‖
p−
Lp(x)(RN )
.
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(iii) ‖un‖Lp(x)(RN )(R
N)→ 0⇐⇒ ρp(un)→ 0 ; ‖un‖Lp(x)(RN ) →∞⇐⇒ ρp(un)→∞.
For p ∈ C+(RN), let p′ : RN → R such that
1
p(x)
+
1
p′(x)
= 1, a.e x ∈ RN .
We have the following generalized Ho¨lder inequality.
Proposition 2.2 ([40]). For any u ∈ Lp(x)(RN) and v ∈ Lp
′(x)(RN),∣∣∣∣
∫
RN
u(x)v(x)dx
∣∣∣∣ ≤ 2‖u‖Lp(x)(RN )‖v‖Lp′(x)(RN ).
The Banach space W 1,p(x)(RN) is defined as
W 1,p(x)(RN) :=
{
u ∈ Lp(x)(RN); |∇u| ∈ Lp(x)(RN)
}
equipped with the norm
‖u‖W 1,p(x)(RN ) := ‖u‖Lp(x)(RN ) + ‖∇u‖Lp(x)(RN ).
In what follows, we denote by h≪ g provided inf{g(x)−h(x); x ∈ RN} > 0 where h and
g are continuous functions. The following embeddings will be used frequently in this work.
Proposition 2.3 ([28]). Let p : RN → R be a Lipschitz continuous function with 1 < p− ≤
p+ < N and s ∈ C+(RN).
(i) If p ≤ s ≤ p⋆, then there is a continuous embedding W 1,p(x)(RN) →֒ Ls(x)(RN).
(ii) If p ≤ s≪ p⋆ then there is a compact embedding W 1,p(x)(RN) →֒ L
s(x)
loc (R
N),
where p⋆(x) := Np(x)/(N − p(x)) for all x ∈ RN .
We also need of the following Lions’ Lemma for variable exponent found in [30]. For
r > 0 and y ∈ RN we denote by Br(y) the open ball in R
N with center y and radius r.
Lemma 2.1. Let p : RN → R be a Lipschitz continuous function with 1 < p− ≤ p+ < N . If
(un) is a bounded sequence in W
1,p(x)(RN) such that
lim
n→+∞
sup
y∈RN
∫
Br(y)
|un(x)|
p(x)dx = 0
for some r > 0, then un → 0 in L
q(x)(RN) for any q ∈ C+(RN) satisfying p≪ q ≪ p⋆.
Next, we prove Hardy-Littlewood-Sobolev type inequality for variable exponents.
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Proposition 2.4 (Hardy-Littlewood-Sobolev type inequality for variable exponents). Let
p, q ∈ C+(RN), h ∈ Lp
+
(RN) ∩ Lp
−
(RN), g ∈ Lq
+
(RN) ∩ Lq
−
(RN) and λ : RN ×RN → R be
a continuous function such that 0 < λ− ≤ λ+ < N and
1
p(x)
+
λ(x, y)
N
+
1
q(y)
= 2, ∀x, y ∈ RN .
Then, ∣∣∣∣
∫
RN
∫
RN
h(x)g(y)
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤ C(‖h‖Lp+(RN )‖g‖Lq+(RN ) + ‖h‖Lp−(RN )‖g‖Lq−(RN ))
where C > 0 is a constant that does not depend on h and g.
Proof. First of all, note that
λ(x, y) = 2N
(
1−
1
2p(x)
−
1
2q(y)
)
≤ 2N
(
1−
1
2p+
−
1
2q+
)
, ∀x, y ∈ RN .
Therefore,
λ+ = sup
x,y∈RN
λ(x, y) ≤ 2N
(
1−
1
2p+
−
1
2q+
)
.
Now, if (xn), (yn) ⊂ R
N are sequences satisfying
p(xn)→ p
+ and q(yn)→ q
+
we see that
λ(xn, yn)→ 2N
(
1−
1
2p+
−
1
2q+
)
from where it follows
λ+ = 2N
(
1−
1
2p+
−
1
2q+
)
or equivalently
1
p+
+
λ+
N
+
1
q+
= 2. (2.1)
Likewise
1
p−
+
λ−
N
+
1
q−
= 2. (2.2)
Since
1
|x− y|λ(x,y)
≤
1
|x− y|λ+
+
1
|x− y|λ−
∀x, y ∈ RN ,
we derive that∣∣∣∣
∫
RN
∫
RN
h(x)g(y)
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤
∫
RN
∫
RN
|h(x)||g(y)|
|x− y|λ−
dxdy +
∫
RN
∫
RN
|h(x)||g(y)|
|x− y|λ+
dxdy
5
Gathering (2.1), (2.2) and Proposition 1.2 we get∫
RN
∫
RN
|h(x)||g(y)|
|x− y|λ−
dxdy ≤ C‖h‖Lp+(RN )‖g‖Lq+(RN )
and ∫
RN
∫
RN
|h(x)||g(y)|
|x− y|λ+
dxdy ≤ C‖h‖
Lp
−(RN )‖g‖Lq−(RN ).
From the last two inequalities,∣∣∣∣
∫
RN
∫
RN
h(x)g(y)
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤ C(‖h‖Lp+ (RN )‖g‖Lq+(RN ) + ‖h‖Lp−(RN )‖g‖Lq−(RN )),
showing the inequality.
In this work we will also consider that p : RN → R is a Lipschitz function with
p ∈ C+(RN). The next corollary is a key point in our arguments.
Corollary 2.1. Let q ∈ C+(RN) and λ : RN × RN → R be a function satisfying
1
q(x)
+
λ(x, y)
N
+
1
q(y)
= 2, ∀x, y ∈ RN . (2.3)
If u ∈ W 1,p(x)(RN ) and r ∈M where
M =
{
r ∈ C+(RN) : p(x) ≤ r(x)q− ≤ r(x)q+ ≤ p⋆(x), ∀x ∈ RN
}
, (2.4)
then U(x) = |u(x)|r(x) ∈ Lq
−
(RN) ∩ Lq
+
(RN). Moreover,∣∣∣∣
∫
RN
∫
RN
|u(x)|r(x)|u(y)|r(y)
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤ C(‖|u|r(x)‖2Lq+ (RN ) + ‖|u|r(y)‖2Lq−(RN ))
where C is a constant that does not depend on u ∈ W 1,p(x)(RN).
Proof. Using Sobolev embedding (Proposition 2.3), u ∈ Ls(x)(RN) for all s ∈ C+(RN) with
p(x) ≤ s(x) ≤ p∗(x), ∀x ∈ RN .
Thereby, U(x) = |u(x)|r(x) ∈ Lq
+
∩ Lq
−
(RN), because r ∈ M. Now, we use the Proposition
2.4 with p(x) = q(x) and h(x) = g(x) = U(x) to obtain the desired result.
Before continuing our study, we would like point out some important properties of the
function λ(x, y) given in (2.3).
Remark 2.1.
i) The function λ is symmetric, that is,
λ(x, y) = λ(y, x), ∀x, y ∈ RN .
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ii) If q is ZN -periodic, that is,
q(x+ y) = q(x), ∀x ∈ RN and ∀y ∈ ZN ,
then λ is ZN × ZN -periodic, that is,
λ(x+ z, y + w) = λ(x, y), ∀x, y ∈ RN and ∀z, w ∈ ZN .
iii) If q is radial, that is,
q(x) = q(|x|), ∀x ∈ RN
then
λ(x, y) = λ(|x|, |y|), ∀x, y ∈ RN .
Part i) in Remark 2.1 will be crucial in the proof of the differentiability of functional Ψ.
3 Differentiability of the functional Ψ.
In this section, we will study the differentiability of functional Ψ given in (1.4). To this end,
we must assume some conditions on f . First of all, we fix q ∈ C+(RN ) and λ : RN×RN → R
satisfying (2.3), that is,
1
q(x)
+
λ(x, y)
N
+
1
q(y)
= 2, ∀x, y ∈ RN .
The function f : RN × R → R is a continuous function verifying the following growth
condition
|f(x, t)| ≤ C1(|t|
r(x)−1 + |t|s(x)−1), ∀(x, t) ∈ RN × R (f1)
where C1 > 0 and r, s ∈M given by (2.4).
Note that the function F (x, t) :=
∫ t
0
f(x, s)ds is continuous and
|F (x, t)| ≤ C2(|t|
r(x) + |t|s(x)), ∀(x, t) ∈ RN × R (F )
for some positive constant C2.
In the proof of the differentiability of Ψ we will use the lemma below whose proof we
omit because it is very simple.
Lemma 3.1. Let E be a normed vectorial space and J : E → R be a functional verifying
the following properties:
i) The Fre´chet derivative ∂J(u)
∂v
:= lim
t→0
J(u+tv)−J(u)
t
exists for all u, v ∈ E,
ii) For each u ∈ E, ∂J(u)
∂(.)
∈ E ′, that is, the application v 7−→ ∂J(u)
∂v
is a continuous linear
functional,
iii)
un → u in E =⇒
∂J(un)
∂(.)
→
∂J(u)
∂(.)
in E ′
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that is,
un → u in E =⇒ sup
‖v‖≤1
∣∣∣∣∂J(un)∂v − ∂J(u)∂v
∣∣∣∣→ 0.
Then, J ∈ C1(E,R) and
J ′(u)v =
∂J(u)
∂v
, ∀u, v ∈ E.
After the above establishments we are ready to prove the differentiability of functional
Ψ given by (1.4).
Lemma 3.2. The functional Ψ given in (1.4) is well defined and belongs to
C1(W 1,p(x)(RN),R) with
Ψ′(u)v =
∫
RN
∫
RN
F (x, u(x)f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy,
for all u, v ∈ W 1,p(x)(RN).
Proof. From (f1), (F ) and Proposition 2.4 it follows that Ψ is well defined. In the sequel,
we will show that Ψ satisfies the assumptions of Lemma 3.1. To this end, we will divide the
proof into three steps:
Step 1: Existence of the Fre´chet derivative:
Let u, v ∈ W 1,p(x)(RN) and t ∈ [−1, 1]. Note that
Ψ(u+ tv)−Ψ(u)
t
=
1
2
∫
RN
∫
RN
F (x, u(x) + tv(x))F (y, u(y) + tv(y))− F (x, u(x))F (y, u(y))
t|x− y|λ(x,y)
dxdy.
(3.1)
Denoting by I the integrand in (3.1), we have
I =
F (x, u(x) + tv(x))(F (y, u(y) + tv(y))− F (y, u(y))
t
+
F (y, u(y))(F (x, u(x) + tv(x))− F (x, u(x)))
t
.
By the Mean Value Theorem there exist θ(x, t), η(y, t) ∈ [0, 1], such that
F (y, u(y) + tv(y))− F (y, u(y)) = f(y, u(y) + η(y, t)tv(y))v(y)t
and
F (x, u(x) + tv(x))− F (x, u(x)) = f(x, u(x) + θ(x, t)tv(x))v(x)t.
The relation (3.1) allows us to estimate∣∣∣∣Ψ(u+ tv)−Ψ(u)t −
∫
RN
∫
RN
F (x, u(x)f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤ |Bt1|+ |Bt2|
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where
Bt1 :=
1
2
∫
RN
∫
RN
F (x, u(x) + tv(x))f(y, u(y) + η(y, t)tv(y))v(y)− F (x, u(x)f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy
and
Bt2 :=
1
2
∫
RN
∫
RN
F (y, u(y))f(x, u(x) + θ(x, t)tv(x))v(x)
|x− y|λ(x,y)
dxdy −
1
2
∫
RN
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy
By Remark 2.1, the function λ(x, y) is symmetric, that is,
λ(x, y) = λ(y, x), ∀x, y ∈ RN .
Such property combined with Fubini’s Theorem implies that∫
RN
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy =
∫
RN
∫
RN
F (y, u(y))f(x, u(x))v(x)
|x− y|λ(y,x)
dydx
=
∫
RN
∫
RN
F (y, u(y))f(x, u(x))v(x)
|x− y|λ(y,x)
dxdy
=
∫
RN
∫
RN
F (y, u(y))f(x, u(x))v(x)
|x− y|λ(x,y)
dxdy.
Therefore, Bt2 can be rewritten as
Bt2 :=
1
2
∫
RN
∫
RN
F (y, u(y))f(x, u(x) + θ(x, t)tv(x))v(x)− F (y, u(y)f(x, u(x))v(x))
|x− y|λ(x,y)
dxdy.
Then, by Proposition 2.4
|Bt2| ≤ C‖F (., u)‖Lq+(RN )‖f(., u+ θ(., t)v)v − f(., u)v‖Lq+(RN )
+ C‖F (., u)‖
Lq
−(RN )‖f(., u+ θ(., t)v)v − f(., u)v‖Lq−(RN ).
Since θ(x, t) ∈ [0, 1] and t ∈ [−1, 1], the condition (f1) guarantees that
|f(x, u(x) + θ(t, x)tv(x))v(x)− f(x, u(x))v(x)|q
+
≤ C(|u(x)|q
+(r(x)−1)|v(x)|q
+
+ |v(x)|q
+r(x))
+C(|u(x)|q
+(s(x)−1)|v(x)|q
+
+ |u(x)|q
+s(x) + |u(x)|q
+(r(x)−1)|v(x)|q
+
+ |u(x)|q
+(s(x)−1)|v(x)|q
+
)
(3.2)
The growth conditions (2.4) and Proposition 2.3 ensure that the right side of the inequality
(3.2) is an integrable function. Thus, the Lebesgue’s Dominated Convergence Theorem gives
‖f(., u+ θ(., t)v)v − f(., u)v‖Lq+(RN ) → 0 as t→ 0.
Likewise
‖f(., u+ θ(., t)tv)v − f(., u)v‖
Lq
−(RN ) → 0 as t→ 0.
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The last limits imply that Bt2 → 0 as t→ 0. Related to the B
t
1, we have the estimate below
|Bt1| ≤
1
2
∫
RN
∫
RN
|F (x, u(x))||f(y, u(y) + η(y, t)tv(y))v(y)− f(y, v(y))v(y)|
|x− y|λ(x,y)
dxdy
+
1
2
∫
RN
∫
RN
|f(y, u(y) + η(y, t)tv(y))v(y)||F (x, u(x) + tv(x))− F (x, u(x))|
|x− y|λ(x,y)
dxdy.
Arguing as above,∫
RN
∫
RN
|F (x, u(x))||f(y, u(y) + η(y, t)tv(y))v(y)− f(y, v(y))v(y)|
|x− y|λ(x,y)
dxdy → 0
as t→ 0. On the other hand, the Lebesgue’s Dominated Convergence Theorem also yields
‖F (., u+ tv)− F (., u)‖
Lq
+(RN ) → 0 as t→ 0 (3.3)
and
‖F (., u+ tv)− F (., u)‖
Lq
−(RN ) → 0 as t→ 0. (3.4)
As in (3.2), the quantities ‖f(., u + η(., t)tv)v‖Lq+ (RN ) and ‖f(., u + η(., t)tv)v‖Lq−(RN ) are
uniformly bounded by a constant that does not depend on t ∈ [−1, 1]. Thus, the Proposition
2.4 combined with (3.3) and (3.4) gives∫
RN
∫
RN
|f(y, u(y) + η(y, t)tv(y))v(y)||F (x, u(x) + tv(x))− F (x, u(x))|
|x− y|λ(x,y)
dxdy → 0
as t→ 0, and so, Bt1 → 0 as t→ 0. From the above analysis,
lim
t→0
Ψ(u+ tv)−Ψ(u)
t
=
∫
RN
∫
RN
F (x, u(x)f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy,
showing the existence the existence of the Fre´chet derivative ∂Ψ(u)
∂v
.
Step 2: ∂Ψ(u)
∂(.)
∈ (W 1,p(x)(RN))′ for all u ∈ W 1,p(x)(RN) .
It is evident that ∂Ψ(u)
∂v
is linear at v for each u fixed. Next, we are going to show that∣∣∣∣∂Ψ(u)∂v
∣∣∣∣ ≤ Cu‖v‖, ∀v ∈ W 1,p(x)(RN),
for some positive constant Cu that does not depend on v ∈ W
1,p(x)(RN). From (f1), (F ) and
Proposition 2.4∣∣∣∣
∫
RN
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤ C‖F (., u)‖Lq+(RN )‖f(., u)v‖Lq+(RN )
+ C‖F (., u)‖
Lq
−(RN )‖f(., u)v‖Lq−(RN ).
(3.5)
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Suppose that ‖v‖W 1,p(x)(RN ) ≤ 1. The continuous embeddings W
1,p(x)(RN) →֒ Lp
+r(x)(RN)
and W 1,p(x)(RN) →֒ Lp
+s(x)(Rn) (see Proposition 2.3) combined with Ho¨lder inequality, (f1)
and Proposition 2.1 give∫
RN
|f(y, u(y))v(y)|q
+
dy ≤ C‖|u|q
+(r(.)−1)‖
L
r(y)
r(y)−1 (RN )
‖|v|q
+
‖Lr(y)(RN )
+ C‖|u|q
+(s(.)−1)‖
L
s(y)
s(y)−1 (RN )
‖|v|q
+
‖Ls(x)(RN )
≤ Cu
(
max
(
‖v‖q
+
Lq
+r(x)(RN )
, ‖v‖
q+r−
r+
Lq
+r(x)(RN )
)
+max
(
‖v‖
q+r+
r−
Lq
+r(x)(RN )
, ‖v‖q
+
Lq
+r(x)(RN )
))
+ Cu
(
max
(
‖v‖q
+
Lq
+s(x)(RN )
, ‖v‖
q+s−
s+
Lq
+s(x)(RN )
)
+max
(
‖v‖
q+s+
s−
Lq
+s(x)(RN )
, ‖v‖q
+
Lq
+s(x)(RN )
))
≤ Cu1
(3.6)
where
Cu1 := K1
(
max
((∫
RN
|u(y)|q
+r(y)dy
) 1
( rr−1)
+
,
(∫
RN
|u(y)|q
+s(y)dy
) 1
( rr−1)
−
))
+K1
(
max
((∫
RN
|u(y)|q
+s(y)dy
) 1
( ss−1)
+
,
(∫
RN
|u(y)|q
+s(y)dy
) 1
( ss−1)
+
))
and K1 is a constant that does not depend on u and v. The previous argument also implies
that,
‖f(., u)v‖
Lq
−(RN ) ≤ Cu2 , for all v ∈ W
1,p(x)(RN) with ‖v‖W 1,p(x)(RN ) ≤ 1 (3.7)
where
Cu2 := K2
(
max
((∫
RN
|u(y)|q
−r(y)dy
) 1
( rr−1)
+
,
(∫
RN
|u(y)|q
−s(y)dy
) 1
( rr−1)
−
))
+K2
(
max
((∫
RN
|u(y)|q
−s(y)dy
) 1
( ss−1)
+
,
(∫
RN
|u(y)|q
−s(y)dy
) 1
( ss−1)
+
))
with K2 being a constant that does not depend on u and v. The inequalities (3.5),(3.6) and
(3.7) justify the Step 2.
Step 3:
un → u in W
1,p(x)(RN)⇒ sup
‖v‖
W1,p(x)(RN )
≤1
∣∣∣∣∂Ψ(un)∂v − ∂Ψ(u)∂v
∣∣∣∣→ 0. (3.8)
Consider v ∈ W 1,p(x)(RN) with ‖v‖W 1,p(x)(RN ) ≤ 1 and note that∣∣∣∣∂Ψ(un)∂v − ∂Ψ(u)∂v
∣∣∣∣ ≤
∫
RN
∫
RN
|F (x, un(x))− F (x, u(x))||f(y, un(y))v(y)|
|x− y|λ(x,y)
dxdy
+
∫
RN
∫
RN
|F (x, u(x))||f(y, un(y))v(y)− f(y, u(y))v(y)|
|x− y|λ(x,y)
dxdy
:= Bnf +B
n
F
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By Proposition 2.4,
Bnf ≤ C‖F (., un)− F (., u))‖Lq+(RN )‖f(., un)v‖Lq+ (RN )
+ C‖F (., un)− F (., u))‖Lq−(RN )‖f(., un)v‖Lq−(RN ).
Since the sequences (‖f(., un)v‖Lq+(RN )) and (‖f(., un)v‖Lq−(RN )) are bounded (see (3.6) and
(3.7)) and
‖F (., un)− F (., u)‖Lq+(RN ), ‖F (., un)− F (., u)‖Lq−(RN ) → 0,
it follows that
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
‖F (., un)− F (., u))‖Lq+(RN )‖f(., un)v‖Lq+(RN ) → 0 (3.9)
and
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
‖F (., un)− F (., u))‖Lq−(RN )‖f(., un)v‖Lq−(RN ) → 0 (3.10)
as n→ +∞.
Now we will estimate BnF . Given ε > 0, fix R > 0 large enough such that∫
B(0,R)c
|u(x)|q
+r(x)dx,
∫
B(0,R)c
|u(x)|q
−r(x)dx,
∫
B(0,R)c
|u(x)|q
+s(x)dx,
∫
B(0,R)c
|u(x)|q
−s(x)dx < ε.
Recalling that un → u in L
q+r(x)(RN), Lq
−r(x)(RN), Lq
+s(x)(RN) and Lq
−s(x)(RN), there is
n0 ∈ N large enough such that∫
B(0,R)c
|un(x)|
q+r(x)dx,
∫
B(0,R)c
|un(x)|
q−r(x)dx,
∫
B(0,R)c
|un(x)|
q+s(x)dx,
∫
B(0,R)c
|un(x)|
q−s(x)dx < ε
(3.11)
for all n ≥ n0. Note that by Proposition 2.4∫
RN
∫
RN
|F (x, u(x))||(f(y, un(y))− f(y, u(y)))v(y)|
|x− y|λ(x,y)
dxdy ≤ C‖F (., u)‖
Lq
+(RN )
×‖(f(., un)− f(., u))v‖Lq+(RN )
+C‖F (., u)‖
Lq
−(RN )‖(f(., un)− f(., u))v‖Lq−(RN )
≤ C0(‖(f(., un)− f(., u))v‖Lq+(RN ) + ‖(f(., un)− f(., u))v‖Lq−(RN ))
(3.12)
where C0 > 0 is a constant that does not depend on n ∈ N. The condition (f1) together with
Ho¨lder’s inequality yield∫
B(0,R)c
|(f(y, un(y))− f(x, u(x)))v(y)|
q+dy ≤ C1‖|un|
q+(r(y)−1)‖
L
r(y)
r(y)−1 (B(0,R)c)
‖|v|q
+
‖Lr(y)(B(0,R)c)
+ C1‖|u|
q+(r(y)−1)‖
L
r(y)
r(y)−1 (B(0,R)c)
‖|v|q
+
‖Lr(y)(B(0,R)c) + C1‖|un|
q+(s(y)−1)‖
L
s(y)
s(y)−1 (B(0,R)c)
‖|v|q
+
‖Ls(y)(B(0,R)c).
(3.13)
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By Propositions 2.1 and 2.3, we know that ‖|v|q
+
‖Lr(y)(B(0,R)c), ‖|v|
q+‖Ls(y)(B(0,R)c) ≤ C2 where
C2 is a positive constant that does not depend on v ∈ W
1,p(x)(RN) with ‖v‖W 1,p(x)(RN ) ≤ 1
and R > 0. Thus, from (3.11), (3.13) and Proposition 2.3
∫
B(0,R)c
|(f(y, un(y))−f(x, u(x)))v(y)|
q+dy ≤ C2max
{
ε
1
( rr−1)
+
, ε
1
( rr−1)
−
, ε
1
( ss−1)
+
, ε
1
( ss−1)
−
}
.
Therefore
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
∫
B(0,R)c
|(f(y, un(y))− f(x, u(y)))v(y)|
q+dy ≤ Aε, ∀n ≥ n0. (3.14)
where
Aε = C2max
{
ε
1
( rr−1)
+
, ε
1
( rr−1)
−
, ε
1
( ss−1)
+
, ε
1
( ss−1)
−
}
→ 0 as ε→ 0.
Now we will estimate the integral∫
B(0,R)
|f(y, un(y))− f(y, u(y))|
q+|v(y)|q
+
dy.
Using Proposition 2.4 and the continuous embedding W 1,p(x)(B(0, R)) →֒ Lq
+r(y)(B(0, R)),
we get∫
B(0,R)
|f(y, un(y))− f(y, u(y))|
q+|v(y)|q
+
≤ C‖|f(., un)− f(., u)|
q+‖
L
r(y)
r(y)−1 (B(0,R))
× ‖|v|q
+
‖Lr(y)(B(0,R))
≤ C3‖|f(., un)− f(., u)|
q+‖
L
r(y)
r(y)−1 (B(0,R))
where C3 is a positive constant that does not depend on n ∈ N and v ∈ W
1,p(x)(RN) with
‖v‖W 1,p(x)(RN ) ≤ 1. Recalling that |f(y, un(y) − f(y, u(y)))|
q+ → 0 in L
r(y)
r(y)−1 (B(0, R)), it
follows that
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
∫
B(0,R)
|(f(y, un(y))− f(x, u(y)))v(y)|
q+dy → 0 as n→ +∞. (3.15)
From (3.14) and (3.15),
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
‖(f(., un)− f(., u))v‖Lq+(RN ) → 0 as n→ +∞. (3.16)
Likewise
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
‖(f(., un)− f(., u))v‖Lq−(RN ) → 0 as n→ +∞. (3.17)
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From (3.12),(3.16) and (3.17),
sup
v∈W 1,p(x)(RN )
‖v‖
W1,p(x)(RN )
≤1
∫
RN
∫
RN
|F (x, u(x))||(f(y, un(y))− f(y, u(y)))v(y)|
|x− y|λ(x,y)
dxdy → 0 (3.18)
as n→ +∞. The step is justified, according to (3.9), (3.10) and (3.18). Finally, the lemma
follows from the previous three steps.
4 An application
In this section we will illustrate how we can use Proposition 2.4 to prove the existence of
solution for (1.3). In what follows, we will consider the condition (f1) with r, s verifying
p≪ rq− ≤ rq+ ≪ p⋆, p≪ sq− ≤ sq+ ≪ p⋆ (4.1)
and
r−, s− > p+/2. (4.2)
Moreover, we also consider the Ambrosetti-Rabinowitz type condition:
0 < θF (x, t) ≤ 2f(x, t)t, ∀t > 0 (f2)
Here θ > 0 is a fixed number with θ > p+ and we will suppose that there are constants
l, cl > 0 such that
F (x, l) ≥ cl, ∀x ∈ R
N .
Related to the potential V : RN → R, we assume that
inf
x∈RN
V (x) := V0 > 0 (V0)
and one of the following conditions:
(V1) V is Z
N -periodic
or
(V2) V has the property that the quantity
‖u‖⋆ = ‖∇u‖Lp(x)(RN ) + ‖u‖Lp(x)(RN ),V (x)
where
‖u‖Lp(x)(RN ),V (x) = inf
{
α > 0;
∫
RN
V (x)
∣∣∣u
α
∣∣∣ ≤ 1} ,
defines a norm in C∞0 (R
N) and that the completion of C∞0 (R
N) with relation this norm,
denote by E, is a Banach space with the embedding E →֒ Lq(x)(RN) compact for all
q ∈ C+(RN) and p≪ q ≪ p⋆ in RN .
Note that if we consider the conditions (V1) and (V2), the same arguments of Lemma
(3.2) work well to prove that Ψ given by (1.4) belongs to C1(E,R).
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We would like point out that the condition (V2) holds if the potential V is coercive, that
is
V (x)→ +∞ as |x| → +∞,
see for instance [5].
The main result of this section is the following:
Theorem 4.1. Assume (f1) − (f2), (V0), (2.3), (4.1)- (4.2) and that p is a Lipschitz
functions. If
i) (V1) holds, p, q are Z
N -periodic functions and f(., t) is a ZN -periodic function for each
t ∈ R,
or
ii) (V2) holds,
then problem (1.3) has a nontrivial solution.
In the proof of Theorem 4.1 we will use variational methods. From now on (A, ‖ ‖)
denotes (W 1,p(x)(RN), ‖ ‖W 1,p(x)(RN )) or (E, ‖ ‖⋆). The energy functional J : A → R
associated with (1.3) is given by,
J(u) =
∫
RN
1
p(x)
(|∇u(x)|p(x) + V (x)|u(x)|p(x)) dx−
1
2
∫
RN
∫
RN
F (x, u(x))F (y, u(y))
|x− y|λ(x,y)
dxdy,
that is,
J(u) =
∫
RN
1
p(x)
(|∇u(x)|p(x) + V (x)|u(x)|p(x)) dx−Ψ(u).
By the study made in the previous section, J ∈ C1(A,R) with
J ′(u)v =
∫
RN
|∇u(x)|p(x)−2∇u(x)∇v(x) dx+
∫
RN
V (x)|u(x)|p(x)−2u(x)v(x)dx
−
∫
RN
∫
RN
F (x, u(x)f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy, ∀u, v ∈ A.
Our first lemma establishes the mountain pass geometry.
Lemma 4.1. The functional J verifies the following properties:
(i) There exists ρ > 0 small enough such that J(u) ≥ η for u ∈ A with ‖u‖ = ρ for some
η > 0.
(ii) There exists e ∈ A such that ‖e‖ > ρ and J(e) < 0.
Proof. i) By Proposition 2.4 and (2.3),∫
RN
∫
RN
F (x, u(x))F (y, u(y))
|x− y|λ(x,y)
dxdy ≤ C(‖F (., u)‖2
Lq
+(RN )
+ ‖F (., u)‖2
Lq
−(RN )
)
for all u ∈ A. Note that
‖F (., u)‖
Lq
+(RN ) ≤ C
(∫
RN
|u(x)|q
+r(x) + |u(x)|q
+s(x)dx
) 1
q+
≤ C
(∫
RN
|u(x)|q
+r(x)dx
) 1
q+
+ C
(∫
RN
|u(x)|q
+s(x)dx
) 1
q+
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≤ C
(
max
(
‖u‖r
+
Lq
+r(x)(RN )
, ‖u‖r
−
Lq
+r(x)(RN )
)
+max
(
‖u‖s
+
Lq
+s(x)(RN )
, ‖u‖s
−
Lq
+s(x)(RN )
))
and
‖F (., u)‖Lq−(RN ) ≤ Cmax
(
‖u‖r
+
Lq
−r(x)(RN )
, ‖u‖r
−
Lq
−r(x)(RN )
)
+ Cmax
(
‖u‖s
+
Lq
+s(x)(RN )
, ‖u‖s
−
Ls
−r(x)(RN )
)
,
according to (F ). The continuous embeddings A →֒ W 1,p(x)(RN ) and W 1,p(x)(RN) →֒
Lp
⋆(x)(RN) implies that
‖u‖
Lq
+r(x)(RN ), ‖u‖Lq−r(x)(RN ), ‖u‖Lq+s(x)(RN ), ‖u‖Lq−s(x)(RN ) ≤ L‖u‖W 1,p(x)(RN ), u ∈ A
for a positive constant L > 0 that does not depend on u ∈ A.
By using the classical inequality
(a+ b)α ≤ 2α−1(aα + bα), a, b > 0 with α > 1,
we get
J(u) ≥
∫
RN
1
p+
(
|∇u(x)|p(x) + V0|u(x)|
p(x)
)
dx− Cmax(‖u‖2r
−
W 1,p(x)(RN ), ‖u‖
2r+
W 1,p(x)(RN ))
− Cmax(‖u‖2s
−
W 1,p(x)(RN ), ‖u‖
2s+
W 1,p(x)(RN ))
≥ C(‖∇u‖p
+
Lp(x)(RN )
+ ‖u‖p
+
Lp(x)(RN )
)− C(‖u‖2r
+
W 1,p(x)(RN ) + ‖u‖
2r−
W 1,p(x)(RN ))
− C(‖u‖2s
+
W 1,p(x)(RN ) + ‖u‖
2s−
W 1,p(x)(RN ))
≥ C(‖∇u‖p
+
Lp(x)(RN )
+ ‖u‖p
+
Lp(x)(RN )
)−K(‖∇u‖2r
+
Lp(x)(RN ) + ‖u‖
2r+
Lp(x)(RN ))
−K(‖∇u‖2r
−
Lp(x)(RN ) + ‖u‖
2r−
Lp(x)(RN ))−K(‖∇u‖
2s+
Lp(x)(RN ) + ‖u‖
2s+
Lp(x)(RN ))
−K(‖∇u‖2s
−
Lp(x)(RN ) + ‖u‖
2s−
Lp(x)(RN ))
where C,C and K are constants that does not depend on u. Since 2r−, 2s− > p+ and
‖u‖W 1,p(x)(RN ) = ‖∇u‖Lp(x)(RN ) + ‖u‖Lp(x)(RN ) ≤ K‖u‖ where K is a constant that does not
depend on u. The result follows by fixing ‖u‖ = ρ with ρ small enough.
ii) The condition (f2) implies that
F (x, t) ≥ Ct
θ
2 ∀(x, t) ∈ RN × R and t ≥ l,
where C depends only on l and θ. Now, considering a nonnegative function ϕ ∈ C∞0 (R
N)\{0}
the last inequality permits to conclude that J(tϕ) < 0 for t large enough. This finishes the
proof.
Using the Mountain Pass Theorem without the Palais-Smale condition (see [15, Theorem
5.4.1]), there is a sequence (un) ⊂ A such that
J(un)→ d and J
′
(un)→ 0,
16
where d > 0 is the mountain pass level defined by
d := inf
γ∈Γ
sup
t∈[0,1]
J(γ(t)) (4.3)
with Γ := {γ ∈ C([0, 1], A); γ(0) = 0, γ(1) = e}.
Regarding such sequence we have the next result.
Lemma 4.2. The sequence (un) is bounded.
Proof. First of all, note that
J(un)−
J
′
(un)un
θ
≤ d+ 1 + ‖un‖.
for n large enough and d given in (4.3). On the other hand,
J(un)−
J
′
(un)un
θ
=
∫
RN
(
1
p(x)
−
1
θ
)
(|∇un(x)|
p(x) + V (x)|un(x)|
p(x))dx
+
∫
RN
∫
RN
F (x, un(x))
|x− y|λ(x,y)
(
f(y, un(y))un(y)
θ
−
F (y, un(y))
2
)
dxdy
≥ C
∫
RN
|∇un(x)|
p(x) + V (x)|un(x)|
p(x)dx.
The last two inequalities give the boundedness of (un) in A.
Since (un) is bounded inA, (un) is also bounded inW
1,p(x)(RN). The compact embeddings
contained in Proposition 2.3 imply that exists u ∈ A and a subsequence, still denoted by
(un), such that un(x)→ u(x) a.e in R
N and ∇un ⇀ ∇u in (L
p(x)(RN))N , where the symbol
⇀ denotes the weak convergence.
The next two lemmas will be needed to prove that u is a critical point of J .
Lemma 4.3. The following limits hold for some subsequence:
(i) ∫
RN
∫
RN
F (x, un(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy →
∫
RN
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy
for all v ∈ C∞0 (R
N )
(ii) ∫
RN
∫
RN
F (x, un(x))(f(y, un(y))v(y)− f(y, u(y))v(y))
|x− y|λ(x,y)
dxdy → 0
for all v ∈ C∞0 (R
N ).
17
(iii) ∫
RN
∫
RN
F (x, un(x))f(y, un(y))v(y)
|x− y|λ(x,y)
dxdy →
∫
RN
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy
for all v ∈ C∞0 (R
N ).
Proof. i) As Lq
+
(RN) and Lq
−
(RN) are uniformly convex, the Banach space (Lq
+
(RN) ∩
Lq
+
(RN),max(‖.‖
Lq
+ (RN ), ‖.‖Lq−(RN ))) is uniformly convex (therefore reflexive). The growth
of F and the fact that (un) is bounded in A ensures that the sequence (F (., un(.))) is bounded
in Lq
+
(RN) ∩ Lq
−
(RN).
We claim that F (., un) ⇀ F (., u) in L
q+(RN) ∩ Lq
−
(RN). Since (F (., un)) is bounded
in Lq
+
(RN ) ∩ Lq
−
(RN) there exists L ∈ Lq
+
(RN) ∩ Lq
−
(RN) such that F (., un) ⇀ L in
Lq
+
(RN) ∩ Lq
−
(RN ). Fix ϕ ∈ C∞0 (R
N) and consider the continuous linear functional
Iϕ(w) :=
∫
RN
wϕ dx, w ∈ Lp
+
(RN) ∩ Lp
−
(RN ).
Then,
Iϕ(F (., un))→
∫
RN
L(x)ϕ(x)dx.
Using [7, Proposition 2.6], F (., un)⇀ F (., u) in L
q+(RN), and so,∫
RN
F (x, un(x))ϕdx→
∫
RN
F (x, u(x))ϕdx.
Thereby ∫
RN
F (x, u(x))ϕ(x)dx =
∫
RN
L(x)ϕ(x)dx ∀ϕ ∈ C∞0 (R
N),
showing that
L(x) = F (x, u(x)) a.e in RN .
By Proposition 2.4, the application
H(w) :=
∫
RN
∫
RN
w(x)f(y, u(y))v(y)
|x− y|λ(x,y)
, w ∈ Lq
+
(RN) ∩ Lq
−
(RN)
is a continuous linear functional. Since F (., un) ⇀ F (., u) in L
q+(RN) ∩ Lq
−
(RN), it follows
that∫
RN
∫
RN
F (x, un(x))f(y, un(y))v(y)
|x− y|λ(x,y)
dxdy →
∫
RN
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy,
which proves i).
ii) Denote by I the integral described in ii). Then
|I| ≤ C‖F (., un)‖Lq+ (RN )‖f(., un)v − f(., u)v‖Lq+(RN )
+ ‖F (., un)‖Lq−(RN )‖f(., un)v − f(., u)v‖Lq−(RN ),
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according to Proposition 2.4 with p(·) = q(·). Since (un) is bounded in A, (F (., un)) is also
bounded sequence in Lq
+
(RN) ∩ Lq
−
(RN). Let v ∈ C∞0 (R
N ) and consider a bounded open
set Ω that contains the support of v. Since Ω is bounded, the boundedness of (un) in A
combined with (4.1) and the compact embeddings given in Proposition 2.3 guarantee that
for some a subsequence,
• un → u in L
q+r(x)(Ω),
• un → u in L
q+s(x)(Ω),
• un(x)→ u(x) a.e in Ω,
• |un(x)| ≤ h1(x) a.e in Ω for some h1 ∈ L
q+r(x)(Ω),
• |un(x)| ≤ h2(x) a.e in Ω for some h2 ∈ L
q+s(x)(Ω).
These informations combined with Lebesgue’s Dominated Convergence Theorem give
‖f(., un)v − f(., u)v‖Lq+(RN ) = ‖f(., un)v − f(., u)v‖Lq+(Ω) → 0.
A similar reasoning provides
‖f(., un)v − f(., u)v‖Lq−(RN ) = ‖f(., un)v − f(., u)v‖Lq−(Ω) → 0.
This finishes the proof of ii). iii) is a direct consequence of i) and ii).
Lemma 4.4. For a subsequence the two properties below hold
(i) ∇un(x)→∇u(x) a.e in R
N .
(ii) |∇un|
p(x)−2∇un ⇀ |∇un|
p(x)−2∇un in (L
p(x)
p(x)−1 (Rn))N .
Proof. Fix R > 0 and ϕ ∈ C∞0 (R
N) such that ϕ(x) = 1 for x ∈ BR(0). Since J
′
(un) → 0 in
A′ and (un) is bounded in A, we have J
′
(un)(unϕ) = on(1) = J
′
(un)(uϕ). Setting
Pn(x) := (|∇un(x)|
p(x)−2∇un(x)− |∇u(x)|
p(x)−2∇u(x)).(∇un(x)−∇u(x)), x ∈ R
N ,
we derive∫
RN
Pn(x)ϕ(x)dx = J
′(un).(unϕ)−
∫
RN
un(x)|∇un(x)|
p(x)−2∇un(x)∇ϕ(x)dx
−
∫
RN
|un(x)|
p(x)ϕ(x)dx− J ′(un)(uϕ) +
∫
RN
u(x)|∇un(x)|
p(x)−2∇un(x)∇ϕ(x)dx
+
∫
RN
|un(x)|
p(x)−2un(x)u(x)ϕdx−
∫
RN
∫
RN
F (x, un(x))f(y, un(y))(un(y)− u(y))v(y)
|x− y|λ(x,y)
dxdy
−
∫
RN
|∇u(x)|p(x)−2∇u(x)∇(un − u)(x)ϕdx.
Standard arguments ensure that ∫
RN
Pn(x)ϕ(x) dx→ 0.
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Therefore ∇un → ∇u in L
p(x)(BR(0)) for all R > 0. As R is arbitrary, we conclude that
∇un(x)→ ∇u(x) a.e in R
N for some subsequence.
ii) Using the fact that |∇un|
p(x)−2∇un is bounded in L
p(x)
p(x)−1 (RN) and the pointwise
convergence |∇un(x)|
p(x)−2∇un(x)→ |∇u(x)|
p(x)−2∇u(x) a.e in RN , we have
|∇un|
p(x)−2∇un ⇀ |∇un|
p(x)−2∇un in (L
p(x)
p(x)−1 (RN))N .
according to [7, Proposition 2.6].
Now, we are ready to prove that u is a critical point of J.
Lemma 4.5. The function u is a critical point of J , that is, J
′
(u) = 0.
Proof. First of all, we claim that
J
′
(un)v → J
′
(u)v, ∀v ∈ C∞0 (R
N).
In order to verify such limit, note that
J
′
(un)v =
∫
RN
|∇un(x)|
p(x)−2∇un(x)∇v(x) + V (x)|un|
p(x)−2un(x)v(x)dx
−
∫
RN
∫
RN
F (x, un(x))f(y, un(y))v(y)
|x− y|λ(x,y)
dxdy.
By Lemmas 4.3 and 4.4 we get
∫
RN
∫
RN
F (x, un(x))f(y, un(y))v(y)
|x− y|λ(x,y)
dxdy →
∫
Rn
∫
RN
F (x, u(x))f(y, u(y))v(y)
|x− y|λ(x,y)
dxdy. (4.4)
and ∫
RN
|∇un(x)|
p(x)−2∇un(x)∇v(x)dx→
∫
RN
|∇u(x)|p(x)−2∇u(x).∇v(x)dx. (4.5)
Moreover, by Lebesgue’s Dominated Convergence Theorem we also have∫
RN
V (x)|un(x)|
p(x)−2un(x)v(x)dx→
∫
RN
V (x)|u(x)|p(x)−2u(x)v(x)dx,
which combined with the relations (4.4) and (4.5) proves the claim. As J ′(un)v → 0, the
claim ensures that J
′
(u)v = 0 for all v ∈ C∞0 (R
N). Now, the lemma follows by using the
fact that C∞0 (R
N ) is dense in A.
4.1 Proof of Theorem 4.1
. In the sequel, we will divide the proof into two cases, which are related to the conditions
(V1) and (V2).
Case 1: (V1) holds:
If u 6= 0, then u is a nontrivial solution and the theorem is proved. If u = 0, we must find
another solution v ∈ W 1,p(x)(RN) \ {0} for the equation (1.3). For such purpose, the claim
below is crucial in our argument.
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Claim 4.1. There exist r > 0, β > 0 and a sequence (yn) ⊂ R
N such that
lim inf
n→+∞
∫
Br(yn)
|un(x)|
p(x)dx ≥ β > 0.
Proof. Suppose that the claim is false. Then, by Lemma 2.1
un → 0 in L
t(x)(Rn), (4.6)
for all t ∈ C+(RN ) with p≪ t≪ p⋆. Applying Proposition 2.4,∣∣∣∣
∫
RN
∫
RN
F (x, un(x))f(y, un(y))un(y)
|x− y|λ(x,y)
dxdy
∣∣∣∣ ≤ C‖F (x, un(x))‖Lq+ (RN )‖f(y, un(y))un(y)‖Lq+(RN )
+ C‖F (x, un(x))‖Lq−(RN )‖f(y, un(y))un(y)‖Lq−(RN ).
By (f1), (F ), (4.1) and (4.6), ∫
RN
|F (x, un(x))|
q+dx→ 0,
∫
RN
|F (x, un(x))|
q−dx→ 0,
∫
RN
|f(y, un(y))un(y)|
q+dy → 0
and ∫
RN
|f(y, un(y))un(y)|
q−dy → 0.
Therefore ∫
RN
F (x, un(x))f(y, un(y))un(y)
|x− y|λ(x,y)
dxdy → 0.
The above limit together with the fact that J ′(un)un = on(1) give∫
RN
(|∇un(x)|
p(x) + V (x)|un(x)|
p(x)) dx→ 0,
or equivalently,
un → 0 in A.
This limit leads to J(un)→ 0, which contradicts the limit J(un)→ d > 0.
By using standard arguments, we can assume in Claim 4.1 that (yn) ⊂ Z
N . As q is
Z
N -periodic, the Remark 2.1 yields λ is ZN × ZN -periodic. This fact combined with the
periodicity of p, V, f(., t) and F (., t) guarantee that the function vn(x) = un(x+ yn) satisfies
J(vn) = J(un), ‖J
′(vn)‖ = ‖J
′(un)‖ and ‖un‖ = ‖vn‖ ∀n ∈ N.
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From the above information, (vn) is a (PS)d sequence for J . Since (vn) is bounded in A, up
to a subsequence, vn → v in L
p(x)(Br(0)) for some v ∈ A. In order to verify that v 6= 0, note
that by Claim 4.1
0 < β ≤ lim
n→+∞
∫
Br(yn)
|un(x)|
p(x)dx = lim
n→+∞
∫
Br(0)
|vn(x)|
p(x)dx =
∫
Br(0)
|v(x)|p(x)dx.
Case 2: (V2) holds:
To begin with, recall that there is a sequence (un) ⊂ E such that
J(un)→ d and J
′(un)→ 0,
where d > 0 is the mountain pass level given by (4.3). Since (un) is a bounded sequence in
E, we can assume that for some subsequence of (un), still denote by itself, there is u ∈ E
such that un ⇀ u in E. By (V2),
un → u in L
s(x)(RN) for all s ∈ C+(RN) with p≪ s≪ p⋆.
Suppose that u ≡ 0. The last limit combined with (f1)− (f2), (F ) and (4.1) give
F (., un)→ 0 in L
q+(RN ),
F (., un)→ 0 in L
q−(RN),
f(., un)un → 0 in L
q+(RN)
and
f(., un)un → 0 in L
q−(RN ).
The above limits combined with Proposition (2.4) imply that∫
RN
F (x, un(x))f(y, un(y))un(y)
|x− y|λ(x,y)
dxdy → 0.
Now, gathering this limit with J ′(un)un = on(1), we find∫
RN
|∇un|
p((x) + V (x)|un(x)|
p(x) dx→ 0,
from where it follows that
un → 0 in E,
showing that J(un)→ 0, contradicting again the limit J(un)→ d > 0.
Acknowledgements: This work was done while the second author was visiting the Federal
University of Campina Grande. He thanks the hospitality of professor Claudianor Alves and
of the other members of the department.
22
References
[1] E. Acerbi & G. Mingione, Regularity results for tationary electrorheological fluids, Arch.
Rational Mech. Anal. 164 (2002), 213-259.
[2] E. Acerbi & G. Mingione, Regularity results for electrorheological fluids: stationary case,
C.R. Math. Acad. Sci. Paris 334 (2002), 817-822.
[3] N. Ackermann, On a periodic Schro¨dinger equation with nonlocal superlinear part,
Math. Z., 248 (2004), 423–443.
[4] C.O. Alves, Existence of solutions for a degenerate p(x)-Laplacian equation in RN , J.
Math. Anal. Appl. 345 (2008), 731-742.
[5] C.O. Alves, Existence of radial solutions for a class of p(x)-Laplacian equations with
critical growth, Diff. Integral Eqts. 23 (2010), 113-123.
[6] C.O. Alves & J.L.P. Barreiro, Existence and multiplicity of solutions for a p(x)-
Laplacian equation with critical growth, J. Math. Anal. Appl. 403 (2013), 143-154.
[7] C.O. Alves & M.C. Ferreira, Nonlinear perturbations of a p(x)-Laplacian equation with
critical growth in RN , Math. Nach. 287(8-9) (2014), 849-868.
[8] C.O. Alves & M.C. Ferreira, Existence of solutions for a class of p(x)-Laplacian
equations involving a concave-convex nonlinearity with critical growth in RN , Topol.
Methods Nonlinear Anal. 45 (2) (2014), 399-422.
[9] C.O. Alves & A. Moussaoui, Positive solutions for a class of quasilinear singular elliptic
systems, Submitted.
[10] C.O. Alves & M.A.S. Souto, Existence of solutions for a class of problems in RN
involving p(x) -Laplacian, Prog. Nonl. Diff. Eqts. and their Appl. 66 (2005), 17-32.
[11] C. Alves & S. Liu, On superlinear p(x)−Laplacian equations in RN , Nonlinear Anal. 73
(2010), no. 8, 2566-2579 .
[12] C.O. Alves & M. Yang, Multiplicity and concentration behavior of solutions for a
quasilinear Choquard equation via penalization method, Proc. Roy. Soc. Edinburgh Sect.
A, 146 (2016), 23–58.
[13] C.O. Alves & M. Yang, Existence of semiclassical ground state solutions for a
generalized Choquard equation, J. Differential Equations, 257 (2014), 4133–4164.
[14] S.N. Antontsev & J.F. Rodrigues, On stationary thermo-rheological viscous flows, Ann.
Univ. Ferrara Sez. VII Sci. Mat. 52 (2006), 19-36.
[15] J. Chabrowski, Variational methods for potential operator equations with applications
to nonlinear elliptic equations, Walter de Gruyter Berlin-New York, 1997.
23
[16] Y. Chen, S. Levine & M. Rao, Variable exponent, linear growth functionals in image
restoration, SIAM J. Appl. Math. 66 (2006), 1383-1406.
[17] A. Chambolle & P.L. Lions, Image recovery via total variation minimization and related
problems, Numer. Math. 76 (1997), 167-188.
[18] S. Cingolani, S. Secchi & M. Squassina, Semi-classical limit for Schro¨dinger equations
with magnetic field and Hartree-type nonlinearities, Proc. Roy. Soc. Edinburgh Sect. A,
140 (2010), 973–1009.
[19] L. Diening, P. Harjulehto, P. Hasto & M. Ruzicka, Lebesgue and Sobolev spaces with
variable exponents, Lectures Notes in Math., vol. 2017, Springer-Verlag, Heidelberg,
2011.
[20] X.L. Fan, On the sub-supersolution method for p(x)-Laplacian equations, J. Math. Anal.
Appl. 330 (2007), 665-682.
[21] X.L. Fan, p(x)-Laplacian equations in RN with periodic data and nonperiodic
perturbations, J. Math. Anal. Appl. 341 (2008), 103-119.
[22] X. Fan & D. Zhao, A class of De Giorgi type and Ho¨lder continuity, Nonl. Anal. 36
(1999), 295-318.
[23] X.L. Fan & D. Zhao, On the Spaces Lp(x)
(
Ω
)
and W 1,p(x)
(
Ω
)
, J. Math. Anal. Appl. 263
(2001), 424-446.
[24] X.L. Fan & D. Zhao, Nodal solutions of p(x)-Laplacian equations, Nonl. Anal. 67
(2007), 2859-2868.
[25] X. Fan, Global C1,α regularity for variable exponent elliptic equations in divergence form,
J. Diff. Eqts. 235 (2007), 397-417.
[26] X. Fan, On the sub-supersolution method for p(x)-Laplacian equations, J. Math. Anal.
Appl. 330 (2007), 665-682.
[27] X.L. Fan, Y.Z. Zhao & Q.H. Zhang, A strong maximum principle for p(x)-Laplace
equations, Chinese J. Contemp. Math. 24 (3) (2003), 277-282.
[28] X.L. Fan, J.S. Shen & D. Zhao, Sobolev embedding theorems for spaces W k,p(x)
(
Ω
)
, J.
Math. Anal. Appl. 262 (2001), 749-760.
[29] X. Fan, Q. Zhang & D. Zhao, Eigenvalues of p(x)−Laplacian Dirichlet problem, J.
Math. Anal. Appl. 302 (2005), 306-317.
[30] X. Fan, Y. Zhao & D. Zhao, Compact embedding theorems with symmetry of Strauss-
Lions type for the space W 1,p(x)(Rn), J. Math. Anal. Appl. 255 (2001), 333-348.
[31] J. Ferna´ndez Bonder, N. Saintier & A. Silva. On the Sobolev embedding theorem for
variable exponent spaces in the critical range, J. Differential Equations 253 (2012),
1604-1620.
24
[32] J. Ferna´ndez Bonder, N. Saintier & A. Silva. On the Sobolev trace theorem for variable
exponent spaces in the critical range, nAnn. Mat. Pura Appl. 6 (2014), 1607-1628.
[33] Y. Fu & X. Zhang,Multiple solutions for a class of p(x)-Laplacian equations in involving
the critical exponent, Proceedings Roy. Soc. of Edinburgh Sect A 466 (2010), 1667-1686.
[34] F. Gao & M. Yang, On the Brezis-Nirenberg type critical problem for nonlinear
Choquard equation, arXiv:1604.00826v4
[35] X. Fan, Q. Zhang & D. Zhao, Eigenvalues of p(x)−Laplacian Dirichlet problem, J.
Math. Anal. Appl. 302 (2005), 306-317.
[36] E. H. Lieb, Existence and uniqueness of the minimizing solution of Choquard’s nonlinear
equation, Studies in Appl. Math. 57 (1976/77), 93–105.
[37] E. Lieb & M. Loss, Analysis, Gradute Studies in Mathematics, AMS, Providence, Rhode
island, 2001.
[38] P.L. Lions, The Choquard equation and related questions, Nonlinear Anal., 4 (1980),
1063–1072.
[39] L. Ma & L. Zhao, Classification of positive solitary solutions of the nonlinear Choquard
equation, Arch. Ration. Mech. Anal., 195(2010), 455–467.
[40] J. Musielak, Orlicz Spaces and Modular Spaces, in: Lecture Notes in Math., vol.1034,
Springer-Verlag, Berlin, 1983.
[41] M. Miha˘ilescu & V. Ra˘dulescu, On a nonhomogeneous quasilinear eigenvalue problem
in Sobolev spaces with variable exponent, Proc. Amer. Math. Soc. 135(9) (2007), 2929-
2937.
[42] I. M. Moroz, R. Penrose & P. Tod, Spherically-symmetric solutions of the Schro¨dinger-
Newton equations, Classical Quantum Gravity, 15 (1998),2733–2742.
[43] V. Moroz & J. Van Schaftingen, Existence of groundstates for a class of nonlinear
Choquard equations, Trans. Amer. Math. Soc., 367 (2015), 6557–6579.
[44] V. Moroz & J. Van Schaftingen, Semi-classical states for the Choquard equation, Calc.
Var. Partial Differential Equations, 52 (2015), 199–235.
[45] V. Moroz & J. Van Schaftingen, Groundstates of nonlinear Choquard equations: Hardy-
Littlewood-Sobolev critical exponent, Commun. Contemp. Math., 17 (2015), 1550005,
12 pp.
[46] S. Pekar, Untersuchung u¨ber die Elektronentheorie der Kristalle, Akademie Verlag,
Berlin, 1954.
[47] V. Ra˘dulescu, Nonlinear elliptic equations with variable exponent: old and new,
Nonlinear Anal. 121 (2015), 336-369.
25
[48] V. Ra˘dulescu & D. Repovs˘, Partial differential equations with variable exponents.
Variational methods and qualitative analysis. Monographs and Research Notes in
Mathematics. CRC Press, Boca Raton, FL, 2015.
[49] M. Ruzicka, Electrorheological fluids: Modeling and mathematical theory. Lecture Notes
in Math., vol. 1748, Springer-Verlag, Berlin (2000).
Claudianor O. Alves Leandro da S. Tavares
Unidade Acadeˆmica de Matema´tica Unidade Acadeˆmica de Matema´tica
Universidade Federal de Campina Grande Universidade Federal de Campina Grande
Campina Grande, PB, Brazil, Campina Grande, PB, Brazil,
CEP:58429-900 CEP:58429-900
coalves@mat.ufcg.br lean.mat.ufcg@gmail.com
26
