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It will be shown that the following binary linear codes are unique: (n, k, d) = 
(2 k -2  ~,k,2 k-1-2~-1),1 <u~<k- -  1,(2 ~-2  ~-2 -  3, h, 2 ~-~-2  ~-a -2) ,  
k ~> 6, and (2e- l+k ,k ,  2k-2-b2), k > 3, k v a 5. Also there are exactly 
2 non-isomorphic (21, 5, 10) codes. Using these results the non-existence of
binary linear (n, k, d) codes meeting the Griesmer bound is proved for 2 k-2 + 
3 ~< d ~ 2k-1 -- 2~-~ -- 4. 
I. INTRODUCTION 
Let n(k, d) be the smallest integer n for which there exists a binary (n, k, d) 
code i.e. a binary linear k-dimensional code with minimum distance d. J. H. 
Griesmer (1960) proved the following theorem. 
THEOREM 1.1. Let [x] denote the smallest integer ~x, then 
n(k, d) >/ y~ 
i=0 
Of course (1.1.2) follows directly from (1.1.1). 
(1.1.1) 
(1.1.2) 
DEFINITION 1.2. Let C be a binary linear code with generator matrix G, 
the top row of which is c. Then the residual resp. the derived code of C with 
respect o c (shortened to: w.r.t, c) is the code generated by the restriction 
of G to the columns where e has a zero resp. a non zero entry. We shall often 
denote these codes by C O resp. C 1 and similarly the corresponding parts of (7 
by G o and G 1. 
Let e ~ C be of weight d and let c* be any other codeword. Then c* or 
e* -1- e has weight ~<[d/2] when restricted to the derived code C 1 of C w.r . t .e .  
I t  follows that c* has weight >~[d/2], when restricted to C °, the residual code 
of C w. r . t . c .  All this implies that C o has parameters (n - -  d, k - -  1, [d/2]). 
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This proves (1.1.1). The generalization to q-ary codes is immediate. Let 
$1~ be the generator matrix of a (2 ~ -- 1, k, 2 k-l) simplex code; thus the columns 
of Se consist of all distinct non-zero binary k-tuples. P. G. Farell (1970, 1974, 
1976) describes various ways of constructing ood linear codes by deleting 
certain columns from Se or from several copies of $1~. The deleted columns 
themselves form the generator matrix of what he calls an anticode (their 
maximum distance is as small as possible). G. Solomon and J. J. Stifler (1965) 
do this explicitly by deleting the union of various mutually disjoint S,~'s from $7~ 
(or several copies of $7~). They obtained the following result. 
THEOREM 1.4. Let s = [d/2 l~ ~] and s • 21~ ~ -- d = Y~=I 2~-~, where h > 
I " ua > u 2 >" -  > u, > O. ~f2~=1 u~ <~ sk then n( k, d) = s(2 ~ -- 1) -- ZY=x ( 2~'' -- 1). 
Since Y2~0 [(s- 27~-~ -- Z~__a 2~-a)/U] = s(27~ -- 1) -- ~=1 ( 2~ -- 1) it follows 
from (1.1.2) that the codes satisfying the conditions of Theorem 1.4 meet the 
Griesmer bound. 
B. I. Belov (1974) generalized Theorem 1.4 to the following theorem. 
-- 32i=0[d/2q and let s and ui , 1 ~ i ~ p, be THEOREM 1.5. Let g(k, d) k-1 
defined as in Theorem 1.4. Then there exists a binary linear (g(h, d), h, d) code 
i.e. n(k, d) = g(k, d), if 
Inin (~, S+I) 
ui ~ sk (1.5.1) 
i=1 
OF 
ui+l =u i - -  i for i=s , . . . ,p - -  1 and u~{1,2} .  (1.5.2) 
Belov conjectures in the same article that for s = 1, (1.5.1) and (1.5.2) 
are necessary and sufficient conditions for the existence of a (g(k, d), k, d) code. 
The following result by V. N. Loga6ev (1974) gives further support to this 
conjecture. 
THEOREM 1.6. I f  3 <~ d ~ 2 ~-1 -- 2 then 
n(h, d) >~ g(k, d) + I. 
L. D. Baumert and R. J. McEliece (1973) prove that for fixed k and for d 
sufficiently large n(k, d) = g(k, d). 
THEOREM 1.7. For each k there exists an integer D(h) such that 
d ~ D(k) ~ n(k, d) = g(k, d). 
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Their result follows from Theorem 1.4 and the observation that for d 
[(k - -  1)/2] 2 ~-~ one has s ) [(k - -  1)/2], which in turn implies that 
u, <~ ~ i= ~k- -s .  
i=I i=1 
They themselves remark that the value D(k) = [(k --  1)/2] 2/~-1 is extremely con- 
servative. Indeed from Theorem 1.5 it follows that it is sufficient o require that 
s+l 
Z (k-i) <sk, 
i=l 
which leads to the value 
D(k) = [m_3*  *V/~ -~- 1] 2,~__ 1 
2 
In F. J. MacWilliams and N. J. A. Sloane (1977) page 553, one can find the 
following theorem. 
THEOREM 1.8. I f  d <~ 2 k--1 and C is an (n, k, d) code attaining the Griesmer 
bound then C has no repeated columns. 
This theorem follows from the observation that the generator matrix G 
of C could otherwise be taken as 
G= 0 0 
where G~ would generate an (n -  2, k -  1, d) code, thus contradicting the 
Griesmer bound, as one can easily check, 
This theorem can easily be generalized to the following result. 
THEOREM 1.9. l f  d ~ s • 2 ~-1 and C is an (n, k, d) code attaining the Griesmer 
bound, then no column of C can be repeated more than s times. 
Proof. Suppose that a column of C is repeated at least s + 1 times. Then 
the generator matrix G of C can be taken as 
[1_ 1" i1  - 
o . . .o  
L66 6 **GI"" *1 
where G 1 would generate an (n - -  (s -~ 1), k - -  1, d) code. 
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However 
(~-1)-1 
i=~0 [~-i ] = ~1 [~-/] -- [~- -1  ] i=O
So the existence of a (n -  s -  1, k -  1, d) would contradict he Griesmer 
bound. | 
We end this paragraph with one more theorem. 
THEOREM 1.10. I f  C is an (n, k, d) code attaining the Griesmer bound, then 
C has a generator matrix G of which every row has weight d. 
Proof. For k = 1, the theorem is immediate. We proceed by induction. 
Certainly one can take one row c in G of weight d. Since the residual code 
C O of C w.r.t, c also meets the Griesmer hound, we may assume that it has a 
generator matrix G O with rows of weight [d/2]. So w.t.o.g. 
~-  d -+ 
! 1...1 
e~ 0 0"-0) Go 
By adding the top row of G to any other particular ow of G we may w.l.o.g. 
assume that this row has weight a + [d/2], where a ~ [d/2]. It follows from 
the minimum distance of C that a-----[d/2] i.e. this row now has weight 
[d/Z] + [d/2] = d. | 
COROLLARY 1.11. Let C be an ~n, k, d) code attaining the Griesmer bound. 
Then d is even implies that all codewords in C have an even weight. 
II. ON THE UNIQUENESS OF CERTAIN LINEAR CODES 
MEETING THE GRIESMER BOUND 
In this paragraph we shall show that the following families of linear codes 
are unique: 
C(i) =(2 ~_2 ~,k,2 7~-I-2~-I), 1 ~u~k- -  i, /c;u 
C (i) = (2 k - -  2 k-2 - -  3, k, 2 k-1 - -  2 k-3 - -  2), k ~ 6, klk--2,2 
C (ii) = (2 ~-1 + k, k, 21.-~ +2) ,  k /> 3, k @ 5. /c 
Note that the existence of these codes is guaranteed by Theorem 1.5(i), (i) 
resp. (ii). We shall first give a precise description of these codes. Let us from 
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now on assume that the columns of $1~ are always in lexicographical order, e.g. 
Let 
( oo111 ) 
Sa= 1 1 0 0 1 
0 1 0 1 0 
H~:= 
\ 
S~) ¸ 
Moreover let (U[ V) be a partioning of a matrix A. Then we shall denote 
V by A\U. 
p(i) 1 ~u ~<k- -  1. (i) ,~k;u, 
The columns of a generator matrix G of this code consists of all points of 
PG(k -- 1, 2) except for the points of a PG(u - -  !, 2) contained in PG(k -- 1, 2) 
i.e. 
where 0 is the (k --  u) × (2 ~ --  1) all zero matrix. 
Any nonzero linear combination of  the top k --  u rows has weight 2 k-l, any 
other nonzero linear combination has weight 2 k - l -  2 u-1. It follows that 
C(i) has weight enumerator: ;u 
A o = 1, A~-,_~,,-1 = 2 ~ --  2 k-u, A~,_I = 2 k-~ --  1. 
EXAMPLE. k = 4, u = 2, n = 12, d = 6 
G = 
1 1 1 1 1 1 1 l \ k ' l "  
1 1 1 1 1 1 1 i )  Tu 
1 1 1 1 1 ¢ 
1 1 1 1 1 u ,1, 
where we have left out the zero entries. 
(ii) ,-~(i) k >/5.  t~k;/c--2,2 
The columns of a generator matrix G of this code consists of all points of 
PG(k -- 1, 2) except for the points of a PG(k - -  3, 2) and a line not meeting 
it i.e. 
01 32  
CODES MEETING THE GRIESMER BOUND 21 
where 01 and 02 are all-zero matrices of the appropriate sizes. Any nonzero 
linear combination of the top 2 rows has weight 21~-1 --  2, of the last k -- 2 
rows has weight 3 • 2 ~-3 and any other nonzero linear combination has weight 
3 -2  ~-~ -- 2. So ~k;~-~,2¢~(i) has weight enumerator: A o : 1, A2~-l_2k-~_ 2 :
3 • (2 ~-~ --  1), A2~-kUk-3 = 2 7~'-2 -- 1, A2~-~_2 = 3. 
EXAMPLE. k=5,  n=21,  d= 10 
(11 l 1 1 1 1 1 1 1 1 1 1 1 1 i l  1 11  11  1 11  1 111  
G= 1 1 1 1 1 1 11  11  1 k - -2  
11  11  11  11  11  1 
1 1 11  1 1 11  1 1 
c(~ "), k ~ 3. (iii) 
This code is generated by c=(/ 
0 0 . . .  
where I is the identity matrix. 
;l ) H~ 
1 1 -.. 1]  
C~ m obviously has weight enumerator: 
2i 1 ~ i~< , A2~_x=l.  
EXAMPLE. k = 4, n ---- 12, d = 6. 
1 1 1 1 k - -1  
G= 1 1 1 1 ~, 
1 1 1 1 1 1 1 
Before we can give any uniqueness theorems we have to quote the MacWilliams 
relations (cf. F. J. MacWilliams and N. J. A. Sloane, 1977, page 127). 
THEOREM 2.1. Let C be a binary, linear code and C x its dual code. Let Ai 
and B i , 0 <~ i <~ n be the weight enumerator of C resp. C ±. Then 
B~ = [ C 1-1 i A~Kk(i), 0 <. k <~ n, 
i=O 
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wh~e 
TABLE 2.2. 
/e (° - 
G(* )=~]( ' I )~  k - - l  l ' 0~<h~n 
g=0 
Ko(x) = 1, 
Kl(x)  = n - -  2x, 
K=(x) = 2x 2 -  2nx -{-(2)" 
TnEOm~M 2.3. Let C be a linear (2 ~ - -  2 u, k, 2 ~-1 - -  2 ~-1) code, 1 <~ u <~ 
k -- 1. Then C is isomorphic to C(~)~. 
Proof. This proof consists of 2 parts: 
(i) C has weight enumerator A o = 1, A2,-a_=.-1 -= 2 ~ - -  2 ~-u, A=~-I = 
2 ~-~ --  1. 
(ii) C ~" P(~) 
(i) Let A i and Bi,  0 <~ i ~ n, be the weight enumerator of C and its 
dual code. Since C meets the Griesmer bound it follows that its generator 
matrix G cannot have an all zero column nor (by Theorem 1.8) repeated 
columns. So 
B 1 = B, = 0. (2.3.1) 
Since also a codeword of weight >2 ~-1 would imply repeated columns one has 
A2~_1+~ = 0, 1 ~< i ~< 2 k-1 - -2" .  (2.3.2) 
Let e e C be of weight 2 ~-1 --  a, 1 ~< a < 2 ~-1. Then the residual code of C 
w.r.t, c has ~ parameters 
(2 ~-1 2uq - a ,k -  1:(2 ~-~-  2~-~) " (2 k -~-  [21) ) 
+ f l)" 
Applying the Griesmer bound to these parameters leads to a contradiction, 
since 
i=0  
k--2 
= (2~-* --r 1 ) - - (2  u -  1)q- ~ 2- +o + 1. 
i=0  
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To see the last 
l<~u- -2 ,  
~--2 a i z - -  
i=O 
>~ 
inequality one should realize that for 2 t -1~ [a/2] < U, 
a i 
i=0 
2 [2] + (k -  u) ~a  -+- l, 
(2 [21- -  i) + (k --  u) ~ a + 2' 
for U -1<[2]  <2t  , 
:for 2 l -1= [2 ] 
We conclude that 
A i = O, 2 ~-1 --  2 u-1% i < 2 k-1 (2.3.3) 
So the only possible non zero weights are A o = l, A2,-~_~-~ and A2~-x. These 
numbers are easily determined by Theorem 2.1 and B 0 ----- 1, B 1 = B 2 ---- 0. 
This leads to the unique solution: 
A o = 1, A2~_1_2,,_~ = 2 k --  2 ~-~', A~_~ = 2 7~-" --  1. 
(ii) For k = 2, 3 the theorem is rather trivial. We proceed by induction. 
From the weight enumerator we know that A~- I />  1. 
Let the top row of G correspond to a weight 2 ~-1 codeword c. Since C has 
no repeated columns we have w.l.o.g. 
1 1 ..- 1 0 0 . . . ? )  
Hk,1 Go 
where G O generates the residual code C O of C w.r.t, c, so C O has param, 
eters (2 ~-1 -2  ~, k - -1 ,  2 k -2 -2u-1) .  So for u - - - -k - -1  we have G---- 
((1 1 "'" 1)/H~=I) and C--~-~ w~;~l"~(i), while for u < k --  1 we can apply the 
induction hypothesis to C °. Apparently in this case CO --~- -~k-1;ut~(i), which implies 
C ~ ,~(i) 
[~k;u • m 
THEOREM 2.4. Let C be a linear (2 ~ --  2 ~-= ~ 3, k, 2 k-1 - -  2 ~-a - -  2) code, 
k ~ 6. Then C is isomorphic to p(i) ~ k;7c---2,2 * 
Proof. Again the proof splits up into 2 parts. First we establish the unique 
weight enumerator of C, which goes along the same lines as in the proof of 
Theorem 2.3, except for h ~- 6 or 7, where we have to use some additional 
arguments. After that we show that C ~ (i) C~;k--2,2 • 
(i) As in the proof of Theorem 2.3 let G be a generatormatrix of C 
and let A i , B i 0 ~ i ~ n be the weightenumerator f C and its dual code. 
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Again we have 
B 0 ~ 1, B i : B e : 0 (2.4.1) 
Ae~_i+i = 0, i >~ 1. (2.4.2) 
I f  one tries to repeat the argument used there to prove that Aek-l_ a = 0, one 
finds that this works for 5 ~< a < 2 ~-3. However also A2~-1 = 0, since the 
residual code of C w.r.t, a code word of weight 27~-1 would have parameters 
(2 k-2 - -  3, k --  1, 2 k-a - -  2), which contradicts Theorem 1.6 for k >~ 6. So 
in view of Corollary 1.11 we have the following possible nonzero weights 
in C: A o = 1, A2~-~_ek-,_~, Ae~-~_e~-~, Ae~-l_~ and Ae~-L 2. For these 4 
unknowns we have by (2.4.1) and Theorem 2.1 3 independent equations, which 
with elementary row operations can be rewritten as 
A2~-~_2~-i_ 2 A2~-i_~-i A~-i_ a A2~-i 
(*) 1 1 1 1 = 2 ~ - -  1 
(**) 0 1 2 k -~-  1 2 ~-~ = 7.2 k -4 -  1 
(***) 0 0 2 ee-7 - -  3.2 ~-3 -}- 4 22~-7 - -  2 ~-8 = 3(2 ek-7 - -  2 ~-8) 
One can rewrite (***) as 
1 1 2e_5 ) A2~_1_4 + A~_!_ 2 --- 3 (2.4.3) 
Apparently 2 k-a divides Ae~-~_ 4 , but (1 - -  1/2k-5). 2 ~-5 > 3 for k >/8.  So 
for k ~> 8 we have A2,-~_ 4 = 0 and by the equations (*), (**) and (***) the 
unique weight enumerator: 
A 0 = 1, A~k-l_2~-i_e = 3(2 k-2 - -  1), A2~_I 2~-3 = 2 ~-e 1, A2~_~_ ~ 3 (2.4.4) 
k ---= 7. (n, k, d) ---= (93, 7, 46). 
Now (2.4.3) reads 3/4 An0 + ABe = 3. So Ae2 :A 3 implies Aeo = 4, A6e = 0. 
From (*) and (**) we find A46 = 96 and A4s = 27. However if 2 codewords 
of weight 60 add up to a codeword of weight 46 or 48 then their innerproduct 
is more than 32, so C would contain repeated columns. I f  these two, say ca 
and e2 have a sum of weight 60, then the residual code C O of C w.r.t, el has 
parameters (33, 6, 16) and contains a word c2 ° of weight 30 (coming from e~). 
The residual code of C o w.r.t, e2 ° would have parameters (3, 5, 1) which is 
impossible. So (2.4.4) also holds for k = 7. 
k = 6. (n, k, d) = (45, 6, 22). 
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Now (2.4.3) reads ½Ass + Aa0 = 3, so A~o # 3 implies that A28 >~ 2. 
Let Cl and c2 be two codewords of weight 28. I f  they add up to a eodeword 
of weight 22, 28 or 30 then we get a similar contradiction as above in the k = 7 
case. 
I f  their sum has weight 24, then the residual code C O of C w.r.t, e, has param- 
eters (17, 5, 8) and contains a word c2 ° (from e2) of weight 12. The residual 
code C OO of C O w.r.t, c2 ° has parameters (5, 4, 2), so w.l.o.g. C O has generator 
matrix G o . 
1 1 1 1 1 1 1 1 1 1 1 
G O = X l  
X2 
X 8 
X o 
1 0 
1 
0 
0 
0 
oooT) 
000 
100 
010 
001 
= C2 0 
By adding the top row to any other row we see that not only w(xi) + 2 /> 8 
but also (12 - -  w(xi)) + 2 ~> 8 i.e. w(xi) = 6, 1 ~< i ~ 4. Similarly one finds 
that the innerproduct of any two xi 's is 3. So w.l.o.g. 
x l= l  1 1 1 1 1 0 0 0 0 0 0 
x2=l  1 1 0 0 0 1 1 1 0 0 0 
Since C O (as C) may not contain any repeated columns we have w.l.o.g. (by 
adding c2 ° to the 4th row if necessary) that 
xa=l  1 0 1 0 0 1 0 0 1 1 0 
However if we now try to fill in x4 we either introduce repeated columns or 
we get an inner product different from 3 between Xa and x4 • So also for k = 6 
we have (2.4.4). 
(ii) Let ex and c2 be 2 of the 3 codewords of weight 2 ~-1 - -  2 in C. Since 
n = 3(2 7~-2 - -  I) it follows that their inner product is at least 2 7.-2 - -  1. From 
A2~-1_ 4 = 0 and the fact that C has no repeated columns it follows that their 
inner product cannot exceed 2 k-~ - -  1. So w.l.o.g. G looks like 
G = 
+-  2 k-2 - -  1 --* +-- 2 k-2 - -  1 ---* +- 2 ~-2 - -  1 --~ 
0 0 . . .0  
1 1 . . .1  
U 
1 1""1  
0 0 . . .0  
V 
1 1" . '1  )c~ 
1 1 -'- 1 c2 
W k- -1  
; 
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Since G has no repeated columns, we know that each of the matrices U, V 
and W is (up to a column permutation) equal to the matrix H~_~ minus one 
column. 
By adding cl and/or c2 to any other specific row we can w.l.o.g, assume 
that U = V = Sk-2. Since any row in W has weight 2 ~-z --  1 or 2 ~-z and 
since the corresponding parts in U and V now have weight 2 ~-3 it follows 
from the weight enumerator that also any row in W must have weight 2 ~-8. 
In other words also W = Sk_~ i.e. C --~ "-'/c;k.--2,2g'~(i) • I 
THEOREM 2.5. Let C be a linear (2 k-1 @ k, k, 2 ~-z -}- 2) code, k >~ 3. Then 
p(i,) C~,~for  k = 5. C is isomorphic to C~ i°, for k ~ 5 and to ~a or 
t-I (i) Remark 2.6. Note that C(4 ii) is isomorphic to w4;~. 
Proof. Again let Ai  , B i ,i 0 ~ i ~ n be the weight enumerators of C and its 
dual code and let G be a generator matrix of C. As before we have 
Bo = i, B1 = = 0. (2.6.1) 
A~_l+i = 0, i >~ 1. (2.6.2) 
It will turn out that the cases k = 3, 4, 5 and 6 will have tO be treated separatedly, 
basically because k = 5 yields 2 nonisomorphic solutions. From k --- 7 on we 
can proceed by induction. In all cases we shall show that A~-I  ~ 0. This is 
clearly sufficient, since the residual code of C w,r.t, a codeword of  weight 
2 ~-1 has parameters (k, k - -  1, 2) i.e. it is the even weight code. Since C has 
no repeated columns one has w.l.o.g, that 
G = 
<__ 2e-1 ._+ .<_ 
1 1 ... 1 0 
1 
S~-i 
k -+ 
°°i)1 
i.e. C ~ C(k ~i). 
k ---- 3. Trivial. 
k=4.  Here we can invoque Theorem 2.3 with k=4 and u=2.  Since 
,-,~i) ,.,., C~ii) (by Remark 2.6). A s = 3 ~ 1 in ~;~,~(o it follows that C -----~ ~4;~ = 
k = 5. In view of Corollary 1.11 and (2.6.2)we have the possible non-zero 
weights 0, 10, 12, 14 and 16. The 3 equations from (2.6.1) and Theorem 2.1 
yield the following 2 solutions 
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Ao Alo A12 Ala A16 
(i) 1 21 7 3 0 
(ii) 1 20 10 0 1 
For case (i) one can repeat the argument used in section (ii) of the proof of 
Theorem 2.4 and one obtains that C ~ r~(i) _ In case (ii) we have A16 =/= 0 - -  ~5;8~"  
i ,e. C ~-- (~(ii) 
k = 6. The hardest case. We cannot deal with this case in a simpIe fashion, 
mainly because there are 2 nonisomorphic (21, 5, 10) codes. Let cl ~ C be of 
weight 18 and let C O be the residual code of C w.r.t, c 1 (so C o has parameters 
(20, 5, 9)). Let c~ ~ C correspond to a codeword c~ °E C o of weight 9. Then 
c 2 must have weight 18 (otherwise % or cl @ c2 has weight ~18). The residual 
code C oo of C o w.r.t, c~ has parameters ( l l ,  4, 5) i.e. C OO is a shortened code 
of C~(~. Since this shortened code is unique we have w.l.o.g, that the generator 
matrix G of C looks like 
G = 
e l l  
r l l l l l l l l l  
111111111 
A 
D 
e lo 
111111111 
000000000 
B 
E 
e ol 
000000000 
111111111 
C 
F 
G 00 
00000000000nc  1 
00000000000 c 2 
10000001111 
01000110011 
00101010101 
00011111111_  
Let G n, G 1°, G °1 and G °° be the parts of G as indicated above and let c a ,..., c 6 
be the other rows of G. Since (G°l I G°° ) as well as (G I° IG  °°) generate a 
(20, 5, 9) code we may assume (by adding c 1 and/or c~ to c 3 and/or c4) that 
the rows in B have weight 4. 
It now follows from w(ci) ~> 18, w(ci @ cl) >~ 18, i = 3, 4 that the rows 
of A must have weight 5. Similar statements can be made about D, E and F. 
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Let a, b and c be the inner products of the 2 rows in A, B and C. Then by 
taking all possible linear combinations of the top 4 rows in C as well as in the 
residual code of C w.r.t, c l ,  e~ and el + c2, one gets the following inequalities: 
2~a~3,  1 ~b~2,  1 ~c~2,  
a+b+c~7,  a+b~c)2 ,  
a - -b+c~2,  - -a+b+c)O.  
Since w.!.o.g, b ~> c, we have to consider the following solutions: 
(i) a=3,  b=c=2,  
(ii) a=3,  b=2,  c= 1, 
(iii) a=b=c=2,  
(iv) a = 2, b = c = l. 
By adding cl to c2, cz and c 4 and interchanging cl and e2 as well as G a° and 
G 11 one can transform case (iii) to case (ii). 
I f  a=3 then w,l.o.g. A =(11 ~ a ol oi o o ° o oO). Since (Gll]G°°) must 
generate a (20, 5, 9) code, it is not difficult to check that (up to a column 
permutation) D has on|y 5 possible forms. Similar statements can be made 
for D when a = 2 and for E and F, depending on the values of b and c. All 
together we had a few hundred possible generator matrices G to check. In  
a few seconds this was done on a computer. It  turned out that only a = 3, 
b = c = 2 (i.e. case (i)) with 
1 1 0 1 0 1 0 1 O) 
D= 1 0 1 0 1 0 1 0 1 '  
( 1 0 1 0 1 0 1 0 0 )  
E~F= 0 1 0 1 0 1 0 1 0 
gives a (38, 6, 18) code. This code has Aa2 = 1 (from c5 + c6). We conclude 
that the theorem also holds for k = 6, moreover, it follows that the residual 
code of C with respect o a codeword of weight 18 is a shortened code of C~ ii). 
k >/7.  We proceed by induction. 
We first establish a canonical form for the top 3 rows of the generator matrix 
GofC .  
Let cl e C be of weight 2 k-2 + 2. Let C O be the (2 k-2 + k --  2, k --  1, 2 ~-a + 1) 
residual code of C w.r.t, cl • Let c~ e C correspond to a eodeword c2 ° ~ C of 
weight 2 ~-~ + 1. By considering w(ez) and w(e2 + cl) one sees that w(e~) = 
2 ~-2-}-2. Let C oo be the (2 ~-3+k-3 ,k -2 ,2  ~-4+ 1) residual code of 
C 0 w.r.t, cz °. 
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Let ca e C and ca ° e C O correspond to a codeword cg° ~ C OO of weight 2 ~-4 q- 1. 
By adding e2 to Ca (if necessary) one may assume that W(ea °) = 2~-~+ 1 
and w(ca) = 2 ~-2 -5 2. By adding c~ to c a (if necessary) one has w.l.o.g, that 
the top 3 rows of G look like 
Gl l l  GlIO 
~-- 2 e-4 -}- 1 --+ ~-- 2 ~-4 
cl 1 - "  1 1 "" 1 
c~ t "" 1 1 "" 1 
Ca 1 "" 1 0""0  
GOl l  
k -4  
0- . .0  
1 . . .1  
1 . . -1  
GlOl 
-+ +-  2k-4 
1 . . .1  
0. . .0  
1 . . .1  
GOlO 
GlOO 
--~ +-- 21~-4 + 1 -+ 
1 . . .1  
0" . .0  
0 . . .0  
GOOl GOOO 
---*+--2 k-4 q- 1 --*+--2 ~-~ + 1 -~ +-- 2 k-4 -~ k - -  4 -+ 
0 - "0  0 " "0  0 " -0  
1 "" 1 0""0  0""0  
0""0  1 '" 1 0""0  
Let G m,  Gn°,... ,  G °°° be the parts of G as indicated above. So G °°° generates 
the residual code C °°° of C oo w.r.t, e °°. Since C °°° has parameters (2 ~-4 q- k - -  4, 
k - -  3, 2 k-5 -~ 1) it is by our induct ion hypothesis isomorphic to a shortened 
• ~k-a~{i°. I t  follows from the weightenumerator of C~_ 3{i° that C °°° contains a code- 
word of weight 27¢-4 or 2 k-4 - -  1. Let c ~ C correspond to this eodeword and 
Y7, Y6 ,.-., Yo be the weights of c when restricted to G m,  G~*°,..., G °°°. 
Since C does not contain repeated columns one has 
Yi ~< 27~-~, 0 ~< i~< 7. (2.5.1) 
From the definition of c it follows that 
Yo e { 2k-4 - -  1, 2~-4}. (2.5.2) 
By adding ca to c (if necessary) one has w.l.o.g, that Yl >~ 2~-5 -}- 1. So 
7o + 72 ~> (2 k-4 - -  1) -b (27~-5 + 1) = 2 k-4 q- 2 ~-5 > 2 ~-4 + 2[(k - -  3)/2] for 
k >/8 .  Since C oo is isomorphic to a shortened •{ii) ~2  (by our induct ion hypothesis) 
it follows from the weightenumerator f C~ that Yo -? Yl e {27~-a - -  1, 21~-a}. 
I f  k = 7 then C °°° is isomorphic to a shortened C~ ii), which in turn is iso- 
morphic to a shortened w~; 2 (i) (see Remark 2.6). So we can take Yo = 2 k-4 = 8. 
So also in this case Yo q- Yl /> 8 -? 5 > 12 = 2 k-a + 2[ (k - -  3)/2] and con- 
sequently Yo ~- Yl e { 2~-a - -  1, 27~-a} for k = 7. In  a similar way, by adding 
c 1 resp. e2 to e if necessary and studying the codes generated by (G°a° I G °°°) 
and (G 1°° [ G°°°), one can deduce the same results for )'2 q- Yo and Y4 @ Yo. So 
ro + Yi e {2 z~-a - -  1, 2k-a}, i = 1, 2, 4. (2.5.3) 
30 HENK VAN TILBORG 
From (2.5.1), (2.5.2) and (2.5.3) it follows that 
7 'oq -Y l+r~>2~-aq-2k -4 - -2>2k-a+2ik7  -2] 
for k >/8.  Since C O is isomorphic to a shortened C~l  ) by our induction 
hypothesis it follows from the weight enumerator of C~)1 that 7'0 q- 7', q- 7'3 q- 
7'3 ~ { 2~-2 - -  1, 2~-~}. 
For k = 7 one can draw the same conclusion unless 7'0 = 8, Yl = Y3 =-- 7 
and 7'a = 0, but then e3 and Ca when restricted to C o have distance 8 q- 2 q- 
7 q -8  = 25 which contradicts the weight enumerator of C °. So for k ~> 7 
one has 
7'a + Y~ q- Y3 q- Ya E {2 ~-2 --  1, 2~-3}. (2.5.4) 
By considering the residual code of C w.r.t, c3 and Ca one finds similarly 
7'0 -P- 7'1 q- 7'4 + )'5 e {2 e-3 --  1, 2k-3}, 
~o + 7'3 + 7'4 + 7'n ~ {2 e-3 --  1, 2~-2}. 
It follows from (2.5.1) up to (2.5.6) that 
Yi ~ {2 ~-4 --  1, 2~-4}, 0 ~< i ~< 6. 
(2.5.5) 
(2.5.6) 
(2.5.7) 
By adding cl to c2 and c3 one finds in the same way 
7'0 + 7'1 + 7'6 + 7'~ ~ ( 2k-2 --  1, 2~-3}. (2.5.8) 
Now (2.5.1) up to (2.5.8) together with Corollary 1.11 imply that w(e)e 
{2 ~-1 --  2, 2k-1}. However the residual code of C w.r.t, a eodeword of weight 
2 ~-1 -  2 would have parameters (k + 2, k -  1, 3) which is impossible for 
k >~ 6. Hence w(e) = 2 k-1 i.e. A2~-1 v~ 0. | 
I I I .  ON THE NONEXISTENCE OF CERTAIN LINEAR CODES 
MEETING THE GRIESMER BOUND 
In this paragraph we shall prove the nonexistence of binary (n, k, d) codes 
meeting the Griesmer bound, whenever 2 ~-2 + 3 ~< d ~< 2 ~-1 " 2 ~-3 - -  4. 
By an easy induction argument it will turn out to be sufficient o prove this for 
2 ~-2q-3 ~<d~<2 ~-2+4 and 2 ~-1 -2  ~-a -7~<d~2 k -1 -2  ~-a -4 .  
Ei=a fd/2q. We recall that g(k, d) ~- ~-1 
Remark 3.1. Since g(k, 2e+2)  =g(k ,  2e+l )+ 1 and since an (n+ 1, 
k, 2e + 2) code exists iff an (n, k, 2e + 1) code exists it follows that a 
(g(k, 2e + 2), k, 2e + 2) code exists iff a (g(k, 2e + 1), k, 2e + 1) code exists. 
CODES MEETING THE GRIESMER BOUND 31 
THEOREM 3.2. Let C be a linear (n, k, d) code, k ~ 6. I f  2/¢-2 -j- 3 ~ d 
2 z-2 + 4 then n > g(k, d). 
Proof. By Remark 3.1 we only have to prove the assertion for d = 2 ~-2 -[- 4. 
So let us assume that n ---- g(k, d) (~- 2 k-x + k + 3). As in Theorem 2.5 we 
cannot deal with the case k ---- 6 in a simple fashion, mainly because the (21, 5, 10) 
code is not unique. But this time we can get around this problem by quoting 
L. D. Baurnert and R. J. McEliece (1973), where the nonexistence of the 
(41, 6, 20) code is already claimed. So we may assume that k ~ 7. I f  one 
establishes the canonical form for the top 3 rows of the generator matrix G 
of C in the case k ~ 7 in the proof of Theorem 2.5, one arrives at 
cl 
c2 
c3 
Gll l  GllO GlOl GlOO 
+--2k-4 -] - 1 ---~-+--2k-4 }- 1 -++--2~-4 q - 1 -~ +--2~-4--1 - 1--+ 
1 "'" 1 1 "'" 1 1 " "1  1""1  
1 "'" 1 1 " "1  0""0  0""0  
1 "'" 1 0""0  1 "'" 1 0""0  
6Oll Golo GOOl Gooo 
+-2  k-4 -+- 1 -'+ +-" 2 ~-4 -}- 1 --++--2 ~-4 -+- 1 --~" +-- 2 ~-4 q- k - -  4--~ 
0. . .0  0 . . -0  0 . . .0  00  .. .  0 I 
1 ... 1 1 ... 1 0 . . .0  00 -.. 0 
1 ... 1 0 . . -0  1 ... 1 00 . . .0  
Let G '111, ell°,..., G 000 be the parts of G as indicated above. Now (G ml t G°l° I 
G°°l I G °°°) (among others) generates a (2 ~-2 -[- k - -  I, k - -  1, 27o-a -/- 2) code, 
which is C °, the residual code of C w.r.t, to c 1 . Similarly (G °°1 I G°°°) generates 
the (2 ~-3q-k -3 ,k -2 ,2  k-4-{-1) code C oo and (G °°°) generates the 
(2 r~-4 -[- k - -  4, k - -  3, 2 ~-5 -]- 1) code C °°°. 
Since k ~ 7 we know from Theorem 2.5 that C °, C oo and C °°° are isomorphic 
to C~ ) , a shortened C~ resp. a shortened C~z ) . Note that this also is the 
case when this concerns a shortened (21, 5, 10) code, since only C~ iO can be 
the residual code of C~ ~i) w.r.t, a minimal weight codeword. Let c e C correspond 
to the unique codeword c°°° ~ C °°° of weight 2 k-4 or 2 ~-4 - -  1. Let yT, Y6 ,..-, 7o 
be the weight of c *when restricted to G m,  Gn°,..., G °°°. We may assume, 
by adding c l ,  % and/or e a to c if necessary, that Yl, Y2 and 74 are all ~2  ~-5 + 1. 
As in the proof of Theorem 2.5 one gets 
y i~2 e-4, 0 ~<i~<7,  
7o ~ { 2k-4 - -  1, 2k-4}. 
Yo -k Yi e {2 k-a - -  1, 2k-a}, i = 1, 2, 4. 
(3.2.1) 
(3.2.2) 
(3.2.3) 
643144/~-3 
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Since C °~ (~¢)" C~z  instead of a shortened C~i_~, one gets instead of (2.5.4)-(2.5.6) 
Yo -k Yl -}- Y~ 4- Y3 = Yo -/- Yl q- Y4 q- Y5 = 9'0 q- Y~ q- Y4 q- Y6 = 2~-~ (3.2.4) 
Together with (3.2.1) this implies 
Yi = 2 ~-~, 0 ~< i ~< 6. (3.2.5) 
Finally the equivalent for (2.5.8) is 
70 -}- 71 + Ye + Y7 = 2~-~. (3.2.6) 
This implies that also Y7 = 27~-4 i.e. c has weight 2 e-1. The residual code 
of C w.r.t, c would have parameters (k q-~3, k - -1 ,  4) which code does not 
exist for k ) 6. Th is  proves that the assumption = g(k, d) was wrong. II 
THEOREM 3.3. Let  C be a linear (n, k ,d )  code with k >/7  and 2 ~-a - -  
2 k-3 - -  7 ~ d ~ 2 ~-1 - -  27~-~ - -  4. Then n > g(k, d). 
Proof. By Remark 3.1 we only have to consider the eases d = 2 ~-1 - -  2 k-z - -  6 
and d = . ~: ~ 2 ~-1 -2  ~-3 -4 .  - 
Case (i). d = 2 ~-1 - -  2 ~-3 - -  6. Let uS assume that n = g(k, d) = 2 ~ - -  
2 k -2 -  10. ':As before we may assume that the top 3 rows: of the generator 
matrix G of C look like: 
G~n GnO GlOl GlOO 
+_2e-3_2~-5_1__. +-.2e-3_2k-5_2--. +=2e-3_2e-5_2.~+ --2k-3_2k-5--1 
c l  ( 1 "-- 1 1 ... 1 1 --- 1 1 ... 1 I 
c2 1 "" 1 1 '-" 1 0 . . .0  0 - . -0  
e3 1 "- 1 0 " '0  1 -" 1 0 . . -0  
GOn GOlO GOOl GOOO 
.__2~-8_2~-5_2__. +_2~-3_2k-5_1___~ +_.2~-3_2~-5_1_~ +_2~-a_2~-5__~ 
0""0  0""0  0""0  00 "'" 0 
1 "" 1 1 --- 1 0 . . .0  00 . . -0  
1 ... 1 0 . . .0  1 -" 1 00  . . .0  
Now C o generated by (G °11 I G°l° I G°°l [ (7°0°) has parameters (2e-1 - -  2 k-3 4, 
k 1, 2 k -2 -  2 ~-4 3), so C O is isomorphic to a shortened c(i~.~l;~_a, ~ code 
by Theorem 2.4. Similarly C oo generated by (G°°l I G °°°) and C °°° generated 
by (G °°°) have parameters (2 ~-2 2 ~-4 -  1, h 2 ,2  ~-3 2 k-5 1) resp. 
(2 ~-a 27~-5, k 3, 2 ~-4 2k-6), so by Theorem 2.3 they are isomorphic to a 
shortened C~°2;~.__4 resp, a C~a;~__ 5 code, 
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Again let 7 i ,  i = 7, 6,..., O, be the weights in G a11, Gn°,..., G °°° of a codeword 
c 6 C corresponding to a c°°°e C °°° of weight 2 ~-a, where we again assume 
that 71, 72 and 74 are all greater then 2 k-~ - -  2 z~-6 (by adding c l ,  c~. and/or 
c a to c if necessary). 8o we have 
Yi ~ 2~-4, 0 ~ i ~ 7, (3.3.1) 
77 = 2k-4. (3.3.2) 
Now Yo q- 71 = 2k-4 q- ( 2k-a - -  2k-6) > 21~-a - -  21~-5, so it follows from the 
weight enumerator of C oo that Yo -~ Yl c {2 e-a - -  1, 2k-a}. Similar statements 
can be made about 7o q- Y2 and Yo ~- 74 • 8o in view of (3.3.2) one has 
Yi ~ {2 k'4 - -  1, 2~-4}, i = 1, 2, 4. (3.3.3) 
I f  7a ~ 2 then c~ -}- c a q- c, when restricted to (G °n, G °°°) would have weight 
less than or equal to 2 q -2  k-4, which is less than the min imum weight in 
(G °n, G°°°). So 7a ~ 3 and consequently 7a q- Y2 q- 71 q- 7o/> 3 • 2 l~-a 4- 1. 
It follows from the weight enumerator  of C o that 
Similarly 
Yo q- Yl q- 72 q- 7a e {2 k-~ - -  3, 2 k-~ - -  2}. 
7o + Yl -~ 74 q- 75 e {2 ~-2 - -  3, 2/~-2 - -  2} 
Yo ~- 72 "~- 74 -~ 76 G {2/~-2 - -  3, 2 ~-2 - -  2} 
(3.3.4) 
(3.3.5) 
(3.3.6) 
By adding cl to c2 and c a , ca to cl and c a or ca to cl and c2 one finds in the 
same way: 
77 e {2 ~-4 - -  1, 2 I~-~} 
7o q- 71 q- Y6 q- Y7 e {27c-2 - -  3, 2 k-2 - -  2}, 
Yo q- 72 q- Y5 q- 77 e {27~-2 - -  3, 2 ~-2 - -  2}, 
Yo q- 7a + Y~ -~ Y7 e {2 ~-2 - -  3, 2 k-2 - -  2}. 
(3.3.7) 
(3.3.8) 
(3.3.9) 
(3.3.10) 
Now (3.3.1)-(3.3.10) and Corollary 1.11 imply that 
w(c) e {2 ~-1 - -  8, 2 ~-1 - -  6, 2 k-* - -  4}. 
The residual code of C w.r.t, c, when c has weight 27~-1- 4 would have 
parameters (2 k -2 -  4, k -  1, 2 k -a -  3) which contradicts Theorem 1.6. I f  
w(e) : 2 k-1 - -  8 then Y7 : Y4 : 72 = 71 : 7o : 2 /c -4 ,  exactly one of 76, 
75, 7a equals 2 ~-4 -  2, while the other two are 2 e -4 -  3. However now 
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c -k cl  q- c2 q- Ca has weight 4(27~-a - -  1) q- 2(2 k-4 - -  3) q- (2 k-4 - -  2) q- 2 k-4 = 
2 ~-1 -  2 ~-a - -12 ,  which contradicts the min imum weight in C. The  last 
possibil ity is that w(c) = 21~-1 - -  4. Now y~ = Y4 = Y~ = ~'1 = 27~-4 - -  1 and 
76=75=7a=yl :2k -4 -  
We now use the fact that C °°° (which is isomorphic to C~a;k_5) contains 
exactly 3 codewords of weight 2 k-a. So C :contains at least 3 codewords of 
2 k -~-  4. However  any 2 of these 3 must have an inner product  at least 
2e -2~ - 2. But then C does contain repeated columns, which contradicts 
Theorem 1.8. 
So in all case we arrived at a contradiction. Apparant ly our assumption 
n : g(k, d) was wrong. 
Case (ii). d=2 k -1 -2  ~-~-4 .  Again let us assume that n=g(k ,d )  
*(= 2 ~ - -  21~-~ - -  7). We can repeat the arguments used in case (i) and arrive 
at the fol lowing 2 solutions: 
(a) w(c) =2 ~-1 -  6 ;YO=Yl=y~=y~='a ,~=2~-~,ya  =Y~ =Y~ = 
2 ~-~ - -  2, 
(b) w(c) =2 ~-* -4 ;yo  =Ya =Y~ =Yn=2~-~,Y l=Y==r~=Y~ = 
2 ~-~ - -  1. 
Again we have exactly 3 codewords of weight 2 ~-~ in C °°°. I f  at least 2 of 
the 3 corresponding e 's  have weight 2 ~-1 - -  6 then we would have repeated 
columns in G °°~ otherwise in Gm.  So our assumption always leads to a con- 
tradiction with Theorem 1.8. | 
Theorem 3.2 and 3.3 • now make it easy ito prove the main result of this 
THEOREM 3.3. Let C be a linear (n, k, d) code and let 2 k-2 + 2 ~ d 
k--1 
2 k-1 - -  2 k-a - -  4. Then n > 32,=0 [d/2q. 
Proof. The proof  is by induct ion on k. The  first case: k = 6 is covered 
by Theorem 3.2. 
• Now suppose that n =g(k ,d )  for some k>~7 and 2 k -2+3 ~<d~< 
2 ~-3 - -  2 ~-3 - -  4. The  residual code of C w.r.t, a min imum weight codeword 
has parameters (g(k, d) - -  d, k - -  1, [d/2]) = (g(k - -  1, [d/2]), k - -  1, [d/2]). 
However  2 ~-3 + 2 ~ [d/2] ~ 2 ~-= - -  2 ~-~ - -  2 by  our assumption and so we 
can either apply our introduction hypothesis or [d/2] = 2 ~-2 + 2 or 2 k -2 -  
2 ~-4 - -  3 ~ [d/2] ~ 2 ~-2 - -  2 ~-4 - -  2. 
I f  [d/2] = 2 ~-a q- 2 then d ~ {2 ~-~ -}- 3, 2 e-2 + 4}, so we can apply Theo-  
rem 3.2. I f2  k-2 - -  2 k-4 - -  3 ~< [d/2] ~< 2e -2 - -  2 k,4 - -  2 then 2 e-1 - -  2 ~-a - -  7 
d ~ 2 e-1 - -  2 k-3 - -  4 and we can apply Theorem 3.3. | 
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IV. CONCLUDING REMARKS 
Theorem 3.3 gives further support to Belov's conjecture that for s = 1 
(1.5.1) and (1.5.2) are necessary and sufficient conditions for the existence 
of a (g(k, d), k, d) code. The results derived in paragraph IJ give reason 
to conjecture that for s = 1 the codes constructed by Belov (Theorem 1.5) 
are the only codes meeting the Griesmer bound. 
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