Abstract. Experiments with factorial ar range ments of treatments plus one or more other treatment(s) are sometimes analyzed with a one-way analysis of variance (ANOVA) and means are separated with a multiple comparison. A set of single degree-of-freedom contrasts in a one-way ANOVA, provides formal tests for main effects and interactions. Data from a 2 × 3 factorial experiment that also contained a control were analyzed with a one-way ANOVA with a multiple comparison. Results from this analysis were compared to results obtained from a two-way ANOVA, a one-way ANOVA with pre-planned contrasts, a twoway ANOVA with least squares means com par i sons ob tained with SAS/general linear models procedure, and a re gres sion model with an indicator variable and random blocks obtained with SAS/Mixed procedure. Results and in ter pre ta tion differed de pend ing on how the data were analyzed and these differences are discussed.
trasts, dic tat ed by the underlying structure of the data, can be developed. Comparisons suggested by data snooping should be tested with a multiple comparison procedure (Steele and Torrie, 1980) . The purpose of this paper is to compare several approaches for evaluating data from factorial experiments that contain additional treatments. For illustration purposes, un published data from an experiment comparing three formulations of gibberellins plus a nontreated control on apple (Malus ×domestica Borkh.) fruit set were used.
Materials and Methods
An experiment was performed to evaluate the effect of three gibberellin formulations (ABG-3035, ABG-3063, and ABG-3068) each at two concentrations (10 and 20 mg·L -1 ) on fruit set of 'Sundale Spur Golden Deliciousʼ. A water control was also included. Seven uniform limbs on each of six trees were ran dom ly assigned to each of the treatments. Limbs were sprayed a total of four times to runoff with a hand-held sprayer at 10, 19, 29, and 38 d after full bloom. Fruit set was cal cu lat ed as the number of fruit per limb 65 d after bloom divided by the number of fl ower clus ters per limb. The experimental design was a randomized complete block and trees served as blocks. The treatment structure was an augmented factorial; there was a set of fac to ri al treatments (3 formulations × 2 con cen tra tions) plus a control. For comparative pur pos es, four types of statistical analyses were performed using SASʼs general linearmodels (GLM) (SAS In sti tute, 1998) or Mixed pro ce dure (SAS Institute, 1992) The SAS code for each analysis is presented in Appendix Tables 1-4 .
Model 1. A one-way ANOVA was performed with the GLM procedure and the seven treat ment means were compared with the LSD.
Model 2. A two-way ANOVA was performed with the GLM procedure to test main effects and their interaction. The seven least squares means for the interaction (simple effects) were compared with the probability of the dif fer ence, but main effect means were not es ti ma ble.
Model 3. A one-way ANOVA was performed with the GLM procedure. Single de gree-of-freedom contrasts were used to par ti tion treatment sums of squares to compare specifi c treatments or groups of treatments as well as interactions of interest. Estimate state ments were used to estimate the differences between means of specifi c treatments or groups of main treatments of interest and to test the hypothesis that the differences were equal to zero.
Model 4. A regression-based model was developed with the Mixed procedure, where block was considered a random effect, concen tra tion was included as a quantitative variable, and formulation was included as a class variable (also known as an indicator variable, a dummy variable, or a qualitative variable). The formulation × concentration interaction term was included to test the hypothesis that Plant biologists often use factorial ex per iments to study the effect of two or more factors on some aspect of plant growth and de velop ment. A set of factorial treatments, consisting of combinations of at least two levels of two or more factors, has a well-defi ned structure. In a complete factorial experiment, every level of one factor is combined with every level of the other factor(s) resulting in n a × n b × n c treatment combinations, where n a is the number of levels of factor A, n b is the number of levels of factor B, and n c is the number of levels of factor C. Data from experiments with factorial struc ture are usually subjected to a multi-way anal y sis of variance (ANOVA) to evaluate each factor (main effects) and the interaction(s) of the factors.
Researchers sometimes perform exper i ments with factorial treatments, but also in clude a control or other relevant treatment(s) that do not fi t the factorial structure. Ex per i ments having a complete factorial set of treat ments plus one or more additional treatments are sometimes called "augmented factorials" (Lentner and Bishop, 1993) or "factorial plus" (Lentner and Bishop, 1993 ). An example would be an experiment involving trans plant ing nurs ery trees. Trees in a nursery are dug and transplanted either in the fall or the spring and they are removed from the nursery with a small or a large root ball. This 2 × 2 factorial is then augmented with a nontransplanted con trol, making fi ve treatments in the experiment. There are several situations where augmented factorials may be desirable: 1) where funding, labor, or plant material is limited; 2) when some treatment combinations are not of in ter est; and 3) if two sets of treatments are in clud ed in an experiment, one set may be a factorial arrangement, but the other set need not be (Federer, 1955) .
Data from experiments with augmented factorial structure are sometimes analyzed with a one-way analysis of variance (ANOVA) and means of treatment combinations are sep a rat ed with post hoc multiple comparison tests such as least signifi cant difference (LSD) (Grey et al., 2001) , Waller-Duncan LSD (Stover et al., 2001) , or Tukeyʼs honestly signifi cant dif fer ence (HSD) (Sullivan and Pasian, 2000) . Some times only the factorial portion of the ex per i ment is included in the multi-way ANOVA and the mean for the extra treatment is pre sent ed in the table for com par a tive purposes (Lester and Grusak, 2001 ). Much information is lost with such an ap proach because the factorial components (main effects and in ter ac tions) are not investigated. Multiple com par i sons are typically used with nonstructured treatments, but when means have struc ture more specifi c comparisons can be con struct ed depending on the treatment structure and re search objectives of the par tic u lar ex per i ment (Chew, 1977; Lentner and Bishop, 1993) . Additionally, erroneous con clu sions can be drawn when interactions are ignored. Aug ment ed factorial experiments actually have two groups of treatments: 1) those of the complete factorial; and 2) the other treatments that are added to the factorial. The factorial part of the experiment can be evaluated by partitioning the treatment sums of squares into components by contrasts to provide in for ma tion about the main effects and interactions(s). Other contrasts can be formed to compare two groups, such as the control vs. all factorial treatments.
Many statistics textbooks discuss orthog o nal contrasts. A set of contrasts is considered orthogonal if the comparisons are independent (unrelated) of each other and the sums of squares for each contrast add to the treatment sums of squares. For these reasons or thog o nal i ty is desirable, but not essential (Chew, 1977) . In many experiments a specifi c set of preplanned nonorthogonal con-all three slopes are equal. The "solution and htype = 1" options were included in the model statement to request Type I (sequential) tests and to generate the solution vector for fi xed effects. Parameter estimates from the solution vector can be used to estimate regression coef fi cients (Littell et al., 1996) .
Results
Model 1. The one-way ANOVA (Table  1) indicates that treatment had a signifi cant ef fect on fruit set (P = 0.003). The pair-wise mean comparison method, LSD, separated the treat ments into three groups (Table 2) . Treatments with the highest fruit set included ABG-35 and ABG-63 at 20 mg·L -1 and ABG-68 at 10 mg·L -1
. The control and ABG-35 at 10 mg·L -1 had the lowest fruit set. Other treat- Table 1 . Results from a one-way analysis of vari ance for an experiment with a factorial ar range ment of treatments (3 formulations × 2 con cen tra tions) plus a control. For this anal y sis, each combination of formulation and con cen tra tion was considered as a treatment. Table 2 are pre sent ed in Appen dix Table 1 . Table 4 are presented in Appendix Table 2. ments had in ter me di ate fruit set. Al though this analysis includes no formal test for in ter ac tion there appears to be an interaction be tween formulation and concentration for ABG-35 and ABG-63 vs. ABG-68 because unlike the other for mu la tions fruit set for ABG-68 was negatively related to concentration. Model 2. The two-way ANOVA indicates that fruit set was infl uenced by concentration, but not formulation, and the interaction was not signifi cant (P = 0.1062) ( Table 3) . Al though the Type I sums of squares for the two-way model [formulation + concentration + (formulation × concentration)] are equal to the treatment sums of squares for treatment in the one-way model (Type I SS = 44076 with 6 df), the Type III sums of squares (with 5 df) are quite different (Tables 1 and 3 ) because of the incomplete factorial structure. In fact, the Type III sums of squares for formulation are ac tu al ly incorrect because it excluded the control treatment effect. Least squares means were non-estimable for the main effects of formulation and concentration, but least squares means for simple effects means were compared with the probability of the dif fer ence (Table 4 ). The two mul ti ple com par i sons (Ta bles 2 and 4) are similar ex cept that ABG-68 at 20 mg·L -1 did not differ from ABG-63 at 20 mg·L -1 with the two-way ANOVA (Table 4) .
Model 3. The one-way ANOVA with contrasts allows one to compare specifi c treatments of interest (Table 5 ). The fi rst contrast Appendix Table 2 . SAS code for a two-way anal y sis of variance for an experiment with a factorial ar range ment of treatments (3 formulations × 2 con cen tra tions) plus a con trol in a randomized complete-block design, using the GLM procedure. Least squares means were requested for main effects and the in ter ac tion; the multiple comparisons requested is the least sig nifi cant difference method using the P-value approach. Output is presented in Tables 3 & 4 Table 1 . SAS code for a one-way anal y sis of variance for an experiment with a factorial ar range ment of treatments (3 for mu la tions × 2 con cen tra tions) plus a control in a randomized complete-block design using the GLM pro ce dure. Data steps were used to cre ate a new variable (TRT). Means were sep a rat ed with the least signifi cant difference. Output is presented in Tables 1 & 2 Means followed by the same letter are not dif fer ent at the 5% level of signifi cance, by probability of the difference.
indicates that the control is different than the average of all other treatments. The next two contrasts indicate that ABG-35 does not differ from ABG-63 and the average of ABG-35 + ABG-63 does not differ from ABG-68. Taken to geth er, these three contrasts provide fairly convincing ev i dence that the three for mu la tions infl uenced fruit set similarly, but com pared to the control they caused increased fruit set. The fourth con trast indicates that fruit set is different for the two concentrations. The fi fth contrast indicates that the concentration effect is similar for ABG-35 and ABG-63. The last contrast in di cates that the effect of con cen tra tion on fruit set differs for the average of ABG-35 + ABG-63 compared to ABG-68. Es ti mate values in Table 6 are the differences between the means corresponding to the con trasts in Table  5 . For example, when fruit set was averaged for all six ABG treatments, the number of fruit set per 100 clusters was 26.5 greater than for the control and this value dif fered signifi cantly from zero (P = 0.0009). Values for P > F in Table 5 are equal to values for P > t in Table 6 , but the estimate values in Table 6 allow one to evaluate the magnitude and the direction (plus or minus) of dif fer enc es between the means of treatments or groups of treatments tested with the contrasts. Model 4. Results from the regression mod el with an indicator variable using Type I tests performed with the MIXED procedure (Table 7) differ from results obtained from the ABG-68 were sig nifi cant ly (P < 0.05) differ ent.
Discussion
The data from this experiment would be interpreted differently depending on which statistical analysis is performed. The reason factorial experiments are performed is to eval u ate a possible interaction between two factors; otherwise it would be much simpler to eval u ate only one level of each factor. A one-way ANOVA, followed by a multiple comparison, does not provide formal tests for main effects or interaction(s). Although the analysis is a little more involved, a two-way ANOVA al lows one to evaluate main effects and the interaction(s). However, as demonstrated in Table 3 , the Type III SS in the GLM procedure may not generate appropriate tests when the factorial structure in a mixed effects model is unbalanced. Had there been three or more concentrations of each for mu la tion, or thog o nal polynomials could have been used to eval u ate the dose response (linear and quadratic) for each formulation and the interaction between formulation and con cen tra tion (Steele and Torrie, 1980) .
Contrasts are very powerful; sometimes treatment differences or interactions are de clared signifi cant with contrasts when the ANOVA fails to reject the hypothesis that all treatments are equal or that factors do not inter act. Steele and Torrie (1980) explained that an F-test, with more than one degree-of-freedom for the numerator mean squares is an average test of as many independent com par i sons as there are degrees of freedom. If only one of the comparisons involves a real dif fer ence and if this difference should be averaged with a num ber of non-real differences, then a test of this average might fail to detect the real dif fer ence. This was the case for interaction in Tables 3 and 7 . A signifi cant main effect and a Table 5 . Results from a one-way analysis of vari ance for an experiment with a factorial ar range ment of treatments (3 formulations × 2 con cen tra tions) plus a control. Single degree-of-free dom contrasts are used to partition sums of squares for the main effects of formulations and concentration and to evaluate interaction. Appendix Table 3 . SAS code for a one-way anal y sis of variance for an experiment with a factorial ar range ment of treatments (3 for mu la tions x 2 con cen tra tions) plus a control in a randomized complete-block design, using the GLM procedure. Data steps were used to cre ate a new variable (TRT). Six single-degree-of-freedom contrasts were used to partition the treatment sums of squares. Differences be tween means were estimated and tested with ES TI MATE statements. Output is presented in Ta Table 4 . SAS code for a two-way anal y sis of variance for an experiment with a factorial ar range ment of treatments (3 qualitative for mu la tions × 2 quantitative con cen tra tions) plus a control with random blocks, using the Mixed procedure. TRT -1 .1667 TRT -1 . .1667 TRT -1 . .1667 TRT -1 . .1667 TRT -1 . .1667 TRT -1 . .1667 ESTIMATE ʼ35 vs. 63' TRT 0 .5 .5 -.5 -.5 0 0; ESTIMATE ʼ35+63 vs. 68' TRT 0 .25 .25 .25 .25 -.5 -.5 ; estimate 'concʼ trt 0 1 -1 1 -1 1 -1; ESTIMATE 'INT 35 vs.68ʼ TRT 0 .5 -.5 -.5 .5 0 0 ; ESTIMATE RUN;  two-way ANOVA performed with the GLM pro ce dure using Type III SS (Table 3) . Both anal y ses provided the same P -values for the main effect of concentration and the in ter ac tion of for mu la tion × concentration, but Type I test results from the MIXED procedure in di cate that for mu la tions differ (P = 0.0049) whereas the Type III tests of GLM procedure indicated that for mu la tion was nonsignifi cant (P = 0.3613). The dis crep an cy occurred be cause the GLM Type III SS excluded the control treatment effect and calculated the sums of squares for formulation incorrectly. Per form ing a two-way ANOVA using the Type III SS with the GLM procedure in such sit u a tions would lead one to in cor rect ly con clude that fruit set was similar for the three for mu la tions. The P -value for in ter ac tion, is not signifi cant at the 5% level, in di cat ing that there is not enough evidence to reject the hypothesis that slopes for all three for mu la tions are equal. However it may be in for ma tive to calculate the slopes for the three for mu la tions. Using the estimates in the solution vector, the slopes for ABG-35, ABG-63, and ABG-68 are 1.67, 2.50, and -0.34, re spec tive ly. The slopes be tween ABG-63 and sig nifi cant interaction from the ANOVA are not re quired to perform pre-planned con trasts (Lentner and Bishop, 1993) . Most ex per imen tal design texts discuss contrasts, explain how to calculate coeffi cients for con trasts, and pro vide co ef fi cients for or thog o nal polynomials.
A discussion by Littell et al. (1991) illus trates the fl exibility of using contrasts as a tool for statistical analyses. They suggested using multiple comparisons to compare means when the investigator has no knowledge that might suggest specifi c comparisons among the treat ment means. If the investigator knows some thing about the treatments, then specifi c com par i sons can be planned while designing the experiment. They suggested three gen er al types of comparisons; the most ap pro pri ate type de pends on how factors might in ter act. The fi rst type is called a "simple effect" com par i son (Steele and Torrie, 1980) . In this study it would be appropriate if the com par i sons for for mu la tion were generally different for con cen tra tion, that is, if the comparison for for mu la tion in ter acts with concentration. In this study the fi fth and Table 7 . Results from a two-way analysis of vari ance, using SAS/STAT MIXED pro ce dure, for an experiment with a factorial ar range ment of treat ments (3 qualitative for mu la tions × 2 quan ti ta tive concentrations) plus a control. sixth contrasts are simple effect com par i sons (Table 5 ). The second type, estimating the comparison for formulations averaged across both con cen tra tions, is called a "main effect" com par i son. It would be ap pro pri ate if the com par i son of formulations did not interact with concentration, that is, if the comparison had a similar value for both concentrations. In this study the fi rst three contrasts are main effect comparisons (Table 5 ). The third type is a "compromise" between simple effect and main effect comparisons. It would be ap pro pri ate if there were subsets of formulations such that the comparisons did not interact with con cen tra tion within the sub sets. In this study the sixth contrast is a com pro mise com par i son (Table 5) . The last analysis, utilizing the regression approach with the Mixed procedure, probably provides the most information (Table 7) . Un like the GLM procedure, using the Type I tests in the Mixed procedure provided valid SE for treatment effects, indicating that the two main effects are signifi cant. The lack of interaction indicates that the slopes for the three for mu la tions are not different, and the slopes can be estimated from the solution vector. Intercepts cannot be estimated because there was not a control associated with each formulation.
Complete factorial experiments are often desirable because they are easy to analyze and interpret. Incomplete factorials are sometimes preferable. In such cases the use of pre-planned contrasts, which are suggested by the treat ment structure, is superior to a one-way ANOVA with a mean separation test because hypotheses about main effects and in ter ac tions can be tested.
