In recent years, many occupancy studies have used environmental sensor data (such as carbon dioxide [CO2], air temperature, and relative humidity) or Wi-Fi data to predict building occupancy information. However, the value of a data fusion approach that uses both environmental sensing and Wi-Fi sensing to predict occupancy remains an open question. To answer this question, this study conducted an on-site experiment in one office room in City University of Hong Kong. Three feature-based occupancy models using machine learning algorithms-k-nearest neighbors (kNN), support vector machine (SVM), and artificial neural network (ANN)-were selected to learn and predict occupancy information. In the model input, the study tested three data groups: environmental parameters only, Wi-Fi data only, and a combination of both. To assess the three occupancy models, the mean average error (MAE), mean average percentage error (MAPE), and root mean squared error (RMSE) indices were utilized. Results showed that when only the environmental parameter data were applied to learn occupancy, the ANN-based occupancy model was more suitable and accurate, and so will be with the combination of environmental parameters and the Wi-Fi data. The SVM model is more suitable and accurate in learning occupancy information with Wi-Fi data. The ANN model is more suitable environment dataset and the combination. On the other hand, the combination of datasets cannot improve accuracy significantly during three days when compared with * Corresponding author. tel.: +852 3442 4696; e-mail addresses: jiaychen@cityu.edu.hk (Jiayu Chen) * Corresponding author. tel.: +1 (510) 486-7082; e-mail addresses: thong@lbl.gov (Tianzhen Hong) occupancy results under environmental parameters, and decreases the accuracy under the Wi-Fi dataset. However, the combination of both datasets can improve robustness of occupancy prediction.
Introduction
The term occupancy behaviors refers to building occupants' presence, movement, and interactions with buildings, which have significant impacts on building performance [1] [2] [3] .
As geometrical location, envelope, and shapes of buildings are optimized, the influence of occupant behavior on building performance increases [4, 5] . By observing how occupants behave inside buildings and interact with building technology, Zhou et al. simulated building energy performance using quantitative occupant use patterns in centralized and decentralized air-conditioning systems [6] . Wang and Chen [7, 8] applied indoor positioning systems to obtain occupancy distribution information and simulated the impact on energy-saving in building air-conditioning control systems. The results showed about 22% of building energy could be saved using this approach. A further study [9] in an occupancy-based multi-zone outdoor air control model revealed a saving of about 23.6% of ventilation energy cost during work days. Therefore, occupant behavior becomes an inspiring objective for not only efficient HVAC controls but also developing building energy models [10] [11] [12] [13] [14] .
In recent years, the relationship between occupancy behavior and indoor environmental parameters, including lighting use, CO2 concentration, air temperature, and relative humidity (RH), has been established and proven to be useful [15] [16] [17] . Occupancy estimation with environmental sensing of multiple parameters is a significant trend [18] [19] [20] . Zhu et al. estimated office occupancy with environmental sensing via non-iterative local receptive fields in time and frequency domains with a dataset including CO2, air RH, effectiveness and possibility of using Wi-Fi technologies to detect and predict building occupancy in classroom level were studied and it found Wi-Fi counts predicted actual occupancy level more accurately than CO2 concentration by investigating Person's correlation between Wi-Fi connections, CO2 concentration and the number of occupants, respectively. However, this study didn't further research how to use Wi-Fi counts or CO2 concentration to infer the number of occupants and how to fuse both datasets in predicting occupants. Moreover, Chen et al. demonstrated that Wi-Fi connections and disconnections have a positive relationship with energy load variation [23] . Balaji [24] showed that Wi-Fi connections can determine building occupancy profiles with an 83% accuracy. Wang et al.
also explored the Wi-Fi probe-based occupancy study to sense the Wi-Fi signal request and response, which resulted in more than 80% accuracy of occupancy detection [25] .
However, a data fusion of Wi-Fi signal and environmental parameters in improving accuracy of occupancy prediction has not been explored. Inspired by and built upon the environmental sensing and Wi-Fi sensing in occupancy studies, this study proposes a data fusion-based machine learning approach that employs both environmental sensor data and Wi-Fi data to predict office building occupancy. We also deepen our exploration of datadriven forecast by examining the effectiveness of occupancy prediction using three machine learning algorithms.
The main contributions of this study are as follows:
(1) It proposed a fusion framework for data-driven occupancy modeling with the combination of environmental sensing (temperature, relative humidity, and CO2 concentration) and Wi-Fi probe technology.
(2) It conducted analytics to determine if Wi-Fi data can improve performance of environmental parameter-based occupancy prediction, and vice versa. This study tested also the performance of three machine learning techniques in occupancy prediction using different datasets, and provided guidelines for selecting the appropriate machine learning algorithms. This work is organized as follows: Section 2 reviews and discusses some related works. Section 3 includes the overview of this study and feature-based machine learning techniques for occupancy modeling. The experiment, ground truth, and assessment indices are introduced in Section 4. Sections 5 and 6 show the results and discuss occupancy profile features. Section 7 offers conclusions.
Related works
Energy consumption of the building is highly related to the occupant's behavior, the way how the energy efficiency is improved should be focused on occupancy behavior [26] [27] [28] .
As the main topic of the International Energy Agency (IEA) Energy in Buildings and Communities (EBC) Programme Annex 66, occupant behavior (OB) has been regarded as having one of the most significant impacts on building energy consumption and energysaving technology [29] . Annex 66 summarized detailed occupancy modeling issues, including occupancy sensing and model evaluation. By observing OB with a single environmental parameter or technology, many researchers have utilized sensor ssystems, such as CO2 concentration [30] [31] [32] , PIR [33] , lighting sensors [34, 35] , and radio frequency identification (RFID) [12, 36] . On the other hand, energy consumption of devices in building can be a good indicator of occupancy. Diaz and Jimenez measured the power consumption of computers and CO2 concentration, to imply occupancy information, respectively and the results suggested that CO2 concentration is informative and expected to serve as a good indicator of occupancy [37] . Gul and Patidar proposed a study of understanding of energy consumption and occupancy in a multi-purpose academic building [13] .
A recent development has been the use of multiple environmental sensors for occupancy estimation. The environmental parameters usually include indoor air temperature, RH, air pressure, and indoor CO2 concentration. Recently, some studies have focused on using one or more of those parameters to model OB. For example, Pedersen et al. applied an occupancy detection method using air temperature, humidity, CO2, volatile organic compounds (VOC), passive infrared sensor (PIR), and noise sensors. The experiment was conducted in a simple test room and in a three-room dorm, to detect two occupancy room statuses-occupied or vacant-resulting in a maximum accuracy of 98% and 78%, respectively in the two study areas [38] . Soh [39, 40] studied occupancy estimation has been studied using air temperature, RH, CO2, and air pressure.
Several algorithms, such as machine learning algorithms and probabilistic models, with data fusion of occupancy sensing technologies have been discussed individually; namely, and also propose multi-learning processes for demand-driven cooling control [42] . Lin et al estimated the number of people in a crowded scenes using SVM model to classify the featured area pf the head-like contour. [43] Szczurek et al. studied the performance of three environmental parameters-air temperature, RH, and CO2-individually and as a combined three-sensor array in occupancy determination. They also compared the kNN algorithm with LDA when occupancy classification was required, and found kNN to be more efficient [44] . Based on machine learning techniques, Ryu and Moon developed one occupancy prediction model using CO2, first order shifted of difference of CO2, indoor CO2 moving average and rate of change, and indoor and outdoor CO2 ratio as indoor environmental data features [45] . Yang and Becerik-Gerber installed three sensor boxes, including light, sound, motion, CO2, temperature, RH, PIR, and door-switch sensors in three typical offices, and applied cameras to collect occupancy ground truth. Based on sensing data, ARMA, Neural Network (NN), Markov Chain, and Logit Regression algorithms were used to model occupancy profiles [21] . Two data-driven decision tree and hidden Markov model (HMM) algorithms proved well suited to predict occupancy. With a fusion of light sensor, Candanedo and Feldheim also evaluated a method using temperature, humidity, and CO2 sensors to predict occupancy with different statistical classification models: LDA, CART, and Random Forest (RF). They obtained about 97% accuracy when using only two of the environmental parameters with the LDA model in a one-day measurement. To estimate occupancy in a large area, Dong et al. [16] applied one information technology-enabled sustainability test-bed (ITEST) for occupancy prediction with a wireless ambient-sensing system, a wired CO2 sensing system, and a wired indoor air quality sensing system. The experiment was conducted in a large-scale open office area, and it resulted in an average of 73% accuracy. [52] . In that study, Wi-Fi signals distributed through indoor space like the air surrounding them and were reflected by the human body.
The approaches above employed environmental sensors or a Wi-Fi signal to estimate occupancy using various data-driven algorithms. In this study, we investigated whether using the performance of the Wi-Fi signal to estimate office occupancy could be improved by adding environmental sensors, or vice versa. We proposed a data fusion method of Wi-Fi signal and environmental parameter sensing, and applied machine learning algorithms, including ANN, SVM, and kNN. To evaluate their performance, we conducted an on-site experiment in a large office room. For the environmental sensors, a sensor hub can help upload data if the sensor is wireless, or it can directly store data locally. The BP-based ANN algorithm usually has three layers-an input layer, a hidden layer, and an output layer-and the weights between the layers are usually random. Given training
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is the collection of data of selected features and is the corresponding occupancy profile feature.
ANN models usually have three layers: an input layer, a hidden layer, and an output layer.
Once an occupancy feature selection is determined, the input layer can be defined as in Eq.
1. The output of the hidden layer, output of the output layer, weights from the hidden layer, and weights from the hidden layer to the output layer are defined as in Eq. 2, Eq. 3, Eq. 4, and Eq. 5, respectively.
Where x n comes from the combination of selected occupancy feature data and n is the The mathematic information transfer between each layer can be expressed as in Eq.
6 and Eq. 7:
Where the transfer function f(x) can usually be the sigmoid function, which is formatted as in Eq. 8:
If we define the ground truth of occupancy information as Eq. 9, assuming one output neuron, the squared error function is shown in Eq. 10:
The gradient descent method involves calculating the derivative of the squared error function with respect to the weights of the network. Eq. 11 and Eq. 12 can be used to correct the weights between layers.
Implementation of the ANN algorithm can be generated in three steps:
(1) Randomly assign the length of the hidden layer (m) and weights of layers (V, W).
(2) Calculate the occupancy feature in the output layer.
(3) Calculate the error and reassign the weights.
K-nearest neighbors (kNN) model
The k-nearest neighbors (kNN) algorithm is quite popular for classification and prediction, as it is a nonparametric, nonlinear, distance-based method. Given a training dataset(x k , y k ), where k = 1, 2, …, N, and a test sample t, the distance, d k , between t and x k can be calculated as in Eq. 13:
Where ||·|| is the distance. One of the most widely applied distance calculations is Euclidean distance. After obtaining the distance d k , k =1, 2, …., N, the labels of k training samples with the smallest distance can be used. Then, a majority voting will be performed to determine the label of the testing sample.
Support Vector Machine (SVM) model
Support vector machine (SVM) was also chosen as a means of estimating the expectation of variables, and this method has been already utilized extensively in the previous research for regression and prediction [16, 42] . Analogously, the model produced by SVM depends only on a subset of the training data, because the cost function for building the model ignores any training data close to the model prediction. Several SVM model techniques have been developed to analyze and forecast occupancy models [42, 43] .
Training the original SVM means solving Eq. 14 and Eq. 15:
Subject to � y k − 〈ω,
Where x i is a training sample with target value y i . The inner product plus the intercept 〈ω, x i 〉 + b is the prediction for that sample, and ε is a free parameter that serves as a threshold: all predictions must be within an ε range of the true predictions. Slack variables are usually added to the above to allow for errors and to allow approximation in the case the above problem is infeasible.
Experiment setting and validation procedure
Description of the testbed
The testbed is a graduate student office located inside an institutional building in City 
Model configuration
The five-minute time interval of occupancy profiles was modeled, and the occupancy model was run from 08:30 to 19:00, total 127 data points for one day; however, the overtime occupancy profile model was not considered in this study. Machine learning techniques like ANN, kNN, and SVM are not sophisticated enough to accurately predict the real-time occupancy level directly from raw data, such as measured environmental parameters and Wi-Fi data, especially when different parameters have a different scale.
After measurement, the feature-driven machine learning techniques require normalization, to eliminate the impact of the data scale on the results. With the dataset, this study built three occupancy models using three data groups, with one including only the environmental parameters (T, RH, CO2), one including only the Wi-Fi data, and one including both datasets. The results were compared among the three different machine learning techniques on those three data groups. This study generated three datasets with "feature-target" type, where the feature were the inputs of three occupancy model, including sensed environment parameters and Wi-Fi data and target were the outputs, which are the actual occupancy data. To eliminate the scale of features, this study normalized three datasets before implementing three occupancy models. In the parameter selection for ANN model setting, the size of input layers were determined by the number of feature parameter for each dataset, while the hidden layer was selected as 3 and output layer was 1. In kNN model, the k value was selected as 15, which was to compare the predicted occupancy value with nearest 15 targets using Euclidean distance. For SVM model, the ε was set as 0.2 and Gaussian kernel function was used. 9-day on-site experiment were conducted in this study. For the model training, the training dataset composed of former 6-day experiment data, including 6 x 127
x n data points, where n is the feature size of different model. The validation data used in this study was later 3-day experiment data. To apply the three machine learning techniques, the Python programming language has been used to fit the models and predict occupancy offline and numpy and sklearn were the two of mainly used packages.
Assessment indices
During the experiment, the actual occupancy of the room (ground truth) was acquired through manual video analysis of the camera recordings. In this study, assessment of the prediction were conducted between two continuous variables, which were the predicted occupancy value and actual occupancy value. Thus, to assess the prediction accuracy, three 
MAE(O
Where, O ob is the observed occupant count as the ground truth and O p is the predicted occupant count. N is the size of occupancy data.
Results
Model performance with the environmental parameter sensing data
In this study, we first modeled occupancy profiles with only the environmental parameters, including the indoor air temperature, RH, and CO2 concentration. Figures 3, 4, and 5 show the results of the occupancy profile under the ground truth, kNN, SVM, and ANN models during three days using the environmental sensing data. Overall, based on results for the three days, the ANN-based occupancy model showed the best performance. Therefore, we could conclude that the ANN model is more effective and accurate to use when environmental parameters are utilized to learn occupancy information. 
Model performance with the Wi-Fi data
This study also modeled occupancy profiles with Wi-Fi data, and Figures 6, 7, and 8 show the results of occupancy profiles under the ground truth, kNN, SVM, and ANN models during three days. Table 3 shows the assessment results of different machine learning methods with MAE, MAPE, and RMSE using only the Wi-Fi data. The occupancy results using Wi-Fi data on Day 1 are less accurate than occupancy profiles that used only environmental parameters. The mismatch increased between the predicted occupancy and the actual occupancy during the afternoon. The MAE results in Day 1 are about 2.7, 2.7, and 3.7, using kNN, SVM, ANN, respectively, and the variation results in Day 1 are 3.6, 3.7, and 3.9. Those results show that the Wi-Fi sensing method in Day 1 is more unstable.
However, accuracy on Day 2 was reasonable, especially when the SVM model was applied.
MAE results on Day 2 showed the best performance on Day 2. The ANN-based occupancy model had higher MAE than kNN and SVM; while considering MAPE and RMSE, kNN and SVM occupancy models had close performance. For Day 3, SVM occupancy models had the best result of MAE when compared with kNN and ANN. Therefore, in a Wi-Fi based occupancy model, the kNN and SVM models can be two good choices, whereas the simplified backpropagation-based ANN model could not directly predict occupancy well, so more adaptions of the ANN model should be applied. 
Model performance with the combined environmental parameters and Wi-Fi data
Finally, this study tested three occupancy models by combining the environmental parameters and the Wi-Fi data to determine if the occupancy prediction accuracy could be improved. Figures 9, 10, and 11 show the results of occupancy profiles under the ground truth, kNN, SVM, and ANN models during three days using the combined environmental parameters and Wi-Fi data. Table 4 shows the assessment results of three occupancy models with MAE, MAPE, and RMSE.
Compared to the occupancy models using only the environmental parameters or only the Wi-Fi data, the ANN occupancy model provided the best performance, with lowest MAE, MAPE, and RMSE compared with kNN and SVM models on Day 1, 2, and 3.
Especially on Day 1, the MAE is about 1.9, MAPE is about 27.2%, and RMSE is about 2.7, which are rather lower than those of kNN and SVM. Therefore, the ANN-based occupancy model performs the best in analyzing the combined environmental parameters and the Wi-Fi data. 
Performance evaluation of using three data groups
When evaluating data fusion of environmental parameters and Wi-Fi sensing, two questions must be answered. First, are occupancy results more accurate when using both datasets rather than using the environment dataset alone? Table 2 shows the occupancy results from using only the environmental parameters, and 
Discussion
Using environmental parameters to sense occupancy information is a popular way to acquire indirect occupancy data, and some studies have used environmental parameters to calculate occupancy information; for example, with a mass conservation equation [44, 45] or model occupancy information [20, 31] This study used three feature-based occupancy models to learn occupancy by using both the indoor air parameters and Wi-Fi data. Two issues were addressed in this study: (1) which feature-based occupancy models perform better in occupancy prediction, and (2) whether or not combining the indoor environmental parameters and the Wi-Fi data improve the accuracy of occupancy prediction in feature-based occupancy models. issue was included in this study, but they are important, and should be addressed in future occupancy studies. Third, in previous studies, researchers have widely used environmental parameters to predict occupancy by considering that, when one space is occupied, environmental parameters of its indoor air will increase and vary with occupancy number (for example, the variation of CO2 concentration level is highly related to occupancy).
However, building operation, especially HVAC system operation, has a critical impact on indoor air parameters; especially indoor air temperature and relative humidity. Such two indoor air parameters usually are maintained at the thermal comfort range through the conditioned air supply. Therefore, the operational conditions of supply air should be considered; for example, how much conditioned air is supplied (and at what temperature)
to remove the indoor thermal load and maintain an occupant's thermal comfort. In addition, if using environmental sensing, it is important to determine which key parameters to collect to better represent occupancy and show the best accuracy. Further, to apply data fusion for occupancy study in multi-size and multi-type rooms and generate the wider applicability of results should also be prioritized in the future. On the other hand, to validate the robustness of our method, the occupancy experiment can be run for a long period, e.g. one month or a whole year, in working days, weekend days, and holidays.
Conclusions
Occupancy prediction using machine techniques has captured growing attention in many studies by addressing the applications of environmental parameters (e.g., CO2, temperature, and relative humidity) or the Wi-Fi technology. This study has investigated the performance of data fusion by combining the environmental parameters data and the WiFi data. One on-site experiment was conducted in a large office room in City University of Hong Kong to collect indoor air CO2 concentration level, temperature, relative humidity, and also Wi-Fi utilization data for three days. To learn and predict the occupancy information, this study selected three feature-based occupancy models using machine learning algorithms of kNN, SVM, and ANN. To assess the occupancy models, the MAE, MAPE, and RMSE indices were utilized.
Results showed that when only the environmental parameters data were applied to learn occupancy, the ANN-based occupancy model is more suitable and accurate, and so will be with the combination of environmental parameters and the Wi-Fi data. and ANN algorithm can be built. Further, as in discussion, the occupancy sensing cost can also compromise with sensed parameters and accuracy, or how to reduce the cost with a higher accuracy should be an important and inspiring work pursued to achieve necessary improvement.
