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Abstract
Visualizing asymmetric tensors is an important task in understand-
ing ﬂuid dynamics. In this paper, we describe topological anal-
ysis and visualization techniques for asymmetric tensor ﬁelds on
surfaces based on analyzing the impact of the symmetric and anti-
symmetric components of the tensor ﬁeld on its eigenvalues and
eigenvectors. At the core of our analysis is a reparameterization of
the space of 2£2 tensors, which allows us to understand the topol-
ogy of tensor ﬁelds by studying the manifolds of eigenvalues and
eigenvectors.
We present a partition of the eigenvalue manifold using a
Voronoi diagram, which allows to segment a tensor ﬁeld based on
its relatively strengths in isotropic scaling, rotation, and anisotropic
stretching. Our analysis of eigenvectors is based on the observation
that the dual-eigenvectors of a tensor depend solely on the symmet-
ric constituent of the tensor. The anti-symmetric component acts on
the eigenvectors by rotating them either clockwise or counterclock-
wise towards the nearest dual-eigenvector. The orientation and the
amount of the rotation are derived from the ratio between the sym-
metric and anti-symmetric components.
We observe that symmetric tensors form the boundary between
regions of clockwise ﬂows and regions of counterclockwise ﬂows.
Crossing such a boundary results in discontinuities in the major and
minor dual eigenvectors. Thus we deﬁne symmetric tensors as part
of the tensor ﬁeld topology in addition to degenerate tensors. These
observations inspire us to illustrate the topology of the symmet-
ric component and anti-symmetric component simultaneously. We
demonstrate the utility of our techniques on an important applica-
tionfromcomputationalﬂuiddynamics, namely, enginesimulation.
Keywords: Tensor ﬁeld visualization, ﬂow analysis, asymmetric
tensors.
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1 Introduction
Asymmetric tensor ﬁelds appear in many scientiﬁc and engineering
applications. In ﬂuid mechanics, one of the fundamental concepts
is the Newtonian-ﬂuid hypothesis, that is, the stress tensor tij at a
given point is proportional to the gradient of velocity vector, Ñu.
The stress tensor tij is symmetrical and the negative value of its av-
erage of the trace is deﬁned as the scalar ’pressure.’ The remainder
is often termed the deviatoric stress tensor, Sij. Unlike the stress
tensor, the gradient of velocity is not symmetrical, and represents
all the possible ﬂuid motions except translation. It can be decom-
posed into three terms:
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Figure 1: A scenario in which additional information can be gained
from a vector ¯eld by analyzing its gradient (a tensor ¯eld). The ¯eld
shown in the upper-left has the form (x;¡y), the one in the upper-
right is the normalized version. Texture-based techniques result in
similar visualization. In contrast, the gradient of the two ¯elds is
signi¯cantly di®erent (corresponding images in the bottom row). The
texture illustrates the major and minor tensor lines, and the colors
encode eigenvalues of the tensors based on the color scheme shown
in Figure 7 (a).
Ñu =
trace[Ñu]
N
Dij +Wij +Eij (1)
where Dij is the identity matrix, N is the dimension of the domain
(either 2 or 3),
trace[Ñu]
N represents the volume distortion or dila-
tion (equivalent to “isotropic scaling” in mathematical terms), the
anti-symmetric tensor Wij = 1
2(Ñu¡(Ñu)T) represents the aver-
aged ﬂuid rotation - since Wij has only three entities when N = 3,
it can be considered as a pseudo-vector; twice the magnitude of
the vector is often called ”vorticity” - and the symmetric tensor
Eij = 1
2(Ñu+(Ñu)T)¡
trace[Ñu]
N is called the rate-of-strain tensor
(or the deformation tensor) that represents the angular deformation,
i.e. the stretching of a ﬂuid element. Among the possible motion of
aﬂuidelement, translationandrotationcannotresultinstressowing
to the conservation of linear and angular momentum, respectively.
Hence, the Newtonian-ﬂuid hypothesis relates the stress tensor lin-
early with the rate-of-strain tensor Eij.
Understanding the ﬁeld of Ñu is important in ﬂuid mechanics
in many aspects. For example, dissipation of the mechanical en-
ergy is a function of Eij only: 2mjEijj2 is called the dissipation
function, and Wij plays no role in energy dissipation. Molecular-
scale ﬂuid mixing is proportional to the surface area of a ﬂuid ele-
ment; hence the deformation tensor Eij plays a primary role in the
process. For the analysis of incompressible-ﬂuid ﬂows in a 2-D
plane, the trace of Ñu represents ﬂuid inﬂow and outﬂow from the
neighboring planes. The combination of Wij with the trace of Ñu
can demonstrate either positive or negative vorticity stretching, andmore. In summary, tensor visualization for the gradient of velocity
ﬁeld enriches physical interpretation of ﬂuid mechanics.
In general, understanding the gradient of a vector ﬁeld can
bring about new insights that are otherwise difﬁcult to gain from
traditional vector ﬁeld visualization techniques, including vector
ﬁeld topology. For example, the following two vector ﬁelds re-
sult in the similar texture-based visualizations: (1)
µ
x
¡y
¶
, and (2)
1 p
x2+y2
µ
x
¡y
¶
. However, the tensor-based visualization of both
ﬁelds show signiﬁcantly different behaviors. Figure 1 compares
and contrasts the visualization of both vector ﬁelds and their gradi-
ent ﬁelds. This is because most existing vector ﬁeld visualization
techniques focus on the illustrating the directions of the vector ﬁeld.
In contrast, the characteristics of the vector gradient encodes infor-
mation about the relative magnitude of the ﬂow ﬁeld.
There has been relatively little work in the analysis and visual-
ization of asymmetric tensors: most past work focuses on symmet-
ric tensor analysis. Recently, Zheng and Pang present work on the
analysis of traceless tensor ﬁelds on planar domains [20], which has
been inspirational to our work.
In this paper, we present a number of novel techniques for the
analysis and visualization of asymmetric tensors deﬁned on sur-
faces. Speciﬁcally, we make the following contributions:
1. We describe a physically-based parameterization for the space
of 2£2 tensors which allows efﬁcient topological analysis of
tensor ﬁelds.
2. We provide topological analysis of the eigenvalue and eigen-
vector manifolds. In particular, we show that dual eigenvec-
tors are determined by the symmetric part of the a tensor, and
point out that the boundaries between counterclockwise and
clockwise rotations are symmetric tensors, which we include
as part of tensor ﬁeld topology.
3. We present a number of novel topology-driven tensor ﬁeld vi-
sualization techniques based on our analysis, and we compare
them to one another.
4. We perform topological analysis and visualization of asym-
metric tensor ﬁelds on surfaces for the ﬁrst time.
5. We apply our analysis and visualization techniques to real-
world engine simulation datasets.
We wish to emphasize the following two aspects of our work.
First, our tensor ﬁeld analysis and visualization techniques are gen-
eral, i.e., not limited to only gradient of vector ﬁelds as shown in
the paper. Second, the topological analysis of eigenvalues can also
be used for vector ﬁeld visualization when the tensor ﬁeld is the
gradient of a vector ﬁeld. In short, our techniques can be used for
both vector and tensor ﬁeld visualizations.
The remainder of the paper is organized as follows. We will ﬁrst
review related existing techniques in vector and tensor ﬁeld visual-
ization and analysis in Section 2. Then in Section 3, we describe
a physically-based parameterization of 2£2 tensors and provide
topological analysis of tensors based on this parameterization. In
Section 4, we present various visualization techniques based on our
topology-driven analysis. We demonstrate the effectiveness of our
analysis and visualization techniques by applying them to engine
simulation datasets in Section 5. Finally, we summarize our work
and discuss some possible future work in Section 6.
2 Previous Work
In general, previous work was limited to the study of symmetric,
second-order tensor ﬁelds. Or, the asymmetric tensor ﬁelds were
previously decomposed into a symmetric tensor ﬁeld and a rota-
tional vector ﬁeld and then visualized simultaneously (but as two
separate ﬁelds).
2.1 Asymmetric Tensor Field Analysis
The work presented here builds primarily upon that of Zheng et
al. [20], i.e., the topological analysis of asymmetric tensor ﬁelds,
a relatively new focus in visualization. Zheng et al. [20] extend
the topological analysis of tensor ﬁelds to general (2D) asymmet-
ric second-order ﬁelds (where there are no rotational components).
Previous work was limited to the study of symmetric, second order
tensor ﬁelds. Zheng et al. [20] deﬁne degeneracies based on both
eigenvalues and eigenvectors and visualize the tensor ﬁeld directly
without decomposition ﬁrst. Their ﬁndings yield that degenerate
tensors in these ﬁelds form boundary lines between the real and
complex eigenvalue domains. The work we describe extends and
improves these result in a number of ways which we will describe
in detail.
2.2 Symmetric Tensor Field Analysis
Delmarcelle and Hesselink [3] identify two kinds of elementary de-
generate points, the basic constituents of tensor topology, wedges
and trisectors in 2D, symmetric, second-order tensor ﬁelds and
track their evolution over time. These features can then be com-
bined to form more familiar ﬁeld singularities such as saddles,
notes, centers, or foci.
Hesselink et al. [6] extend the previous work of Helman and
Hesselink [4, 5] to 3D. They study the 3D topology of symmetric,
second-order of tensor ﬁelds. In this case, the focus points are de-
generate points–points where eigenvalues are equal to one another.
They identify two types of degenerate points: wedge and trisector
points. These can then combine to form saddles, nodes, centers, or
foci.
Tricoche et al. [11] extend their previous work merging singular-
ities in vector ﬁelds [15] to handle symmetric, second-order tensor
ﬁelds. Here the points of interest are degenerate points. Degen-
erate points that are close in proximity are merged resulting in a
simpliﬁed topology and easier visual perception. They treat trisec-
tors, wedge points, center types, and non-center types of degenerate
points.
Tricoche et al. [15] extend their previous work of topology sim-
pliﬁcation on a bilinear, interpolated curvilinear grid [10] to handle
vector and tensor ﬁelds deﬁned on arbitrary grids and with arbi-
trary interpolation schemes. This work also goes beyond previous
work [11] that simpliﬁes second-order symmetric 2D tensor ﬁelds
deﬁned on curvilinear grids. The improvement centers on how the
singularities, in proximity to one another, are merged. This method
focuses only on the singularities, working independently from the
underlying grid structure.
Tricoche and Scheuermann [14] extend their previous work on
the simpliﬁcation of 2D vector ﬁelds [9] to handle tensor ﬁelds.
First they compute the topological graph and determine pairs of de-
generate points. The pairs are sorted according to a distance mea-
sure. Then the tensor values of both are modiﬁed slightly such that
both generate points disappear.
Tricoche et al. [12] extend their previous work of tracking singu-
larities in vector ﬁelds [13] to tracking singularities in tensor ﬁelds.
They identify bifurcations in tensor ﬁelds. One bifurcation they
study results from pairwise annihilation of degeneracies. It occurs
when two degenerate points of opposite tensor index (also known
as the Poincar´ e index), coexist in close proximity and then merge.
The second bifurcation they study is the transition of one type of
wedge point to another.
Zheng et al. [19, 21] report on three main advances related to the
topological analysis of 3D, second order, symmetric tensor ﬁelds.
Previous research on topological analysis of 3D real symmetric ten-
sor ﬁelds did not yield this result explicitly, only the existence of
critical points. Firstly they demonstrate that the topology stem-
ming from degenerate features form stable lines in tensor ﬁelds.
Secondly, they present two methods for extracting the degeneratepoints and then connecting them into topological lines. Thirdly,
they introduce an analytical method by which the tangents of the
curve along the degenerate points may be obtained using a Hessian
factorization technique. Computing tangent lines reduces false neg-
atives in the number of extracted degeneracies and allows an entire
feature line to be traced from a single point.
Zheng et al. [22] extend their previous work [19, 21] of ex-
tracting topological lines based on degenerate tensors by extract-
ing the separating surfaces emanating from these degenerate lines
and studying their behavior. Firstly, they show that the eigenvec-
tor analysis around a 3D degenerate tensor can be reduced to 2D
by a trajectory operation. That is, usually, 3D separating surfaces
can be shown using the trajectory of the individual 2D separatri-
ces composed of trisectors and wedges. Secondly, they show that
separatrices along a degenerate line may switch from trisectors to
wedges (and vice-verse).
Hlawitschka and Scheuermann [7] present an algorithm for ex-
tracting and visualization of tensor lines in higher-order (greater
than second-order) tensor ﬁelds. Their approach exploits the simi-
larities between spherical harmonics and higher-order tensors.
3 A New Parameterization Space for 2£2 Tensors
In this section, we will describe a new parameterization space for
2£2 tensors, and apply this parameterization to the topological
analysis of eigenvalue and eigenvector analysis of tensor ﬁelds in
planar domains and on surfaces.
The space of 2 £ 2 tensors is a four-dimensional
space that has the following seemingly natural basis:
f
µ
1 0
0 0
¶
;
µ
0 1
0 0
¶
;
µ
0 0
1 0
¶
;
µ
0 0
0 1
¶
g. However, such a
basis is not convenient when it comes to eigen-analysis, which
is more physically motivated. It is well-known from classical
linear algebra that any N £N matrix can be uniquely decomposed
into the sum of its symmetric and anti-symmetric components,
which measure the impacts of scaling and rotation caused by the
tensor, respectively. Another popular decomposition removes the
trace component from a symmetric matrix which corresponds to
isotropic scaling. The remaining constituent has a zero trace and
measures the anisotropy in the original tensor. Therefore, it is often
referred to as the deviator. We combine both decompositions to
obtain the following parameterization of the space of 2£2 tensors:
µ
a b
c d
¶
= gd
µ
1 0
0 1
¶
+gr
µ
0 ¡1
1 0
¶
+gs
µ
cosq sinq
sinq ¡cosq
¶
(2)
Here, gd = a+d
2 , gr = c¡b
2 , and gs =
p
(a¡d)2+(b+c)2
2 are the
strengths of isotropic scaling, rotation, and anisotropic stretching,
respectively. Furthermore, q 2 [0;2p) is the angular component of
the vector
µ
a¡d
b+c
¶
, which encodes the eigenvector information. It
is emphasized that the decomposition presented in Equation 2 cor-
responds directly with that in Equation 1: the velocity gradients
used in ﬂuid mechanics. In this paper, we focus on how the rela-
tive strengths of the three components effect the eigenvalues and
eigenvectors in the tensor. Given our goals, it sufﬁces to study
unit tensors, i.e., g2
d +g2
r +g2
s = 1. The space of unit spaces is a
three-dimensional manifold, for which direct analysis is challeng-
ing. Fortunately, the eigenvalues of a tensor only depend on gd, gr,
and gs, while the eigenvectors depend on gr, gs, and q. For unit
tensors, both form a two-dimensional space, whose structure can
be understood in a rather intuitive fashion. In the next two sections,
we describe the topological analysis of both subspaces.
3.1 Submanifold of Eigenvalues
The eigenvalues of a 2£2 unit tensor have the following forms:
rotation
anisotropic 
stretching
counterclockwise
rotation
Eigenvalue Manifold
(a hemisphere)
Top-down view of the 
eigenvalue manifold
isotropic 
scaling
clockwise
rotation
positive scaling
negative scaling
anisotropic 
stretching
Figure 2: This ¯gure illustrates the manifold of the eigenvalues for
unit tensors, which is the unit upper-hemisphere in the space spanned
by rotation, isotropic scaling, and anisotropic stretching. There are
¯ve special con¯gurations (left: colored dots). The right portion
shows a top-down view of the hemisphere along the axis of anisotropic
stretching. The hemisphere is decomposed into the Voronoi cells for
the ¯ve special cases, where the boundary curves (highlighted in
magenta) are part of tensor ¯eld topology.
l1;2 =
½
gd §
p
g2
s ¡g2
r if g2
s ¸ g2
r
gd§i
p
g2
r ¡g2
s if g2
s < g2
r
(3)
.
which do not depend on q. To understand the nature of a tensor,
it is often necessary to study the strength of each component, i.e.,
gd, gr, gs, or some of their combinations. Since no upper bound on
these quantities necessarily exists, the effectiveness of the visual-
ization techniques is often limited by the ratio between and maxi-
mum and minimum values. However, when only focusing relative
ratios among gd, gr, and gs, it becomes more tractable as the set can
be represented by a hemisphere, which is compact. There are ﬁve
special points in the hemisphere that represent the extremal situa-
tions: (1) positive scaling (gd = 1, gr = gs = 0), (2) negative scal-
ing (gd = ¡1, gr = gs = 0), (3) counterclockwise rotation (gr = 1,
gd = gs = 0), (4) clockwise rotation (gr = ¡1, gd = gs = 0), and (5)
anisotropic stretching (gs = 1, gd = gr = 0). Figure 2 (left) illus-
trates the hemisphere along with the ﬁve special conﬁgurations.
Given a unit tensor T, it is often natural to ask the following
question: What is the primary characteristic of T? Since it is highly
unlikely that T will be one of the ﬁve special cases, we need to
divide the hemisphere into regions inside each of which the primary
characteristic is the same. We construct the Voronoi diagram of the
hemisphere with respect to the ﬁve special cases according to the
spherical geodesic distance. Given two unit vectors v1 and v2, the
spherical geodesic distance between them is the dot product v1 ¢
v2. The resulting diagram is illustrated in Figure 2 (right), where
the boundaries of these regions being highlighted in magenta. The
topology of a tensor ﬁeld with respect to eigenvalues consists of
these boundary curves.
Given a tensor ﬁeld T(x;y), we deﬁne the following regions:
² Counterclockwise rotation dominated region: CCWR =
f(x;y)jgr > max(gs;jgdj)g
² Clockwise rotation dominated region: CWR = f(x;y)j¡gr >
max(gs;jgdj)g
² Positive isotropic scaling dominated region: PISR =
f(x;y)jgd > max(gs;jgrj)g
² Negative isotropic scaling dominated region: NISR =
f(x;y)j¡gd > max(gs;jgrj)g
² Anisotropic stretching dominated region: ASR = f(x;y)jgs >
max(jgdj;jgrj)g
The eigenvalue topology of a tensor ﬁeld is the set of points
whose tensor values map to the boundaries between the Voronoi
cells.For the 2-D tensor ﬁeld (velocity gradients) deﬁned in a cross
section of the 3-D ﬂow ﬁeld, the counterclockwise and clockwise
rotationsindicatepositiveandnegativevorticities, respectively. The
positive and negative isotropic scalings represent expansion and
contraction of ﬂuid elements; however for the analysis of incom-
pressible ﬂuids in a 2-D domain, they can be also interpreted as the
net inﬂow from and outﬂow to the adjacent ﬂuid layers. Finally, the
anisotropic stretching is equivalent to the rate of angular deforma-
tion.
3.2 Submanifold of Eigenvectors
We now consider the eigenvectors, which only depend on gr, gs, and
q. Consider unit traceless tensors, which have the following form:
T = sinf
µ
0 ¡1
1 0
¶
+cosf
µ
cosq sinq
sinq ¡cosq
¶
(4)
in which f = arctan(
gr
gs) 2 [¡p
2; p
2]. Figure 3 (left) illustrates the
manifold of eigenvectors, which is a unit sphere. We will ﬁrst con-
siderthebehaviorsofeigenvectorsalongthelongitudewhere q =0,
for which Equation 4 reduces to
T =
µ
cosf ¡sinf
sinf ¡cosf
¶
(5)
The tensors have zero, one, or two real eigenvalues when
cos2f < 0, = 0, or > 0, respectively. Consequently, the tensor is
referred to being in the complex domain, degenerate, or in the real
domain [20]. Notice the tensor is degenerate when f = §p
4.
In the real domain, the eigenvalues are §
p
cos2f. A major
eigenvector is
µp
cosf +sinf +
p
cosf ¡sinf p
cosf +sinf ¡
p
cosf ¡sinf
¶
(6)
.
Similarly, a minor eigenvector is
µp
cosf +sinf ¡
p
cosf ¡sinf p
cosf +sinf +
p
cosf ¡sinf
¶
(7)
.
Notice that both eigenvectors have the same length. Therefore,
the bisectors between them are lines X = Y and X = ¡Y where
X and Y are the coordinate systems in the tangent plane at each
point. Notice that the bisectors do not depend on f, i.e., they are
completely determined by the symmetric component of the tensor.
Zheng and Pang deﬁne the major dual eigenvector of a tensor as
the bisector for the section with a smaller angle. When 0 < f · p
4,
X =Y is the major dual eigenvector. It is straightforward to verify
that the smaller angle between a major eigenvector and the major
dual eigenvector is ¡tan¡1(
q
cot(f + p
4)). When f = 0, the angle
is ¡p
4. As f increases from zero to p
4, the major eigenvector rotates
counterclockwise monotonically until it coincides with the bisector
when f = p
4. Given that the bisector does not depend on f, we
have that the minor eigenvector rotating clockwise as f increases.
In addition, the pace at which it rotates is the same as the major
eigenvector.
When ¡p
4 ·f <0, X =¡Y is the major dual eigenvector. When
f = ¡p
4, the major and minor eigenvectors coincide with X = ¡Y.
When f increases towards zero, the major and minor eigenvectors
rotate at the same speed but in opposite directions (major counter-
clockwise and minor clockwise). When f = 0, they are perpendic-
ular, i.e, the tensor is purely symmetric. Notice that in this case,
both X = Y and X = ¡Y are major dual eigenvectors and it is not
possible to distinguish between them. As one crosses f = 0, there
is a sudden p
2 rotation in the major dual eigenvector. This is exactly
where orientation of the ﬂow changes from clockwise to counter-
clockwise rotation. For this reason, we consider f = 0 as part of
the tensor ﬁeld topology in addition to degenerate points (f = §p
2)
and degenerate curves (f = §p
4) as originally deﬁned by Zheng
and Pang [20].
When p
4 <f < p
2, thetensorhasnorealeigenvectors. Zhengand
Pang deﬁne the dual eigenvectors in these cases based on singular
value decomposition. We further point out that their deﬁnition leads
to
µ
1
1
¶
, which again is only dependent on the symmetric compo-
nent of the tensor; when ¡p
2 < f < ¡p
4, it is
µ
¡1
1
¶
.
Now that we have discussed the behaviors of eigenvectors at the
longitude q = 0, let us consider an arbitrary longitude. Deﬁne M = µ
cos q
2 sin q
2
¡sin q
2 cos q
2
¶
, then we have
sinf
µ
0 ¡1
1 0
¶
+cosf
µ
cosq sinq
sinq ¡cosq
¶
= MTfsinf
µ
0 ¡1
1 0
¶
+cosf
µ
1 0
0 ¡1
¶
gM (8)
In other words, the behaviors of the eigenvectors along any lon-
gitudeareessentiallythesameasthelongitude q =0exceptthatthe
eigenvectors and dual eigenvectors are rotated by q
2 in the counter-
clockwise direction. At the poles (f = §p
2), the major dual eigen-
vectors cannot be deﬁned. As Zheng and Pang point out, this is
where degenerate points occur.
The eigenvalue topology is deﬁned to be set of points in the
domain whose relatively ratio between the symmetric and anti-
symmetric components satisfy f = §p
2 (degenerate points), f =
§p
4 (boundaries between real and complex domains), and f = 0
(boundaries between rotations of different orientations).
Figure 3 illustrates the manifold of eigenvectors (left). The equa-
tor consists of anisotropic tensors, while the North and South Poles
represent counterclockwise and clockwise rotations, respectively.
In the right portion of Figure 3, we illustrate the changes of eigen-
vectors along the longitude q =0. The blue lines indicate the major
dual eigenvectors, which are X =Y in the Northern hemisphere and
X = ¡Y in the Southern hemisphere, i.e, they do not vary when f
changes except at f = 0 where two major dual eigenvectors exist
and crossing it results in a change in the major dual eigenvector.
The major and minor eigenvectors are highlighted in green and red,
respectively. They are well-deﬁned in ¡p
4 · f · p
4. When f = 0,
the angle between the major and minor eigenvectors is p
2. When
f increases (going left in the ﬁgure), the major eigenvector rotates
counterclockwise toward the bisector X =Y and minor eigenvector
rotates clockwise at the same speed. The f = p
4, the major and mi-
nor eigenvectors coincide with the major dual eigenvector. When
f > p
4, the major and minor eigenvectors are not deﬁned. When f
decreases (going right), the dual eigenvector is X = ¡Y. The ma-
jor eigenvector now rotates clockwise while the minor eigenvector
rotates counterclockwise. The behaviors along other longitudes are
essentially the same except the eigenvectors and dual eigenvectors
are rotated by an angle of q
2 from their counterparts when q = 0.
At the Poles, dual eigenvectors are not well deﬁned.
Notice our analysis allows for a geometric interpretation of
eigenvectors and a stable and easy computation of major and minor
eigenvectors. In addition, we point out that the dual eigenvectors
depend only on the symmetric component of the tensor and f = 0
is part of tensor ﬁeld topology.
3.3 Computation of Field Parameters
Our system can accept either a tensor ﬁeld or vector ﬁeld. In the lat-
ter case, the vector gradient (a tensor) is used as the input. The com-φ=0 φ=π/8 φ=−π/8
φ=π/4 φ=−π/4
φ=3π/8 φ=−3π/8
φ=π/2 φ=−π/2 θ=0
θ=π/2
θ=π
θ=3π/2
Northern hemisphere: 
counterclockwise rotation
Southern hemisphere: 
clockwise rotation
major eigenvector
minor eigenvector
major dual eigenvector
Northern Pole: φ=π/2 
pure counterclockwise rotation
Southern Pole: φ=−π/2
pure clockwise rotation
Equator:  φ=0
pure anisotropic stretching θ=0
Figure 3: On the sphere of unit traceless tensors, the equator represents pure stretching and while the North and South poles represent pure
counterclockwise and clockwise rotations, respectively. Following a latitude (cyan), starting from the intersection with the equator (green point)
and going north, the angle between the major and minor eigenvectors gradually decreases to 0 from p
2. The angle is exactly zero when the
magnitude of the stretching constituent equals that of the rotational part. Once inside the complex domain, major and minor eigenvectors are
not real. However, their bisector is still valid (blue). In fact, the bisector never changes along the latitude. Travel south, the pattern is similar
except the major and minor eigenvectors are rotating in the opposite direction. Notice in this case the bisector is di®erent. At the equator, there
are two bisectors. We consider this a bifurcation point and therefore part of tensor ¯eld topology. Notice on a di®erent latitude (magenta), the
same pattern repeats except all the major and minor eigenvectors are rotated by a constant angle. Di®erent latitudes correspond to di®erent
constant angles.
Figure 4: The vector ¯elds whose gradient correspond to q = 0, i.e., Figure 3 (right).
putational domain is a triangular mesh in either a planar domain or
a curved surface. The vector or tensor ﬁeld is deﬁned at the vertices
only. To obtain values at a point on the edge or inside a triangle,
we use a piecewise interpolation scheme. For planar domains, this
is the well known piecewise linear interpolation scheme [12]. On
surfaces, we use the scheme of Zhang et al. [18, 17] that ensures
vector and tensor ﬁeld continuity in spite of the discontinuity in the
surface normal.
Given a tensor ﬁeld T, we ﬁrst perform the following computa-
tion for every vertex.
² Re-pamaterization, in which we compute gd, gr, gs, and q.
² Normalization, in which we scale gd, gr, and gs to ensure g2
d +
g2
r +gs
d = 1.
² Eigen-analysis, in which we extract the eigenvalues, eigen-
vectors, and dual eigenvectors.
Next, we extract the topology of the tensor ﬁeld with respect to
the eigenvalues. This is done by visiting every edge in the mesh to
locate possible intersection points with the boundary curves of the
Voronoi cells shown in Figure 2. We then connect the intersection
points whenever appropriate.
Finally, we extract tensor topology based on eigenvectors. This
includes ﬁnding degenerate points, the boundaries between the real
and complex domains, and the boundaries between clockwise and
counterclockwise rotations. We are now ready to construct novel
visualizations of these attributes.
4 Visualization
In this section, we describe our topology-guided visualization tech-
niques for 2£2 asymmetric tensor ﬁelds. Given that the topology
a tensor ﬁeld consists of topology of the eigenvalue ﬁelds (scalars)
and eignevector ﬁelds (directions), we consider using colors to il-
lustrate the eigenvalue ﬁeld, texture- and streamline-based visual-
ization techniques for eigenvector ﬁelds. We will ﬁrst discuss these
topics separately before combining them into hybrid visualizations.
4.1 Eigenvalue-guided Visualizations
Given a tensor ﬁeld T(x;y), the eigenvalue ﬁeld can be described
mathematically by (gd(x;y);gr(x;y);gs(x;y)) where g2
d +g2
r +g2
s =
1 and gs ¸ 0. Recall that gd, gr, and gs represent the (relative)
strengths of the isotropic scaling, rotation, and anisotropic stretch-
ing components in the tensor ﬁeld. Our visualizations wish to an-
swer the following questions:
² Given a point p0 in the domain, what is its primary character-
istic, i.e., isotropic scaling, rotation, or anisotropic stretching.
² Where in the domain are tensor values nearly isotropic scal-
ing, rotation, or anisotropic stretching.
To answer these questions effectively, we propose two visualiza-
tion techniques. With the ﬁrst technique, we assign a unique color
to every eigenvalue conﬁguration, i.e., a point in the manifold of
eigenvalues. When the color assignments is efﬁcient, this is allow
the user to identify the type of primary charateristic at a given point.
We use the scheme shown in Figure 7 (a).
² Green: positive isotropic scaling(a) (b) (c) (d)
Figure 6: Four streamline-based techniques in visualizing the topology of eigenvector ¯elds for a given tensor ¯eld: (a) major eigenvector ¯eld
(blue, real domains) and major dual eigenvector ¯eld (blue, complex domains), (b) major eigenvector ¯eld (blue, real domains), and major dual
eigenvector ¯eld (red for complex domains of counterclockwise rotations and green for clockwise rotations), (c) adding minor eigenvector ¯eld
(blue, real domain) to (b), and (d) same as (c) except the dual eigenvector ¯eld is extended into the real domains. Notice that the technique
in (d) provides a more complete picture about tensor ¯eld topology than (a)-(c).
(a) (b) (c) (d)
Figure 7: Hybrid visualization techniques showing eigenvalue and eigenvector information. Streamline-based technique from Figure 6 (d) is
blended with eigenvalue-guided color coding to obtain images in (b)-(d).
² Red: negative isotropic scaling
² Yellow: counterclockwise rotation
² Blue: clockwise rotation
² White: anisotropic stretching
For any other point (gd(x;y);gr(x;y);gs(x;y)), we compute a
as the angular component of the vector (gd(x;y);gr(x;y) with re-
spect to (¡1;0) (negative isotropic scaling). The hue of the color is
then 3
2a when 0 · a · 2p
3 and 3
4a + p
2 when 2p
3 · a · 2p. No-
tice that angular distortion ensures that the two isotropic scalings
and rotations will be assigned opposite colors, respectively. Our
color legend is adopted from Chapter 4 of Ware [16]. The satura-
tion of the color is g2
d(x;y)+g2
r (x;y), and the value is always one.
This ensures that as the amount of anisotropic stretching increases,
the color gradually changes to white, which is consistent with our
choice of color for representing anisotropic stretching. Figure 5 (a)
illustrates this visualization with a designed vector ﬁeld [18] with a
source, a sink, and two centers of opposite orientations.
Our second eigenvalue visualization method assigns a unique
color to each Voronoi cell, as described earlier, with the excep-
tion that anisotropic region is assigned orange. Given a conﬁgura-
tion (gd(x;y);gr(x;y);gs(x;y)), we ﬁrst determine the Voronoi cell
that it belongs to. Without loss of generality, let us consider the
Voronoi cell for the anisotropic stretching, which is characterized
by gs > max(jgdj;jgrj). We then deﬁne its distance d to the cen-
ter of the cell (0;0;1) as max(jgdj;jgrj). We deﬁne the core of the
Voronoi cell for anisotropic stretching as f(x;y)j
max(jgdj;jgrj
gs ) · dg
where d is a user-given threshold. When d = 0, only places where
pure anisotropic stretching occurs are considered as the core. When
d = 1, the whole Voronoi cell is considered as the core. The core
of other four cells can be deﬁned in a similar fashion. The color
inside each cell is colored using the primary color of the region if
the point is inside the core. Otherwise, the point is colored white.
The boundary curves between the cells are colored blue. Figure 5
(b) and (c) show this visualization technique for the aforementioned
vector ﬁeld where d = 1 in (b) and d = 0:01 in (c).
Both visualization techniques can be used to highlight the core
regions where the primary characteristics are dominant. The tech-
niques differ in how they address the transitions between regions of
different dominant characteristics. Method one uses smooth transi-
tions, which is visually pleasing, while the second method explic-
itly illustrates the boundaries. We conjecture both techniques are
useful under appropriate circumstances.
4.2 Eigenvector-guided Visualizations
Tovisualizethetopologyoftheeigenvectors, weneedtoﬁrstdecide
the goals of the visualization. Recall that eigenvector ﬁeld depends
upon relative strengths of gr and gs, and the major dual eigenvectors
are of great importance.
There are a number of ﬁelds that can be used for the visual-
ization: (1) the major eigenvector ﬁeld, (2) the minor eigenvector
ﬁeld, and (3) the major dual eigenvector ﬁeld. Notice that the major
eigenvector ﬁeld in the real domain and the major dual eigenvector
ﬁeld are continuous across the boundary curves between the real
and complex domains. This is due to the continuity of the dual
eigenvector ﬁeld and the fact that the major eigenvector ﬁeld coin-
cides with the major dual eigenvector ﬁeld on the same boundary
curves. A similar relationship exists between minor and major dual
eigenvector ﬁelds.
When visualizing symmetric tensor ﬁelds, it is usually sufﬁcient
to visualize either the major or minor eigenvector ﬁeld [2]. This(1a) (1b) (1c)
(2a) (2b) (2c)
(3a) (3b) (3c)
Figure 5: A comparison of number of visualization techniques for the
topology of eigenvalues. The color coding schemes are: (a) smooth
transition, (b) region ¯ll, and (c) core hightlight. The boundary
curves are added using a uniform color for the images in the middle
row and di®erent colors for the images in the bottom row. The color
scheme is shown in Figure 7 (a).
is because the major and minor eigenvector ﬁelds have a constant
p
2 angle, which allows the ﬁeld not shown to be derived from the
visualized ﬁeld. This relationship between the major and minor
eigenvectors does not extend to asymmetric tensors, which makes it
necessary to visualize more than one ﬁeld. Figure 6 compares four
different streamline-based visualization techniques for an analyti-
cal tensor ﬁeld T(x;y) =
µ
1 0
0 ¡1
¶
+x
µ
1 0
0 1
¶
+y
µ
0 ¡1
1 0
¶
.
Notice that the traceless component (rotation + anisotropic stretch-
ing) of T(x;y) is constant along any horizontal line. The boundaries
between the real and complex domains are y = §1. In Figure 6 (a),
the major and major dual eigenvector ﬁelds are displayed using a
single color (blue). They are displayed exclusively inside the com-
plex and real domains, respectively. Notice that it is difﬁcult to
extract the boundaries between the real and complex domains with
this approach. In (b), the major dual eigenvectors in the complex
domains are assigned different colors depending the orientations of
rotational components in the tensor ﬁeld. We further add minor
eigenvectors in the real domains (c, dashed blue lines). Finally, we
extend the major dual eigenvectors into the real domain (d). Note
that (d) provides ways to identify the topology of tensor ﬁelds, i.e.,
the degenerate points (f = §p
2, boundaries between the real and
complex domains (f = §p
4), and the boundary between ﬂows of
opposite rotational components (f = 0).
4.3 Hybrid Visualizations
The aforementioned visualization techniques for eigenvalues can
be used with either the vector ﬁeld or the tensor ﬁeld. In the latter
case, they are combined with our visualization technique for eigen-
vectors. Figure 7 shows this with the example tensor ﬁeld from
Figure 6. Notice that both CCWR and CWR belong to the complex
domains while ASR is inside the real domains. On the other hand,
Figure 8: Idealized in-cylinder °ow through a gas engine (left) and a
diesel engine (right).
Figure 9: This ¯gure shows the eigenvalue ¯eld of velocity gradient
on the boundary surface of the diesel chamber. Eigenvalue visualiza-
tion indicates a large amount of isotropic scaling - both positive and
negative. Note the irregularity in °ow distribution (blue).
PISR and NISR can both have strong rotations and stretching.
5 Applications
In order to demonstrate the utility of our research, we apply our
asymmetric eigenvalue and eigenvector topology analysis and visu-
alizations to both slices and boundary surfaces of engine simulation
data. More speciﬁcally, we apply our techniques to data simulating
the in-cylinder ﬂow from a diesel and a gas engine [8]. Swirl mo-
tion, anidealpatternofﬂowstrivedforinadieselengine, resembles
a helix spiralling about an imaginary axis aligned with the combus-
tion chamber of the geometry. Tumble motion, an ideal pattern of
ﬂow strived for in a gas engine, resembles a simple circular motion
about an imaginary axis orthogonal to the combustion chamber.
These idealized patterns are illustrated in Figure 8. Achieving
these ideal motions results in an optimal mixing of oxygen and ﬂuid
and thus a more efﬁcient combustion process. In general, engineers
are concerned with identifying the region(s) of the ﬂow that adhere
and deviate from the ideal.
Figure 9 shows an eigenvalue visualization at the boundary ge-
ometry of the diesel engine simulation. In general, the ﬂow along
the cylinder wall shows expansion, which is typical for the intake
and/or combustion process. The color mapping indicates a large
amount of isotropic scaling–both positive and negative. The visual-
ization clearly shows the small area of contraction next to the strong
clockwise rotation. This implies a local irregularity in ﬂow distri-
bution. We can gain even more insight into the characteristics of
the ﬂow by looking inside the volume via slicing (Figure 10).
As mentioned previously, positive isotropic scaling means ex-
pansion (or dilation of a ﬂuid element) and negative isotropic scal-
ing means contraction (or compression of a ﬂuid element). How-
ever, when we analyze a ﬂow ﬁeld in a 2D plane within 3D domain–(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 10: A comparison of number of visualization techniques: a slice through a disel engine simulation dataset. In (a), the visualization using
the visualization technique of Chen et al. [1]. In (b)-(d) are results of applying eigenvalue visualization to the dataset. The one in (e) is an
eigenvector-based technique, which is then blended with (b)-(d) to obtain (f)-(h), respectively.
Figure 11: This ¯gure shows the eigenvalue ¯eld of velocity gradient
on the boundary surface of the gas chamber from two viewpoints.
Eigenvalue visualization shows a large amount of clockwise rotation
(left) which is indicative of a good tumble pattern of motion.
our analyses of the tensor ﬁeld in the 2D cross section of the 3D
combustion chamber–the physical interpretations becomes differ-
ent. If the ﬂuids are incompressible, positive isotropic scaling rep-
resents the inﬂow from the adjacent region outside of the 2D plane
(i.e. source), and negative isotropic scaling represents the opposite–
the out ﬂow to the adjacent region from the 2D surface (i.e. sink).
When the ﬂuid is compressible (the present case), it cannot be de-
termined which mechanisms caused the isotropic scaling.
TherotationaldirectionofeachsingularityinFigure10canread-
ily be identiﬁed using the eigenvalue color-coding. Light color
(strong stretching) is formed along the boundaries between vor-
tices. Note that two adjacent rotation regions where the rotation
is dominant never touch each other. There is always strong stretch-
ing between vortices. It is possible to interpret that the strong vor-
tex stretching in the direction normal to the plane may take place
where the color is either magenta or orange. This means that the
rotation increases progressively in time. On the other hand, the re-
gion with cyan can be interpreted as the vortices being compressed
in the direction normal to the surface, thereby the rotation would be
decreased.
Figure 11 shows expansion and contraction dominated regions
on the surface with stretching. Because the image is at the cylinder
wall where a no-ﬂux boundary condition was imposed, we interpret
that the expansion and contraction shown are physical volumetric
changes of ﬂuids: not ﬂux change from the adjacent ﬂuid domain
outside of the surface. No signiﬁcant rotation is present (right).
On the other hand, Figure 11 left shows clockwise rotation being
dominant, indicating asymmetry in the combustion process.
6 Conclusion and Future Work
In this paper, we have introduced a new parameterization of the
space of 2£2 tensors. This paramterization is based on the physi-
cal interpretation of the tensors, which include the strengths of the
components in the tensor including isotropic scaling, rotation, and
anisotropic stretching. The fourth parameter of the parameteriza-
tion is the direction of the anisotropic stretching.
Based on the parameterization, we study the topology of two
subspaces, the manifold of eigenvalues and the manifold of eigen-
vectors. For eigenvalues, we make use of Voronoi diagrams corre-
sponding to ﬁve modes: counterclockwise and clockwise rotations,
positive and negative isotropic scalings, and anisotropic stretching.
For eigenvectors, we study the behaviors of eigenvectors along any
longitude. In particular, we point out that dual eigenvectors depend
onlyon thesymmetric components ofthe tensor andsymmetric ten-
sors form the boundaries between regions of counterclockwise rota-
tions and clockwise rotations. We augment the deﬁnition of tensor
ﬁeld topology by adding the boundary curves between the Voronoi
cells for eigenvalues as well as symmetric tensors for eigenvectors.
Our analysis can be applied to not only planar domains, but also
surfaces. We applied our analysis to understanding ﬂuid dynamics
with real engine simulation datasets.
In the future, we plan to expand our research into 3D domainsas well as time-varying ﬁelds. Another interesting topic is the ef-
fectiveness of multi-ﬁeld visualization techniques. Also, we plan
to evaluate and compare the effectiveness of our visualization tech-
niques based on the analysis of eigenvalue and eigenvector topol-
ogy.
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