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Abstract-Starting from the mathematically aesthetic principles which we have been studying for 
some time, we obtain a new type of multiparticle system. We investigate a three space-time dimen- 
sional situation that leads to what appears to be an infinite instanton system. Here the particles exist 
for short intervals of time. In this situation, the location of maxima (minima) is not that of a simple 
lattice when we specify an integration path. Instead, we find that the x location of two-dimensional 
maxima (minima) within a family lie on a (discrete) sine curve. The y location within the family has a 
more complicated oscillatory arrangement. We call such a system an oscillatory-type lattice. We have 
studied what happens to the system above when we augment the basic equations with a superposition 
principle at each point. The superposition principle arises since the system is nonintegrable. We find 
that the instanton property is preserved when we use the superposition principle. It appears that the 
instantons are rearranged in a more complicated way by the superposition principle, although further 
computer work would be needed to observe larger regions of space-time. The ladder symmetry which 
occured when the superposition principle (integration scheme) was applied to a simple lattice was no 
longer present when we used the oscillatory lattice, although some regularities were still observed. 
1. INTRODUCTION 
We have been studying the consequences of mathematically aesthetic principles for some time. 
A review of our work is found in (11. 
We have shown that aesthetic mathematical principles, such as treating all tensors in a uniform 
way with respect to change, can be cast into a set of nonlinear partial differential equations. 
Solutions to the equations have been investigated using the computer. 
In recent years, we have recognized that the system of partial differential equations is un- 
necessarily restrictive when we require that integration of the equations be independent of the 
path. When results of integration are dependent on the path, the system is said to be non- 
integrable. In a series of papers, we have developed two different approaches to nonintegrable 
systems. Within the first approach, we have formulated three different but equivalent methods to 
handle the system. The different methods have been used as a check of our numerical techniques. 
A review of our treatment of nonintegrable systems is found in [1,2]. 
In [3,4], we studied a three space-time dimension point soliton lattice in some detail. In 
particular, we studied the trajectories of the solitons. Numerically, we found they are consistent 
with a simple harmonic motion in both 3: and y leading to a loop motion. All the solitons undergo 
the same motion in unison. The results occured when we specified an integration path. 
The treatment of nonintegrable systems when we do not favor any integration path over any 
other is outlined in [2]. In the present paper, we will make use of the second approach to 
nonintegrable systems, first introduced in [5]. Note there are some minor corrections to this 
paper (see Errata [5]). The role of the basic equations is to determine the change between 
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neighboring points rather than along extended paths. This approach has the attractive feature 
of not elevating the concept of “path” to a prominent position in the theory. This approach to 
nonintegrable systems was then applied to the three space-time dimension point soliton lattice 
discussed in the previous paragraph [4]. The results of the study showed that the superposition 
principle associated with the integration scheme of [5] transformed the system from a situation 
where soliton motion could be followed for as long as we wish (simple harmonic motion in both 
x and y), to a situation where solitons could no longer be followed in time as solitons appear and 
disappear. 
These results suggest that perhaps the additional degree of freedom, leading to a superposition 
principle at each point, could possibly ultimately account for quantum effects. We remember 
that in Quantum Mechanics, particles do not have well-defined trajectories either. 
Not only did the integration scheme of [5] lead to non-well defined trajectories, it also rear- 
ranged the solitons close to the origin into a more complicated arrangement again suggesting a 
disorderliness. Again, disorderly systems are associated with quantum type effects. However, at 
this point, a snag in the program developed. With additional computer time we were able to 
study the effect of the superposition principle over a considerably larger domain. Although we 
had seen more disorder than the lattice within a quadrant of the x, y plane close to the origin, 
a study of a considerably larger region revealed a rigid symmetry which we call a “ladder” sym- 
metry. (Note figures in [6].) The ladder symmetry was maintained in “time” (z coordinate). 
This ladder symmetry also appeared in two-dimensional maps of soliton loop lattices occurring 
in four space-time dimensions. 
Thus, we cannot say that the superposition principle by itself transforms a symmetric lattice 
into a chaotic looking system, although it does so to some degree (close to the origin and from 
quadrant to quadrant). 
At this point, we studied some techniques (71 that enlarged the nonsymmetric region when the 
superposition principle is used. These methods involved altering relative magnitudes in the origin 
point data, working with imperfect lattices, and introducing an additional degree of freedom via 
higher dimensions. 
In this paper, we describe another study aimed at eliminating the rigid ladder symmetry. We 
introduce the concept of “oscillatory” lattice and show how such a concept in contained within 
the Aesthetic Field Theory. 
2. THE CONCEPT OF OSCILLATORY LATTICE 
Consider an infinite system of springs (with the same spring constant) and mass points (having 
the same mass), with the mass points spaced in an equidistant manner. Such a system is discussed 
in the last chapter of [8] ( in one space dimension). In equilibrium, we can say the mass points 
defined a lattice system. When the springs undergo small oscillations and are no longer in 
equilibrium, the mass point locations deviate from the lattice system. In the limit of spring size 
going to zero, we find that the displacements from equilibrium represent a field variable satisfying 
the wave equation. The displacement from equilibrium varies from point to point in a sinusoidal 
way. We may call such a system and example of a oscillatory lattice. 
In our work, we shall not confine ourselves to one space dimension-we will work with two 
space dimensions (three space-time dimensions). We do not work in four space-time dimensions, 
as the only soliton system we have obtained in four space-time dimensions, when we specify a 
path, has the form of closed strings. Closed strings are an additional complication which we do 
not wish to consider at this time. However, we will work with four space-time dimensions in the 
next section when we talk of a “precursor” of an oscillatory lattice. We will, in Section 5, revert 
to three space-time dimensions, where we know from our past work that we can get point soliton 
lattice particles when we specify a path. 
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Another difference between our work and the spring and mass point model is that we shall 
not invoke any limiting case analogous to requiring that the separation between mass points 
approaches zero. In other words, our maxima (minima), which can be taken to play the role of 
the point masses, shall define a discrete system rather than a continuum. 
We shall then define an oscillatory lattice in the following way. Maxima (minima) in the field 
shall no longer be spaced in an equidistant way as in the point soliton lattice [3, Figure 41, but 
instead, their locations shall be located in a simple systematic way such as a (discrete) sine curve 
at time zero. 
Still, another difference with the spring mass point model has to do with the behavior of a 
single mass point in time which is sinusoidal. We shall obtain a system where maxima (minima) 
have locations as described previously at z = 0 (at least for the domains studied close to the 
origin). However, maxima and minima can disappear in time so that their behavior will not 
be sinusoidal in time. This does not preclude a system having sinusoidal behavior for maxima 
(minima) in time, in conjunction with the oscillatory behavior at z = 0 within the Aesthetic 
Field Theory. We have not yet found such a system. 
An oscillatory lattice would stand in between a point lattice and a chaotic looking arrangement 
for maxima (minima) [9]. W e would prefer a simple kind of oscillatory lattice having sinusoidal 
type characteristics at least to some degree. We have to recognize that in practice such systems 
may not be easy to find, so we will have to accept what can be readily found. Once having found 
an acceptable oscillatory lattice to study, we would like to see how the superposition principle 
of (51 affects such a system. 
Therefore, our first problem will be to find a simple oscillatory lattice system within the 
Aesthetic Field Theory when we specify a path. The Aesthetic Field Theory has already led to 
a variety of multiparticle systems (see [1,2] for a further list of references). 
3. THE NOTION OF PARTICLE 
In our earlier work, we defined a particle as a maximum (minimum) in space for a representative 
field component. We have not been too concerned with which field component should represent 
the particle, since in our simple lattice solutions all components of the basic field show a lattice 
structure. The problem of the choice of component to represent the particle is address in [lo]. 
We will not concern ourselves with this problem here. 
As all electrons and all protons have the same properties empirically, we shall not seek to have 
a large number of different magnitudes to characterize the particles in the multiparticle system. 
As electrons and protons do not alter their properties in time, a soliton system would offer some 
advantages. Another possibility would be that soliton properties appear in some average sense. 
The superposition principle associated with the integration scheme of (51 rearranges the soliton 
particles. An important feature is that the concept of soliton is preserved by the integration 
scheme. (we note the integration scheme based on summation of paths also preserves the notion 
of soliton.) However, even though the solitons are rearranged, we still have the rigid ladder 
symmetry with which to contend. 
We shall find in this paper that still another approach to the notion of particle can be obtained. 
We shall, in Section 5, introduce the concept of instanton within the Aesthetic Field Theory. A 
particle magnitude shall characterize the instanton (in Section 5 it will be 0.131). This number 
will be present for a short instant of time (Z component in three-dimensional space-time) and 
then the magnitude will diminish. 
No magnitude will be observed in the solution described in Section 5 that is larger than the 
instanton value. Instantons will appear at different positions of space and at various times. 
Outside of some exceptions, the instantons will have the same magnitude associated with them. 
Thus, the instantons can be thought of as describing the same type of a particle. 
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Intrinsically, instantons do not have well-defined paths as they appear and disappear. Thus, 
instantons are another example within classical field theory in which particles do not have well- 
defined trajectories. 
One might be tempted to say that in [4] the superposition principle transforms solitons into 
instantons as particles appear and disappear. In this case, however, the solitons that appear and 
disappear stay around for quite a while preserving the soliton magnitude. For this reason, we 
shall call the particles solitons in [4] rather than instantons. 
The distinction between solitons and instantons would depend on whether the time interval 
during which the particle is around is a long time interval or a short time interval. In Section 5, 
using a 0.075 grid and for which every other point is printed in our maps, the instanton value 
will appear for a few z values. Thus, we shall make the arbitrary classification that particle in [4] 
be called solitons, while the particles in Section 5 will be called instantons. 
In Section 5, we will show that instantons are described above appear when we study a three 
space-time dimensional oscillatory lattice within Aesthetic Field Theory when an integration 
path is specified. Furthermore, we will find that the concept of instanton is preserved by the 
integration scheme of [5]. 
The instanton property again illustrates that a few simple aesthetic ideas can describe a variety 
of types of multiparticle systems. We emphasize that particles are not put in by hand but emerge 
from the basic aesthetic ideas. 
4. A PRECURSOR OF AN OSCILLATORY LATTICE 
In studying various sets of origin point data, we came across a multiparticle systems with some 
interesting properties. In integrating along the +Z and --z axes, we found that the location of 
extreme values for Ii, along these directions obey a periodic and simple looking relationship 
that we shall soon describe. We emphasize that we are talking about maxima (minima) on a line 
rather than three-dimensional maxima (minima) in a four-dimensional space. We shall call this 
property “precursor” or an oscillatory lattice. This systems is worth studying in its own right, 
as it describes an interesting solution. Furthermore, a simpler version of this origin point data 
will lead to the oscillatory lattice of the next section. 
As usual, we will work with the Aesthetic Field Equations 
We will first specify an integration path and later we will make use of the superposition prin- 
ciple [5] 
l?(U) = $C(contribution from points neighboring to U 
where l? has already been determined). (2) 
The summation is over integration directions. N represents the number of integration directions. 
For a more detailed discussion see [2,5]. The field at all points is determined from (1) and (2) 
once we prescribe the origin point data. 
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Figure 1. Map of the system described in Section 4, when we specify a path. The 
map is for rIl, 1 the grid used is 0.15. No obvious symmetries appear. The numbers 
are 100 times the actual numbers. 
For origin point data, we choose the following values for I?&: 
r;, = -rf, = 1.0, r:, - r;, = 0.9, r;, = -r& = 0.8, 
r;, = -r& = 0.1, r;, = -r& = 0.01 r;, = -r& = 0.01, (3) 
with the other I?;, zero. I?;, is then obtained from 
qk = ea” @j e’k r;,. (4 
We use 
0.88 -0.42 -0.32 0.22 
e”i = 
0.50 0.90 -0.425 0.30 
0.20 -0.55 0.89 0.60 . (5) 
0.44 -0.16 0.39 1.01 
A map of the system in the ++ and +- quadrants is given in Figure 1 when a path is specified. 
We first integrate along x0, then x3, then x2, and finally x1 (z3 = z, x2 = y, x1 = z) to get 
any desired point. The map is for I’:, ; the grid used is 0.15. The map shows no obvious looking 
symmetry. The planar maxima and minima have different magnitudes associated with them, the 
biggest magnitude begin 0.21. 
When we use the integration scheme (2), we obtain the map of Figure 2. The grid used 
is 0.00234375 and the map is for the +- quadrant. We find no evidence of repeating when we 
increase 2 as was the case in [6]. N or was there evidence of the ladder symmetry of [6]. The 
system reminds us of the solution discussed in [9] showing a “chaotic” kind of appearance. 
86 M. MURASKIN 
Figure 2. The system of Section 4, when we use the integration scheme (2). The 
map is for ril; the grid is 0.00234375, which is a fine grid. The map is for a portion 
of the +- quadrant. The numbers are 100 times the actual numbers. The system 
has a “chaotic” looking appearance. 
However, a closer scrutiny shows there are systematics in the solution at least along the z axis 
that are not so readily apparent from the figures. We made computer runs along the +z and -Z 
directions. In this case, Equation (2) gives the same results as when we specify a path. We found 
positive maxima and negative minima along the line in an alternating pattern. We emphasize 
that the maxima (minima) are of a one-dimensional character and thus have nothing to do with 
the three-dimensional maxima (minima) that appear in the solution. The magnitudes of the 
successive line maxima (minima) do not seem to bear any simple relationship. For example, as 
we proceed along Z, we found successive maxima having the magnitudes: 
0.17, 0.17, 0.18, 0.22, 0.20, 0.16, 0.18, 0.17, 0.11, 
0.9, 0.10, 0.08, 0.07, 0.12, 0.14, 0.11, 0.10, 
On the other hand, the location of the successive extreme magnitudes do have an interesting 
pattern. The graph of Ax (location separation between adjacent extreme magnitude values) for 
successive extreme values is given in Figure 3. We allow for one unit uncertainty to the right 
or to the left in Figure 3; each unit is 0.15. At first, glance, Figure 3 looks like a sine curve. 
However, we do see it appears more heavily weighted on the bottom of the curve than on the top 
of it. The curve shows a repetitive pattern. 
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Figure 3. Ax (location separation) between neighboring extreme values along the I 
axis, using the system of Section 4. The grid used is 0.075; Ax is in units of 0.15. 
We note that we do not find such a simple curve when we integrate along the y axis nor do we 
see it for the data of (91. 
These results give one the intuitive feeling that the notion of oscillatory lattice may well be 
contained within the Aesthetic Field Theory. That is, there may be solutions where locations 
between maxima (minima) may have a simple oscillatory relationship (at some time) rather than 
just for extreme values along a line. In order to get this, we would expect data simpler than what 
was used in this section. 
5. AN OSCILLATORY TYPE LATTICE 
In [7, Section 31, we studied the following data for r& 
r;, = 1.0, I?& = -1.0, I?;, = -0.8, r& = 0.8. (6) 
The other r& are zero. 
Instead of (5), we use 
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0.88 -0.42 0.22 
0.50 0.90 0.30 
0.44 -0.60 1.00 
This system is intrinsically three-dimensional. We call the z axis the “time” axis. As mentioned 
before, we have previously obtained point soliton lattices in three space-time dimensions, so three 
space-time dimensions do have enough content to study interesting multiparticle solutions. 
The set (6) can be thought of as a simplified versions of (3). In [7], the system (6) and (7) was 
studied using the grid 0.075 when we specify a path (we integrated first along z, then y, then x). 
The resulting x, y map was similar in appearance to z, y maps obtained in studying soliton loops 
in four space-time dimensions. The maxima (minima) magnitude in Figure 4 of [7] is 0.16 f 0.02. 
We next studied this solution with greater resolution (truncating after three decimal places) 
using a finer 0.0375 grid. We consider an 2, y maximum for I’:, at x = 8, y = 17 (in units of 0.15) 
with magnitude 0.159. When we proceeded 42 f 1 units in fy, we found a whole set of maxima. 
The values of the maxima found, as well as the x-locations are shown in Table 1. 
Table 1. Magnitudes and z locations for a series of maxima which appear when y is 
varied by 42 f 1 units. 
I-- Magnitude 
0.186 6. 
0.173 7. 
0.184 8. 
0.150 8. 
0.170 6.5 
0.186 6. 
0.166 8. 
0.151 8.5 
0.153 8. 
0.180 6. 
0.181 6. 
0.159 8. 
0.148 8.5 
0.160 7.5 
0.185 6. 
0.173 7. 
0.154 8.5 
0.150 8.5 
0.170 6.5 
0.186 6. 
0.166 8. 
0.151 9. 
0.153 7.5 
0.180 6. 
We see that the magnitudes in this series of maxima vary in an oscillatory way and the locations 
in x vary between 6 and 9 in an oscillatory way. With an uncertainty in location of one unit to 
either right or left, we see that the range of z-locations is only slightly greater than the range 
implied by the uncertainty. Thus, although the data (4), (6), and (7) fall into the catagory of 
oscillatory lattice, we shall seek a system of data which accentuates this effect. 
For simple lattices, all 64I’t, have similar behavior. For the system (4), (6), and (7), we do not 
get the similar behavior for ail components. For example, l?& gives a more complicated system 
z locations 
(in units of 0.15) 
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than I’:, does. This is shown in Figure 4, where we map I’;, when we specify a path. This can 
be contrasted with the characteristic loop lattice pattern for I’],, which is given in [7, Figure 41. 
Thus, the system (4), (6), and (7), is not what we can call a simple lattice, even though Figure 4 
of [7] has a simple looking structure. 
Figure 4. Map of I?;, for data (4), (6), and (7), 
when we specify a path. The grid is 0.0375; the 
numbers are 100 times the actual numbers. 
Figure 5. Map of ri, for the data (4), (7), and (8), when we 
specify a path. The grid used is 0.0375; the numbers in the 
map are 1000 times the actual numbers. The map shows a 
jumble of multi-maxima and minima, however, regularities 
do appear when we study locations of the maxima and 
minima in Tables 2 and 3. 
By altering system (4), (6), and (7), we have arrived at the following system for an extensive 
study. The nonvanishing r& are: 
r;, = -r;, = 10 . , rf, = -r& = 0.9, l?ir = -I?& = 0.8. (8) 
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The system (4), (7), and (8) is again a three space-time dimensional system. Equation (8) can 
also be looked at as a simplified version of (3). 
A map of I’&, when we specify a path in the same manner as before is given in Figure 5. As in 
Figure 4, we do not see a picture which is characteristic of loops. The grid used is 0.0375. At first 
sight, Figure 5 looks like a reasonably complicated multi-maxima (minima) system. However, 
we have uncovered systematic patterns by studying the locations of two-dimensional maxima 
(minima). Consider a maximum at 2 = 9, y = -8, in units of 0.15. The maximum has the 
magnitude 0.129. When we vary y in the range Ay = 36.5 to 39, we come across a succession of 
maxima whose locations and magnitudes are listed in Table 2. 
Table 2. Location and magnitudes of maxima which arise when we alter y (2, y in 
units of 0.15). 
Magnitude 2 location 
0.080 13. 
0.077 11. 
0.093 9. 
0.123 8. 
0.131 9. 
0.122 11. 
0.123 14. 
0.130 15.5 
0.101 15. 
0.078 13. 
0.078 11. 
0.099 9. 
0.127 8. 
0.129 9. 
0.122 11. 
0.127 14. 
0.128 16. 
0.095 15. 
0.077 12. 
0.080 10. 
0.105 9. 
0.129 8.5 
0.127 10. 
0.121 12. 
0.129 14. 
0.124 16. 
Ay need to reach 
another maximum 
38.5 
38. 
38. 
39. 
38.5 
38.5 
37.5 
36.5 
37. 
38.5 
38. 
38. 
39. 
39. 
38. 
37.5 
36.5 
37. 
39. 
37.5 
37. 
39. 
38. 
39. 
37. 
The z-locations of the maxima in the family found in Table 2 are plotted in Figure 6. The 
results suggest in a striking way a (discrete) sine curve. 
The relative spacing in y between maxima in this family has an uncertainty between one and 
two units (as there are two maxima involved in obtaining a relative spacing). Thus, we can say 
that the spacings in y do not change very much for the entries in Table 2. We have called such 
a system an oscillatory lattice. The magnitudes of the maxima oscillate in a way that is more 
complicated than a sine curve. 
As we move to the right on the map, we come across a minimum having the value -0.126 
at x = 20, y = -11. If we proceed up and down in y between 33.5 and 40 units, we again find a 
family of minima. The location of the minima are given in Table 3. 
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Successive Moximo 
Successive Minima 
Figure 6. z-locations for maxima within a family. Figure 7. Aa, spacings of the minima within a fam- 
The family is obtained by varying y; the numbers ily, using the values of Table 3. An oscillatory be- 
are obtained from Table 2. The system is the same havior is seen. 
as used in Figure 5. The results are consistent with 
a sine curve 
Table 3. Locations and values of minima when we start at x = 20, y = -11, and 
increment y (units are 0.15). 
Value of minimum z-location 
-0.099 24. 
-0.091 22. 
-0.107 20. 
-0.128 19. 
-0.128 20. 
-0.115 21. 
-0.112 24. 
-0.126 27. 
-0.122 27. 
-0.095 24. 
-0.093 21. 
-0.112 20. 
-0.130 19. 
-0.126 20. 
-0.113 22. 
-0.113 25. 
-0.129 27. 
-0.116 26. 
-0.093 23. 
-0.095 21. 
-0.116 19.5 
-0.130 19.5 
-0.123 20. 
-0.111 22.5 
-0.115 25. 
-0.131 27. 
Ay-spacing between 
successive minima 
38.5 
38. 
39. 
39.5 
39.5 
38 
37 
36 
36.5 
38.5 
38. 
39. 
40. 
38.5 
38.5 
36.5 
35.5 
37.5 
39. 
38. 
39.5 
39.5 
38.5 
38.5 
35.5 
Ay is plotted for successive minima using the numbers in Table 3, in Figure 7. We again see 
an oscillatory curve that bears a resemblance to a sine curve although there is a great weight for 
larger Ay than smaller Ay. The s-location again fits a sine curve similar to Figure 6. 
The largest magnitude in Tables’2 and 3 is 0.130 f 0.002. This occurs at regular intervals. For 
example, in Table 2, there is a 0.131 at z = 9, a 0.129 at z = 9, and a 0.129 at 2 = 8.5. There are 
eight entries between the 0.131 and the 0.129, and there are seven entries between the 0.129 and 
the other 0.129, suggesting that the y-spacings could be constant. Similarly, we have a -0.128 
at x = 19.5, -0.130 at 2 = 19, and -0.130 at x = 19.5. Again the y-spacings are consistent with 
being constant (Table 3). These numbers suggest that the maxima (minima) of all the planar 
maxima (minima) may have a regular arrangement. 
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We continue to move towards the right in out map. There is a minimum of magnitude -0.111 
at x = 42.5, y = -5.5. Then if we proceed between 34 and 40 units in y, we come across another 
family of minima. The z-locations again suggest a sine curve similar to what we have seen before. 
The minima of all the minima in this family again appear to lie on a regular pattern. Ay for 
successive minima is again oscillatory but we notice that the range of Ay has increased. We 
plot Ay for successive minima in Figure 8. Ay now ranges from 33.5 to 40. The plot is more 
similar to Figure 3 than a simple sine curve, as there is a greater weight to the entries at the top 
of the curve. 
AY 
40 
39 
3.9 
37 
36 
35 
34 
33 i 
32 
31 
30 
Successive Minima Successive Minima 
Figure 8. Ay spacing for members of family of Figure 9. Plot of the r-locations for successive 
minima obtained by starting with a minimum minima within a family, obtained by starting with 
at I = 42.5, y = -5.5. The range in Ay is greater a minimum at z = 132, y = -9. The results are 
than in Figure 7. The curve is oscillatory. similar to that of Figure 6. 
Proceeding to the right, we get results similar to what we have seen up to now. For example, 
at x = 132, y = -9, we again obtain a minimum. When we alter y, we obtain family of minima. 
A plot of the s-location for the members of this family is given in Figure 9 and is not much 
difference from Figure 6. 
When we go farther to the right, the situation becomes more jumbled. When the range of Ay 
increases, it is more difficult to say that a maximum (minimum) belongs to one family or another. 
We thus see that the data (4), (7), and (8) leads to a fairly complicated-looking set of multi- 
maxima (minima) when we specify a path (Figure 5). However, when we study the location of 
planar maxima (minima), we have uncovered some impressive regularities. This system represents 
an example of what we had called an oscillatory lattice and has considerable more structure than 
the simple lattices we have investigated in the past. 
In the next section, we shall study the evolution of this system in “time.” 
6. EVOLUTION OF THE OSCILLATORY LATTICE SYSTEM 
IN TIME; THE NOTION OF INSTANTONS 
We follow the motion, first of a particular minimum in time, when we specify a path. We focus 
our attention on a minimum having the value -0.126 at x = 20, y = -11, z = 0 (units are 0.15). 
In Table 4, we give the location of the minimum as we alter z. 
We first recognize from Table 4 that we are not dealing with solitions, as the magnitude of the 
minimum does change in time. 
The minimum under study waxes and wanes in time. Eventually, it disappears at about z = 52 
(the magnitude before it disappeared was 0.066). At this time, it is “swamped” by another 
minimum close by. The maximum magnitude that we ever see as we follow the motion of the 
minimum is 0.130, which it attains for short intervals at different times. Table 4 is obtained using 
a 0.075 grid. 
We note that in all of our studies of this system we never observed a magnitude greater 
than 0.131 f 0.001. 
The number 0.131 f 0.001 appears as well in our z = 0 maps. It also appears when we follow 
the minimum in Table 4, as well as when we follow other maximum (minimum). We shall call 
the number 0.131, the instanton value. 
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Table 4. Location of a minimum as a function of time (a unit is 0.15). 
- 
2 
- 
2 z 
-- 
Value of 3c 2/ Value of Y 
minimum minimum 
-- 
-0.096 38. -14. -0.067 -2. 
-0.098 37. -14. -0.070 -1. 
-0.100 36. - 14. -0.076 0. 
-0.103 35. -14. -0.083 1. 
-0.106 34. -14. -0.090 1. 
-0.109 33. -14. -0.098 2. 
-0.112 32. -15. -0.103 2.5 
-0.116 31. -15. -0.109 3. 
-0.122 30. - 16. -0.114 3.5 
-0.126 30. -16.5 -0.118 4. 
-0.131 28. - 15. -0.121 4. 
-0.129 29. -15.5 -0.124 5. 
-0.131 27. -14. -0.125 5.5 
-0.130 26. -13.5 -0.127 6. 
-0.130 25. -13. -0.127 6.5 
-0.130 25. -13. -0.128 7. 
-0.130 24. -12. -0.128 7. 
-0.129 23. -12. -0.129 8. 
-0.128 22. -11.5 -0.129 8. 
-0.128 21. -11. -0.130 9. 
-0.126 20. -11. -0.129 9.5 
-0.124 19. -10.5 -0.128 10. 
-0.123 18. 10. -0.127 11. 
-0.121 18. -9. -0.127 11.5 
-0.119 17. -9. -0.125 12.5 
-0.116 16. -9. -0.123 13. 
-0.112 15.5 -8.5 -0.118 14.5 
-0.108 14.5 -8. -0.112 15. 
-0.104 13.5 -8. -0.103 16.5 
-0.099 13. -7. -0.094 18. 
-0.094 12. -7. -0.085 19. 
-0.088 11. -7. -0.077 20. 
-0.082 11. -6. -0.070 20.5 
-0.075 10.5 -5.5 -0.066 21. 
-0.071 10. -5. -0.066 21. 
-0.067 10. -4. Minimum 
-0.066 IO. -3. disappears 
-- 
By thinking of the particle system as a collection of instantons, we have the ensemble of 
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particles (possibly an infinite number of them) having identical properties. 
The instanton picture contrasts with a picture of particles where particles are represented by 
maxima and minima. In this latter situation, we have an unfortunate situation where some 
particles have less magnitude than is found in regions nearby where there are no maxima or 
minima. For this reason, we can question the use of maxim (minima) to represent particles. We 
thus can see an advantage in representing particles by either solitons, or instantons. 
Up to now, we have obtained instantons by following the motion of a single minimum as well as 
by looking at maps at z = 0. We next embarked on a search for other instantons. We canvassed 
the +- quadrant going 55 points in x and 45 points in y (each unit in the map is 0.15); the 
grid used was 0.075. We investigated the region from t = -20 to z = 0. We found the set of 
instantons in Table 5. 
Instantons 
Table 5. Location of instantons in the region canvassed in the f quadrant. 
Value of maxima (minima) 
0.131 
0.132 
0.131 
-0.131 
0.132 
0.131 
-0.131 
-0.132 
0.131 
0.132 
0.130 
0.131 
0.130 
z x 
-2, -3, -4 11, 12 
0 54 
-2, -3 34 
-4 45 
-7 4 
-9 50 
-8, -9 27, 28 
-11 17 
-12, -13 19, 19.5 
-10, -11 6, 7 
-11, -12 50, 51 
-16 26 
-14 44 
Y 
-9, -10 
-9 
-26, -27 
-26 
-9 
-9 
-14, -15 
-31 
-17, -17.5 
-33, -32 
-35, -34 
-43 
-11 
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We also extended our search for instantons in the +- quadrant; integrating from z = 0 to 
z = 40, we found about 19 more maxima (minima) with magnitudes 0.131 * 0.001. 
The study was not extensive enough to determine whether the locations of instantons fall 
within a regular pattern. Thus, it is not clear if we have a lattice of instantons or not. However, 
we did note that planar maxima (minima) at z = 0, having the magnitude 0.130 f 0.002 did have 
a regular appearance within families as remarked earlier (Tables 2 and 3). 
We have found in our canvassing a profusion of instantons. The minimum magnitude for 
maxima (minima) is 0.65. We saw a profusion of these as well. After attaining this value, the 
maxima (minima) can disappear in time or the magnitude can grow in time until it reaches the 
instanton value. An example of both of these effects show up in Table 5. There is another 
possibility to be discussed below. 
In addition, we found on occassion some maxima and minima having magnitudes other than 
the instanton value or the 0.065 value discussed in the previous paragraph. For example, we 
found a three-dimensional maximum of magnitude 0.118 at z = 9, 10, 11, z = 28, 29, y = -35, 
-34, -33, and a three-dimensional minimum value of -0.123 at z = 9, 10, x = 40, y = -32, 
-33. We did not see many of these, although we cannot expect such an effect to be isolated. We 
studied the evolution of the 0.118 maximum. The maximum decreases to 0.666 at z = 1, and 
at z = 0 the maximum disappears. At z = 24 again the maximum disappears. We also studied 
the -0.123 minimum in time. It behaves similar to the 0.118 maximum. The minimum here 
disappeared at z = -4 and z = 23. Thus, unlike the situation in Table 5, the maximum and 
minimum discussed in this paragraph did not stay around very long. 
The evidence suggests an infinite instanton system having magnitude 0.131 f 0.001, although 
other three-dimensional magnitudes for maxima and minima (other than the 0.065 value) do 
appear on occasion. 
7. EFFECT OF THE INTEGRATION SCHEME (2) 
ON THE INSTANTON SYSTEM 
We next studied the date (4), (7), and (8) using the integration scheme (2). The results 
are given in Figures 10-12. The grid is 0.00234375; the maps are in the +- quadrant for the 
component Iis. Figure 11 fits to the right of Figure 10, and Figure 12 is similar to Figure 10 
except it is deeper in y. 
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Figure 10. The date (4), (7), and (8) using the integration scheme (2). The grid 
is 0.00234375; the numbers are 1000 times the actual numbers; the map is in the 
+- quadrant for the component r&. We do not see the ladder symmetry but there 
are some regularities. 
Figure 11. This figure belongs to the right of Figure 10. 
Figure 12. The system of Figure 10. Here the map is deeper in y 
Again we see that the maximum magnitude found anywhere in these maps is 0.131. For 
this oscillatory lattice system, we found no evidence of a ladder symmetry as we did for the 
simple lattices of [6]. We saw no evidence for a quantitative repition of numbers to the right of 
the x = -y line as we increase x. We remember that this symmetry was present in [6]. What 
we do see are similar type shapes for the top set of -0.01 contour lines and for the bottom set 
of -0.01 contour lines in Figure 10 and 11, although we do not get similar -0.01 contour lines 
throughout. For example, note the -0.01 contour line on the left bottom of Figure 11. It should 
also be emphasized that not all contour lines show regularities. For example, the 4~0.10 lines do 
not show repetitive features. (note that the numbers in the figures are 1000 times the actual 
numbers.) 
Instantons 95 
We see seven minima of magnitude 0.130 f 0.02 in Figure 10 and 11. The locations of them 
do not appear to lie on any simple pattern, unlike the 0.130 f 0.002 maxima (minima) within a 
family appearing in Tables 2 and 3. These tables, we recall, arose when we specify an integration 
path. 
We next investigated whether the maxima (minima) tend to fall on lines parallel to the z = -y 
lines. An example of such an effect occurs when we study the minimum of value -0.130 at 
x = 38.5, y = -11 (in units of 48 x 0.00234375). If we proceed 39 units diagonally and 1 unit 
in x, we end up on a -0.114 minimum. Then, another 39 in diagonal units and 1 in x end 
up on a -0.96 minimum. We find this effect to be repeated on other lines parallel to x = -y. 
The number of diagonal units varies between roughly 37 and 40 steps. However, this effect is 
not present for all maxima (minima) observed. For example, at z = 78.5, y = -17, we have 
a maximum of value 0.120. There is another maximum of value 0.102 found 44 units in the 
diagonal direction and 7 units in z. Thus, we cannot say that these maxima lie on a line parallel 
to x = -y. There are other maxima (minima) that do not seem to lie on lines parallel to z = -y. 
On the whole, we can say there is a tendency for maxima (minima) to fall on lines parallel to 
x = -y, but there are exceptions. This effect is not present if more than one quadrant is involved. 
We then studied the evolution of this system in time. In this case, computer time limitations 
were a problem. We first studied the system with a coarse 0.028125 grid. We mapped small 
regions surrounding the origin in all the quadrants. We never found any magnitude greater than 
the instanton magnitude 0.131 f 0.002. The instanton magnitude showed up at x = 4, y = 14.5, 
z = 3.5 (in units of 6 x 0.028125) and at x = -2, y = -8, z = -5, as well as x = -6, y = 11.5, 
t = 3. Further from the origin, at x = -19, y = 7, t = -3, we found a minimum with value 
-0.127. We then studied this minimum using a finer 0.00735 grid. The minimum then showed 
up with the value -0.131, which is the instanton value. In addition, we saw a maximum of 
magnitude 0.128 at x = 10, y = -2, z = 7. Using a 0.00735 grid, this maximum appeared 
with the instanton value of 0.131. Thus, our results would indicate that the instanton concept 
is preserved by the integration scheme. Previously [2], we found that the soliton concept was 
preserved by the integration scheme (2). 
Although we have seen but a small region of space, the results also suggest that the instantons 
get rearranged in a way that is more complicated than when we specify an integration path. 
Our evidence comes from Tables 2 and 3 and from Figures 10-12. We should emphasize that 
considerably more computer time would be needed to verily the above premise. We would like 
to investigate, in particular, the z = -y parallel directions to see if there are regularities for 
locations of instantons. We note, though, that these regions are most sensitive to numerical 
errors. 
8. CONCLUSIONS 
We have found ‘in this paper, that the Aesthetic Principles that we have been studying for 
some time (reviewed in [1,2]) lead to a different sort of multiparticle system that previously seen. 
Prior to this work, we have obtained soliton particles. In our previous work, we also considered 
particles as maxima (minima) for a representative field component. The new kind of particle 
system is referred to as instantons, as the instantons are only present for a short interval of time. 
We found in our work that the 0.131 f 0.001 magnitude appears throughout space and time (we 
consider for simplicity a three space-time-dimensional system), and then this magnitude fades 
away in time. These results were first obtained when we specified an integration path, as the 
system is not integrable. 
The data we ended up studying has some attractive features. The location of the two- 
dimensional maxima (minima) does not have the simple lattice arrangement found in our earlier 
work. However, the locations of maxima (minima) do have some striking regularities when we 
specify an integration path. We see that the x location for a family of maxima (minima) falls 
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on curves that look very much like (discrete) sine curves (see Figures 6 and 9). The separation 
within a family in the y direction differs from family to family. The curves for Ay for successive 
members of a family are oscillatory and look somewhat like top-heavy sine curves (Figures 7 
and 8). We call such a system an osciallatory lattice. 
When we use the integration scheme (2) which does not favor one integration direction over any 
other, we find that the instanton concept is preserved by the integration scheme. The instantons 
are rearranged in a way that appears more complicated than when we specify an integration 
path, although our evidence for this is rather sketchy. 
The integration scheme no longer leads to the ladder symmetry which was present when the 
integration scheme was applied to simple lattice systems. However, some regularities were still 
found when we used the integration scheme in conjunction with the oscillatory lattice under 
study. 
Whether there is a role for nonintegrable systems in the understanding of basic physical prin- 
ciples remains an open and intriguing question. At this point, further study of what kinds of 
phenomena can be attributed to the additional degree of freedom arising from the superposition 
principle (2) would be desirable. 
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