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Renewal processes with heavy-tailed power law distributed sojourn times are commonly encoun-
tered in physical modelling and so typical fluctuations of observables of interest have been investi-
gated in detail. To describe rare events the rate function approach from large deviation theory does
not hold and new tools must be considered. Here we investigate the large deviations of the number
of renewals, the forward and backward recurrence time, the occupation time, and the time interval
straddling the observation time. We show how non-normalized densities describe these rare fluctu-
ations, and how moments of certain observables are obtained from these limiting laws. Numerical
simulations illustrate our results showing the deviations from arcsine, Dynkin, Darling-Kac, Le´vy
and Lamperti laws.
PACS numbers: 02. 50. -r, 05. 20. -y, 05. 40. -a
I. INTRODUCTION
Renewal processes [1–6] are simple stochastic models
for events that occur on the time axis when the time in-
tervals between events are independent and identically
distributed (IID) random variables. This idealised ap-
proach has many applications, ranging from the analysis
of photon arrival times to queuing theory. In some mod-
els the sojourn time probability density function (PDF)
has fat tails, and this leads to fractal time renewal pro-
cesses. In the case when the variance of the sojourn
time diverges, we have deviations from the normal central
limit theorem and/or the law of large numbers. Such fat
tailed processes are observed in many systems, ranging
from blinking quantum dots [7], to diffusion of particles
in polymer networks [8], or diffusion of particles on the
membrane of cell [9] to name a few. In these systems
the renewal process is triggering jumps in intensity or
in space. The continuous time random walk model [10],
the annealed trap model, the zero crossing of Brownian
motion, the velocity zero crossing of cold atoms diffus-
ing in momentum space [11], are all well known models
which use this popular renewal approach (see however
[12, 13]). Heavy tailed renewal theory is also used in
the context of localization in random waveguides [14].
The number of renewals, under certain conditions, is de-
scribed by Le´vy statistics, and the fluctuations in these
processes are large. Hence it is important to explore the
rare events or the far tails of the distributions of observ-
ables of interest. As mentioned in [15, 16] the large devi-
ation principle, with its characteristic exponential decay
of large fluctuations, does not describe this case, and in-
stead the big jump principle [17] is used to evaluate the
rare events in Le´vy type of processes.
The main statistical tool describing observables of in-
terest are non-normalised states, which are limiting laws
with which we may obtain statistical information on
the system, including for example the variance, which
in usual circumstances is the way we measure fluctua-
tions. These non-normalised states were previously in-
vestigated, in the context of Le´vy walks [18], spatial diffu-
sion of cold atoms [19], and very recently for Boltzmann-
Gibbs states when the underlying partition function of
the system diverges [20]. These functions describing the
statistical behavior of the system are sometimes called
infinite densities or infinite covariant densities, and they
appear constantly in infinite ergodic theory [21].
Our goal in this paper is to investigate the statistics
of rare events in renewal theory. Consider for example a
non-biased ordinary random walk on the integers. The
spatial jump process is Markovian hence the zero cross-
ing, where the zero is the origin, is a renewal process.
Here like Brownian motion, the waiting time PDF be-
tween the zero crossings is fat tailed, in such a way that
the mean return time diverges. The distribution of the
occupation time 0 < T+ < t, namely the time the ran-
dom walker spends in the positive domain is well inves-
tigated [1, 22]. Naively one would expect that when the
measurement time t is long the particle will spend half
of its time to the right of the origin. Instead one finds
that this is the least likely scenario, and the PDF of the
properly scaled occupation time reads
lim
t→∞
fT+/t(x) =
1
π
√
x(1 − x) . (1)
Here and all along this manuscript the subscript denotes
the observable of interest, e.g. we consider the PDF of
T+/t which attains values 0 < x < 1. This arcsine law,
which describes also other features of Brownian motion
[23–25], exhibits divergences on x→ 0 or x→ 1. Here a
2particular scaling of T+ ∝ t is considered. However, in
cases studied below we show that other limiting laws are
found when a second time scale is considered and these
may modify the statistical properties of the occupation
time when T+ is either very small or very large. This in
turn influences the anticipated blow up of the arcsine law
at its extremes. Notice that here the least likely event,
at least according to this law is the case x = 1/2, so our
theory is not dealing with corrections to the least likely
event, but rather corrections to the most likely events.
This is because of the fat tailed waiting times, which
make the discussion of deviations from familiar limiting
laws a case study in its own right. While the theory
deals with most likely events, from the sampling point of
view these are still rare, as the probability of finding the
occupation time in a small interval close to the extremes
of the arcsine law is still small.
The organization of the paper is as follows. In section
II, we outline the model and give the necessary defini-
tions. The behavior of the probability of observing N
renewals in the interval (0, t), pN (t) is analyzed in sec-
tion III. In sections IV, V and VI, the densities of the
forward and backward recurrence time, and the time in-
terval straddling t, denoted F , B and Z respectively, are
derived. In order to see the effects of the typical fluctua-
tions and large deviations, the fractional moments, e.g.,
〈F q〉, are considered and bi-fractal behavior is found. In
section VII, the behavior of the occupation time T+ is
studied. In the final section, we conclude the paper with
some discussions. All along our work we demonstrate
our results with numerical experiments and compare be-
tween the statistical laws describing typical fluctuations
to those found here for the rare events.
II. MODEL
Renewal process, an idealized stochastic model for
events that occur randomly in time, has a very rich and
interesting mathematical structure and can be used as a
foundation for building more realistic models [26, 27]. As
mentioned, the basic mathematical assumption is that
the time between the events are IID random variables.
Moreover, renewal processes are often found embedded in
other stochastic processes, most notably Markov chains.
Now, we briefly outline the main ingredients of the re-
newal process [1]. It is defined as follows: events occur
at the random epochs of time t1, t2, . . ., tN , . . ., from
some time origin t = 0. When the time intervals be-
tween events, τ1 = t1, τ2 = t2 − t1, . . ., τN = tN − tN−1,
. . ., are IID random variables with a common PDF φ(τ),
the process thus formed is a renewal process (see the top
panel of the Fig. 1). We further consider the alternating
renewal process I(t) in which the process alternates be-
tween + and − states. A classical example is a Brownian
motion x(t) in dimension one, where we denote state +
with x(t) > 0 and state − for x(t) < 0. Generically, we
imagine that a device, over time, alternates between on
and off states, like a blinking dot [7, 28]. Here we sup-
pose the process starts in + state and stays in that state
for a period of time τ1, then goes to − state and remains
for time τ2; see bottom panel of the Fig. 1. Clearly, it is
natural to discuss the total time in state + or −. T+ and
T− are called the occupation times in the + and − state,
respectively and T+ + T− = t. For Brownian motion,
φ(τ) ∼ τ−3/2 and the distribution of time in state + is
the well known arcsine law.
Motivated by previous studies of complex systems, we
consider here PDFs with power law tails, i.e., for large τ
φ(τ) ∼ ατ
α
0
τ1+α
.
In this case, the first moment of φ(τ) is divergent for
0 < α < 1. Here the index α > 0 and τ0 is a time scale.
As we show below, the full form of φ(τ) is of importance
for the study of the large fluctuations. An example is the
fat tailed PDF [10]
φ(τ) =

0, τ < τ0;
α
τα0
τ1+α
, τ > τ0.
(2)
Using the Tauberian theorem [29], in Laplace space
φ̂(s) ∼ 1− bαsα (3)
for small s, where s is conjugate to τ , bα = τ
α
0 |Γ(1−α)|,
and 0 < α < 1. In order to simplify the expression,
we denote φ̂(s) as the Laplace transform of φ(τ). When
1 < α < 2, the first moment 〈τ〉 = ∫∞0 τφ(τ)dτ is finite
and the corresponding Laplace form [10] is
φ̂(s) ∼ 1− 〈τ〉s + bαsα (4)
for small s. Notice that φ̂(0) = 1, which means that the
PDF is normalized. We would like to further introduce
the one sided Le´vy distribution φ(τ) = ℓα(τ) with index
α, which is used in our simulations to generate the pro-
cess; see Appendix A. In Laplace space, one sided stable
Le´vy distribution φ(τ) is [26]∫ ∞
0
exp(−sτ)φ(τ)dτ = exp(−sα) (5)
and the small s expansion is given by φ̂(s) ∼ 1− sα with
0 < α < 1. For specific choices of α, the closed form of
the ℓα(τ) is tabulated for example in MATHEMATICA
[30]. In particular, a useful special case is α = 1/2
ℓ1/2(τ) =
1
2
√
π
τ−
3
2 exp
(
− 1
4τ
)
. (6)
It implies that for large τ , ℓ1/2(τ) ∼
√
4π
−1
τ−3/2 so the
first moment of the sojourn time diverges.
In the following we will draw on the research literature
given by Godre`che and Luck [1], which is recommended
3FIG. 1: (color online) Illustration of a renewal process. The
ti denotes the time when the i-th event occurs. Bt and Ft
present the backward and the forward recurrence time, re-
spectively. In addition, the time interval straddling time t is
denoted with Zt. The process I(t), an alternating renewal
process, is represented in the bottom of the figure. Here we
suppose the initial state of the particle is +. We see that the
occupation time in the + state is equal to t1 + t3 − t2 +Bt.
for an introduction. The number of renewal events in the
time interval between 0 and time t is
N(t) = max[N, tN ≤ t]. (7)
Then we have the following relation tN = τ1+, . . . ,+τN .
Now we introduce the forward recurrence time Ft, the
time between t and the next event
Ft = tN+1 − t;
see Fig. 1. While the corresponding backward recurrence
time, the length between the last event before t and the
observation time t, is defined by
Bt = t− tN .
Utilizing the above two equations, we get the time inter-
val straddling time t, i.e., Zt, which is
Zt = Bt + Ft.
For simplification, we drop the subscript, denoting the
time dependence of the random quantities, from here on.
III. NUMBER OF RENEWALS BETWEEN 0
AND t
We recap some of the basic results on the statistics
of the number of renewal events. The probability of the
number of events N up to time t is
pN (t) =
∫ t
0
QN (t
′)p0(t− t′)dt′, (8)
and QN(t
′) is the probability to have an event at time t′,
defined by
QN (t) =
∫ t
0
φ(t′)QN−1(t− t′)dt′. (9)
Here p0(t) is the survival probability
p0(t) =
∫ ∞
t
φ(y)dy, (10)
that is, the probability that the waiting time exceeds the
observation time t. For power law time statistics and
large t,
p0(t) ∼ bα|Γ(1 − α)|tα .
Using Eqs. (8, 9) and convolution theorem leads to [31]
p̂N(s) = φ̂
N (s)
1− φ̂(s)
s
(11)
with N ≥ 0.
A. Number of renewals between 0 and t with
0 < α < 1
Rewriting Eq. (11), using the convolution theorem of
Laplace transform, and performing the inverse Laplace
transform with respect to s, we get a formal solution
pN(t) =
∫ t
0
L−1τ [φ̂N (s)]dτ −
∫ t
0
L−1τ [φ̂N+1(s)]dτ, (12)
where N is a discrete random variable and L−1τ [φ̂N (s)]
means the inverse Laplace transform, from the Laplace
space s to real space τ .
Summing the infinite series (summation over N), the
normalization condition
∑∞
N=0 pN (t) = 1 is discovered
as expected. We notice that Eq. (12) can be further sim-
plified when φ(τ) is one sided Le´vy distribution Eq. (5).
Then the inverse Laplace transform of Eq. (12) gives
pN (t) =
∫ t/N1/α
t/(N+1)1/α
ℓα(y)dy. (13)
As usual the large time limit is investigated with the
small s behavior of p̂N (s). Utilizing Eq. (5), the behavior
of Eq. (11) in the large N limit and small s is,
p̂N (s)→ bαsα−1 exp(−Nbαsα)
= − 1
Nα
∂
∂s
exp(−Nbαsα).
Here note that
∫∞
0 bαs
α−1 exp(−Nbαsα)dN = 1/s. This
means that with this approximation N is treated as
a continuous variables, which is fine since in fact we
consider a long time limit, and the limiting PDF of
4N/tα is approaching a smooth function. Hence, we
have pN (t) to denote the continuous approximation.
First, using the property of Laplace transform, i.e.,
− ∫∞
0
exp(−sτ)τf(τ)dτ = ∂∂s f̂(s), secondly, performing
the inverse Laplace transform on the above equation, we
find the well known result [1, 21, 32]
pN (t) ∼
t
αN1+1/αb
1/α
α
ℓα
( t
(Nbα)1/α
)
. (14)
Eq. (14) is customarily called the inverse Le´vy PDF.
Furthermore, using p̂N (s), we find that p̂u(t) can be ex-
pressed as Mittag-Leffler probability density
p̂u(t) = t
α−1Eα,α(−utα/bα),
where p̂u(t) is the Laplace transform of pN (t) with re-
spect to N and a two-parameter function of the Mittag-
Leffler type is defined by the series expansion [33]
Eγ,ν(z) =
∞∑
n=0
zn
Γ(γn+ ν)
with γ > 0 and ν > 0. Eq. (14) describes statistics
of functionals of certain Markovian processes, according
to the Darling-Kac theorem. It was also investigated in
the context of infinite ergodic theory [21] and continuous
time random walks.
The well known limit theorem Eq. (14) is valid when
N and t are large and the ratio N/tα is kept fixed. Now
we consider rare events when N is kept fixed and finite,
say N ∼ 0, 1, 2, 3 and t is large. Using Eq. (12) we find
lim
t→∞
tαpN (t) =
bα
Γ(1 − α) . (15)
Note that 0 < pN (t) < 1 is a probability, while pN (t)
is a PDF. To make a comparison between Eq. (14) and
Eq. (15) we plot in Fig. 2, the probability that N is in
the interval (0, N1) versus N1 and compare these theo-
retical predictions to numerical simulations. Integrating
Eq. (14) between 0 and N1, gives what we call the typ-
ical fluctuations. While the result Eq. (15) exhibits a
staircase since according to this approximation
Prob(0 ≤ N < N1) ∼
floor[N1]∑
N=0
bα
Γ(1− α)tα
∼ (floor[N1] + 1)p0(t),
(16)
where floor[z] gives the greatest integer less than or
equal to z. From Fig. 2 we see that, besides the obvi-
ous discreteness of the probability, deviations between
the two results can be considered marginal and non-
interesting. Luckily this will change in all the examples
considered below, as the statistical description of rare
events deviates considerably from the known limit theo-
rems of the field.
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FIG. 2: (color online) Comparison of analytical prediction
Eq. (16) (red solid line) for Prob(0 ≤ N < N1) with typical
fluctuations with α = 1/2. We choose t = 1000, waiting time
PDF Eq. (6), and 107 trajectories. The typical fluctuations,
plotted by dashed (black) lines, are obtained from Eq. (14).
The rare fluctuations are given by Eq. (16) and they describe
the probability very well for small N1 (see inset).
B. Number of renewals between 0 and t with
1 < α < 2
Based on Eq. (11), we obtain a useful expression
p̂u(s) =
1− φ̂(s)
s
∫ ∞
0
exp(−uN+N log(φ̂(s)))dN. (17)
Here we consider the random variable, ε = N − t/〈τ〉,
and explore its PDF denoted pε(t). Applying Fourier-
Laplace transform, ε → k and t → s, the PDF of ε in
Fourier-Laplace space is
p̂k(s) =
1− φ̂(s+ ik〈τ〉)
s+ ik〈τ〉
1
−ik − log(φ̂(s+ ik〈τ〉))
. (18)
First, we consider the limit of small s and small k, and
the ratio s/|k|α is fixed. As we discuss below this leads
to the description of what we call bulk or typical fluctu-
ations, and these are described by standard central limit
theorem. Substituting φ̂(s) into the above equation and
taking inverse Laplace transform
pk(t) ∼ exp
( bα
〈τ〉
( ik
〈τ〉
)α
t
)
. (19)
Fourier inversion of the above equation yields the PDF
pε(t), written in a scaling form [1]
pε(t) ∼
1
Cevt1/α
Lα,1(ξ) (20)
with Cev = (bα/〈τ〉1+α)1/α and ξ = ε/(Cevt1/α); see
Fig. 3. We see that for fixed observation time t the
parameter Cev measures the PDF’s width. Furthermore,
5the function Lα,1(x) is defined by
Lα,1(x) =
1
2π
∫ ∞
−∞
exp(−ikx) exp[(ik)α]dk,
where Lα,1(x) is the asymmetric Le´vy PDF; see Ap-
pendix C. Compared with the one sided Le´vy distribu-
tion, Lα,1(x) holds two sides with the right hand side de-
caying rapidly. Moreover, the second moment of Lα,1(x)
diverges for 1 < α < 2.
As well known the central limit theorem (here of the
Le´vy form) describes the central part of the distribution,
but for finite though large t it does not describe the rare
events, i.e., the far tail of the distribution. So far we in-
vestigated the typical or bulk statistics and as we showed
they are found for N− t/〈τ〉 ∼ t1/α. Technically this was
obtained using the exact Laplace-Fourier transform, and
then searching for a limit where s and |k|α are small
their ratio finite, as mentioned. However, it turns out
that this limit is not unique. As we now show we can use
the exact solution, assume both k and s are small, but
their ratio s/|k| finite and obtain a second meaningful
solution. This in turn, leads to the description of rare
events, i.e., the far tail of the distribution of the random
variable N . Roughly speaking, in this problem (and sim-
ilarly all along the paper) we have two scales, one was
just obtained and it grows like t1/α, the second (with
this example) is t/〈τ〉, as we now show. This means that
we have two ways to scale data, one emphasizing the bulk
fluctuations (explained already) and the second the rare
events.
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FIG. 3: (color online) Simulation of the number of renewals
using the rescaled variable ξ = (N − t/〈τ 〉)/(Cevt1/α). We
show that the distribution of ξ obtained from numerical sim-
ulations, converges to the Le´vy density Lα,1(ξ) Eq. (20). This
law describes the typical fluctuations, when N − t/〈τ 〉 is of
the order of t1/α. For simulation we used t = 1000, 3 × 106
realizations, α = 1.5, and φ(τ ) given in Eq. (2). As the figure
shows, the right hand side of Lα,1(ξ) tends toward to zero
rapidly.
We now consider a second limiting law capturing the
rare events valid when ε is of the order of t/〈τ〉. From
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FIG. 4: (color online) Simulation of renewal process with
Eq. (2), yields N . We show how the scaled PDF of η =
(N − t/〈τ 〉)/(t/〈τ 〉), obtained from numerical simulations of
the renewal process, converges to the non-normalized state
Eq. (22). The bulk description Eq. (20) (dashed line) extends
to η < −1, which is certainly not a possibility, and further
it is not a valid approximation for η → −1. Here we choose
t = 1000, α = 1.5 and τ0 = 0.1. Deviations from typical
fluctuations are clearly illustrated in the inset.
Eq. (18), we have
p̂k(s) ∼
1
s
− bα〈τ〉s
(
s+
ik
〈τ〉
)α−1
+
bα
〈τ〉s2
(
s+
ik
〈τ〉
)α
.
Keep in mind that s and k are small and they are the
same order. After performing inverse Fourier-Laplace
transform, the asymptotic behavior of pε(t) is
pε(t) ∼ −
bαα
Γ(1− α)
(
t(−ε〈τ〉)−α−1 + 1− α
α
(−ε〈τ〉)−α
)
.
(21)
This is the main result of this section. Here the above
equation is only valid for negative ε. We see that pε(t)
decays like t(−ε)−α−1 for small negative ε. Moreover,
the scaling behavior of η = ε〈τ〉/t yields
pη(t) ∼
bα(−η)−α−1
〈τ〉Γ(−α)tα−1
(
1− 1− α
α
η
)
(22)
with −1 < η < 0; see Fig. 4. It means that pη(t) decays
like (−η)−α−1 for η → 0, thus pη(t) is not normalized.
Furthermore, for η → 0, the dominating term (−η)−1−α
matches the left tail of Eq. (20); see Eq. (C3) in Appendix
C.
For fixed observation time t, the central part of the
PDF pε(t) is well illustrated by the typical fluctuations
Eq. (20). While, its tail is described by Eq. (22), exhibit-
ing the rare fluctuations. In order to discuss the effect
of typical fluctuations and large deviations, we further
consider the absolute moment of ε [34], defined by
〈|ε|q〉 =
∫ ∞
−∞
|ε|qpε(t)dε. (23)
6Utilizing Eqs. (20, 22, 23)
〈|ε|q〉 ∼

(Cev)
qtq/α
∫ ∞
−∞
|z|qLα,1(z)dz, q < α;
bαqt
q+1−α
|Γ(1− α)|〈τ〉q+1(1 + q − α)(q − α) , q > α.
(24)
Here we use the fact that
∫∞
−∞
|z|qLα,1(z)dz is a finite
constant for q < α. Note that to derive Eq. (24) we
use the non-normalized solution Eq. (21) for q > α,
indicating that Eq. (21) while not being a probability
density, does describe the high order moments. In the
particular case q = 2 (high order moment), we have
〈|ε|2〉 = 〈(n− t〈τ〉)2〉 ∼ 〈n2〉 − 〈n〉2 ∼
2τα0
〈τ〉3(α−2)(α−3) t
3−α.
While this result is known [1], our work shows that the
second moment, in fact any moment of order q > α, stems
from the non-normalized density describing the rare fluc-
tuations Eq. (21). Other examples of such infinite densi-
ties will follow.
Remark 1 From simulations of the number of renewals
N , Fig. 4, we see deviations from typical results when η >
0. As mentioned, our theory covers the case η < 0, so
there is a need to extend the theory further. Note that for
η > 0, the typical fluctuations decay rapidly, while power
law decay, for intermediate values of η, is found on the
left (see Fig. 4). This intermediate power law behaviors
can not continue forever, since N ≥ 0, and hence when
η ≈ −1 a new law emerges, Eq. (22). Possibly the large
deviation principle can be used to investigate the case
η > 0.
IV. THE FORWARD RECURRENCE TIME
Several authors investigated the distribution of F both
for F ∝ t, meaning F is of the order of t, for 0 < α < 1
and also F ∝ t0 for α > 1; see Refs. [29, 32, 35]. These
works considered the typical fluctuations of F , while we
focus on the events of large deviations. This means that
we consider F ∝ t0 for α < 1 and F ∝ t for 1 < α. The
forward recurrence time is an important topic of many
stochastic processes, such as aging continuous time ran-
dom walk processes (ACTRW) [32, 36], sign renewals of
Kardar-Parisi-Zhang Fluctuations [37] and so on. The
forward recurrence time, also called the excess time (see
schematic Fig. 1), is the time interval between next re-
newal event and t. In ACTRW, we are interested in the
time interval that the particle has to wait before next
jump if the observation is made at time t. The PDF of
the forward recurrence time is related to QN (t) according
to
fF (t, F ) =
∞∑
N=0
∫ t
0
QN (τ)φ(t − τ + F )dτ ; (25)
see Eq. (B2) in Appendix B. In double Laplace space, the
PDF of F [1] is
f̂F (s, u) =
φ̂(u)− φ̂(s)
s− u
1
1− φ̂(s)
. (26)
Based on the above equation, we will consider its analytic
forms and asymptotic ones. In general case, the inver-
sion of Eq. (26) is a function that depends on F and t.
While, for φ(τ) = exp(−τ), the above equation can be
simplified as fF (t, F ) = exp(−F ), which is independent
of the observation time t. As expected, for this example
we do not have an infinite density, neither multi-scaling of
moments, since exp(−F ) and more generally thin tailed
PDFs, do not have large fluctuations like Le´vy statistics.
A. The forward recurrence time with 0 < α < 1
First, we are interested in the case of F ≪ t. In Laplace
space, this corresponds to s≪ u. From Eq. (26)
f̂F (s, u) ∼ 1− φ̂(u)
u
1
1− φ̂(s)
. (27)
We notice that Eq. (27) can be further simplified for a
specific φ(τ), namely Mittag-Leffler PDF [33, 38]. In
order to do so, we consider
φ(τ) = τα−1Eα,α(−τα) (28)
with 0 < α < 1. In Laplace space, φ̂(s) has the specific
form
φ̂(s) =
1
1 + sα
. (29)
This distribution can be considered as the positive coun-
terpart of Pakes’s generalized Linnik distribution [40]
with the PDF having the form (1 + sα)−β , 0 < α < 2,
β > 0. Plugging Eq. (29) into Eq. (27) leads to
f̂F (s, u) ∼ u
α−1
1 + uα
1
sα
.
Taking the the double inverse Laplace transform yields
fF (t, F ) ∼ 1
Γ(α)
Eα,1(−Fα)tα−1; (30)
see Fig. 5. Notice that Eα,1(0) = 1, so for t > 0, the
PDF of F for F → 0 gives fF (t, 0) ∼ tα−1/Γ(α).
More generally, using Eq. (3), we have
f̂F (s, u) ∼ 1− φ̂(u)
u
1
bαsα
.
Performing inverse double Laplace transform leads to the
main result of this section, and the density describing the
large deviations is
fF (t, F ) ∼
∫∞
F φ(y)dy
〈τ∗〉 , (31)
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FIG. 5: (color online) The behavior of fF (t, F ) for small
F with α = 0.5. The full (red) and the dash-dot (purple)
lines describing the large deviations are the analytical results
Eqs. (31) and (30), respectively. The dashed (black) line given
by Eq. (35) is Dynkin’s limit theorem which gives the PDF
when F is of the order of t, and t is large. Simulations are
obtained by averaging 107 trajectories with t = 1000. Note
that bαΓ(α)t
1−αfF (t, F ) approaches to one for F → 0.
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FIG. 6: (color online) The behaviors of fF (t, F ) with the
scaling variable x = F/t for α = 0.5 generated by 107 tra-
jectories with t = 1000. The symbols are the simulation re-
sults. For α = 0.5, based on Eq. (35), we get fF/t(t, x) ∼
(π(1 + x)
√
x)−1, which is shown by the dashed (black) line.
Here we use Eqs. (33) and (34) to predict theoretical results.
When x→ 0, the PDF of F depends on particular properties
of φ(τ ), while for large x, the details of the PDF become non
important, besides the value of α.
which exhibits interesting aging effects [32]. Here 〈τ∗〉
for large t is equal to (Γ(2− α)Γ(1− α)) ∫ t0 τ ′φ(τ ′ )dτ ′ ∼
bαΓ(α)t
1−α, namely 〈τ∗〉 is increasing with measurement
time t, and for reasons that become clear later we may
call it the effective average waiting time (recall the 〈τ〉 is a
constant only if α > 1). The large deviations shows that
for large F the forward recurrence time fF (t, F ) decays
as F−α. Furthermore, the integration of Eq. (31) over F
diverges since F−α is not integrable for large F . Hence
Eq. (31) is not a normalised density. For that reason, we
may call fF (t, F ) in Eq. (31) an infinite density [18], the
term infinite means non-normalizable, hence this is cer-
tainly not a probability density. Even though fF (t, F )
Eq. (31) is not normalized, it is used to obtain certain
observables, such as averages of observables integrable
with respect to this non-normalized state. Besides, infi-
nite densities play an important role in infinite ergodic
theory [41, 42] and intermittent maps [43].
Using Eq. (26), we find a formal solution to the prob-
lem
fF (t, F ) = φ(t+ F ) ∗t L−1t
[ 1
1− φ̂(s)
]
. (32)
where ‘∗t’ is the Laplace convolution operator with re-
spect to t and the double Laplace transform of the func-
tion f(t+ F ) is∫ ∞
0
∫ ∞
0
exp(−st− uF )f(t+ F )dtdF = f̂(u)− f̂(s)
s− u .
We further discuss a special choice of φ(τ), i.e., φ(τ) =
ℓα(τ). After some simple calculations, Eq. (32) gives
fF (t, F ) =
∞∑
n=1
1
n1/α
∫ t
0
ℓα(t− τ + F )ℓα
( τ
n1/α
)
dτ
+ ℓα(t+ F ).
(33)
For Mittag-Leffler waiting time Eq. (28), we obtain
fF (t, F ) =(t+ F )
α−1Eα,α(−(t+ F )α)
+
1
Γ(α)
∫ t
0
(τ + F )α−1(t− τ)α−1
× Eα,α(−(τ + F )α)dτ,
(34)
from which we get the PDF of x = F/t plotted in Fig. 6.
We now focus on the typical fluctuations, namely the
case F ∝ t and both are large. This means that s and
u are small but of the same order. Plugging Eq. (3) into
Eq. (26), then taking double inverse Laplace transform,
leading to the normalized solution [1, 35]
fF (t, F ) ∼ sin(πα)
π
1
(Ft )
α(t+ F )
, (35)
which is plotted by the dashed (black) lines in Figs. 5
and 6. The well known solution Eq. (35) describes the
typical fluctuations when F ∼ t.
To summarize, the forward recurrence time shows
three distinct behaviors: for 0 < F ∝ t0, the infinite den-
sity Eq. (31) rules, and only in this range, the PDF of F
depends on the behavior of φ(τ); for t0 ≪ F ≪ t, both
Eqs. (31) and (35) are valid and predict fF (t, F ) ∼ F−α;
for F ≫ t, we use Eq. (35) and then fF (t, F ) ∼ F−α−1.
Note that for certain observables, for example B and T+,
when B, T+ → t, their PDFs are also governed by the
shape of φ(τ); see below.
8B. The forward recurrence time with 1 < α < 2
For F ≪ t, according to Eq. (26)
f̂F (s, u) ∼ 1− φ̂(u)
u〈τ〉s ,
where as mentioned 〈τ〉 is finite. This can be finally
inverted, yielding the typical fluctuations [1, 29, 44]
fF (t, F ) ∼ 1〈τ〉
∫ ∞
F
φ(y)dy. (36)
Since 1 < α < 2, Eq. (36) is a normalized PDF and
independent of the observation time t, which is different
from Eq. (31), but they have similar forms. This is the
reason why in the previous section we called 〈τ∗〉 the
effective average waiting time.
Next we discuss the uniform approximation, which is
valid for varieties of F and large t, namely within uniform
approximation, we have the only condition that t is large
but the ratio of F and t arbitrary. It can be noticed that
Eq. (26) can be arranged into the following formula
f̂F (s, u) =
φ̂(u)− 1
(s− u)(1− φ̂(s))
+
1
s− u.
For F 6= t, we may neglect the second term, then using
1− φ̂(s) ∼ 〈τ〉s and inverting we get
fF (t, F ) ≃ 1〈τ〉
∫ t+F
F
φ(y)dy, (37)
which captures both the infinite density and the bulk
fluctuations; see Fig. 7. Here, Eq. (37) is true for large
t without considering the relation between t and F . If
F ≪ t, Eq. (37) can be approximated by Eq. (36).
For the rare fluctuations, i.e., both s and u are small
and comparable, inserting Eq. (4) into Eq. (26), yields
f̂F (s, u) ∼ 1
s
+
bα
〈τ〉
uα − sα
(s− u)s .
For F > 0, taking the double inverse Laplace transform,
we find
fF (t, F ) ∼ bα|Γ(1− α)|〈τ〉 (F
−α − (F + t)−α), (38)
which is consistent with Eq. (36) for large F and t→∞.
Besides, for t → ∞, fF (t, F ) decays as F−α indepen-
dent of the observation time t. On the other hand, if
F ≫ t, fF (t, F ) grows linearly with t, namely fF (t, F ) ∼
t/F−1−α. In addition, using the asymptotic behavior of
φ(F ), for large F the uniform approximation Eq. (37)
reduces to Eq. (38). Still as for other examples in this
manuscript, we may use Eq. (38) to calculate a class of
high order moments (for example α > q > α − 1), i.e.,
those moments which are integrable with respect to this
infinite density.
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FIG. 7: (color online) The PDF of x = F/t multiplied by tα−1
versus F/t generated by 3 × 106 trajectories with Eq. (2).
We choose α = 1.5, τ0 = 0.1 and t = 500. To obtain our
theoretical results we used Eqs. (37), (38) and (36). As the
figure shows, Eq. (38), describing the large deviations is valid
here for large F/t, though we experience a sampling problem
in simulation (see remark).
Remark 2 For simulations presented in Fig. 7, we use
3× 106 particles on a standard workstation, taking about
1 day. We see that in this case we do not sample the
rare events. In Ref. [18], simulations of the Le´vy walk
process with 1010 particles is performed, in order to ex-
plore graphically the far tails of the propagator of the Le´vy
walk. When increasing the number of particles, we will
observe rare events, however clearly in our case 3 × 106
realizations are simply not sufficient for meaningful sam-
pling.
With the help of the above equations, now we turn our
attention to the fractional moments, defined by
〈F q〉 =
∫ ∞
0
F qfF (t, F )dF. (39)
Utilizing Eq. (39) and integration by parts, yields
〈F q〉 ∼

∫∞
0
F q+1φ(F )dF
(q + 1)〈τ〉 , q < α− 1;
bαΓ(α− q)Γ(1 + q)tq+1−α
〈τ〉|Γ(1 − α)|Γ(α)(1 + q − α) , α− 1 < q < α;
∞, q > α.
(40)
This is to say, for q < α− 1, 〈F q〉 is a constant, namely,
it does not depend on the observation time t. Moments
of order q < α are determined by the known result
Eq. (36), which describes typical fluctuations when F
is of the order of t0. The rare fluctuations, described by
Eq. (38), give information to events with F ∝ t, and this
non-normalized density Eq. (38) yields the moments of
α − 1 < q < α; see Eq. (D2) in Appendix D. Especially,
if q = 1, 〈F 〉 ∼ bα(〈τ〉Γ(3−α))−1t2−α so in this case the
9mean is determined by the infinite density. When q > α,
〈F q〉 is divergent. This is expected since the moment of
order q > α of φ(τ) diverges.
V. THE BACKWARD RECURRENCE TIME
Compared with the forward recurrence time, one of the
important difference is that B can not be larger than t.
In some cases, B is called the age at time t. Because in
the lightbulb lifetime example, it represents the age of
the light bulb you find burning at time t. Similar to the
derivation of the forward recurrence time
fB(t, B) =
∞∑
N=0
∫ t
0
QN (τ)δ(t − τ −B)
∫ ∞
B
φ(y)dydτ.
In Laplace space, let t → s and B → u. Using the
convolution theorem of Laplace transform and Eq. (B1),
this gives
f̂B(s, u) =
1− φ̂(s+ u)
s+ u
1
1− φ̂(s)
, (41)
which was derived in Ref. [1] using a different method.
A. The backward recurrence time with 0 < α < 1
First of all, we study the behaviors of large deviations.
For B ≪ t, i.e., s≪ u
f̂B(s, u) ∼ 1− φ̂(u)
u
1
1− φ̂(s)
. (42)
In the long time limit, i.e., s → 0, f̂B(s, u) ∼ (1 −
φ̂(u))/(bα us
α). Performing the double inverse Laplace
transform with respect to s and u, respectively, yields
fB(t, B) ∼
∫∞
B φ(y)dy
〈τ∗〉 , (43)
where 〈τ∗〉 is defined below Eq. (31). It implies that
limB→0 fB(t, B)〈τ∗〉 ∼ 1, which is confirmed in Fig. 8.
Furthermore, note that
∫∞
0 fB(t, B)dB = ∞, which
means that Eq. (43) is non-normalized.
Now we construct a uniform approximation, which is
valid for a wider range of B, though t is large. We rewrite
Eq. (41) as
f̂B(s, u) =
( 1
s+ u
− φ̂(s+ u)
s+ u
) 1
1− φ̂(s)
.
For simplification, let φ(τ) be the one sided Le´vy stable
distribution Eq. (5). Expanding the above equation, i.e.,
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FIG. 8: (color online) The scaled PDF of the backward re-
currence time B, when B is of the order of unity. The pa-
rameters are t = 1000 and α = 0.5. The full (red) and
dash-dot lines are the analytical result Eq. (43) depicting the
large deviations. For the typical result, we used Eq. (50),
i.e., fB(t, B) ∼ 1/(π
√
B(t−B)). Besides, the symbols are
obtained by averaging 107 trajectories with one sided Le´vy
stable distribution Eq. (6) and Mittag-Leffler Eq. (28) time
statistics, respectively.
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FIG. 9: (color online) The PDF fB/t(t, x) versus x = B/t for
a renewal process with φ(τ ) a one sided Le´vy density Eq. (6).
Here we choose t = 1000, and α = 0.5. The dashed, the full
lines and the symbols (+) present the arcsine law Eq. (51),
the analytical result Eq. (44), and rare events Eq. (43), re-
spectively. Notice that what the arcsine law predicts here
is a symmetric distribution, while our results describing the
large deviations exhibit non-symmetry. Furthermore our the-
ory does not blow up at x→ 0 and x→ 1, unlike the arcsine
law.
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FIG. 10: (color online) The relation between fB(t, B) and B
for large B. The parameters are t = 1000 and α = 0.5. For
the typical result we use Eq. (51) and for the large deviations
we use Eqs. (48) and (49). The simulations, presented by sym-
bols, are obtained by averaging 107 trajectories. It is difficult
to distinguish between the typical result and the theoretical
result with Mittag-Leffler time statistics, while for the choice
of φ(τ ) = ℓ1/2(τ ) Eq. (6), the deviations are pronounced.
tion theorem of the Laplace transform
fB(t, B) =δ(t−B)
∫ ∞
t
ℓα(y)dy +Θ(t−B)
×
∫ ∞
B
ℓα(y)dy
∞∑
n=1
1
n1/α
ℓα
(
t−B
n1/α
)
;
(44)
where Θ(z) represents the Heaviside theta function [45],
which is equal to 0 for z < 0 and 1 for z > 0. The Θ(t−B)
in Eq. (44) yields B ≤ t as expected. In addition, for
B ≪ t, Eq. (44) reduces to Eq. (43). Note that, for
α = 1/2, and comparable t and B, Eq. (44) is consistent
with the arcsine law, while, let B go to either 0 or t (the
extreme cases), the arcsine law does not work anymore;
see Fig. 9.
Now we turn our attention to the case of B → t, using
the random variable ε = t − B → 0. In Laplace space,
the PDF of ε is
f̂ε(s, uε) =
∫ ∞
0
∫ ∞
0
exp(−st− uεε)fε(t, ε)dtdε
= f̂B(s+ uε,−uε).
(45)
According to Eq. (41)
f̂ε(s, uε) =
1− φ̂(s)
s
1
1− φ̂(s+ uε)
. (46)
For s≪ uε, performing the double inverse Laplace trans-
form and using B = t− ε
fB(t, B) =
∫ ∞
t
φ(y)dyL−1t−B
[
1
1− φ̂(uε)
]
. (47)
Let us consider a situation in which φ(τ) is the Mittag-
Leffler distribution Eq. (28) with 0 < α < 1. Next,
plugging Eq. (29) into Eq. (47) yields
fB(t, B) = p0(t)δ(t−B) + p0(t) (t−B)
α−1
Γ(α)
. (48)
It demonstrates that tαfB(t, B) decays like (t − B)α−1.
Thus, if B tends to the observation time t, we discover an
interesting phenomenon that tαfB(t, B)→∞, verified in
Fig. 10. In general case, Eq. (47) is not easy to calculate
in real time exactly, though we use the numerical inver-
sion of Laplace transform by MATLAB. Expanding the
above equation, we find
fε(t, ε) =
∫ ∞
t
φ(y)dy
(
δ(ε) +
∞∑
n=1
L−1ε [φ̂n(uε)]
)
.
Consider a specific φ(τ), namely one sided Le´vy stable
distribution
fB(t, B) =
∫ ∞
t
ℓα(y)dy
(
δ(t−B) +
∞∑
n=1
1
n1/α
ℓα
( t−B
n1/α
))
,
(49)
which can be used for plotting. To summarize, large
deviations are observed for B ∝ t0 and B → t, Eq. (43)
and Eqs. (48, 49) respectively (see Fig. 9), and these
are non-symmetric for one sided Le´vy distribution. Only
when B ∼ t0, we find a non-normalized density, Eq. (43).
Next we discuss the typical fluctuations when B ∝ t.
Combining Eqs. (3) and (41), yields [1]
fB(t, B) ∼ sin(πα)
π
1
Bα(t−B)1−αΘ(t−B). (50)
In a particular case α = 1/2, Eq. (50) reduces to the
arcsine law fB(t, B) ∼ (π
√
B(t−B))−1, which is plotted
by the dashed (black) line in Figs. 8, 9 and 10. Let
x = B/t, we get a well known formula [1]
fB/t(x) ∼
sin(πα)
π
1
xα(1 − x)1−αΘ(1− x). (51)
In particular, for α = 1/2, Eq. (51) reduces to the arcsine
law [1] on [0, 1], see Fig. 9.
B. The backward recurrence time with 1 < α < 2
We again consider the limit s≪ u. Combining Eqs. (4)
and (41)
f̂B(s, u) ∼ 1− φ̂(u)
u
1
〈τ〉s ,
which, by the double inverse Laplace transform, yields
the limiting result [29]
fB(t, B) ∼
∫∞
B φ(y)dy
〈τ〉 .
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If B goes to 0, fB(t, B) reduces to 1/〈τ〉.
Now we turn our attention to the case when B → t.
According to Eq. (46)
fB(t, B) ∼
∫ ∞
t
φ(y)dyL−1t−B
[
1
1− φ̂(uǫ)
]
. (52)
For power law waiting time statistics, Eq. (52) reduces
to
fB(t, B) ∼ bα|Γ(1− α)|tαL
−1
t−B
[
1
1− φ̂(uǫ)
]
.
The inverse Laplace transform gives the limiting law
when B → t.
Let us proceed with the discussion of rare fluctuations.
Substituting φ̂(u) and φ̂(s) into (41), leads to
f̂B(s, u) ∼ 1
s
− bα〈τ〉s (s+ u)
α−1 +
bα
〈τ〉
1
s2−α
,
when s and u are of the same order. By inversion of the
above equation
fB(t, B) ∼ bα〈τ〉|Γ(1 − α)|B
−αΘ(t−B) (53)
with B > 0. We see that fB(t, B) blows up at B → 0 and
since 1 < α < 2 the solution Eq. (53) is non integrable.
10−6 10−5 10−4 10−3 10−2 10−1 100 101
10−4
10−2
100
102
104
106
x
f B
/t
(t
,x
)
 
 
rare fluctuation
uniform approximation
simulation
FIG. 11: (color online) The PDF fB/t(t, B) versus the scaling
variable x = B/t for the waiting time PDF Eq. (2). The
parameters are t = 500, τ0 = 0.1 and α = 1.5. The solid
(red) line is the theory Eq. (54), and the dashed (black) line
is Eq. (53), which gives the PDF when B is of the order of
t, and t is large. The simulations, presented by the symbols,
are obtained by averaging 106 trajectories.
Next, utilizing Eq. (41), the uniform approximation is
fB(t, B) ∼ 1〈τ〉Θ(t−B)
∫ ∞
B
φ(y)dy. (54)
Note that B is limited by the observation time t. For
large B, Eq. (54) reduces to Eq. (53).
The corresponding fractional moments are
〈Bq〉 ∼

∫∞
0 φ(B)B
q+1dB
〈τ〉(q + 1) , q < α− 1;
bαt
q−α+1
〈τ〉 |Γ(1− α)| (q − α+ 1) , q > α− 1.
(55)
Since B < t all moments are finite, unlike the case of the
forward recurrence time. The results show that the be-
haviors of fractional moments are divided into two parts.
When q < α− 1, 〈Bq〉, is determined by the typical fluc-
tuations and it is a constant. The rare fluctuations, de-
scribed by Eq. (53), give the information on events when
B ∝ t, and this non-normalized limiting law gives the
moments of q > α − 1. The discussion of moments for
α < 1 is given in Appendix E.
VI. THE TIME INTERVAL STRADDLING t
The time interval straddling the observation time t
has been studied in Ref. [11, 46–48], where some re-
sults about the typical fluctuations are announced and
discussed. To consider general initial ensemble in an an-
nealed transit time model [24], one has to consider the
time interval straddling time t since the diffusion coeffi-
cient is governed by Z. Based on the previous result [11],
the PDF of Z is given by the double Laplace inversion of
f̂Z(s, u) =
1
1− φ̂(s)
φ̂(u)− φ̂(s+ u)
s
, (56)
where u is the Laplace pair of Z, and s of t. One impor-
tant feature of fZ(t, Z) is the discontinuity of its deriva-
tive at Z = t; see below.
A. The time interval straddling t, 0 < α < 1
Similar to previous sections, we first consider the
events of large deviations, namely, Z is of the order of
t0. Utilizing Eq. (56)
fZ(t, Z) ∼ L−1t
[
1
1− φ̂(s)
]
Zφ(Z), (57)
which gives us an efficient way of calculation for Z ≪ t.
In particular, combining Eqs. (3) and (57), and taking
the inverse Laplace transform leads to
fZ(t, Z) ∼ Zφ(Z)〈τ∗〉 , (58)
which is confirmed in Fig. 12. Note that 〈τ∗〉 is the same
as that defined in Eq. (31). Keep in mind that there is a
difference among small F,B and Z. For small Z, fZ(t, Z)
goes to 0, while for Eqs. (31) and (43) with F,B → 0,
fF (t, F ) and fF (t, B) are equal to 1/〈τ∗〉. In spite of
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these difference, the asymptotic behavior of fZ(t, Z) is
consistent with the PDF of the forward recurrence time
and the backward one with the increase of Z.
We further consider the PDF of Z more exactly. Tak-
ing the inverse Laplace transform of Eq. (56) with respect
to u and s, respectively
fZ(t, Z) = φ(Z)
(
L−1t
[ 1
s(1− φ̂(s))
]
−Θ(t− Z)L−1t−Z
[ 1
s(1− φ̂(s))
])
.
(59)
In particular, for a Mittag-Leffler density Eq. (28), the
inversion of Eq. (59) can be further simplified as
fZ(t, Z) =
φ(Z)
Γ(1 + α)
(
tα − (t− Z)αΘ(t− Z)
)
+ φ(Z)(1 −Θ(t− Z)).
(60)
It is interesting to note that Eq. (60) is a uniform approx-
imation for Mittag-Leffler sojourn time. In addition, we
find that for Z ≪ t Eq. (60) reduces to Eq. (58). On
the other hand, when Z > t, the above equation yields
fZ(t, Z) ∼ tαφ(Z)/Γ(1 + α). For t → 0, we see from
Eq. (60) that limt→0 fZ(t, Z) = φ(Z) as expected.
Let us proceed with the discussion of a general waiting
time PDF φ(τ). Expanding the term (1 − φ̂(s))−1 of
Eq. (59) in powers of φ̂(s), and then taking the inverse
transform results in
fZ(t, Z) = φ(Z)
∞∑
n=1
(∫ t
0
L−1τ [φ̂n(s)]dτ −Θ(t− Z)
×
∫ t−Z
0
L−1τ [φ̂n(s)]dτ
)
+ φ(Z)(1−Θ(t− Z)).
(61)
For the one sided Le´vy stable distribution
fZ(t, Z) = ℓα(Z)
∞∑
n=1
1
n1/α
(∫ t
0
ℓα
( τ
n1/α
)
dτ
−Θ(t− Z)
∫ t−Z
0
ℓα
( τ
n1/α
)
dτ
)
+ ℓα(Z)(1 −Θ(t− Z)).
(62)
Note that Eq. (62) is valid for all kinds of t and Z. In
Fig. 13, the scaling behaviors of x = Z/t are displayed.
If Z > t, Eq. (59) reduces to
fZ(t, Z) ∼ 1
Γ(1 + α)bα
tαφ(Z). (63)
For s, u small and comparable, substituting φ̂(s) and
φ̂(u) into Eq. (56) yields
f̂Z(s, u) ∼ (s+ u)
α − uα
s1+α
,
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FIG. 12: (color online) Theory and simulations of the statisti-
cal behaviors of the rare events of the time interval straddling
time t, with φ(τ ) Eqs. (5) and (28) for t = 1000 and α = 0.5.
The full (red) and dash-dot (purple) lines are theory Eq. (58),
showing the large deviations and the corresponding simulation
results are presented by symbols obtained by averaging 107
trajectories.
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FIG. 13: (color online) The PDF of the rescaled variable
x = Z/t with α = 0.5. The parameters are the same as in
Fig. 12. The solid (red) and dash-dot (purple) lines present
the theoretical results Eqs. (62) and (60), respectively. Fur-
thermore, the inset demonstrates that the first derivative of
fZ(t, Z) is not continuous at Z = t.
and then taking the double inverse Laplace transform
with respect to u and s, gives the typical fluctuations
[11, 35]
fZ(t, Z) ∼ sin(πα)
π
tα − (t− Z)αΘ(t− Z)
Z1+α
, (64)
where Θ(x) =1 for x ≥ 0 and is zero otherwise.
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B. The time interval straddling time t with
1 < α < 2
For the typical fluctuations, i.e., Z ∼ t0. Based on
Eq. (56),
fZ(t, Z) ∼ Zφ(Z)〈τ〉 ; (65)
see Fig. 14. Note that fZ(t, Z) tends to zero when Z → 0.
We now discuss the rare fluctuations, i.e., Z is of the or-
der of t. Plugging Eq. (4) into Eq. (56), then performing
the inverse Laplace transform, lead to
fZ(t, Z) ∼ bαZ
−1−α
〈τ〉Γ(−α) (t− (t− Z)Θ(t− Z)) (66)
with Z > 0. According to Eq. (66), it gives us another
representation of fZ(t, Z), namely
fZ(t, Z) ∼

bα
〈τ〉Γ(−α)Z
−α, Z < t;
bα
〈τ〉Γ(−α) tZ
−α−1, Z > t.
We now construct a uniform approximation that in-
terpolates between Eqs. (65) and (66). We restart
from Eq. (56), but use Eq. (4) only to approximate
1/(1 − φ̂(s)) ∼ 1/(〈τ〉s). After performing the double
inverse Laplace transform, we arrive at
fZ(t, Z) =
C(t)
〈τ〉 (tφ(Z)−Θ(t− Z)(t− Z)φ(Z)), (67)
where we have added C(t) = 〈τ〉/(∫ t
0
Zφ(Z)dZ +∫∞
t
tφ(Z)dZ) as a normalizing factor, satisfying
limt→∞ C(t) = 1. In the long time limit, Eq. (67) gives
fZ(t, Z) ∼ t〈τ〉φ(Z) (68)
with Z > t. It can be seen that Eq. (68) grows linearly
with time t.
Similar to the calculations of 〈F q〉 and 〈Bq〉
〈Zq〉 ∼

1
〈τ〉
∫ ∞
0
Zq+1φ(Z)dZ, q < α− 1;
bαt
q−α+1
〈τ〉Γ(−α)(q − α+ 1)(α− q) , α− 1 < q < α;
∞, α < q.
(69)
As expected 〈Z0〉 = 1. Similar to the previous exam-
ples, when α − 1 < q < α, the moments 〈Zq〉 are ob-
tained from Eq. (66), which is not a normalized PDF. In
particular, expanding the right hand side of Eq. (56) to
first order in u, and taking the inverse Laplace transform,
lead to 〈Z〉 ∼ (〈τ〉Γ(3−α))−1bααt2−α, which agrees with
Eq. (69).
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FIG. 14: (color online) The PDF of the straddling time Z
versus Z for φ(τ ) Eq. (2). The parameters are the same as
in Fig. 11. The rare fluctuations are given by Eq. (66) (the
dashed (black) line), depicting the behaviors when Z ∝ t. The
solid (red) line is the uniform approximation Eq. (67). For the
typical fluctuations, we use Eq. (65) which is shown by the
symbols (+). When Z > t, the rare fluctuations deviate from
the typical fluctuations (see the inset).
VII. OCCUPATION TIME
The occupation time, the time spent by a process in a
given subset of the state space during the interval of the
observation, is widely investigated in mathematics and
physics. It is a useful quantity with a large number of
applications, for example the time spent by a one dimen-
sional Brownian motion in half space, the time spent in
the bright state for blinking quantum dot models [7, 49],
and the time that a spin occupies in a state up [50]. Based
on the alternating renewal process, here we focus on the
study of the occupation time in the + state. In double
Laplace space [1]
f̂T+(s, u) =
2s+ u
2s(s+ u)
+
u(φ̂(s+ u)− φ̂(s))
2s(s+ u)(1− φ̂(s+ u)φ̂(s))
;
(70)
see the derivation of Eq. (B6) in Appendix B. In this
model we start the process in the state up and down
with equal probability. Utilizing Eq. (70) and taking ǫ =
T+ − t/2, we detect that the PDF fǫ(t, ǫ) is symmetric
with respect to ǫ for a variety of φ(τ). As usual the
difficulty is to find the solution in real time, namely find
the PDF fT+(t, T
+).
A. Occupation time with 0 < α < 1
We first consider the typical fluctuations, i.e., T+ is
of the order of the measurement time t. Substituting
Eq. (3) into Eq. (70), and then taking the inverse double
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FIG. 15: (color online) The scaled PDF of the occupation
time versus T+ generated by the trajectories of particles with
α = 0.5 and t = 1000 for T+ ≪ t. The solid (red) line
and the dash-dot line correspond to the theoretical results
given by Eqs. (77) and (75), respectively, depicting the large
deviations with T+ ∝ t0. The dashed (black) line, given by
Eq. (72), shows the typical fluctuations. Note that it overlaps
with theoretical result of Mittag-Leffler waiting time, the top
curve in the figure.
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FIG. 16: (color online) The occupation time density
fT+/t(t, x) of a renewal process with φ(τ ) Eq. (6). The pa-
rameters are α = 0.5 and t = 1000. The simulations, plotted
by the symbols, are generated by averaging 107 trajectories
and the curve is the theoretical result obtained from Eq. (77)
and symmetry of fT+(t, x). Note that the results for typical
fluctuations Eq. (72), diverge on x = 0 and x = 1, while the
large deviations theory predicts correctly finite value of the
PDF.
Laplace transform, yields the PDF of T+/t [1, 51]
lim
t→∞
fT+/t(x) ∼
sin(πα)
π
× x
α−1(1− x)α−1
x2α + (1− x)2α + 2 cos(πα)xα(1− x)α
(71)
with 0 < x < 1. It implies that the probability distri-
bution of the random variable x = T+/t will converge in
the limit of long t, to a limiting distribution which is t
independent. In the particular case α = 1/2, Eq. (71)
reduces to the arcsine law on [0, 1]
lim
t→∞
fT+/t(x) ∼
1
π
√
x(1− x) (72)
or
fT+(t, T
+) =
1
π
√
T+(t− T+) . (73)
Eq. (71) was originally derived by Lamperti [51]; see also
Darling-Kac law [39]. The typical fluctuations described
by Eq. (72) is plotted by the dashed (black) lines; see
Figs. 15 and 16. Besides, for α = 0.5 the typical result
Eq. (72) implies that fT+/t(x) blows up when x→ 0 and
x→ 1.
Next we analyse the case of T+ ≪ t, i.e., s≪ u. Based
on Eq. (70), we find the infinite density
fT+(t, T
+) ∼ L−1T+
[
−1
2
+
1
1− φ̂(u)
]
p0(t), (74)
where p0(t) is the survival probability defined by Eq. (10).
Note that Eq. (74) is not normalised, which is not a prob-
lem since it is valid for T+ ≪ t.
We now investigate the infinite density Eq. (74) with
two choices of φ(τ). Similar to our previous examples the
infinite density depends on the spectfics of φ(τ) unlike the
Lamperti law Eq. (71). Using the example of a Mittag-
Leffler PDF φ(τ), pluging Eq. (29) into Eq. (74) and then
taking the inverse Laplace transform
fT+(t, T
+)/p0(t) ∼ 1
2
δ(T+) +
1
Γ(α)
(T+)α−1; (75)
see Fig. 15. The first term on the right hand side is
a delta function, it describes events where the process
starts at state minus and remains there for time t (the
factor 1/2 is due to the initial condition, the probability
of 1/2 to start in the state up or down). Furthermore,
it is interesting to find that the typical result Eq. (71) is
consistent with the theoretical result with Mittag-Leffler
time statistics for all kinds of 0 < T+ ≪ t, not including
the delta function in Eq. (75).
Comparing Eq. (75) with typical fluctuations Eq. (73),
we observe that for α = 1/2 the occupation time with
Mittag-Leffler waiting time produces large deviations
statistics that are very similar to typical events statis-
tics. But even in this as close as can get scenario, we find
an feature being exclusively revealed by the large devi-
ations analysis. Namely, there is a discrete probability
to find the occupation time being trapped in an initial
state.
Now we derive a formal solution for the rare events.
Using the relation 1/(1 − φ̂(u)) = ∑∞n=0 φ̂n(u) and per-
forming the double inverse Laplace transform, leading to
fT+(t, T
+) ∼
(1
2
δ(T+) +
∞∑
n=1
L−1T+ [φ̂n(u)]
)
p0(t). (76)
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When φ(τ) is one sided Le´vy stable distribution, Eq. (76)
reduces to
fT+(t, T
+) ∼
(1
2
δ(T+) +
∞∑
n=1
( 1
n1/α
ℓα
( T+
n1/α
)))
p0(t).
(77)
It can be noticed that the behavior of fT+(t, T
+) is de-
termined by the shape of φ(τ) for small T+. Eq. (77), or
more precisely the limit t→∞ of fT+(t, T+)/p0(t), is the
infinite density describing the occupation time statistics
when φ(τ) is the one sided Le´vy distribution, see Fig. 15
for illustration.
Now we investigate the total probability to find 0 <
T+ < T+1 , defined by P (T
+
1 ) =
∫ T+
1
0
fT+(t, T
+)dT+. To
simplify the discussion, we just consider Mittag-Leffler
time statistics. Using Eq. (75) and the asymptotic be-
haviors of tα−1Eα,α(−tα) yields
P (T+1 ) ∼
1
2
p0(t) +
sin(πα)
πα
(T+1 )
α
tα
(78)
with T+1 ≪ t. On the other hand, in the particular case
α = 1/2, utilizing the typical fluctuations Eq. (73) gives
the arcsine distribution
P (T+1 ) ∼
2
π
arcsin
 T+1√
tT+1
 (79)
It can be noted that Eq. (79) reduces to 2
√
T+1 /(π
√
t)
for T+1 ≪ t. In this case, we see that Eqs. (78) and (79)
are consistent with each other except for the the first
term of Eq. (78). It implies that, though Eq. (74) is not
normaized, we can use it to calculate some observables.
B. Occupation time with 1 < α < 2
Now we study the random variable ǫ = T+− t/2, shift-
ing the symmetry axis of fT+(t, T
+) to zero. Similar to
the derivation of Eq. (45), the double Laplace transform
of fǫ(t, ǫ) is
f̂ǫ(s, uǫ) =
(
s+
uǫ(φ̂(s+
uǫ
2 )− φ̂(s− uǫ2 ))
1− φ̂(s+ uǫ2 )φ̂(s− uǫ2 )
)
× 1
(s− uǫ2 )(s+ uǫ2 )
.
(80)
Since the sign of ǫ is not fixed, i.e., it can be positive or
negative, we replace uǫ with −ik and move to the Fourier
space. For the typical case, i.e., |ǫ| ∼ t1/α, we find
f̂ǫ(s, k) ∼ 1
s− bα2〈τ〉
(
(s+ ik2 )
α + (s− ik2 )α
) . (81)
Taking inverse Laplace and Fourier transform yields [34]
fǫ(t, ǫ) ∼

Cocc
t1/α
Lα
(Cocc
t1/α
|ǫ|
)
, for −t/2 < ǫ < t/2;
0, otherwise,
(82)
where Cocc = 〈τ〉1/α/(2(bα| cos(πα/2)|)1/α) and Lα(x)
denotes the symmetric stable Le´vy Law with the index
of α, so the Fourier transform of Lα(x) is exp(−|k|α),
which is a special case of Lα,β(x); see Appendix C.
Since 0 < T+ < t, we find that −t/2 < ǫ < t/2. It
means that the order of ǫ can be as large as the obser-
vation time t. Hence to investigate the rare events, we
consider s is of the order of |k|. By inverting the Fourier
and Laplace transform, we find (see also [34])
fǫ(t, ǫ) ∼ αbα
tα|Γ(1− α)| ×
χ
(
2|ǫ|
t
)
, − t2 < ǫ < t2 ;
0, otherwise
(83)
with
χ(z) = θ(0 < z ≤ 1)z−1−α
(
1− α− 1
α
z
)
.
We see that tαfǫ(t, ǫ) does not depend on the exact shape
of φ(τ) besides the parameters α and bα. Further the
integral of Eq. (83) with respect to ǫ, in the range ǫ→ 0,
is divergent. Thus, fǫ(t, ǫ) is a non-normalized solution
since its behavior, at T+ → t/2, is non-integrable. See
the discussions and numerical examples in Ref. [34].
VIII. DISCUSSION
It is well known that when the averaged time interval
between renewal events diverges, i.e., 0 < α < 1, the
typical scale of the process is the measurement time and
so observables of interest scale with t. Hence the rare
fluctuations, and the far tails of the distributions of ob-
servables considered in this paper, have corrections when
the observable is of the order of t0. This leads to non-
normalized states which describe these rare events. The
opposite takes place when 1 < α < 2 namely when the
mean sojourn time is finite but the variance is diverging.
Here, we have a finite scale, but when observables like
B, F , Z or T+ become large, namely when they are of
the order of t, one naturally finds deviations from typi-
cal laws. Since the approximation in the far tail of the
distribution must match the typical fluctuations which
are described by fat tailed densities, we get by extension
non-normalized states.
The uniform approximation provided in the text (for
example Eq. (54) and the corresponding Fig. 11) bridges
between the typical and rare fluctuations. It is obtained
by matching the far tail distribution with its bulk fluc-
tuations. Technically we find unifrom approximation by
using exact theoretical results (see Eq. 34), an approxi-
mation where we take s → 0 (meaning t → ∞) leaving
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the second variable u (corresponding for example to F)
finite (see example Eq. (37)), and for special choice of
the waiting time PDF we can get the solution in terms
of infinite sums (for instance Eq. (62)). In principle the
uniform approximation can be used to calculate quanti-
fiers of the process like moments. However, it is much
simpler to classify observables based on their integrabil-
ity with respect to the non-normalized state, as is done
in infinite ergodic theory. In the case of integrable ob-
servables, we may use the non-normalized state for the
calculation of integrable expectations, some what similar
to the calculation averages observables from normalized
densities.
Importantly, the non-normalized states are not only a
tool with which we obtain moments. As we have demon-
strated both theoretically and numerically, they describe
the perfectly normalized probability density of the ob-
servables, when the latter are properly scaled with time
(see Fig. 5). Maybe the main achievement of this paper
is that we have obtained explicit solutions describing the
rare events and this we did with relatively simple tools.
It is rewarding that while the rare fluctuations are non-
universal, in the sense that they depend on the details
of the waiting time PDF, they can be obtained rather
generally. Further, as we have shown for the backward
and forward recurrence time, the density describing the
typical fluctuations for 1 < α < 2 Eq. (36), describes
the non-typical events for 0 < α < 1, all we need to do
is replace the finite mean waiting time with an effective
time dependent one; see Eq. (31).
As mentioned in the introduction the distribution of
the occupation time for Brownian motion and random
walks is the arcsine law, and the same holds for the back-
ward recurrence time (here α = 1/2). While analyzing
the rare events of these well known results, we see that
the large deviations for these two observables behave dif-
ferently (compare Fig. 9 with Fig. 16). For the back-
ward recurrence time B we have deviations from arcsine
law which differ for the case B ∝ t0 and B ∝ t (see
Fig. 9). The same symmetry breaking is not found for
the occupation time since by construction of the model
the probability to be in the up (+) and down (-) state
is the same (Fig. 16). It should be noted that we have
worked all along with a non-equilibrium process, in the
sense that the process started at time t = 0. Further,
for occupations time we assumed that initially we are ei-
ther in the up or down states with equal probability. In
an ongoing process, when the observation starts long af-
ter the start of the process, our results for the rare and
even for the typical fluctuations must be modified. For
example if we start the process at time −ta before the
process is observed at time t = 0 we expect aging effects
when 0 < α < 1. The effect of initial preparation on the
rare fluctuations is left for a future work, as well as the
connection of results presented here with the big jump
principle [17].
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Appendix A: Generation of Random Variables
When generating the random variables with the PDF
ℓα(ξ) or ξ
α−1Eα,α(−ξα) needed to simulate the renewal
process, the Monte Carlo statistical methods [52] are
used. Chambers et al. [53] showed how to obtain
a random variable drawn from the stable Le´vy distri-
bution with 0 < α < 1. Furthermore, Kozubowski
constructed the following structural representation of a
φ(ξ) = ξα−1Eα,α(−ξα) distributed random variable ξ as
[38]
ξ = ση1/α,
where σ is a random number from the exponential dis-
tribution with mean parameter 1, and η has the PDF
f(η) =
sin(πα)
απ(η2 + 2η cos(πα) + 1)
with 0 < α < 1 and η > 0.
Appendix B: The derivation of some important
formulas
Now we give a brief account on some main equations
used in the paper. Let us consider a process starting
at time t = 0 and define QN (t), which is the proba-
bility that the N -th event happens at time t = tN =
τ1 + τ2+, . . . ,+τN (see Fig. 1). Note that an important
relation between QN(t) and QN−1(t) is Eq. (9). Then
using the convolution theorem of Laplace transform and
Q1(τ) = φ(τ), it follows that
Q̂N (s) = φ̂
N (s). (B1)
Another important equality is the conditional probabil-
ity density of the forward recurrence time F given that
exactly N events occurred before time t, defined by
fN(t, F ) =
∫ t
0
QN (τ)φ(t − τ + F )dτ. (B2)
Note that the forward recurrence time is given by
fF (t, F ) =
∑∞
N=0 fN(t, F ), i.e., Eq. (25). The Laplace
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transform of fF (t, F ) with respect to t follows from the
shift theorem of Laplace transform and reads
f̂F (s, F ) =
1
1− φ̂(s)
exp(sF )
∫ ∞
F
φ(z) exp(−sz)dz.
Then, taking Laplace transform and using partial inte-
gration, lead to the final result Eq. (26).
Now, our aim is to obtain the PDF of the occupation
time. Let QN(t, T
+) be the PDF of the occupation time
just arriving at T+ at time t after finishing N steps.
Q±N (t, T
+) is
Q+N+2(t, T
+) =
∫ T+
0
∫ t
0
QN(t− τ − z, T+ − z)
× φ(z)φ(τ)dτdz + qδ(t)δ(t − T+)
(B3)
and
Q−N+2(t, T
+) =
∫ T+
0
∫ t
0
QN (t− τ − z, T+ − z)
× φ(z)φ(τ)dτdz + (1− q)δ(t)δ(T+),
(B4)
where ± in the superscript of Q±N+2(t, T+) means that
the initial state of the particle is ±. q is the probability
that the initial state is +, with 0 ≤ q ≤ 1. In double
Laplace space, representation of the above Eq. (B3) takes
an especially simple form
Q̂+N+2(s, u) =
q
1− φ̂(s+ u)φ̂(s)
. (B5)
Then the PDF fT+(t, T
+) is
fT+(t, T
+) =
∞∑
N=0
(
∫ t
0
∫ T+
0
Q+N (t− τ − z, T+ − z)
∫ ∞
z
φ(y)dydzdt
+
∫ t
0
∫ T+
0
Q+N (t− τ − z, T+ − z)φ(z)
∫ ∞
τ
φ(y)dydzdt
+
∫ t
0
∫ T+
0
Q−N (t− τ − z, T+ − z)φ(τ)
∫ ∞
z
φ(y)dydzdt
+
∫ t
0
Q−N (t− τ, T+)
∫ ∞
τ
φ(y)dydt
)
.
Taking double Laplace transform, summing the infinite
terms, and then from Eq. (B5) it follows that
f̂T+(s, u) =
u(1− q − qφ̂(s+ u))(1− φ̂(s))
s(s+ u)(1− φ̂(s)φ̂(s+ u))
+
s
s(s+ u)
.
(B6)
For q = 1/2, Eq. (B6) reduces to Eq. (70) and the corre-
sponding typical fluctuations are studied in Refs. [1, 28].
Appendix C: Some properties of Stable distribution
Now we discuss the series representation and the
asymptotic behavior of stable distribution Lα,β(x) [10,
26, 54]. The corresponding PDF Lα,β(x) is given by the
inverse Fourier transform
Lα,β(x) =
1
2π
∫ ∞
0
exp
(
−ikx−c|k|α
(
1+iβ
z
|z|h(z, α)
))
dk,
(C1)
where α, β, c are constants and
h(z, α) =

tan
(πα
2
)
, α 6= 1;
π
2
log(z), α = 1.
Especially, for β = 0 and c = 1, Eq. (C1) reduces to the
symmetric stable distribution Lα(x). For simplification
of analysis, let β = 1, α 6= 1, and c = − cos(πα/2),
Lα,1(x) =
1
2π
∫ ∞
−∞
exp(−ikx) exp[(ik)α]dk.
Expanding the integrand in the right hand side as a Tay-
lor series in x yields the convergent series
Lα,1(x) =
∞∑
n=0
(−1)n
απ(2n)!
Γ
(
2n+ 1
α
)
cos(g(n, α))x2n
−
∞∑
n=0
sign(x)(−1)nΓ(2n+2α )
πα(2n+ 1)!
× sin
(
g
(
n+
1
2
, α
))
x2n+1,
(C2)
where g(n, α) = (2n+1)π(1/2−1/α) and sign(x) = x/|x|
for |x| > 0 and zero otherwise. Especially, for x → 0,
Eq. (C2) reduces to
Lα,1(x) ∼
Γ( 1α )
απ
cos(g(0, α)),
which is a constant and strictly less than Lα(0) for α < 2.
Furthermore, the asymptotic behavior of Lα,1(x) is
Lα,1(x) ∼
∞∑
n=1
Γ(1 + αn) sin(αnπ)
2πn!|x|1+αn (−1 + sign(x)), (C3)
it implies that Lα,1(x) ∼ |x|−1−α/Γ(−α), being the same
as the left hand side of the tail of the symmetric Le´vy
stable distribution, for x→ −∞ and the tails of Lα,1(x)
are asymmetric with respect to x.
Appendix D: The calculation of q order moments for
forward recurrence time with α > 1
Using the calculated results of fF (t, F ), we study frac-
tional moments 〈F q〉. First, we obtain the low order
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moments with α > 1, i.e., q < α−1. Using Eqs. (36) and
(39), and utilizing integration by parts
〈F q〉 ∼ 1
(q + 1)〈τ〉
∫ ∞
0
F q+1φ(F )dF. (D1)
We notice that the right hand side of Eq. (D1) is a finite
number due to q−α < −1. Then, we discuss the case of
q > α− 1. According to Eq. (38)
〈F q〉 ∼ lim
z→0
∫ ∞
z
(F−α − (F + t)−α) bαF
q
|Γ(1 − α)|〈τ〉dF
∼ lim
z→0
bαz
1−α+q
|Γ(1− α)|〈τ〉(1 + q − α)
× F
(
α,−1 + α− q, α− q;− t
z
)
,
(D2)
where F (α, β, γ;x) is the hypergeometric function [55,
56], defined by
F (α, β, γ;x) = 1 +
∞∑
n=1
(α)n(β)n
(γ)n
xn
n!
(D3)
with (α)n = α(α + 1) . . . (α + k − 1). Note that the
asymptotic behavior of F (α, β, γ;−x) is
F (α, β, γ;−x) ∼ x−αΓ(β − α)Γ(γ)
Γ(β)Γ(γ − α) + x
−β Γ(α− β)Γ(γ)
Γ(α)Γ(γ − β)
(D4)
with x > 0. Using Eq. (D4), the dominant term of
Eq. (D2) gives
〈F q〉 ∼ bαΓ(1 + q)Γ(α− q)|Γ(1− α)|〈τ〉(1 + q − α)Γ(α) t
1−α+q, (D5)
keep in mind that substituting uniform approximation
Eq. (37) into Eq. (39) yields the same result as Eq. (D5).
In the particular case q = 1, we have 〈F 〉 ∼ t2−α. Be-
sides, when q > α, as expected 〈F q〉 diverges.
Appendix E: q order moments with α < 1
We now study the fractional moments of B. Note that
Bq with q > α, are non-integrable with respect to the
non-normalized density Eq. (43). We find that the frac-
tional moments of B are governed by the typical fluctu-
ations Eq. (50), namely
〈Bq〉 =
∫ ∞
0
BqfB(B, t)dB
∼ sin(πα)Γ(α)Γ(1 − α+ q)
πΓ(1 + q)
tq.
(E1)
We check this result in the following: for a natural num-
ber q, expanding Eq. (41) as a Taylor series in u, and per-
forming the inverse Laplace transform term by term, we
obtain the corresponding moments, which are the same
as Eq. (E1).
Let us consider another interesting observable, i.e., the
moments of N . Using Eqs. (14) and (39)
〈N q〉 ∼
∫ ∞
0
tN q
αN1+1/αb
1/α
α
ℓα
( t
(Nbα)1/α
)
dN
=
∫∞
0
ξ−αqℓα(ξ)dξ
(bα)q
tαq.
(E2)
In the particular case q → 0, the normalized condition is
found, namely, 〈N0〉 = 1.
To summarize, if α < 1, then for all observables in this
paper, i.e., N,F,B, Z, and T+, the moments (if they
exist) are obtained by the PDF describing the typical
fluctuations. Note that for F and Z, high order (q >
α) moments diverge. One may wonder in what sense is
Eq. (43) an infinite density? For that we consider the
observable Θ(B1 < B < B2) with B1, B2 ≪ t, where
Θ(B1 < B < B2) is one if the condition holds. Then
〈Θ(B1 < B < B2)〉 =
∫ ∞
0
Θ(B1 < B < B2)fB(t, B)dB
∼ 1〈τ∗〉
∫ B2
B1
∫ ∞
B
φ(y)dydB,
where 〈τ∗〉, defined below Eq. (31), is the effective av-
erage waiting time. In other words, the observable
Θ(B1 < B < θ2) is integrable with respect to the non-
normalized density, and hence the latter is used for the
calculation of the average Θ(B1 < B < θ2).
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