Abstract: This work suggests a theoretical principle about the oscillation signal decomposition, which is based on the requirement of a pure oscillation component, in which the mean zero is extracted from the signal. Using this principle, the validity and robustness of the empirical mode decomposition (EMD) method are first proved mathematically. This work also presents a modified version of EMD by the interpolation solution, which is able to improve the frequency decomposition of the signal. The result shows that it can provide a primary theoretical basis for the development of EMD. The simulation signal verifies the effectiveness of the EMD algorithm. At the same time, compared with the existing denoising algorithm, it has achieved good results in the denoising of rolling bearing fault signals. It contributes to the development and improvement of adaptive signal processing theory in the field of fault diagnosis. It provides practical value research results for the rapid development of adaptive technology in the field of fault diagnosis.
Introduction
The empirical mode decomposition (EMD) method, also called as Huang transform, was firstly suggested by Huang et al. in 1998 [1] . It treats the signals as "fast oscillations superimposed on slow oscillations" [2] , which can be decomposed into a set of simple and intrinsic oscillations in a specific way on a dynamic feature time scale without the need for a priori system information. This decomposition based on the local characteristic time scale of the data is adaptive and efficient so that it becomes suitable for nonlinear and non-stationary processes [3] , producing a set of so-called intrinsic mode functions (IMFs). Combing with the Hilbert transform to the so-called Hilbert-Huang transform, it has been tested in many applications [4] , such as system identification problems [5] [6] [7] [8] , damage detection, and health monitoring [9] [10] [11] [12] .
Although a number of applications have shown the validity and robustness of EMD, it is well known that the method lacks a reliable theoretical framework that will allow for convergence proofs and direct methods for system optimization [13] . So far, EMD research has been realized in two different ways, drastically modifying the sifting procedure or empirically defined configurations.
Deléchelle et al. [14] proposed an analysis method for sifting process based on Partial Differential Equation (PDE) and demonstrated its practicability by means of several synthetic signals. Following this work, they extended the PDE-based method, proposed a new spectral method which estimated the mean-envelope of a signal [15] , and proved its powerful function in the case of complex signals such as chaotic time series. Rilling and Flandrin [16] carried out a study of the two-tones separation problem by EMD. They found that EMD, depending on the frequency ratio and the amplitude, can distinguish its behaviors into three different domains. The two components are separated and correctly identified, and the two components are considered as a single waveform and perform other operations. Feldman [17] r(t)dt = r o (t k+2 ) − r o (t k ) (2) where r o (t) is the original function of r(t), that is, r o (t) = r(t). Obviously, r o (t) is a real-valued function defined on interval [t k , t k + 2 ], and differentiable at every point on the interval, with continuity and a finite value of its derivative. According to the Lagrange differential theorem of mean, it is known that there is at least one point t l between t k and t k + 2 to make R(t k+2 ) − R(t k ) = (t k+2 − t k )R (t l ) = (t k+2 − t k )r(t l )
Thus, Equation (2) In order to introduce the values of extrema at four point tk, tk + 1, tk + 2, and tk + 3, one can use the following approximate relations 
In Equation (8) , ∆txk and ∆txk + 3 are approximate to two integrals of this equation, as shown in Figure 2 . There are two shadow areas caused by this approximation. If they are almost equal to each other, such approximation is very good due to their difference considered here. Similarly, Equation (9) is also a good approximation when the other two areas in the integral calculation almost keep the same value. In Equation (10) , the relevant two integrals have the same initial point, except for different end points. Both of them represent the integral means over their individual intervals with slight differences, and thus this equation should be a good approximation. Additionally, tm − tl approximated by 2 ∆t can be derived from the same step of movement for these two time points as that of their corresponding intervals. In order to introduce the values of extrema at four point t k , t k + 1 , t k + 2 , and t k + 3 , one can use the following approximate relations x(t)dt (10) t m − t l ≈ 2∆t.
In Equation (8) , ∆tx k and ∆tx k + 3 are approximate to two integrals of this equation, as shown in Figure 2 . There are two shadow areas caused by this approximation. If they are almost equal to each other, such approximation is very good due to their difference considered here. Similarly, Equation (9) is also a good approximation when the other two areas in the integral calculation almost keep the same value. In Equation (10), the relevant two integrals have the same initial point, except for different end points. Both of them represent the integral means over their individual intervals with slight differences, and thus this equation should be a good approximation. Additionally, t m − t l approximated by 2 ∆t can be derived from the same step of movement for these two time points as that of their corresponding intervals. In order to introduce the values of extrema at four point tk, tk + 1, tk + 2, and tk + 3, one can use the following approximate relations 
In Equation (8) , ∆txk and ∆txk + 3 are approximate to two integrals of this equation, as shown in Figure 2 . There are two shadow areas caused by this approximation. If they are almost equal to each other, such approximation is very good due to their difference considered here. Similarly, Equation (9) is also a good approximation when the other two areas in the integral calculation almost keep the same value. In Equation (10), the relevant two integrals have the same initial point, except for different end points. Both of them represent the integral means over their individual intervals with slight differences, and thus this equation should be a good approximation. Additionally, tm − tl approximated by 2 ∆t can be derived from the same step of movement for these two time points as that of their corresponding intervals. With consideration of these approximate relations from Equations (8) to (11) , subtracting Equation (7) divided by (t k + 3 − t k + 1 ) and Equation (6) divided by (t k + 2 − t k ), after simplifying, yields
In Equation (12) , the term on the left-hand side is approximate to the differential of r(t) with respect to time t, and the first and the second terms on the right-hand side are, respectively, to the differential of the curve x max (t) between two local maxima and that of the curve x min (t) between two local minima. With due regard to the behavior of r(t), x max (t) and x min (t) uniformly varying with time over the interval [t k , t k + 3 ], one has
Finally, one obtains
This equation shows that the trend r(t) in the decomposition expression (1) can be determined approximately by the mean of curves x max (t) and x min (t) generated by local maxima of the signal and local minima, respectively. Through Equation (1), the oscillation component c(t) can be computed so as to realize the decomposition of oscillation signal.
Basic Steps
(1) Consider an oscillation signal x(t) varying with time t and take the piece of this signal as a signal analyzed. Assuming that this signal is composed of a pure oscillation component c(t) of proper rotation, with mean zero and a residual term (the trend or the baseline signal) r(t), Equation (1) follows. (2) Since c(t) integral in the interval of two local maxima (or minima) points t k and t k + 2 should be equal to zero. Equation (1) can be transformed into Equation (2) . (3) According to the Lagrange differential theorem of mean, it is known that there is at least one point t l between t k and t k + 2 to make Equation (3). Thus, Equation (2) can be rewritten as Equation (4) .It can be derived that there is a point t m between t k + 1 and t k + 3 to make Equation (5). (4) Choosing a point C located at the central point from t k to t k + 1 , it can derive new relations from Equations (4) and (5). Equations (6) and (7) follow. (5) Where ∆t = (t k + 1 − t k )/2. (6) With consideration of these approximate relations from Equations (8) to (11) , after simplifying, this yields Equation (12) . (7) In Equation (12) , the term on the left-hand side is approximate to the differential of r(t) with respect to time t, and the first and the second terms on the right-hand side. To the differential of the curve x max (t) between two local maxima and that of the curve x min (t) between two local minima. With due regard to the behavior of r(t), x max (t), and x min (t) uniformly varying with time over the interval [t k , t k + 3 ], one has Equation (13) . (8) Finally, the component as in Equation (14) is obtained.
Characteristics of EMD Algorithm
The EMD algorithm, for a given signal x(t), generally contains following five steps or contents:
(1) The successive extrema of x(t) are firstly identified, then the local maxima are connected by a cubic spline as the upper envelope, and the local minima are similarly connected as the lower envelope. (2) These two envelopes are used to calculate the mean as a function of time designated as m 1 (t).
(3) The difference h 1 (t) between the signal x(t) and the mean m 1 (t) is calculated by the relation h 1 (t) = x(t) − m 1 (t), which can be regarded as the primary description of the first IMF. (4) To determine the first IMF more accurately, h 1 (t) is treated as a new signal, its upper and lower envelopes, and their new mean m 2 (t) are calculated, and a new difference h 2 (t) = h 1 (t) − m 2 (t) is determined. This h 2 (t) is again treated as a new signal, and the process, referred to as iteration, is repeated many times designated by k until a stopping criterion satisfies. h k (t) is the first IMF, designated by H 1 (t). (5) The first residue d 1 (t) = x(t) − H 1 (t) is analyzed by the same steps (1)-(4) to obtain the second IMF H 2 (t). This sifting process continues until the last residue shows no apparent variation.
Primary Description of the First IMF
In the EMD algorithm, the primary description of the first IMF is involved with the first three steps. It can be seen that two envelopes used to calculate the mean m 1 (t) correspond essentially to x max (t) and x min (t) in Equation (14) , and the mean m 1 (t) is equal to the function r(t). Therefore, the theoretical principle of oscillation signal decomposition suggested above provides a theoretical basis available for the analysis of EMD.
It is noted to mention that, in deriving Equation (14), except for the assumption of x max (t) and x min (t) uniformly and continuously varying with time over the interval [t k , t k + 4 ], there are no other special requirements introduced. Obviously, these links can exclude the choice of straight lines due to the smooth property of r(t). Consequently, all nonlinear expressions should be appropriate for the links between the nearest maxima or between the nearest minima only if they meet the requirement of varying with time uniformly and smoothly, which can explain this phenomenon that it is very difficult to agree in the best implementation for so many studies.
Iteration and Sifting Process
Because primary description of the first IMF cannot determine the first IMF more accurately, it is necessary to operate the iteration calculation by following the step (4). In fact, the decomposition relation of Equation (14) is just an approximate expression. An important question is whether the EMD algorithm based on the suggested theoretical principle of oscillation signal decomposition can reach the decomposition result described by Equation (1) through the iteration process.
Up to this date, there has not been a direct convergence proof of the iteration process, even though using trigonometric interpolation, instead of cubic splines, in the extraction process, shows a good convergence [22] . Worthy of note, the primary description of the first IMF generally indicates the extrema positions of the oscillation component c(t) searched further, which should be very useful information for the convergence proof of the iteration process.
The primary description of the first IMF can be expressed as c (0) (t). Assuming that the extrema positions of c (0) (t) represent the real extrema positions of the oscillation component c(t), and taking one of them as the point analyzed at which the extremum is M a and the value of another curve linking the maxima or minima is M b , may yield, after the first iteration, that the corresponding mean (or trend) r (1) can be calculated by means of Equation (14) and expressed as
The value of oscillation component c (1) is calculated through Equation (1), given by
After the second iteration, the mean r (2) and the oscillation value c (2) are given by
where M (1) b is the value of the curve linking the other two neighbor extrema at the position of previous extremum considered. After the third iteration, the mean r (2) and the oscillation value c (2) are given by
where M (2) b is the value of the curve linking the other two neighbor extrema. After the jth iteration, one has
b , and Equation (19) can be rewritten as
When j→∞, one has r (j) →0. This result can be derived from any one of the extrema positions of c (0) (t). Since the function r(t) varies monotonically on most of the intervals between two neighbor extrema, it can be seen that r (j) →0 at all extrema means that the approximate function r(t) calculated by Equation (14), after many iterations, tends to zero at every time point, that is
This result shows that the EMD algorithm has good robustness. After the oscillation component c(t) is extracted from the original signal, the remaining content, the trend r(t) may still represent an oscillation signal. At this time, it is necessary for a complete decomposition to run a sifting process to get the other oscillation components until the last remaining content shows no apparent variation.
So, when the frequencies of the two signals are close to twice the range, the EMD method does not separate the two signals well.
Analysis and Discussion
For a long time, the method of EMD has been faced with the difficulty of being essentially defined by an algorithm, and therefore of not admitting an analytical formulation which would allow for a theoretical analysis and performance evaluation. To this end, a better understanding of this method is presented by the suggested theoretical principle of oscillation signal decomposition as follows.
Interpolation
Interpolation in EMD is concerned with two problems of the best spline implementation and the optimum positions of the interpolation points. It can be seen from the construction of the theoretical principle that there is essentially not a best spline implementation. However, the upper envelope or the lower envelope shooting the inner signal may seriously spoil the requirement that the link line between the nearest two minima or maxima varies with time uniformly and smoothly, and so does that bulging away from the signal. When signals with different characteristics are analyzed, different spline implementations can be chosen and the same result can be obtained only if the condition of uniform and smooth variation between two nearest local minima or maxima is satisfied. In order to meet the condition more effectively, x max (t) and x min (t) had best to monotonically vary with time on the intervals between two nearest maxima or minima [23] .
The positions of the interpolation points can cause the approximation degree of Equations (8) and (9). If the extrema are set to the most proper positions, the decomposition performance of EDM is able to be much improved [13] . However, on the basis of the suggested theoretical principle, it has not been found an available way for the detection of the optimum positions of the interpolation points.
Frequency Resolving Ability
Whether in determining the upper envelope or the lower envelope, at least three corresponding local extrema points are used, which shows that the oscillation component can be extracted, in the case of the total number of extrema more than six, from the piece of signal. It is well known that three extrema cover a periodic time of the oscillation. This is to say, the theoretical limit that the EMD can accurately distinguish the difference between two oscillation components is the periodical difference more than two times or less than half of a time, or the frequency ratio up to 2 or less than 0.5. This should be a common knowledge related to the method of EMD. However, some investigations found that the actual separable range occurs between two oscillation components with frequency ratio larger than 1/0.6 and less than 0.6 [16, 17, 24] .
In fact, Equation (14) shows that four successive extrema can only provide the information of r(t) on the interval between t l and t m . This interval is not sure to cover the periodic time of the oscillation component, an interval with three successive local extrema of the signal. Thus, it is necessary to add the piece of signal up to next extremum into the signal analyzed. That is to say, decomposing the oscillation component described by three extrema requires the piece of signal, at least, with five extrema. It shows that the theoretical limit of frequency resolving ability of EMD is just the frequency ratio larger than 1/0.6 and less than 0.6, while the frequency ratio more than 2 or less than 0.5 should be its optimum frequency resolving ability. To break through this theoretical limit, a number of approaches have been made so far, all showing their advantage in reducing the so-call mode mixing [3, 18, 20, 21] . Unfortunately, evidence provided by the suggested theoretical principle has led to fruitless efforts, essentially, that the EMD is modified under the present framework.
When the extrema considered in Figure 1 are expanded to point x k+4 , a relation similar to Equations (4) or (5) on the interval [x k + 2 , x k + 4 ] can be added as
where t n is a point in the interval (x k+2 , x k+4 ). Generally, one has, t l < t m < t n . It can be found that the data set {(t l , r(t l )); (t m , r(t m )); (t n , r(t n )} provides interpolation points for the solution of r(t) by means of the spline implementation. Since only five local extrema points are used, the interpolation solution makes the frequency resolving ability increase to the range of the frequency ratio larger than 5/3 and less than 3/5, which just corresponds to the actual limitation of the EMD. However, t l , t m and t n are unknown to operate this decomposition. The method of EMD makes full use of the information associated with extrema of the signal and coincidently avoids the difficulty to determine parameters t l , t m and t n at the cost of lowering its frequency resolving ability.
In the interpolation solution, each time point such as t l , t m , and t n can roughly be taken as the centre of its corresponding time interval. Figure 3 presents the decomposition results of two digital simulation signals with two components. One simulation signal has frequency ratio 3, and another 1.4. Comparing with the results obtained by the EMD, one can see that results from the interpolation solution are not better than those from the EMD for lack of optimal interpolation time estimates, but the former can obviously increase the frequency-resolving ability of oscillation signal decomposition, which should indicate a developing direction for reducing the mode mixing of EMD. 
Assumption and Approximation in the Theoretical Principle
Once there are several tl on the interval (xk, xk + 2), tm on (xk + 1, xk + 3), or tn on (xk + 2, xk + 4) (impossible for all of them to occur simultaneously), Equations (12) and (13) simultaneously turn the exact relations into approximate expressions, which means that the central point of several tl , tn, or tm, or any one of them can also work well. Since the interval considered moves by a step of a half wave length, this relationship tl < tm < tn is always following. Examples of interpolation solution decomposition, as shown in Figure 3 , illustrate that tl, tm, and tn should be located near the centre of their corresponding intervals. Affirmatively, more than one tl, tm, or tn will have influence on the effect of interpolation solution decomposition, but have little on the EMD.
Equation (12) is associated with several approximate relations given by Equations (8) to (11) . Since they are easily accepted in applications to present reasonable approximate expressions, Equation (13) is derived. Frankly, only when xmax(t), xmin(t), and r(t) are very close to straight lines over the interval (tl, tm), can the approximation involved in this equation be correct. The upper envelope generated by local maxima of a signal and the lower one by local minima can be controlled properly to describe the link between two nearest maxima or minima close to a straight line. Naturally, r(t) close to a straight line can be regarded. One cannot adopt the assumption that the segments of two envelopes between two nearest maxima and minima are straight lines, because straight lines cannot cover the signal well and also cannot portrait its property smoothly varying with time. In view of this, Equation (13) is an inevitable inference drawn from Equation (12) .
The robustness of the EMD algorithm shows that whether any assumption or simplification is introduced into the relation of Equation (14), a satisfactory decomposition effect can be obtained if the primary description of the first IMF, calculated by the result from this relation, has correct characteristic information. This characteristic information completely depends on its time locations of the local extrema. Iteration process is essentially to remove errors caused by the approximation express of Equation (14) by means of the constraints between neighbor waves.
Bearing Fault Data Analysis
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Bearing Fault Data Analysis
In order to further verify the adaptive advantages of the empirical mode decomposition algorithm, this experiment will analyze the bearing fault data. The experimental data comes from the Case Fault Database of Case Western Reserve University [25] . The fault signal of the inner ring of the drive end is selected to analyze the feature of the EMD method, and compared with the application effect of the wavelet method. Specific experimental procedures are detailed in References [26] [27] [28] . The experimental conditions are as follows: the drive end bearing adopts 6205-2RS JEM SKF deep groove ball bearing, EDM bearing single point damage, the damage diameter is 0.1778 mm, the motor speed is 1748 r/min, the sampling frequency is 12 KHz, the sampling time is 0.25 s (107.dat). The inner ring fault frequency can be theoretically calculated to be 157.8 Hz. The time domain waveform of the measured signal is shown in Figure 4 . The spectrum of the waveform shown in Figure 4 is shown in Figure 5 . drive end is selected to analyze the feature of the EMD method, and compared with the application effect of the wavelet method. Specific experimental procedures are detailed in References [26] [27] [28] . The experimental conditions are as follows: the drive end bearing adopts 6205-2RS JEM SKF deep groove ball bearing, EDM bearing single point damage, the damage diameter is 0.1778 mm, the motor speed is 1748 r/min, the sampling frequency is 12 KHz, the sampling time is 0.25 s (107.dat). The inner ring fault frequency can be theoretically calculated to be 157.8 Hz. The time domain waveform of the measured signal is shown in Figure 4 . The spectrum of the waveform shown in Figure 4 is shown in Figure 5 . As shown in Figure 5 that the bearing inner ring produces localized periodic characteristics of the disturbing vibration signal, and there are a large number of peak groups in the low frequency part of the spectrum, so the bearing failure type cannot be judged.
In order to better analyze the characteristics of the EMD method, the bearing inner ring fault signal shown in Figure 4 is decomposed by EMD and wavelet respectively, and the results are shown in Figures 6 and 7 .
It can be seen from Figures 6 and 7 that the EMD method only decomposes and obtains 7 IMF components, while the wavelet method decomposes to obtain 11 IMF components, and the 11 IMF components have redundant components. The main reason for this situation is that the wavelet method itself is not adaptive, its decomposition process is largely affected by the wavelet basis, and the EMD algorithm has a high degree of adaptive characteristics, which can be completely decomposed according to the characteristics of the signal itself.
The instantaneous frequency distribution of the first six natural modal components obtained by EMD and wavelet decomposition is shown in Figures 8 and 9 . It can be known that the instantaneous frequency distribution of the first six natural modal components obtained by EMD decomposition has no obvious frequency crossover and aliasing. The instantaneous frequency distribution of the first six modal components obtained by wavelet decomposition has extremely obvious frequency crossover and aliasing. In other words, the EMD method better solves the pattern aliasing problem. drive end is selected to analyze the feature of the EMD method, and compared with the application effect of the wavelet method. Specific experimental procedures are detailed in References [26] [27] [28] . The experimental conditions are as follows: the drive end bearing adopts 6205-2RS JEM SKF deep groove ball bearing, EDM bearing single point damage, the damage diameter is 0.1778 mm, the motor speed is 1748 r/min, the sampling frequency is 12 KHz, the sampling time is 0.25 s (107.dat). The inner ring fault frequency can be theoretically calculated to be 157.8 Hz. The time domain waveform of the measured signal is shown in Figure 4 . The spectrum of the waveform shown in Figure 4 is shown in Figure 5 . As shown in Figure 5 that the bearing inner ring produces localized periodic characteristics of the disturbing vibration signal, and there are a large number of peak groups in the low frequency part of the spectrum, so the bearing failure type cannot be judged.
The instantaneous frequency distribution of the first six natural modal components obtained by EMD and wavelet decomposition is shown in Figures 8 and 9 . It can be known that the instantaneous frequency distribution of the first six natural modal components obtained by EMD decomposition has no obvious frequency crossover and aliasing. The instantaneous frequency distribution of the first six modal components obtained by wavelet decomposition has extremely obvious frequency crossover and aliasing. In other words, the EMD method better solves the pattern aliasing problem. As shown in Figure 5 that the bearing inner ring produces localized periodic characteristics of the disturbing vibration signal, and there are a large number of peak groups in the low frequency part of the spectrum, so the bearing failure type cannot be judged.
The instantaneous frequency distribution of the first six natural modal components obtained by EMD and wavelet decomposition is shown in Figures 8 and 9 . It can be known that the instantaneous frequency distribution of the first six natural modal components obtained by EMD decomposition has no obvious frequency crossover and aliasing. The instantaneous frequency distribution of the first six modal components obtained by wavelet decomposition has extremely obvious frequency crossover and aliasing. In other words, the EMD method better solves the pattern aliasing problem. In order to further reflect the adaptability and superiority of the EMD method, the fault feature frequency extraction capabilities of the wavelet and EMD methods are compared. The FFT operation is performed on the relevant modal components obtained by the above two methods, and the results are shown in Figures 10 and 11 . It can be seen from Figure 10 that after the inner ring signal of the above rolling bearing is decomposed by wavelet, the fault frequency appears in two adjacent modal components of IMF5 and IMF6, and the amplitude is large, and the modal aliasing phenomenon is serious. It has a great interference to the accurate extraction of the inner ring fault vibration signal characteristics. It can be seen from Figure 11 that after the inner circle signal is decomposed by the EMD. The fault frequency can only be found in the IMF4 component, and the interference frequency is small. It can be clearly seen that its peak value should be the inner loop fault characteristic frequency, which is about 156 Hz (subject to the actual environment, it may be slightly different from the theoretical value). It can be known from the above analysis that the fault characteristic frequency extraction ability of the EMD method is strong, and it can be effectively applied to the feature extraction analysis of the inner ring fault of the rolling bearing. In order to further reflect the adaptability and superiority of the EMD method, the fault feature frequency extraction capabilities of the wavelet and EMD methods are compared. The FFT operation is performed on the relevant modal components obtained by the above two methods, and the results are shown in Figures 10 and 11 . It can be seen from Figure 10 that after the inner ring signal of the above rolling bearing is decomposed by wavelet, the fault frequency appears in two adjacent modal components of IMF5 and IMF6, and the amplitude is large, and the modal aliasing phenomenon is serious. It has a great interference to the accurate extraction of the inner ring fault vibration signal characteristics. It can be seen from Figure 11 that after the inner circle signal is decomposed by the EMD. The fault frequency can only be found in the IMF4 component, and the interference frequency is small. It can be clearly seen that its peak value should be the inner loop fault characteristic frequency, which is about 156 Hz (subject to the actual environment, it may be slightly different from the theoretical value). It can be known from the above analysis that the fault characteristic frequency extraction ability of the EMD method is strong, and it can be effectively applied to the feature extraction analysis of the inner ring fault of the rolling bearing. Instantaneous frequency distribution of component parts obtained by wavelet method decomposition.
In order to further reflect the adaptability and superiority of the EMD method, the fault feature frequency extraction capabilities of the wavelet and EMD methods are compared. The FFT operation is performed on the relevant modal components obtained by the above two methods, and the results are shown in Figures 10 and 11 . It can be seen from Figure 10 that after the inner ring signal of the above rolling bearing is decomposed by wavelet, the fault frequency appears in two adjacent modal components of IMF5 and IMF6, and the amplitude is large, and the modal aliasing phenomenon is serious. It has a great interference to the accurate extraction of the inner ring fault vibration signal characteristics. It can be seen from Figure 11 that after the inner circle signal is decomposed by the EMD. The fault frequency can only be found in the IMF4 component, and the interference frequency is small. It can be clearly seen that its peak value should be the inner loop fault characteristic frequency, which is about 156 Hz (subject to the actual environment, it may be slightly different from the theoretical value). It can be known from the above analysis that the fault characteristic frequency extraction ability of the EMD method is strong, and it can be effectively applied to the feature extraction analysis of the inner ring fault of the rolling bearing. Although the wavelet method does not accurately find the fault frequency, it probably determines the range of the fault frequency. This is the effect of the EMD method and the wavelet method on the decomposition of the vibration data. In order to compare with the traditional FFT method, the data used in this experiment is analyzed by FFT, and the results are shown in Figure 12 . It can be seen from Figure 12 that the frequency spectrum of the inner ring signal obtained by the FFT transform cannot find the fault frequency of the inner loop signal. It is even more difficult to accurately obtain the specific value of the fault signal frequency. It can also be seen that there is a certain gap between the FFT method and the smaller wave method, and there is a larger gap than the EMD.
Although the wavelet method does not accurately find the fault frequency, it probably determines the range of the fault frequency. This is the effect of the EMD method and the wavelet method on the decomposition of the vibration data. In order to compare with the traditional FFT method, the data used in this experiment is analyzed by FFT, and the results are shown in Figure 12 . It can be seen from Figure 12 that the frequency spectrum of the inner ring signal obtained by the FFT transform cannot find the fault frequency of the inner loop signal. It is even more difficult to accurately obtain the specific value of the fault signal frequency. It can also be seen that there is a certain gap between the FFT method and the smaller wave method, and there is a larger gap than the EMD. At the same time, in order to further verify the effectiveness and reliability of the EMD method for noise-containing fault signal processing, random noise is added to the inner-circle fault signal in this experiment, as shown in Figure 13 . The wavelet signal and the EMD method are used to denoise the noisy signal of Figure 13 , and the results are shown in Figures 14 and 15 . It can be seen from Figures 14 and 15 that the EMD method can better eliminate noise, and although the wavelet method also eliminates part of the noise, there is still significant noise information. The signal-to-noise ratio and root mean square error after noise removal by the two methods are shown in Table 1 . It can be seen that the signal denoised by the EMD method, whether it is the signal-to-noise ratio or the root mean square error, is more advantageous than the signal after the wavelet method is denoised. At the same time, the computational efficiency of the EMD method is higher than that of the FFT method and the wavelet method. This is because the IMF component obtained by EMD decomposition is more favorable for later analysis. At the same time, in order to further verify the effectiveness and reliability of the EMD method for noise-containing fault signal processing, random noise is added to the inner-circle fault signal in this experiment, as shown in Figure 13 . The wavelet signal and the EMD method are used to denoise the noisy signal of Figure 13 , and the results are shown in Figures 14 and 15 . It can be seen from Figures 14 and 15 that the EMD method can better eliminate noise, and although the wavelet method also eliminates part of the noise, there is still significant noise information. The signal-to-noise ratio and root mean square error after noise removal by the two methods are shown in Table 1 . It can be seen that the signal denoised by the EMD method, whether it is the signal-to-noise ratio or the root mean square error, is more advantageous than the signal after the wavelet method is denoised. At the same time, the computational efficiency of the EMD method is higher than that of the FFT method and the wavelet method. This is because the IMF component obtained by EMD decomposition is more favorable for later analysis. Although the wavelet method does not accurately find the fault frequency, it probably determines the range of the fault frequency. This is the effect of the EMD method and the wavelet method on the decomposition of the vibration data. In order to compare with the traditional FFT method, the data used in this experiment is analyzed by FFT, and the results are shown in Figure 12 . It can be seen from Figure 12 that the frequency spectrum of the inner ring signal obtained by the FFT transform cannot find the fault frequency of the inner loop signal. It is even more difficult to accurately obtain the specific value of the fault signal frequency. It can also be seen that there is a certain gap between the FFT method and the smaller wave method, and there is a larger gap than the EMD. At the same time, in order to further verify the effectiveness and reliability of the EMD method for noise-containing fault signal processing, random noise is added to the inner-circle fault signal in this experiment, as shown in Figure 13 . The wavelet signal and the EMD method are used to denoise the noisy signal of Figure 13 , and the results are shown in Figures 14 and 15 . It can be seen from Figures 14 and 15 that the EMD method can better eliminate noise, and although the wavelet method also eliminates part of the noise, there is still significant noise information. The signal-to-noise ratio and root mean square error after noise removal by the two methods are shown in Table 1 . It can be seen that the signal denoised by the EMD method, whether it is the signal-to-noise ratio or the root mean square error, is more advantageous than the signal after the wavelet method is denoised. At the same time, the computational efficiency of the EMD method is higher than that of the FFT method and the wavelet method. This is because the IMF component obtained by EMD decomposition is more favorable for later analysis. 
Conclusions
This work firstly presents a mathematical proof for the validity and robustness of the method of EMD, which may provide a primary theoretical framework available for the development of EMD.
A piece of oscillation signal with four local extrema is considered, and a theoretical principle of the oscillation signal decomposition is suggested, based on the requirement of a pure oscillation component with mean zero extracted from it. Through some approximations, the general calculation formula used in the EMD algorithm is derived. The trend in the decomposition expression can be determined approximately by the mean of two curves generated by local maxima of the signal and local minima, respectively. It seems that all nonlinear expressions should be appropriate for the links between the nearest maxima or minima, if they meet the requirement varying with time uniformly and smoothly. When the extrema are set to the most proper positions, the decomposition performance of EMD is able to be much improved According to the movement of any one local extremum point involved in the primary description of the first IMF in the iteration process, it can be found that the residual tends to zero with the increase of iteration times. With consideration of the property of the trend function varying monotonically over the interval between almost all of two nearest neighbor extrema, the convergence of iteration process is demonstrated exactly. This result shows that the EMD algorithm has good robustness.
Simulation experiments show that the proposed method has good adaptive characteristics and high resolution. At the same time, for the noise-carrying rolling bearing signal, the EMD method and the wavelet method are used to denoise respectively, and the EMD method smaller wave method has better denoising effect. The example analysis results of the fault vibration signal of the inner ring of rolling bearing show that the correlation coefficient of each modal component in the result of 
Simulation experiments show that the proposed method has good adaptive characteristics and high resolution. At the same time, for the noise-carrying rolling bearing signal, the EMD method and the wavelet method are used to denoise respectively, and the EMD method smaller wave method has better denoising effect. The example analysis results of the fault vibration signal of the inner ring of rolling bearing show that the correlation coefficient of each modal component in the result of decomposition by this method is high. Compared with the wavelet method, the method extracts the effective diagnostic information and feature information hidden in the fault vibration signal of the inner ring of the complex bearing, which highlights the fault frequency of the inner ring of the bearing. The EMD method and the wavelet method can obtain the fault signal frequency information more than the traditional FFT method.
The suggested theoretical principle of the oscillation signal decomposition proposes the possibility for constructing a modified version of EMD through the interpolation solution, to improve the frequency resolving ability. However, it is an unsolvable problem to properly determine some time parameters in each periodical oscillation starting at any one extremum point. The method of EMD makes full use of the information associated with extrema of the signal and coincidently avoids this difficulty at the cost of lowering its frequency resolving ability. The decomposition test of two simulation signals, composed by two oscillation components with frequency ratio 3 and 1.4, shows that results from the interpolation solution are not certainly better than those from the EMD due to lack of optimal interpolation time estimates, but the former can obviously increase the frequency resolving ability of oscillation signal decomposition, which should indicate a developing direction for reducing the mode mixing effect of EMD. Additionally, some approximations in deriving the general calculation formula used in the EMD algorithm are briefly analyzed and discussed. Funding: This work received no specific grant from any funding agency in the public, commercial, or not-forprofit sectors.
