Color object recognition methods that are based on image retrieval algorithms can handle changes of illumination via image normalization, e.g. simple color-channel-normalization1 or by forming a doubly-stochastic image matrix.2 However these methods fail if the object sought is surrounded by clutter. Rather than directly trying to find the target, a viable approach is to grow a small number of feature regions called locales.3 These are defined as a nondisjoint coarse localization based on image tiles. In this paper, locales are grown based on chromaticity, which is more insensitive to illumination change than is color. Using a diagonal model of illumination change, a least-squares optimization on chromaticity recovers the best set of diagonal coefficients for candidate assignments from model to test locales stored in a database. If locale centroids are also stored then, adapting a displacement model to include model locale weights, transformed pose and scale can be recovered. Tests on databases of real images show promising results for object query.
INTRODUCTION
Illumination change presents a difficult challenge for image indexing schemes. Swain and Ballard drew attention to this problem in their seminal work4 and subsequent work has focused on image normalization schemes as a mechanism for addressing this problem: after all, it would not be too unusual to imagine that a target image in an image database happened to be shot under different lighting than that used to capture the model image. Keyframes in a video might also be subject to such a difficulty, relative to models acquired under different lighting.
Here we are interested in the "search by object model" paradigm. 3 The idea is that a user would select a particular model to search for in a library of images or videos -"I remember the instructor waved this book, but where is the video for that lecture?"
Thus we are interested in another challenge for image indexing: the problem of clutter. Image normalization schemes do not address clutter, but instead focus on whole images. In Ref. 2 , the most successful such method to date, Finlayson et al. transform each image into a doubly-stochastic matrix by normalizing iteratively across rows and down columns, viewing a color image as an N x 3 array.
A simpler approach is employed in Refs. 5 and 3 : a simple column normalization is used, followed by the creation of a chromaticity histogram and storage of a wavelet-compressed histogram in a database. One application where image normalization is indeed useful is for cut detection in video. For that task, consecutive frames do contain similar objects unless a cut occurs. The use of normalization plus chromaticity makes it possible to develop a set of hierarchical video-independent thresholds robustly, offline, which can then be used on streaming video. 5 However, if we are searching for a model amidst clutter, then image normalization cannot help. Approaches to this problem include finding Waldo6 via histogram backprojection, but for efficient search we wish to implement a quicker approach at run time. A coarse, effective localization was obtained simply by accumulating pixels at the level of tiles into similar regions, based on color and eccentricity, called "locales" . Here this idea can be extended to the growth of regions with similar chromaticity and compact eccentricity. Locales need not be mutually exclusive and thus do not form a true segmentation. Only fairly compact features are represented, with typically 4 to 12 locales per image.
These chromaticity locales, then, can take the place of histogram signatures (see Ref. 7 ) . Locale information is stored in a database consisting of locale chromaticity, mass, and centroid position in x, y, for a total of 5 values per locale.
While chromaticities are more insensitive to illumination change than RGB values, they are not impervious. If we adopt a diagonal model of color change under illumination change (based, say, on the idea that light that is white enough produces a factor model of color, surface color times light color,8 or on other arguments5) then we may write the locale chromaticities under a test light in terms of those under the light for the model image, with the diagonal illumination change model coefficients appearing in a nonlinear fashion. Nevertheless, given a particular possible assignment of model to test locales, we show that it is possible to analytically solve for the least-squares best set of coefficients. Candidate locale assignments that match well enough following this optimization can be passed through other screens based on locale intersection and texture histograms, as well as a final check using generalized Hough transform, as was carried out in Ref. 3 , in which no lighting change was included. Here we focus on information derived from color, and instead of using texture and a Hough transform we simply find the best transformed pose, including scale, based on the number of locale centroids in the model. Results are promising.
In §2 the idea of locales is introduced; in §3 an optimization is set out for finding best least-squares diagonal model coefficients representing illumination change. In §4 we investigate using the simplest displacement model that will work as long as there are at least two locale centroids in the model: Horn's method of recovering absolute orientation using orthogonal matrices is generalized to include weights -care must be exercised in order to include the weights. In 2D, the method is simpler than in 3D and in fact can be written entirely algebraically. Section 5 states experimental results and §6 discusses conclusions and scope for further work.
FEATURE LOCALIZATION VS. IMAGE SEGMENTATION
We usually think of image segmentation as segmenting an entire image into disjoint regions. Regions consist of sets of pixels that share certain properties, e.g., similar color, texture, etc. As in Ref. 9 , if R is a region, (1) R is connected if all pixels in R are connected; (2) R2 fl R3 = 0, i j: disjointness; (3) U1 Rk = I, the entire image: completeness. Although regions need not be connected, most available region-based and/or edge-based segmentation methods yield connected regions, and merging some of them into non-connected regions is error-prone.
Consider, however, the book in Fig. 2 (a) t: instead of regions for each letter and surrounded white blob we would like to localize color features for the pink background, for purple letters, for the white background, and perhaps for the dark purple border. (We shall utilize this image as an exemplar object throughout this paper.)
As a useful feature localization that identifies features by their locality and proximity, let us define locales in terms of squares of pixels (tiles) instead of pixels as their smallest unit, as follows:
L6d Led In this paper we choose a 16 x 16 tile size as the building-block for envelopes. A tile is "red" if a sufficient number of pixels (e.g., 10%) within the tile are red. It follows that a tile can be both "red" and "blue" if some of its pixelsare red and some are blue. Tiles are grouped into an envelope if they are geometrically close, as measured by eccentricity and distance. Fig. 1 shows an image that has 64 tiles, two locales for property "red" , and one locale for property "blue" . The envelope Led in Fig. 1 , for example, consists of 5 tiles.
Locale statistics are as follows: 1. m(L1) = count of the pixels having feature f.
2. c (L) = ;n('cf) ' where p is the coordinates of the pixels. m(Cf) Mass m(r) the number of pixels in L that actually have feature x, e.g., the number of pixels that are red. m(L) is usually less than the area of L, although it could be equal to it. c (L) is the centroid of the mass. The eccentricity €iL) is a measure of the average distance from pixels in L to the centroid. Note that m, c , are tColor images may be viewed at ftp://fas.sfu.ca/pub/cs/mark/SpieOO/spieoO.ps.gz measured in units of pixels, not tiles. Hence feature localization is not merely a low-resolution variation of image segmentation.
From the above definition, it is important to note that in the most cases the following are true: (1) x : L is not connected; (2) x2y : £ fl L 0, x y: non-disjointness; and (3) UL I, the entire image: non-completeness.
The procedure for generating locales basically uses merge, which is spelled out in detail in Ref. 3 . First, statistics (m, c , E) are gathered within each tile and then a method similar to is used to merge tiles into locales. Pixels of similar color inside each tile are grouped together and corresponding texture statistics are gathered. The tiles are then treated as the initial level in the pyramid merging procedure. In terms of the parent-child relation, an overlapped pyramid is used. In this paper we merge based on chromaticity, not color. For simplicity of description, we assume all images are square. The image at level k in the image pyramid is of resolution 2kx 2k
Working bottom-up, all tiles having feature x are linked to their parent and merged into £ if the merged locale will have s(L) < r, where 'r is a threshold normalized against m(r) and depends on the mass accumulated.
Otherwise, they will be linked to two different parents belonging to different envelopes L and L . This competition continues until there are no more changes in child-parent association. The procedure is applied at every level of the pyramid (the parent nodes of a level become the child nodes of the next level). During the merge, m(L), c and E(L) are updated accordingly.
Locales are not simply a variant of non-connected regions because of the non-disjointness property, i.e. ,locale envelopes may overlap. Locales have the nice property that if only a few prominent features are recovered, the union of them need not be the whole image. Since we start by obtaining statistics inside each tile, locales effectively accomplish a grouping of tiles. Yet since we carry the actual statistics in pixel units, we do not simply go to a coarse grain. In this feature localization, it is the approximate location that is identified, not the precise membership as to which pixel belongs to which region. The difference is not a philosophical one. If indeed only some simple process is to be applied, e.g., template matching, then the precise membership of the region is important. However in the domain of content-based image retrieval where a very large amount of image and video data are processed, such simple and precise matches are not feasible. Instead, a more heuristic (evidential) process is adopted here that involves multiple features and their spatial relationships.
Because at no stage is the image completely segmented, and because tiles may belong to several locales, the localization used here differs fundamentally from (As well, here we specifically consider illumination change.) The locale algorithm is set out, using color, in Ref. 3 . Here we use chromaticity instead. The merge algorithm involves merging transitional chromaticity pixels, where chromaticity is changing rapidly, into dominant pixels. We use a dynamic pyramid linking procedure to generate locales. A 4 x 4 overlapped pyramid structure11 is used, and parent nodes compete for links to child nodes in a fair competition. The book model image produces 5 locales, shown overlaid on the original image in average locale color and labeled in weight order, in Fig. 3 Note that locale extraction for all images in the database is carried out offline, before any search query is submitted. To use stored locales for search by object model, locales for a given object model are extracted at run time when the object is selected by the user.
A two-step matching algorithm for searching by object models in image and video databases uses (1) model and test locales. A linear programming solution might be applied,13 but we desire a simpler solution. If there are m and t of these, respectively, then the possible assignments are P . However if we sort the model masses descending, and also sort the test masses and insist that assignments must be in sort order, the problem becomes only C . (However, for locale masses that are close, we generate all possible permutations of them in the list of possible candidates.) We found that by pruning this number of candidate assignments by insisting that locale-mass intersection, i.e., a sum of minima of corresponding locale masses, be above a high threshold, and by also not admitting any assignments that imply any chromaticity shift above a small threshold, the number of possible assignments could be reduced drastically. We pass remaining candidates on to a chromaticity change optimization, given below.
The reason for using chromaticity is that it is more resistant to illumination change in that intensity is removed while preserving chromatic information. For if we assume a Lambertian model then RGB pixel values corresponding to camera retinal position x are given by R = (a .nx)fE(A)Sx(A)qj(A)d, j=1..3 , (1) where E(A) is the illuminant, SX ()) is the spectral reflectance function, q3 (\) is the camera sensitivity in the jth channel, and we integrate over the visible; the shading factor in the Lambertian model is sx (a . X) where a is the light-source direction and n is the surface normal. The chromaticity p X given by pX Rx/R7 (2) and therefore removes the factor SX. Thus not only is the chromaticity independent of the illumination magnitude, since it involves a ratio, but it is also independent of the light-source direction.
To illustrate this point, consider Fig. 4 : in Fig. 4 (a) a synthetic image is produced by using the laser range image of a plaster bust, texture-mapped with color patches and shaded by illuminating with white light. The corresponding chromaticity image, Fig. 4(b) , is clearly much easier to segment and does indeed produce much better locales. In practice, the assignment problem using chromaticity-space values, as well as being lower in dimensionality than in 3D color space, is much more straightforward because the allowed shift in chromaticity under illumination change can be assumed to be fairly small, whereas the actual shift in RGB color values can be large. E.g., in Fig. 2 the RGB for the white patch changes from (216, 193, 175) in Fig. 2 (a) to (127,140,208) in Fig. 2 (b) -a substantial change. In comparison, the average chromaticity shift is 0.083, with maximum shift 0.170, which is not insubstantial but a good deal better.
Model of illumination change
Suppose the color (i.e., the RGB) for locale number i is R, i = 1..N, j = 1.3. Also, suppose the chromaticity for that color is denoted p, i = 1..N, i = 1.2;
where we denote by p' a generalization of chromaticity for j = 1..3 that includes the b component.
A working, practical model of illumination change is the diagonal models R-*R'=cR,G-G'=$G,B-B'=yB (4) where superscript prime denotes values under the model illumination. Multipliers a, 3, 'y are constant throughout the scene and hence independent of i. Let us also denote the collection a, 3, y as cx ,j = 1.3. E.g., for the change in lighting from Fig. 3(a) to Fig. 3(b) , the pink patch, white patch, the dark purple border, and the purple letters where we introduce weights w for generality in case we have more confidence in certain colors. Here we shall use weights equal to locale masses. (Also notice that E is just 1.) This minimization is complex, so without loss of generality we replace it b shifting the denominator: (11) Taking partial derivatives with respect to ,, v = ..2, and setting equal to zero gives the set of Euler equations.
Here, this yields i:
where is the Kronecker delta: ö = 1 if .t = ii and 0 otherwise. 
In the case N = 1 this reduces to the one-color solution (7).
Once we estimate ratios a/'y, 3/y, the estimate of chromaticities shifted back to the model illumination is:
(r)/(T+/3g+b), F , (g)/(T+3g+b) (15) We employ (10) as our objective function to determine whether we have found a good locale match in an image, since then all locales are moved back into the model illuminant. We have found in practice that this diagonal model shift of chromaticities is accurate if lighting does not change too far from a broad range of whites (from fluorescent cool white to reddish tungsten lighting) , or if camera sensitivities are fairly narrowband, as is the case in most commercial CCD cameras. Chromaticity change optimization is followed by fitting the transform of locale centroids (below). Search for a best image in a database proceeds by finding the best few sets of candidate locales in each image and then choosing images in order of overall fit of chromaticity and transform of centroids.
Illumination invariants vs. determination of illumination change
A different approach to actually finding the illumination change parameters might be to build illumination-invariant quantities once a candidate locale-assignment has been made. To this end we could use the color-affine invariants introduced by Mindru et al.. 14 However here locales are constructed on the basis of chromaticity similarity and compactness. Therefore a target image is represented in the database as a collection of data-structure instances of chromaticity-similar nondisjoint regions. We solve the correspondence problem by assigning model locales to target locales, first culling assignments using chromaticity and weight-intersection screens. Thus target affine-color invariants could only be assembled at run-time, based on database locale information. It is not possible to pre-compute invariants for all possible agglomerations of color regions beforehand and then build invariants along with the locale database.
To build invariants, we must treat assigned locale assemblies as "images" built of many pixel contributions at each of the locale centroids. However, such "images" provide too little data for reliable use of invariants, since effectively they consist of only a few pixels.
On the other hand, once an assignment is made the simple analytic formula (13) derived from chromaticity-shift optimization produces a scalar objective value (10) for ranking matches and also produces the recovered lighting change. And knowing the lighting change is of more benefit than simply factoring it away in an invariant.
ADAPTING DISPLACEMENT MODELS TO IMAGE LOCALES
The number of locales in the selected model image may be small; further, we would like to use model locale weights to bias a solution for geometric displacement using our relative confidence in the model locales. Therefore we may not have sufficient geometric data to drive a perspective or even affine displacement model. Hence here we assume a simple displacement model consisting of translation, rigid rotation, plus scaling, which can be solved for object models having as few as two locales.
We can use Horn's method for finding the best rigid transform and scaling of a set of registered points'5 but we should insert a set of weights w throughout, where w are the locale masses, in order to account for our confidence in the different locales. In 2D, the number of parameters to recover is 4: 2D translation, rotation, and scale, so that two locales will fix a solution. 
I.e., if the set of r m are collected into a 2 x N matrix and similarly for r t, then M = r t diag(weights) r (38) Then the scalar objective can be rephrased as
Now the matrix M can be decomposed using a Singular Value Decomposition (SVD) (we shall not need to actually need to carry this out completely):
MEVAZT (40) where Z and V are both orthogonal matrices, and A is diagonal. Matrix M can be written as the product of two matrices, an orthogonal part U and a symmetric part S: M=US,U=MS',S=ZAZT (41) Matrix S is the unique symmetric positive-definite square root of the symmetric positive-definite matrix P = M TM . This formulation ensures no sign ambiguity from the choice of directional sense of eigenvectors of P.
Note that since only the real, symmetric matrix P M TM is involved above, we need not carry out a complete SVD decomposition for matrix M , but instead can find the eigenvalues for matrix P only:
PEMTM , P=ZA2ZT (42) Notice that the eigenvalues for P are squares of the eigenvalues for M.
Horn sets up a scalar D in the same form as (39), but with the definition of M not including a diagonal weighting matrix. The form of (39) allows Horn to prove that the best estimate of matrix R is just the orthogonal matrix U determined above:
R U (43) and that result carries over here.
Full solution
Hence we find the full solution as follows:
1. Find the centroid of centroids x m,C and x t,c for each of the model and test images.
2. Shift locale centroid positions x to r coordinates. 
2D analytic solution
Since here vectors x are 2D, we can simply explicitly solve for the eigenvectors algebraically. Let the eigenvalues of P be A2:
That is, the secular equation for matrix P is /r 2ar, 2\ 2 --A )r22 -" ) -'12 -since P is symmetric. The solution is therefore
2 For each value of A2, the accompanying eigenvector is (47) sinc j
Thus vector z satisfies (P -A21)z =0 (48) In fact, the two equations contained in the vector equation above are linearly dependent because of the definition of A2, and so only one need be considered:
with solution a=tan'
Once the eigenvectors z are found for each of the two eigenvalues, A, A, collect )t2 values into the diagonal matrix A:
The inverse matrix is that with nonzero elements divided into 1, so A is given by
The orthogonal matrix of eigenvectors is defined by z = ((z i)(Z 2)) (53) and the inverse of the positive-definite symmetric square root of the positive-definite symmetric matrix P is given by P2=ZAZT (54) Finally, again, the best rotation is
In the case when M is singular, with only one non-zero eigenvalue A , we have that P = )z iz ', and the symmetric part S of matrix M is S = )1z 1z '. The pseudoinverse of S is S
1/Aiz 1z
Now M can be expanded in terms of the eigenvector z i , along with the eigenvector v i for matrix Q = MMT (56) That is, M = AivizT (57) and thus the correct solution for matrix U in M = U S is R U MS±v2z (58) in order to make U orthogonal, where v 2 is the eigenvector orthogonal to vector v i . The sign is chosen to make the determinant of R positive. For example, whenever there are only two locales, test points x t,i and model points x m,i each form a collinear, and hence rank-reduced, set.
RESULTS
We find that factors & , 13 , which characterize illumination change, are generally accurately recovered provided lighting is fairly white and pixels are not clipped by CCD saturation, so that a diagonal model works well enough. E.g., for Fig. 3 we recover ( , 3 ) values (2.41 , 1 .67), which are consistent with actual values from the pink patch: (2.53, 1.69), the white patch: (2.02, 1.63), the dark purple patch: (2.57, 1.67), and the purple patch: (2.33, 1.73). These results are typical.
Horn's method applied to finding locale centroid transformations works very well; e.g., transforming locale centroids from Fig. 3(a) to Fig. 3 The method also works well for use in database recovery. As a strategy for culling images in a search, rather than combining error values for chromaticity shift, locale intersection, orientation of locale centroids, and texture (if used), we simply set thresholds and reject any image with error too large for any of the screens, in turn. A simple approach that uses chromaticity shift, above and beyond limiting allowed translation in chromaticity space, is to make use of eq. (7) for a single locale's chromaticity shift for the first (largest weight) locale and then discard any assignment that would produce a single-color shift too far from that one, for each of the component locales. As well, once the scale is calculated via eq. (33), we can check that the ratio of test to model weights equals the square of the scale, and thereby eliminate other possible false positives.
Results presented here do not make any use of texture histograms since the additional texture-screening step was found to be unnecessary to produce good results. Error figures can be amalgamated for a final ranking/rejection pass of surviving candidates. Fig. 5(a) shows a small database of 27 images that was imaged under various lighting environments: this database represents a difficult test for a search in that many of the object are very similar. The search result in Fig. 5(b) shows recovery of 8 out of 8 possible targets, with no false positives. Thus we obtain Recall and Precision statistics of 100% in this case. Similarly, we searched for each of 4 model books in the database, and found an average of 93% of images containing the desired target, along with typically about 0 false positives for an average Precision of 96%.
If we perform a search on a larger database, then we can expect to do not as well because there is a larger probability of locales matching by chance. Fig. 6(a) shows part of a database of 1358 images. For our exemplar object, the search scheme set out here produces a result with recovery of 10 targets out of a possible 12 images that were imaged under various illuminants and included the pink book, along with 4 false positives. Results are approximately the same for searching for each of the other models, with average Recall of 87.1%, and average Precision of 61.4%; out of a total of 31 targets sought the present algorithm finds 27 correct targets along with 17 false positives. E.g., Fig. 6(b) shows full recovery of all 5 targets for a blue book.
Of course, we used only a relatively small number of object models. Nevertheless, these results are rather promising, given the large number of images in the database. Most of the loss in Precision derived from poorer results for a mostly white model book, with 5 out of a possible 7 targets recovered along with 10 false positives. Since the method is based on chromaticity, of course whites and grays are not found as well as colorful targets. A few poor results for Precision degrade the overall Precision value for our small number of tests.
CONCLUSIONS
At present, we reject matches unless at least three of the possible m model locales have viable corresponding test locales. One reason a test image may not generate sufficient locales to match all model features is if the target appears too small in the image. Along another dimension, images with smoothly changing pixel values tend to generate many locales. Since we are allowing substantial color change as well as scaling, we may find false positives amongst these types of images.
The displacement model assumes a 2D rigid transform plus scaling in this paper, and incorporation of a 3D
transform will be addressed in subsequent work by adapting the displacement model used to (a) the number of locales in the object model, and (b) the relative weights of those locales having enough locales to carry out recovery of an affine displacement may not be reliable if the small locales are relatively too low weight. The chromaticity-shift algorithm used here does not assume anything about the geometric displacement model, in that it is essentially histogram based (and is therefore less sensitive to occlusion).
The main advantage of the method presented over normalization schemes is that the latter tend to gray out images, with the most uniformity in the largest regions -e.g., dividing by the average results in the same average in each color band. Here, we keep discriminability due to color while still allowing for color change.
The main limitation of the chromaticity shift algorithm is its reliance on the diagonal model, which holds only approximately, particularly for pixels that are clipped. Nevertheless, it seems to do well enough and in fact in tests it provides matches across different cameras and gamma-corrected versus gamma-linear images. It is likely that this stems from camera sensor peaks appearing at about the same spectral locations across cameras, and from the preponderance of midrange to high intensity pixel values in the database. If there is indeed illumination change we have found that making use the chromaticity-shift algorithm produces far better values for precision and recall than the use of locales alone. In future work we shall consider the implications for our algorithm due to various imaging systems and gamma-correction schemes. [R[rr'I.r-.I. 
