We examine in detail the theoretical foundations of striking long-range couplings emerging in arrays of fluid cells connected by narrow channels by using a lattice gas (Ising model) description of a system. We present a reexamination of the well known exact determination of the two-point correlation function along the edge of a channel using the transfer matrix technique and a new interpretation is provided. The explicit form of the correlation length is found to grow exponentially with the cross section of the channels at the bulk two-phase coexistence. The aforementioned result is recaptured by a refined version of the Fisher-Privman theory of first order phase transitions in which the Boltzmann factor for a domain wall is decorated with a contribution stemming from the point tension originated at its endpoints. The Boltzmann factor for a domain wall together with the point tension is then identified exactly thanks to two independent analytical techniques, providing a critical test of the Fisher-Privman theory. We then illustrate how to build up the network model from its elementary constituents, the cells and the channels. Moreover, we are able to extract the strength of the coupling between cells and express them in terms of the length and width and coarse grained quantities such as surface and point tensions. We then support our theoretical investigation with a series of corroborating results based on Monte Carlo simulations. We illustrate how the long range ordering occurs and how the latter is signaled by the thermodynamic quantities corresponding to both planar and three-dimensional Ising arrays.
I. INTRODUCTION
Recent experimental work by Gasparini et al. [1] has demonstrated striking action-ata-distance effects in superfluid 4 He. The typical system is formed from a two-dimensional array of identical microscopic boxes etched in a Si wafer. These are filled with liquid 4 He and then coupled by pouring a relatively thin supernatant layer of liquid 4 He on top. Another technique for achieving coupling is to use a network of fluid channels [2] . The signature of action-at-a-distance is provided by accurate thermodynamic measurements, which show a quite unexpected "shoulder". The dimensions used in these experiments can be appreciated A crucial factor in this phenomenology is the proximity induced by both the size and connectivity of the boxes, together with the nearness to the critical point. A precise discussion on the relevance of proximity effects on the enhancement of ordering in the contest of Gasparini et al. experiment can be found in [3] . Perron et al. [4] suggested that this class of experimental results might be a more widespread consequence of the critical phenomenon than previous supposed. Stimulated by these remarks, we have shown [5] that for Ising systems (an entirely different universality class), there is a divergent length scale (not the usual critical one) which is responsible for emergent long-ranged effects. This brings together ideas of Kac [6] on asymptotic spectral degeneracy in transfer matrices, the Fisher-Privman [7] theory of finite size effects in first order phase transitions (and other systems) and the appropriate solution for the planar Ising model on a strip with free boundary conditions [8] .
The latter shows first how effective the Fisher-Privman theory is when accurate input data are used. To provide this accurate input data, we give another exact solution, which gives as a bonus an exact result for the point tension but in a different context from [9] . Our thinking is illustrated and extended by some Monte-Carlo simulations.
The layout of the paper is as follows: in Sec. II A we summarize the calculation of the pair correlation function for spins located in the edges of the strip [8] . The algebra of the original derivation [8] is quite heavy, so we have focused here on the physical motivation, drawing analogies with the quantum mechanics of spinless fermions on a finite line (with ends, rather than the more transparent case with cyclic boundary conditions). Then in Sec.
II B, the same problem is treated in a completely different way using the Fisher-Privman theory [7] . We point out that introducing a hypothetical point tension in the statistical weight of an isolated domain wall gives precise agreement with part of the exact solution in Sec. II A. Normally, such contributions appear to be ignored but they are mandatory if critical scaling is to be captured. We also consider how an effective coupling is to be set up in a "network" lattice of boxes (each characterised by an up/down magnetisation, which will be valid for large enough boxes). These "boxes" are coupled by strips in which the internal degrees of freedom have been summed out, producing an Ising superlattice of nodes which can display long range order which, since the effective coupling is temperature-dependent, is far from obvious.
After this, in Sec. II C we derive the Fisher-Privman weight from first principles in an Ising strip and show that it has exactly the value deduced on phenomenological grounds.
The fact that this can be done shows how good the Fisher-Privman theory is when an appropriate weight is used. Our final remarks before reporting the results of simulations will be discussions of the Kac theory of asymptotic degeneracy in transfer matrix spectra (Sec. II D).
II. THEORY A. Correlation function
We consider the correlation function between two spins in the edge of a planar Ising Ferromagnet with zero magnetic field and strip geometry as shown in Fig. 2 . The significance of having the spins in an edge is that this calculation is particularly tractable in the transfer matrix language [8] and its correct interpretation leads to a significant enhancement of the Fisher-Privman theory of finite-size effects [7] . The transfer matrix calculation builds up the lattice from column to column (see Fig. 2 ) with the operator:
where tanh K 1 = e −2K * 1 . Here we are using the Schultz, Mattis and Lieb [10] convention for spin operators σ i m , i = x, y, z with ordered direction taken as x. The pre-factor of (2 sinh 2K 1 )
M/2 will always cancel out with the normalizing partition function and thus we omit it for simplicity, as it will not report in the final answer. The transfer matrix V 2 which accounts for the interactions within columns is of the diagonal form
for strip boundary conditions as in Fig. 2 . The spectrum of the symmetrized product
was determined some time ago [8] by an amalgamation of the techniques of Kaufman [11] and of Schultz, Mattis and Lieb (SML) [10] . It was Kaufman who made the essential step of introducing the Jordan-Wigner transformation [12] , which reduces the rather intractable spin problem to one involving quadratic forms of spinors. Her method of diagonalisation was made more tractable by SML, who drew an analogy with the pairing ideas of Anderson [13] and of Nambu [14] . Essentially, if one has a good working knowledge of the Bardeen, Cooper and Schrieffer theory of superconductivity [15] , then the Onsager theory [16] has been brought within the pabulum of any reasonably well-educated theoretical physicist.
The expression for the edge-spin pair correlation function is:
where |Φ is the maximal eigenvector (unique by the Perron-Frobenius theorem [17] ) with eigenvalue Λ 0 .This result has been obtained by imposing periodic boundary conditions in the strip axial direction and then taking the limit of infinite strip length.
The Jordan-Wigner transformation, which is the crucial step introduced by Kaufman, as we stated above, is given by
with the Jordan-Wigner tail or string being specified by
The Fermi field obey the anti-commutation relations
The connection of the operator P M with spin rotations (inversions) in a column of a lattice is now obvious, as are the commutation relations
This implies that we can seek simultaneous eigenvectors of V and P M . The V j , j = 1, 2 become quadratic forms in fermions:
The correlation function in (3) is expressed in terms of the Fermi fields as
A consequence of taking the spins in the edge is the linearity of the forms representing the quantum mechanical treatment of spinless fermions on a finite line. We have hopping terms, which correspond to kinetic energy, and on-site energy terms. Thus we anticipate left and right going waves characteristic of the bulk, which may be compared with the SML solution. The "in" and "out" waves at the left boundary must be matched to fit the boundary conditions; they become "out" and "in" waves at the right boundary, which must also be matched and made compatible with the left boundary. This generates the discretization condition for the fermion momentum. The only additional feature is that on the lattice there may be a local modification of amplitudes at the ends of the column. We find that
where X(k) the are Fermi operators, details of which will follow and γ(k), the celebrated
Onsager function [16] , is that solution of
which is non-negative for real k. This requirement makes the vacuum for the operators also the maximal eigenvector: X(k)|Φ = 0.
The discretisation condition mentioned above for k is
where s encodes reflection behaviour [18, 19] of the eigenvectors and the angle δ * (k), also introduced by Onsager, is defined by
The location of the square-root branch points in the above is determined by
The choice of the branch for γ(k) determines that in the discretisation equation (12) . For sub-critical temperatures, we have K 1 > K * 2 > 0 ; thus A > B > 1 and δ * (0) = 0 (mod 2π).
It is convenient to define, as did Kaufman, the spinors by:
These have a simple representation in terms of the X(k) which is useful for calculating correlation functions; this is
where the normalisation factor N(k) is not needed in the computation and
with the boundary values:
Here we see the intuitive ideas above, between (8) and (9), in action. Taken with the discretization condition, (15) , (16) and (17) guarantee
Notice that k = 0 and k = π generate trivial solutions and that, to avoid repetition and triviality, the momenta should satisfy 0 < k < π. In order to calculate the edge pair correlation function, the first step is to determine the allowed momenta. This is an elementary matter using techniques from elementary calculus. If we consider zeros of Mk − jπ − δ * (k)
for A > B > 1, there is one (in fact at least one) for each j = 1, . . . , M − 1. With j = 0, there is a non-trivial one if M < dδ * (ω)/dω| ω=0 the slope of δ * at k = 0 and when M > dδ * (ω)/dω| ω=0 , there is one with a pure imaginary wavenumber with s = +1. Thus k = iv, v real and
It is then a straightforward matter to show there is such a solution for s = +1, 0 < v <
It is easy to see that
and that
Thus we have found an asymptotic degeneracy in the spectrum (see Sec. II D) and this is associated with a surface mode in which the eigenfunctions decay away from the surface on a scale of ξ b = 1/γ(0); this is the bulk correlation length, up to the Kadanoff-Wu anomaly [20] . The edge-spin pair correlation function comes out in the form
The first term above decays to zero on a new, emergent, length scale ∝ (sinhγ(0))
on which long-ranged order is ultimately lost. It also displays a scaled form in the vicinity of the bulk correlation length, that is the bulk scaling limit. In the above, m e is the edge spontaneous magnetization, as originally determined by McCoy and Wu [21] . The second term on the right hand side is bounded above by exp(−nγ(0)); this gives a clear separation of length scales. Typically, the domains are widely separated along (1, 0) and thus infrequent.
should be replaced by a coarse-grained fluctuation free energy of Helmholtz type. Following
Fisher and Privman [7] , we can go one step further and regard the domain walls as point particles in a quasi one-dimensional system, the equilibrium statistical mechanics of which can be determined exactly in a suitable approximation. Let the statistical weight of any domain wall in isolation be denoted by w. Then the two spins in the strip separated by n lattice spacings will be parallel (resp. anti-parallel) if the number of domain walls in the interviewing space are even (resp. odd). The correlation function of these spins, denoted C(n), is given by
Here, we assume the domain walls have negligible interactions. Evidently, we have
Thus, for smallw, where the theory is likely to be particularly pertinent, we have λ( w) ≃ 2 w.
The usual practice is to write
for a strip of width M, where τ is the surface tension, a coarse-grained entity as we would expect; this is precisely what one would normally do in Helmholtz fluctuation theory. This do not agree with (22) , which is the exact solution for the edge pair function. It would agree, were w to be replaced by w, where
Sinceγ(0) = τ , where τ is the surface tension for an interface oriented at right angles to the strip axis, we recapture (22) from (24) above in the linear regime. Another more phenomenological angle is to note that the Fisher-Privman result above does not scale, but it would do so, were we to write
where ξ b is the bulk correlation length, related precisely to τ by the relation τ ξ b = 1/2, which is valid for all temperatures and is an application of duality [22, 23] . It is also compatible with Widom scaling [24] . As it stands, if all we demanded was scaling rather than agreement with (22) , then the parameter a in (27) would be an arbitrary scale factor. In section II C, we will calculate w by another exact solution for the Ising strip and see that it is precisely of the form of (26) . Also, we should think of the pre-factor, which converts (25) to (26) as arising from point tension contributions of magnitude τ p . In other words we can write w = e −2τp−M τ and single out the factor a/ξ b as the one due to the point tension. The incorporation of the point tension in the Boltzmann weight defines the enhanced Fisher-Privman theory, but it might just as well be said to be Fisher-Privman theory properly carried out.
With M fixed, w may ultimately be reduced by going towards the critical point. This is contrary to the usual intuition about such matters and it enhances the domain of validity of the Fisher-Privman theory in an interesting way, as we shall see later. Finally, we discuss scaling. If we take the scaling limit M → ∞, τ → 0, Mτ → M , nτ → n, we see that the non-linear terms in (24) generate corrections to scaling. For simplicity, take the isotropic lattice with
Then we have
Terms of higher order in e −M have been neglected in this equation, since for consistency, we would have to consider higher order terms in (21) .
We now consider network models of hyper-cubic coupled "boxes". Each one is a finite Then, if S i S j = +1 (resp. −1), there is an even (resp. odd) number of domain walls within the connector; these are treated by Fisher-Privman theory. The result is to generate a Boltzmann factor A e K eff S i S j where the parameter A will be of no further interest, but
where L is the strip length and w is the a priori weight of any domain wall, dependent as we have seen on the strip width M and the surface tension τ , as in (27) . Introducing the variable t = (1 − w)/(1 + w) this has the form 
with (see Sec. II C for
It is crucial to note that K eff is an effective Ising coupling which depends in a quite subtle way on M, τ and K (the spin coupling within the strip).
Let us now consider the planar array of square boxes connected by one-dimensional Ising rods. Thus it is an interesting question whether the network can display long range order.
This would be so if e 2K eff can be chosen to exceed the critical value of 1 + √ 2 of the d = 2
Ising model. Thus the equation
network is ordered (resp. disordered). Introducing scaling variables τ L c and e −M τ the network critical point satisfies
Thus, if τ L c < 2
, no such critical point is possible. This is shown in Fig.5(b) .
The role played by the point tension and the domain of validity of the refined Fisher
Privman theory can be neatly appreciated with the following considerations. Comparing the contribution of the imaginary wavenumber mode in the exact Ising strip calculation, (22) , and the result of the refined Fisher Privman model ( (24) withw replaced by w given by (30)), we should require for perfect matching that:
or w = tanh (γ(iv(M))/2). Now if we take the exact calculation of the weight, we get:
Privman model neglects interactions between domain walls, other than a simple exclusion (walls cannot cross). This cannot be precisely correct. Now examine γ(iv(M)) given by (21) withγ(0) = τ ,
just considering the first term, the behaviour as a function of τ with M fixed implies investigating the function: ϕ(τ ) = sinh τ e −M τ . Now ϕ(0) = 0, which is a consequence of the line tension (e −τp ∝ sinh τ ). On the other hand for M 2, we have lim τ →∞ ϕ(τ ) = 0, hence there is a maximum when coth τ m = M, or equivalently, sinh τ m = (M 2 − 1) −1/2 . After some algebra we find that the maximum value of ϕ(τ ) is
it is evident that the above can be made as small as one likes by taking M big enough.
Consequently the corresponding weight will be small even for τ → 0 thanks to the point tension; notice that this would not have been the case without the point tension contribution which would have made w = O(1) in that precise limit. It follows that the refined FisherPrivman approach is considerably more useful than one might have suspected. an odd number of interfaces, stricto sensu. For temperatures below the critical value for the bulk lattice, an incipient ordered state is expected, so provided the circumference is not too large, in a way that will be made precise in due course, there is a single magnetised phase having average magnetisation approximately the bulk spontaneous value. Introducing a line of reversed bonds as shown in Fig. 6 will then indeed model an interface. The reader may like to note that this is not unlike the model of an interface from which Onsager extracted the first exact result for the surface tension [16] 1 . The transfer matrix from edge to edge of the strip, i.e., along the cylinder axis will be used 2 . Thus we have an underlying translational, or cyclic, symmetry. The inter-row transfer matrix is the same as used in Sec. II A -see
Eq.
(1). The intra-row matrix is given by
where σ
, as required by the cyclic boundary conditions. The disordered state representing the free boundary, denoted 0, may be taken as the state with all spins down in the z-direction. Then the partition function for the strip is
The analogous quantity for the modified lattice is given by Z × where
the operator V 1 is defined by (1) but notice that we omitted the factor in front of the exponential. The modified V 2 is given by
The key to evaluating Z and Z × is to introduce a symmetrised transfer matrix in each case and then to use the Jordan-Wigner transformation to lattice Fermions. Define:
1 But our detailed examination of finite-size effects is, as far as we know, new. 
and (V
Then, noting that
The Jordan-Wigner transformation is given by (4) and the corresponding commutation relations for the lattice Fermi operators are described in Sec. II.A. In terms of lattice fermions we then to show that 
and
1 . Then, using P M |0 = |0 the required ratio of partition functions becomes Z
The evaluation of (46) can be carried out with the technique of SML, where one uses lattice Fourier transformation
with momenta k restricted in two different sets depending on e ikM = ∓1. Consideration of the translational symmetry of the original lattice Pauli spin operators makes the occurrence of these curious periodic and anti-periodic momenta reasonable. Then, by bringing in the pairing ideas of Nambu [14] and of Anderson [13] , the above quotient can be evaluated as a ratio of products
with the 2π-periodic function g N (k) defined by
The detailed derivation of (48) from (46) is not reported here but it can be carried out using the formalism developed in Ref. [25] . The functions γ, δ ′ and δ * were introduced by
Onsager as elements of a hyperbolic triangle in the Beltrami-Poincaré unit disk version of non-Euclidean geometry:
these are the hyperbolic cosine formulae for the Onsager hyperbolic triangle [16] , which should be supplemented by the hyperbolic sine formulae:
These formulae are extremely useful for simplifying expressions, as should become apparent.
The evaluation of the ratio of products may be made by first exponentiating (48): then we
In order to use summation kernels to evaluate this difference as a contour integral, we need the analytic properties of g N (k) and, of course, its zeros and poles. The branch cuts from sinh γ(k) in (49) does not contribute. Evidently, for k ∈ R, g N (k) > 0 and, moreover, this property extends to an interval |Im(k)| < ǫ, ǫ <γ(0) whereγ defined by analogy with γ but with K 1 and K 2 interchanged. Then we can write
where the contour C is shown in Fig.7 . Simplifying this gives
Using the even character of ln g N (k), this may be written as 
we now expand the integrand using the geometric series, reorder summation and integration by standard theorems to get
now integrate by parts
The remaining part of the evaluation is to find the zeros of g N (k). Introducing the conformal transformation k = iγ(u) rather conveniently does this, since
The problem of evaluating zeros of g M (γ(u)) can then be reduced to finding the solutions of e 2iN u = e 2i δ * (u) ,
where the angle δ * is derived from δ * by interchanging K 1 and K 2 . Of particular interest is the sub-critical region. If N < κ, with κ ≡ d δ * (ω)/dω| ω=0 , there are N real solutions u j , j = 1, . . . , N such that for each such j there is a solution in the open interval (π(j − 1)/N, πj/N).
We now select the zeros of g N (k) in the upper half plane, and get
the sum can be identified and carried out explicitly, giving
On the other hand, if N > κ and, of course K * 1 < K 2 there is a single imaginary solution for u in the upper half plane. What is happening is that two solutions ±u 1 for N > κ (if u is a solution, then so is −u) coalesce at the origin when N = κ and then go onto the imaginary axis as ±iv 1 , for N > κ, a bifurcation phenomenon, witĥ
We then find the asymptotic form
This is very satisfactory, since with the cyclic boundary conditions as indicated there are M precisely equivalent translates of any configuration, hence the factor M which gives a Boltzmann entropy ln M in units of k B T . The correct Boltzmann weight for a domain wall is thus
There is a surface tension of γ(0), in agreement with Onsager [16] , and a point tension 3 (the d = 2 analogue of line tension in d = 3) having the value τ p , where
3 The excess free energy (in k B T units) takes the form F = − ln M + N γ(0) − ln sinh 2K * 2 sinh τ . The first term − ln M is an entropic contribution due to the fact that we can locate the domain wall in M positions which are equivalent under translation invariance, Nγ(0) is the energy cost of an unpinned domain wall, τ p = −2 −1 ln sinh 2K * 2 sinh τ is the point tension originated at each anchoring point. This is, we believe, a new result. Note that it has a logarithmic singularity at the critical point. The reader who is acquainted with the classical results of SML would more than likely choose the above method to evaluate the domain wall weight w.
Another derivation follows, one which makes the origin of the product of hyperbolic tangents, the function γ(u) and the particular choice of the u j clearer, that is, one which makes the physical origin of the structure more obvious. If we consider transfer along the strip as in Fig.2 , that is, exactly what took us to the formula for the pair correlation function for spins in the edge of a strip, we have:
Here, we have
Notice the range of summation in V 2 , as required by the free-edged strip. Now it turns out that symmetrised form V can be diagonalised [8] , in the form
The X(k), X † (k) are Fermi operators with vacuum |Φ which therefore satisfies X(k)|Φ = 0; moreover, P M |Φ = |Φ . Since we have
and n k = X † (k)X(k) is the density operator, it follows that
and thus (67) follows, where the k are given by
This is exactly as we have derived in (63), (64) and (65), provided one remembers to interchange the K j , j = 1, 2, and also N and M (compare (67) and (61)).
D. Asymptotic degeneracy
The transfer matrix acting parallel to the strip axis (see Fig.2 ) has a unique maximal eigenvector |Φ with eigenvalue Λ 0 , which is also the vacuum for Fermi creation operators X(k): X(k)|Φ = 0. For T < T c and a strip width M satisfying M > dδ * (ω)/dω| ω=0 , we have a mode with a purely imaginary wavenumber, excited by the creation operator X † (iv).
Its eigenvalue is Λ 0 e γ(iv) . So from (62), it is asymptotically degenerate with |Φ . Now |Φ is strictly non-degenerate for M < ∞. Since [V, P M ] = 0, |Φ must be simultaneous eigenvector
In fact,
Thus there is never long range order in a strip of finite width. Equally well, we have Φ|X(iv)σ thus it vanishes in the "limit" of meso-scale modeling. It is natural to specify putative ordered states (which are not eigenstates of V )
which evidently have the property P M |± = |∓ . The edge magnetization for |+ is
In this connection, there is an analogous formulation for the spontaneous magnetization of the bulk. The evaluation of the associated matrix element in that case is a true tour de force, carried out by Yang [26] . The eigenvectors for k = iv are obtained by noting this substitution in (16) and (17) . The resulting mode is indeed a surface state in the Fermi lattice language.
In order to test our predictions based on the extended Fisher-Privman theory [7] we have performed a series of Monte Carlo simulations of the Ising model.
A. Numerical method and observables
We consider the Ising model on a square lattice in two dimensions (2D) and on a simple cubic lattice in three dimensions (3D) with the lattice spacing ℓ = 1 defined via the
where s i = ±1 denotes the spin variable. The parameter J, which we set equal to 1, is the spin-spin coupling constant and the sum i, j is taken over all nearest neighbor pairs of sites i and j on the lattice. The total number of spins of the lattice is given by N s . We shall consider different geometries, which will be specified later. We perform numerical simulation using a hybrid algorithm. One Monte Carlo step consists of one update of Wolf cluster and N s /4 Metropolis updates of randomly selected spins.
We use standard definitions [28, 29] for the thermodynamic quantities: the magnetization per spin is
where the sum {j} is taken over all spins of the system, the energy per spin is given by
the heat capacity is
and the magnetic susceptibility is
where
In the above definitions . . . denotes the thermodynamic average over system states.
B. 1D array of squares.
Our lattice network model of hyper-cubic Ising boxes connected by Ising strips (see Sec. II C) does not exhibit a phase transition in one dimension. For the 1D network, however, we can use the exact form for the correlation function G(x) = S i S j between the boxes S i and S j , separated by x/L sites of the effective lattice with x = i − j; the latter reads
where K eff is the effective coupling interaction, which from (29) admits the neat expression
In order to test this prediction, we take the system that consists of N squares of the size L 0 × L 0 (each square contains L The spin-spin correlation function G(x) = σ(0)σ(x) is computed in the x direction along three different lines, as shown in Fig. 9(a) . The horizontal coordinate x = 0 of the first spin σ(0) is always at the center of the square box. For the vertical coordinate y of both spins we consider three cases: the centers of the squares, the sides of the channels, and the sides of the squares, denoted respectively with the lines 1, 2 and 3 of Fig.9(a) . Let us note that, the correlations along the edges of the squares exist only if the second spin σ(x) is located within a square. In Fig. 9(b) we plot the spin-spin correlation function along these lines for a channel of width M = 10 and for the coupling K = 0.6. One can see that G(x) stays constant within the squares and depends only on the mutual distance between the latter, which supports the crucial assumption for derivations in Sec. II C that the boxes are ordered. Fig. 9(c) shows In Fig. 10 we plot G(x) for the same system as in Fig. 9 for several values of the coupling constant K. We can see that already for K = 0.5 the spins within the first square are correlated, note that G(x) > 0.8 for x < 50. The spatial extent of the correlations grows by increasing the coupling K, and ultimately, the correlations spread across the whole system by further increasing of K. This feature can be linked to the behaviour of thermodynamic quantities as functions of K, which is presented in Fig. 11 .
For comparison, we plot in this figure also the results for the single OBC square of the size L 0 = 100 (black dashed line). One can see that for the studied system sizes the energyrelated quantities such as the energy per spin e and the heat capacity for the single square and for the 1D array of coupled squares are almost identical; see Fig. 11 (a) and Fig. 11(b) .
The peak in the heat capacity of a single PBC square indicates the rounded 2D continuous order-disorder phase transition. In contrast, the magnetization-related quantities such as the magnetization per spin m and the magnetic susceptibility exhibit a rounded transition at a value of K c (M) > 0.45, which for this coupled system depends on the width of connecting channel M; see Fig. 11 (c) and Fig. 11(d) . The dash-dotted line in Fig. 11(d) shows that Around this maximum the spins in the whole 1D array become correlated as can be inferred from the behaviour of G(x) shown in this figure. This is a manifestation of finite-size effects on the order-disorder transition in 2D systems [30] . The (pseudo) critical coupling is shifted to the higher values of K with respect to K c (D = 2) ≈ 0.440687 of the bulk 2D Ising model, this shift depends both on on the geometry and the size of the system.
We have checked how the size of constituents of the array influences both the heat capacity and the magnetic susceptibility. We have found that enlarging the connecting volumes leads to the increase of the maximum of the heat capacity, while the location of the peak remains practically unchanged. We observe that making the connecting channel shorter does not influence the heat capacity C. On contrary, the peak of the susceptibility become only slightly larger for larger boxes but shortening the channel length leads to the shift of the peak of χ to regions of smaller K.
From by strips (channels) of the length L and the width M as shown in Fig. 12 , where we also indicate the lines along which we compute the spin-spin correlation functions. In Fig. 13 we plot the thermodynamic quantities for this system as a function of K for several values of the channel width M. For the 2D array we observe a qualitatively similar scenario as for the 1D array, i.e., the behaviour of both the energy density and the heat capacity closely follows that for a single square, whereas the inflection point of the magnetization and the peak in the magnetic susceptibility are shifted to larger values of K; the length of this shift is controlled by the channel width M. A significative difference between 1D and 2D systems is that the latter exhibit a true ordering transition in the thermodynamic limit. This means that the maximum in the susceptibility grows to infinity upon increasing the size of the 2D array, while for 1D arrays this is not the case. A shoulder in the magnetic susceptibility is that the field at the right side is H + 1 = +1 and consider two cases for the field at the left side H − 1 = −1, +1. We denote the free energy of the system for these cases F ++ and F −+ , respectively. The surface magnetization at the left side of the strip is M and
where the average . . . is performed for a given geometry L × M and inverse temperature β ′ . The effective interaction constant is thus given by as for the 2D system of Fig. 12 , but now it consists of 3D cubes and is connected by 3D channels. As before, we have compared the results for various thermodynamic quantities with those for a single OBC cube of the same size L 0 = 40. We have observed that various thermodynamic quantities behave in the same way as for the 2D system. In Fig. 16 we plot both the heat capacity and the susceptibility as functions of the coupling K for L 0 = 20 and the channel size 40×4×4 for various values of the number of cubes N . As expected, the heat capacity does not change by increasing the number of cubes of the network. The magnetic susceptibility exhibits a maximum whose amplitude increases with N , while its location remains almost unchanged. We note that contrary to the 2D systems, the heat capacity C exhibits a small peak at the value of K which roughly corresponds to the maximum of the magnetic susceptibility χ.
In Fig. 17 we plot the results for the 2D array of 10 × 10 cubes connected by channels of the size 40 × 4 × 4 for various cube sizes L 0 . For small cubes, L 0 ≤ 10, the heat capacity forms a wide graph with two maxima, a sharp one at K ≃ 0.34 (which coincides with the maximum of susceptibility) and the second, broad one. As we increase L 0 , the two maxima merge into a single one which gradually increases and shifts toward K c ≃ 0.2216, the critical coupling of the 3D Ising model. The susceptibility has a single pronounced maximum at K ≃ 0.34. As we increase L 0 , the plateau (shoulder) between this point and K c is formed.
In Fig. 18 we plot the thermodynamic quantities for the 2D array 10 ×10 of cubes of the side 
IV. CONCLUSION
In this paper we have presented in details the theory and the MC simulations which explain how an Ising-like system forming a 2D array of boxes connected by narrow channels can support a long range order on length scales much larger than the bulk correlation length.
We show that for a given temperature and width of the 2D channel there exists a critical length of the latter such that the network of boxes is ordered when the channels does not exceed that critical length. Such a theoretical analysis follows from an effective temperaturedependent coupling constant between the boxes that we determined analytically and tested against numerical simulations. Eventually we have extracted the phase diagram of the planar network of 2D systems. The observed cooperative effect follows from the existence of an emerging length scales that develops inside the connecting channels and dominates over length scales much larger than the ones of bulk fluctuations. The Fisher-Privman theory plays a crucial role in our thinking; for 2D systems we show how important point tension (the analogue of the line tension in two dimensions) is in considerations of the validity of this theory, which we subject to a test using the exactly-solvable theory of Ising strips. For the planar network of 3D boxes connected by rods we have provided only the MC simulation results. The extension of the Fisher-Privman theory to this case is a subject of our future work. The cooperative phenomenon that we have found in our system is analogous to the one observed experimentally in superfluid 4 He [1] and is a consequence of phase transitions and critical phenomena in confined geometries. The mechanism for the emerging action-ata-distance which we have described should work for classical binary liquid mixtures at twophase bulk coexistence -provided that the surfaces of cells and channels have no preference for any of the two phases.
