proved for sufficiently small ε in § 2. The spectral theory of T ε is discussed in § 4, where it is shown that T ε has an eigenvalue near λ 0 if and only if ζ(ε) is real, in which case the eigenvalue is ζ(ε) itself. Section 3 contains a general result on continuations of Stieltjes transforms which is used in § 4. Next, we consider the asymptotic spectral theory of T ε as ε->0-{-, in the case that ζ(ε) is not real. In § 5, we obtain an asymptotic formula on the range of V for the spectral density near λ 0 , which corresponds to the formula of Wigner and Weiskopff mentioned by Friedrichs [4] , This formula is used in § 6 to prove a result on spectral concentration near λ 0 . Finally, in § 7, we discuss, under certain conditions of nondegeneracy, the relationship between ζ(ε) and the formal perturbation series for the perturbed eigenvalue, obtaining in this case an asymptotic formula for the imaginary part of ζ(ε). Section 8 discusses three examples.
1* Assumptions and preliminary facts* Let T o be a self-adjoint operator on a Hubert space έ%f with domain &{T 0 ), and V a bounded self-adjoint operator of finite rank r. V may then be written in the form V = Σί=i The following assumption will be made throughout the paper, and is an implicit hypothesis of all theorems. In the sequel, we shall let N -{z: \ z -λ o | ^ <J 0 } be a fixed closed disc contained in the above neighborhoods for all i y j -1, , r. Since [β o (^)]* -Ro(z), it is a consequence of the above assumption that (R Q (z)Pφ i1 cpj) has a corresponding continuation from the lower half-EMBEDDED EIGENVALUES AND POLES 567 plane to a neighborhood of N. These two continuations are in general not identical on N, since λ 0 need not be an isolated eigenvalue. In order to distinguish between them, we shall introduce the following notation: Let F{z) be a function defined and analytic for Im z Φ 0. The continuation of F(z) from lmz > 0 to N will be denoted by a subscript ' +', while the continuation from Im z < 0 to N will be denoted by a subscript * -\ For example, (R 0 (z)φ if φ s )+ denotes the continuation from Im z > 0. Similarly, we shall encounter such notations as W ± (z,ε) and [W a (z, ε)] ± .
The matrix whose elements are a i3 , i,j = 1, , r, will be denoted by mat {<%}.
For Imz^O, let W(z, ε) (see [5, §1] or [10] ). We also define W a (z, ε) to be the restriction to &(V) of I + εVR Q (z)P, so that
In analogy with (1.1), W a (z, ε) has the matrix
The following formula for W~\z, ε) is basic to our approach. LEMMA 1.1. W~\z, ε) exists for Imz Φ 0 and
where
For the proof, see [5, §1, (z,e) ] ± is immediate from the Basic Hypothesis and (1.3). The Neumann series expansion of W~ι{z,ε) in powers of ε (cf. [5; §3] ) converges uniformly on N, so that the rest of (a) follows, (b) follows easily from (a) and an inspection of formulae (1.2), (1.4) and (1.5).
2* Virtual poles. We are now able to prove the existence of a virtual pole of W~ι(z, ε). (z, ε) in N, while choosing p arbitrarily small shows that ζ(ε)->λ 0 as ε->0 + . Since the coefficient of Λ+(z, ε) in (1.4) is of rank one, the residue of W+\z, e) has rank one. If Imz>0, W+^z, ε) is the restriction of /-εVR(z, ε) to &{V)j and therefore has no pole. Hence, Imζ(ε) <^ 0. Analyticity of ζ(ε) follows from a general result [3; p. 101, Th. 7 .1] on analyticity of inverse functions.
COROLLARY.
WZ\Z, ε) has, for sufficiently small positive ε, the unique pole ζ_ (ε) = ζ(ε). As a complex analytic function of ε, ζ_ (ε) = ζ(έ).
Proof. We simply observe that for real ε, J_ (z, ε) -
The result follows easily. 
(
b) The poles of F_(z) have nonnegative imaginary parts and are the reflections in the real axis of the poles of F+(z).
(c) If F + (z) has a simple pole at z = 0, then M has a point mass at the origin, equal to the residue of F + (z) at the origin. 9 and hence by continuation
Proof. From imzφO, we have F(z) = F*(z)
which proves (a) and (b). For (c), observe that if
Now observe that for sufficiently small real λ, we have
where M\X) is the spectral density for the absolutely continuous part of M. Since M'(X) is a positive Hermitian matrix both for λ > 0 and λ < 0, we must have
Now if d > 0 is sufficiently small, it is clear that M is absolutely continuous on ( -δ, +<5) with smooth derivative, except possibly at z -0. It is therefore easy to see that
where C is the lower half of the (positively oriented) contour \z\ = δ. But the first term of the right side of (3.6) is equal to 2πiA, while the second is O(δ), since its integrand is bounded on C by (3.2), (3.3) and (3.4) . Hence,
which proves the result.
4* Spectral theory. If T = I XdE(X) is self-adjoint and S is a Borel subset of the reals, then the part of T in S is the operator TE[S], considered as an operator on E\S\3ίf. T is absolutely continuous on S if and only if the part of T in S is absolutely continuous, or equivalently if and only if the measure d(E(X)E[S]x, x) is absolutely continuous with respect to Lebesgue measure for every x in £ίf.
If ^ is the smallest subspace of 3$f which contains <p 19 , φ r and reduces Γ o , then ^C also reduces T e , and T ε = T o on the orthogonal complement ^f L of ^/ί. For our purposes, it therefore suffices to assume that ^y£ = ^f (see [5, 7, 9] ). Let G = (λ 0 -/) 0 , λ 0 + p 0 ) be the intersection of the interior of N with the real axis. Since β^ = ^f, it follows that T ε is absolutely continuous on G { ζ(ε)}. (See [5] , proof of Theorem 1). However, the absolutely continuous parts of T o and T ε are unitarily equivalent by the RosenblumKato Theorem [8; Th. 4.4, p. 540] , so that part (b) follows. Since G ~ {ζ(ε)} = G when Im ζ(ε) < 0, it remains only to show that ζ(ε)
is an eigenvalue of simple multiplicity whenever Im ζ(ε) = 0. Observe that the Stieltjes transform mat {(R(z, ε)φ if φ d )} of the matrixvalued measure dM = mat {d(E ε (X)φ iy φ ό )} satisfies the hypotheses of Theorem 2 if ζ(ε) is taken as the origin. It follows that ζ(ε) is a point mass of M, and hence a point eigenvalue of T e .
Let Q o be the orthogonal projection on the eigenspace of ζ(ε) and Q the orthogonal projection on &(V). Then the point mass of M at ζ(ε) is the matrix of the operator QQ 0 Q on <^(F), and since this is the residue of ms,t{(R(z 9 ε)φ i9 φj)} 9 it has rank one. It follows that if ψ t and ψ 2 are in the range of Q o> there exists a linear combination ψ = a 1 ψ 1 + a 2 ψ 2 such that QQoQψ = 0. But then so that Q^Qψ -0 and
Thus, if ^/to is the orthogonal complement of the subspace spanned by φ, then ^f 0 reduces T ε (since ψ is an eigenvector) and contains &(V) (since Qψ -G). Hence, ^/^ also reduces T Q , so that ^/^ -^f and ψ = 0. Therefore ψ 1 and ψ 2 are linearly dependent, and ζ(ε) has simple multiplicity. 5. Asymptotic spectral theory* In this section, an asymptotic formula for the spectral density matrix defined by
is obtained. The result is valid near Re ζ(ε) as ε -* 0 + in the case Imζ(ε)^0, and corresponds to the formula of Wigner and Weisskopf referred to by Friedrichs [4] . 
where the contour dN has the positive orientation. By differentiation under the integral sign, we have analyticity in ε in a neighborhood of ε = 0.
Let ζ(ε) -λ ε -iΓ c , so that Γ ε ^ 0, and let \ J\ be the Lebesgue measure of J. 
A(ε) = (l/2πi) [ R + (z, ε)dz
differentiation under the integral sign shows that A(ε) is analytic near ε = 0, and hence that JS(ε) is real analytic for real ε. Let
A(ε) = B(ε) + iC(ε) .
Then by (5.1) we have for XeJ ε 
. Let Γ ε -O(ε q ) as ε->0+. Then the spectrum of T ε is concentrated at λ 0 to order p for 0 <^ p < q, but not for Proof of Theorem 5. If we recall that (B(ε)x, y) -* (P Q x, y) as ε-*0+ for every x, ye&(V),
the proof is essentially the same as the proof of Theorem 4 of [5] . Only a few simple changes need to be made to compensate for the fact that in [5] , Γ ε = O(ε 2 ).
REMARK. In defining concentration of order p, the authors of [1] permit {J ε } to be Borel sets. The distinction is relevant for eigenvalues λ 0 of multiplicity greater than one, but not for simple multiplicity-at least for isolated eigenvalues. We have therefore chosen the simpler definition. 7* Perturbation series* One of the classical problems of perturbation theory (discussed, for example, by Frierdrichs [4] and Kato [8, Chap. Ill] ) is the interpretation of the formal perturbation series in cases where it exists (at least to a certain number of terms), but there is no corresponding perturbed eigenvalue. This is usually done in terms of spectral concentration (see [1, 8, 10] where further references are given). In the preceding section, we have related spectral concentration to the position of the pole ζ(ε), and we shall now discuss the connection between ζ(ε) and the formal series. Under some rea-sonable nondegeneracy conditions, we obtain rather instructive results, which involve the order of vanishing of the unperturbed spectral density at λ 0 . To be precise, we shall prove the following theorem: THEOREM and
REMARKS. (1) The meaning of the rather cryptic integrals on the right sides of (7.5) and (7.6 ) is the following. The integral has its usual meaning over | λ -λ 0 1 ^ p Q , while on the lower part of dN, d(E Q (X)Pg>i, cpj) is to be replaced by
The coefficient of dx in (7.7) is simply the analytic continuation of
(2) Note that since D n (z) is well defined and analytic on the interior of N, and Q n (z) is a polynomial, (7.4) holds on the interior of N 9 provided that W a {z, ε) is replaced by [TF α (2, ε) ] + on the left. A similar formula can be obtained for [ΫF α (£, ε)]__ simply by making C traverse the (negatively oriented) upper half of the boundary of N rather than the lower half.
Proof of Lemma 7.1. Fix z with Imz > 0 and note the finite binomial expansion
Integrate (7.8) over C with respect to the matrix measure mat {εCjd(E 0 (X)Pφ iy φ d )} (see Remark (1) above). On the right, we obtain
and on the left
For Im z > 0, the integrand of (7.9) is analytic between C and the real axis, and we may therefore deform the contour C in (7.9) to the real axis. When this is done, we find that (7.9) is equal to W a (z, ε) -/, which yields the result. Proof of parts (a) and (6) . The equation (7.10 ) is sufficiently like (2.1) that part (a) can be proved just as Theorem 1. For part (b), observe that since mat {d{E Q {X)Pφi, <Pj)/dX] vanishes at λ 0 of order v, the contour of integration in (7.5) can be deformed back to the real axis to obtain -mat {C lS^φ where S is the reduced resolvent (cf. [1] and [8] ), defined by
Now S is self-ad joint, and hence the matrix polynomial
is Hermitian for real z. It follows by a simple calculation that the matrix
is Hermitian, and hence that the right side of (7.10) is real for real z in N. However, it now follows by the Schwartz reflection principle that the complex conjugate of any solution of (7.10) is also a solution. Since ζ o (ε) is unique, it is therefore real. For the proof of (c), we shall require the following.
PROPOSITION. Let F(z, ε) and F 0 (z, ε) be analytic in z on the unit disc, for each fixed ε, 0 ίg ε ^ ε 2 . Let dF/dz be bounded on the unit disc uniformly in ε, and suppose that for some m ^> 0
uniformly in ε. Then if there exist unique solutions z{ε) and z o (ε) of the equations z = εF(z, ε) and z o = (z o , ε) in the unit disc, we have
as ε->0+.
Proof. We have, uniformly in ε,
where the final equality uses uniform boundedness of dF/dz. Hence
which implies (7.11) as ε->0 + .
Proof of part (c). Consider first the case where λ 0 is an isolated eigenvalue of T o , (see [8, Chap. VII] ) so that dE 0 (X)P/dX = 0 on a neighborhood of G. In this case, there is a perturbed eigenvalue ζ(e) which satisfies the equation
where K{z) is the matrix mat {c j (R Q (z)Pφ i1 φ ά )}. Now as an operator on έ%f, R 0 {z)P is analytic on a neighborhood of N, so that
for every n ^ 0. By the above proposition, taking λ 0 as the origin, we may compare the solutions of (7.10) and (7.12) for n -v to obtain that
where Co corresponds to Q v , and p is given by (7.2) . Now the formal perturbation series may be defined as the series whose terms are formally the same as those of ζ(ε) in the isolated case, leaving aside all questions of convergence and existence of terms. Moreover, the coefficients of ζ o (ε) obtained from (7.10) are formally the same in all cases, provided only that the terms of Q p (z) exist. Hence, even in the present case, the equation (7.13 ) must hold in the formal sense, which is all that is required. This rather devious proof avoids a direct calculation of the formal series, a task which sceptics are invited to perform.
Proof of Theorem 6. Applying the formula
to (7.4) with n = v, we obtain (7Λ4)
Define ζ 1 (e) = ζ(ε)-ζ 0 (e). Since ζ(ε) satisfies (2.1), we obtain from (7.14)
Now ζ(ε) can be replaced by ζ o (ε) in the first term on the right side of (7.15) , to within a term which is O(εζ 1 (ε)). By definition of ζ o (ε), the resulting term will exactly cancel ζ o (ε) -λ 0 on the left side, yielding
The second term on the left side may clearly be dropped as ε->0 + .
Observe now that if v > 0, then
If this expression is inserted into the two terms on the right side of (7.16) , it is seen in a similar way that of the four resulting terms, the two involving ζ L (ε) may both be dropped. We therefore obtain
for v > 0; however, it is trivial from (7.16) that (7.17) also holds for i> = 0. Now, since ζ o (ε) is real for real ε,
Taking the imaginary part of (7.17) and using (7.2), we have that
is analytic, ζ(ε) may be replaced by λ 0 on the right side of (7.18) , with the remainder being absorbed in the second term. However, by (7.6), we have
which is just a Poisson integral, convergent to 7(λ 0 ). (7. 3) now follows from (7.18) , and the remainder of part (a) follows from (7.3 6-8 and 10] . Let J^ be a closed interval and 3ίf = L 2 (^) Θ C where C is the one-dimensional space of complex numbers. Let Thus 7(0) = 2, and (8.11) agrees with (8.10).
