An automatic region proposal network (ARPN) is proposed to generate bounding boxes with confidence scores for far-infrared (FIR) pedestrian detection. The model consists of two parts: first, the bounding boxes are predicted by the L2 loss function and a module is designed based on a convolutional neural network. This module is simple and only has two layers, each with a 1Ã-1 kernel. Second, a score map is obtained through FIR pedestrian segmentation based on a feature pyramid network. The scores are taken as the confidence levels for the predicted bounding boxes. To obtain the scores, a new labelling method is also introduced in this paper for FIR image segmentation. We can obtain the bounding boxes per pixel directly and efficiently without any manually designed hyper parameters related to the anchor boxes. To validate the model, this paper uses the LSI, CVC09, CVC14 and SCUT FIR pedestrian detection datasets in the experiments. The datasets consist of different sizes of FIR images collected from several different cameras. The datasets contain different outdoor urban scenes collected at different times, from day to night. The recall vs number of proposals, average recall and recall at IoU 0.5 are used to evaluate the proposed method and log-average miss rate is used to evaluate final detection results. Compared with other algorithms, experiments on most of the data sets also show better performance.
I. INTRODUCTION
Pedestrian detection in far-infrared (FIR) images plays an important role in self-driving vehicle tasks. The wavelengths obtained from the FIR camera images are within the range of 7.5 to 13 µm, and the human body emits radiation of approximately 9.3 µm [13] , which shows that FIR images have the advantage to segment pedestrians from the surrounding environment. Therefore, it is suitable to detect pedestrians at night or when there is low light. Then, we combine FIR images with visible images to maintain and improve the robustness of the detector [5] , [13] , [23] .
Regardless of whether the traditional machine learning FIR pedestrian detection method or the latest emerging deep learning pedestrian detection method is used, obtaining regions of interest (ROIs) is one of the most essential steps.
The associate editor coordinating the review of this article and approving it for publication was Huimin Lu. In terms of FIR images, much research has been done on FIR pedestrian detection to obtain ROIs. For example, sliding window [13] - [17] and image segmentation [4] , [5] , [12] . However, sliding window, it will generate a large number of regions and consume a large amount of computational resources.
Moreover, there are quite a few challenges in image segmentation associated with obtaining ROIs. The surrounding environment and temperature seriously affect the quality of the images. The quality varies with the temperature, distance and pedestrian clothing cover [20] , [34] . For example, in the winter, the temperature difference between the pedestrians and the background is relatively large, so it would be easy to segment them from the background. In comparison, in the summer, it is difficult to segment people from the background because the temperature difference between the pedestrians and the background is small. Therefore, it is still a challenging issue to obtain regions using a unified method. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ In recent years, there have been many breakthroughs based on deep learning, which have a strong self-learning ability and model complex tasks [21] , [35] , such as two-stage object detection [1] , [9] , [18] , [26] , [28] , [29] and one-stage object detection [3] , [30] - [33] . In two-stage detection, the most successful and widely used model is the region proposal network (RPN) [26] .
The RPN has been validated in many object detection algorithms [1] , [9] , [18] , [26] and has achieved state-ofthe-art performance. However, an RPN requires manually designed anchors with different scales and ratios according to the size of the objects. In this case, it is possible to have missing anchors, and the approach cannot obtain all the pedestrians of different sizes. If the scale and ratio are too large, the number of ROIs will be increased, and the detection performance will be reduced. Adjusting the anchors to achieve better performance will cost more time.
Why don't we design a self-generated proposals network to fit the needs of the test and achieve the better performance? To reach our goal, we propose to design a simple convolutional neural network (CNN) module and loss function to generate the proposals. Inspired by this idea, we chose the width and aspect ratio as the design parameters for the loss function. At the same time, the traditional infrared pedestrian image segmentation algorithm [19] is used to generate the segmentation labels and segment the pedestrians from the background. Finally, we combine the two parts to reduce the number of bounding boxes without pedestrians to obtain the ROIs.
There are several contributions in this paper. First, we define a loss function with only two parameters, the width of the pedestrian and the ratio of height to width, to obtain the bounding box for every location directly, which is very simple and efficient. A second contribution of this work is combining the FIR image segmentation and CNN together. The image segmentation is used to filter the non-pedestrians to improve the false positive rate. In addition, image segmentation is used to obtain a confidence score to evaluate the probability of a bounding box containing a pedestrian. Finally, we utilize the CNN to extract the features and optimally represent the image.
II. RELATED WORK
According to the development trend of FIR pedestrian detection, it mainly divided into two research stages: traditional FIR pedestrian detection and FIR pedestrian detection based on CNN. Traditional infrared pedestrian detection has been developed for many years, and the most common way to obtain the ROIs is by using different scales of sliding windows [13] - [17] . Feature pyramids [14] , [15] were proposed based on sliding windows for pedestrian detection, and many of them demonstrated excellent performance.
However, due to the characteristics of FIR images, the human body has a higher temperature than the background. Different types of thresholding segmentation have been proposed to discriminate the pedestrian from the background. A suitable threshold value is essential; it should be not only high enough to exclude the background heat around a pedestrian but also low enough to accept the majority of the heat from the pedestrian.
Some studies [4] , [12] , [19] , [27] , [36] , [37] used a threshold to segment the input images and then generated the proposals as ROIs. Malley et al. [4] chose a threshold for the image intensity histograms to segment the images. Ge et al. [19] proposed an adaptive dual-threshold segmentation algorithm to calculate two adaptive thresholds for every pixel and generate the proposals. Liu et al. [12] and González et al. [7] established a flexible threshold, T, as a balance between the mean image intensity and the highest intensity. This approach has the advantages of fast calculation speed and simple formula. However, most of these methods can only be used for specific scenes and are not able to obtain regions directly. A variety of morphological operations or other types of operations are needed after image segmentation [4] . After obtaining the ROIs, the next step is feature extraction and classification.
Pedestrian detection based on CNN is currently the most popular method. The methods of obtaining the ROIs are mainly divided into two categories: two stage object detection and one stage object detection. For pedestrian detection in two stages, it mainly depends on the RPN and the improvement of a series of RPNs to generate the ROIs. The main representative models are as follows: the Fast RCNN [28] , Faster RCNN [26] , Mask RCN [29] , feature pyramid network (FPN) [18] , MultiBox [22] , MSCNN [1] and RPN+boosted forest [9] models. These models are also used for pedestrian detection based on multi-spectral feature fusion [11] . Manually designed anchors are used to convert the local feature into a low-dimensional feature to predict the class of the region and the corresponding bounding boxes. However, an RPN requires many hyper-parameters to design anchors that adapt to different pedestrian scales in the images.
For pedestrian detection in one stage, the main methods based on regression to get ROIs are YOLOv1 [31] , YOLOv2 [32] , YOLOv3 [30] and CornerNet [33] models. YOLOv1, YOLOv2, and YOLOv3 obtain the bounding boxes based on grids, and some tricks are used to improve the recall rate; however, the accuracy of the algorithms is not so good, especially for small objects. CornerNet obtained the predicted box by detecting two pairs of corners: the upper left corner and the lower right corner. However, complicated post-processing steps are required to group the corners.
The former method generates a series of candidate boxes sampled by an RPN and then classifies the samples with the CNN. The latter method does not generate candidate regions; it converts the object position problem into a regression problem directly. Because of the difference between the two methods, the performance is also different. The former method yields better detection accuracy and position accuracy, and the latter method has a faster speed.
III. OUR APPROACH
There are three parts in this section. First, a CNN module with L2 loss function is designed to obtain the bounding boxes. Second, to obtain the segmentation labels based on the traditional FIR image segmentation method, the FIR images are segmented based on the FPN, and the bounding boxes are fine-tuned with a regression approach to obtain more accurate results. Third, pedestrian detection is conducted based on the FPN.
A. AUTO REGION PROPOSAL NETWORK
In this section, we provide a detailed description of the ARPN. The network takes an image as an input and then outputs the bounding boxes per-pixel. The boxes follow the basic definition that the ratio of the height to the width is within a certain range obtained from the training set. We design a simple CNN with only two convolutional layers, and the features have the same size as the input image. To generate proposals, we define a loss function with two parameters: the width of the pedestrians and the ratio of height/width. The confidence of each pixel is between 0 and 1. The ROI contains pedestrians when the confidence is above 0.5. We train the CNN to predict the boxes and add this sub-network before the first pooling layer for the features that have the same size as the input image. Then, we obtain the score through the modified dual-threshold segmentation algorithm [19] .
1) LOSS FUNCTION
The function has two dependent variables: the width and aspect ratio of the height to the width. These two import variables are commonly used as prior knowledge to slide the image pyramid and obtain the different scale boxes [15] , [25] or feature maps to obtain the anchors [9] , [14] . The reason why we do not choose the width and height to predict the bounding boxes is because it is difficult to optimize the prediction when taking the width and height as the input, as they are also independent variables [2] . Fig. 1 shows the details of the loss function. Traversing each coordinate of the image, if the pixel location is equal to the centre of the ground truth (GT), the loss function is minimized to obtain the optimal solution. The loss function is defined as below.
where w g and h g are the width and height of the ground truth respectively. w p and r p are the width and aspect ratio of the predicted box respectively, which are dependent. (x c , y c ) is the centre of the bounding box. To deduce the backard of the loss function, the partial derivative of w p and r p are shown as bellow.
To solve the objective function, we design an RPN module based on an FPN [18] . Fig. 2 shows the detailed information of the module. The component has two layers which are the same size as the input image. The first layer has a stride of 1, a kernel size of 1×1 and 256 channels; the second layer also has a stride of 1, a kernel size of 1×1 and 2 channels for output. Maxpooling layer is added after the second layer to reduce ROIs. The stride and kernel size is set to 4 based on experiment. We can obtain the ROIs from every point in the image directly and efficiently.
2) FAR INFRARED IMAGE SEGMENTATION
To suppress negative bounding boxes and obtain more positive samples, we should give a score to each bounding box and then select the samples with scores above 0.5. The FPN is chosen to extract the pedestrian semantic features and segment the pedestrians to generate a score per-pixel to meets the above criteria. Generally, pedestrian detection datasets have no segmentation labels, so we need to make segmentation labels by ourselves. Some studies [38] , [39] take GT as labels directly, while we take traditionally segment method to make labels.
The Fig. 3 shows a detailed description of how the segmentation labels are constructed. First, sub-images that contain the pedestrian is cut out according to GT annotation. Second, the traditional segmentation algorithm [4] is used to convert the sub-image to binary image. Then, a same size image is initialized with zero and the binary sub-image is filled to the same position as the original image according to GT. Third, the segmentation results are complemented. Supposing that per-pixel has a bounding box which is the same width and height as GT when the position is inside the GT, the intersection over union (IoU) between them is calculated. If IoU>0.6, the pixel is labelled as 1 based on experience. We add a new layer at the end of P2 as a score layer to combine the scores with the FIR segmentation labels. The results are shown in the fourth column of Fig. 3 . The evaluation was carried out using a bounding box (BB) and a score or confidence value for the detection result. The non-maximal suppression (NMS) method is applied to the detection results as the last operation to obtain the final bounding box.
B. FIR PEDESTRIAN DETECTION
To detect pedestrians in FIR images, we combined the ARPN and FPN as the ARPN-FPN detector. The architecture is shown in Fig. 2 . The FPN connects the top-down feature maps with lateral features by adding them together. The reason for this approach is that the features with different depths have different levels of semantic information. The low-level feature semantics are not sufficient enough to be directly used for classification, but they contain detailed features. The high-level features are more abstract, which have better classification performance. By combining the lateral connection with the top-down connection, feature maps with different resolutions can be obtained, and they can contain abstract semantic information as well as specific semantic features.
According to the FPN architecture, pedestrians with different sizes are detected in the feature maps with different scales. The distribution of pedestrians on each layer should correspond to the effective field of perception according to height. To detect small pedestrians, we select four feature scales P2, P3, P4, P5 for FIR pedestrian detection, and the steps of P2, P3, P4, P5 are {4, 8, 16, 32}. Each feature map P2, P3, P4, P5 is obtained by fusing the convolution features of the same scale as that of the backbone network through a 1×1 convolution. For example, if you want to get P2, P3 should be upsampled; then, convolve C2 by 1×1, and finally, add the two feature maps together to obtain P2.
Based on the feature maps P2, P3, P4, P5, the bilinear interpolation algorithm in deconvolution is used to obtain the features at double the size. Then, the 7×7 pedestrian feature map is extracted by the ROI align layer. At the same time, padding is used to obtain the local context information, and the original features and features with context information are fused as pedestrian detection features. Finally, the fully connected layer is used for classification and bounding box regression.
IV. EXPERIMENTAL EVALUATION
There are three metrics for evaluating the proposals [25] . One of the metrics takes a fixed number of proposals and plots the recall versus IoU. Another common metric is to plot the recall at an IoU threshold of 0.5 versus the number of proposals, and the final metric is the average recall (AR) from IoU 0.5 to 1. The AR is highly correlated with detector performance.
To compare the performance of the detectors, the logaverage miss rate [24] is used. This index is commonly used for evaluating pedestrian detector performance. The evaluation method uses nine reference points that are spaced in log-space in the interval between 10 −2 and 10 0 . The miss rate versus the number of false positives per image (FPPI) is plotted with a log-log plot. The lower the miss rate is, the better the detection performance.
1) DESCRIPTION OF THE DATASETS
Several datasets are used to verify the proposed method and detector. All the datasets were captured with an FIR camera that was mounted on the exterior of a vehicle. The datasets cover several different driving scenarios and time periods. Here, we provide a description of the datasets.
The first dataset is the LSI far infrared pedestrian dataset [5] (LSI), which comprises 15224 images with dimensions of 164×129 pixels and only has one 14 bit channel. The images are too small to compare with those of the other datasets, so the bilinear interpolation algorithm is used to zoom the image resolution to 656Ã-516 pixels.
The second dataset is the CVC-09 FIR sequence pedestrian dataset [6] , which is composed of two sets of images, named the day and night sets (C09D and C09N, respectively). These sets contain 5990 and 5081 frames, respectively, each with a size of 640×480 pixels.
The third dataset is the CVC14 visible-FIR day-night pedestrian sequence dataset [7] , which contains two sub-sets named day and night (C14D and C14N, respectively) . Each sub-set contains visible and FIR images, each with a size of 640×471 pixels. We expanded the image height to 480 pixels by inverting 9 pixels at the bottom of the image. We only choose infrared data to participate in the experiment to ensure the comparability of the results.
The last benchmark dataset is the SCUT dataset [8] . It contains approximately 11 h-long image sequences at 25 fps taken by a vehicle, and the output resolution is 720×576 pixels. The interval in this test dataset is set to 25 frames. In this paper, the pedestrians with a height of more than 50 pixels were marked as a reasonable subset to evaluate the performance of the detectors.
2) TRAINING DETAILS
As the VGG16 model has been used in many tasks and tested in visible images, the pedestrian detection is excellent [8] . We take it as the backbone network to predict the ROIs and detect the pedestrians. Specifically, our network is trained with the stochastic gradient descent (SGD) algorithm for 60K iterations with an initial learning rate of 0.001 and a learning policy for the steps. After 30K iterations, the learning rate is set to 0.0001. Each SGD mini-batch is constructed from an N =1 image. The weight decay and momentum are set as 0.0005 and 0.9, respectively. We trained the parameters for the backbone networks on the dataset with one FIR channel as the input. The detector was implemented in C++ within the Caffe toolbox [29] . To complete the experiment, an Intel Xeon E5-2620@2.1 GHz CPU server with 48GB memory and a GPU M40(24G) were used.
A. PROPOSAL EVALUATION
In this part, several proposal generation methods for the test sets are used to compare with the ARPN. The proposals are evaluated by the metrics mentioned above. If the IoU is higher than 0.5, the ground truth is recalled.
1) COMPARISON OF DIFFERENT STRIDES
To find the relationships among the recall, AR and speed, we perform experiments in different steps. Every step corresponds to a different image size. For example, if we take step S2, the kernel size and stride for max pooling is set to 2 to achieve the desired size. Table 1 -2 shows that the larger the stride, the lower the recall and the faster the calculation speed. In general, although the overall trend in the calculation time is downward, it tends to be stable in {S4,S8,S16,S32}. To balance the above four indicators, we take S4 to obtain a bounding box. 
2) COMPARISON OF DIFFERENT METHODS
To analyse the performance of the ARPN, other proposal methods, such as the RPN [9] , FPN [18] and MSCNN [1] , are compared with our method. Table 3 shows the detailed settings for the comparison experiment. Fig. 4 shows that the ARPN can achieve a perfect performance on the C09N, C14D, LSI and SCUT test sets, resulting in a higher AR than that of the other methods. It does not obtain the best results on the C09D and C14N test sets, but it is still better than other methods. Fig. 5 also shows that the more proposals there are, the better the recall is for the test sets. Fig. 4 shows that the AR on the C14D, C14N and LSI test sets are 0.5%-6% higher than those of the other three algorithms. The recall is better in the C09D, C09N and SCUT test sets, but the AR is lower, which indicates that the IoU coincidence of the bounding box and GT is not high and needs to be adjusted.
B. DETECTION EVALUATION
In this part, several classical detectors are used for comparison with ours to evaluate the pedestrian detection performance. The evaluation was carried out using bounding box (BB) and score or confidence value for the detection result. The non-maximal suppression (NMS) technique is applied to the detection results as the last operation to obtain the final bounding box.
1) CONTEXT AND FEATURE DECONVOLUTION
Here, we provide a comparison of different techniques We use a deconvolution layer to resize the last feature map to double the size of the receptive field and context information to extract more discriminative information to detect small objects. Table 4 shows that the RoIPooling detection accuracy of 7×7 is better than 3×7, and the best result is more than 5%. These data indicate that abundant pedestrian features are beneficial for improving the detection accuracy. Table 4 also shows the result when the feature resolution expansion and context are not used in the detection process, the result is the worst. Generally, the feature resolution and context information can improve the detection performance, and the MR is reduced by 1% to 5%. However, the test on the C14N and C14N test sets does not yield a better result. These results indicate that there is a certain correlation between AR and MR.
2) COMPARISON TO THE STATE-OF-THE-ART DETECTORS
To evaluate the ARPN-FPN detector, we also selected several other pedestrian detectors for comparison: the ACF-T-H [14] , Faster-RCNN [26] , MSCNN [1] , FPN [18] and YOLOv3 [30] datasets. For the datasets, only the reasonable sub-test sets are taken to conduct the experiments. Fig. 6 shows that the ARPN-FPN detector achieved a good performance on most of the datasets except the C09N dataset. Especially on LSI datasets, the ARPN-FPN is nearly 43% higher than the FRCNN. Combining the results on the LSI datasets in Fig. 4 and Fig. 5 , we find that the recall and AR are the lowest of all the proposals methods. This finding was also validated on the C14D data set. As the C09N dataset is reasonable subset, the YOLOv3 model is better than the others, but the ARPN-FPN is better than the FPN.
V. CONCLUSIONS
This paper presents a novel loss function and CNN module, the ARPN, to solve the problem that manually designed hyper-parameters might miss anchors. According to our method, the bounding box can be obtained on a per-pixel basis. The background of an FIR image is complex, traditional segmentation methods have limitation with generalization ability. Thus, the traditional FIR pedestrian segmentation algorithm is only used to construct the labels, and the FPN is combined for pedestrian segmentation to give a score to the bounding box. Comparing the ARPN based on the C09D, C09N, C14D, C14N, LSI and SCUT datasets, the vast majority of recall values exceed 98% for 100 proposals. Then, the obtained ROIs are tested based on the datasets and compared with the results of state-of-the-art detectors. The log-average miss rates in the experiments show that our detector achieves the best performance. In the future, we will try to extend the proposed framework to multiple levels to obtain better AR values with fewer proposals. Moreover, a deeper network structure will be implemented in our framework to improve the performance. LONGHAO ZHANG is currently pursuing the Ph.D. degree with the Automation School, Beijing University of Posts and Telecommunications. His major is in pattern recognition. He has been involved in the field of computer vision for three years. He has done a lot of research on scene recognition, object detection, instance segmentation, and so on.
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