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This papershows how two image sequencesthathave no
spatial overlap between their ﬁelds of view can be aligned
both in time and in space. Such alignment is possible
when the two cameras are attached closely together and
are moved jointly in space. The common motion induces
“similar”changesovertime within thetwo sequences. This
correlated temporal behavior, is used to recover the spatial
and temporal transformations between the two sequences.
The requirement of “coherent appearance” in standard im-
agealignmenttechniquesisthereforereplacedby“coherent
temporal behavior”, which is often easier to satisfy.
This approach to alignment can be used not only for
aligning non-overlapping sequences, but also for handling
other cases that are inherently difﬁcult for standard im-
age alignment techniques. We demonstrate applications of
this approach to three real-world problems: (i) alignment
of non-overlapping sequences for generating wide-screen
movies, (ii) alignment of images (sequences) obtained at
signiﬁcantly different zooms, for surveillance applications,
and, (iii) multi-sensor image alignment for multi-sensor fu-
sion.
1 Introduction
The problem of image alignment (or registration) has
been extensively researched, and successful approaches
have been developed for solving this problem. Some of
these approaches are based on matching extracted local im-
agefeatures. Other approachesare based ondirectly match-
ing image intensities. A review of some of these meth-
ods can be found in [19] and [13]. However, all these ap-
proachesshare one basic assumption: that there is sufﬁcient
overlapbetween the two images to allow extractionof com-
mon image properties, namely, that there is sufﬁcient “sim-
ilarity” between the two images (“Similarity” of images is
used here in the broadest sense. It could range from gray-
level similarity, to feature similarity, to similarity of fre-
quencies,andallthewaytostatistical similaritysuchas mu-
tual information [21]).
In this paper the following question is addressed: Can
twoimagesbe alignedwhenthereis very little similarity be-
tweenthem,orevenmoreextremely,whenthereisnospatial
overlap at all between the two images? When dealing with
individual images, the answer tends to be “No”. However,
this is not the case when dealing with image sequences. An
image sequence contains much more information than any
individualframedoes. Inparticular,temporalchanges(such
as dynamic changes in the scene, or the induced image mo-
tion) are encoded between video frames, but do not appear
in any individual frame. Such information can form a pow-
erful cue for alignment of two (or more) sequences. Caspi
and Irani [6] and Stein [18] have illustrated an applicabil-
ity of such an approach for aligning two sequences based
on common dynamic scene information. However, they as-
sumed that the same temporal changes in the scene (e.g.,
moving objects) are visible to both video cameras, leading
to the requirement that there must be signiﬁcant overlap in
the FOV’s (ﬁelds-of-view) of the two cameras.
Inthispaperweshowthatwhentwocamerasareattached
closely to each other (so that their centers of projections
are very close), and move jointly in space, then the induced
frame-to-frame transformations within each sequence have
correlated behavior across the two sequences. This is true
even when the sequences have no spatial overlap. This cor-
related temporalbehavioris used to recover both the spatial
and temporal transformations between the two sequences.
Unlikecarefullycalibratedstereo-rigs[17], ourapproach
does not require any prior internal or external camera cali-
bration,noranysophisticatedhardware. Ourapproachbears
resemblance to the approaches suggested by [7, 11, 22] for
auto-calibration of stereo-rigs. But unlike these methods,
we do not require that the two cameras observe and match
the same scene features, nor that their FOV’s will overlap.
The need for “coherent appearance”, which is a funda-
mental assumptionin image alignmentmethods, is replaced
here with the requirementof “coherent temporalbehavior”.
A similar approach was used for “hand eye calibration” in
roboticsresearche.g., [20, 12]. Coherenttemporalbehavior
is often easier to satisfy (e.g., by moving the two cameras
jointly in space). Our approach is therefore useful not only
in the case of non-overlapping sequences, but also in other
caseswhichareinherentlydifﬁcultforstandardimagealign-
ment techniques.
This gives rise to a variety of real-worldapplications, in-
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Figure 1: Two video cameras are attached to each other, so that
theyhavethesamecenterofprojection, butnon-overlapping ﬁelds-
of-view. The two cameras are moved jointly in space, producing
two separate video sequences
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cluding: (i) Multi-sensor alignment for image fusion. This
requiresaccurate alignment of images (sequences)obtained
by sensors of different sensing modalities (such as Infra-
Red and visible light). Such images differ signiﬁcantly
in their appearance due to different sensor properties [21].
(ii) Alignment of images (sequences) obtained at different
zooms. Theproblemhereisthatdifferentimagefeaturesare
prominent at different image resolutions [8]. Alignment of
a wide-FOV sequence with a narrow-FOV sequence is use-
ful for detecting small zoomed-in objects in (or outside) a
zoomed-outviewofthescene. Thiscanbeusefulinsurveil-
lance applications. (iii) Generation of wide-screen movies
from multiple non-overlapping narrow FOV movies (such
as in IMAX movies).
Our approachcan handlesuch cases. Results are demon-
strated in the paper on complex real-world sequences, as
well as on manipulated sequences with ground truth.
2 Problem Formulation
We examine the case when two video cameras having
(approximately) the same center of projection but different
3Dorientation,movejointlyinspace(seeFig.1). Theﬁelds
of view of the two cameras do not necessarily overlap. The
internal parametersof the two camerasare differentand un-
known, but ﬁxed along the sequences. The external param-
eters relating the two cameras (i.e., the relative 3D orienta-
tion) are also unknown but ﬁxed. Let
S
=
I
1
;
:
:
:
I
n
+
1 and
S
0
=
I
0
1
;
:
:
:
;
I
0
m
+
1 be the two sequences of images recorded
by the two cameras1. When temporal synchronization(e.g.,
time stamps) is not available, then
I
i and
I
0
i may not be cor-
responding frames in time. Our goal is to recover the trans-
formation that aligns the two sequences both in time and in
space. Note the term “alignment” here has a broader mean-
ing than the usual one, as the sequences may not overlap in
space, and may not be synchronized in time. Here we refer
1The subscript
i is used represents the frame time index, and the super-
script prime is used to distinguish between the two sequences
S and
S
0.
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Figure 2: Problem formula-
tion. The two sequences are
spatially related by a ﬁxed but un-
known inter-camera homography
H, and temporally related by a
ﬁxed and unknown time shift
￿
t.
Giventheframe-to-frametransfor-
mations
T
1
;
:
:
:
;
T
n and
T
0
1
;
:
:
:
;
T
0
m,
we want to recover
H and
￿
t.
to alignment as displaying one sequence in the spatial coor-
dinate system of the other sequence, and at the correct time
shift, as if obtained by the other camera.
Whenthetwocamerashavethesamecenterofprojection
(anddifferonlyintheir3Dorientationandtheirinternalcal-
ibration parameters), then a simple ﬁxed homography
H (a
2Dprojectivetransformation)describesthespatialtransfor-
mation between temporally corresponding pairs of frames
across the two sequences [10].
If there were enough common features (e.g.,
p and
p
0)
between temporally corresponding frames (e.g.,
I
i and
I
0
i),
then it would be easy to recover the inter-camera homog-
raphy
H, as each such pair of corresponding image points
provides two linear constrains on
H:
p
0
￿
=
H
p.T h i s , i n
fact, is how most image alignment techniques work [10].
However,this is not the case here. The two sequence do not
share common features, because there is no spatial overlap
between the two sequences. Instead, the homography
H is
recoveredfromthe inducedframe-to-frametransformations
within each sequence.
Let
T
1
;
:
:
:
T
n and
T
0
1
;
:
:
:
T
0
m be the sequences of frame-
to-frame transformations within the video sequences
S and
S
0, respectively.
T
i is the transformation relating frame
I
i
to
I
i
+
1. These transformations can be either 2D paramet-
ric transformations (e.g., homographies or afﬁne transfor-
mations) or 3D transformations/relations (e.g., fundamen-
tal matrices). We next show how we can recover the spatial
transformation
H andthetemporalshift
￿
tbetweenthetwo
video sequences directly from the two sequences of trans-
formations
T
1
;
:
:
:
T
n and
T
0
1
;
:
:
:
T
0
m. Theproblemformulated
above is illustrated in Fig. 2.
3 Recovering Spatial Alignment Between Se-
quences
Let us ﬁrst assume that the temporal synchronization is
known. Such informationis often available (e.g., from time
stamps encoded in each of the two sequences). Section
4 shows how we can recover the temporal shift between
the two sequences when that information is not available.
Therefore, without loss of generality, it is assumed that
I
i
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I
0
i are correspondingframes in time in sequences
S and
S
0,respectively. Twocasesareexamined: (i)Thecasewhen
the scene is planar or distant from the cameras. We refer to
thesescenesas“2Dscenes”. Inthiscasetheframe-to-frame
transformations
T
i can be modeled by homographies (Sec.
3.1). (ii) The case of a non-planar scene. We refer to these
scenes as “3D scenes”. In this case the frame-to-framerela-
tion can be modeled by a fundamentalmatrix (Sec. 3.2).
3.1 Planar or Distant (2D) Scenes
When the scene is planar or distant from the cameras,
or when the joint 3D translation of the two cameras is neg-
ligible relative to the distance of the scene, then the in-
duced image motions within each sequence (i.e.,
T
1
;
:
:
:
T
n
and
T
0
1
;
:
:
:
T
0
n) can be described by 2D parametric transfor-
mations [10].
T
i thus denotes the homography between
frame
I
i and
I
i
+
1, represented by
3
￿
3 non-singularmatri-
ces. We next show that temporally corresponding transfor-
mations
T
i and
T
0
i are also related by the ﬁxed inter-camera
homography
H (which relates frames
I
i and
I
0
i).
Let
P be a 3D point in the planar (or the remote) scene.
Denote by
p
i and
p
0
i its image coordinates in frames
I
i and
I
0
i, respectively (the point
P need not to be visible in the
frames, i.e.,
P need not be within the FOV of the cameras).
Let
p
i
+
1 and
p
0
i
+
1 be its image coordinates in frames
I
i
+
1
and
I
0
i
+
1, respectively. Then,
p
i
+
1
￿
=
T
i
p
i and
p
0
i
+
1
￿
=
T
0
i
p
0
i. Because the coordinatesof the videosequences
S and
S
0 are related by a ﬁxed homography
H , then:
p
0
￿
=
H
p
and
p
0
i
+
1
￿
=
H
p
i
+
1. Therefore:
H
T
i
p
i
￿
=
H
p
i
+
1
￿
=
p
0
i
+
1
￿
=
T
0
i
p
0
i
￿
=
T
0
i
H
p
i (1)
Each
p
i couldtheoreticallyhaveadifferentscalarassociated
with the equalityin Eq. (1). However,it is easy to show that
because the relation in Eq. (1) holds for all points
p
i,t h e r e -
fore all these scalars are equal, and hence:
H
T
i
￿
=
T
0
i
H
: (2)
Because
H is invertible, we may write
T
0
i
￿
=
H
T
i
H
￿
1,o r
T
0
i
=
s
i
H
T
i
H
￿
1 (3)
where
s
i is a (frame-dependent)scale factor. Eq. (3) is true
for all frames (i.e., for any pair of corresponding transfor-
mations
T
i and
T
0
i,
i
=
1
:
:
n). Eq. (3) shows that there is
a similarity relation2 (or conjugacy relation) between the
two matrices
T
i and
T
0
i (up to a scale factor). A similar ob-
servation was made for case of hand-eye calibration (e.g.,
[20,12]),andforauto-calibrationofastereo-rig(e.g. [22]).
2Amatrix
Aissaidtobe“similar” toamatrix
B ifthere exists aninvert-
ible matrix
M such that
A
=
M
B
M
￿
1. See [9]. The term “conjugate
matrices” can be used as well.
Denote by
e
i
g
(
A
)
=
[
￿
1
;
￿
2
;
￿
3
]
t a
3
￿
1 vector con-
taining the eigenvalues of a
3
￿
3 matrix
A (in decreasing
order). Then it is known([9] pp. 898.) that: (i) If
A and
B
are similar matrices, then they have the same eigenvalues:
e
i
g
(
A
)
=
e
i
g
(
B
), and, (ii) The eigenvalues of a scaled
matrix are scaled:
e
i
g
(
s
A
)
=
s
(
e
i
g
(
A
)
).U s i n gt h e s et w o
facts and Eq. (3) we obtain:
e
i
g
(
T
0
i
)
=
s
i
e
i
g
(
T
i
) (4)
where
s
i is the scale factor deﬁned by Eq. (3). Eq. (4) im-
plies that
e
i
g
(
T
i
) and
e
i
g
(
T
0
i
) are “parallel”. This gives rise
to a measure of similarity between two matrices
T
i and
T
0
i:
s
i
m
(
T
i
;
T
0
i
)
=
e
i
g
(
T
i
)
t
e
i
g
(
T
0
i
)
j
j
e
i
g
(
T
i
)
j
j
j
j
e
i
g
(
T
0
i
)
j
j
; (5)
where
j
j
￿
j
j is the vector norm. For real valued eigenval-
ues,Eq.(5)providesthecosineoftheanglebetweenthetwo
vectors
e
i
g
(
T
i
)and
e
i
g
(
T
0
i
). Thispropertywillbeusedlater
forobtainingthetemporalsynchronization(Section4). This
measure is also used for outlier rejection of bad frame-to-
frame transformation pairs,
T
i and
T
0
i. The remainder of
this section explains how the ﬁxed inter-camera homogra-
phyH is recoveredfrom the list of frame-to–frametransfor-
mations
T
1
;
:
:
T
n and
T
0
1
;
:
:
;
T
0
n, and discusses uniquenessof
the solution.
For each pair of temporally corresponding transforma-
tions
T
i and
T
0
i in sequences
S and
S
0, we ﬁrst compute
their eigenvalues
e
i
g
(
T
i
) and
e
i
g
(
T
0
i
). The scale factor
s
i
which relates them is then estimated from Eq. (4) using
least squaresminimization. (three equationsoneunknown).
Once
s
i is estimated, Eq.(3)(orEq.(2))canbe rewrittenas:
s
i
H
T
i
￿
T
0
i
H
=
0 (6)
Eq. (6) is linear in the unknown components of
H.R e -
arranging the components of
H in a
9
￿
1 column vector
~
h
=
[
H
1
1
H
1
2
H
1
3
H
2
1
H
2
2
H
2
3
H
3
1
H
3
2
H
3
3
]
t, Eq. (6) can
be rewritten as a set of linear equations in
~
h:
M
i
~
h
=
~
0 (7)
where
M
i is a
9
￿
9 matrix deﬁned by
T
i,
T
0
i and
s
i:
M
i
=
2
4
s
i
T
i
t
￿
T
0
i
1
1
I
￿
T
0
i
1
2
I
￿
T
0
i
1
3
I
￿
T
0
i
2
1
I
s
i
T
t
￿
T
0
i
2
2
I
￿
T
0
i
2
3
I
￿
T
0
i
3
1
I
￿
T
0
i
3
2
I
s
i
T
t
￿
T
0
i
3
3
I
3
5
9
￿
9
and
I is the
3
￿
3 identity matrix.
Eq. (7) implies that each pair of corresponding transfor-
mations
T
i and
T
0
i contributes
9 linear constrains in the un-
known homography
H (i.e.,
~
h). It can be shown [5] that if
T
i (and hence also
T
0
i)h a v e
3 different eigenvalues, then
H
can be determined by a single such pair of transformations
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Figure 3: Alignment of non-overlapping sequences. (a)
and (b) are temporally corresponding frames from sequences
S and
S
0. The correct time shift was automatically detected.
(c) shows one frame in the combined sequence after spatio-
temporal alignment. Note the accuracy of the spatial and tem-
poral alignment of the running person. For full sequences see
www.wisdom.weizmann.ac.il/NonOverlappingSeqs.
up to three degrees of freedom. Therefore,at least two such
pairsofindependenttransformationsare neededto uniquely
determine the homography
H (up to a scale factor).
The constraints from all the transformations
T
1
;
:
:
;
T
n
and
T
0
1
;
:
:
;
T
0
n can be combined into a single set of linear
equations in
~
h:
A
~
h
=
~
0 (8)
whereAisa
9
n
￿
9matrix:
A
=
2
6
4
M
1
. . .
M
n
3
7
5. Eq.(8)isaho-
mogeneoussetoflinear equationsin
~
h, that canbe solvedin
a variety of ways [3]. In particular,
~
h may be recovered by
computing the eigenvector which corresponds to the small-
est eigenvalue of the matrix
A
t
A.
3.2 3D Scenes
When the scene is neither planar nor distant, the relation
between two consecutive frames of an uncalibrated camera
is describedbythe fundamentalmatrix [10]. Inthis case the
inputto our algorithm is two sequencesof fundamentalma-
trices between successive frames, denoted by
F
1
;
:
:
:
F
n and
F
0
1
;
:
:
:
F
0
n. Namely, if
p
i
2
I
i and
p
i
+
1
2
I
i
+
1 are corre-
sponding image points, then:
p
t
i
+
1
F
i
p
i
=
0 . Although the
relations within each sequence are characterized by funda-
mental matrices, the inter-camera transformation remains a
(a) (b)
(c)
Figure 4: Alignment of non-overlapping sequences. (a)
and (b) are temporally corresponding frames from sequences
S and
S
0. The correct time shift was automatically detected.
(c) shows one frame in the combined sequence. Correspond-
ing video frames were averaged after spatio-temporal align-
ment. The small overlapping area was not used in the esti-
mation process, but only for veriﬁcation (see text). Note the
accuracy of the spatial and temporal alignment of the soc-
cer player in the overlapping region. For full sequences see
www.wisdom.weizmann.ac.il/NonOverlappingSeqs.
homography
H. This is because the two cameras still share
the same center of projection (Sec. 2).
Each fundamental matrix
F
i can be decomposed into a
homography+ epipole as follows [10]:
F
i
=
[
e
i
]
x
T
i
where
e
i is the epipole relating frames
I
i and
I
i
+
1,t h e
matrix
T
i is the induced homography from
I
i to
I
i
+
1 via
any plane (real or virtual).
[
￿
]
x is the cross product matrix
(
[
v
]
x
~
w
=
~
v
￿
~
w).
The homographies,
T
1
;
:
:
:
;
T
n and
T
0
1
;
:
:
:
;
T
0
n,a n dt h e
epipoles
e
1
;
:
:
:
;
e
n and
e
0
1
;
:
:
:
;
e
0
n, impose separate con-
straints on the inter-camera homography
H. These con-
straints can be used separately or jointly to recover
H.
(i) Homography-based constraints: The homographies
T
1
;
:
:
;
T
n and
T
0
1
;
:
:
;
T
0
n (extractedfromthefundamentalma-
trices
F
1
;
:
:
;
F
n and
F
0
1
;
:
:
;
F
0
n, respectively), may corre-
spond to different 3D planes. In order to apply the algo-
rithm of Sec. 3.1 using these homographies, we need im-
pose plane-consistency across the two sequences (to guar-
antee that temporally corresponding homographies corre-
spond to the same plane in the 3D world). One possible
way for imposing plane-consistencyacross (and within) the
two sequences is by using the “Plane+Parallax” approach
[16, 14]. However, this approach requires that a real phys-
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tively, the “threading” method of [1] or other methods for
computing consistent set of camera matrices (e.g., [2]), can
impose plane-consistency within each sequence, even if no
realphysicalplaneisvisibleinanyoftheframes. Planecon-
sistency across the two sequences can be guaranteed e.g.,
if [1] is initiated at frames which are known to simultane-
ously view the same real plane in both sequences. How-
ever, the two camerascan see differentportionsof the plane
(allowing for non-overlappingFOVs), and need not see the
plane at any of the other frames. This approach is therefore
less restrictive than the Plane+Parallax approach.
(ii) Epipole-based constraints: The fundamental matrices
F
1
:
:
F
n and
F
0
1
:
:
F
0
n also provide a list of epipoles
e
1
;
:
:
:
;
e
n
and
e
0
1
;
:
:
:
;
e
0
n. These epipoles are uniquely deﬁned (there
is no issue of plane consistency here). Since the two cam-
eras have the same center of projection, then for any frame
i:
e
0
i
￿
=
H
e
i, or more speciﬁcally:
(
e
0
i
)
x
=
[
h
1
h
2
h
3
]
e
i
[
h
7
h
8
h
9
]
e
i
(
e
0
i
)
y
=
[
h
4
h
5
h
6
]
e
i
[
h
7
h
8
h
9
]
e
i
(9)
Multiplying by the dominator and rearranging terms yields
twonewlinearconstrainson
H foreverypairofcorrespond-
ing epipoles
e
i and
e
0
i:
￿
e
i
t
~
0
t
(
e
0
i
)
x
e
i
t
~
0
t
e
i
t
(
e
0
i
)
y
e
i
t
￿
2
￿
9
~
h
=
0 (10)
where
~
0
t
=
[
0
;
0
;
0
]. Every pair of temporally correspond-
ing epipoles,
e
i and
e
0
i, thus imposes two linear constraints
on
H.T h e s e
2
n constraints (
i
=
1
;
:
:
;
n) can be added to
the set of linear equations in Eq. (8) which are imposed by
the homographies. Alternatively, the epipole-related con-
straints can be used alone to solve for
H, thus avoiding
the need to enforceplane-consistencyon the homographies.
Theoretically,fourpairsof correspondingepipoles
e
i and
e
0
i
are sufﬁcient.
4 Recovering Temporal Synchronization Be-
tween Sequences
So far we have assumed that the temporal synchro-
nization between the two sequences is known and given.
Namely, that frame
I
i in sequence
S corresponds to frame
I
0
i in sequence
S
0, and therefore the transformation
T
i cor-
responds to transformation
T
0
i. Such information is often
available from time stamps. However, when such synchro-
nization is not available, we can recover it. Given two
unsynchronized sequences of transformations
T
1
;
:
:
:
T
n and
T
0
1
;
:
:
:
T
0
m, we wish to recover the unknown temporal shift
￿
t between them. Let
T
i and
T
0
i
+
￿
t be temporally cor-
responding transformations (namely, they occurred at the
same time instance). Then from Eq. (4) we know that they
should satisfy
e
i
g
(
T
i
)
k
e
i
g
(
T
0
i
+
￿
t
) (i.e., the
3
￿
1 vectors
of eigenvaluesshould be parallel). In other words, the simi-
larity measure
s
i
m
(
T
t
i
;
T
0
t
0
i
+
￿
t
) of Eq. (5) should equal
1
(corresponding to
c
o
s
(
0
), i.e., an angle of
0
￿ between the
two vectors). All pairs of correspondingtransformations
T
i
and
T
0
i
+
￿
t mustsimultaneouslysatisfythisconstraintforthe
correct time shift
￿
t. Therefore, we recover the unknown
temporal time shift
￿
t by maximizing the following objec-
tive function:
S
I
M
(
￿
t
)
=
X
i
s
i
m
(
T
i
;
T
i
+
￿
t
)
2 (11)
The maximization is currently performed by an exhaustive
search over a ﬁnite range of valid time shifts
￿
t.T o a d -
dress larger temporal shifts, we apply a hierarchical search.
Coarsertemporallevelsareconstructedbycomposingtrans-
formations to obtain fewer transformation between more
distant frames.
The objective function of Eq. (11) can be generalized to
handlesequencesofdifferentframerates, suchassequences
obtainedbyNTSCcameras(30frame/sec)vs. PAL cameras
(25frames/sec). Theratio betweenframescorrespondingto
equal time steps in the two sequences is
2
5
:
3
0
=
5
:
6.
Therefore, the objective function that should be maximized
for an NTSC-PAL pair of sequences is:
S
I
M
(
￿
t
)
=
X
i
s
i
m
(
T
5
(
i
+
1
)
5
i
;
T
0
6
(
i
+
1
)
+
￿
t
6
i
+
￿
t
)
2 (12)
Where
T
j
i is the transformation from frame
I
i to frame
I
j.
In our experiments, all sequences were obtained by PAL
video cameras. Therefore only the case of equal frame-
rate (Eq. (11)) was experimentally veriﬁed. We found this
methodto beveryrobust. Itsuccessfullyrecoveredthetem-
poral shift up to ﬁeld (sub-frame) accuracy. Sub-ﬁeld accu-
racy maybe furtherrecoveredby interpolatingthe valuesof
S
I
M
(
￿
t
) obtained at discrete time shifts.
5 Applications
This section illustrates the applicability of our method to
solving some real-world problems, which are particularly
difﬁcult for standard image alignment techniques. These
include: (i) Alignment of non-overlapping sequences for
generation of wide-screen movies from multiple narrow-
screen movies (such as in IMAX ﬁlms), (ii) Alignment of
sequences obtained at signiﬁcantly different zooms (e.g.,
for surveillance applications), and (iii) Alignment of multi-
sensor sequences for multi-sensor fusion. We show results
of applying the method to complex real-world sequences.
In addition, in order to empirically quantify the accuracy of
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Figure5: Finding zoomedregion. This ﬁgure displays three different examples (one at each row), each one withdifferent zoom factor.
Theleftcolumn (1.a, 2.a, 3.a) display one frame from eachof the three wide-FOVsequences. The temporally corresponding frames from the
corresponding narrow-FOV sequences are displayed in the center column. The correct time shift was automatically detected for each pair
of narrow/wide FOV sequences. Each image on the right column shows super-position of corresponding frames of the two sequences after
spatio-temporal alignment, displayed by color averaging. For full sequences see www.wisdom.weizmann.ac.il/NonOverlappingSeqs.
our method, we also applied it to pairs of sequences gener-
atedfroma realsequencebywarpingitwithknown(ground
truth)homographies. Allsequenceswhichweexperimented
with were captured by “of the shelf” consumer CCD cam-
eras. The cameras were attached to each other, to mini-
mize the distance between their centers of projections. The
joint camera motion was performedmanually(i.e., a person
would manually hold and rotate the two attached cameras).
No temporal synchronization tool was used.
The frame-to-frame input transformations within each
sequence (homographies
T
1
:
:
:
T
n and
T
0
1
:
:
:
T
0
n)w e r ee x -
tracted using the method described in [15]. The input se-
quences were usually several seconds long to guaranty sig-
niﬁcant enough motion. The temporal time shift was re-
covered using the algorithm described in Sec. 4 up to ﬁeld
accuracy. Inaccurate frame-to-frame transformations
T
i
wereprunedoutbyusingtwooutlierdetectionmechanisms.
These are discussed in detail in [5]. Finally, the best thirty
or so transformations were used in the estimation of the
inter-camerahomography
H (usingthe algorithmdescribed
in Sec. 3.1).
5.1 Alignment of Non-Overlapping Sequences
Fig. 3 shows an example of alignment of non-
overlapping sequences. The left camera is zoomed-in
and rotated relative to the right camera. The correct
spatio-temporal alignment can be seen in Fig. 3.c. Note the
accurate alignment of the running person both in time and
in space.
Our approach to sequence alignment can be used to gen-
erate wide-screen movies from two (or more) narrow ﬁeld-
of-view movies (such as in IMAX movies). Such an exam-
ple is shown in Fig. 4. To verify the accuracy of alignment
(bothintimeandinspace),weallowedforaverysmallover-
lap betweenthe two sequences. However,this imageregion
wasnotusedin the estimationprocess, toimitate the case of
truly non-overlapping sequences. The overlapping region
wasusedonlyfordisplayandveriﬁcationpurposes. Fig.4.c
showstheresultofcombiningthetwosequences(byaverag-
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Figure 6: Multi-sensor Alignment. (a) and (b) are temporally corresponding frames from the visible-light and IR sequences, respec-
tively (the temporal alignment was automatically detected). The inside of the building is visible only in the visible-light sequence, while the
IR sequence captures the details outdoors (e.g., the dark trees, the sign, the bush). (c) shows the results of fusing the two sequences after
spatio-temporal alignment. Thefusedsequence preserves thedetailsfrombothsequences. Notethehighaccuracy ofalignment (bothintime
and in space) of the walking lady. For more details see text. For full sequences see www.wisdom.weizmann.ac.il/NonOverlappingSeqs.
ing corresponding frames) after spatio-temporal alignment.
Note the accurate spatial as well as temporal alignment of
the soccer players in the averaged overlapping region.
Inordertoempiricallyverifytheaccuracyofourmethod,
the real video sequence of Fig. 7 was split in the middle,
producing two non-overlapping sequences of half-a-frame
widtheach. Thetrue(groundtruth)homographyinthiscase
correspondstoahorizontalshiftbythewidthofaframe(
3
5
2
pixels). The frame-to-frame transformation (
T
1
:
:
:
T
n and
T
0
1
:
:
:
T
0
n)wereestimatedseparatelywithineachsequenceus-
ing [15]. The temporal shift (
￿
t
=
0) was recovered cor-
rectly from these transformations, and the “inter-camera”
homography
H was recovered up to a misalignment error
of less than 0.7 pixel over the entire image. See Table 1 for
summary of the quantitative experimental results.
5.2 AlignmentofSequencesObtainedatDifferent
Zooms
Often in surveillance applications two cameras are used,
one with a wide FOV (ﬁeld-of-view) for observing large
scene regions, and the other camera with a narrow FOV
(zoomed-in)fordetectingsmallobjects. Matchingtwosuch
imagesobtainedatsigniﬁcantlydifferentzoomsisadifﬁcult
problem for standard image alignment methods, since the
twoimagesdisplaydifferentfeatureswhichareprominentat
the different resolutions. Our sequence alignment approach
maybe used forsuch scenarios. Fig. 5 showsthreesuch ex-
amples. The results of the spatio-temporal alignment (right
colunmofFig.5)aredisplayedintheformofaveragingtem-
porally corresponding frames after alignment according to
the computed homography and the computed time shift. In
theﬁrstexample(toprow ofFig. 5)the zoomdifferencebe-
tween the two cameras was approximately 1:3. In the sec-
ond example (second row) it was
￿1:4, and in the third ex-
ample (bottom row) it was
￿1:8. Note the small red ﬂow-
ers in the zoomed view (Fig. 5.2.b). These can barely be
seen in the corresponding low resolution wide-view frame
(Fig. 5.2.a). The same holds for the Pagoda in Fig. 5.3.b
To empirically verify the accuracy of our method in the
presence of large zooms and large rotations, we ran the
algorithm on following three manipulated sequences with
known (ground truth) manipulations: We warped the se-
quenceof Fig. 7 oncebya zoomfactorof
2, onceby a zoom
factorof
4, andoncerotateditby
1
8
0
o. Theresultsaresum-
marized in Table 1.
In each of these cases, the recovered homography was
composed with the inverse of the ground-truth homogra-
phy:
H
￿
1
t
r
u
e
H
r
e
c
o
v
o
r
e
d. Ideally, the composed homography
shouldbe the identitymatrix. The errorsreportedin Table 1
are the maximal residualmisalignmentinduced by the com-
posed homography over the entire image.
5.3 Multi-Sensor Alignment
Images obtained by sensors of different modalities, e.g.,
IR (Infra-Red) and visible light, can vary signiﬁcantly in
their appearance. Features appearing in one image may not
appear in the other, and visa versa. This poses a problem
for image alignment methods. Our sequence alignment ap-
proach, however, does not require coherent appearance be-
tween the two sequences, and can therefore be applied to
solve the problem. Fig. 6 shows an exampleof two such se-
quences, one captured by a near IR camera, while the other
by a regular video (visible-light) camera. The scene was
shot in twilight. In the sequence obtained by the regular
video camera (Fig.6.(a)), the outdoor scene is barely visi-
ble, while the inside of the building is clearly visible. The
0-7695-1143-0/01 $10.00 (C) 2001 IEEE(a) (c) (d)
Figure 7: The sequence used for empirical evaluation.
(a,b,c) are three frames (0,150,300) out of the original 300 frames.
This sequence was used as the base sequence for the quantitative
experiments summarized in Table 1.
IR camera, on the other hand, captures the outdoor scene
in great detail, while the indoor part (illuminated by “cold”
neon light) was invisible to the IR camera (Fig. 6.(b)). The
result of the spatio-temporal alignment is illustrated by fus-
ing temporally corresponding frames. The IR camera pro-
vides only intensity information, and was therefore fused
only with the intensity (Y) component of the visible-light
camera(usingtheimage-fusionmethodof[4]). Thechrome
components(I and Q) of the visible-lightcamera supply the
color information.
The reader is encouraged to view color sequences at
www.wisdom.weizmann.ac.il/NonOverlappingSeqs.
6C o n c l u s i o n
This paper presents an approach for aligning two se-
quences (both in time and in space), even when there is no
common spatial information between the sequences. This
was made possible by replacing the need for “coherent ap-
pearance” (which is a fundamental requirement in standard
images alignmenttechniques), with the requirementof “co-
herent temporal behavior”, which is often easier to satisfy.
Wedemonstratedapplicationsofthisapproachtoreal-world
problems, which are inherently difﬁcult for regular image
alignment techniques.
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