We analyze the performance of an interferenceaware opportunistic relay selection protocol for multi-hop line networks which is based on the following simple rule: a node always transmits if it has a packet, except when its successive node on the line is transmitting. We derive analytically the saturation throughput and the end-to-end delay for two and three hop networks, and present simulation results for higher numbers of hops. In the case of three hops, we determine the throughput-optimal relay positions.
opportunistic relaying protocol is 10-15%, and even larger with respect to a TDMA protocol. Simulation results for four and five hop systems exhibit similar performance gains.
Early work on tandem queueing networks [1] relied on simplified channel and interference modeling and did not consider direct packet transmissions over the distance of multiple hops. Recent work on opportunistic routing includes [2] [3] [4] . Various aspects of line networks have been studied in [5] [6] [7] , while [8] calculated the end-to-end throughput of dynamic relay selection in a random geometric setting.
II. SYSTEM MODEL
We consider a slotted-time system, where slot t ∈ Z is the time interval [t, t+1), and the slot duration, i.e., unity, is equal to the duration of a packet. The system consists of N +1 nodes, i.e., the source, N −1 relays and the destination. At the end of each slot, a new packet arrives at the end of the source queue with probability λ and arrivals are independent across slots (other arrival distributions can also be accommodated by the analysis). The buffer size at the source is infinite. According to the considered protocol, a node transmits its head-of-line packet in slot t, if its successive node does not transmit in that slot (the last relay always transmits since the destination acts as a sink). The packet is kept at the farthest receiver that successfully receives the packet, and is discarded by all others. If the packet is not successfully received by any receiver, it remains at the head-of-line. Finally, we assume that nodes can not transmit and receive simultaneously.
For analytical purposes, we make the following assumptions: (A1) A packet can cover the distance of at most two hops, (A2) interference from a transmitter more than two hops away from a receiving node is negligible, and (A3) the buffer size at the relays is unity. (A1) and (A2) are based on the fact that, in terrestial networks, the signal power decreases quickly with distance due to the large path-loss exponent. Therefore, a direct three-hop transmission is highly unlikely for typical SNR values and the interference from far-away transmitters is close to negligible. These statements are also justified by the simulation results of Section IV. Regarding (A3), a relay buffer size larger than unity is unnecessary for N = 2, since, by virtue of the protocol, the only relay will always transmit if it has a packet, thus it can not receive. For N ≥ 3, a buffer size larger than unity could enable a relay to receive a packet in the event that its successive relay transmits. Nevertheless, in Section IV, it is demonstrated via simulation that the protocol performance is insensitive to the relay buffer size for three, four and five hop systems.
In the absence of interference, we denote the probability that a transmission is successfully received by a receiver two 1089-7798/12$31.00 c 2012 IEEE hops and one hop away as p 20 and p 10 , where p 10 > p 20 . The probability that a packet covers at least one hop is p s = p 20 + p 10 (1 − p 20 ) (where the subscript "s" stands for "success"). We also define p 11 as the probability of successful reception over a single hop, in the presence of interference from a transmitter one hop away from the receiver. These quantities correspond to a symmetrical network, i.e., a network with equidistant relays and equal transmission powers. The results presented in the next section concern the symmetrical case, but the theoretical framework easily accommodates the non-symmetrical case. The details of the proofs and the rather unwieldy general results can be found in [9] . A notational convention employed henceforth is thatx = 1 − x.
III. ANALYSIS
Let Q 1 (t), Q 2 (t), . . . , Q N (t) denote the number of packets at the source, the 1 st relay,. . . , the (N − 1) th relay, respectively. Since the relay buffer size is unity, Q n (t) ∈ {0, 1} for n = 2, . . . , N, while, for the source, Q 1 (t) ∈ N. In steady state, the probability generating function (pgf) of the vector
where
Moreover, let A(t) be a Bernoulli random variable with parameter λ which represents the arrival (or not) of a new packet at the source at the end of slot t. Then, the pgf of
The saturation throughput τ s is defined as the minimum value of λ for which D becomes infinite. We now state the main results of the paper for two and three hop networks.
Proposition 1 For a two-hop network, the mean end-to-end delay is
and the saturation throughput is
Proof: In steady state, g x1x2 satisfies the equation
Letting x 2 = {0, 1} in (5), we find g x10 , g x11 as functions of g 00 . From the law of total probability g 11 = 1, we solve for g 00 obtaining
where the first and second terms in the parentheses are the mean queue sizes at the source and relay buffers, respectively (the latter is equal to the probability that the buffer is not empty, since the buffer has size unity). After some algebra, (6) yields (3), and (4) follows from the definition of τ s . As seen in (4), the packet arrival rate which saturates the source buffer is given by (p 10 + p 20 (1 − p 10 ))/(2 − p 20 ). The expression clearly shows the gain of opportunistic routing (p 20 > 0), with respect to a protocol where two-hop transmissions are not allowed (p 20 = 0), in which case τ s = p 10 /2.
Proposition 2
The saturation throughput of a three-hop network is
where u(p 10 , p 20 , p 11 ) = p 10 (p 2
Proof: The pgf for N = 3 satisfies the equation
The main difference between (8) and (5) is the presence of the last term, which represents the event of concurrent transmissions from the source to the first relay and the second relay to the destination. Setting, successively, (x 2 , x 3 ) = {(0, 0), (0, 1), (1, 0), (1, 1)} in (8), we solve for g x100 , g x101 , g x110 , g x111 as functions of the parameters g 000 and g 001 . From the law of total probability g 111 = 1, we obtain after considerable algebra that g 000 = u(p 10 , p 20 , p 11 ) − λv(p 10 , p 20 , p 11 ) u(p 10 , p 20 , p 11 ) + Cw(p 10 , p 20 , p 11 ) ,
where C g 001 /g 000 − 1 and w(p 10 , p 20 , p 11 ) = p 11 p 10 p 2 20 + p 2 10p 20 + 2p 11 p 10 (1 +p 20 ) .
The condition for finite delay is g 000 > 0 [1] . By definition, C ≥ 0, since g 001 = P(Q 1 (t) = Q 2 (t) = 0) ≥ P(Q 1 (t) = Q 2 (t) = Q 3 (t) = 0) = g 000 . Since w(p 10 , p 20 , p 11 ) > 0, the denominator of (9) is positive and (7) follows. Eq. (7) is amenable to interpretation for particular values of the parameters p 10 , p 20 , p 11 . For example, letting p 20 = 0, i.e., not allowing two-hop transmissions, yields
For p 11 > 0, the denominator is < 3, which reflects the gain with respect to a system where intra-route spatial reuse is not permitted (p 11 = 0 and τ s = p 10 /3).
The derivation of a closed-form expression for D from (2) requires the constant C, defined in the proof of Proposition 2. We were not able to determine C analytically, therefore we opted for an approximation. Setting x 1 = x 2 = x 3 = 0 in (8) p 10 g 001 + p 20 g 010 = (−1 +λ −1 + p 10 + p 20 )g 000 .
Letting g 001 ≈ g 010 , we have C ≈ λλ −1 (p 10 + p 20 ) −1 . Since g 001 = P(Q 1 (t) = Q 2 (t) = 0) and g 010 = P(Q 1 (t) = Q 3 (t) = 0), we are approximating the probabilities that the first two queues are empty, and that the first and third queues are empty, as equal. The details of the computation of D from (2) can be found in [9, Prop. 2].
IV. NUMERICAL RESULTS
We consider a channel model consisting of path-loss r −α at distance r, where α is the path-loss exponent, and fading h which is constant within a slot, and spatially and temporally independent. We assume that h is exponentially distributed with mean one (i.e., √ h is Rayleigh distributed). The (instantaneous) received power is P r = P r −α h, where P is the transmit power, assumed common for all nodes. We define the average received SNR over a single hop as γ = P r −α /N 0 , where N 0 is the thermal noise power. Assuming that a packet is successfully received if the received signal-to-interferenceand-noise ratio (SINR) is larger than a threshold θ, the probabilities p 10 , p 20 , p 11 defined in Section II are p 10 = e −θ/γ , p 20 = e −2 α θ/γ , p 11 = p 10 /(1 + θ).
Apart from the considered "smart" opportunistic protocol (S-OPP), described in Section II, for comparison purposes we consider the following two protocols. Multi-hop (MH): packets can only be transmitted over a single hop and nodes are divided in groups based on their spatial separation d = 1, . . . , N (in hops). In each slot, all nodes in a group can transmit simultaneously, and, across slots, a TDMA schedule is followed amongst the groups. If d = 1, all nodes can transmit in a given slot (full spatial reuse), while, if d = N , MH becomes a pure TDMA (round-robin) protocol.
Regular opportunistic (OPP):
The only difference between OPP and S-OPP is that if a node has a packet in its queue, it transmits, independently of the queue state of the successive node.
Note that, in terms of feedback, MH only requires that the transmitter know whether its successive node successfully received the packet. In general, OPP and S-OPP require a more refined feedback, since a transmission has multiple potential receivers and all of them have to be informed of the outcome. This can be accomplished within a separate feedback slot, where, in a round-robin fashion, each node in the network (excluding the source) declares if it successfully received a packet and from which node. On the other hand, OPP and S-OPP do not require the scheduling of packet transmissions on which MH is based.
For each protocol, we determine via simulation the average delay of the packets that arrive at the destination over a Fig. 2 . Delay versus λ for a three-hop system. The solid line corresponds to the analytical approximation of D and the dotted vertical line to τs (7) . period of 10 6 slots. In the simulations, we relax assumptions (A1)-(A3), allowing for direct transmissions over distances exceeding two hops (if SINR > θ is satisfied), taking into account interference from all transmitting nodes, and letting the relay buffer size B r ≥ 1. As mentioned in Section II, the implication of B r > 1 is that a relay which has a packet in its buffer at time t and is silent in slot t, may receive a packet in that slot. Unless otherwise stated, α = 3, γ = 8 dB, θ = 3 dB and B s = B r = 50, where B s denotes the source buffer size.
In Figs. 1-2 , the delay is plotted vs. λ for a two and a three hop system, respectively. Expectedly, S-OPP outperforms OPP and MH (for all possible d). Under little traffic, it is as aggressive as OPP, harnessing good fading conditions to perform direct two-hop transmissions. Under high traffic, it still behaves opportunistically, but avoids causing unnecessary interference, yielding a throughput gain of about 10% with respect to OPP under saturation. In fact, Fig. 1 depicts nicely how OPP suffers from interference for high traffic, resulting in larger delay than MH for λ > 0.33. Note that the analytical approximation of the delay in Fig. 2 is satisfactory for all λ.
In Figs. 3-4 , the simulated delay is plotted vs. λ for four and five hop networks. 1 The MH curves are obtained by selecting the delay optimal d for each λ (which is d = 1 for the given system parameter values). For γ = 5, 10 dB, the maximum throughput of S-OPP is about 15% and 10% larger than OPP, respectively. For γ = 5 dB in particular, the curves of OPP and MH are overlapping, due to the fact that two-hop transmissions are very rare. This implies that the gain of S-OPP with respect to OPP results only from the management of the interference. Another interesting observation is that the performance of S-OPP is insensitive to B r (seen by the light lines which correspond to B r = 1). The reason is that the events where three or more consecutive nodes have packets to transmit are quite rare for λ smaller than the saturation throughput; therefore a relay buffer size larger than unity does not result in a notable end-to-end delay benefit. Closing the paper, we consider the performance of S-OPP in a three-hop system with non-equidistant relays. In Fig. 5 , we plot the relay positions that maximize τ s , as a function of γ, and compare them with the respective ones obtained via simulation of a saturated system (the general expression of τ s 1 Theoretical results for N > 3 are hard to obtain as the system functional equation becomes increasingly complicated. for non-equidistant relays can be found in [9, eqs. (35)-(36)]). γ in this case is defined as γ = 3 α γ tot , where γ tot is the endto-end receive SNR. The discrepancy of the theoretical and simulated curves for γ > 10 dB is due to the fact that, in the simulated system, the destination can be reached directly from the source with positive probability, which is not taken into account in the analysis. Focusing on the SNR range 6−10 dB, the main conclusion is that, under normal S-OPP operation, it is advantageous to move the first relay slightly closer to the destination than 0.33. This position achieves the best tradeoff between reducing interference from the second relay and advancement towards the destination. This can be confirmed by the curves obtained when either two-hop transmissions or intra-route reuse are forbidden.
