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Abstract
Surrey Space Centre (SSC) has been working on an autonomous fixed-wing all-electric
vertical take-off and landing (VTOL) aerobot for the exploration of Mars for several years.
SSC’s previous designs have incorporated separate vertical lift and horizontal pusher rotors
as well as a mono tilt-rotor configuration. The Martian aerobot’s novel Y-4 tilt-rotor (Y4TR)
design is a combination of two previous SSC designs and a step forward for planetary aer-
obots. The aerobot will fly as a Y4 multi-rotor during vertical flight and as a conventional
flying wing during horizontal flight. The more robust Y4TR configuration utilizes two large
fixed coaxial counter rotating rotors and two small tilt-rotors for vertical takeoff. The front
tilt-rotors rotate during transition flight into the main horizontal flight configuration. The
aerobot is a blended wing design with the wings using the "Zagi 10" airfoil blended to a cen-
ter cover for the coaxial rotors. The open source design and analysis programs XROTOR,
CROTOR, Q-BLADE, XFLR5, and OpenVSP were used to design and model the aerobot’s
four rotors and body.
The baseline mission of the Y4TR remains the same as previously reported and will
investigate the Isidis Planitia region on Mars over a month long period using optical sensors
during flight and a surface science package when landed. During flight operations the aer-
obot will take off vertically, transition to horizontal flight, fly for around an hour, transition
back to vertical flight, and land vertically. The flight missions will take place close to local
noon to maximize power production via solar cells during flight.
A nonlinear six degree of freedom (6DoF) dynamic model incorporating aerodynamic
models of the aerobot’s body and rotors has been developed to model the vertical, transi-
tion, and horizontal phases of flight. A nonlinear State-Dependent Riccati Equation (SDRE)
controller has been developed for each of these flight phases. The nonlinear dynamic model
was transformed into a pseudo-linear form based on the states and implemented in the
SDRE controller. During transition flight the aerobot is over actuated and the weighted
least squares (WLS) method is used for allocation of control effectors. Simulations of the
aerobot flying in different configurations were performed to verify the performance of the
SDRE controllers, including hover, transition, horizontal flight, altitude changes, and land-
ing scenarios. Results from the simulations show the SDRE controller is a viable option for
controlling the novel Y4TR Martian Aerobot.
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SYSTEM DESIGN AND NONLINEAR STATE-DEPENDENT
RICCATI EQUATION CONTROL OF AN AUTONOMOUS
Y-4 TILT-ROTOR AEROBOT FOR MARTIAN EXPLORATION
1. Introduction
This thesis covers the system design and control of a Y-4 tilt-rotor (Y4TR) Martian aerobot. It
focuses on the aerodynamic design of the aerobot, the (6DoF) dynamic modeling, nonlinear
State-Dependent Riccati Equation (SDRE) control of the vehicle during different phases of
flight, and how the Martian environment affects each of these areas. This chapter presents
the motivation for a Martian aerobot, background on the Martian aerobot program at the
Surrey Space Centre, the aims, objectives, and novelty of the research, and the structure of
the document.
1.1 Research Motivation
Beginning in 1960, 45 missions, consisting of satellites, landers, and rovers, have been
launched to explore Mars, Earth’s closest planetary neighbor (NASA, 2015). While only 20
of these missions have ultimately been deemed a success, they have sent back invaluable
data about the planet, giving us greater insight into the Martian world, and are helping
us answer the many questions we have about Mars. The greatest of these questions is the
search for the existence of past or present life on Mars. These missions have also helped
pave the way for humans to one day step foot on Mars.
There are several rover and satellite missions currently operating on or around Mars.
The Mars Science Laboratory (MSL) mission with its Curiosity rover, National Aeronautics
and Space Administration’s (NASA) most recent and largest rover to land on Mars, has been
conducting experiments and snapping pictures for four years to study Mars’ habitability
(JPL, 2014). Two satellite missions, Mars Atmospheric and Volatile Evolution (MAVEN)
and Mars Orbiter Mission (MOM) have recently arrived at Mars and are conducting their
primary missions (NASA, 2014b) and (ISRO, 2014b). MAVEN is investigating Mars’ upper
atmosphere, ionosphere, and its interactions with the Sun and solar wind, and MOM is
exploring the planet’s surface features, morphology, mineralogy and atmosphere (ISRO,
2014a; University of Colorado Boulder, 2014).
A number of future Martian exploration missions are currently underway as well.
NASA plans to launch the Interior Exploration using Seismic Investigations, Geodesy and
Heat Transport (InSight) lander in 2018 to understand the formation and evolution of ter-
restrial planets through investigation of the interior structure and processes of Mars and to
determine the present level of tectonic activity and meteorite impact rate on Mars (NASA,
2016). In early 2016 the European Space Agency (ESA) launched the first of two mis-
sions consisting of a satellite, entry, descent, and landing demonstrator module, and a rover,
scheduled to launch in 2020, to investigate the Martian environment and to demonstrate
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new technologies (ESA, 2016). NASA plans on sending another Curiosity sized rover to
Mars in 2020 to continue seeking signs of past life on Mars (NASA, 2014c).
Satellite missions can observe large areas, but only from a distance which limits spa-
tial resolution. A lander has a physical presence on Mars, but is limited in the extent of
its exploration due to its static nature. Rovers have both the physical presence and maneu-
verability to explore farther, but their range is still rather small. NASA’s Opportunity rover
has traveled farther than any other off-Earth wheeled vehicle, but has only logged 40km
(NASA Jet Propulsion Laboratory, 2014). To increase our exploration capability on Mars a
new vehicle platform, such as an aerobot, is needed. An aerobot would have the capability
to observe large areas, and if capable of repeated takeoff and landing, could make direct
measurements on the planet’s surface at multiple landing sites. An aerobot also allows the
previously unexplored middle layer of the Martian atmosphere to be studied.
Many different aerobot platforms have been proposed to explore Mars, ranging from
high speed rocket propelled aircraft to small multi-rotors deployed from mother rovers, and
the focus of the previous research has been on platform design and mission concepts. As of
2016, no vehicle has actually flown on Mars. Several factors contribute to their absence as
an exploration platform, including cost, scientific return, and engineering challenges that
must be overcome for a successful flying mission on Mars.
1.2 Overview of SSC Martian Aerobot’s
The Surrey Space Centre (SSC) has been working on an autonomous fixed-wing all-
electric vertical take-off and landing (VTOL) aerobot for the exploration of Mars for several
years. This section is an overview of the previous Martian aerobots studied at SSC with a
focus on the two newest efforts, Halcyon and Hyperion. The SSC aerobots are favorable for
their VTOL capability and the use of solar power. These aerobots, shown in Figure 1.1, were
used as a baseline to design the novel Y4TR Martian aerobot.
(a) MASSIVA
(Fielding, 2004)
(b) Halcyon
(Song, 2008)
(c) Hyperion
(Zhao, 2013)
Figure 1.1: Previous SSC Aerobots
The mission objective of SSC’s Martian aerobot is to explore the surface and atmo-
sphere of the Isidis Planitia region on Mars in search of past or present life by conducting
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multiple flights across the region over a month long period. From the previous investiga-
tions, the derived requirements for the Martian aerobot are:
• The aerobot must be able to carry a 3kg scientific payload capable of conducting sur-
face and atmosphere exploration of Mars.
• The aerobot must be capable of autonomous flight.
• The aerobot must be capable of conducting multiple VTOL and horizontal flights
across a 1000km distance over a month long period.
• The aerobot’s flight endurance must be greater than one hour during horizontal flight
using only solar power.
1.2.1 MASSIVA. MASSIVA was the first Martian aerobot studied at SSC, shown
in Figure 1.1a, and it introduced the idea of a VTOL flying wing to explore Mars (Fielding,
2004). The aerobot would take off vertically using two embedded side-by-side rotors, fly
horizontally across Mars taking measurements, and then land again vertically. MASSIVA
showed that a VTOL flying wing configuration was a viable platform from which to explore
the Martian landscape. Its VTOL flying wing configuration and mission architecture became
the baseline for future developments of the SSC Martian aerobot.
1.2.2 Halcyon. SSC’s second iteration of the Martian aerobot, Halcyon, developed
by Song and Underwood (2007), was larger than its predecessor and moved away from the
side-by-side design for the imbedded rotors used in MASSIVA. Instead, Halcyon was a hybrid
configuration that incorporated two variable pitch contra-rotating coaxial rotors for vertical
thrust and two smaller fixed pitch pusher propellers for horizontal thrust. Halcyon was
designed with a systems engineering approach and each aerobot subsystem was investigated
using commercial off the shelf (COTS) products. Specifically the propulsion, power, thermal,
structure, flight control, and payload systems were examined and integrated into the overall
design of the aerobot. A short summary and assessment of the design is described in the
following paragraphs.
As stated, Halcyon, used separate rotors/propellers for vertical and horizontal flight
driven by four brush-less electric motors. A specific design for the coaxial rotors was not
presented, however, using momentum theory it was determined that a two meter coaxial
rotor was sufficient to lift a 25kg aerobot. A one meter low Reynolds number, high advance
ratio propeller was designed for the pusher propellers.
Halcyon was powered by thin-film solar cells covering the top side of the wing in
conjunction with Lithium-Polymer (LiPo) batteries. The aerobot was estimated to need
6.42MJ of energy per day to conduct its mission on Mars.
Except for the imbedded coaxial rotors, the aerobot had a conventional structural lay-
out, with spars and ribs. The physical size of Halcyon was quite large for a 25kg flying
vehicle. The ’Zagi10’ airfoil was selected for the main wing because of its high lift aero-
dynamic characteristics and good performance at low Reynold’s numbers. The aerobot’s
wingspan is just over 8.5 meters with a total wing area of around 8m2 excluding the rotor
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opening. It was suggested that the coaxial rotor opening would be covered during hori-
zontal flight, however a specific design was not presented. The aerobot structure would be
constructed out of carbon fiber and Kevlarr with a Mylar r covering.
Uncontrolled open loop simulations were conducted for vertical and horizontal flight
to gain an understanding of the vehicle’s flight dynamics. A Proportional Integral Derivative
PIDcontroller was developed to control the aerobot during the horizontal flight phase.
The Halcyon design established a realistic mass, size and form factor for the aerobot,
however, a number of issues remained: Firstly, the coaxial rotors used collective pitch for
control. While this is a common form of control for modern helicopters it requires a more
complex mechanical assembly than fixed-pitch rotors. It would also be more susceptible
to damage caused by the small dust particles on Mars. Secondly, each coaxial rotor had
two blades, and because the rotor speed is limited by the low speed of sound on Mars, the
collective had to be set quite high in order to generate the required thrust to lift the vehicle.
This high collective would cause the top and bottom rotor to collide while rotating. Thirdly,
in order to be stable during both vertical and horizontal flight, a swinging mechanism was
required to shift the aerobot’s center of mass CM during flight. The required swinging
mechanism would not only be complex mechanically it would be challenging to accurately
control.
Even so, Halcyon proved a good basis for future investigations. Recommended fu-
ture work included aerodynamic modeling during transition between horizontal and verti-
cal flight, structural analysis to include a cover for the coaxial rotors, and a more robust
controller design.
1.2.3 Hyperion. SSC’s third generation Martian aerobot, Hyperion, proposed by
Zhao and Underwood (2014), tried to address the shortcomings of Halcyon. In an effort to
reduce total mass, the new design utilized a large coaxial tilt-rotor imbedded in the wing for
vertical and horizontal flight. It also incorporated two small imbedded rotors, one in each
wing, to help stabilize the vehicle during vertical flight.
With the addition of a tilt-rotor, the aerobot’s CM was not required to shift during
different phases of flight. The blade number for each coaxial rotor was increased from two
to four to increase thrust and keep the coaxial rotors from hitting each other. A coaxial
tilt-rotor was designed using the prescribed wake model. A new H∞ controller was also
designed, using µ synthesis and divide and conquer gain scheduling, for transition flight.
Other than the propulsion subsystem and flight controller, no subsystem was modified or
updated from the baseline Halcyon design.
Recommendations for future work included aerodynamic design and optimization, dy-
namic and aerodynamic modeling during transition between horizontal and vertical flight,
structural analysis, and a more robust controller design.
While Hyperion did eliminate some of the previous design’s shortcomings it intro-
duced its own challenges. Firstly, after such a drastic redesign of the aerobot’s propulsion
subsystem other subsystems were not reexamined to investigate the effect of the redesign.
Secondly, the coaxial rotors still used collective pitch for control, and with the inclusion
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of a tilting mechanism to the assembly, the system became even more mechanically com-
plex. Thirdly, by adding a tilt-rotor, a cover for the coaxial rotors was no longer necessary.
However, the issue of high drag during horizontal fight due to a large opening in the aer-
obot was not addressed. Lastly, the coaxial tilt-rotor was designed to operate during all
phases of flight and was a compromise between an optimal vertical rotor and optimal hor-
izontal rotor. The thrust required between the two phases varies greatly. It would take
more power to operate the large coaxial rotors during horizontal flight than required by the
small pusher propellers proposed on Halcyon. Recommendations for future work included
aerodynamic optimization of the rotors and airframe, structural analysis, modeling during
transition flight, and robust control.
The conclusions and lessons learned from these previous designs have strongly in-
formed the baseline for the novel Y4TR configuration Martian aerobot design.
1.3 Research Rationale
The vehicle platform must be updated in order to address the shortcomings of the pre-
vious SSC Martian aerobot designs discussed in Sections 1.2. Thus, a novel Y4TR Martian
aerobot is proposed that eliminates the major shortcomings of these designs. A more robust
Martian aerobot platform can be developed by combining the design concepts of the previ-
ous SSC Martian aerobots. The new aerobot will fly as a Y4 multi-rotor during vertical flight
and as a conventional flying wing during horizontal flight. The more robust Y4TR config-
uration utilizes two large fixed coaxial counter rotating rotors and two small tilt-rotors for
vertical takeoff. The front tilt-rotors rotate during transition flight into the main horizontal
flight configuration.
Both Song (2008) and Zhao (2013) recommended further studying the transition from
the vertical to horizontal flight phases. The transition flight phase is the least understood
phase of the Martian aerobot’s flying operations, and as this flight phase is critical to a
successful mission, is one of the focuses of the research. In line with this, how the transition
from the vertical to horizontal flight phases occurs as well as the vehicle’s flight control
during the transition is investigated. This will give a deeper understanding of the Y4TR flight
dynamics, including new transition methods, and insight into the difficulties of operating a
flying vehicle in the harsh Martian atmosphere.
1.4 Aims and Objectives
The overall aim of this research is:
To advance the development of the Surrey Space Centre’s Martian aerobot program fur-
ther into its design cycle.
Four main research objectives derived from this aim are:
1. Update the system design of the current Martian aerobot based on the lessons learned
and recommendations from the previous SSC Martian aerobot studies.
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2. Derive a detailed non-linear 6DoF model of the Martian aerobot that can be used to
model the aerobot during the the vertical, transition, and horizontal phases of flight
and that can be used to verify the control strategy.
3. Design a nonlinear control strategy for the Martian tilt-rotor aerobot viable for the
vertical, transition, and horizontal phases of flight.
4. Verify the performance of the control strategy through simulation of various mission
flight scenarios.
Underlying these objectives is the desire to understand how the harsh Martian envi-
ronment and subsequent vehicle design choices affect the flight concept of operations for a
Martian tilt-rotor aerobot.
1.5 Novel Contributions
The main contributions of this research to the state of the art are highlighted in the
following list:
• First Y4 tilt-rotor flying wing aerobot to be designed specifically to operate in the
Martian environment
• Derivation of a high-fidelity 6DoF model suitable for the vertical, transition, and hori-
zontal phases of flight
• Development and simulation verification of the first all-encompassing nonlinear con-
trol and navigation architecture for the Y4TR Martian aerobot using SDRE control
methods capable of controlling the aerobot during the vertical and horizontal, as well
as the over-actuated transition phases of flight
• Creation of a new minimum specific power polynomial transition scheme between the
vertical and horizontal phases of flight
• Development of a nonlinear SDRE inertial position tracking controller for horizontal
coordinated flight
1.6 Structure of Report
Chapter 2 contains the literature review and begins with a brief overview of the mis-
sion profile and Martian operating environment. The global Martian environment is pre-
sented first, followed by an in-depth look at the conditions at the proposed landing site of
Isidis Planitia. A review of previous Martian aerobot concepts is then conducted focusing
on the designs from the Surrey Space Centre. Multi-rotors and terrestrial tilt-rotor aircraft
are then explained and reviewed. Current methods of controlling tilt-rotor aircraft during
the transition phases of flight are examined followed by a thorough review of SDRE con-
trol methods. Finally, control allocation and specifically the weighted least squares (WLS)
method is reviewed.
Chapter 3 outlines the methods and techniques used to design the novel Y4TR Mar-
tian aerobot and the rationale behind critical design choices are also presented. The vehicle
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is described in detail, including the aerobot’s structural layout and configuration, propul-
sion system, power system, thermal management system, payload, flight control strategy,
communication system, and mass budget.
Chapter 4 develops the coordinates systems and models needed to describe the aer-
obot’s 6DoF motion in the Martian environment. First, the coordinate systems used to
developed the models of the Martian aerobot are defined. The Martian gravity and atmo-
sphere models are then presented. Next, the mass model and inertia tensors for the coaxial
rotors, tilt-rotors, and complete aerobot are developed accounting for the tilting of the front
tilt-rotors. A 6DoF dynamic model is derived describing the rotational and translational
dynamics of the aerobot, built up from the rotating tilt-rotors and coaxial rotors. Next, the
kinematic and flight path equations are presented.
Aerodynamic models of the aerobot, coaxial rotors, and tilt-rotors are then developed.
The aerobot’s body are modeled with XFLR5 (Andre, 2011) using a 3D panel method. The
tilt-rotors are modeled using Blade Element Momentum Theory (BEMT) with a linear inflow
model to account for the increase in the advancing rotor Mach number and the coaxial rotors
are modeled with CROTOR (Carter, 2011). The effects of the high blade Mach numbers and
low blade Reynolds numbers are accounted for in the model. The final aerodynamic models
for the coaxial and tilt-rotors are transformed into a suitable format for easy implementation
into the SDRE controller.
Finally, all of the models are combined to form a complete model of the Martian
aerobot consisting of twelve nonlinear differential equations suitable for use in all phases
of flight. The differential equations were transformed into a format that can be directly
factored into the State-Dependent Coefficient (SDC) form required by the SDRE control
method.
In Chapter 5 three different mulit-loop SDRE controllers are designed and investigated
to demonstrate the flexibility of the selected control method. Simulations for different flight
scenarios covering the aerobot’s flight envelope were conducted using the Simulinkr model.
Minimum specific power polynomial takeoff transition trajectories were designed for the
aerobot to follow during the transition between vertical and horizontal flight and tested in
simulation. Results and discussions of these simulations are presented after the development
of each controller.
Chapter 6 provides a brief summary of the work completed and draws conclusions
from the presented research. In addition, several design considerations and recommenda-
tions are presented based on the research findings. Finally, areas in which further research
is needed are noted.
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In this chapter the relevant literature pertinent to the system design and control of an au-
tonomous Martian aerobot is presented. The global Martian environment is presented first,
followed by an in-depth look at the conditions at the proposed landing site of Isidis Planitia.
A review of previous Martian aerobot concepts is then conducted focusing on fixed-wing
and rotary-wing aerobots. Multi-rotors and terrestrial tilt-rotor aircraft are then explained
and reviewed. Current methods of controlling tilt-rotor aircraft during the transition phases
of flight are examined followed by a thorough review of the SDRE control methods. Finally,
control allocation and specifically the WLS method is reviewed.
2.1 Martian Environment
Mars is Earth’s nearest planetary neighbor in the solar system and, compared to the
other planets, the most hospitable to human exploration. That being said, it is still an
extremely harsh environment which poses some difficult challenges to designing an aerobot
for Mars. This section highlights the important environmental parameters that will impact
the design and operation of the Martian aerobot. The topography, atmospheric conditions,
winds, and solar insolation on Mars are investigated on a global scale at ground level and a
proposed mission altitude of 1000m. These parameters will also be will be looked at further
for the proposed landing site in Section 2.2.
Table 2.1: Martian Seasons and Solar Longitude (Mars Climate Database, 2014)
Month Ls Range
Sol Range
Duration
Notes
Number (Degrees) (in sols)
1 0 30 0.0 61.2 61.2 Northern Hemisphere Spring
Equinox at Ls=0
2 30 60 61.2 126.6 65.4
3 60 90 126.6 193.3 66.7 Aphelion (largest Sun-Mars
distance) at Ls=71
4 90 120 193.3 257.8 64.5 Northern Hemisphere Sum-
mer Solstice at Ls=90
5 120 150 257.8 317.5 59.7
6 150 180 317.5 371.9 54.4
7 180 210 371.9 421.6 49.7 Northern Hemisphere Au-
tumn Equinox at Ls=180
Dust Storm Season begins
8 210 240 421.6 468.5 46.9 Dust Storm Season
9 240 270 468.5 514.6 46.1 Perihelion (smallest sun-Mars
distance) at Ls=251 Dust
Storm Season
10 270 300 514.6 562.0 47.4 Northern hemisphere Win-
ter Solstice at Ls=270 Dust
Storm Season
11 300 330 562.0 612.9 50.9 Dust Storm Season
12 330 360 612.9 668.6 55.7 Dust Storm Season ends
Mars is a cold, dry, and dusty planet. Just like Earth, it spins about a tilted axis, about
25◦, as it orbits the Sun. his causes Mars to have cyclical seasons. Because of a high orbital
eccentricity the Martian seasons are not of equal length. While Mars does have defined
months, it is often easier to measure time in Solar Longitude (Ls) as described in Table 2.1
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and shown in Figure 2.1. One revolution of Mars is referred to as a Mars solar day, or sol,
Figure 2.1: Martian Solar Longitude Diagram (Mars Climate Database, 2014)
and is 24 hours 39 minutes 35.244 seconds long (Allison and Schmunk, 2015). Dividing a
sol into 24 equal segments results in a 3698.9685 second Martian hour.
Its seasons, the Sun’s solar cycle, and the amount of dust in the air are three major
factors that affect the Martian climate. High winds and dust storms are prevalent during
the winter period which make it a poor time for a flying mission on Mars. Song (2008)
proposed conducting the aerobot’s mission during the late spring and early summer periods
because of the volatile weather in winter.
Figure 2.2: Global Topographic Map of Mars (NASA, 2014e)
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2.1.1 Topography. Mars has some of the most extreme topography in the solar
system and is home to its tallest mountain and largest canyon system. A dichotomy of almost
5km in elevation separates the cratered highlands dominating the southern hemisphere and
the flat lowlands that are prevalent in the north. A topographical map of Mars is shown in
Figure 2.2 with the drastic variations in terrain clearly visible. The planet has mountains,
plains, volcanoes, and many impact craters covering its dusty surface. Only a few select
locations, where landers and rovers have operated, have been explored. There is much still
to explore and much more to learn about Mars. A Martian aerobot will give the capability
to explore a little farther and will give us more information about the red planet.
2.1.2 Gravity. The gravitation force that must be overcome to fly on Mars is
substantially less than on Earth, and is not uniform across the planet’s surface. Due to
Mars’ ellipsoid shape, its surface gravity varies both with altitude and latitude, with higher
gravitational forces being observed at low altitudes and high latitudes over the poles as
seen in Figure 2.3. An accurate model of the gravitational forces on Mars is needed as it
Figure 2.3: Global Gravity Map of Mars (Hirt et al., 2012)
will impact the flight dynamics of the Martian aerobot. Hirt et al. (2012) has developed
a kilometer level resolution gravity model for Mars using satellite data and high-resolution
topography which will be used to model the planet’s gravitational force in Chapter 4.
2.1.3 Atmosphere. One of the biggest differences between Earth and Mars are their
atmospheric conditions. Carbon dioxide makes up about 95% of the Martian atmosphere
while Eath’s contains large amounts of nitrogen and oxygen (Baker, 2013). The local at-
mospheric properties of temperature, pressure, density, viscosity, wind, and solar insolation
depend on several factors including the season, dust levels, solar cycle, and geographic lo-
cation. Understanding the properties of the Martian atmospheric is essential to achieving
flight on Mars and a successful aerobot mission.
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Figure 2.4: Average Atmospheric Conditions for Mars During Summer at 1 meter (Spiga,
2014)
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Figure 2.5: Average Atmospheric Conditions for Mars During Summer at 1000 meters
(Spiga, 2014)
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The Mars Climate Database (MCD) developed by several European universities and
organizations is a highly robust numerical simulation of the Martian atmosphere based on
observational data (Millour et al., 2014). Using MCD’s web interface the average atmo-
spheric parameters of temperature, pressure, density, and viscosity were computed for a
Martian summer day at ground level and at a mission altitude of 1000m. As seen in Figures
2.4 and 2.5, Mars has a cold, low density, low pressure, and highly viscous atmosphere.
These difficult conditions make it a harsh operating environment for an aerobot, but not an
insurmountable location to fly.
It is much colder on Mars than Earth, even during its summer season, and there are
large variations in temperature between night and day. The aerobot will require thermal
control with heaters and insolation to keep subsystem components at safe operating tem-
peratures. The pressure and density distributions of the Martian atmosphere follow the
planet’s terrain with higher pressures and densities at lower elevations. Operating at a
lower elevation with a higher atmospheric density will aid flying and reduce the occurrence
of high winds.
2.1.4 Wind. Changes in atmospheric temperature cause winds on Mars. During
the summer period the Martin winds are rather mild on the surface, as seen in Figure 2.6,
and are slightly stronger at the mission altitude of 1000m. The wind speeds increase during
the the dust storm season in fall and winter. The force of the Martian winds is an order of
magnitude smaller than on Earth because of the lower atmospheric density.
Figure 2.6: Average Wind Conditions for Mars During Summer at Different Altitudes (Spiga,
2014)
Large dust devils have been observed on Mars with heights of several kilometers and
rotational speeds of over 30m/s and transverse speeds of over 15m/s (Choi and Dundas,
2011). These high velocity wind formations would be problematic if the aerobot were to be
caught in one on the ground or in the air.
Figure 2.7 shows two examples of Martian dust devils captured by NASA missions, one
from the Spirit rover and the other from the MRO. The dust devils are formed when heat
from the surface is re-radiated into the atmosphere (University of Arizona HiRISE, 2012).
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Dust devils tend to occur later in the afternoon on Mars because the ground must heat up
for them to form.
(a) Seen by Spirit (NASA Jet Propulsion Laboratory, 2005)
(b) Seen by HiRISE (University of Arizona HiRISE, 2012)
Figure 2.7: Examples of Dust Devils on Mars
2.1.5 Solar Insolation. Understanding the amount of solar energy Mars receives
at its surface is critical to the design of the aerobot and will drive the required size of the
solar cells and in turn the total mass of the aerobot. The solar cells must collect a sufficient
amount of solar energy to power the aerobot during cruise and charge the batteries while
on the ground as seen in Figures 2.8 and 2.9. The solar energy the surface receives varies
Figure 2.8: Yearly Solar Insolation (Spiga, 2014)
throughout the Martian year due to the highly eccentric orbit of Mars. There is over a 30%
14
CHAPTER 2. LITERATURE REVIEW
Figure 2.9: Average Solar Insolation on Summer Day (Spiga, 2014)
difference in maximum solar insolation between perihelion and aphelion. Unfortunately,
Mars’ perihelion occurs during the northern hemisphere’s winter, in the heart of dust storm
season, the worst possible time for an aerobot mission. Also, because of Isidis Planitia’s
elevation and latitude, the solar insolation it receives is slightly lower than the maximum
level on Mars.
2.1.6 Environmental Effects on Martian Flight. While Mars is the most similar
planet to Earth in our solar system , its environment is substantially different than our own.
Table 2.2 highlights several of the major differences relevant to a flying mission on Mars.
Mars’ gravity is almost one third of that on Earth making it easier to fly on Mars as the lift
force required to counteract the aerobot’s weight is reduced. However, Mars’ atmospheric
parameters make it much more difficult to generate the required lift forces for flight.
Atmospheric density is directly proportional to both the lift generated by wings and
the thrust generated by spinning rotors as shown in Equations 2.1 and 2.2.
L =
1
2
ρV 2CLS (2.1)
T =
1
2
ρCTAVtip
2 (2.2)
where L is the lift force, ρ is the atmospheric density, V is the air speed, CL is the coefficient
of lift for the vehicle, S is the reference surface area, T is rotor thrust, CT is the coefficient
of thrust, A is the area of the rotor, and Vtip is the speed of the rotor tip.
Due to the differences in atmospheric densities it is almost one hundred times more
difficult to generate lift and thrust on Mars than it is on Earth. This requires Martian flight
vehicles to be very different from their terrestrial counterparts. To counteract the challenge
of producing lift, larger wings and rotor areas, which raise overall mass, can be used, or the
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Table 2.2: Comparison of Relevant Earth and Mars Parameters (NASA, 2014a)
Earth at Sea Level Mars
Gravity (m/s2) 9.81 3.71
Atmospheric Composition
N2 - 78.08% CO2 - 95.32%
O2 - 20.95% N2 - 2.7%
H2O - 0-4% Ar - 1.6%
Ar - 0.93% O2 - 0.13%
CO2 - 0.036% CO - 0.08%
Atmospheric Density (kg/m3) 1.225 0.0138
Average Temperature (K) 288.15 210.15
Average Wind Speeds (m/s)
0-100 2-7 (summer),
where 14-17m/s is 5-10 (fall),
difficult to walk 17-30 (dust storm)
Speed of Sound (m/s) 340.3 245
Dynamic Viscosity (N s/m2) 1.789× 10−5 1.2235× 10−4
aircraft’s cruise velocity and rotor speed can be increased, causing more drag and increasing
the power requirement (Young et al., 2002). As explained by Liu et al. (2013), designing
a propeller/rotor for Martian flight poses a unique engineering challenge, as they must
spin much faster on Mars than on Earth to achieve the similar efficiencies. However, at
high rotational speeds compressibility effects must be considered. Therefore, it is desirable
to keep rotor tip velocities out of the transonic and supersonic regions, thus limiting the
possible rotational velocities and in turn the thrust a rotor can generate. The transonic
regime is a region where a mixture of both subsonic and supersonic airflow occurs and large
areas of aerodynamic separation are likely (Leishman, 2006). With the complex mixture of
flows in this regime rotor performance becomes more difficult to accurately model.
Due to the composition of the Martian atmosphere and the low temperature environ-
ment, the speed of sound on Mars is less than on Earth limiting the aerobot’s rotor velocities
and reducing thrust even further as shown in Equation 2.3.
Mtip =
Vtip√
γRT
(2.3)
where Mtip is the rotor tip Mach number, γ is the ratio of specific heats of the gas, R is the
molar gas constant, and T is the temperature of the air. Using this relationship a comparison
of the thrust produced by a one meter rotor with a CT = 0.016 on Earth and Mars is shown
in Figure 2.10 highlighting both the effects of lower atmospheric density and the rotor tip
velocity limit on rotor performance.
Since the Martian atmosphere is primarily made up of CO2 its dynamic viscosity is
higher than on Earth, which substantially lowers the Reynolds numbers for flying vehicles
on Mars. The dimensionless Reynolds number is the ratio of inertial vs viscous forces as
shown in Equation 2.4.
Re =
ρV L
µ
=
V L
ν
(2.4)
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Figure 2.10: A Comparison of Rotor Thrust Generated on Earth and Mars; R = 1, CT =
0.016
where Re is the Reynolds number, µ is the dynamic viscosity, ν is the kinematic viscosity,
and L is the reference length. Most large aircraft on Earth have high Reynolds numbers and
the inertial forces dominate. However, on Mars this is not the case. The kinematic viscosity
on Mars is over six hundred times greater than on Earth which lowers Reynolds numbers on
Mars by the same factor. For comparison, aircraft flying in this Reynolds number regime on
Earth include small Unmanned Aerial Vehicles (UAV) and Micro Air Vehicles (MAV) (Shyy,
2008).
After the problem of generating enough lift to fly on Mars, the next most important
issue to overcome is the control and damping of the vehicle. The lack of aerodynamic
damping due to the low density Martian atmosphere complicates the control of an aerobot
on Mars, as the available damping forces are a function of both the flight velocity and the
density of the atmosphere (Gonzales et al., 2003). This issue is exacerbated by the lack of a
long moment arm horizontal stabilizer in the flying wing design. Thus, appropriate control
software developed for the arduous flight environment on Mars is required for any Martian
aerobot.
While the Martian atmosphere will have the largest impact on a flying vehicle, the
planet’s lower gravitational force, which reduces the required lift force as compared to Earth,
must be considered. It is well know that the turning radius of an aircraft in a level turn is
inversely proportional to the gravitational force as shown in Equation 2.5 (NASA Dryden,
1999).
r =
V 2
g cos(θ) tan(φ)
(2.5)
where V is the total velocity, φ is the roll/bank angle, θ is the pitch, and g is the gravitational
force. The turing rate, ψ˙, can be defined as
ψ˙ =
V
r
(2.6)
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which when combined with Equation 2.5 gives
ψ˙ =
g cos(θ) tan(φ)
V
. (2.7)
Therefore Mars’ lower gravitational force will reduce the turning rate and increase the turn-
ing radius for a given flight speed and bank angle. Figure 2.11 shows a comparison of
required bank angles based on turning radius for aircraft flying at V = 50m/s on Earth and
Mars assuming zero pitch.
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Figure 2.11: Required Bank Angle for Different Turning Radii at V = 50 m/s
Just as on Earth, the lift required to sustain a level turn increases linearly with load
factor, n,
L =
W
cos(φ)
= nW (2.8)
where W is the weight of the vehicle (Brandt, 2004). At a 60◦ bank angle the aerobot would
be required to generate twice the required lift as straight and level flight. During a level turn
the drag force also increases, raising the power required to sustain flight. Achieving straight
and level flight on Mars is already difficult and even more so when conducting turns.
These factors will impact the Martian aerobot’s flight operations and must be consid-
ered. An aircraft flying on Mars cannot easily make small, high turn rate maneuvers like
their terrestrial counterparts. During horizontal flight the aerobot will not be able to turn
quickly to avoid obstacles, which suggests flight paths must be carefully planned and coor-
dinated well before hand. Understanding these impacts is important when designing the
mission concepts and operations of the Martian aerobot.
Mars’ atmospheric and gravitational conditions make it a challenging environment for
flying. However, it is not an impossible task, there are just more stringent design constraints
and more factors to consider when designing a flying vehicle for Mars.
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2.2 Mission Location
The primary mission of the SSC Martian aerobot is to provide a platform for a 3kg
science payload to conduct experiments and explore Mars from the ground and air in search
of past or present signs of life. The Martian plain Isidis Planitia, shown in Figure 2.12, has
been selected as the landing site and exploration region for the aerobot (Song, 2008).
Figure 2.12: Isidis Planitia Landing Site and Mission Path Relative to Other Mars Landing
Sites (NASA, 2014d)
Isidis Planitia is an ideal operating region for the aerobot for several reasons, both
scientifically and engineering wise. The plain is large and fairly circular with a low latitude
and low elevation. Since it is situated so close to Mars’ equator, centered about 12.9 ◦N,
the solar radiation will hit the aerobot’s solar cells at a higher incident angle allowing more
power to be generated than at higher latitudes. The lower elevation will aid the aerobot
while flying due to the higher atmospheric density. It is also relatively flat on the inner
portions of the plain where the aerobot is planned to fly. This will aid with navigating and
finding safe landing sites for the aerobot throughout its mission.
While Isidis Planitia is a fitting operating location from a flying platform perspective,
it is also an excellent choice to carry out new science missions on Mars. It is the third largest
impact crater on Mars and it is thought to have contained water at one time. High resolution
pictures of the southern plain, shown in Figure 2.13, by NASA’s High Resolution Imaging
Science Experiment (HiRISE), have been interpreted as an ancient shoreline (HiRISE Sci-
ence Team, 2013). The Mars Reconnaissance Orbiter (MRO) found magnesium carbonate in
the basin. The findings indicate that Isidis Planitia held non-acidic water possibly favorable
to life at one time (Murchie et al., 2009).
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Figure 2.13: Hints of Ancient Shoreline in Southern Isidis Planitia (HiRISE Science Team,
2013)
In 2003 the Beagle 2 lander was to land in Isidis Planitia and conduct an analysis of the
area, which included looking for signs of past or present life (Sims, 2004). Unfortunately
communication contact with Beagle 2 was lost after it separated from the Mars Express
orbiter and the Isidis Planitia region was unable to be explored. In 2014 images captured by
MRO suggest Beagle 2 landed in Isidis Planitia, and based on the imagery, it seems not all
of the solar panels deployed properly bringing the mission to an untimely end (Wall, 2015).
Sending another mission to Isidis Planitia will allow the area to be explored.
Figure 2.14: Geological Map of Isidis Planitia (Tanaka et al., 2014)
A close up of Isidis Planitia from the most recent geological map of Mars, shown in
Figure 2.14, also reveals hints of past water in the region. Encircling Isidis Planitia are high
rocks created from a large impact hitting the surface. The basin is much younger than the
surrounding rock formations with a number of wrinkle ridges formed by lake, river, and
marine sediments (Tanaka et al., 2014). These findings help solidify the importance of
further detailed exploration of the area.
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Figure 2.15: Daily Wind Speeds and Solar Insolation for Isidis Planitia During Summer, Win-
ter, and Dust Storm Conditions (Spiga, 2014)
Average daily wind speeds and solar insolation are shown in Figure 2.15. On the
ground winds are relatively light during the summer and pick-up in the winter and during
dust storms. Winds speeds are higher at mission altitude than on the ground above Isidis
Planitia. However, between the local hours of 1000 and 1600 the ground level and mission
altitude winds are almost the same. The solar insolation is slightly higher in the summer
than in winter. When a dust storm hits, the amount of sunlight reaching the surface drasti-
cally decreases and the capability to generate solar power is substantially reduced.
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Figure 2.16: Daily Atmospheric Conditions on Isidis Planitia in Summer (Spiga, 2014)
Analysis of Isidis Planitia’s climate during the proposed summer operating period will
drive many of the aerobot’s design requirements. The daily atmospheric conditions at Isidis
Planitia in summer, at both ground level and mission altitude, are shown in Figure 2.16.
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The daily cycle is periodic with the rising and setting of the sun. The temperature is warmer
in summer, ranging from 188K to 241K, with the hottest time period occurring in late after-
noon. Temperature and viscosity are greater at higher altitudes, while the higher pressure
and density occurs at the lower altitudes.
Based on the calculated predictions from the MCD, the aerobot should operate during
the late spring or early summer time period and conduct flight missions close to local noon
on Isidis Planitia. Operating outside of dust storm season will minimize the possibility of
a dust storm occurring. Flying around local noon will allow for maximum solar insolation
during flight. However, it is still possible that a dust devil could occur during this time
period, and therefore, the aerobot will need to be capable of withstanding the higher wind
velocities. The temperature profiles will drive the thermal design while the density and
viscosity predictions will drive the aerobot’s aerodynamic design.
2.3 Martian Aerobot Concepts
Many different aerobot platforms have been proposed to explore Mars, ranging from
NASA’s rocket propelled ARES (Braun et al., 2006) to the inflatable Magnus Lift Aerobot
(Sundararajah et al., 2010) to the small flapping wing insect-like Entomopter (Michelson,
2008) and (Michelson, 2010). A thorough investigation of previous Martian aerobot plat-
forms can be found in Song (2008) and Young et al. (2005). Based on their findings, Martian
aerobots can be separated into five main platform configurations:
• lighter-than-air vehicles
• fixed-wing aircraft
• rotary-wing aircraft
• flapping-wing aircraft
• hybrid aircraft
The Y4TR Martian aerobot is categorized as a hybrid aircraft, as it utilizes both rotary-
wing and fixed-wing aspects during flight operations. Thus, previous rotary-wing and fixed-
wing Martian aerobot concepts were investigated in order to gain insight into common de-
sign features and parameters. A detailed examination of the previous SSC Martian aerobots
is presented in Section 1.2.
From an engineering perspective, one of the driving factors for Martian aerobot de-
sign is the choice of propulsion system. Common propulsion choices for proposed Martian
aerobots include combustion engine systems, rocket systems, and electric systems (Colozza,
2003). According to NASA Ames (2014), the main technical challenges of flying on Mars
are:
1. Understanding and modeling the low Reynolds number, high subsonic Mach Number
aerodynamics.
2. Building appropriate, often unconventional airframe designs and aerostructures.
3. Mastering the dynamics of deployment from a descending entry vehicle aeroshell.
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4. Integrating a non-air breathing propulsion subsystem into the system.
Song (2008) concluded that a hybrid aircraft platform with an electric propulsion
system was not only a viable platform for Martian exploration, but possibly the best choice
for a Martian aerobot because the platform combines the benefits of both fixed-wing and
rotary-wing aircraft. Electric motor driven rotors was chosen for propulsion because of their
reliability and the capability to conduct multiple flights on Mars.
2.3.1 Martian Fixed-Wing Aircraft. Fixed-wing concepts are the most commonly
proposed vehicles for aerial exploration of Mars due to there controllability, payload capac-
ity, and range. With the exception of the VTOL designs, the aircraft are single flight vehicles
due to the lack of runway and difficulty of taking off and landing on the Mars. Many actually
deploy from an aeroshell during their Martian descent to eliminate the take off requirement.
A summary of these fixed-wing platforms is shown in Table 2.3.
Upon inspection, the fixed-wing aerobots can be split into two categories based on
cruise speed. The Mars Solar Aircraft, Sky-Sailor, MASSIVA, Halcyon, Hyperion, and Surrey
Tail-sitter are low speed aircraft flying below Mach 0.25, while AME, MAGE Kitty Hawk,
ARES, Canon-Flyer, MATADOR, Minerva, MACE, and MIRAGE are high subsonic aircraft with
cruise speeds above Mach 0.5. It is also apparent that the cruise speed is related to the
choice of propulsion system. Aircraft equipped with rocket engines are designed to operate
at much higher cruise speeds than their propeller driven counterparts. This in turn, drives
the size of the vehicle as the low speed aircraft need more surface area to generate the
required lift for a given mass.
It can easily be shown that the velocity of a fixed-wing aircraft is related to the ve-
hicle’s wing loading WS ∝ 12ρV 2. Using this and the concept of geometric similarity, Ten-
nekes (2009) showed, in his now famous Great Flight Diagram, that flying bodies on Earth,
whether biological or man made, followed a simple scaling law based on their speed, wing
loading, and weight giving aircraft design engineers a starting point when developing new
flight vehicles as seen in Figure 2.17. However, in his investigation on sail planes, Noth
(2008a) showed that not all manmade aircraft follow the simple scaling law. Light, high
aspect ratio aircraft deviate from Tennekes’ model and shift left of the trend line.
Overlaying the limited number of proposed fixed-wing Martian flight vehicles onto the
Great Flight Diagram shows the designs are more dispersed than on Earth, however, the split
between low subsonic and high subsonic cruise speeds can easily be seen. All of the Martian
flight vehicles are shifted to the left of Tennekes’ model with the high speed designs being
more consistent with Noth’s model than the low speed proposals. While this is an interesting
observation, it unfortunately does not give a good starting point for designing fixed-wing
Martian aircraft. Nevertheless, it clearly shows that flying on Mars is vastly different than
flying on Earth.
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Table 2.3: Summary of Fixed-Wing Martian Aerobots, Adapted from Song (2008)
Aerobot
Mass
(kg)
Wing
Span
(m)
Wing
Area
(m2)
Aspect
Ratio
W/S
(N/m2)
Propulsion
System
Endurance
& Range
Cruise
Speed
(m/s)
Cruise
Altitude
Mars Solar Aircraft
(Colozza et al., 1990)
567.16 51.6 166.33 16 12.65
Propeller,
Solar Cells,
Fuel Cell,
Electric Motor
Long endurance,
NDA
34 NDA
AME
(Hall et al., 1997)
203.8 12.4 12.24 12.65 61.78
Rocket,
Fuel Cell
2 flights (8.8 hrs),
3400km
110.6 Variable
Kitty Hawk by JPL
(McKay, 1998),
(Morton, 2000)
NDA 2 NDA NDA NDA
Glider,
No Propulsion
20 min,
100km
∼80 2km
MAGE Kitty Hawk by AMES
(Ravine, 1998),
(Malin, 1998)
135 9.75 NDA NDA NDA
Propeller,
N2H4
3 hrs,
1800km
160 1-9km
ARES
(Braun et al., 2006),
(Rohrschneider et al., 2004)
150 6.25 7 5.6 79.5
Bi-propellant
Liquid Rocket
1 hrs,
>500km
145 1-2km
Canyon-Flyer
(Smith et al., 2000)
20 2.2 0.77 6.3 96.36
Propeller, Battery
or N2H4 Motor
15 min,
130km
144 500m
Sky-Sailor
(Noth et al., 2004),
(Noth et al., 2006)
2.5 3.2 0.96 10.7 9.66
Propeller,
Solar Cells,
LiPo Battery,
Electric Motor
12 hrs,
1700km
30-40 1.5km
MATADOR
(Gonzales and Lemke, 2007)
NDA 4 NDA NDA NDA Rocket
45 min to 1 hr,
300-400km
143 4km
Table Continued on Next Page
* NDA = No Data Available
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Aerobot
Mass
(kg)
Wing
Span
(m)
Wing
Area
(m2)
Aspect
Ratio
W/S
(N/m2)
Propulsion
System
Endurance
& Range
Cruise
Speed
(m/s)
Cruise
Altitude
Minerva by Cranfield
University
from Song (2008)
141.5 6.18 6.675 5.72 78.65
Aerojet Reaction-
Control Thrusters,
Bi-propellant
75 min,
620km
155 6km
MACE by Delft University
from Song (2008)
120.7 8 3.07 16 145.86
Electric Motor,
Propeller,
Li Semi-fuel Cells
6 hrs,
2680km
123.6 0-10km
MIRAGE by University
of Miami
(Aguirre et al., 2007)
490 4.8 6 3.84 303
Propeller,
Lift Fan,
H Fuel Cells
5 hrs,
1778km
110 1km
MASSIVA
(Fielding, 2004)
15 8.5 6 12 9.275
Propeller,
Electric Motor,
Solar Cells,
NiMH battery
10 days,
180km per flight
30 70km
Halcyon
(Song and Underwood, 2007)
25 8.56 8.23 6.6 11.27
Propeller,
Electric Motor,
Solar Powered,
LiPo battery
10 days,
180km per flight
50 1km
Hyperion
(Zhao, 2013)
25 8.56 8.23 6.6 11.27
Propeller,
Electric Motor,
Solar Powered,
LiPo battery
10 days,
180km per flight
50 1km
Surrey Tail-sitter
(Forshaw and Lappas, 2012)
15 7.5 7 8.5 7.95
Propeller,
Electric Motor,
Solar Cells,
Li Based Cells
100km(reusable)
450km(single-use)
44 1km
* NDA = No Data Available
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Figure 2.17: Great Flight Diagram Adapted From Noth (2008a) and Tennekes (2009)
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Table 2.4: Summary of Rotary-Wing Martian Aerobots, Adapted from Song (2008)
Mass
(kg)
Configuration
Number
of Rotors
Blades
per
Rotor
Rotor
Diameter
(m)
Blade Tip
Mach
Number
Cruise
Speed
(m/s)
Propulsion
System
Range
(km)
Mesicopter
Kroo and Prinz (2001)
NDA Multi Rotor 4 3 0.01 NDA NDA
Electric,
LiPo Batteries
NDA
Young-1
Young and Aiken (2001)
10
Coaxial
Tilt-Rotor
2 4 2.44 0.65 40
Electric,
Fuel Cell
50
Young-2
Young and Aiken (2001)
20 Coaxial 2 4 3.44 0.65 40
Electric,
Fuel Cell
50
MARV
Datta et al. (2003)
50 Coaxial 2 2 4.266 0.5 11.5
Electric,
Fuel Cell
25
Hyperion
Song (2008)
25
Propeller,
Coaxial
Rotors
2 2 2 0.8 50
Electric,
Solar Cells,
LiPo Batteries
180 per flight
Hyperion
Zhao (2013)
25
Coaxial
Tilt-Rotor
2 4 2 0.75 50
Electric,
Solar Cells,
LiPo Batteries
180 per flight
Surrey Tail-sitter
Forshaw and
Lappas (2012)
15 Tail-sitter 2 2 2.72 0.8 44
Electric,
Solar Cells,
LiPo Batteries
100km(reusable)
450(single-use)
* NDA = No Data Available
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2.3.2 Martian Rotary-Wing Aircraft. Several rotary-wing concepts with VTOL capa-
bility have also been proposed for Martian exploration. With the exception of the Mesicopter
developed by Kroo and Prinz (2001), all of the proposals have main rotors larger than two
meters, with most concepts utilizing a contra rotating coaxial configuration. A summary of
these proposals in shown in Figure 2.4. Only limited insight can be gained from such a small
data set. The most common features of these designs includes the use of electric motors to
drive the rotors and high blade tip Mach number.
2.3.3 Control of Martian Aerobots. The harsh environmental conditions on Mars
has led to several unconventional (in comparison to Earth) aircraft designs. The ramifi-
cations of such unconventional designs on vehicle flight control in the Martian flight envi-
ronment has often been overlooked. In fact, in only two designs, Halcyon, Hyperion, has
the control methodology been described in any detail for Martian aerobot’s. Song (2008)
proposed classical multi-loop proportional integral derivative (PID) control for the Halcyon
aerobot with a focus on the horizontal flight phase. Transition control for the Hyperion
aerobot was developed by Zhao and Underwood (2014) using a H∞ controller with µ syn-
thesis and divide and conquer gain scheduling. Ji-Wung Choi (2008) did propose a linear
quadratic regulator (LQR) for horizontal flight of the ARES vehicle, however the designed
controller was unstable and failed to stabilize the nonlinear model of the aerobot.
Any Martian aerobot, whether conventional or unconventional in design, will be re-
quired to operate in the aforementioned harsh aerodynamic conditions on Mars. This aus-
tere environment levies aerodynamic restrictions not encountered by terrestrial flying vehi-
cles, which will impact stability and control as well as general mission operations. Under-
standing these impacts is vital to a successful aerobot mission on Mars.
2.4 Solar Powered Aircraft
Solar energy has been shown to be a viable source for aircraft power and many plat-
forms have been designed and flown to validate its use in the last forty years. A thorough
history of solar powered aircraft can be found in Boucher (1984) and Noth (2008b). Solar
powered aircraft have become increasingly more common as solar cells and energy storage
technologies have improved over the years. Recent examples of how far this technology
has come can be demonstrated by the success of two large terrestrial flying vehicles: the
SolarImpluse, a two seat electric airplane that flew around the world (Verte, 2016), and
Airbus’ high altitude unmanned pseudo-satellite Zephyr (Airbus, 2016). Both vehicles are
light weight high aspect ratio airplanes designed for long endurance missions, a common
feature amongst solar powered aircraft. The top surface of wings and horizontal stabilizers
are covered with thin solar cells that convert the sun’s solar energy into useful power to
propel the aircraft through the air and to power other onboard systems.
Powering a Martian aerobot with solar energy has been proposed for several fixed-
wing and rotary-wing platforms as shown in Tables 2.3 and 2.4. The most extensive research
on this topic was conducted by Noth (2008a) who tried to develop a continuous solar pow-
ered aircraft to fly on Mars. The aircraft was a high aspect ratio vehicle similar to terrestrial
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sailplanes. The continuous flight goal could not be realized in the Martian environment due
to the lower solar insolation at Mars and the high mass required of the onboard batteries
to power the vehicle during the night. Shorter length flying missions conducted during the
Martian days was shown to be a viable option using only solar power by Song (2008).
2.5 Multi-rotors
A multi-rotor is a rotary-wing aircraft with more than two rotors designed to take off
and land vertically. The concept of a multi-rotors has been around for a long time, in fact
the de Bothezat helicopter flown in the early 1920s had four large rotors (Leishman, 2006).
Multi-rotors did not become widespread until the required sensors and flight controllers
became smaller and more sophisticated. Today multi-rotors can be purchased in most hobby
stores. They are flown by hobbyist, used as researcher platforms, and some companies hope
to use them to deliver packages through the air. The Y4TR Martian aerobot will fly as a
multi-rotor during vertical flight.
Figure 2.18: Multirotor Configurations
There are many different sizes, shapes, and configurations for multi-rotors. Motors can
be configured with a single rotor or stacked coaxially. Naming convention is normally based
on the number of rotors and orientation as seen in Figure 2.18; a multi-rotor with three
rotors is a tricopter and a multi-rotor with four rotors is a quadcopter. Most multi-rotors
have an even number of rotors, with half spinning clockwise and half spinning counter-
clockwise to cancel out the angular momentum generated by the rotors to prevent yawing.
This eliminates the requirement of a tail rotor. However, there are designs with an odd
number of rotors, such as a tricopter which uses a servo to rotate one rotor to control yaw.
Another common feature of multi-rotors is their symmetric configuration. Rotors are
normally spaced at equal distances from the CM and each rotor is usually the same size. This
makes controlling the multi-rotor easier and evenly distributes the thrust workload amongst
all rotors.
Functionally multi-rotors are similar to helicopters, in that rotors spin to generate
thrust and lift the vehicle off the ground. Unlike helicopters however, most multi-rotors
use fixed pitch propellers with electric motors spinning at different rates to control the
vehicle’s roll, pitch, and yaw. Without the need for a swash plate for control, multi-rotors
are mechanically simpler than helicopters. Multi-rotors require flight controllers normally
with feedback control to regulate the speed of each motor and ensure stable flight.
Most multi-rotors are small with a total mass on the order of a few kilograms. There
are a few exceptions, however, such as the Black Knight TRANSFORMER, an eight rotor
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(a) Black Knight TRANSFORMER
(Advanced Tactics Inc., 2014)
(b) VC200
(e-volo, 2014)
Figure 2.19: Examples of Large Multi-rotors
roadable VTOL aircraft, and the VC200, an eighteen rotor two person multi-rotor, shown
in Figure 2.19. While both of these vehicles have much larger masses than the proposed
Martian aerobot, they have comparable rotor sizes verifying the scalability of multi-rotors.
During vertical flight the Martian aerobot is essentially a multi-rotor with large wings
protruding from each side. Understanding the pros and cons of different multi-rotor designs
and configurations will be important when designing the Martian aerobot.
2.6 Tilt-rotors
In order for the Martian aerobot to fly both vertically and horizontally the vehicle
must transition smoothly between the two modes of flight. There are several methods to
accomplish this task and many air vehicles have been made employing various methods over
the years. Air vehicles of this type are inherently more complex to design, manufacture,
and control than their single mode kin. The V/STOL wheel shown in Appendix B is an
overview of the most common propulsion concepts for air vehicles that fly both vertically
and horizontally. The focus for this investigation will be on tilt-rotor designs, and specifically
multirotors with tilt-rotors, for the application to the Martian aerobot.
There are a number of multi-rotors that incorporate tilt-rotors, ranging from high level
military surveillance UAVs to small hobby craft concepts. The Panther and Mini-Panther
made by Israel Aerospace Industries are fixed-wing tricopters with two front tilting rotors
and one fixed rotor in the rear (Israel Aerospace Industries, 2014). Boeing’s new Phantom
Swift designed for Defense Advanced Research Projects Agency’s (DARPA) VTOL X-Plane
competition is a fixed-wing quadcopter with four ducted fans (Haddox, 2014). It has two
imbedded fans in the fuselage and a tilt-rotor on the end of each wing. The QTW-UAS is a
canard fixed-wing aircraft with four variable pitch tilt-rotors that rotate forward (GH Craft,
2014). The Wingcopter is a fixed-wing quadcopter with four tilt-rotors; two in front of the
main wing that rotate down and two in the rear behind the main wing that rotate up (Wing-
copter, 2014). Sabanci University’s SUAVI UAV is a tilt-wing quadrotor with four tilting
rotors (Cetinsoy et al., 2012). The X-19 Hummingbird and VTOL-Trainer are also fixed-
wing quadcopters with four tilt-rotors (Flite Test, 2014) and (wcolby1, 2014). The iQuad
- Tilt-Rotor Quadcopter does not have any lifting surfaces to help lift the multi-rotor during
30
CHAPTER 2. LITERATURE REVIEW
horizontal flight (Ilya R., 2014). All four tilt-rotors produce both vertical and horizontal
thrust while keeping the aircraft level.
(a) FireFLY6
(Aerobotics, 2014a)
(b) Orange Hawk
(Carlson, 2014b)
(c) AgustaWestland Project Zero
(Hirschberg, 2013)
(d) TURAC
(Ozdemir et al., 2014)
Figure 2.20: Examples of Flying Wing Tiltrotors
Several small flying wing tilt-rotor UAVs have been have been developed for terrestrial
flight. The choice of flying wing is advantageous due to the larger wing area to generate
lift allowing for more payload capacity. The most common mulit-rotor configuration is a
triangle shape with tricopter, Y4, and Y6 all being utilized. The FireFLY6, shown in Figure
2.20a, is a flying wing Y6 multi-rotor with three pairs of coaxial rotors (Aerobotics, 2014a).
Its front two coaxial pairs rotate down during horizontal flight while the rear coaxial pair
is fixed. The Orange Hawk, shown in Figure 2.20b, is a flying wing tricopter with two tilt-
rotors in the front (Carlson, 2014a). AgustaWestland’s Project Zero, shown in Figure 2.20c,
is a flying wing UAV with fan-in-wing ducted coaxial rotors in each wing Hirschberg (2013).
During the development of the Y4TR Martian aerobot in this research it was found that a
similar looking UAV was being developed for civil uses at the Istanbul Technical University
seen in Figure 2.20d. The TURAC has two front tilting rotors with a coaxial ducted fan
imbedded in the body of the wing (Aktas et al., 2014), (Ozdemir et al., 2014), and Vuruskan
et al. (2014).
There has also been several conventional looking configurations proposed utilizing
two front tilting rotors along with an imbedded ducted fan in the aft of the fuselage. Ar-
mutcuoglu et al. (2004) proposed a configuration of two tilting front ducts with an imbed-
ded ducted fan and guide vanes. Another configuration utilizing open rotors attached to the
tip of a canard and an imbedded ducted fan was proposed by Di Francesco et al. (2014).
A tilting tri-rotor configuration was proposed by Papachristos and Tzes (2012) consisting
of two forward tilting open rotors and one tilting ducted aft of the main body fuselage. Ta
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et al. (2012) also proposed a tilting tri-rotor configuration, however, the aft tilting rotor was
mounted at the top of the fuselage between the main wings and horizontal stabilizer.
Several designs tilt all their rotors and keep them running during horizontal flight
running at lower power similar to AgustaWestland Project Zero. Others only tilt two rotors
and leave the rear rotor/rotors exposed such as the FireFLY6 and Orange Hawk, increasing
parasite drag during horizontal flight when the rotor is not in use. The Phantom Swift has
two imbedded ducted fans that stay open during horizontal flight. While those rotors are
not exposed during horizontal flight, the holes in the fuselage also increase drag. TURAC
is also equipped with an imbedded ducted fan, however the rotor opening is closed during
horizontal flight.
These tilt-rotors approach the VTOL design problem from different angles, with each
configuration and platform designed to meet their specific mission objectives and require-
ments. All of the platforms reviewed in this section are small UAVs designed to operate on
Earth with symmetric rotor configurations, i.e. each rotor is the same size and capable of
producing the same amount of thrust, and thus their rotor blades have not been optimized
for one flight phase.
Even though the presented tilt-rotors do not have to contend with the challenging
Martian environment described in Chapter 2.1 or stringent mass and size requirements,
such as folding to fit into an aeroshell, they are an extremely useful reference, as several
of the platforms have been successfully built and flown verifying the design concepts. The
analysis and lessons learned from the them will be used as a guide for the design of the
Y4TR Martian aerobot.
2.7 Tilt-rotor Control
Successfully transitioning a tilt-rotor aircraft between the vertical and horizontal phases
of flight is a difficult control problem due to the inherent nonlinearities in the problem and
is currently a rich area of research. A successful transition flight control system must be able
to account for the ever changing configuration of the vehicle and aerodynamic environment.
An overview of the past control system methodologies found in the literature is presented
in this section. While the focus of the survey is on tilt-rotor control systems, many of the
methodologies are applicable to tilt-wing configurations due to their inherent similarity to
tilt-rotors.
A comprehensive review on the design, dynamic modeling, and control of hybrid
UAVs, including tilt-rotor, tilt-wing, rotor-wing, tail-sitters, and duel-systems, was conducted
by Saeed et al. (2015). Based on their findings, flight control systems for tilt-rotor UAVs
can be separated into two main categories, linear and nonlinear. To implement a linear
controller the nonlinear dynamic model of the system is linearized about an equilibrium
condition simplifying the problem. These types on controllers have great heritage in aircraft
control (Stevens and Lewis, 2003), and are well suited for the horizontal and hover states of
tilt-rotors and multi-rotors (Yoo et al., 2010) and (Victor and Stoica, 2012). A disadvantage
of linear control is the performance degradation seen when operating outside the assumed
linear region such as during the transitioning maneuver between the vertical and horizontal
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flight phases encountered by tilt-rotor UAVs or when there are model and environmental
uncertainties. To alleviate this issue a nonlinear control system or gain-scheduled linear
controller can be implemented. Nonlinear control systems are capable of considering the
complete nonlinear dynamics of the UAV, including aerodynamic and kinematic effects, as
well as actuator position and rate limits (Girish et al., 2015). Tilt-rotors are multiple-input
multiple-output (MIMO) systems that often have more control effectors than degrees of
freedom, especially during the transition phase (Saeed et al., 2015). Modern control theory
techniques or control allocation methods are needed to effectively distribute the desired ac-
tuator commands to the effectors as demonstrated by Fang et al. (2012) and Tekinalp et al.
(2009).
The classical PID controller and LQR are the two predominant forms of linear control
applied to tilt-rotor UAVs. Classical PID control was used by Papachristos et al. (2011)
for controlling a bicopter tilt-rotor, by Papachristos and Tzes (2012) to control a tilt tri-
rotor, by Yanguo and Huanjin (2009) to control a small tilt-rotor platform with a two rotor
configuration, by Marchini (2013) on the E-Flight Carbon Z Yak 54 RC aircraft, and by
Carlson (2014a) on the Orange Hawk. Adaptive control using a neural network to calculate
the PID gains was implemented by Ta et al. (2012). Yuksek et al. (2016) developed a three-
loop PID cascade control system for the TURAC aircraft. Lee et al. (2007) used particle
swarm optimization methods to find PID gains for a linear control system on a tilt-rotor
UAV being developed by the Korea Aerospace Research Institute (KARI). A fault tolerant
LQR flight control system was developed by Park et al. (2013) for a small tilt-rotor platform
with a two rotor configuration.
The three most common nonlinear control systems implemented on tilt-rotor UAVs
are backstepping, gain-scheduling, and nonlinear dynamic inversion. A backstepping based
tracking controller was designed for bicopter tilt-rotor UAVs by Kendoul et al. (2005),
Chowdhury et al. (2012a), and Chowdhury et al. (2012b). While Flores and Lozano (2014)
developed a backstepping controller for a Quad-Tilt rotor aircraft based on Lyapunov sta-
bility concepts. A gain-scheduled LQR flight control system was developed for the tilt-duct
with imbedded ducted rotor UAV (A. Okan, 2002). Nonlinear dynamic model inversion con-
trol with dynamic control allocation was applied to a tilt-rotor UAV by Fang et al. (2012).
Rysdyk and Calise (1998) applied a neural network augmented dynamic model inversion
controller to the XV-15 civilian tilt-rotor aircraft. Other nonlinear control methods found
in the literature include an adaptive neural network flight controller (Rysdyk and Calise,
2005), model reference adaptive control (MRAC) (Marchini, 2013), as well as an inner loop
SDRE controller with an eigenvalue assignment outer loop coupled with blended control
allocation by Tekinalp et al. (2009) for the tilt-duct with imbedded ducted rotor UAV.
All of control systems reviewed in this section were developed for Earth based flight
operations and were designed to have a pilot in the loop while flying. Interestingly, most
focused only on successfully transitioning between the vertical and horizontal flight phase
and not the horizontal to vertical transition. The impact of how the transition was conducted
to the overall mission operations was also overlooked. This oversight is understandable, as
the UAVs are smaller Earth based platforms, but how the vertical to horizontal transition is
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performed by the Martian aerobot, due its operating environment, level of autonomy, and
mission requirements, cannot be neglected.
As seen in the flight videos of the Orange Hawk (Carlson, 2013) and FireFLY6 (Aer-
obotics, 2014b) a common method to perform the transition was to tilt the front rotors to
predefined set points and accelerate the vehicle to the desired horizontal flight velocity. This
method was also used by Armutcuoglu et al. (2004), Tekinalp et al. (2009), and Yuksek et al.
(2016). Another common feature is the desire to keep the UAV’s pitch or angle of attack
at zero during the transition (Armutcuoglu et al., 2004), (Tekinalp et al., 2009), (Yuksek
et al., 2016), (Flores and Lozano, 2014), and (Ta et al., 2012). This method works well for
the small Earth based UAVs operating at low velocities because the thrust to weight ratio
of the front tilt-rotors is high, allowing the vehicles to accelerate quickly to the horizontal
flight velocity necessary for the wings to generate the required lift forces to fly. Unfortu-
nately, propeller or rotor driven tilt-rotors operating on Mars do not have this high thrust
capability. The required horizontal flight velocities to achieve stable fight are also higher,
which results in longer transitioning times, and more energy consumption. This suggests an
alternative approach may be needed for the Martian aerobot’s transition.
2.8 State Dependent Riccati Equation Control
In the literature SDRE control methods have been widely applied to nonlinear aerospace
problems. These include missile autopilots, (Mracek and Cloutier, 1997), (Cloutier and
Stansbery, 2001), (Çimen, 2011), fixed-wing aircraft, (Prach and Tekinalp, 2013), (Yedavalli
et al., 2003), (Shankar et al., 2003), rotor-wing aircraft, (Voos, 2006), (Yang et al., 2009),
(Kim et al., 2008), (Bogdanov et al., 2004), (Tekinalp et al., 2009), (Bogdanov et al., 2003),
(Bogdanov and Wan, 2003), (Lam et al., 2009), and satellite and spacecraft control (Parrish,
1995), (Parrish and Ridgely, 1997), (Hammett et al., 1998), (Stansbery and Cloutier, 2000).
The SDRE control method is well suited for the transition flight phase because it is
able to capture the nonlinearities of the problem and offers great design flexibility through
the nonunique factorization of the state-dependent coefficient SDC and weighting matrices
(Çimen, 2008). A complete overview on the SDRE control theory and implementation can
be found in (Cloutier et al., 1996), (Hammett, 1997), (Cloutier, 1997), (Çimen, 2010), and
(Çimen, 2012). A summary of the technique is presented here for the benefit of the reader.
2.8.1 Overview of SDRE Method. Consider a nonlinear dynamical system of the
form:
x˙ = f(x) + g(x)u (2.9)
where f(x) and g(x) are nonlinear functions, u is the control, x ∈ Rn, u ∈ Rm, f(x) ∈ Ck,
g(x) ∈ Ck, with k ≥ 1 (Cloutier, 1997). This can be transformed into a linear form having
state-dependent coefficients:
x˙ = A(x)x+B(x)u (2.10)
where f(x) = A(x)x and g(x) = B(x). It is assumed that f(0) = 0 and g(x) 6= 0 for all x
(Çimen, 2008). In the multivariable case, n > 1, there are an infinite number of ways to
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transform the nonlinear system into the SDC form (Cloutier et al., 1996). Note that A(x)
must be both an observable and controllable parameterization of the nonlinear system for
all x (Cloutier, 1997). Next consider the infinite-time performance index
J =
1
2
∫ ∞
0
xTQ(x)x+ uTR(x)u dt (2.11)
where Q(x) ∈ Ck, R(x) ∈ Ck, k ≥ 1, and where Q(x) = C(x)TC(x) ≥ 0 and R(x) > 0
for all x subject to the differential constraint in Equation 2.10 (Cloutier et al., 1996). To
minimize Equation 2.11 the state-dependent Riccati equation must be solved
ATP + PA− PBR−1BTP +Q = 0 (2.12)
such that P ≥ 0. The control u is then calculated by
u = −R(x)−1B(x)TP (x)x = −K(x)x. (2.13)
Often an algebraic solution to Equation 2.12 cannot be obtained and it must be solved
numerically in realtime. Thus, at each point in time, the SDC matrices A(x) and B(x) as
well as the state-dependent weighting matrices Q(x) and R(x) are treated as constant and
Equation 2.12 is solved numerically and then the feedback gain u is obtained.
2.8.2 SDRE Integral Servomechanism. Similar to the LQR technique the SDRE
regulator can be implemented as an integral servomechanism to perform command follow-
ing as seen in Cloutier and Stansbery (1999). In order to track a commanded reference
trajectroy rt, the state vector is separated into
x˜ =
xIxR
xN
 (2.14)
where it is desired that xR tracks the input signal, xI are the integral states of xR, and xN
are the non-tracked states. This then leads to the augmented system
˙˜x = A˜(x˜)x˜+ B˜(x˜)u (2.15)
where
A˜(x˜) =
[
0 I
A(x) 0
]
(2.16)
and
B˜(x˜) =
[
0
B(x)
]
(2.17)
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leading to the SDRE integral servomechanism controller
u = −R˜(x˜)−1B˜(x˜)T P˜ (x˜)
xI −
∫
rt dt
xr − rt
xN
 . (2.18)
2.8.3 Other Considerations. After a nonlinear system has been transformed into
SDC form, there are cases where the SDRE technique cannot be applied without first con-
verting it into an appropriate format. This includes: nondifferentiable dynamics, state-
independent terms, state-dependant terms which do not go to zero as the state vector goes
to zero uncontrollable and unstable but bounded state dynamics, nonlinearity in the con-
trols such as hard constraints, as well as state constraints (Çimen, 2010). Various techniques
have been found to handle these issues and can be found in Beeler and Cox (2004), Cloutier
and Stansbery (2001), and Çimen (2010).
The SDRE control method also has the capability to include actuator position and rate
limits as shown in Cloutier and Stansbery (2001). The SDRE control method offers great
flexibly when developing a control system due to the infinite number of ways a nonlinear
system can be factored into SCD form, as well as the capacity to vary the state-dependent
weighting matrices based on the sates. Thus, it is an excellent candidate for the transition
control problem encountered by tilt-rotor aircraft.
2.9 Control Allocation
The Martian aerobot is an over-actuated system during the transitioning phases of
flight where both the rotors and aerodynamic control surfaces can be used to manipulate
the forces and moments acting on the vehicle. Thus, there are more effectors than axes to
control. The importance of how these control effectors are used in combination with each
other to meet the control objective is readily apparent. There are several ways this can be
accomplished, either directly inside the control algorithms if the control method is capable
of solving MIMO problems, or with a separate control allocation method.
The SDRE control method described in Section 2.8 has the capability to distribute the
desired control amongst the control effectors by varying the individual components of the
state-dependent weighting matricesQ(x) andR(x) relative to each other. Unfortunately this
is not a trivial task, as the direct relationship between the weights and the control effectors
is often difficult to discern. Moreover, if the status of the control effectors changes, either
deliberately such as switching off or unintentionally due to a damaged or stuck effector, the
controller is not longer effective. Adding a separate control allocation block eliminates these
issues.
Numerous control allocation techniques can be found in the literature and overviews
of these methods can be found in Oppenheimer et al. (2006) and Johansen and Fossen
(2013). The focus is often on the methods used to solve the optimization problem that
arises when implementing control allocation. An important result relevant to the selected
SDRE control method can be found in Härkegård (2003) and Härkegård and Glad (2005).
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They showed how control allocation can be used in conjunction with linear quadratic based
control methods, of which SDRE is one, and how splitting the control design into two sep-
arate tasks, control and control allocation, results in the equivalent design freedom to dis-
tribute the control effort among the effectors and to shape the closed loop dynamics as the
traditional linear quadratic control.
A short summary of how the control allocation problem is set up and then solved using
weighted least squares WLS is presented in the following sections.
2.9.1 Problem Set Up. Recall the linear SDC system from Section 2.8.1 used in the
SDRE control:
x˙ = A(x)x+B(x)u (2.19)
To implement control allocation for this system let Bu(x) = B(x), which gives
x˙ = A(x)x+Bu(x)u (2.20)
When the system is over-actuated there are multiple choices for control input, u, that result
in equivalent system dynamics. Bu is assumed to be rank deficient and can be factorized as
Bu(x) = Bv(x)B(x) (2.21)
A virtual control is then introduced into the system as
v = B(x)u (2.22)
allowing Equation 2.20 to be rewritten as
x˙ = A(x)x+Bv(x)v (2.23)
The new system can now be controlled via the SDRE method using the virtual control, v.
Once a desired v is calculated, it is mapped to the physical control effectors, u, by the chosen
method.
There is a special case, applicable to the Martian aerobot’s nonlinear transition control,
when the system is not affine in the controls u, that must be considered here. Given a
nonlinear system of the form
x˙ = f(x) + gu(x, u) (2.24)
a virtual control can be introduced by
gu(x, u) = Bvg(x, u) = Bvv (2.25)
which results in a system that is now affine in the virtual control v,
x˙ = f(x) +Bvv (2.26)
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The problem is now to solve for the physical controls u. This can be accomplished directly
with constrained nonlinear programming techniques, which may or may not be computa-
tionally feasible to implement in real time, or by approximating g(x, u) with a linear expan-
sion. Linearizing g around u0 gives
g(x, u) ≈ g(x, u0) + ∂g
∂u
(x, u0)︸ ︷︷ ︸
B(x)
·(u− u0) (2.27)
and results in the linear control allocation problem
v¯ = B(x)u (2.28)
where
v¯ = v − g(x, u0) +B(x)u0 (2.29)
Doman and Oppenheimer (2002) suggest picking u0 as the previously applied control input.
2.9.2 Weighted Least Squares. There are a number of methods available to solve
the control allocation problem which can be found in Härkegård (2003), Oppenheimer
et al. (2006), and Johansen and Fossen (2013). For our purposes here, the focus will be
on setting up the problem so that it can be solved via WLS using methods developed by
Härkegård (2003). The algorithms to solve the WLS problem have been implemented in a
Matlabr toolbox (Härkegård, 2004). The software was used to solve the control allocation
problem during the transition flight phases.
Recall Equation 2.22 where the desire was to determine a feasible physical control
input, u, based on a commanded virtual control input, v,
v = B(x)u (2.30)
The optimal control input can be found by solving the following weighted optimization
problem:
uW = arg min
umin≤u≤umax
‖Wu(u− udes)‖2 + γ ‖Wv(B(x)u− v)‖2 (2.31)
where uW is the weighted control, ud is the desired control input, Wu and Wv are weighting
matrices, γ is a weighting parameter to emphasize that primarily, B(x)u−v should be mini-
mized, and umin and umax are the minimum and maximum control input limits, respectively.
The cost function can be rewritten as
uW = arg min
umin≤u≤umax
∥∥∥∥∥
(
γ
1
2WvB(x)
Wu
)
u−
(
γ
1
2Wvv
Wuudes
)∥∥∥∥∥
2
= arg min
umin≤u≤umax
‖Au− b‖2
(2.32)
and solved. The design parameters udes, Wu, Wv, and γ can be adjusted by the designer
based on the specific problem. The control input limits umin and umax are calculated based
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on the position and rate limits for each effector at the current time, t, by
u(t)min = max{pmin, u(t− T ) + rminT}
u(t)max = min{pmax, u(t− T ) + rmaxT}
(2.33)
where pmin and pmax are the effector minimum and maximum position limits, rmin and rmax
are the effector minimum and maximum rate limits, and T is the sampling time (Härkegård,
2003).
2.10 Summary
In this chapter the relevant literature pertinent to the system design and control of
an autonomous Martian aerobot was presented. The global Martian environment was pre-
sented first, followed by an in-depth look at the conditions at the proposed landing site of
Isidis Planitia. Previous Martian aerobot concepts were summarized, including fixed-wing
and rotary-wing aircraft. Multi-rotors and terrestrial tilt-rotor aircraft were then explained
and reviewed, and the current methods of controlling tilt-rotor aircraft during the transition
phases of flight were examined. This was followed by a thorough review of SDRE control
methods that are used in Chapter 5 to control the new Y4TR Martian aerobot. Lastly, control
allocation and specifically the WLS method was reviewed.
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The work conducted in this research builds upon the previous Martian aerobot concepts
developed at the SSC capable of a multi flight, long endurance mission to explore Mars.
Two of SSC’s previous Martian aerobots, Halcyon and Hyperion, have incorporated separate
vertical lift and horizontal pusher rotors as well as a mono tilt-rotor configuration.
Using these designs as a starting point, a novel Y4TR flying wing with imbedded coax-
ial rotors has been developed. The new aerobot configuration is a combination of the two
previous designs and eliminates their design shortcomings. The more robust Y4TR con-
figuration utilizes two large fixed coaxial counter rotating rotors imbedded in the center
of the flying wing body and two small tilt-rotors for vertical takeoff. The front tilt-rotors
rotate during transition flight into the main horizontal flight configuration. The proposed
Y4TR Martian aerobot is believed to be a realistic aerial solution to the problem of exploring
multiple locations on the Martian surface with an aerial vehicle.
In this chapter, the novel Y4TR Martian aerobot is described in detail, including the
aerobot’s structural layout and configuration, the propulsion system, power system, ther-
mal management system, payload, flight control strategy, communication system, and mass
budget. The methods used to design the aerobot and the rationale behind critical design
choices are also presented.
3.1 Aerobot
3.1.1 General Layout. The general layout, size, and shape of the aerobot were
modified as little as possible compared to the previous SSC aerobots described in Section
1.2. The two largest modifications to the previous aerobot’s designs are changing the rotor
layout to a Y4TR configuration and adding a coaxial cover. The pusher propellers on Halcyon
were moved to the front of the aerobot and became tilt-rotors, and the embedded coaxial
rotors no longer tilt as in Hyperion’s design. The size of the rotors was not modified from
previous designs with the coaxial rotors having a two meter diameter and the front tilt-rotors
having a one meter diameter. In order to cover the coaxial rotors during horizontal flight a
single airfoil could not be used, as the ’Zagi10’ is not thick enough to enclose the imbedded
rotors. Therefore, a blended-wing body was designed to enclose the coaxial rotors.
3.1.2 Sizing. As discussed in Section 2.3.1, there is a limited number of fixed-wing
Martian aerobots to use as a starting point for sizing the vehicle. Recently, Liu et al. (2013)
developed generic scaling models for propeller-driven aircraft on Mars based on empirical
data of propeller-driven aircraft designed for Earth. Using these scaling models as a guide,
as well as the knowledge gained from the designs of Halcyon and Hyperion, the new Y4TR
Martian aerobot was developed.
In order to size the Martian aerobot several items need to be considered. First, the
aerobot must have a large enough surface area to generate sufficient lift to fly at the de-
signed operational velocity. Second, the aerobot must have a large enough surface area for
the solar cells to generate the required power during horizontal flight. Third, the center
body of the aerobot must be thick enough to house the coaxial rotors. Finally, the aerobot
must be able to be stowed inside an aeroshell for the trip and descent to Mars.
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Increasing the aerobot’s wing area increases lift, but also increases the total mass
and volume of the vehicle. Increasing the center height of the aerobot allows for a larger
separation between the top and bottom coaxial rotors improving their performance and
gives more volume to house the coaxial rotors. However, a thicker center body reduced the
lift capability of the center body and substantially increases its drag. Thus, sizing the aerobot
becomes an iterative process where each of these items must be considered. Choosing one
design point for the aerobot then dictates changes to others.
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Figure 3.1: Required CL for a 25 kg Aerobot on Mars
Using the designs of Halcyon and Hyperion as a starting point, the aerobot’s mass was
set to 25 kg. The required lift coefficient, CL, can then be calculated based on different
operating velocities and surfaces areas as seen in Figure 3.1. Increasing either the operating
velocity or surface area decreases the required lift coefficient.
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Figure 3.2: Required Solar Cell Surface Area with a SF of 435 W/m2
The solar cell surface area can be estimated based on the required power during hor-
izontal flight and the efficiency of the solar cells as seen in Figure 3.2. The greater the
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efficiency of the solar cells the more power they can produce reducing the surface area
required.
Based on Figures 3.1 and 3.2 one can see the surface area of the aerobot is driven
more by the need to generate lift to fly rather than the need to produce power from the
solar cells.
3.1.3 Center of Mass and Rotor Locations. The location of the aerobot’s center of
mass (CM) is a critical design consideration as it will affect the stability and performance of
the aerobot during all phases of flight. To eliminate Halcyon’s need for a shifting CM and for
the aerobot to have pitch stability during hover and vertical flight the CM must be located
inside the triangle created by the rotors on the aerobot’s longitudinal center line. Figure 3.3
shows the forces acting on the aerobot during hover.
Figure 3.3: Forces Acting on Aerobot in Hover
For a zero pitching moment in hover the moment generated by the tilt-rotors must
balance the moment generated by the coaxial rotors as seen in Equation 3.1.
(TT1 + TT2)sin(φT )rTx = (TC1 + TC2)rCx (3.1)
where TT1 and TT2 are the tilt-rotor thrust, TC1 and TC2 are the coaxial rotor thrust, φT is
the tilt-rotor angle, and rTx and rCx are the rotor distances from the aerobot’s CM. There
are many acceptable solutions to the equation, however, the CM location dictates the thrust
sharing between the two sets of rotors and thus their locations relative to the CM. In Equa-
tion 3.1 the location of the CM can be calculated if the thrust generated by each rotor pair
is known. Figure 3.4 shows how the thrust ratio between the two pairs of rotors affects the
tip Mach number of the rotors by setting the total thrust equal to the aerobot’s weight.
As the coaxial rotors carry more of the thrust load the CM moves aft, increasing their
tip Mach number and decreasing the total power consumption for the rotors as seen in
Figure 3.5. While shifting the CM aft helps power consumption during hover, it has an
adverse effect on the longitudinal static stability of the aerobot during horizontal flight
where it is desirable to have the CM farther forward to increase the aerobot’s static margin.
Based on this tradeoff, a 90% to 10% coaxial rotor thrust to tilt-rotor thrust ratio in hover
was decided upon, balancing the tip Mach number limit, total power consumption in hover,
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Figure 3.4: Effects of Rotor Thrust Ratio on Tip Mach Number In Hover
and longitudinal static stability considerations placing the aerobot’s CM 1490.9mm from the
nose of the aerobot.
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Figure 3.5: Effects of Rotor Thrust Ratio on CM Location and Rotor Power In Hover
The coaxial rotors are two meters in diameter and located 1623.7mm from the nose of
the aerobot on its longitudinal center line. The front tilt-rotors are then 297.6mm from the
nose of the aerobot, and were extended outward towards the aerobot’s wingtips to increase
the rolling moment they could generate and to minimize the interference of their slipstream
on the coaxial rotors. The spacing between the front tilt-rotors was limited by the diameter
of the aeroshell to ensure the aerobot could easily fold inside resulting in a spacing of 3m.
Geometry and design of the four rotors is described in Section 3.2.1. The final dimensions
of the aerobot are shown in Figure 3.6.
3.1.4 Body Design. The body of the Y4TR is a blended-wing, meaning there is not
a distinct separation between the wings and a fuselage body, and instead the the wings must
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Figure 3.6: Basic Aerobot Dimensions
seamlessly transition into the center body of the aerobot. While the aerobot does not have
a traditional fuselage, it does have a much thicker center portion which covers the coaxial
rotors. This section of the aerobot will be referred to as its body.
The aerobot has many parameters that can be adjusted during the design, all of which
influence its performance while flying. These parameters include the front profile, back
profile, chord lengths, wing sweep, wing twist, wing dihedral, center body thickness, and
winglets. A Matlabr program was developed, using these parameters as inputs, to generate
cross sectional airfoils of the aerobot. The thickness of the center body airfoils was dictated
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Figure 3.7: Outer Surface of The Aerobot Designed with Matlabr
by the separation between the top and bottom coaxial rotors and the volume in which the
rotors rotate. Each body airfoil was individually designed based on its chord length and
required center height at the span location. The maximum cord thickness for each body
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airfoil was set to 30% cord length similar to the ’Zagi 10’ airfoil. The center body airfoils
were then blended to the ’Zagi 10’ airfoil on the wings using spline curves resulting in an
outer surface model of the aerobot as shown in Figure 3.7.
Each of the aerobot’s individual airfoil cross sections was then input into XFLR5 and
analyzed using the XFOIL algorithms at different angles of attack (AoA) and Reynolds num-
bers encompassing the horizontal flight regime. The airfoils were analyzed over the follow-
ing parameter ranges: M = {0.2}, Re = {5000, 5000 + i, 5000 + 2i, · · · , 185000|i = 20000},
and α = {−5 , −5+i, −5+2i, · · · , 13|i = 1}. Example results of the XFOIL analysis for three
different cross sectional airfoils along the aerobot’s span are shown in Figures 3.8-3.10.
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Figure 3.8: MA_1 Airfoil Characteristics
As expected and seen in the airfoil results, the thicker center body airfoils have a much
higher drag polar than the outer wing airfoils. Reynolds number is also shown to have a
significant effect on the performance for each airfoil; as the Reynolds number decreases the
airfoil lift decreases and the airfoil drag increases. This effect will be most prominent at low
velocities during takeoff and landing as well as on the smaller cord lengths of the wings.
At a nominal mission velocity of 50m/s the Reynolds number for the center MA_1 airfoil is
approximately 183000 while for the ’Zagi 10’ before the winglet it is approximately 60000.
The performance of the full Martian aerobot could be investigated once each of the
individual airfoil cross sections was analyzed. XFLR5 has the capability to conduct wing
analysis using lifting-line theory, the vortex lattice method, and a 3D panel method. Since
the aerobot does not have a fuselage the whole vehicle can be modeled as a wing and any
of the three methods can be used to analyze the performance. However, according to the
XFLR5 guidelines the lifting-line theory analysis method should not be used for low aspect
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Figure 3.9: MA_15 Airfoil Characteristics
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Figure 3.10: ’Zagi 10’ Airfoil Characteristics
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ratio wings with dihedral which the Martian aerobot can be classified as, and, therefore, it
is shown only for demonstration purposes. Figure 3.11 shows a comparison of the three
methods. All three methods show similar results except for the Cm calculated via the lifting-
line theory which gave a positive value at high angles of attack.
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Figure 3.11: Martian Aerobot Polar in Closed Configuration Calculated with Different Meth-
ods
The drag polars are very similar for the three methods with the 3D panel method
calculating slightly higher drag than the vortex lattice method. This is because the 3D panel
method takes the thickness of the wing into account while the vortex lattice method only
considers the mean camber line of the wing during the analysis. The 3D panel method
also provides some insight into the pressure distributions over the top and bottom surfaces
of wings, and in this case the full aerobot. For these reasons, the 3D panel method was
used for the full aerobot performance analysis, resulting in a slightly higher estimate for lift
and drag, and a steeper Cmα . An example of the pressure distribution and trailing vortices
calculated in XFLR5 using the 3D panel method can be seen in Figure 3.12.
In the XFLR5 output high pressure values can be seen on the leading edge of the
aerobot’s center body due to the thick airfoils resulting in high drag. While the center
body does contribute slightly to the aerobot’s lift, it mainly causes unwanted drag, and
with the wings producing a vast majority of the aerobot’s lift. It is evident the height of
the center body is a major design decision as it greatly affects the aerobot’s drag and flight
performance.
The body design process described in this section was iterated many times. The front
and back profiles, cord lengths, wing sweep, wing twist, wing dihedral, center body thick-
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Figure 3.12: Martian Aerobot Pressure Distribution at α = 4◦
ness, and winglets design parameters were modified until a satisfactory design of the aer-
obot was found. The goal was to have a design with a low pressure drag by reducing the
center body thickness, a low induced drag based on the aerobot’s layout and geometry,
a negative Cmα for increased longitudinal stability, and a low trim angle of attack, while
meeting the area and lift requirements described in Section 3.1.2. The iteration process was
conducted manually, as XFLR5 does not have the capability to interface with Matlabr. The
design was deemed satisfactory when no more significant improvements could be found
when modifying the selected design parameters.
The final body shape is a low aspect ratio flying wing with a thick center body blended
into the wings. The center body airfoils are slightly reflexed to help with longitudinal stabil-
ity. The wings are initially twisted up to match the thickness of the center body increasing
relative angle of attack, and then twisted down to improve the longitudinal stability of the
aerobot. The max thickness of the center MA_1 airfoil was set to 40cm allowing for the
coaxial rotor volume. A description of the Martian aerobot’s final body geometry describing
the position and orientation of each airfoil cross section can be found in Appendix C.1. The
normalized x− y coordinates for each airfoil cross section can be found in Appendix C.2.
Later in the aerobot’s design, large scale optimization software with more design pa-
rameters and higher fidelity aerodynamic software, capable of accurately modeling the com-
plex geometry of the open configuration as well as the aerodynamic interaction between the
rotors and aerobot body, similar to the methods presented by Kuntawala (2011) and Lyu
and Martins (2013), should be used to refine the shape of the aerobot’s body to maximize
performance.
3.1.5 Aeroshell and Aerobot Storage. Before the Martian aerobot can conduct its
exploration mission on Mars it must be stowed inside an aeroshell to make the long journey
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between Earth and Mars. While the aerobot is very low mass, it has a large volume and
therefore, needs a significant amount of space in order to encompass the vehicle. For the
purposes of the aeroshell sizing it is assumed the aerobot is made up of rigid parts that
can be broken down and folded. The aerobot is not equipped with other volume saving
techniques such as inflatable or accordion wings. The largest aeroshell sent to Mars thus
far was developed to transport the MSL in 2011. A schematic of this 4.5 meter aeroshell is
shown in Figure 3.13. The Martian aerobot was designed to fit inside this aeroshell.
Figure 3.13: Schematic of Aeroshell Used for MSL (Baker, 2013)
Each wing of the aerobot is folded twice as shown in Figure 3.14. This ensures the
aerobot can fit inside the aeroshell, but also limits the number of folds required to reduce
complexity and required mass. The extra volume inside the aeroshell can be used for other
missions, or any deployment mechanisms needed to unfold and configure the Martian aer-
obot.
(a) Top (b) Front (c) Side
Figure 3.14: Folded Aerobot Inside Aeroshell
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3.2 Propulsion
A thorough trade study was conducted by Song (2008) comparing the different propul-
sion concepts available for Martian flight. Based on this analysis, it was concluded that an
all electric propulsion system utilizing rotors/propellers was the best choice for a VTOL
Martian aerobot. This choice gives the aerobot both VTOL and long endurance horizontal
flight capabilities allowing for multiple flights across the Martian surface. Thus, all of the
previous SSC Martian aerobots have proposed an all electric propulsion system with rotors
and propellers for the propulsion system. Building upon this earlier research the proposed
Y4TR aerobot will utilize a similar propulsion system. The most significant modification to
the propulsion system, as compared to previous designs, is the location of the rotors and
propellers, with the Y4TR utilizing imbedded coaxial rotors and front tilt-rotors.
3.2.1 Rotor Design. The configuration, design, and resulting performance of the
Martian aerobot’s rotors is an important aspect of the vehicle’s system design and is key
for flight of the aerobot. A major rotor design choice that must be decided early in the
design is how the rotors will control their thrust. A distinction must be made between the
two types of rotor actuation systems available on tilt-rotor aircraft, fixed pitch rotors and
variable pitch rotors. Fixed pitch rotors are normally flown on smaller vehicles with electric
brushless motors where the speed of the motor can easily be varied with an electronic speed
controller (ESCs) (Gasco, 2012), (Al-Rihani et al., 2013), (Papachristos and Tzes, 2012),
and (Ryll et al., 2012). Thrust is controlled by changing the rotor rotational speed. On
the other hand, large vehicles with gas engines, such as the Boeing VX-15 and Boeing V-22
Osprey, are normally equipped with variable pitch rotors where the thrust is controlled by
changing the pitch/collective of the rotors (Miller and Narkiewicz, 2006), (Barkai et al.,
1998), (Kleinhesselink, 2007), and (McVicar, 1993). It is most common for multi-rotors
to vary rotor rotational speed, while helicopters and many propeller aircraft use variable
collective control.
As always, there are strengths and weaknesses for each method. Variable speed rotors
can be easily implemented with modern brushless motors and ESCs. Fixing the tilt-rotor
pitch means they can only be designed for optimal performance in one flight regime, hor-
izontal, vertical, or transition, thus impacting their capability in the other flight regimes.
Variable pitch rotors respond much more quickly to control commands and would keep a
constant rotor speed reducing the high Mach number effects at the rotor tips. However,
they require a higher mass, more complex mechanical system to vary pitch causing them to
be more susceptible to effects of the Martian dust and potentially reducing their reliability.
In the case of the imbedded coaxial rotors, the vertical spacing required to allow for high
collective values would dictate a thicker center body adversely affecting the aerobot’s drag
during horizontal flight.
The Martian aerobot will primarily operate in horizontal flight and, thus, it is desirable
for the aerobot to be most efficient while flying in this regime. Therefore, it is proposed that
the Y4TR Martian aerobot have fixed pitch, variable speed coaxial rotors designed for hover
and vertical flight, and fixed pitch, variable speed tilt-rotors designed for horizontal flight.
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As discussed in Section 3.1.4, the separation between the coaxial rotors is an impor-
tant design choice as the decision will have ramifications for aerobot’s vertical and hori-
zontal flight performance. From the coaxial rotor research survey conducted by Coleman
(1997), it was concluded that the vertical separation between top and bottom coaxial rotors
seemed to have the largest effect on the thrust sharing ratios between the two rotors in a
torque balanced configuration. Using combined blade element momentum theory (BEMT)
and a free wake vortex model to design an optimal open coaxial rotor system Syal (2008)
found a separation of about .75R minimized interference between the two rotors. In exper-
imental tests investigating the effect of rotor spacing on an open MAV coaxial rotor system
Lei et al. (2013) found that increasing rotor spacing initially increased thrust with it even-
tually stabilized as the spacing reached higher values. The best aerodynamic performance
for the system was at a spacing of 0.39R. Bohorquez (2007) found that reducing the spac-
ing between top and bottom coaxial rotors decreased thrust performance and suggests a
separation height of at least .357R. Similarly, Lim et al. (2009) found that there was a
minimal effect on hover performance when rotor spacing was greater than .4R. Lee (2010)
conducted experiments assessing the effects of the rotor spacing, duct inlet shape, rotor
position inside duct, and rotor tip clearance on the performance of a MAV ducted coaxial
rotor system. It was concluded that the rotor position inside the duct had a greater effect
on performance than rotor spacing. In contrast to the open rotor systems, a smaller rotor
spacing, (.15R), seemed to give better performance than the large spacing, (.35R), for the
tested coaxial rotor system. The shape of the duct and rotor tip clearance both greatly af-
fected the system’s performance with a symmetric inlet and minimal rotor tip spacing giving
the best performance.
No information regarding a coaxial fan-in-wing rotor system was found, and thus
it is unclear how the rotor spacing will affect the aerobot’s performance. To this end, it
was decided to separate the top and bottom coaxial rotors as much as possible inside the
available volume of the center body. The rotor tip spacing should be minimized to give the
best performance.
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Figure 3.15: Martian Aerobot Rotor Sizing for Hover
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3.2.1.1 Rotor Sizing. The aerobot’s rotors must produce enough thrust to lift
the aerobot off of the Martian surface while minimizing the rotor tips Mach numbers. The
size of the coaxial rotors also drives the overall size of the aerobot as shown in Section 3.1.
A larger diameter for the coaxial means a larger body volume and thus a thicker aerobot
body. Figure 3.15 shows the effect of different rotor sizes and thrust ratios between the
tilt-rotor and coaxial rotor pairs for a 25kg aerobot.
It was decided to keep the size and airfoil of the rotors the same as the Halcyon design,
one meter diameter with the SD8000 airfoil for the tilt-rotors and two meter diameter with
the Eppler387 airfoil for the coaxial rotors, as these choices were shown to be sufficient to
generate the required thrust during horizontal and vertical flight by Song (2008) and Zhao
(2013).
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Figure 3.16: Rotor Airfoils
3.2.1.2 Rotor Geometry. The geometry of the rotors, rotor twist, cord thick-
ness, diameter, number of blades, and airfoil, dictate their aerodynamic performance. The
front tilt-rotors must produce sufficient thrust for the aerobot’s horizontal flight and a com-
bination of coaxial and tilt-rotor thrust must large enough to overcome the aerobot’s weight
for hover and vertical flight. Different methods are available for rotor design including
momentum theory, blade element theory (BET), BEMT, vortex theories, and computational
fluid dynamics with each method increasing in fidelity, complexity, and implementation
time. These methods have been used to develop rotors for other Martian aerobots. The
coaxial rotors developed for the MARV aerobot were designed using BEMT (Datta et al.,
2003), Hyperion’s coaxial tilt-rotor was designed using using prescribed wake and free wake
vortex models (Zhao, 2013), and the ultra-low Reynolds number rotors on Mesicopter were
designed using an incompressible Navier-Stokes solver (Kunz, 2003). Corfeld et al. (2002)
investigated a four blade rotor with the Eppler387 airfoil using an overset-grid, Navier-
Stokes computational fluid dynamics (CFD) flow solver in support of a Mars rotor tests at
NASA Ames Research Center.
Two open source rotary-wing aerodynamic modeling software packages were used
in this research to design the aerobot’s rotors. Later, in Chapter 4.7.2, the tilt-rotors are
modeled with BEMT and a linear inflow model to account for higher blade tip Mach numbers
on the advancing side of the rotor disk during forward flight.
XROTOR, written by Professor Mark Drela, was used to design the tilt-rotors and can
be used for the design and analysis of ducted and free-tip propellers and windmills (Drela
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and Youngren, 2003). The software has many capabilities including the design of minimum
induced loss rotors, twist optimization, and modeling incoming slipstream effects from an
upstream rotor and was used to design low Reynolds number propellers for the high altitude
long endurance (HALE) Perseus aircraft. Using airfoil parameters and lifting-line theory it
calculates the induced velocities by numerically solving the potential flow field about the
propeller including the vortex sheet wake. The airfoil parameters for lift, drag, and effects
of Reynolds number on the SD8000 and Eppler387 airfoils were calculated using XFOIL
algorithms in XFLR5. The tilt-rotors were designed for 50m/s horizontal flight in Martian
atmospheric conditions.
CROTOR, which is an extension of XROTOR that automates the process of converging
counter-rotating rotors for design and analysis, was used to design and analyze the Martian
aerobot’s large coaxial counter-rotating rotors (Carter, 2011). The coaxial rotors were de-
signed to have a zero torque balance while hovering in the Martian atmospheric conditions.
While CROTOR does have the capability to model rotors inside a duct, it was decided to
forgo this option and model the coaxial rotors as open rotors.
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Figure 3.17: Martian Aerobot Rotor Geometries
(a) 3D Model of Coaxial Rotors (b) 3D Model of Tilt-Rotor
Figure 3.18: Martian Aerobot Rotor Models
This was done for two reasons: first, the imbedded rotors are not conventional ducted
rotors but rather fan-in-wing rotors which CROTOR does not have the capability to model,
and second, it is unlikely such a thin duct will add any noticeable performance benefit. The
specific parameters input into the software to design the tilt and coaxial rotors can be found
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in Appendix C.3. The final design of the Martian aerobot’s coaxial and tilt-rotors are shown
in Figure 3.17 and 3.18.
The resulting tilt-rotors are highly twisted two bladed propellers similar to Halcyon’s
pusher propellers and have a large variation in cord from the hub to tip. The four bladed
coaxial rotors, on the other hand, are more similar to helicopter rotor blades and have a
more constant cord profile from hub to tip with less twist along the rotor blade. Using the
rotor geometries the operational Mach and Reynolds regimes of the aerobot’s rotors can be
found and are presented in Figures 3.19 and 3.20.
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Figure 3.19: Tilt-Rotor Mach and Reynolds Number Profiles
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Figure 3.20: Coaxial Rotor Mach and Reynolds Number Profiles
Based upon the graphs it is evident that the aerodynamic operating conditions the
rotors face on Mars is much different than on Earth, as they will operate at much higher
Mach numbers where compressibility effects will become more of a critical factor and a
significantly lower Reynolds regime decreasing the thrust production.
3.2.1.3 Coaxial Rotor Spacing. As discussed earlier in this section, the coaxial
rotors were separated as much as possible inside the aerobot’s 40cm center body. The
minimum spacing between the top and bottom coaxial rotors is shown in Figure 3.21. The
average spacing between the top and bottom rotor is H/R = .2189 or 21.89 centimeters. Due
to the higher twist of the top rotor the spacing near the rotor hub is smaller than at the rotor
tip.
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Figure 3.21: Coaxial Rotor Spacing
3.2.2 Rotor Mass. All four rotors will be constructed out of carbon fiber, taking
advantage of the high strength and low mass properties of the material. While the Martian
aerobot’s carbon fiber rotors will need to be custom made for the vehicle, their mass can
be estimated based on diameter using data from commercially available carbon fiber UAV
rotors. Figures 3.22 and 3.23 show a survey of two, three, and four bladed carbon fiber
rotors. The T-Motor carbon fiber propellers are thin blades while the the Biela and PT
Model carbon fiber propellers have much thicker hollow blades. Curves were fitted to the
data to estimate the mass of the rotors. A quadratic fit represented the 2 blade data better
than the linear fit, while a linear fit was sufficient for the 3 and 4 blade data. The fitted
models for rotor mass based on diameter for the 2 blade data and 3 and 4 blade data are,
m = 0.108d2 − 4.925d+ 73.084 and m = 11.647d− 341.63, respectively, where d is the rotor
diameter in centimeters and m is the rotor mass in grams.
0 20 40 60 80 100 120
Diameter (cm)
0
500
1000
1500
M
a
ss
 (
g
)
OpenVSP Tilt
Estimate
Biela 2 Blade
PT Model
T-Motor
2 Blade Linear Fit
2 Blade Quadratic Fit
Figure 3.22: 2 Blade Carbon Fiber Rotors (RCTigerMotors, 2014) and (TBMUAS, 2014)
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Figure 3.23: 3 and 4 Blade Carbon Fiber Rotors (TBMUAS, 2014)
Estimates for the rotor masses were also made with OpenVSP (NASA, 2014f) based
on the size of the rotors and the material properties of carbon fiber. The OpenVSP mass
estimates match well with the fitted models. More than likely, the estimates for the rotor
masses are conservative since the blade loading on the Martian aerobot’s rotors will be lower
than on equivalently sized terrestrial rotors, meaning the carbon fiber skin can be thinner
and thus less massive.
3.2.3 Motors and ESCs. The Y4TR Martian aerobot is an all electric platform and
will use brushless motors to spin the tilt and coaxial rotors. The rotors must operate at
high angular velocities in order to generate the required thrust to fly on Mars. Since power
required is proportional to the cube of the rotor angular velocity high power electric motors
and ESCs are needed. The final Martian aerobot will have bespoke components, but COTS
motors and ESCs can be used to get a general idea of size, mass, and power specifications
representative of the actual motors and ESCs needed for the vehicle. Because the Martian
aerobot will use electric motors the propulsion system is inextricably linked with the power
system. The selected motors and ESCs must match the voltage and power capabilities of the
batteries. Table 3.1 shows the operating conditions of the rotors during hover and horizontal
trim flight where the power is the mechanical work done by the rotors.
Table 3.1: Rotor Operating Conditions at Trim
Ω Tip Mach Thrust Power
(rad/s) Number (N) (W)
Tilt-Rotors Horizontal 290 0.64 5.52 380
Tilt-Rotors Hover 297 0.61 9.28 595
Coax Rotors Hover 182 0.74 83.5 3560
Assuming a conservative 60% beginning to end efficiency for the propulsion system,
the tilt-rotors will require at least 500 watt motors while the coaxial rotors will need 3000
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watt motors. Higher powered motors were selected to account for the extra power needed
during flight maneuvers. Table 3.2 shows the motor specifications of representative motors
using 4s LiPo batteries for the tilt-rotor and 8s LiPo batteries for the coaxial batteries.
Table 3.2: Motor Specifications (HobbyKing, 2014c) and (HobbyKing, 2014a)
Tilt-Rotor Motor Coaxial Rotor Motor
Power (W) 1300 4600
Voltage (V) 14.8 (4s) 29.6 (8s)
Max Current (A) 85 110
Mass (g) 194 380
Diameter (mm) 29 40
Length (mm) 68 82
The optimal operating speed of the motors is much higher than the operating angular
velocity for the rotors and step-down gear boxes would be required if these specific motors
were to be used. However, gear boxes are rarely used on multi-rotors as they add mechanical
complexity and mass. Instead, bespoke coaxial motors designed for the operating angular
velocity for the rotors are proposed to eliminate the need for a gear box. The motors should
also have a shorter length to ensure they can easily fit inside the vertical space of the center
body. Images of the of the tilt and coaxial motors are shown in Figure 3.24.
(a) Tilt Motor (HobbyKing, 2014c) (b) Coaxial Motor (HobbyKing, 2014a)
Figure 3.24: Selected Motors
As with the electric motors, the aerobot’s ESCs must be able to handle the high power
requirements of the rotors. They must also be compatible with the selected motors and
batteries.
Table 3.3: ESC Specifications (HobbyKing, 2014d) and (HobbyKing, 2014b)
Tilt-Rotor ESC Coaxial Rotor ESC
Voltage (V) 7.4-22.2 (2s-6s) 14.8-37 (4s-10s)
Max Continuous Current (A) 100 100
Max Burst Current (A) 120 125
Mass (g) 96 175
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Table 3.3 shows example ESCs that meet the power requirement and are compatible
with the selected motors again assuming 4s LiPo batteries for the tilt-rotor and 8s LiPo
batteries for the coaxial batteries. Images of the of the tilt and coaxial ESCs are shown in
Figure 3.25.
(a) Tilt ESC (HobbyKing, 2014d) (b) Coaxial ESC (HobbyKing, 2014b)
Figure 3.25: Selected ESCs
3.3 Power
Song (2008) conducted an investigation of different power sources for the Martian
aerobot and recommended a combination of thin film solar cells covering the wings and
rechargeable lithium-ion polymer (LiPo) batteries to power the vehicle. The batteries would
be the aerobot’s primary source of power during hover as well as the takeoff and landing
transition maneuvers. The thin film solar cells would power the aerobot during its midsol
horizontal flights and recharge the batteries while on the ground. Improvements in thin
film solar cell and LiPo battery technologies in the years since Song’s investigation, as well
as the new Y4TR configuration of the Martian aerobot, dictate a fresh look into the aerobot’s
power system design. Also, an updated power system design was not conducted by Zhao
(2013) for Hyperion’s new tilt-rotor configuration even with the increase in blade number
for the coaxial rotors.
3.3.1 Power and Energy Requirements. The driving factor in sizing the power
system is the electric propulsion system discussed in Section 3.2, and, therefore, an under-
standing of the propulsion system’s power and energy requirements during the different
flight phases is needed. Table 3.1 shows the coaxial rotors require almost six times more
power to operate in hover than the tilt-rotors. It is obvious then, that in order to reduce
the aerobot’s total energy consumption the aerobot needs to limit its operation while the
coaxial rotors are active.
A thorough understanding of the time requirements for hover/transition maneuvers
will give insight into the aerobot’s energy requirements allowing preliminary sizing of the
power system. The power and energy usage during these transition maneuvers was esti-
mated from the takeoff and landing transition simulations conducted in Sections 5.3.2 and
5.7.4 using more realistic transition profiles than Song (2008) and Zhao (2013). This de-
sign iteration approach was not applied to the power and energy estimates for the previous
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configurations and gives a more representative estimation of the propulsion system’s power
and energy needs.
Another factor that was not taken into consideration was the extra power needed to
climb to the 1000 meter mission altitude. It is unrealistic for the aerobot to climb to the
mission altitude using the coaxial rotors. Instead, it is proposed to break the climb into
two portions, an initial climb to 50 meters using both the coaxial and tilt-rotors, and a
second climb from 50 to 1000 meters after the aerobot has transformed into its horizontal
flight configuration. The amount of power needed to perform the second climb depends
on the climb rate. Altitude change simulations were conducted for different climb rates,
an example can be found in Section 5.5.4, to estimate the power required to perform the
climbs. Figure 3.26 shows there is a linear relationship between the climb rate and the
amount of power needed to perform the climb. A 60% efficiency of the propulsion system
was assumed when calculating the required power for the different mission flight phases.
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Figure 3.26: Power Required Based on Climb Rate
As shown in Figure 3.26 the aerobot can climb at just under one meter per second
using only solar power and then must be augmented by the batteries if the climb rate is
increased. The propulsion limit of the tilt-rotors is at a climb rate of around 3.25m/s.
Assuming the aerobot climbs powered only with the solar cells, the 950 meter climb will take
just under 1025 seconds, or about 28% of the proposed one hour mission. Supplementing
with the batteries will reduce the climb time, but shortens their usage time during the flight
mission.
As the aerobot’s baseline mission has not changed from previous designs, the mission
phase times and power estimates from Halcyon for other components/systems are used.
Each sol is broken up into six mission phases, including the three flight phases where the
aerobot travels between landing locations. The morning and afternoon mission phases are
used to conduct scientific operations, recharge the on-board batteries, and any needed high
data rate transmissions. The remaining time phase is considered Martian night, where the
aerobot will operate in a low power mode only utilizing essential systems. The power and
energy usage during each mission phase is shown in Table 3.4.
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Table 3.4: Energy Requirements During One Sol
Mission Phase Operations Power (W) Duration Energy (kJ)
Morning
Contact Experiments
Imaging
Orbiter Communication
On-Board Computer
15
5
50
10
3.5 h
189
63
630
126
Phase Total 80 1008
Takeoff
Transition
Tilt-Rotors
Coaxial Rotors
Flight Control
Imaging
Orbiter Communication
On-Board Computer
1550 (avg)
6650 (avg)
10
5
50
10
100 s
155
665
1
0.5
5
1
Phase Total 8275 827.5
Cruise
Midsol
1130-1230
Tilt-Rotors
Imaging
Flight Control
Orbiter Communication
On-Board Computer
635 (avg)
5
10
50
10
1 h
2286
18
36
180
36
Phase Total 710 2556
Landing
Transition
Tilt-Rotors
Coaxial Rotors
Flight Control
Imaging
Orbiter Communication
On-Board Computer
300 (avg)
6460 (avg)
10
5
50
10
115 s
34.5
742.9
1.15
.575
5.75
1.15
Phase Total 6835 786.025
Afternoon
Contact Experiments
Imaging
Orbiter Communication
On-Board Computer
15
5
50
10
3.5 h
189
63
630
126
Phase Total 80 1008
Night
OBC Monitoring
Thermal
10
10 16 h
576
576
Phase Total 20 1152
Total 7337.525
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As expected, the power and energy usage during the morning, afternoon, and night
mission phases is similar to that of Halcyon, however, they are substantially different during
the flight phases. Even with comparable takeoff and landing transition times, the energy
required is more than two fold higher than the estimate from Halcyon. While, some of
this difference can be attributed to the aerobot’s new Y4TR configuration, increase in the
number of coaxial rotor blades, and thicker center body, the major factor for the difference
is actually the failure to account for the increase in the required power when the aerobot
is accelerating or climbing rather than using power estimates from hover or unaccelerated
level flight.
3.3.2 Solar Cells. The solar cells and batteries are then sized based on the esti-
mated power and energy requirements for the Martian aerobot during each sol. As much
as possible of the aerobot’s top surface should be covered with solar cells to maximize the
power generation. The aerobot’s projected surface area is over 15m2. As a conservative es-
timate, it was assumed that 13m2 of the available surface area was covered with solar cells
in the closed configuration, and 9.85m2 was covered in the open configuration. The current
efficiency records for thin-film solar cell technologies have now climbed to over 23% as seen
in Figure 3.27. These efficiencies are from lab environments, thus a more reasonable cell
efficiency of 15%, similar to what was reported by Tuttle et al. (2000) for space applications,
was used to estimate the power production capabilities of the aerobot’s solar cells. The solar
insolation at Isidis Planitia calculated from the MCD over the course of one sol, see Figure
2.15b, was used to estimate the solar energy available to the aerobot during is mission on
Mars. With these assumptions, the solar cells power generation over the course of one sol
can be estimated and is shown in Figure 3.28.
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Figure 3.28: Power Generated by Solar Cells During One Sol
Based on this, the solar cells can sufficiently power the Martian aerobot during con-
stant altitude flight during the one hour mission. The solar cells may need to be augmented
with batter power during the climb to mission altitude depending on the chosen climb rate.
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Figure 3.27: Current Research Cell Efficiency Records courtesy of the National Renewable
Energy Laboratory, Golden, CO (NREL, 2016)
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The thin film solar cells have an area density of 0.166kg/m2 which puts the total mass of
the solar cells at 2.158kg (Tuttle et al., 2000).
3.3.3 Batteries. Due to the rapid growth of the UAV industry, LiPo batteries of
different capacities are readily available on the commercial market specifically designed
for use with electric brushless motors, with some companies even offering custom designed
products. Table 3.5 shows example four and eight cell batteries commercially available from
Overlander Batteries where A∗ are two 4s A batteries connected in series to make an 8s
battery. The batteries are sized bases on the power and energy requirements for the tilt and
coaxial motor pairs during the flight phases. Based strictly on total battery mass, the best
Table 3.5: Example 4s and 8s LiPo Batteries (Overlander, 2015)
A B C D A∗ E F G
Cell
s 4 4 4 4 8 8 8 8
Number
Battery
(A h) 3.35 3.9 4.4 5 3.35 12.5 17 22
Capacity
Max
(A) 100.5 117 264 150 100.5 375 340 440
Discharge
Voltage (V) 14.8 14.8 14.8 14.8 29.6 29.6 29.6 29.6
Max
(W) 1487 1731 3907 2220 2974 11100 10064 13024
Power
Energy (W h) 49.6 57.8 65.2 65.2 99.16 370 503.2 651.2
Mass per
(g) 293 368 490 475 586 2032 2764 3496
Battery
Energy
(W h/kg) 169.3 157.1 133.1 137.3 169.2 182.1 182.1 186.3
Density
Number
n 2 1 1 1 5 2 1 1
Required
Total (W h) 99.2 57.8 65.3 65.3 495.8 740.0 503.1 651.1
Energy (kJ) 357 208 235 235 1785 2664 1811 2344
Total
(g) 586 368 490 475 2930 4064 2764 3496
Mass
choices are battery D to power the tilt-rotor propulsion and battery F to power the coaxial
rotor propulsion giving a total battery mass of 3239g and total energy capacity of 2046kJ.
However, only having a single battery for each system will make it challenging to place
the CM in the correct location along the aerobot’s longitudinal centerline. An alternative
solution that allows for easier placement of the CM combines two battery As in parallel
for the tilt-rotor propulsion and five battery A∗s in parallel for the coaxial rotor propulsion
resulting in a total battery mass of 3516g and total energy capacity of 2142kJ.
3.3.4 Energy Available. The total energy available to the aerobot during one sol is
outlined in Table 3.6. Assuming the aerobot is in direct sunlight with no dust coverage, the
solar cells can power the aerobot during the morning, cruise flight, and afternoon mission
phases. A combination of the solar cells and batteries are used for power during the takeoff
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and landing transition maneuvers. At the conclusion of a flight mission under nominal
operating conditions the tilt-rotor batteries (A) will have a depth of discharge of 56% while
the coaxial batteries (A∗) will have a depth of discharge of 83%. If the climb rate is higher
than 0.9m/s during the altitude climb in the cruise phase the solar cells will need to be
supplemented with battery power. The batteries are recharged in the morning and afternoon
mission phases in order to be used during the flight phases as well as night phase when solar
power in unavailable. Based on these choices and assumption the proposed dual solar cell
and battery power system is sufficient for the aerobot’s energy needs over the course of one
sol.
Table 3.6: Available Energy During One Sol
Mission Pase
Energy
Required
(kJ)
Energy
Available
Solar Cells
(kJ)
Energy
Available
Batteries
(kJ)
Morning 1008 8863
Takeoff
Transition
Tilt-Rotors - 155
Coaxial Rotors - 665
Other - 7.5
66
50% A at 95% eff - 169.575
50% A∗ at 95% eff - 847.875
Cruise
Midsol
1130-1230
Tilt-Rotors - 2286
Other - 270
3204
Landing
Transition
Tilt-Rotors - 34.5
Coaxial Rotors - 742.9
Other - 8.625
76
50% A at 95% eff - 169.575
50% A∗ at 95% eff - 847.875
Afternoon 1008 9022
Night 1152 0 Total Capacity at 95% eff - 2034.9
While estimates in Table 3.6 are conservative and based on power usage during flight
simulations, it is likely the power and energy requirements are actually higher. If the aerobot
encounters adverse environmental conditions, such as high wind, the power and energy
usage will increase. Any dust accumulation or shadows will reduce the solar cells ability to
generate power. Thus, the aerobot may need more batteries and a large solar cell surface
area to account for these issues.
3.4 Structure
In order to fly on Mars the aerobot must be as light as possible and constructed out
of high strength low mass materials. Song (2008) proposed a traditional aircraft structural
layout for Halcyon with major load bearing components constructed out of carbon fiber,
including landing gear, ribs, and spars, and covered by Kevlarr and thin film wing covering.
This is similar to the materials used on NASA’s Helios Prototype (Gibbs, 2015). It is proposed
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to construct the Y4TR Martian aerobot out of the same materials. Based on Song (2008)
calculations, a 40mm diameter, 1mm thick carbon fiber tube can be used as a spar, and
1mm carbon fiber ribs are sufficient to withstand the aerodynamic and gravitational forces
experienced by the Martian aerobot. A carbon fiber ring is also proposed to encircle the
coaxial rotors inside the aerobot’s main body.
The proposed carbon fiber structure must be able to withstand the cold temperatures
on Mars throughout the mission. While the mechanical properties of carbon fiber and epoxy-
resin composite material at cold temperatures are dependent on the direction and number
of carbon fiber laminates as well as the specific epoxy-resin used, carbon fiber composite
materials have been used in extremely cold environments including cryogenic (<123K)
temperatures, well below the 210.15K average temperate on Mars (Mohon, 2013; Nettles
and Biss, 1996). Based on the use of the material at such low temperatures a carbon fiber
structure is suitable for the Martian aerobot.
Table 3.7: Mass Estimate for Covering
Area Density (kg/m2)
Percent
Coverage
Area (m2) Mass (kg)
Kaptonr 0.0170 80 18.08 0.31
Kevlarr 0.0576 20 4.52 0.26
Total 100 22.60 0.57
The mass of the covering was estimated using the aerobot’s total surface area and
the properties of 1.7oz Kevlarr fabric (Store, 2015) and 12µm thin film Kaptonr (DuPont,
2015). The total surface area of the aerobot is 32.655 square meters, subtracting the solar
cell area and adding fifteen percent to account for overlap the aerobot will need 22.6 square
meters of covering. Table 3.7 shows the estimated mass of the covering based on an 80-20
split between the thin film Kaptonr and Kevlarr.
To estimate the mass of the aerobot’s carbon fiber structure a model was built in
OpenVSP using the properties of the material as shown in Figure 3.29. The structure model
consisted of the frame, two spars, center ring, tilt-rotor bar, 28 wing ribs, 18 front and back
body ribs, and landing gear, and had a mass of 7.21kg.
Various methods for covering coaxial rotors in the center body are available. One
method is a Venetian blind concept where multiple small slats rotate to cover the opening.
This method requires several moving parts, obstructs the inlet and outlet of the opening
degrading the coaxial rotors performance, and reduces the surface area available to place
solar cells. A second and more practical option, is to have a clam shell type cover that lifts
in the center of the opening along the aerobot’s longitudinal axis or on the edges of of the
opening. One disadvantage of this method is the height of the covering when in the open
configuration. The coaxial rotors are two meters in diameter. The covers must then be at
least one meter above and below the aerobot’s body. This will impact the flight performance
when the cover is open during the transition phases of flight and increases the aerobot’s
sitting height when landed.
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(a) Spars (b) Ribs
Figure 3.29: Basic Structure Layout
The proposed conventional structural design is low mass, relatively simple to con-
struct, and has flight heritage with other light weight terrestrial aircraft. Another possibility
for the aerobot’s structural design that was not thoroughly investigated is a geodetic struc-
ture for body and and wings. The structure could be constructed using modern additive
manufacturing processes taking advantage of the technique’s capability to build complex
shapes. The geodetic construction method has shown to be strong, light weight, and has
flight heritage dating back to early aviation construction with (Wood, 1941) and (Powell,
1961).
3.5 Thermal Management
Over the course of a sol the Martian aerobot will be subjected to extreme tempera-
ture changes ranging from almost -90◦C at night to -20◦C in late afternoon as shown in
Section 2.2. The aerobot’s subsystems must be able to withstand these large fluctuations in
temperature to successfully complete the month long mission on Mars. On-board electronic
equipment, such as flight computers, motors, ESCs, LiPo batteries, and payload, are the
most susceptible to the variations in temperature. These components must be kept within
safe operational thermal ranges to function properly as seen in Table 3.8. A thermal man-
agement system is therefore required to maintain the desired thermal environment for the
aerobot’s various systems.
Two methods are available for thermal management, active and passive, both of which
will be necessary on the aerobot. During operation the batteries and ESCs will heat up and
passive insulation can be used to contain the heat. Radioisotope heater units in combination
with electric heaters can also be used to add additional heat, helping to keep the components
within the desired temperature ranges.
One challenge is the thermal management of the four brushless motors. In the morn-
ing, at the start of each flight mission, they will initially be cold, but will heat up during
the high power takeoff transition phase. Depending on the length of time the motors are
operating they may require a cooling system. Due to the thin atmosphere on Mars, any con-
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Table 3.8: Temperature Ranges for Components (Song, 2008)
Component Temperature Range ( ◦C)
Mechanism -100 ∼ +80
Structure -190 ∼ +150
Servos 0 ∼ 70
Motors -55 ∼ 85 (+160 for peak)
Solar array -100 ∼ +85
Wiring -75 ∼ +150
CMOS Imagers 0 ∼ +60
Autopilot Package -40 ∼ +85
Payload -50 ∼ +125
Computer 0 ∼ 125
Battery 0 ∼ +50
vection cooling will be difficult. The heat can be radiated out, but it is undesirable to waste
any heat in such a cold environment. Ideally, then, the heat generated by the motors should
be recycled to heat other components where needed. However, due to the isolated locations
of the motors relative to the other aerobot systems, this approach may not be feasible.
The thermal management system must be fully integrated with the other on board
systems for the aerobot to operate successfully. In the next stages of the aerobot’s design,
when more of its systems have been finalized, a detailed thermal management systems
should be constructed and tested in Martian environment conditions.
3.6 Payload
Deciding what scientific equipment to carry as payload on board the aerobot is im-
portant to the vehicle’s design as its primary mission is to explore the Martian surface and
atmosphere. The aerobot is designed to cover a large area of Mars by making multiple
flights across the surface, conducting surface experiments at each landing site. Since the
aerobot is a flying vehicle it also has the unique capability to study a portion of the Mar-
tian atmosphere that cannot be reached by rovers and orbiting satellites, save for the short
period of time during planetary reentry. This unique capability should be exploited to the
fullest extent possible as no craft has spent a significant portion of time within the planet’s
middle atmosphere. Unfortunately the mass constraints imposed on the aerobot due to the
unfavorable flying environment and low atmospheric density limits the payload capacity.
As the final scientific objectives for the mission have not been determined a specific
design of the payload was not accomplished. However, depending on the specific scientific
objectives, there are numerous payload options to choose from for the mission. Imaging
equipment including narrow and wide angle cameras are necessary not only for scientific
purposes, but also for flight navigation. High resolution cameras can be used for the scien-
tific purposes and low resolution cameras can be used for navigation and general surveying
purposes. Surface sampling equipment such as drills and moles would give the aerobot more
capability to conduct contract experiments at the different landing sites. Other less intrusive
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instruments are available as well, such as a microscope, Alpha Particle X-ray Spectrometer
(APSX), or Mössauer spectrometer. To study the planet’s meteorological environment some
of the flight sensors, such as a barometer or pitot tube, could be used for dual purposes. An
anemometer, LIDAR system, and external temperature sensors would also be useful instru-
ments.
Table 3.9: Possible Payload Package (Song, 2008)
Instruments Mass (g) Power (W)
Contact Experiment
APXS 570 1.5
Mössauer
Spectrometer
500 1.6
Microscope 300 0.5
Abrasive Tool 300
Imaging System
2 Wide Angle Camera
(Downward/Forward Facing)
230 3.0
4 Narrow Angel Camera
(All Downward Facing)
800 2.0
Total 3000 8.6
One possible payload package proposed by Song (2008), and shown in Table 3.9,
includes only an imaging and surface instruments and omits any atmospheric or weather
instruments.
3.7 Flight Control and Avionics
The Martian aerobot will be equipped with numerous effectors to control its rotational
and translational motion. This will consist of a pair of counter-rotating coaxial rotors, a pair
of counter-rotating tilting rotors, and two elevons, one on each wing. These effectors will
be used in various combinations during the different flight phases and are described here.
3.7.1 Hover and Vertical Flight. During hover and vertical flight the front tilt-rotors
are fixed in the vertical position and the aerobot is controlled as a multi-rotor. Roll is con-
trolled through differential thrust between the left and right tilt-rotors, pitch is controlled by
varying the coaxial and tilt-rotor thrust, and yaw is controlled by the aerodynamic torque of
the four rotors as seen in Figure 3.30. The elevons are not used while in this configuration
since there is insufficient airflow over them to generate any substantial moments.
3.7.2 Transition Flight. During transition flight the front tilt-rotors are free to
rotate and all effectors are considered active. Roll is controlled through differential thrust
between the left and right tilt-rotors and differential deflection of the elevons. Pitch is con-
trolled by varying the coaxial and tilt-rotor thrust, tilting the front tilt-rotors, and symmetric
deflection of the elevons. Yaw is controlled by the aerodynamic torque of the four rotors,
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Roll Pitch Yaw
Figure 3.30: Control Scheme for Hover
differential thrust between the left and right tilt-rotors, and differential deflection of the
elevons. There is a considerable amount of coupling between the control effectors when the
aerobot is operating in this configuration as seen in Figure 3.31.
Roll Pitch Yaw
Figure 3.31: Control Scheme for Transition
3.7.3 Horizontal Flight. During horizontal flight the front tilt-rotors are again
fixed, but in the horizontal position and the aerobot is controlled as a flying wing. The
coaxial rotors are not used while in this configuration. Roll is controlled through differential
deflection of the elevons, pitch is controlled by symmetric deflection of the elevons, and yaw
is controlled through differential thrust between the left and right tilt-rotors, differential
deflection of the elevons as seen in Figure 3.30.
Roll Pitch Yaw
Figure 3.32: Control Scheme for Horizontal
3.7.4 Flight Control Sensors. The Martian aerobot must be equipped with a flight
control sensor suit to feedback system states to control the vehicle. A sensor suit similar
to what is used on terrestrial UAVs will be on the Martian aerobot and will include sensors
capable of measuring, the aerobot’s altitude, airspeed, orientation, inertial position, and
inertial velocity. Mars does not currently have a global navigation satellite system (GNSS),
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so the aerobot will require other sensors to measure inertial position and velocity. Magne-
tometers cannot be used as Mars does not have a planetary magnetic field .
An Inertial Measurement Unit (IMU) equipped with 3-axis accelerometers and 3-axis
gyroscopes can be used to calculate the aerobot’s position, velocity, and attitude. The IMU
measurements must be augmented with other sensors to account for integration drift. An
altimeter and lidar sensors can be used to correct for this issue on the z-axis, while other
optical sensors using visual servoing techniques can be used to for the remaining axes.
Gyroscopic drift will have to be accounted for as well.
While many of the these sensors and measurement techniques have been developed
and tested on Earth based systems, they still need to be verified in the more difficult Martian
flight environment, i.e. without GNSS information, magnetometers, or pilot control.
The aerobot will require detailed maps of Isidis Planitia to successfully navigate and
land in the region. It must also be able to discern safe landing zones in near real time to
avoid potential damage to the aerobot.
3.8 Communications
The communication between the Martian aerobot and Earth is a critical problem, as
it must be able to send scientific mission data and system status and receive commands.
An aerobot has never flown on Mars, thus other vehicles must be used as references when
design the communication system. A relay satellite orbiting Mars could be used for bidirec-
tional communication between the Martian aerobot and Earth as depicted in Figure 3.33.
Communication between the Martian aerobot and Earth, or even the relay satellite, is
not required to be real-time since the Martian aerobot is fully autonomous. Communication
will be limited by the visibility between the relay satellite and the aerobot, and it is not
feasible for the aerobot to receive communications while conducting its one hour flying
missions, thus primary communication will occur when the aerobot is stationary on the
surface of Mars. However, the aerobot will be capable of transmitting aerobot state of
health information during the flying missions for post mission analysis in the event of a
catastrophic landing. To minimize the overall complexity and mass of the Martian aerobot
a steerable high gain antenna is not selected, and instead a low gain UHF antenna, similar
to what was carried on-board the Spirit and Opportunity rovers, is proposed (Taylor et al.,
2005).
While the main purpose of the communication system would be to send and receive
data, it could also be used for positioning purposes using Doppler and range measurements
while the aerobot is stationary on the surface of Mars (Home et al., 1997). Aerobot po-
sitioning could be done via Direct-To-Earth radio metric observations or two-way Doppler
measurements collected by Martian orbiters (Guinn, 2001). These methods would be suffi-
cient to calculate the position of the aerobot while on the surface of the planet. However,
they would not be able to give real time position of the aerobot during a flying mission.
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Figure 3.33: Mars Relay System Links (Home et al., 1997)
3.9 Mass Budget
The assumed location of the Martian aerobot’s subsystems is shown in Figure 3.34.
Actual dimensions for the 12 LiPo batteries, brushless motors, and ESCs are shown relative
to the full aerobot. Sizes for the avionics, communications, and payload are only estimates.
The final mass budget for the Martian aerobot is presented in Table 3.10. As much as
possible actual component mass data was used for the mass budget, such as the brushless
motors and ESCs. In instances where the actual mass data was not available estimates
based on other Mars missions and the analysis conducted by Song (2008) were used. When
the material properties of a component was known, such as the carbon fiber structure,
OpenVSP’s mass properties functionality was used to estimate the component mass (NASA,
2014f).
It is evident from the mass budget the Martian aerobot’s design is pushing the bound-
aries on what can be achieved. However, even with conservative estimates for the efficiency
of the power system and structure, the Martian aerobot is well within the realm of being
realized with today’s technology.
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Table 3.10: Mass Budget for the Y4TR Martian Aerobot
Mass (kg) % of 25kg
Propulsion Subsystem
Tilt Motor/Prop/Hub 1.72 6.89
Tilt ESC 0.19 0.77
Coax Motor/Prop/Hub 4.65 18.60
Coax ESC 0.35 1.40
Tilt Bar 0.36 1.43
Subsystem Total 7.27 29.08
Power Subsystem
Batteries 3.52 14.08
Solar Array 2.16 8.63
Wiring/Regulator 0.20 0.80
Subsystem Total 5.88 23.51
Structure
Kevlarr and Thin Film Covering 0.57 2.31
Center Body/Folding mechanism 1.00 4.00
Wing Ribs 1.07 4.29
Wing Tips 0.27 1.09
Frame 3.12 12.49
Center Ring 0.32 1.27
Landing gear 0.43 1.74
Subsystem Total 6.78 27.12
Avionics
Servos 0.20 0.80
Flight Control Board 0.05 0.20
Sensors 0.05 0.20
Wiring/Controller 0.20 0.80
Subsystem Total 0.50 2.00
Communications
Low Gain Antenna and UHF Transceiver 1.00 4.00
Subsystem Total 1.00 4.00
Thermal Control System
Insulation 0.10 0.40
Heating Devices 0.30 1.20
Subsystem Total 0.40 1.60
Payload 3.00 12.00
Total 24.83 99.32
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Figure 3.34: Assumed Location of Aerobot Subsystems
3.10 Summary
This chapter described in detail the methods and techniques used to design the novel
Y4TR Martian aerobot and the rationale behind critical design choices. The vehicle was
described in detail, including the aerobot’s structural layout and configuration, the propul-
sion system, power system, thermal management system, payload, flight control strategy,
communication system, and mass budget. Data from flight simulations was used to verify
and size several of the aerobot’s subsystems.
The new, more robust Y4TR aerobot configuration combines two of the previous SSC
Martian aerobot designs, and utilizes two large fixed coaxial counter rotating rotors imbed-
ded in the center of the flying wing body and two small tilt-rotors for vertical takeoff. The
proposed Y4TR Martian aerobot is believed to be a realistic aerial solution to the problem
of exploring multiple locations on the Martian surface with an aerial vehicle.
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This chapter develops the coordinates systems and models needed to describe the aerobot’s
6DoF motion in the Martian environment. First, the coordinate systems used to develop the
models of the Martian aerobot are defined. The Martian gravity and atmosphere models are
then presented. Next, the mass model and inertia tensors for the coaxial rotors, tilt-rotors,
and complete aerobot are developed accounting for the tilting of the front tilt-rotors. A
6DoF dynamic model is derived describing the rotational and translational dynamics of the
aerobot, built up from the rotating tilt-rotors and coaxial rotors. Next, the kinematic and
flight path equations are presented.
Aerodynamic models of the aerobot, coaxial rotors, and tilt-rotors are then devel-
oped. Each aerodynamic model is considered independent with no interaction between
components. A database of the aerobot’s stability and control derivatives are calculated
with XFLR5 using a 3D panel method. These are then transformed into the final aerody-
namic model using look-up tables from the database for easier implementation into the
SDRE controller.
The tilt-rotors are modeled using BEMT with a linear inflow model to account for
the increase in the advancing rotor Mach number and the coaxial rotors are modeled with
CROTOR. The effects of the high blade Mach numbers and low blade Reynolds numbers are
accounted for in the model. The final aerodynamic models for the coaxial and tilt-rotors are
transformed into a suitable format for easier implementation into the SDRE controller.
Finally, all of the models are combined to form a complete model of the Martian
aerobot consisting of twelve nonlinear differential equations suitable for use in all phases
of flight. The differential equations were transformed into a format that can be directly
factored into the SDC form required by the SDRE control method.
4.1 Reference Frames and Coordinate Transformations
Several different reference frames are used to model the aerobot and its flight dynam-
ics on Mars. These include the Mars Centered Inertial (MI), body, stability, tilt-rotor, local
rotor, and trajectory frames. The following the sections give an in depth description of each
reference frame and how it will be utilized during the modeling process.
4.1.1 Mars Inertial. The aerobot will fly short distances, (≈ 100km), relatively
close to the Martian surface, (< 1000m), during each flight. Therefore, the effect of the
curvature of Mars will not be a factor during flight and the MI frame can be assumed to be
an inertial reference frame. The MI frame is a north-east-down reference frame with the x
and y axes lying on the local Martian horizontal plane with the origin at the aerobot’s CM.
The x axis is aligned with local Martian north and the y axis is aligned with local Martian
east. The z axis is orthogonal to the x and y plane and points down. The MI frame will be
used for describing the aerobot’s location on Mars during flight. Values described in the MI
frame are denoted [ ]I .
4.1.2 Body. The body frame is fixed to the aerobot with its origin at the aerobot’s
CM. The x axis is aligned with the aerobot’s nose. The y axis is defined out the right wing
74
CHAPTER 4. MODELING
of the aerobot orthogonal to the x axis. The z axis points down through the center of the
aerobot orthogonal to the x − y plane. The body frame will be used for describing the
aerobot’s body translation and rotational dynamics. Values described in the body frame are
denoted [ ]B.
Transformations between the MI and body frames are calculated with three rotations
through the aerobot’s roll (φ), pitch (θ), and yaw (ψ) Euler angles as shown in Equations
4.1 and 4.2,
BRI = R1(φ)R2(θ)R3(ψ) (4.1)
IRB =
BRTI = R
T
3 (ψ)R
T
2 (θ)R
T
1 (φ) (4.2)
with BRI denoting a rotation from the MI frame to the body frame and IRB denoting a
rotation from the body frame to the MI frame. R1(φ), R2(θ), and R3(ψ) are defined as:
R1(φ) =
1 0 00 cos(φ) sin(φ)
0 − sin(φ) cos(φ)
 (4.3)
R2(θ) =
cos(θ) 0 − sin(θ)0 1 0
sin(θ) 0 cos(θ)
 (4.4)
R3(ψ) =
 cos(ψ) sin(ψ) 0− sin(ψ) cos(ψ) 0
0 0 1
 (4.5)
4.1.3 Stability. The stability frame is rotated relative to the aerobot’s body frame
through the angle of attack (α) and sideslip (β) angles with the x axis pointing in the
direction of the relative wind. If sideslip is zero, it becomes only a rotation about angle of
attack as shown in Figure 4.1. This frame is used to calculate the aerodynamic forces and
moments acting on the aerobot during flight. The transformation from the stability frame
Figure 4.1: Stability Reference Frame
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to the body frame with β = 0 is:
BRS = R2 (α) =
cos(α) 0 −sin(α)0 1 0
sin(α) 0 cos(α)
 (4.6)
Values described in the stability frame are denoted [ ]S .
4.1.4 Tilt-Rotor. The tilt-rotor frame is located on the body x − z plane centered
on the tilt bar with the tilt-rotor y axis parallel to the body y axis as shown in Figure 4.2.
The tilt-rotor x axis points in the direction of the tilt-rotor thrust vector. Transformations
XB
XR
YR
ZB
YB
 T
ZTi
XTi
YTi
YCi XCi
ZCi
Figure 4.2: Tilt-Rotor Reference Frame
between the tilt-rotor and body frames are calculated with a rotation through the the tilt-
rotor angle (φT ) as shown in Equations 4.7 and 4.8,
BRr = R
T
2 (φT ) =
 cos(φT ) 0 sin(φT )0 1 0
−sin(φT ) 0 cos(φT )
 (4.7)
rRB =
BRTr =
cos(φT ) 0 −sin(φT )0 1 0
sin(φT ) 0 cos(φT )
 (4.8)
During hover and vertical flight φT = pi2 rad and during horizontal flight φT = 0rad. The
thrust forces and torques generated by tilt-rotors will be calculated in this reference frame.
Values described in the tilt-rotor frame are denoted [ ]R.
4.1.5 Local Rotor. Each of the four rotors has its own local frame attached to the
center of rotation of the individual rotor. The local tilt-rotor frames are aligned with the
tilt-rotor frame, while the coaxial rotor frames are aligned with the body frame as seen in
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Figure 4.2. These local rotor frames are used for calculating the individual rotor inertia
tensors, developing the local rotor dynamics, and modeling the rotor aerodynamics.
4.1.6 Trajectory. A trajectory frame is also used during the development of the
horizontal controller in Section 5.4.1 and is described in that section.
4.2 Gravity Model
The gravitational force acting on the aerobot is modeled in the MI frame as shown
in Equation 4.9, where g♂ is the gravitation acceleration due Mars and m is the aerobot’s
mass.
~Fg =
 00
mg♂

I
(4.9)
Rotating into the body frame gives
BRI ~Fg =
 −mg♂ sin(θ)mg♂ cos(θ) sin(φ)
mg♂ cos(θ) cos(φ)
 . (4.10)
The gravitational force acts through the aerobot’s CM and thus no moments are associated
with it. The aerobot will fly relatively close to the Martian surface, (< 1000m]), and there-
fore g♂ is assumed to be constant with a value of 3.72m/s2 over the Isidis Planitia region as
seen in Figure 2.3.
4.3 Atmosphere Model
As discussed in Section 2.1.3, Mar’s atmosphere is vastly different than Earth’s, and
like Earth, its properties vary with location (latitude, longitude, and altitude), seasons, and
time of day. While the atmospheric density has the greatest effect on the aerodynamic forces
and moments of the aerobot and rotors, changes in temperature and viscosity will also alter
the performance due to their effects on Mach number and Reynolds number. Therefore it is
necessary to define a mathematical model of the Martian atmosphere in order to describe
the dynamic performance of the aerobot on Mars.
A simple average global atmospheric model capturing the effects of altitude on tem-
perature, pressure, and atmospheric density was developed from measurements of the Mar-
tian atmosphere made by the Mars Global Surveyor at NASA Glenn Research Center(NASA,
2014).
T =
{
−31− 0.000998h, h ≤ 7000meters
−23.4− .00222h, h > 7000meters [
◦C] (4.11)
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p = 0.699e−.00009h [kPa] (4.12)
ρ =
p
0.1921(T + 273.1)
[kgm3] (4.13)
where T is the air temperature, h is the altitude in meters, p is the atmospheric pressure,
and ρ is the density of the air. While higher fidelity models of the Martian atmosphere
are available, such as the MCD discussed in Section 2.1.3, the simple model was deemed
sufficiently accurate to capture the most important effects for the purpose of this research.
To account for the effects of surface location, time of day, and season, a scalar parameter, κ,
can be added to the atmospheric density model shown in equation 4.14.
ρ = κ
(
p
0.1921(T + 273.1)
)
[kgm3] (4.14)
For the purposes of this research the scalar parameter was set to κ = 1. The effects of alti-
tude on atmospheric viscosity are minimal, and therefore it was assumed Reynolds number
was not affected by changes in altitude.
4.4 Mass Model
An accurate estimate of the Martian aerobot’s mass and center of mass location is
needed to describe its translational and rotational dynamics. During flight the aerobot’s
mass can be assumed to be constant since no fuel is consumed while flying. While on Mars
the aerobot may accumulate a significant amount of dust increasing the aerobot’s mass and
affecting its dynamics. However, for the purposes of this report the effects of dust on the
aerobot’s mass will be neglected and the mass is assumed to be constant.
The mass of the aerobot’s components, shown in Table 3.10, and CM location were
calculated using the OpenVSP CAD model. The total mass of the Martian aerobot is assumed
to be 25kg with a CM location 1.491m back from the nose. The center of mass is assumed to
be vertically spaced half way between the coaxial rotors and in plane with the tilt-rotors.
4.5 Inertia Model
The Martian aerobot has four spinning rotors, two of which are capable of tilting
during flight, which does not allow for a rigid body assumption for the complete vehicle.
Instead, the aerobot will be modeled as a combination of five rigid bodies, the main aerobot
body, two tilt-rotors, and two coaxial rotors, each with their own mass and inertia. The
aerobot’s complete inertia tensor must take into account the spinning and tilting rotors.
The largest of the five rigid bodies is the aerobot’s body, which is made up of the non-
moving components on the aerobot. The body inertia tensor, IA, is most easily described in
the body frame centered at the CM allowing for constant values. Assuming the aerobot has
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xz symmetry the Ixy and Iyz products of inertia go to zero and the body inertia tensor is:
IA =
IxxA 0 IxzA0 IyyA 0
IxzA 0 IzzA

I
(4.15)
The two coaxial rotors are the next largest components of inertia and are best modeled in a
local rotor frame centered about the axis of rotation of each rotor and parallel to the body
frame. The products of inertia are negligibly small and the coaxial rotor inertia tensor is
a diagonal matrix as describe by Equation 4.16. Since each coaxial rotor has four blades
spinning around the z axis the moment of inertia IxxC equals that of IyyC .
IC =
IxxC 0 00 IyyC 0
0 0 IzzC
 =
IxxC 0 00 IxxC 0
0 0 IzzC
 (4.16)
Lastly, the two tilting rotors are modeled in their respective local rotor frame centered about
the axis of rotation of each rotor and parallel to the tilt-rotor frame. The tilt-rotors only have
two blades and thus only one axis of symmetry. Figure 4.3 shows how the tilt-rotor moments
of inertia change during one rotation of a tilt-rotor spinning around the local rotor x axis.
The cyclical variation of IyyT and IzzT can be averaged over one rotation, allowing for IyyT
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Figure 4.3: Tilt-Rotor Moments of Inertia During One Revolution
to equal IzzT as shown in Equaiton 4.17. The products of inertia are negligibly small and
the resulting tilt-rotor inertia tensor is a diagonal matrix.
IT =
IxxT 0 00 IyyT 0
0 0 IzzT
 =
IxxT 0 00 IzzT 0
0 0 IzzT
 (4.17)
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The full inertia tensor of the aerobot in the body frame, IB, is a summation of the five
individual inertia tensors previously described as shown in Equation 4.18.
IB = IA + 2
BRrIT
BRTr +
2∑
i=1
mTi(~rTi · ~rTiI3×3 − ~rTi ⊗ ~rTi)
+ 2IC +
4∑
i=3
mCi(~rCi · ~rCiI3×3 − ~rCi ⊗ ~rCi)
(4.18)
where mCi and mTi are the masses of the coaxial and tilt-rotors respectively and ⊗ is the
outer product operator. The rotor position vectors, ~rCi and ~rCi , relative to the aerobot’s CM
are defined as:
~rCi =
rCxi0
0
 (4.19)
and
~rTi =
rTxirTyi
0
 (4.20)
The coaxial rotors inertia tensor must be transferred into the body frame using the parallel
axis theorem. The tilt-rotors must first be rotated to align with the body frame before being
transferred into the body frame using the parallel axis theorem. The final body inertia tensor
only changes with a change in the tilt-rotor angle, φT . The values for the body, coaxial rotor,
and tilt-rotor inertial tensors are given in Table 4.1.
Table 4.1: Inertia Tensor Values [kg m2]
IA IC IT
Ixx 29.355 0.312 0.055
Iyy 11.809 0.312 0.028
Izz 40.556 0.622 0.028
Ixy 0 0 0
Ixz −0.223 0 0
Iyz 0 0 0
Compared to the full aerobot, the inertia tensors of the coaxial and tilt-rotors are very
small. Since the rotors in each pair will rotate at similar speeds in the opposite direction
any gyroscopic effects due to the spinning and tilting of the rotors should be minimal. For
completeness sake, they are included here as well as in the dynamic model developed in
Section 4.6 in order to be applicable to any Y4TR configuration aerobot.
4.6 Dynamic Model
The forces and moments generated by the motion of the rotors, aerodynamic forces
and moments acting on the body and rotors, and any cross-coupling effects produced from
the relative motion of the four rotors and body must be considered in order to fully describe
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the rotational and translational dynamics of the aerobot. Euler’s rigid body equations and
Newton’s equations of motion are used to derive the dynamic model of the aerobot. The
body and rotor aerodynamic forces and moments as well as the gravitational force are mod-
eled in other sections of this chapter. The equations of motion are coupled by the aerobot’s
angular velocity, ~ωB, and therefore the rotational dynamics are treated first.
4.6.1 Rotational Dynamics. To begin, the torque, τ , generated by each of the
spinning rotors is looked at individually and then added piecewise to that of the aerobot.
The angular velocity of a tilt-rotor, ωTi in its local frame is
~ωTi =
BRTr ~ωB + ~ΩTi , (4.21)
where
~ωB =
PQ
R
 (4.22)
and
~ΩTi =
ΩTiφ˙T
0
 , (4.23)
and ΩTi is the spinning velocity of the tilt-rotor about its local x axis and φ˙T is the tilting
velocity of the tilt-rotors. Taking the time derivative the tilt-rotor angular acceleration is
then
~˙ωTi =
BRTr ~˙ωB +
BR˙Tr ~ωB + ~˙ΩTi , (4.24)
with
~˙ωB =
P˙Q˙
R˙
 , (4.25)
and
~˙ΩTi =
Ω˙Tiφ¨T
0
 . (4.26)
The time derivative of the body to rotor rotation matrix is defined as
BR˙Tr =
−φ˙T sin(φT ) 0 −φ˙T cos(φT )0 0 0
φ˙T cos(φT ) 0 −φ˙T sin(φT )
 . (4.27)
The torque, τTi , generated by the i
th spinning tilt-rotor in the local tilt-rotor frame is then
~τTi = IT ~˙ωTi + ~ωTi × IT ~ωTi . (4.28)
IT is the constant tilt-rotor inertia tensor developed in Section 4.5. Note that the aero-
dynamic torque generated by each rotor, τexti , has yet to be accounted for in the model.
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Rotating ~τTi into the body frame and rearranging in terms of the the aerobot’s body acceler-
ation, ~˙ωB, yields,
BRr~τTi =
BRrIT
BRTr ~˙ωB +
BRr
(
IT
(
BR˙Tr ~ωB + ~˙ΩTi
)
+ (~ωTi × IT ~ωTi)
)
︸ ︷︷ ︸
~KTi
. (4.29)
The total torque generated by the spinning tilt-rotors in the body frame is
2∑
i=1
BRr~τTi = 2
BRrIT
BRTr ~˙ωB +
~KT1 +
~KT2 . (4.30)
Next, the angular velocity of a coaxial rotor, ωi in its local frame is then
~ωCi = ~ωB +
~ΩCi , (4.31)
where
~ΩCi =
 00
ΩCi
 , (4.32)
and ΩCi is the spinning velocity of the tilt-rotor about its local z axis. Taking the time
derivative the angular acceleration of the coaxial rotor is then
~˙ωCi = ~˙ωB +
~˙ΩCi , (4.33)
where
~˙ΩCi =
 00
Ω˙Ci
 . (4.34)
The torque, τCi , generated by the i
th spinning coaxial rotor in the local coaxial rotor frame
is
~τCi = IC ~˙ωCi + ~ωCi × IC~ωCi . (4.35)
IC is the constant coaxial rotor inertia tensor developed in Section 4.5. Note that the aero-
dynamic torque of each rotor, τexti , has yet to be accounted for in the model. Rearranging
in terms of the the aerobot’s body acceleration, ~˙ωB, yields,
~τCi = IC ~˙ωB + IC
~˙ΩCi + ~ωCi × IC~ωCi︸ ︷︷ ︸
~KCi
(4.36)
Adding the aerobot body and the four spinning rotors one obtains
~τB = IB ~˙ωB + I˙B~ωB + ~ωB × IB~ωB +
2∑
i=1
BRr~τTi +
4∑
i=3
~τCi (4.37)
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where I˙B is the rate of change of the aerobot’s body inertia tensor developed in Section 4.5.
I˙B =
−sin(2φT )(IxxT − IzzT )φ˙T 0 −cos(2φT )(IxxT − IzzT )φ˙T0 0 0
−cos(2φT )(IxxT − IzzT )φ˙T 0 sin(2φT )(IxxT − IzzT )φ˙T
 (4.38)
Rearranging Equation 4.37 in terms of the the aerobot’s body acceleration, ~˙ωB, yields,
~τB =
(
IB + 2
(
BRrIT
BRTr + IC
))
~˙ωB+ I˙B~ωB+~ωB×IB~ωB+ ~KT1 + ~KT2 + ~KC3 + ~KC4 (4.39)
The applied moments acting on the aerobot about its CM include the thrust and aero-
dynamic torques generated by the body and spinning rotors as shown in Equation 4.40.
~τBext =
2∑
i=1
(
~rTi ×B Rr ~TTi +B Rr~τTexti
)
+
4∑
i=3
(
~rCi × ~TCi + ~τCexti
)
+ ~MaeroB (4.40)
where ~rTi and ~rCi are the rotor position vectors,
~rTi =
rTxirTyi
0
 (4.41)
and
~rCi =
rCxi0
0
 , (4.42)
~TTi and ~TCi are the rotor thrust vectors,
~TTi =
TTi0
0
 (4.43)
and
~TCi =
 00
TCi
 , (4.44)
~τTexti and ~τCexti are the rotor torque vectors caused by air drag,
~τTexti =
QTi0
0
 , (4.45)
and
~τCexti =
 00
QCi
 . (4.46)
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and ~MaeroB is the body aerodynamic moment vector. Setting ~τB = ~τBext and solving for ~˙ωB
yields,
~˙ωB =
(
IB + 2
(
BRrIT
BRTr + IC
))−1( 2∑
i=1
(
~rTi ×B Rr ~TTi +B Rr~τTexti
)
+
4∑
i=3
(
~rCi × ~TCi + ~τCexti
)
+ ~MaeroB − I˙B~ωB − ~ωB × IB~ωB
− ~KT1 − ~KT2 − ~KC3 − ~KC4
)
.
(4.47)
Equation 4.47 represents the three coupled nonlinear rotational equations of motion
expressed in the aerobot’s body frame.
4.6.2 Translational Dynamics. The aerobot’s translational dynamics are examined
next. Newton’s equations can be integrated in either the MI or body frame, and, depending
on the specific application each has their benefits. Airplane translational dynamics are often
described in a body fixed frame due to the aerodynamic forces and moments dependency on
the body velocities (Yechout and Morris, 2003), (Stevens and Lewis, 2003), and (Etkin and
Reid, 1995). Multi-rotors, on the other hand, are mainly described in an inertial frame such
as the MI frame, since aerodynamic forces and moments acting on a multi-rotor are much
smaller and often considered negligible, and where the body’s inertial position is of high
importance (Victor and Stoica, 2012) and (Ryll et al., 2012). The challenge for modeling
a Y4TR aerobot is it acts as both a fixed-wing airplane and a multi-rotor over the course of
a flight. The choice of reference frame the dynamics are described in will also affect the
development of the controller later in Chapter 5.
Due to the aerobot’s large wings the aerodynamic forces and moments acting on the
vehicle, even at low speeds must be accounted for invalidating the common assumption for
multi-rotor modeling, and therefore Newton’s equations are integrated in the body frame.
The aerobot has a constant mass resulting in
m
[
d~V
dt
]
I
= m(~ωB × ~VB + ~˙VB). (4.48)
where
~VB =
UV
W
 (4.49)
and
~˙VB =
 U˙V˙
W˙
 . (4.50)
The external forces acting on the aerobot include the aerodynamic forces, ~Faero, gravita-
tional, ~Fg, and thrust forces, ~Fthrust, generated by the four rotors. Summing these forces in
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the body frame gives ∑
~FextB =
BRI ~Fg + ~Fthrust + ~Faero. (4.51)
where
~Fthrust = ~TCi +
BRr ~TTi . (4.52)
Solving for ~˙VB yields,
~˙VB =
BRI ~Fg + ~TCi +
BRr ~TTi +
~Faero
m
− ~ωB × ~VB. (4.53)
Equation 4.53 represents the three coupled nonlinear translational equations of mo-
tion expressed in the aerobot’s body frame.
4.6.3 Kinematic Equations. The kinematic equations are needed to relate the body
angular velocity, ~ωB, with the Euler rates vector, ~˙E.
~ωB = R1(φ)R2(θ)
00
ψ˙
+R1(φ)
0θ˙
0
+
φ˙0
0
 = J−1 ~˙E. (4.54)
Inverting J−1 and solving for ~˙E yields,
~˙E = J~ωB. (4.55)
Equation 4.55 represents the three coupled nonlinear kinematic equations.
4.6.4 Flight Path Equations. The aerobot’s inertial velocity is needed to track a
desired flight path or hover in a given location in inertial space. Transforming the aerobot’s
body velocity into the inertial frame gives,
~VI =
I RB ~VB (4.56)
In summary the complete motion of the Y4TR aerobot over the Martian surface, in-
cluding its body, four spinning rotors, and two tilting rotors, is modeled using Equations
4.47, 4.53, 4.55, and 4.56. These equations are valid during all phases of the aerobot’s
flight and will be used to design a controller for the aerobot in Chapter 5. The inputs of the
model are the body aerodynamic forces, ~Faero, and moments ~Maero, the rotor thrust forces,
~TCi , and ~TTi , as well as the the rotor torques, ~τCi , and ~τTi . Models for these inputs are
developed in Sections 4.7.
4.7 Aerodynamic Model
This section develops the aerodynamic model of the aerobot as well as the aerody-
namic models of the coaxial and tilt-rotors used in this research. Each component, the body,
tilt-rotors, and coaxial rotors, is modeled individually without any aerodynamic interaction
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or interference between them. In reality this is not the case, as there will be complex airflow
interacting around the body and its four rotors during flight.
The most accurate aerodynamic models use high fidelity CFD models to calculate the
rotor and wing forces as in Thouault et al. (2010) and Rubbert et al. (1967). While these
models are often more accurate and show better agreement with experimental data, they are
much more difficult to implement and take more computational power to run, which would
require greater effort to generate a complete aerodynamic model of the Martian aerobot
encompassing its entire flight envelope. This also increases the time spent in a design loop
during the aerobot’s development. In these early stages of the aerobot’s development a
general understanding of the vehicle’s dynamics and ramifications of design choices are
needed. Thus, high fidelity aerodynamic modeling is not currently necessary and lower
fidelity aerodynamic methods can be used to speed up the initial design process. Later, when
the aerobot’s design is more mature, higher level aerodynamic models and wind tunnel
tests should be used to calculate the rotor and wing forces. It is also important to keep the
individual aerodynamic models at equivalent or at least comparable levels of fidelity.
In line with this, several assumptions were made to simplify the aerodynamic model-
ing. Parasite drag from the landing gear as well as the top and bottom coaxial rotor covers
was not accounted for in model, nor were any effects of dust accumulation on the aerobot’s
body and rotors. Ground affect was also not considered in the model.
4.7.1 Aerobot. The largest of the aerodynamic components is the body and is
modeled first. The model calculates the aerodynamic forces and moments acting on the
aerobot during flight to be used in the dynamic model developed in Section 4.6. While
flight and wind tunnel testing are the most accurate ways to determine these forces and
moments they require constructing prototypes and expensive, long duration testing. Which,
at the current stage of the project is not feasible. Therefore, the XFLR5 code was used to
model the aerodynamic forces and moments.
The objective is to construct a model that inputs the aerobot’s configuration, i.e.
open/closed center and control surface deflection angle, its velocity, and angular velocity
and outputs the aerodynamic forces and moments, ~Faero and ~Maero, in the body frame.
To begin, each of the aerobot’s individual airfoil cross sections, including cross sec-
tions with control surfaces, was analyzed at different angles of attack, Mach numbers, and
Reynolds numbers, encompassing the horizontal flight regime using the XFOIL algorithms
in XFLR5. The airfoils were analyzed over the following parameter ranges: M = {0.2},
Re = {5000, 5000 + i, 5000 + 2i, · · · , 185000|i = 20000}, and α = {−5 , −5 + i, −5 + 2i, · · · ,
13|i = 1}. Example lift and drag polars for three different airfoil cross sections are shown in
Figures 3.8-3.10. The aerobot was modeled as a flat plate at large magnitudes of AOA near
±pi/2 with zero lift and a CD = 1.28 (McCormick, 1999).
The results from the airfoil simulations were then input into XFLR5 to analyze the full
Martian aerobot during horizontal flight in both the open and closed configurations using
a 3D panel method. A database of trim conditions was created for various speeds of the
aerobot, V = {5, 25, 45, 65}. The non-dimensional stability and control derivatives were
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then calculated for the aerobot at these trim conditions using XFLR5. The non-dimensional
stability and control derivatives were converted to the dimensional stability and control
derivatives using the equations described in Tabels 4.2 and 4.3.
Table 4.2: Calculation of Longitudinal Dimensional Stability and Control Derivatives (Etkin
and Reid, 1995)
X M Z
u 12ρutrimSCxu
1
2ρutrimSCmu
1
2ρutrimSCzu
w 12ρutrimSCxα
1
2ρutrimSCmα
1
2ρutrimSCzα
q 14ρutrimc¯SCxq
1
4ρutrimc¯SCmq
1
4ρutrimc¯SCzq
δe
1
2ρu
2
trimSCxδe
1
2ρu
2
trimSCmδe c¯
1
2ρu
2
trimSCzδe
Table 4.3: Calculation of Lateral Dimensional Stability and Control Derivatives (Etkin and
Reid, 1995)
L Y N
v 12ρutrimbSClβ
1
2ρutrimSCyβ
1
2ρutrimbSCnβ
p 14ρutrimb
2SClp
1
4ρutrimbSCyp
1
4ρutrimb
2SCnp
r 14ρutrimb
2SClr
1
4ρutrimbSCyr
1
2ρutrimb
2SCnr
δa
1
2ρu
2
trimbSClδa
1
2ρu
2
trimSCyδa
1
2ρu
2
trimbSCnδa
δr
1
2ρu
2
trimbSClδr
1
2ρu
2
trimSCyδr
1
2ρu
2
trimbSCnδr
In the model with the aerobot in the open configuration only the wings contributed to
the lift of the vehicle while the drag was modeled at the same value as the closed configu-
ration. The full database includes the force and moment coefficients, CL, CD, CY , Cl, Cm,
Cn, as well as 24 stability and control derivatives,
∂ ~FaeroS
∂xa
and ∂
~MaeroS
∂xa
. The state vector is
defined as
xa =
[
U V W P Q R δEl δAl
]
, (4.57)
while the control surface angles, δEl and δAl, are defined as
δEl =
δleft + δright
2
(4.58)
and
δAl = δright − δEl, (4.59)
where δleft and δright are the deflections of the left and right elevon respectively.
The database was used as a lookup table for the non-dimensional coefficients based on
the aerobot’s velocity. An example trim point with a list of the non-dimensional and dimen-
sional stability and control derivatives for the Martian aerobot can be found in Appendix
D.
XFLR5 outputs the non-dimensional stability and control derivatives in the stability
frame which must be rotated into the body frame to be used in the dynamic model. Starting
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with the aerodynamic forces in the body frame gives,
~FaeroB (xa) ≈ BRS
(
~FaeroS (xatrim) +
∂ ~FaeroS
∂xa
∣∣∣
xatrim
(xa − xatrim)
)
. (4.60)
For easier implementation into the SDRE controller developed later, Equation 4.60 is rear-
ranged by setting
SFa =
BRS
(
~FaeroS (xatrim)−
∂ ~FaeroS
∂xa
∣∣∣
xatrim
xatrim
)
(4.61)
and
BFa =
BRS
∂ ~FaeroS
∂xa
∣∣∣
xatrim
(4.62)
which yields,
~FaeroB (xa) ≈ SFa +BFaxa (4.63)
where SFa can be represented by
SFa =
SxSy
Sz
 (4.64)
and BFa are the aerodynamic force stability and control derivatives expressed in the body
frame,
BFa =
XU XV XW XP XQ XR XδEl XδAlYU YV YW YP YQ YR YδEl YδAl
ZU ZV ZW ZP ZQ ZR ZδEl ZδAl
 . (4.65)
assuming the aerobot was trimmed at straight and level flight gives,
XV = XP = XR = XδAl = 0
Sy = YU = YW = YQ = YδEl = 0
ZV = ZP = ZR = ZδAl = 0
,
resulting in the aerodynamic forces acting on the aerobot.
~Faero =
Sx + UXU +WXW +QXQ +XδElδElV YV + PYP +RYR + YδAlδAl
Sz + UZU +WZW +QZQ + ZδElδEl
 (4.66)
The aerodynamic forces in Equation 4.66, expressed in the body frame, are now in a suitable
format to be implemented in the dynamic model and used in the SDRE controller. A similar
process is then used for the aerodynamic moments,
~MaeroB (xa) ≈ BRS
(
~MaeroS (xatrim) +
∂ ~MaeroS
∂xa
∣∣∣
xatrim
(xa − xatrim)
)
(4.67)
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For easier implementation into the SDRE controller developed later, Equation 4.67 is rear-
ranged by setting
SMa =
BRS
(
~MaeroS (xatrim)−
∂ ~MaeroS
∂xa
∣∣∣
xatrim
xatrim
)
(4.68)
and
BMa =
BRS
∂ ~MaeroS
∂xa
∣∣∣
xatrim
(4.69)
which yields,
~MaeroB (xa) ≈ SMa +BMaxa (4.70)
where SMa can be represented by
SMa =
 SlSm
Sn
 (4.71)
and BMa are the aerodynamic moment stability and control derivatives expressed in the
body frame,
BMa =
LU LV LW LP LQ LR LδEl LδAlMU MV MW MP MQ MR MδEl MδAl
NU NV NW NP NQ NR NδEl NδAl
 (4.72)
assuming the aerobot was trimmed at straight and level flight gives,
Sl = LU = LW = LQ = LδEl = 0
MV = MP = MR = MδAl = 0
Sn = NU = NW = NQ = NδEl = 0
resulting in the aerodynamic moments acting on the aerobot.
~MaeroB =
 V LV + PLP +RLR + δAlLδAlSM + UMU +WMW +QMQ + δElMδEl
V NV + PNP +RNR + δAlNδAl
 (4.73)
The aerodynamic forces in Equation 4.73, expressed in the body frame, are now in a suitable
format to be implemented in the dynamic model and used in the SDRE controller. The
aerodynamic model in this section is a linearized model of the aerobot about different trim
conditions.
4.7.2 Tilt-Rotors. The end goal is to develop an aerodynamic model of the tilt-
rotors that inputs the commanded rotor velocity, Ωtilt, and orientation relative to the free
stream velocity and outputs the tilt-rotor thrust, torque, and power.
The tilt-rotors are two bladed tilting rotors that act as a propeller during horizontal
flight and a helicopter rotor during vertical flight. The rotor blades are hingeless and as-
sumed to be fixed pitch rigid bodies with no bending, flapping, or lagging, simplifying the
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model. During transition when the tilt-rotors are switching between the two flying config-
urations, they will face various airflow conditions which affects their performance. Namely
the angle at which the free stream airflow enters the rotor disk changes based on the aer-
obot’s pitch and AOA, and the tilt angle of the rotors as seen in Figure 4.4.
Figure 4.4: Tilt-rotor model during forward flight
The tilt-rotor angle of attack, αT , is defined as
αT =
pi
2
− [TˆT ilt]B ·
~VB∥∥∥~VB∥∥∥ (4.74)
where
[TˆT ilt]B =
BRr
00
1
 (4.75)
As shown later in this section the largest impact of this variation in αT will be on the
maximum rotor speed and thus their thrust. A linear inflow model was used to account
for the nonuniform inflow distribution over the rotor at different tilt-rotor angles of attack.
While it is not the highest fidelity model available, it is the simplest model to implement
and gives a good approximation of the rotor inflow. The linear inflow model developed by
Drees and thoroughly described in (Leishman, 2006) and (Johnson, 2013) was used for this
analysis. This section develops the model as applied to the aerobot and explains how it was
implemented in the dynamic model and SDRE controller.
To begin definitions of the rotor blade section and rotor disk are shown in Figures 4.5
and 4.6. The rotor disk is broke up into small blade elements along the rotor radius r and
around the disk by the rotor azimuth ψ. The lift and drag forces at each blade element
are calculated at each point on the rotor disk and then integrated over the rotor radius and
azimuth to calculate the rotor thrust, torque, and power.
The free stream velocity, V∞, can be broken up into nondimensional advance ratios
parallel, µx, and perpendicular, µz, to the rotor disk by
µx =
V∞ cos(αT )
ΩR
(4.76)
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Figure 4.5: Rotor Blade Section
Figure 4.6: Rotor disk in forward flight (Johnson, 2013)
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and
µz =
V∞ sin(αT )
ΩR
(4.77)
The induced velocity at the rotor disk considering both the radial and azimuthal variation
inflow is
λi = λ0 (1 + kxr cos (ψ) + kyr sin (ψ)) (4.78)
where λ0 is the standard momentum theory induced velocity, and kx and ky are weighting
factors representing the deviation of the inflow from momentum theory calculated by
λ0 =
CT
2
√
µ2x + λ
2
i
, (4.79)
kx =
4
3
(1− 1.8µ2x)
√
1 +
(
λ
µx
)2
− λ
µx
 , (4.80)
ky = −2µx, (4.81)
where
λ = µz + λi. (4.82)
Equations 4.78 and 4.79 must be solved iteratively with an initial guess of the rotor thrust
coefficient, CT . The rotor thrust coefficient is determined by first calculating the blade forces
acting on each blade element. Referring to Figure 4.5 the incoming velocity at the blade, U ,
can be broken up into an in-plane velocity component,
UT (r, ψ) = Ωr + V∞ cos (αT ) sin (ψ) (4.83)
and an out-of-plane velocity component,
UP (r, ψ) = V∞ sin (αT ) + λiΩR. (4.84)
The total incoming velocity is then
U (r, ψ) =
√
U2T + U
2
P . (4.85)
The induced angle of attack on the blade section is defined as
φ (r, ψ) = tan−1
(
UP
UT
)
. (4.86)
The aerodynamic angle of attack, αblade, is then found using the blade pitch angle θ,
αblade (r, ψ) = θ (r)− φ (r, ψ) . (4.87)
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Once the aerodynamic angle of attack at the blade section is found the incremental lift and
drag forces perpendicular and parallel to the flow velocity can be calculated by,
dL (r, ψ) =
1
2
ρU2clocalCldr (4.88)
and
dD (r, ψ) =
1
2
ρU2clocalCddr, (4.89)
where clocal is the local blade cord length and Cl and Cd are the airfoil lift and drag co-
efficients respectively. Rotating these forces into the local rotor frame perpendicular and
parallel to the rotor disk gives
dFz = dL cos (φ)− dD sin (φ) (4.90)
and
dFx = dL sin (φ) + dD cos (φ) . (4.91)
Accounting for the number of blades, N , and averaging over the rotor disk gives the final
rotor thrust, torque and power,
Tavg =
1
2pi
∫ 2pi
0
∫ 1
0
NFzdr (4.92)
Qavg =
1
2pi
∫ 2pi
0
∫ 1
0
NFxrdr (4.93)
Pavg =
1
2pi
∫ 2pi
0
∫ 1
0
NFxΩrdr. (4.94)
The coefficients of thrust, torque, and power are then calculated by
CT =
T
ρAΩ2R2
(4.95)
CQ =
Q
ρAΩ2R3
(4.96)
CP =
P
ρAΩ3R3
. (4.97)
Once CT is calculated in Equation 4.95 it is input back into Equation 4.79 and the process
is started again and run until a desired convergence has been met.
An important aspect of the model developed in Equations 4.76-4.97 is determining
the local blade section lift and drag coefficients used in Equations 4.88 and 4.89. These
coefficients are affected by the blade element airfoil, aerodynamic angle of attack, local
Mach number, and local Reynolds number. The local Mach number and Reynolds number
are calculated at each blade element by
M (r, ψ) =
U√
γRT
(4.98)
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and
Re (r, ψ) =
Uclocalρ
µ
. (4.99)
A look-up table for lift and drag polars for the tilt-rotors SD8000 airfoil was created at
various aerodynamic angle of attacks, local Mach numbers, and local Reynolds numbers
over the following ranges: αblade = {−20,−20 + i,−20 + 2i, · · · , 20|i = 1}, M = {0.1 , 0.1 +
i, 0.1 + 2i, · · · , 0.9|i = 1}, and Re = {1000 , 1000 + i, 1000 + 2i, · · · , 25000|i = 1000} using
the XFOIL algorithms in XFLR5. Figure 4.7 shows examples of the lift and drag polars at
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Figure 4.7: Lift and drag coefficients for the SD8000 at different Mach and Re numbers
several Mach and Reynolds numbers. At lower Reynolds numbers the airfoil lift coefficient
is slightly reduced but the drag is substantially increased.
To account for potential reverse flow on the retreating side of the disk at high speeds
of forward flight, the XFOIL/XFLR5 lift and drag polars were extrapolated to incorporate
the full range of blade angle of attacks, {−180 <= αblade <= 180}, using the Montgomery
extrapolation model in QBlade v0.8 (Marten and Wendler, 2013), (Marten et al., 2013).
Examples of the extrapolated polars are shown in Figure 4.8 and resemble the full range
AOA wind tunnel experimental results conducted by Sheldahl and Klimas (1981), Critzos
et al. (1955), and Timmer (2010) for various airfoils.
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Figure 4.8: Extrapolated lift and drag coefficients for the SD8000 at M = 0.1
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The tilt-rotors were then analyzed over the forward flight operating regime for an
altitude of 1000m and look-up tables of rotor thrust, torque, power, and maximum local
Mach number were created.
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Figure 4.9: Rotor performance during different flight phases. Hover: U = 0m/s, αT = 90◦;
Transition: U = 30m/s, αT = 30◦; Horizontal: U = 50m/s, αT = 90◦; XROTOR:
U = 50m/s, αT = 90◦
Examples of the tilt-rotor thrust, torque, power, and maximum local Mach number at
different flight conditions are shown in Figure 4.9. The linear inflow model was checked
against XROTOR for horizontal flight where the inflow in normal to the rotor disk. As seen
if Figure 4.9 the tilt-rotor thrust, torque, and power match well between the two models.
The parameters of inflow velocity, tilt angle of attack, and rotor speed were varied over the
following ranges: U = {0, 0 + i, 0 + 2i, · · · , 60|i = 5} meters per second, αT = {0 , 0 + i,
0 + 2i, · · · , 90|i = 5} degrees, and ΩT = {2000 , 2000 + i, 2000 + 2i, · · · , 4000|i = 100} RPM
to build the look-up tables.
It is obvious from Figure 4.9 the aerobot’s flight condition affects the performance of
the tilt-rotors. While all of the parameters are affected, the most important aspect to un-
derstand is how the maximum Mach number changes during the different flight conditions.
The maximum local Mach number is the largest Mach number on the rotor disk during each
flight condition. During hover when the inflow velocity is near zero and uniform over the
rotor disk the maximum Mach number is essentially a ratio of the rotor tip speed and speed
of sound on Mars as shown in Figure 4.10.
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Figure 4.10: Mach number over the rotor disk in hover: U=0m/s, αT = 90◦, and ΩT =
310rad/s
As the advance ratio, µx, increases during the transition phase the blade section local
Mach numbers increase on the advancing side of the rotor disk and decrease on the retreat-
ing side of the rotor disk as seen in Figure 4.11. It is during the transition flight phase, when
the advance ratio is greatest, that the tilt-rotor experiences the highest Mach numbers. This
increase in the max Mach number reduces the maximum rotor speed allowable during the
transition between vertical and horizontal flight.
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Figure 4.11: Mach number over the rotor disk in transition: U=30m/s, αT = 30◦, and
ΩT = 310rad/s
If the maximum allowable Mach number is limited to the early portions of the tran-
sonic region, at for example 0.8, the tilt-rotor speed, and in turn, the maximum rotor thrust
and torque are reduced as seen in Figure 4.12. The reduction of the maximum rotor thrust
and torque greatly affects how the aerobot transitions between the different phases of flight
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Figure 4.12: Maximum values of rotor speed, thrust, and torque for M = 0.8
and will be taken into account when setting the actuator limits for the tilt-rotor speeds in
the SDRE controller developed in Chapter 5.
270°
90°
180° 0°
0.3
0.3
0.3
0.40.4
0.4
0.4
0.4
0.5
0.5
0.5
0.
5
0.5 0.5
0.5
0.6
0.6
0.6
0.6
0.6
0.6 0.6
0.6
V
∞
Figure 4.13: Mach number over the rotor disk in horizontal flight: U = 50m/s, αT = 90◦,
and ΩT = 310rad/s
Then as the aerobot transitions into horizontal flight the inflow is again close to uni-
form over the disk as shown in Figure 4.13. In horizontal flight the maximum Mach number
is slightly higher than in the hover state.
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The model developed for the tilt-rotors is suitable for use in the final 6DoF model of
the aerobot using the look-up tables for rotor thrust and torque. However, the model is not
yet in a format suitable for implementation in the SDRE controller. In most rotor models
for multirotors the rotor coefficients are considered constants as in Victor and Stoica (2012)
and Ryll et al. (2012) and Equations 4.95-4.97 can be used. In reality, the coefficients are
not constant, and to account for this they are approximated with a first order Taylor series
expansion similar to the aerodynamic model of the aerobot developed in Section 4.7.1. The
rotor thrust is then
T = ρ
(
CTT0 + CTTΩ˜T
(
Ω˜T − Ω˜T0
))
, (4.100)
where Ω˜T = Ω2T ,
CTT0 =
T
ρΩ˜T0
, (4.101)
and
CTT
Ω˜T
=
∂CTT
∂Ω˜T
∣∣∣
Ω˜T0
. (4.102)
Rearranging for easier implementation into the SDRE controller yields
T = ρ
(
CTT0 − CTTΩ˜T Ω˜T0
)
+ ρCTT
Ω˜T
Ω˜T
= STT +BTT Ω˜T .
(4.103)
Equation 4.103 is well suited for look-up tables as the values of CTT0 and CTTΩ˜T
can be
retrieved at different operating conditions. The rotor torque is developed in a similar way
which gives,
Q = ρ
(
CQT0 − CQTΩ˜T Ω˜T0
)
+ ρCQT
Ω˜T
Ω˜T
= SQT +BQT Ω˜T .
(4.104)
where
CQT0 =
Q
ρΩ˜T0
, (4.105)
and
CQT
Ω˜T
=
∂CQT
∂Ω˜T
∣∣∣
Ω˜T0
. (4.106)
The final look-up tables used are not the actual rotor thrust and torque values from Equa-
tions 4.92 and 4.93, but rather the coefficients CTT0 and CQT0 and their Ω˜T derivatives
CTT
Ω˜T
and CQT
Ω˜T
. Note that these are not same as the rotor coefficients CT and CQ. The
Ω˜T derivatives were approximated with a forward difference by rerunning the rotor thrust
and torque look-up tables with a small change in the input ΩT as shown in Equations 4.107
and 4.108.
CTT
Ω˜T
≈ CTT (Ω˜T + ∆Ω˜T )− CTT (Ω˜T )
∆Ω˜T
(4.107)
CQT
Ω˜T
≈ CQT (Ω˜T + ∆Ω˜T )− CQT (Ω˜T )
∆Ω˜
(4.108)
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It is important to note that the models developed in this section does not accurately model
the more complex airflow conditions of vortex ring state, turbulent ring state, and windmill
break state encountered during descent nor does it incorporate ground effect.
4.7.3 Coaxial Rotors. Similar to the aerodynamic model of the tilt-rotors, the de-
sire is to develop an aerodynamic model of the coaxial rotors that inputs the commanded
rotor velocities, ΩC1 and ΩC2 and outputs the coaxial rotor thrust, torque, and power suit-
able for use in the 6DoF model of the Martian aerobot and the SDRE controller.
While the airflow around the aerobot’s tilt-rotors is complex, it is even more so around
its coaxial rotors. The aerobot’s main lifting rotors are coaxial contra rotating fan-in-wing ro-
tors and are affected by the airflow over the body of the aerobot, the tilt-rotor slipstream, as
well as the interaction between the top and bottom coaxial rotors. Another factor influenc-
ing the coaxial rotor performance is the top and bottom rotor cover which a conventional
helicopter or fan-in-wing system does not have. This is an extremely complex flow envi-
ronment and since the aerobot’s unique Y4TR configuration is new, no models have been
developed incorporating each of these affects on rotor performance.
The Martian aerobot’s Y4TR configuration is still in its early stages of development
and a high fidelity aerodynamic model of the coaxial rotors is not needed at this time.
The aerobot’s coaxial rotor is most similar to an open coaxial rotor system or a singe fan-
in-wing configuration. Therefore, for the purposes of this research, the coaxial rotors are
modeled as a coaxial rotor system in hover. The model only captures the effects of the
interaction between the top and bottom coaxial rotors on their performance and neglects the
other effects from the sources previously discussed. It does not model the complex airflow
conditions of vortex ring state, turbulent ring state, and windmill break state encountered
during descent nor does it incorporate ground effect, as each of these flow conditions will
be greatly affected by the body, coaxial cover, and tilt-rotor slipstream. The coaxial rotors
are four bladed hingeless rotors that act as a helicopter rotor during all phases of flight.
The rotor blades are assumed to be fixed pitch rigid bodies with no bending, flapping, or
lagging, simplifying the model.
The counter-rotation rotor design and analysis program CROTOR, described in Section
3.2.1.2, was used to model the aerobot’s coaxial rotor performance. To capture the effects
of the interaction between the top and bottom coaxial rotors on their performance the top
and bottom rotor speeds, ΩC1 and ΩC2, were varied over the ranges of: ΩC1 = {100 , 100+i,
1000 + 2i, · · · , 1900|i = 100} RPM and ΩC2 = {100 , 100 + i, 1000 + 2i, · · · , 1900|i = 100}
RPM. Look-up tables for top and bottom rotor thrust, torque, and power were built. Figure
4.14 shows the total thrust and torque for the coaxial rotors in their normal operating
regime.
When the coaxial rotor system operates at torque balance, QC1 − QC2 = 0, the top
rotor must spin at a higher speed. This is because the bottom rotor is in the slip stream of
the top rotor, increasing the bottom rotor’s induced velocity and reducing the rotor speed
needed to produce equivalent torque to that of the top rotor.
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Figure 4.14: Total thrust and torque for the coaxial rotors
To begin, the top rotor thrust coefficient is approximated by a Taylor series expansion
about a trim condition as shown in Equation 4.109.
TC1 = ρ
(
CTC10 + CTC1Ω˜C1
(
Ω˜C1 − Ω˜C10
)
+CTC1
Ω˜C2
(
Ω˜C2 − Ω˜C20
))
,
(4.109)
where Ω˜C1 = Ω2C1, Ω˜C2 = Ω
2
C2, and
CTC1
Ω˜C1
=
∂CTC1
∂Ω˜C1
∣∣∣
Ω˜C10
, (4.110)
CTC1
Ω˜C2
=
∂CTC1
∂Ω˜C2
∣∣∣
Ω˜C20
, (4.111)
CTC10 =
T
ρΩ˜C10
. (4.112)
Rearranging for easier implementation into the SDRE controller yields
TC1 = ρ
(
CTC10 − CTC1Ω˜C1 Ω˜C10 − CTC1Ω˜C2 Ω˜C20
)
+ ρ
(
CTC1
Ω˜C1
Ω˜C1 + CTC1
Ω˜C2
Ω˜C2
)
= STC1 +BTC1C1 Ω˜C1 +BTC1C2 Ω˜C2,
(4.113)
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Using the same method to developed the bottom rotor thrust, TC2, gives
TC2 = ρ
(
CTC20 − CTC2Ω˜C1 Ω˜C10 − CTC2Ω˜C2 Ω˜C20
)
+ ρ
(
CTC2
Ω˜C1
Ω˜C1 + CTC2
Ω˜C2
Ω˜C2
)
= STC2 +BTC2C1 Ω˜C1 +BTC2C2 Ω˜C2,
(4.114)
where
CTC2
Ω˜C1
=
∂CTC2
∂Ω˜C1
∣∣∣
Ω˜C10
, (4.115)
CTC2
Ω˜C2
=
∂CTC2
∂Ω˜C2
∣∣∣
Ω˜C20
, (4.116)
and
CTC20 =
T
ρΩ˜C20
. (4.117)
The coaxial rotor torques, QC1 and QC2, are given in Equations 4.118 and 4.122.
QC1 = ρ
(
CQC10 − CQC1Ω˜C1 Ω˜C10 − CQC1Ω˜C2 Ω˜C20
)
+ ρ
(
CQC1
Ω˜C1
Ω˜C1 + CQC1
Ω˜C2
Ω˜C2
)
= SQC1 +BQC1C1 Ω˜C1 +BQC1C2 Ω˜C2,
(4.118)
where
CqC1
Ω˜C1
=
∂CQC1
∂Ω˜C1
∣∣∣
Ω˜C10
, (4.119)
CQC1
Ω˜C2
=
∂CQC1
∂Ω˜C2
∣∣∣
Ω˜C20
, (4.120)
and
CQC10 =
Q
ρΩ˜C10
. (4.121)
QC2 = ρ
(
CQC20 − CQC2Ω˜C1 Ω˜C10 − CQC2Ω˜C2 Ω˜C20
)
+ ρ
(
CQC2
Ω˜C1
Ω˜C1 + CQC2
Ω˜C2
Ω˜C2
)
= SQC2 +BQC2C1 Ω˜C1 +BQC2C2 Ω˜C2,
(4.122)
where
CqC2
Ω˜C1
=
∂CQC2
∂Ω˜C1
∣∣∣
Ω˜C10
, (4.123)
CQC2
Ω˜C2
=
∂CQC2
∂Ω˜C2
∣∣∣
Ω˜C20
, (4.124)
and
CQC20 =
Q
ρΩ˜C20
. (4.125)
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Look-up tables are used to calculate the coefficients CTC10 , CTC20 , CQC10 , CQC20 ,
as well as their Ω˜C1 and Ω˜C2 derivatives CTC1
Ω˜C1
, CTC1
Ω˜C2
, CTC2
Ω˜C1
, CTC2
Ω˜C2
, CQC1
Ω˜C1
,
CQC1
Ω˜C2
, CQC2
Ω˜C1
, and CQC2
Ω˜C2
at different operating conditions. The Ω˜C1 and Ω˜C2 deriva-
tives were approximated with a forward difference as shown in Equations 4.126 and 4.127.
CTCi
Ω˜Cj
≈ CTCi(Ω˜Cj + ∆Ω˜Cj)− CTCi(Ω˜Cj)
∆Ω˜Cj
, {i = 1, 2 j = 1, 2} (4.126)
CQCi
Ω˜Cj
≈ CQCi(Ω˜Cj + ∆Ω˜Cj)− CQCi(Ω˜Cj)
∆Ω˜Cj
, {i = 1, 2 j = 1, 2} (4.127)
The models for coaxial rotor thrust and torque have been put into a suitable format
for use in the SDRE controller developed in Chapter 5.
Both the tilt-rotors and coaxial rotors were assumed to be fixed pitch rigid bodies
with no bending, flapping, or lagging. While this assumption simplified the model, a brief
discussion on the implications is needed. The assumption is most invalid when the rotors ex-
perience asymmetrical inflow during forward flight. In this condition the disparity between
the aerodynamic forces on the advancing and retreating sides of the rotor disk are most
prevalent. A helicopter rotor normally has some type of hinged connection between the
rotor blade and hub to account for the difference in aerodynamic forces. The rotor blades
are then allowed to flap and lag in order to find equilibrium between the aerodynamic and
centrifugal forces. Since the Martian aerobot’s rotors are not hinged, there will instead be
bending of the rotor blades. This bending should be minimal due to the low blade loading
and the choice of carbon fiber rotors, nonetheless some bending is bound to occur. When
the Martian aerobot’s design is more mature any rotor bending should be accounted for in
the models of the tilt and coaxial rotors.
4.8 Full Aerobot Model and Equations of Motion
The individual models developed in Sections 4.2-4.7 were combined to form the full
6DoF model of the Martian aerobot implemented in a Simulinkr model and are presented
again for reference.
~˙ωB =
(
IB + 2
(
BRrIT
BRTr + IC
))−1( 2∑
i=1
(
~rTi ×B Rr ~TTi +B Rr~τTexti
)
+
4∑
i=3
(
~rCi × ~TCi + ~τCexti
)
+ ~MaeroB − I˙B~ωB − ~ωB × IB~ωB
− ~KT1 − ~KT2 − ~KC3 − ~KC4
)
.
(4.128)
~˙VB =
BRI ~Fg + ~TCi +
BRr ~TTi +
~Faero
m
− ~ωB × ~VB. (4.129)
~˙E = J~ωB. (4.130)
~VI =
I RB ~VB (4.131)
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Equations 4.128-4.131 were used as the full model of the Martian aerobot in Simulinkr. In
this model the full look-up tables were used to calculate aerodynamic forces and moments
for the body and rotors. The resulting 12 coupled nonlinear differential equations represent
the complete model of the Martian aerobot suitable for use in all phases of flight and are the
starting point for developing the SDRE controller. They are numerically integrated to solve
for the states, U , V , W , P , Q, R, φ, θ, ψ, X, Y , and Z. Inputs to the model include the tilt
and coaxial rotor speeds squared, Ω˜Ti and Ω˜Ci , the tilt rotor tilt angle, αT , and the control
surface angles, δEl and δAl. Various test scenarios with known aerobot behaviors, including
hover and horizontal flight conditions, were conducted to verify the implantation of the
derived equations into the Simulinkr model. A summary of the verification test scenarios is
shown in Appendix E.
The 6DoF model must be transformed into a suitable format that can be easily im-
plemented in the SDRE controller developed in Chapter 5. To accomplish this Equations
4.128-4.131 are multiplied out incorporating the definitions from the developed models
including the linear expansions of the aerodynamic forces and moments for the body and
rotors. Equations 4.132-4.143 were selectively factored based on the states and control in-
puts for easier implementation into the SDRE controller. This factorization is non-unique
and can be accomplished an infinite number of ways.
U˙ =
Sx
m
+
UXU
m
+ V R+W
(
XW
m
−Q
)
+
QXQ
m
− g♂ sin(θ) + δElXδElm
+
cos (φT ) (STT1 +BTT1Ω˜T1)
m
+
cos (φT ) (STT1 +BTT1Ω˜T2)
m
(4.132)
V˙ = −UR+ V YV
m
+WP +
PYP
m
+
RYR
m
+ g♂ cos(θ) sin(φ) + δAlYδAlm (4.133)
W˙ =
Sz
m
+ U
(
ZU
m
+Q
)
− V P + WZW
m
+
QZQ
m
+ g♂ cos(θ) cos(φ) + δElZδElm
− sin(φT )(STT1 +BTT1Ω˜T1)
m
− sin(φT )(STT1 +BTT1Ω˜T2)
m
−
(
STC1 + STC2
)
m
−
Ω˜C1
(
CTC1
Ω˜C1
+ CTC2
Ω˜C1
)
m
−
Ω˜C2
(
CTC1
Ω˜C2
+ CTC2
Ω˜C2
)
m
(4.134)
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P˙ =
1
kdpr
(V (kp2NV − kr1LV )
+ P (−kr1LP + kp2NP + φ˙T (kp5kr1 − kp2kr4) +Qkp2(kr1 − kr2))
+Q(−kr1(IxxC − IzzC )(ΩC1 + ΩC2) +R(k2p2 + kp3kr1)
+ (ΩT1 + ΩT2)(IxxT − IzzT )(kp2 cos(φT )− kr1 sin(φT )))
+R(−kr1LR + kp2NR + φ˙T (kp4kr1 − kp2kr3))
+ φ˙T ((ΩT1 + ΩT2)(IxxT − IzzT )(kp2 cos(φT )− kr1 sin(φT )))
+ Ω˜T1(BTT1 rTy1(kp2 cos(φT )− kr1 sin(φT ))−BQT1 (kp2 sin(φT ) + kr1 cos(φT )))
+ STT1 rTy1(kp2 cos(φT )− kr1 sin(φT ))− SQT1 (kp2 sin(φT ) + kr1 cos(φT ))
+ Ω˜T2(BQT2 (kp2 sin(φT ) + kr1 cos(φT )) +BTT2 rTy1(kr1 sin(φT )− kp2 cos(φT )))
+ SQT2 (kp2 sin(φT ) + kr1 cos(φT )) + STT2 rTy1(kr1 sin(φT )− kp2 cos(φT ))
+ kp2(SQC1 − SQC2 + Ω˜C1(CQC1Ω˜C1 − CQC2Ω˜C1 ) + Ω˜C2(CQC1Ω˜C2 − CQC2Ω˜C2 ))
+ δAl(kp2NδAl − kr1LδAl) + (Ω˙T1 + Ω˙T2)IxxT (sin(φT )kp2 + cos(φT )kr1)
− (Ω˙C1 + Ω˙C2)kp2IzzC )
(4.135)
Q˙ =
1
kq1
(UMU +WMW +QMQ + P
2kp2 −R2kp2 − 2IzzT φ¨T
+ P (sin(φT )(IzzT − IxxT )(ΩT1 + ΩT2) + (IzzC − IxxC )(ΩC1 + ΩC2)−Rkq2)
−R cos(φT )(IxxT − IzzT )(ΩT1 + ΩT2) + sin(φT )(Ω˜T1BTT1 rTx1 + Ω˜T2BTT2 rTx2)
+ rCx1(STC1 + STC2 + Ω˜C1(CTC1Ω˜C1
+ CTC2
Ω˜C1
) + Ω˜C2(CTC1
Ω˜C2
+ CTC2
Ω˜C2
))
+ δElMδEl + SM )
(4.136)
R˙ =
1
kdpr
(V (kp2LV − kp1NV )
+ P (kp2LP − kp1NP + φ˙T (kp1kr4 − kp2kp5)−Q(k2p2 − kp1kr2))
+Q((ΩC1 + ΩC2)kp2(IxxC − IzzC )−Rkp2(kp1 + kp3)
+ (ΩT1 + ΩT2)(IxxT − IzzT )(kp2 sin(φT )− kp1 cos(φT )))
+R(kp2LR − kp1NR + φ˙T (kp1kr3 − kp2kp4))
+ φ˙T ((ΩT1 + ΩT2)(IxxT − IzzT )(kp2 sin(φT )− kp1 cos(φT )))
+ Ω˜T1(BQT1 (kp1 sin(φT ) + kp2 cos(φT )) +BTT1 rTy1(kp2 sin(φT )− kp1 cos(φT )))
+ SQT1 (kp1 sin(φT ) + kp2 cos(φT )) + STT1 rTy1(kp2 sin(φT )− kp1 cos(φT ))
+ Ω˜T2(BTT2 rTy1(kp1 cos(φT )− kp2 sin(φT ))−BQT2 (kp1 sin(φT ) + kp2 cos(φT )))
+ STT2 rTy1(kp1 cos(φT )− kp2 sin(φT ))− SQT2 (kp1 sin(φT ) + kp2 cos(φT ))
+ kp2(SQC2 − SQC1 + Ω˜C1(CQC2Ω˜C1 − CQC1Ω˜C1 ) + Ω˜C2(CQC2Ω˜C2 − CQC1Ω˜C2 ))
+ δAl(kp2LδAl − kp1NδAl)− (Ω˙T1 + Ω˙T2)IxxT (sin(φT )kp1 + cos(φT )kp2)
+ (Ω˙C1 + Ω˙C2)kp1IzzC )
(4.137)
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where the constants kp1, kp2, kp3, kp4, kp5, kq1, kq2, kr1, kr2, kr3, kr4, kdpr are defined as,
kp1 = IxxA + 4IxxC + 2mT r
2
Ty + 4IxxT cos
2(φT ) + 4IzzT sin
2(φT )
kp2 = IxzA + sin(φT ) cos(φT )(4IzzT − 4IxxT )
kp3 = −IyyA + IzzA − 4IxxC + 4IzzC + 2mT r2Ty
+ sin2(φT )(4IxxT − 2IzzT ) + 2IzzT cos2(φT )− 2IzzT
kp4 = −2IxxT cos2(φT )− IxxT cos(2φT ) + sin2(φT )(2IxxT − 4IzzT ) + IzzT cos(2φT )
kp5 = IxxT (− sin(2φT )) + sin(φT ) cos(φT )(4IzzT − 4IxxT ) + IzzT sin(2φT )
kq1 = IyyA + 2mCr
2
Cx + 4IxxC + 2mT r
2
Tx + 4IzzT
kq2 = IxxA − IzzA − 2mCr2Cx + 4IxxC − 4IzzC − 2mT r2Tx + sin2(φT )(4IzzT − 4IxxT )
+ cos2(φT )(4IxxT − 4IzzT )
kr1 = IzzA + 2mCr
2
Cx + 4IzzC +mT (2r
2
Tx + 2r
2
Ty) + 4IxxT sin
2(φT ) + 4IzzT cos
2(φT )
kr2 = −IxxA + IyyA + 2mCr2Cx +mT (2r2Tx − 2r2Ty) + cos2(φT )(2IzzT − 4IxxT )
− 2IzzT sin2(φT ) + 2IzzT
kr3 = IxxT sin(2φT ) + sin(φT ) cos(φT )(4IxxT − 4IzzT )− IzzT sin(2φT )
kr4 = 2IxxT sin
2(φT )− IxxT cos(2φT ) + cos2(φT )(4IzzT − 2IxxT ) + IzzT cos(2φT )
kdpr = k2p2 − kp1kr1
φ˙ = P +Q sin(φ) tan(θ) +R cos(φ) tan(θ) (4.138)
θ˙ = Q cos(φ)−R sin(φ) (4.139)
ψ˙ = Q
sin(φ)
cos(θ)
+R
cos(φ)
cos(θ)
(4.140)
X˙ = U cos(θ) cos(ψ) + V (sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ))
+W (cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ))
(4.141)
Y˙ = U cos(θ) sin(ψ) + V (sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ))
+W (cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ))
(4.142)
Z˙ = −U sin(θ) + V sin(φ) cos(θ) +W cos(φ) cos(θ) (4.143)
The nonlinear aerobot model developed in this chapter implements linearized aero-
dynamic models for the body and rotors and uses look-up tables for calculating the aero-
dynamic coefficients and derivatives. Each component was modeled independently and
assumed to be a rigid body with no aerodynamic interaction or interference between com-
ponents. Look-up tables are well suited for use in the SDRE controller, as higher fidelity
aerodynamic models or data from wind tunnel or flight testing capturing the complex aero-
dynamic interactions between the different components can be used in the database without
significantly changing the structure of the model.
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4.9 Summary
In this chapter, the coordinate systems used to developed the models of the Martian
aerobot were defined. The Martian gravity and atmosphere models were then presented.
The mass model and inertia tensors for the coaxial rotors, tilt-rotors, and complete aerobot
were then developed accounting for the tilting of the front tilt-rotors.
A high-fidelity 6DoF dynamic model describing the rotational and translational dy-
namics of the aerobot, built up from the rotating tilt-rotors and coaxial rotors, was then
derived suitable for the vertical, transition, and horizontal phases of flight. This was fol-
lowed by developing the kinematic and flight path equations.
Aerodynamic models of the aerobot, coaxial rotors, and tilt-rotors were then devel-
oped. Each aerodynamic model was considered independent with no interaction between
components. A database of the aerobot’s stability and control derivatives were calculated
with XFLR5 using a 3D panel method. These were then transformed into the final aero-
dynamic model using look-up tables from the database for easier implementation into the
SDRE controller.
The tilt-rotors were modeled using BEMT with a linear inflow model to account for
the increase in the advancing rotor Mach number. From the model a database was created
of tilt-rotor thrust, torque, and power values at various operating conditions. The coaxial
rotors were modeled with CROTOR and again a database was created of top and bottom
rotor thrust, torque, and power values at varying top and bottom rotor speeds. The final
aerodynamic model for the coaxial and tilt-rotors were transformed into a suitable format
for easier implementation into the SDRE controller. The effects of the high blade Mach
numbers and low blade Reynolds numbers were accounted for in the rotor models.
Once all of the individual models were developed, they were brought together to form
a complete 6DoF model of the Martian aerobot consisting of twelve nonlinear differential
equations suitable for use in all phases of flight. The differential equations were transformed
into a format that can be directly factored into the SDC form required by the SDRE control
method as shown in Chapter 5. This is the first dynamic model of the novel Y4TR Mar-
tian aerobot, and thus far, it is the most detailed dynamic model of any of SSC’s Martian
aerobots.
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The control system on the Martian aerobot will have multiple levels consisting of a trajectory
generator, which may or may not be done in real time, a trajectory tracker, and an autopilot.
The signal delay between Earth and Mars does not allow for real time remote operation of
the aerobot by a pilot causing the control system to be more complex than its terrestrial
counterparts. The trajectory tracker and autopilot are inherently linked during the takeoff
and landing transition maneuvers, and therefore, they will be the focus of the control system
design in this chapter. All trajectories are assumed to be pre-generated for input into the
trajectory tracker.
Three different multi-loop SDRE controllers are designed and investigated in this chap-
ter to demonstrate the flexibility of the selected control method. First, a baseline control
structure used to control the aerobot during hover and the takeoff transition is developed.
The baseline structure is then modified slightly for the horizontal flight and landing transi-
tion controllers, where the baseline inner loop is the starting point for the two other con-
trollers. Each controller uses a SDRE integral servomechanism in conjunction with WLS
control allocation to control the aerobot in the inner loop. For the sake of brevity the in-
tegral servomechanism’s augmented state vector will be noted as x in this chapter rather
than defining it separately as x˜ as described in Section 2.8. The outer loop/loops track the
desired inertial trajectories and output the desired commands to the inner loop. The WLS
control allocation was solved using the QCAT Matlabr toolbox explained in Section 2.9.2
(Härkegård, 2004).
A 6DoF Simulinkr model was constructed using the complete nonlinear aerobot model
developed in Chapter 4 using equations 4.128-4.131. The model was then used to validate
each of the three SDRE controllers. Simulations for different flight scenarios covering the
aerobot’s flight envelope were conducted using the Simulinkr model. Results and discus-
sions of these simulations are presented after the development of each controller.
Each simulation was conducted using the built in fixed-step ode8 (Dormand-Prince)
solver in Simulinkr with a step time of 0.025s. By setting the controller block’s sampling
time to 0.05s the controller could be simulated to run at 20Hz. This sampling speed was cho-
sen to account for processing time to calculate the Riccati equation for the SDRE controller
and the WLS algorithm in the control allocation on the Martian aerobot’s flight hardware.
In the simulations it was assumed the aerobot carries an on-board sensor suite capable of
feeding back the states or estimates of the states for use in the SDRE controller.
Table 5.1: Example Simulation Run Times
Simulation
Run Time
Real Time
to Run
Takeoff Transition
Simulation A
130s 132s
Constant Altitude
Coordinated Flight
800s 771s
Landing Transition 200s 214s
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The time for each simulation to run was dependent on the simulation run time and
step size. Running on an Intelr CoreTM i5-3470 CPU@3.20 GHz with a step size of 0.025s
there was nearly a 1:1 simulation time to real time ratio, i.e. a 100s simulation time would
run for around 100s real time. Table 5.1 shows several examples of run times for different
simulation scenarios.
5.1 Baseline Control Structure
The baseline controller has a two-loop structure as shown in Figure 5.1. The outer
loop converts the desired inertial states into the desired body velocities and orientation for
input into the inner loop. The inner loop then converts the desired body velocities, angular
velocities, and orientation to actuator commands for the aerobot. Both the inner and outer
loops use a virtual control for the the SDRE controller and then control allocation to allocate
the actual control commands.
Outer
Loop
SDRE
Integral
Servo
Outer
Loop
Control
Allocation
Inner
Loop
SDRE
Integral
Servo
Inner
Loop
Control
Allocation
Martian
Aerobot
Dynamics
xoutdes − eout vout uout − ein vin uin
+
xin
+
xout
Figure 5.1: Baseline Control Structure
5.1.1 Inner Loop. The SDRE control method requires a pseudo-linearization of
Equations 4.135-4.143 into a state-dependent coefficient form as described in Section 2.8.
Since the aerobot is over actuated, a virtual control is used for the SDRE controller, and
the control allocation methods described in Section 2.9 were used to distribute the physical
control commands to aerobot. The inner loop controls the body velocities, U , V , W , angular
velocities, P , Q, R, and Euler angles, φ, θ, ψ, from Equations 4.135-4.140. Putting these
equations into state-dependent coefficient form using virtual control gives
x˙in = Ain(xin)xin +Bvinvin (5.1)
where
Bvin =
[
I6x6
010x6
]
. (5.2)
The inner loop states are
xin =
[
U V W P Q R Sin φ θ ψ UI VI WI φI θI ψI
]T
,
where Sin as an additional state with stable dynamics input to absorb bias terms not depen-
dent on other states.
S˙in = −λSinSin. (5.3)
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The inner loop controls are
uin =
[
φT Ω˜T1 Ω˜T2 Ω˜C1 Ω˜C2 δEl δAl
]T
.
The control equations imbedded in vin are nonlinear due to the dependency on the
tilt-rotor angle, φT , and are approximated with a first order Taylor series. Setting vin =
gin(xin, uin) and linearizing gin around u0 gives
gin(xin, uin) ≈ gin(xin, uin0) +
∂gin
∂uin
(xin, uin0)︸ ︷︷ ︸
Bin(xin)
·(uin − uin0). (5.4)
Rearranging for use in the linear control allocation problem, v¯in = Bin(xin)uin, yields
v¯in = vin − gin(xin, uin0) +Bin(xin)uin0 , (5.5)
where
uin0 =
[
φT0 Ω˜T10 Ω˜T20 Ω˜C10 Ω˜C20 δEl0 δAl0
]T
.
The state-dependent matrices Ain(xin), Bin(xin), and gin(xin, uin0) for the inner loop con-
troller are given in Appendix F.1.
5.1.2 Outer Loop. The outer control loop must input the desired inertial states and
convert them into the desired body velocities and Euler angles for input into the inner loop.
As explained in Section 2.7, most tilt-rotor aircraft command a zero or near-zero pitch angle
during the transition. This greatly simplifies the transition problem and is suitable for an
Earth based piloted vehicle, however this is not ideal for the Martian aerobot’s Y4TR con-
figuration. When θ is kept small during the transition the vehicle only utilizes the forward
tilt-rotors to accelerate. Due to the low thrust capability of the Martian aerobot’s tilt-rotors,
the transition maneuver would take a substantial amount of time, all the while the coaxial
rotors are operating consuming precious battery power. Instead the aerobot can be rotated
forward to take advantage of the thrust being produced by the coaxial rotors.
To calculate the desired body velocities the navigation equations are used to relate the
body and inertial velocities through IRB ~VB as shown in Equation 5.6.
~VI =
IRB ~VB (5.6)
when multiplied out yields
X˙ = U cos(θ) cos(ψ) + V (sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ))
+W (cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ))
(5.7)
Y˙ = U cos(θ) sin(ψ) + V (sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ))
+W (cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ))
(5.8)
109
5.1. BASELINE CONTROL STRUCTURE
and
Z˙ = −U sin(θ) + V sin(φ) cos(θ) +W cos(φ) cos(θ). (5.9)
While these equations are sufficient for generating the desired body velocities, they do pose
some challenges stemming from describing the translational dynamics in the body frame.
First, from inspection of the translational dynamical equations, Equations 4.132-4.134, it
becomes apparent the x and y body velocities, U and V , cannot be controlled during hover
where φT = 0. While in the hover configuration the aerobot will not translate by command-
ing an increase to U and V . To achieve x− y translational motion the aerobot must rotate.
Unfortunately, the equations have no information relating the thrust vector to inertial space
and thus cannot orient the aerobot correctly to achieve the desired inertial x − y transla-
tional motion. To alleviate these challenges the translational dynamics are developed in the
inertial frame and are used in conjunction with Equations 5.7-5.9. Assuming the aerobot
has constant mass gives
m
[
d~V
dt
]
I
= m~aI =
∑
~FextI (5.10)
where the inertial accelerations are
~aI =
X¨Y¨
Z¨
 . (5.11)
The external forces acting on the aerobot include the gravitational force, aerodynamic
forces, and the thrust forces,∑
~FextI =
~Fg +
IRB(~Fthrust + ~Faero) (5.12)
which when multiplied out gives
X¨ =
(Fxthrust + Fxaero)
m
cos(θ) cos(ψ)
+
(Fythrust + Fyaero)
m
(sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ))
+
(Fzthrust + Fzaero)
m
(cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ)),
(5.13)
Y¨ =
(Fxthrust + Fxaero)
m
cos(θ) sin(ψ)
+
(Fythrust + Fyaero)
m
(sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ))
+
(Fzthrust + Fzaero)
m
(cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ)),
(5.14)
and
Z¨ = g − (Fxthrust + Fxaero)
m
sin(θ) +
(Fythrust + Fyaero)
m
sin(φ) cos(θ)
+
(Fzthrust + Fzaero)
m
cos(φ) cos(θ).
(5.15)
110
CHAPTER 5. CONTROL DESIGN AND SIMULATIONS
Equations 5.13 and 5.14 are used to relate the thrust vector to inertial space and are used
to generate the desired Euler angles needed to correctly orient the aerobot and achieve the
desired inertial x− y translational motion.
The outer loop equations are of the format
x˙out = fout(xout) + gout(xout, uout) (5.16)
where
xout =
[
X˙ Y˙ X Y Z
]T
, (5.17)
x˙out =
[
X¨ Y¨ X˙ Y˙ Z˙
]T
, (5.18)
and
uout =
[
U V W φ θ ψ
]T
. (5.19)
The states, xout, do not show up in the equations, and therefore, fout(xout) = 0. gout is
highly nonlinear and can be approximated with a first order Taylor series. Linearizing gout
around u0 gives,
gout(xout, uout) ≈ gout(xout, uout0) +
∂gout
∂uout
(xoutuout0) · (uout − uout0) (5.20)
setting
Sout = gout(xout, uout0)−
∂gout
∂uout
(xout, uout0)uout0 (5.21)
and
Bout =
∂gout
∂uout
(uout0) (5.22)
gives
x˙out ≈ Sout +Boutuout. (5.23)
Sout are bias terms not deponent on the states which can be absorbed by adding an addi-
tional state, Sout, with stable dynamics,
S˙out = −λSoutSout. (5.24)
During the takeoff transition maneuver the x and y velocities are more important than the
inertial position and integral states are added for zero steady state error. With the addition
of these and a z position integral state the state vector becomes
xout =
[
X˙ Y˙ X Y Z Sout X˙I Y˙I ZI
]T
. (5.25)
The outer loop controls are not physical controls, but rather desired states for the inner
loop, thus the linearization point, u0, is really the current inner loop values of U , V , W , φ,
θ, and ψ. The outer loop is a MIMO system and is essentially over-actuated in the controls.
The controls can be calculated with or without control allocation. The baseline outer loop
developed in this section shows how this is accomplished using control allocation, while
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the horizontal and landing outer loops developed in Sections 5.4 and 5.6 show how it is
accomplished without control allocation using normal SDRE techniques. Rearranging into
state-dependent coefficient form using virtual control gives
x˙out = Aout(xout)xout +Bvoutvout (5.26)
where
Bvout =
[
I5x6
04x6
]
, (5.27)
vout = Boutuout, (5.28)
and Aout(xout) contains Sout. The state-dependent matrices Aout(xout) and Bout for the out
loop controller are given in Appendix F.2.
5.2 Transition Trajectories
During the takeoff transition the aerobot must climb to a safe operating altitude and
accelerate to a velocity where the wings can generate the required lift to fly. As explained
in Section 2.7, research on tilt-rotor control has focused on achieving successful transitions
and the implications of the how the transition occurs has been neglected. There are two
obvious ways the aerobot could perform the takeoff transition; it could climb to the desired
altitude, and once there, accelerate to the desired velocity, separating the transition into two
stages, or it could increase altitude and accelerate simultaneously. Separating the altitude
and velocity changes into two stages lengthens the overall transition time, which in turn
consumes more energy from the batteries. The better choice is to perform the altitude and
velocity changes simultaneously. The simplest way to achieve this is to have the height and
velocity both change linearly over the course of the takeoff transition, however it may not
be the best way.
5.2.1 Transition Trajectory Generation. Consider a spherical object that has the
capability to accelerate in air. The object needs to increase its velocity from 0m/s to 100m/s
with a constant acceleration. The thrust force required to achieve this goal grows as the ob-
jects velocity increases due to the drag force acting upon it. In essence it is more difficult to
accelerate the object at higher velocities, making it harder to meet the constant acceleration
requirement when traveling at 95m/s than at 5m/s. Thus, instead of a linear change in veloc-
ity, a trajectory that takes into account the relationship between velocity and acceleration
should be used. This concept is used to find a suitable takeoff transition trajectory for the
Martian aerobot.
The aerobot’s total energy can be expressed as the sum of the potential and kinetic
energies,
E = mgh+
mV 2
2
(5.29)
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Assuming the motion is constrained to the vertical plane the total velocity can be expressed
as
V =
√
x˙2 + h˙2 (5.30)
where x˙ and h˙ are defined as the horizontal and vertical velocities, respectively. Dividing
the total energy by the weight gives the specific energy, or energy height,
Es = h+
V 2
2g
= h+
x˙2 + h˙2
2g
(5.31)
The time derivative of specific energy is specific power, the rate of work done per unit of
weight,
dEs
dt
= Ps = h˙+
V V˙
g
= h˙+
x˙x¨
g
+
h˙h¨
g
(5.32)
The expression for specific power not only contains the aerobot’s velocity and acceleration
information in V and V˙ , but its height information as well in h˙, all of which are needed
to design a takeoff transition trajectory for the aerobot. Using these relationships in the
specific power, an optimization problem can be set up and solved to obtain the transition
trajectories for the vehicle to follow. One possible cost function is to minimize the square of
the specific power over the desired transition time interval,
JA =
∫ t2
t1
P 2s dt
=
∫ t2
t1
(
h˙+
x˙x¨
g
+
h˙h¨
g
)2
dt
(5.33)
Because the time derivative of specific energy is specific power, dEs = Psdt can be used to
rewrite the cost function is Equation 5.33 in terms of energy height as,∫ Es2
Es1
PsdEs (5.34)
Thus the cost function can also be interpreted as minimizing the specific power between
two energy heights.
If the individual velocities trajectories for x˙ and h˙ are assumed to be polynomials the
solution to Equation 5.33 is rather straightforward to find, since only polynomial coefficients
need to be found.
First, to simplify the problem time can be normalized such that at the start of the
transition, t1, it is 0 and 1 at t2, the end of the transition. Letting τ represent the normalized
time gives,
τ =
t− t1
D
(5.35)
where D is the time interval,
D = t2 − t1 (5.36)
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The time derivative of the normalized time is then,
dτ
dt
=
1
D
(5.37)
Inserting this into Equation 5.33 and changing the limits of integration gives,
JA =
∫ 1
0
DP 2s dτ
=
∫ 1
0
D
(
h˙+
x˙x¨
g
+
h˙h¨
g
)2
dτ
=
∫ 1
0
D
(
Vz +
VxAx
g
+
VzAz
g
)2
dτ
(5.38)
The aerobot starts the transition in the hover state and ends at the operational altitude
and velocity. The boundary conditions for the takeoff transition are then:
Vx(t1) = Vxi Vx(t2) = Vxf
Ax(t1) = 0 Ax(t2) = 0
Hz(t1) = Hzi Vz(t2) = Hzf
Vz(t1) = 0 Vz(t2) = 0
Az(t1) = 0 Az(t2) = 0
where Vx and Ax are the velocity and acceleration in the horizontal direction, while Hz,
Vz and Az are the height, velocity, and acceleration in the vertical direction. When setting
up the optimization problem the specified order of the Vx and Hz polynomials is important,
and based on the given boundary conditions, both should be odd polynomials. The order
of each polynomial was set two degrees above the order that has one solution based on
the boundary conditions. This simplifies the problem by reducing the number of unknown
variables in the cost function. Thus Vx was set to a fifth order polynomial and Hz was set to
a seventh order polynomial.
The horizontal velocity polynomial is then,
x˙ = Vx(t) = axt
5 + bxt
4 + cxt
3 + dxt
2 + ext+ fx (5.39)
which gives the acceleration polynomial as
x¨ =
dVx
dt
= Ax(t) = 5axt
4 + 4bxt
3 + 3cxt
2 + 2dxt+ ex (5.40)
Replacing t with the normalized time τ Equations 5.39 and 5.40 become,
Vx(τ) = axτ
5 + bxτ
4 + cxτ
3 + dxτ
2 + exτ + fx (5.41)
and
Ax(τ) =
5axτ
4
D
+
4bxτ
3
D
+
3cxτ
2
D
+
2dxτ
D
+
ex
D
(5.42)
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The following constraints are used based on the boundary conditions,
0 = ex
Vxi = fx
Vxf = ax + bx + cx + dx + fx
0 = 5ax + 4bx + 3cx + 2dx
(5.43)
The vertical height Hz polynomial is set in a similar fashion,
h = Hz(t) = azt
7 + bzt
6 + czt
5 + dzt
4 + ezt
3 + fzt
2 + gzt+ hz (5.44)
taking the time derivative yields,
h˙ =
dHz
dt
= Vz(t) = 7azt
6 + 6bzt
5 + 5czt
4 + 4dzt
3 + 3ezt
2 + 2fzt+ gz (5.45)
for the vertical velocity. The vertical acceleration is then
h¨ =
dVz
dt
= Az(t) = 42azt
5 + 30bzt
4 + 20czt
3 + 12dzt
2 + 6ezt+ 2fz (5.46)
Replacing t with the normalized time τ Equations 5.44-5.46 become,
Hz(τ) = azτ
7 + bzτ
6 + czτ
5 + dzτ
4 + ezτ
3 + fzτ
2 + gzτ + hz (5.47)
and
Vz(τ) =
7azτ
6
D
+
6bzτ
5
D
+
5czτ
4
D
+
4dzτ
3
D
+
3ezτ
2
D
+
2fzτ
D
+
gz
D
(5.48)
and
Az(τ) =
42azτ
5
D2
+
30bzτ
4
D2
+
20czτ
3
D2
+
12dzτ
2
D2
+
6ezτ
D2
+
2fz
D2
(5.49)
Applying the boundary conditions the constraints are then,
0 = fz
0 = gz
Hzi = hz
Hzf = az + bz + cz + dz + ez + hz
0 = 7az + 6bz + 5cz + 4dz + 3ez
0 = 42az + 30bz + 20cz + 12dz + 6ez
The polynomial coefficients ax, bx, cx, dx, ex, fx, az, bz, cz, dz, ez, fz, gz, and hz that
minimized Equation 5.38 were found using the constrained minimization function, fmincon,
in Matlabr. The minimum solution to Equation 5.38 includes a climb above the final height,
Hzf , and a subsequent dive back down. Therefore, another constraint restricting Vz to
positive values, was added to eliminate the dive for comparison. A second cost function that
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weighted the specific power by the velocity squared was also explored,
JB =
∫ 1
0
DP 2s V
2dτ (5.50)
giving three different takeoff transition trajectories.
5.2.2 Transition Trajectories. In Figures 5.2-5.6 the polynomial time trajectories
are compared for the three transition trajectories. Ps2 is the solution that minimized JA,
Ps2NoDive is the solution that minimized JA with the no dive constraint, and Ps2V 2NoDive
is the solution that minimized JB with the no dive constraint. The initial and final condi-
tions for the optimization problems were set as:
t1 = 0 t2 = 100s
Vxi = 0 Vxf = 50m/s
Hzi = 0 Hzf = 50m
Based on specific power and specific energy trajectories in Figure 5.2, it is not readily
apparent what the desired inertial trajectory is during the transition. All three of the trajec-
tories have similar, almost linear, specific energy profile and two local maxima in the specific
power profile. The velocity weighting in the Ps2V 2NoDive trajectory is noticeable in the
specific power profile. The local maxima for both the Ps2 and Ps2NoDive trajectories are
at almost the same Ps value, while in the Ps2V 2NoDive trajectory the second local maxima
is pushed down by the higher velocity.
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Figure 5.2: Transition Specific Power and Specific Energy Trajectories
When the total velocity and acceleration are examined in Figure 5.3 the difference
between the Ps2 and both NoDive trajectories can easily been seen. The NoDive tra-
jectories do most of the acceleration in the beginning of the transition, while in the Ps2
trajectory most of the acceleration occurs in the later half of the transition. This is a sig-
nificant result, as the goal was to find transition trajectories where most of the acceleration
occurred at lower velocities, reducing the amount of thrust needed at higher velocities. The
Ps2V 2NoDive trajectory has slightly more acceleration in the first half of the transition and
less in the second half due to the velocity weighting.
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Figure 5.3: Transition Velocity and Acceleration Trajectories
The large acceleration in the second half of the Ps2 trajectory is due to the climb and
subsequent dive that occurs as seen in Figure 5.4. In the first half of the transition there is
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Figure 5.4: Transition Height Trajectory
a climb to almost three times the final height increasing potential energy, and then, during
the second half of the transition, there is a dive down to the final height increasing velocity
to Vxf by trading potential energy for kinetic energy. The climb velocity is almost five times
larger in the Ps2 trajectory since a suitable height must be reached before the dive can begin
as seen in Figure 5.5.
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Figure 5.5: Transition Vertical Velocity and Acceleration Trajectories
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The horizontal velocity and acceleration are the primary components of the total val-
ues, thus their trajectories are relatively similar to the total velocity and acceleration trajec-
tories as shown in Figure 5.6. Again, it is easy to see the different between the Ps2 and both
NoDive trajectories based on the acceleration trajectories. The Ps2 trajectory relies primar-
ily on the gravitational force to accelerate, where as the NoDive the object must generate a
thrust force to accelerate.
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Figure 5.6: Transition Horizontal Velocity and Acceleration Trajectories
The trajectories are affected by the choice of initial and final conditions as well as the
gravitational force. The dive height increases if either Vxf or Hzf is increased, or if the time
interval or gravitational force is reduced. Assuming the same initial and final conditions, the
dive height is over two and a half times higher on Mars than on Earth due to the difference
in planetary gravity.
The transition trajectories generated by minimizing the two cost functions, JA and
JB, do not take into consideration any information about the object or atmospheric envi-
ronment. The effects of orientation on drag, or in what direction thrust can be produced are
not accounted for when solving the problem. Only low subsonic final transition velocities
were considered, and increasing the final velocity to supersonic speeds would likely alter
the final solution. There is also an imbedded assumption, that potential and kinetic energy
can be traded back and forth without any losses, in the trajectory generation. In reality
however, some energy will be transformed into heat during the transition due to aerody-
namic friction. It is also assumed there is no velocity dependency on the object’s ability to
generate thrust.
To apply specifically to the Martian aerobot, the polynomial trajectories presented in
Figures 5.2-5.6 could be used as initial inputs to an optimal control program that utilizes
the complete model of the Martian aerobot derived in Chapter 4.
When examining the three transition trajectories it becomes apparent the Ps2 may
not be the best choice for the Martian aerobot’s takeoff transition. The trajectory requires a
high velocity climb which, for the Y4TR aerobot’s configuration, must be accomplished by
primarily using the coaxial rotors, suggesting the aerobot must climb while the aerobot is
oriented horizontally and the CD is high. Since the coaxial rotors are being used to climb
they are not being used for much horizontal acceleration forcing the tilt-rotors to be used to
accelerate the aerobot. During the dive phase the aerobot reaches a high negative velocity
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towards the Martian surface, and if, for some reason, the aerobot cannot pull out of the dive
it would easily crash and end the exploration mission. Thus, it is safer to choose either of
the NoDive trajectories for the Martian aerobot’s takeoff trajectories. Therefore only the
Ps2NoDive and Ps2V 2NoDive takeoff trajectories are compared for the Martian aerobot
in takeoff transition simulations described in Section 5.3.2.
5.3 Baseline Control Simulations
The baseline controller is used when the aerobot is in the hover configuration and
during the transition from hover to horizontal flight and was designed primarily for the
transition phase. While the baseline controller can be used during both of these phases of
flight, it was found the performance of the aerobot while in the hover configuration could be
greatly improved by modifying the controller and control allocation settings. The settings
for hover and transition are presented followed by the simulation scenario results.
5.3.1 Hover. While the aerobot is in its hover configuration it acts as a multi-rotor
and can move from one inertial position to another at low speeds, as well as hover over a
desired location using the coaxial and tilt-rotors. In this state the aerobot is not an agile
or fast moving vehicle due to the its relatively large inertia and the maximum rotor speed
limitations. These considerations must be taken into account when designing the inertial
trajectories.
The state dependentQ(x) andR(x) matrices and control allocation settings, plim, rlim,
udes, Wu, and Wv, for the inner and outer control loops were found using a trial and error
process and are shown in Sections 5.3.1.1 and 5.3.1.2. While both the control matrices
and control allocation settings can be varied based on the states, it was found keeping them
constant was sufficient for this flight scenario as the aerobot’s configuration and fight regime
do not vary while operating in the hover configuration. The maximum tilt-rotor speed limit
is set using a look up table based on U and αT at a Mach number of 0.8.
5.3.1.1 Outer Loop Settings.
Q = diag(2, 2, 2, 2, 2, 0, 10−5, 10−5, 10−5)
R = diag(5, 5, 5, 5, 5, 5)
plimL =
[
−5 −5 −5 −15pi180 −15pi180 −15pi180
]T
plimU =
[
5 5 5 15pi180
15pi
180
15pi
180
]T
rlimL =
[
−5 −5 −5 − 5pi180 − 5pi180 − 5pi180
]T
rlimU =
[
5 5 5 5pi180
5pi
180
5pi
180
]T
udes =
[
0 0 0 0 0 0
]T
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Wu = diag(10, 10, 10, 10, 10, 100)
Wv = diag(1, 1, 1, 1, 1, 1)
5.3.1.2 Inner Loop Settings.
Q = diag(3, 3, 3, 1, 1, 1, 0, 50, 50, 50, .01, .01, .01, .01, .01, .01)
R = diag(1, 1, 1, 1, 1, 1)
plimL =
[
89pi
180 100
2 1002 1002 1002 −60pi180 −10pi180
]T
plimU =
[
91pi
180 Ω
2
T iltmax
Ω2T iltmax 230
2 2302 60pi180
10pi
180
]T
rlimL =
[
− 1pi180 −(2002) −(2002) −(1002) −(1002) −30pi180 −10pi180
]T
rlimU =
[
1pi
180 200
2 2002 1002 1002 30pi180
10pi
180
]T
udes =
[
0 0 0 0 0 0
]T
Wu = diag(0, 0, 0, 0, 0, 0, 0)
Wv = diag(1, 1, 1, 10, 10, 10)
5.3.1.3 Hover Simulation. In the hover scenario the aerobot must hover over
an initial inertial position, [X,Y, Z] = [0, 0,−10], and then track a predefined trajectory to a
final inertial position, [X,Y, Z] = [30,−20,−50]. The duration of the position change is 20s.
Results are presented in Figures 5.7-5.13, and show the controller can successfully track a
predefined inertial trajectory and hover over a desired location.
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Figure 5.7: Hover Inertial Velocities
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Figure 5.8: Hover Inertial Position
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Figure 5.9: Hover Body Velocity
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Figure 5.10: Hover Angular Velocity
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Figure 5.11: Hover Euler Angles
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Figure 5.12: Hover Rotor Speeds
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Figure 5.13: Hover Control Surfaces and Tilt-Rotor Angle
There are several interesting observations from the hover simulation. First, the outer
loop commands a non-zero yaw angle, ψ, which is not necessary during the position ma-
neuver. The aerobot must rotate through pitch and roll to translate in the x−y plane, which
is achieved much easier using pitch rather than roll due to the unique Y4 configuration.
Changing the yaw angle towards the final X and Y position essentially allows for more
pitch to be used during the position maneuver. How much the aerobot yaws depends on the
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relative weight of the components of Wu. In this case, the ψ term was weighted higher than
the φ and θ terms keeping it closer to the ud value of zero during the maneuver.
Second, the aerobot cannot control the U body velocities when φT = pi2 and must
rotate the tilt-rotors for U control. Due to the Y4 configuration the V cannot be controlled
directly and must be done by rotating the aerobot as shown in Figure 5.9 where it looks
like the V − Vdes may not converge very fast. To control the aerobot’s inertial position the
outer control loop uses both body velocities and Euler angles which are equally weighted
in the outer loop’s R matrix. Thus, the controller continually increases the desired V to try
and move the aerobot to the final position. Reducing the body velocity components of the
outer loop’s R matrix relative to the Euler angle components of the outer loop’s R matrix
will make the controller utilize the Euler angles more rather than the body velocities. The
body velocities track well, but do take a long time to completely settle to the hover steady
state.
Finally, the control surfaces move during the position maneuver, which is also un-
necessary as they offer little control authority at such low velocities. Overall, the hover
controller performs well during the position maneuver.
5.3.2 Takeoff Transition. During the transition from hover to horizontal flight,
both the aerobot’s configuration and flight regime change significantly, making this one of
the most complex phases of flight the Martian aerobot will encounter. The aerobot must be
controlled similar to a multi-rotor in hover using the rotors for rotational and thrust control,
then gradually incorporate the aerodynamic control surfaces while rotating the front tilt-
rotors down, and finally end up operating like a conventional flying wing. The baseline
controller is well suited for the transition as it can easily adapt to both the configuration
and flight regime changes during the maneuver.
The state dependent Q(x) and R(x) matrices and control allocation settings, plim,
rlim, udes, Wu, and Wv, for the inner and outer control loops were found using a trial and
error process and are shown in Sections 5.3.2.1 and 5.3.2.2. All of the setting were kept
constant except for the pitch components of the outer loop control allocation. Initially,
during the transition the aerobot must pitch downward to increase speed. Then as its speed
increases the aerobot pitches back upward to its final horizontal flight pitch. The aerobot’s
desired pitch is output by the outer loop in the baseline controller and can be guided to a
desired pitch by parameterizing the pitch components of udes and Wu based on the dynamic
pressure, q¯ = 1/2ρV 2. The maximum tilt-rotor speed limit is set using a look up table based
on U and αT at a Mach number of 0.8.
Several different simulations were conducted to verify the performance of the base-
line controller with and without wind disturbance. The transition trajectories developed in
Section 5.2.1 were used as the desired inertial inputs to the outer loop.
5.3.2.1 Outer Loop Settings.
Q = diag(1, 1, 1.2, 1.2, 0, 0, 10−5, 10−5, .05)
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R = diag(5, 5, 5, 5, 5, 5)
plimL =
[
0 −2 −8 −20pi180 −20pi180 −45pi180
]T
plimU =
[
60 2 8 20pi180
20pi
180
45pi
180
]T
rlimL =
[
−2 −.5 −2 − 3pi180 − 5pi180 − 3pi180
]T
rlimU =
[
2 .5 2 3pi180
5pi
180
3pi
180
]T
udes =
[
0 0 0 0 .007q¯.5 0
]T
Wu = diag(0, 5000, 0, 5000, 525q¯, 5000)
Wv = diag(1, 1, 1, 1, 1, 1)
5.3.2.2 Inner Loop Settings.
Q = diag(3, 3, 3, 1, 1, 1, 0, 50, 50, 50, .01, .01, .01, .01, .01, .01)
R = diag(1, 1, 1, 1, 1, 1)
plimL =
[
0 1002 1002 1002 1002 −60pi180 −10pi180
]T
plimU =
[
pi
2 Ω
2
T iltmax
Ω2T iltmax 230
2 2302 60pi180
10pi
180
]T
rlimL =
[
−10pi180 −(2002) −(2002) −(1002) −(1002) −30pi180 −10pi180
]T
rlimU =
[
0 2002 2002 1002 1002 30pi180
10pi
180
]T
udes =
[
0 0 0 0 0 0
]T
Wu = diag(0, 0, 0, 0, 0, 0, 0)
Wv = diag(1, 1, 1, 1.5, 1.5, 1.5)
5.3.2.3 Transition Simulation A. The first transition simulation used the
Ps2NoDive trajectory which minimized
∫ 100
0 P
2
s dt. The aerobot initially starts at hover and
transitions to a final velocity of 50m/s and increases its altitude by 50 meters in 100 seconds.
Results are presented in Figures 5.14-5.20, and show the controller can successfully track
the predefined inertial trajectory.
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Figure 5.14: Transition Simulation A Inertial Velocity
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Figure 5.15: Transition Simulation A Inertial Position
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Figure 5.16: Transition Simulation A Body Velocity
125
5.3. BASELINE CONTROL SIMULATIONS
0 20 40 60 80 100 120
Time (s)
-2
-1
0
1
2
A
n
g
u
la
r 
V
el
o
ci
ty
 (
d
eg
/s
)
P Q R
(a) Angular Velocity
0 20 40 60 80 100 120
Time (s)
-2
-1
0
1
2
A
n
g
u
la
r 
V
el
o
ci
ty
 (
d
eg
/s
)
P − Pdes Q−Qdes R−Rdes
(b) Angular Velocity Error
Figure 5.17: Transition Simulation A Angular Velocity
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Figure 5.18: Transition Simulation A Euler Angles
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Figure 5.19: Transition Simulation A Rotor Speeds
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Figure 5.20: Transition Simulation A Hover Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation results shows the baseline controller performs very well and
successfully transitions the aerobot from hover to horizontal flight in the desired time. The
aerobot initially pitches downward to use the coaxial rotors to accelerate reaching a min-
imum pitch angle of about −12deg at 20 seconds. It then begins to pitch upward while
increasing speed and rotating the front tilt-rotors down. There is an interesting balance
during this time period. The aerobot wants to continue to pitch downward to use the coax-
ial rotors for forward thrust. However, while the aerobot is pitched downward and its speed
increases the drag increases substantially and a negative lift force is produced counteract-
ing the forward acceleration and climb. At around 80 seconds the aerobot actually has a
positive pitch value. While this slightly degrades the forward acceleration the wings begin
to produce positive lift reducing the thrust force required by the coaxial rotors to maintain
altitude.
At the end of the transition the X inertial position error is around 100 meters. This
is because the input trajectory was a desired inertial velocity trajectory, and any error in
velocity is integrated to produce position error. An inertial position error of 100 meters
when the aerobot is flying at 50m/s means the aerobot is roughly 2 seconds behind by
the end of the transition. However, this is not significant as the desire was to increase the
aerobot’s velocity during the transition.
The atmospheric conditions on Mars make it difficult to generate high amount of thrust
and thus the aerobot cannot accelerate fast which increases the transition time. Even with
a transition time of 100 seconds the rotors operate at or near their saturation limit of Mach
0.8.
Initially the aerodynamic control surfaces have little affect, but as the aerobot in-
creases speed they are utilized more. The tilt-rotors also take a significant amount of time
to rotate down to their end state, which interestingly is not φT = 0, where they are used for
both x and z thrust.
5.3.2.4 Transition Simulation B. The second transition simulation used the
Ps2V 2NoDive trajectory which minimized
∫ 100
0 P
2
s V
2dt. The aerobot initially starts at
hover and transitions to a final velocity of 50m/s and increases its altitude by 50 meters
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in 100 seconds. Results are presented in Figures 5.21-5.27, and show the controller can
successfully track the predefined inertial trajectory.
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Figure 5.21: Transition Simulation B Inertial Velocity
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Figure 5.22: Transition Simulation B Inertial Position
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Figure 5.23: Transition Simulation B Body Velocity
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Figure 5.24: Transition Simulation B Angular Velocity
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Figure 5.25: Transition Simulation B Euler Angles
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Figure 5.26: Transition Simulation B Rotor Speeds
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Figure 5.27: Transition Simulation B Hover Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation B results shows the baseline controller performs very well
and successfully transitions the aerobot from hover to horizontal flight in the desired time
and the results are very similar to those from transition simulation A. Two noticeable differ-
ences between the two simulations are how the tilt-rotors rotate down and the coaxial rotor
speeds during the transition. The tilt-rotors rotate down in a smoother fashion in simulation
A than in simulation B where the rotation is rather choppy as the rotors start and stop more
times.
The coaxial rotor speeds are greater during the faster altitude increase in simulation
B and lower later in the transition when compared to simulation A. The maximum coaxial
rotor speed is slight lower in simulation B than in simulation A while the average coaxial
rotor speed is slight higher in simulation B than in simulation A. Therefore more energy is
needed to perform the transition in simulation B, but it will have a lower maximum power
level during the transition maneuver. Either trajectory from simulation A or simulation B is
a viable transition trajectory depending on which is deemed more mission critical, energy
consumption or maximum power.
5.3.3 Wind. As discussed in Section 2.1.4 Mars has a windy environment which
will affect the performance of the aerobot while on the ground and during flight. Two
different transition simulations were conducted with wind disturbances, a constant velocity
case and a ten second gust case, to capture these effects and to test the robustness of the
baseline controller under unmodeled disturbances. With the absence of a Martian wind
turbulence model similar to the von Kármán or Dryden models used for Earth, the average
winds over Isidis Planitia, presented in Section 2.2, were used as a baseline for the wind
disturbances. Both wind simulations used the Ps2V 2NoDive trajectory which minimized∫ 100
0 P
2
s V
2dt.
5.3.3.1 Transition Simulation Constant Wind. The first wind simulation input
a constant wind velocity greater than the average wind velocities during the proposed mis-
sion operating time of local noon of [xw, yw, zw] = [4, 4, 0]m/s. The aerobot initially starts
at hover with a yaw angle ψ of 5◦ into the wind and transitions to a final velocity of 50m/s
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and increases its altitude by 50 meters in 100 seconds. Results are presented in Figures
5.28-5.34, and show the controller can successfully track the predefined inertial trajectory.
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Figure 5.28: Transition Simulation Constant Wind Inertial Velocity
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Figure 5.29: Transition Simulation Constant Wind Inertial Position
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Figure 5.30: Transition Simulation Constant Wind Body Velocity
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Figure 5.31: Transition Simulation Constant Wind Angular Velocity
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Figure 5.32: Transition Simulation Constant Wind Euler Angles
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Figure 5.33: Transition Simulation Constant Wind Rotor Speeds
132
CHAPTER 5. CONTROL DESIGN AND SIMULATIONS
0 50 100 150 200
Time (s)
-50
0
50
C
o
n
tr
o
l 
A
n
g
le
 (
D
eg
) δEl δAl
(a) Control Surfaces
0 50 100 150 200
Time (s)
0
20
40
60
80
100
T
il
t 
A
n
g
le
 (
D
eg
)
φT
(b) Tilt-Rotor Angle
Figure 5.34: Transition Simulation Constant Wind Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation results shows the baseline controller performs well with a
constant wind and successfully transitions the aerobot from hover to horizontal flight in
the desired time. The results are similar to those from transition simulation B simulation.
Noticeable differences between the two simulations include a lower pitch angle, a positive
roll angle φ at the end of the transition, larger rotor speeds, differential front tilt-rotor
speeds, and a faster rotation of the tilt-rotors.
5.3.3.2 Transition Simulation Wind Gust. The second wind simulation input
a ten second step gust disturbance of [xw, yw, zw] = [
√
50,
√
50, 0]m/s, over twice the average
wind velocity, in the middle of the transition period. The aerobot initially starts at hover and
transitions to a final velocity of 50m/s and increases its altitude by 50 meters in 100 seconds.
Results are presented in Figures 5.35-5.41, and show the controller can successfully track
the predefined inertial trajectory.
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Figure 5.35: Transition Simulation Wind Gust Inertial Velocity
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Figure 5.36: Transition Simulation Wind Gust Inertial Position
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Figure 5.37: Transition Simulation Wind Gust Body Velocity
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Figure 5.38: Transition Simulation Wind Gust Angular Velocity
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Figure 5.39: Transition Simulation Wind Gust Euler Angles
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Figure 5.40: Transition Simulation Wind Gust Rotor Speeds
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Figure 5.41: Transition Simulation Wind Gust Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation results shows baseline controller can successfully transition
the aerobot from hover to horizontal flight in the desired time with the simulated wind gust
disturbance. The results are similar to those from transition simulation B simulation. When
the gust disturbance occurs there is a large change in roll and the aerobot is blown off the
Y = 0 course. It begins to recover accounting for the gust disturbance, then when the gust
stops there is again a large change in roll. During the recovery the aerobot must use a
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combination of the coaxial rotors, tilt -rotors, and control surfaces for yaw and roll control.
There is a long period of time after the gust disturbance ended where the tilt-rotors stop
rotating down. This is due to the tilt-rotors slowing down after the gust ended and then
gradually increasing their speed.
5.3.4 Coaxial Cover Open/Close. Once the takeoff transition maneuver has been
completed, the coaxial cover must be closed, finalizing the horizontal flight configuration
change. Similarly, before the landing transition maneuver commences the coaxial cover
must be opened to allow for the coaxial rotors to generate lift. An opening/closing sim-
ulation was conducted to verify the baseline controller’s performance during these config-
uration changes. In the scenario, the top and bottom coaxial cover’s opening and closing
procedure was assumed to occur instantaneously. In line with this, the coaxial rotors were
assumed to power on and off instantaneously, coinciding with the opening and closing of
the cover’s.
In the scenario, the aerobot is flying in the open configuration at 50m/s. At 100s the
coaxial cover is closed and the aerobot is in the closed configuration. Then at 300s the
coaxial cover is opened and the aerobot is again in the open configuration. Results of the
simulation are presented in Figures 5.42-5.48.
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Figure 5.42: Coaxial Cover Open/Close Inertial Velocity
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Figure 5.43: Coaxial Cover Open/Close Inertial Position
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Figure 5.44: Coaxial Cover Open/Close Body Velocity
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Figure 5.45: Coaxial Cover Open/Close Angular Velocity
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Figure 5.46: Coaxial Cover Open/Close Euler Angles
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Figure 5.47: Coaxial Cover Open/Close Rotor Speeds
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Figure 5.48: Coaxial Cover Open/Close Control Surfaces and Tilt-Rotor Angle
As shown in Figures 5.42-5.48, the baseline controller is able to stabilize the aerobot
during both of the configuration changes. These configuration changes are essentially large
disturbances and highlight the advantages of using the SDRE control method, as well as
utilizing control allocation on the Martian aerobot.
When the coaxial cover opens/closes the aerodynamic forces acting on the aerobot
change significantly altering the inner loop’s A and B matrices. However, since the indi-
vidual components of these matrices are continually updated based on the states of the
aerobot, the controller can easily adapt to the configuration change. The lookup tables for
the aerobot’s stability and control derivatives can easily be switched between the open and
closed configuration. Therefore, neither the structure of the controller or the equations for
the individual components in the A and B matrices need to change, only which lookup table
to use.
Similarly, when the coaxial cover opens/closes there is no need to alter the control
allocation portion of the controller. Only the active control effectors for the current aerobot
configuration have to be selected. Then based on the control allocation weighting matrices
the desired control is distributed amongst the active control effectors.
The inherent flexibility and adaptability of the SDRE controller in conjunction with
control allocation make them an excellent choice for controlling the Martian aerobot.
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5.4 Horizontal Control Structure
The horizontal controller has a two-loop structure as shown in Figure 5.49. The outer
loop is a trajectory tracking controller, which follows a predefined reference trajectory in
space and time, and converts the desired inertial states into the desired body velocities and
orientation for input into the inner loop. The inner loop then converts the desired body
velocities and orientation to actuator commands for the aerobot. The inner loop utilizes
virtual control for the SDRE controller and then control allocation to allocate the actual
control commands while the outer loop uses conventional SDRE techniques.
Outer
Loop
SDRE
Integral
Servo
Inner
Loop
SDRE
Integral
Servo
Inner
Loop
Control
Allocation
Martian
Aerobot
Dynamics
xoutdes − eout uout − ein vin uin
+
xin
+
xout
Figure 5.49: Horizontal Control Structure
The horizontal flight equations are developed and then implemented in the outer loop
of the controller. The horizontal inner loop, which is similar to the baseline inner loop
controller developed in Section 5.1.1, is then developed. Two simulations were run with
this controller, a level flight with turns and an altitude change. Results of these simulations
are also presented in this section.
5.4.1 Horizontal Coordinated Flight. When the aerobot is in its horizontal flight
configuration the coaxial rotors are turned off and covered, the tilt-rotors are tilted forward,
and the aerobot flies like a airplane. When flying in this configuration it is desirable for the
aerobot to fly in coordinated flight, or zero sideslip, which helps to reduce drag, undesirable
aerodynamic structure loading, and is useful for the optical navigational guidance system
that will be on board the Martian aerobot.
The trajectory tracking controller aims to minimize the cross-track and along-track
error along a predefined trajectory while flying in coordinated flight. The cross-track and
along-track error and level coordinated turn equations are developed in this section, which
are then implemented in the outer loop path tracking SDRE controller. This method was
inspired by path tracking control for marine vehicles developed by Lekkas and Fossen (2014)
and was extended for aircraft control and the SDRE control method.
Consider a virtual aerobot flying along a continuous planar trajectory as shown in
Figure 5.50. At any point in time, the virtual aerobot’s inertial position is given by a =
(xt, yt), at which the trajectory frame is attached traveling with a total speed of Vt. The
x-axis of the trajectory frame is parallel to the trajectory tangent vector at point a and is
rotated by the trajectory tangent angle, λt, with respect to the MI frame. Assuming there is
no wind, the virtual aerobot’s velocity is given by
x˙t = Vt cos(λt), (5.51)
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Figure 5.50: Trajectory Frame with cross-track and along-track error
and
y˙t = Vt sin(λt). (5.52)
If the true aerobot is at point b = (X,Y ) on the plane, the inertial position error rotated
into the SF frame is then [
xe
ye
]
=
[
cos(λt) sin(λt)
− sin(λt) cos(λt)
][
X − xt
Y − yt
]
, (5.53)
where xe and ye are defined as the along-track and cross-track errors respectively. Equation
5.53 can be rewritten as
xe = (X − xt) cos(λt) + (Y − yt) sin(λt) (5.54)
and
ye = −(X − xt) sin(λt) + (Y − yt) cos(λt). (5.55)
The time-derivatives are then
x˙e = (X˙ − x˙t) cos(λt) + (Y˙ − y˙t) sin(λt) + λ˙tye (5.56)
and
y˙e = −(X˙ − x˙t) sin(λt) + (Y˙ − y˙t) cos(λt)− λ˙txe. (5.57)
Substituting in x˙t and y˙t from Equations 5.51 and 5.52 gives
x˙e = X˙ cos(λt) + Y˙ sin(λt) + λ˙tye − Vt (5.58)
and
y˙e = −X˙ sin(λt) + Y˙ cos(λt)− λ˙txe. (5.59)
140
CHAPTER 5. CONTROL DESIGN AND SIMULATIONS
The inertial velocities, X˙ and Y˙ , are replaced with the aerobot flight path equations,
X˙ = U cos(θ) cos(ψ) + V (sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ))
+W (cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ))
(5.60)
and
Y˙ = U cos(θ) sin(ψ) + V (sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ))
+W (cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ))
(5.61)
which leads to
x˙e = U cos(θ)(sin(ψ) sin(λt) + cos(λt) cos(ψ))
− V cos(φ)(sin(ψ) cos(λt)− cos(ψ) sin(λt))
+ V sin(φ) sin(θ)(sin(ψ) sin(λt) + cos(λt) cos(ψ))
+W sin(φ)(sin(ψ) cos(λt)− cos(ψ) sin(λt))
+W cos(φ) sin(θ)(sin(ψ) sin(λt) + cos(λt) cos(ψ))
+ λ˙tye − Vt
(5.62)
and
y˙e = U cos(θ)(sin(ψ) cos(λt)− cos(ψ) sin(λt))
+ V cos(φ)(sin(ψ) sin(λt) + cos(λt) cos(ψ))
+ V sin(φ) sin(θ)(sin(ψ) cos(λt)− cos(ψ) sin(λt))
+W sin(φ)(sin(ψ) sin(λt) + cos(λt) cos(ψ))
+W cos(φ) sin(θ)(sin(ψ) cos(λt)− cos(ψ) sin(λt))
− λ˙txe.
(5.63)
Remembering
sin(ψ − λt) = (sin(ψ) cos(λt)− cos(ψ) sin(λt))
cos(ψ − λt) = (sin(ψ) sin(λt) + cos(λt) cos(ψ))
(5.64)
and defining the heading error as
λe = ψ − λt (5.65)
reduces the equations to:
x˙e = U cos(θ) cos(λe) + V (sin(θ) sin(φ) cos(λe)− cos(φ) sin(λe))
+W (sin(θ) cos(φ) cos(λe) + sin(φ) sin(λe)) + λ˙tye − Vt
(5.66)
and
y˙e = U cos(θ) sin(λe) + V (sin(θ) sin(φ) sin(λe) + cos(φ) cos(λe))
+W (sin(θ) cos(φ) sin(λe)− sin(φ) cos(λe))− λ˙txe
(5.67)
The state-dependent terms, sin(λe) and cos(λe), cannot be factored directly to capture the
their dependance on the heading error. However, the heading error state, λe, can be pulled
out by defining
sin(λe) = λe
sin(λe)
λe
= λeSλe (5.68)
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and
cos(λe) = λe
(cos(λe)− 1)
λe
+ 1 = λeCλe + 1 (5.69)
Inputting these into Equations 5.66 and 5.67 yeilds
x˙e = λe (U cos(θ)Cλe + V (sin(θ) sin(φ)Cλe − cos(φ)Sλe)
+ W (sin(θ) cos(φ)Cλe + sin(φ)Sλe))
+ U cos(θ) + V sin(θ) sin(φ) +W sin(θ) cos(φ) + λ˙tye − Vt
(5.70)
and
y˙e = λe (U cos(θ)Sλe + V (cos(φ)Cλe + sin(θ) sin(φ)Sλe)
+ W (sin(θ) cos(φ)Sλe − sin(φ)Cλe))
+ V cos(φ)−W sin(φ)− λ˙txe.
(5.71)
Equations 5.70 and 5.71 are the along-track and cross-track rate equations used in the
trajectory tracking controller. The heading error rate equation is calculated by taking the
time-derivative of Equation 5.65.
λ˙e = ψ˙ − λ˙t (5.72)
Replacing the yaw rate with Equation 3.29b for a coordinated level turn gives
λ˙e =
g cos(θ) tan(φ)
VT
− λ˙t, (5.73)
where λ˙t is the desired heading rate precomputed for the generated trajectory. The objective
of the controller is to drive these errors to zero such that b − a = 0. To ensure the aerobot
is flying at a constant altitude the inertial altitude rate is also brought in,
Z˙ = −U sin(θ) + V sin(φ) cos(θ) +W cos(φ) cos(θ). (5.74)
Equations 5.70, 5.71, 5.73, and 5.74 complete the model for the trajectory tracking con-
troller. The next section explains how they are put into into state-dependent coefficient
form and implemented in the outer loop controller.
5.4.2 Outer Loop. The outer loop controller inputs the desired inertial position
and calculates the desired body velocities, U , V , and W , and Euler angles, φ and θ, for use
in the inner loop. The equations are of the format
x˙out = fout(xout) + gout(xout, uout) (5.75)
where
xout =
[
xe ye Z λe
]T
, (5.76)
x˙out =
[
x˙e y˙e Z˙ λ˙e
]T
, (5.77)
and
uout =
[
U V W φ θ
]T
. (5.78)
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During coordinated flight the desired y body velocity, V , is zero, enabling it to be removed
from the outer loop controller and input directly into the inner loop. The outer loop control
vector is then
uout =
[
U W φ θ
]T
. (5.79)
gout is highly nonlinear and can be approximated with a first order Taylor series. Linearizing
gout around u0 gives,
gout(xout, uout) ≈ gout(xout, uout0) +
∂gout
∂uout
(xoutuout0) · (uout − uout0) (5.80)
setting
Sout = gout(xout, uout0)−
∂gout
∂uout
(xout, uout0)uout0 (5.81)
and
Bout =
∂gout
∂uout
(uout0) (5.82)
gives
gout ≈ Sout +Boutuout. (5.83)
Sout are bias terms not deponent on the states which can be absorbed by adding an addi-
tional state, Sout, with stable dynamics,
S˙out = −λSoutSout. (5.84)
With the addition of three integral states the state matrix becomes
xout =
[
xe ye Z λe xeI yeI ZI Sout
]T
(5.85)
The state-dependent matrices Aout(xout) and Bout for the outer loop controller are given in
Appendix F.3.
5.4.3 Inner Loop. The inner loop controls the body velocities, U , V , W , angular
velocities, P , Q, R, and Euler angles, φ, θ from Equations 4.135-4.139 and is similar to the
inner loop controller developed in Section 5.1.1. One difference between the two controllers
is which control effectors are active. When the aerobot is flying in horizontal coordinated
flight the coaxial rotors are turned off with the center cover closed and the tilt-rotors are
locked in the forward position with φT = 0. The remaining active control effectors are
the tilt-rotor speed, and control surfaces. Since the aerobot does not have any rudder,
differential thrust between the left and right rotors is used for yaw control.
Due to these differences the inner loop could be redeveloped using only the active
control effectors. However, this is unnecessary, because the baseline inner loop controller
utilized virtual control with control allocation,
x˙in = Ain(xin)xin +Bvinvin, (5.86)
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The non-active control effectors can be "shut off" by changing the position and rate limits for
the controls during the control allocation calculation. The yaw angle, ψ, control is removed
from the inner loop as it is now controlled in the outer loop. Resulting in the horizontal
inner state vector
xin =
[
U V W P Q R Sin φ θ UI VI WI φI θI
]T
.
These are the only changes necessary between the baseline inner loop and the horizontal
inner loop controllers. Which amounts to slightly changing Ain(xin) and Bvin and the set-
tings for calculating uin during the control allocation calculation. The new Ain(xin) matrix
is given in Appendix F.4 and the new Bvinbecomes,
Bvin =
[
I6x6
08x6
]
. (5.87)
The Bin(xin) and gin(xin, uin0) matrices do not need to be modified from the baseline inner
loop given in Appendix F.1.
5.5 Horizontal Control Simulations
The horizontal controller is used when the Martian aerobot is in the horizontal flight
configuration with the coaxial rotors turned off and covered and the tilt-rotors tilted for-
ward. While the horizontal controller was derived assuming constant altitude, it can also
be used to control an altitude change. Two simulations were conducted to validate the con-
troller; a constant altitude with coordinated turns scenario, and an altitude change scenario.
The state dependent Q(x) and R(x) matrices for the outer control loop and the state
dependent Q(x) and R(x) matrices and control allocation settings, plim, rlim, udes, Wu,
and Wv, for the inner loop were found using a trial and error process and are shown in
Sections 5.5.1 and 5.5.2. All of the setting were kept constant during the horizontal control
simulations. The maximum tilt-rotor speed limit is set using a look up table based on U and
αT at a Mach number of 0.8. The control and control allocation settings were the same for
both simulations.
5.5.1 Outer Loop Settings.
Q = diag(10, 10, 1, 1, 2, 2, .01, 0)
R = diag(200, 1000, 40000, 80000)
5.5.2 Inner Loop Settings.
Q = diag(3, 3, 3, 1, 1, 1, 0, 50, 50, .01, .01, .01, .01, .01)
R = diag(1, 1, 1, 1, 1, 1)
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plimL =
[
0 1002 1002 0 0 −60pi180 −10pi180
]T
plimU =
[
0 Ω2T iltmax Ω
2
T iltmax
0 0 60pi180
10pi
180
]T
rlimL =
[
0 −(2002) −(2002) 0 0 −30pi180 −10pi180
]T
rlimU =
[
0 2002 2002 0 0 30pi180
10pi
180
]T
udes =
[
0 0 0 0 0 0
]T
Wu = diag(0, 0, 0, 0, 0, 0, 0)
Wv = diag(1, 1, 1, 10, 10, 10)
5.5.3 Constant Altitude Coordinated Turns. In the first horizontal control simula-
tion the aerobot tries to follow a predefined virtual trajectory that contains turns in space
and time. The aerobot is initially flying at an altitude of 1km and trimmed at a velocity of
50m/s and conducts two coordinated turns, a 3km left hand turn and a 5km right hand turn,
during the simulation. The aerobot must maintain constant speed and altitude throughout
the course of the simulation. Results are presented in Figures 5.52-5.56, and show the
horizontal controller can successfully track the predefined virtual trajectory.
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Figure 5.51: Constant Altitude Coordinated Turns Inertial Position
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Figure 5.52: Constant Altitude Coordinated Turns Body Velocity
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Figure 5.53: Constant Altitude Coordinated Turns Angular Velocity
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Figure 5.54: Constant Altitude Coordinated Turns Euler Angles
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Figure 5.55: Constant Altitude Coordinated Turns Rotor Speeds
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Figure 5.56: Constant Altitude Coordinated Turns Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation results one can see it is much easier to control the aerobot
when it is in its horizontal flight configuration as it operates in more of a steady state
condition than during the transition. The aerobot tracks the desired virtual trajectory very
well and only deviates entering and exiting the turns. In fact, the inertial position error is
within ±1m of the desired trajectory over the course of the simulation.
The aerobot does not have a rudder for yaw control, and instead uses differential
thrust between the left and right tilts-rotors which is evident during the coordinated turning
maneuvers. The controller keeps the aerobot very near coordinated flight with the maxi-
mum sideslip angle, β, of under 0.3◦occurring during the 3 kilometer left hand turn. In the
SDRE factorization of the V body velocity in the inner loop developed in Section 5.1.1, the
tilt-rotors do not control the V body velocity. However, a differential thrust in the tilt-rotors
while flying in the horizontal configuration produces a change in the V body velocity which
the horizontal controller tries to overcome, but cannot completely drive to zero. The aer-
obot is also slightly off in the desired heading, λt, during the turns which contributes to the
nonzero sideslip angle.
5.5.4 Altitude Change. In the second horizontal control simulation the aerobot
tries to follow a predefined virtual trajectory that contains an altitude increase in space and
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time. The aerobot is initially flying at an altitude of 50m and trimmed at a velocity of 50m/s.
It then climbs to the final mission altitude of 1km in 300s, a rather aggressive climb rate
almost saturating the tilt-rotors. The aerobot tries to maintain constant speed during the
course of the simulation. Results of the simulation are presented in Figures 5.57-5.62, and
show the controller can successfully track the predefined climb trajectory.
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Figure 5.57: Altitude Increase Inertial Position
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Figure 5.58: Altitude Increase Body Velocity
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Figure 5.59: Altitude Increase Angular Velocity
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Figure 5.60: Altitude Increase Euler Angles
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Figure 5.61: Altitude Increase Rotor Speeds
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Figure 5.62: Altitude Increase Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation results shows the horizontal controller performs very well
and successfully tracks the altitude increase trajectory. The aerobot must increase both pitch
and tilt-rotor thrust during the altitude increase maneuver. After the maneuver is complete
the aerobot settles at a higher pitch angle and lower thrust value due to the decrease in
atmospheric pressure at the higher mission altitude.
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5.6 Landing Control Structure
In order for the aerobot to land it must smoothly transition from its horizontal flight
velocity of 50m/s to an ending velocity of 0m/s at a predetermined landing location on
Mars. This problem is inherently more difficult than the transition from hover to horizontal
flight during takeoff because it requires controlling both inertial velocity and position during
the landing.
The controller developed for landing the aerobot has a three-loop structure as shown
in Figure 5.63. The outer loop inputs the desired landing inertial position trajectory pre-
defined in space and time and outputs the Euler angles needed to follow the trajectory.
The middle loop inputs the desired Euler angles from the outer loop as well as the desired
landing inertial position trajectory input into the outer loop and outputs the desired body
and angular velocities. Therefore, uout contains both the desired Euler angles and the de-
sired inertial position. The inner loop utilizes virtual control for the SDRE controller and
then control allocation to allocate the actual control commands while the outer loop uses
conventional SDRE techniques.
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Figure 5.63: Landing Control Structure
The following sections develop each of the three loops in the landing controller.
5.6.1 Outer Loop. The outer loop uses the X and Y inertial acceleration equations
developed in Section 5.1.2,
X¨ =
(Fxthrust + Fxaero)
m
cos(θ) cos(ψ)
+
(Fythrust + Fyaero)
m
(sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ))
+
(Fzthrust + Fzaero)
m
(cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ)),
(5.88)
and
Y¨ =
(Fxthrust + Fxaero)
m
cos(θ) sin(ψ)
+
(Fythrust + Fyaero)
m
(sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ))
+
(Fzthrust + Fzaero)
m
(cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ)),
(5.89)
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which are of the format
x˙out = fout(xout) + gout(xout, uout) (5.90)
where
xout =
[
X˙ Y˙
]T
, (5.91)
x˙out =
[
X¨ Y¨
]T
, (5.92)
and
uout =
[
φ θ ψ
]T
. (5.93)
The states, xout, do not show up in Equations 5.88 and 5.89, and therefore, fout(xout) = 0.
gout is highly nonlinear in the controls and can be approximated with a first order Taylor
series. Linearizing gout around u0 gives,
gout(xout, uout) ≈ gout(xout, uout0) +
∂gout
∂uout
(xoutuout0) · (uout − uout0) (5.94)
setting
Sout = gout(xout, uout0)−
∂gout
∂uout
(xout, uout0)uout0 (5.95)
and
Bout =
∂gout
∂uout
(uout0) (5.96)
gives
x˙out ≈ Sout +Boutuout. (5.97)
Sout are bias terms not deponent on the states which can be absorbed by adding an addi-
tional state, Sout, with stable dynamics,
S˙out = −λSoutSout. (5.98)
Inertial postion and integral states, X, Y , XI , and YI , are also added to control the
aerobot’s inertial position resulting in the final outer loop states,
xout =
[
X˙ Y˙ X Y Sout XI YI
]T
, (5.99)
The outer loop model is then
x˙out = Aout(xout)xout +Boutuout (5.100)
where Sout is inside Aout(xout). The state-dependent matrices Aout(xout) and Bout for the
outer loop controller are given in Appendix F.2.
5.6.2 Middle Loop. The middle loop uses the X, Y , and Z inertial velocity equa-
tions and the Euler rate equations developed in Section 4.8,
φ˙ = P +Q sin(φ) tan(θ) +R cos(φ) tan(θ) (5.101)
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θ˙ = Q cos(φ)−R sin(φ) (5.102)
ψ˙ = Q
sin(φ)
cos(θ)
+R
cos(φ)
cos(θ)
(5.103)
X˙ = U cos(θ) cos(ψ) + V (sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ))
+W (cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ))
(5.104)
Y˙ = U cos(θ) sin(ψ) + V (sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ))
+W (cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ))
(5.105)
and
Z˙ = −U sin(θ) + V sin(φ) cos(θ) +W cos(φ) cos(θ) (5.106)
These equations can be transformed directly into the SDC form by setting the inertial posi-
tion and Euler angels,
xmid =
[
X Y Z φ θ ψ
]T
, (5.107)
as the state vector and selecting the body and angular velocities,
umid =
[
U V W P Q R
]T
, (5.108)
for the control vector. The choice of Euler angles as states in the middle loop removes
the need for a Taylor series approximation previously used on the Euler rate equations in
Section 5.1.2 and simplifies building the state-dependent matrices for the controller. Six
integral states are added for better tracking performance changing the state vector to,
xmid =
[
X Y Z φ θ ψ XI YI ZI φI θI ψI
]T
. (5.109)
In SDC form the middle loop model is simply,
x˙mid = Amid(xmid)xmid +Bmid(xmid)umid (5.110)
where the state-dependent matrices Amid(xmid) and Bmid(xmid) for the middle loop con-
troller are given in Appendix F.6.
5.6.3 Inner Loop. The inner loop controls the body velocities, U , V , W , and
angular velocities, P , Q, R, from Equations 4.135-4.134 and is similar to the inner loop
controller developed in Sections 5.1.1 with the three Euler rate equations removed, as they
are now controlled in the middle loop of the controller. Utilizing the baseline inner loop
controller with a virtual controller and control allocation,
x˙in = Ain(xin)xin +Bvinvin. (5.111)
With the Euler angles removed the horizontal inner state vector becomes,
xin =
[
U V W P Q R Sin UI VI WI PI QI RI
]T
.
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The new state-dependent Ain(xin) matrix is given in Appendix F.7 and the new Bvin be-
comes,
Bvin =
[
I6x6
07x6
]
. (5.112)
The Bin(xin) and gin(xin, uin0) matrices do not need to be modified from the baseline inner
loop given in Appendix F.1.
5.7 Landing Control Simulation
The landing controller is used to transition the aerobot from horizontal flight to hover.
During this transition, both the aerobot’s configuration and flight regime change signifi-
cantly, and similar to the takeoff transition, this is one of the most complex phases of flight
the Martian aerobot encounters. Initially the aerobot flies as a conventional flying wing us-
ing the aerodynamic control surfaces for control, then the front tilt-rotors are slowly tilted
down and the reliance on the aerodynamic control surface is reduced with the primary
control shifting to the coaxial and tilt-rotors for rotational and thrust control. The landing
controller is well suited for the transition as it can easily adapt to both the configuration
and flight regime changes during the maneuver. Once the tilt-rotors have completed their
rotation to the vertical position, φT = pi2 , the controller is switched to the hover controller
described in Section 5.3.1.
The state dependent Q(x) and R(x) matrices for the outer and middle control loops
and the state dependent Q(x) and R(x) matrices and control allocation settings, plim, rlim,
udes, Wu, and Wv, for the inner loop were found using a trial and error process and are
shown in Sections 5.7.1-5.7.3. It was found that parameterizing several of the control and
control allocation settings based on the dynamic pressure, q¯, improved the performance of
the controller during the landing maneuver. These included several of the Q(x) values in
all three control loops as well as the tilt-rotor angle and control surface rate limits in the
control allocation settings of the inner loop. The maximum tilt-rotor speed limit is set using
a look up table based on U and αT at a Mach number of 0.8.
5.7.1 Outer Loop Settings.
Q = diag(0, 0, 0, 6000, 6000, q6,6, q7,7)
q6,6 = q7,7 = −0.02875q¯.5 + .125
R = diag(200000, 100000, 200000)
5.7.2 Middle Loop Settings.
Q = diag(1, 1, 1, 10, 10, 10, q7,7, q8,8, .003, 1, 1, 1)
where
q7,7 = q8,8 = −1.15q¯.5 + 8
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R = diag(1, 1, 1, 1, 1, 1)
5.7.3 Inner Loop Settings.
Q = diag(q1,1, q2,2, q3,3, 10, 10, 10, 0, q8,8, q9,9, q10,10, 1, 1, 1)
where
q1,1 = q2,2 = −4.5q¯.5 + 40
q3,3 = −18.5q¯.5 + 100
q8,8 = q9,9 = .2q¯
.5 + 1
q10,10 = 1.6q¯
.5 + 8
R = diag(1, 1, 1, 1, 1, 1)
plimL =
[
0 1002 1002 1002 1002 −60pi180 −10pi180
]T
plimU =
[
pi
2 Ω
2
T iltmax
Ω2T iltmax 230
2 2302 60pi180
10pi
180
]T
rlimL =
[
0 −(2002) −(2002) −(1002) −(1002) − pi180 q¯.5 − pi180 q¯.5
]T
rlimU =
[
0.345pi
180 q¯
.5 2002 2002 1002 1002 pi180 q¯
.5 pi
180 q¯
.5
]T
udes =
[
pi
2 0 0 0 0 0
]T
Wu = diag(10
8, 0, 0, 0, 0, 107, 108)
Wv = diag(1, 1, 1, 5, 5, 5)
5.7.4 Landing Transition. In the landing transition simulation the aerobot is ini-
tially flying at an altitude of 50m and trimmed at a velocity of 50m/s with the center coaxial
rotors open and operating. The aerobot tracks the predefined inertial position trajectories
and ends in the hover state 3km downrange at an altitude of 20m in 115 seconds. Thus the
final conditions are [X,Y, Z] = [3000, 0,−20]m with [X˙, Y˙ , Z˙] = [0, 0, 0]. In the scenario the
aerobot does not descend completely to the ground, but rather ends in the hover state at a
low altitude to account for any changes in the desired landing position on the Martian sur-
face. Results of the simulation are presented in Figures 5.64-5.70, and show the controller
can successfully track the predefined inertial position trajectories.
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Figure 5.64: Landing Inertial Velocity
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Figure 5.65: Landing Inertial Position
0 50 100 150 200
Time (s)
0
10
20
30
40
50
B
o
d
y
 V
el
o
ci
ty
 (
m
/s
) U V W
(a) Body Velocity
0 50 100 150 200
Time (s)
-2
-1
0
1
2
B
o
d
y
 V
el
o
ci
ty
 (
m
/s
) U − Udes V − Vdes W −Wdes
(b) Body Velocity Error
Figure 5.66: Landing Body Velocity
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Figure 5.67: Landing Angular Velocity
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Figure 5.68: Landing Euler Angles
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Figure 5.69: Landing Rotor Speed
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Figure 5.70: Landing Control Surfaces and Tilt-Rotor Angle
Inspecting the simulation results shows the landing controller performs well and suc-
cessfully tracks the predefined inertial position trajectories. To decelerate the aerobot pitches
upward, rotating the coaxial thrust vector backward away from the direction of motion,
which also increases the drag force helping to slow the aerobot. While the pitch up maneu-
ver reduces the aerobot’s forward velocity it also causes an initial increase in altitude, which
the controller must account for if a descent is required during the landing transition. During
the maneuver the coaxial and tilt-rotor speeds are initially reduced, to lower the forward
thrust, and then gradually increase to their final hover steady state rotor speeds.
The aerobot stays at the higher pitch value during the descent and deceleration until
the tilt-rotors are in their vertical position and the controller is switched to the hover con-
troller. During this time the aerobot tracks the inertial position extremely well. When the
tilt-rotors reach φT = 90deg the controller is switched and the aerobot pitches downward to
the hover steady state value. After the controller switch the aerobot slightly overshoots the
desired 3km downrange hover position before settling on the steady state value.
5.8 Summary
In this chapter three different mulit-loop SDRE controllers were designed and inves-
tigated to demonstrate the flexibility of SDRE controllers focusing on the trajectory tracker
and autopilot portions of the control system. Each controller used a SDRE integral ser-
vomechanism in conjunction with control allocation to control the aerobot in the inner loop.
The outer loop/loops tracked desired inertial trajectories and output the desired commands
to the inner loop. A baseline control structure was developed first and used to control the
aerobot during hover and the takeoff transition. The baseline structure was then modified
slightly for the horizontal flight and landing transition controllers, where the baseline inner
loop was the starting point for the two other controllers.
The Martian aerobot’s desired orientation required to successfully perform the takeoff
transition can be calculated in real time by incorporating both the body and inertial ac-
celeration equations into the SDRE controller. This approach is vastly different than other
tilt-rotor aircraft where the pitch angle is kept at or near zero during the takeoff transition.
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Minimum specific power polynomial transition trajectories were developed for the
takeoff transition between vertical and horizontal flight. These trajectories used the connec-
tion between an object’s velocity and acceleration to shift the acceleration to lower velocities
during the transition.
A 6DoF Simulinkr model was constructed using the complete nonlinear aerobot model
developed in Chapter 4 to validate each of the three SDRE controllers. Simulations for
different flight scenarios covering the aerobot’s flight envelope were conducted using the
Simulinkr model. The flight scenarios included a hover position change, several takeoff
transitions with and without wind disturbances, opening and closing of the coaxial cover,
constant altitude coordinated turns, altitude change, and landing transition. The simulation
results show the three SDRE controllers are viable for use on the new Y4TR Martian aerobot.
They also help show how the flight concept of operations must be different for an
aerobot operating on Mars rather than on Earth. One of the biggest insights gained from
conducting the different flight scenarios was the difficulty of accelerating and decelerating
the aerobot in the low density Martian atmosphere, thus causing the takeoff and landing
transitions to take a significant amount of time. This difficulty is partially due to the choice
of propellers/rotors for propulsion and their inherent low thrust capability, however it does
not explain the challenge of decelerating the aerobot. The thin Martian atmosphere is not
dense enough to produce a significant mount of drag force to slow the aerobot quickly. Thus,
due to these physical constraints the aerobot cannot make quick maneuvers, which implies
much of the aerobot’s flight operations must be planned ahead of time.
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6. Conclusions
This chapter summarizes the completed work and draws conclusions from the presented re-
search. Areas in which further research is needed are noted including design considerations
and recommendations based on the research findings.
6.1 Thesis Summary
Chapter 1 presented the motivation for Y4TR Martian aerobot, background on the
Martian aerobot program at SSC, aims and objectives, research novelty, and document struc-
ture.
Chapter 2 contained the literature review and began with a brief overview of the
mission profile and Martian operating environment. The global Martian environment was
presented first, followed by an in-depth look at the conditions at the proposed landing site of
Isidis Planitia. A review of previous Martian aerobot concepts was then conducted focusing
on fixed-wing and rotary-wing aerobots. Multi-rotors and terrestrial tilt-rotor aircraft were
then explained and reviewed. Current methods of controlling tilt-rotor aircraft during the
transition phases of flight were examined followed by a thorough review of SDRE control
methods. Finally, control allocation and specifically the WLS method was reviewed.
Chapter 3 outlined the methods and techniques used to design the novel Y4TR Mar-
tian aerobot and the rationale behind critical design choices were presented. The vehi-
cle was described in detail, including the aerobot’s structural layout and configuration, the
propulsion system, power system, thermal management system, payload, flight control strat-
egy, communication system, and mass budget.
Chapter 4 developed the coordinates systems and models needed to describe the aer-
obot’s 6DoF motion in the Martian environment. First, the coordinate systems used to de-
velop the models of the Martian aerobot was defined. The Martian gravity and atmosphere
models were then presented. Next, the mass model and inertia tensors for the coaxial ro-
tors, tilt-rotors, and complete aerobot were developed accounting for the tilting of the front
tilt-rotors. A high-fidelity nonlinear 6DoF dynamic model was derived describing the rota-
tional and translational dynamics of the aerobot, built up from the rotating tilt-rotors and
coaxial rotors. The kinematic and flight path equations were also presented.
Aerodynamic models of the aerobot, coaxial rotors, and tilt-rotors were developed.
The aerobot’s body was modeled with XFLR5 using a 3D panel method. The tilt-rotors were
modeled using BEMT with a linear inflow model to account for the increase in the advancing
rotor Mach number and the coaxial rotors were modeled with CROTOR. The effects of the
high blade Mach numbers and low blade Reynolds numbers are accounted for in the model.
The final aerodynamic models for the coaxial and tilt-rotors were transformed into a suitable
format for easy implementation into the SDRE controller.
Finally, all of the models were combined to form a complete model of the Martian
aerobot consisting of twelve nonlinear differential equations suitable for use in all phases
of flight. The differential equations were transformed into a format that can be directly
factored into the SDC form required by the SDRE control method.
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Chapter 5 developed a new nonlinear SDRE control and navigation architecture for
the Martian aerobot. Three different mulit-loop SDRE controllers were designed and inves-
tigated to demonstrate the flexibility of SDRE controllers focusing on the trajectory tracker
and autopilot portions of the control system. Each controller used a SDRE integral ser-
vomechanism in conjunction with control allocation to control the aerobot in the inner loop.
The outer loop/loops tracked desired inertial trajectories and output the desired commands
to the inner loop. A baseline control structure was developed first and used to control the
aerobot during hover and the takeoff transition. The baseline structure was then modified
slightly for the horizontal flight and landing transition controllers, where the baseline inner
loop was the starting point for the two other controllers.
It was shown that the Martian aerobot’s desired orientation needed to successfully
perform the takeoff transition could be calculated in real time by incorporating both the
body and inertial acceleration equations into the SDRE controller. This approach is vastly
different than other tilt-rotor aircraft where the pitch angle is kept at or near zero during
the takeoff transition.
Polynomial transition trajectories were developed by minimizing specific power over
the transition time interval for the takeoff transition between vertical and horizontal flight.
These trajectories used the connection between an object’s velocity and acceleration to shift
the acceleration to lower velocities during the transition.
A 6DoF Simulinkr model was constructed using the complete nonlinear aerobot model
developed in Chapter 4 to validate each of the three SDRE controllers. Simulations for
different flight scenarios covering the aerobot’s flight envelope were conducted using the
Simulinkr model. The flight scenarios included a hover position change, several takeoff
transitions with and without wind disturbances, opening and closing of the coaxial cover,
constant altitude coordinated turns, altitude change, and landing transition. The simulation
results show the three SDRE controllers are viable for use on the Martian aerobot.
6.2 Discussion of Research
6.2.1 System Design. One question to ask after designing the Martian aerobot in
Chapter 3 and examining its performance in simulation in Chapter 5 is, should anything
be changed or updated in the derived requirements from the previous SSC Martian aerobot
investigations presented in Section 1.2? The two most obvious are the payload mass and
proposed mission profile. First, the 3kg payload design goal is examined. As the Martian
aerobot’s mission is a planetary science/exploration mission it is desirable to carry as much
useful payload as possible to maximize the mission’s scientific return. Currently, with a 3kg
payload, only 12% of the aerobot’s overall mass is used for the primary mission, and as
shown in Section 3.9 there is very little margin in the aerobot’s mass budget which suggests
the vehicle is right on the edge of being achievable. Thus, increasing the payload mass and
keep a total mass of 25kg is not practical. Therefore if the payload were to be increased
the aerobot would have to be larger increasing the total mass and the design would likely
stay very near the achievable/not-achievable line. Similarly, if the payload mass were to
be decreased and the total mass was reduced proportionally the design would stay on the
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same line. If, however, the total mass was not reduced then there would be more margin
in the mass budget giving a better chance of success. Unfortunately this further reduces an
already low payload fraction for the vehicle.
The second item to examine is the proposed mission profile of climbing to one kilome-
ter and traversing 100km during each of the proposed ten flights. Operating under nominal
conditions the Martian aerobot will be more than capable of flying 100km on each flight
and there is no apparent reason to change the distance requirement. Depending on the
specific science/exploration mission objectives the one kilometer mission altitude could be
reduced. Climbing flight takes a significant of time and energy in the Martian atmosphere
flight conditions. Reducing the mission altitude will increase the time spent at mission alti-
tude during each flight and reduce the amount of energy needed to conduct the horizontal
flight altitude chance. However, it would not reduce the energy requirement during the
takeoff and landing transitions. Decreasing the nominal mission altitude would also reduce
how much of the Martian surface could be seen by sensors by reducing the their footprint.
6.2.2 Aerobot Control. Chapter 5 developed the nonlinear control structure for the
aerobot using SDRE methods. The SDRE method was shown to be a viable method to control
the Martian aerobot during each of the phases of flight, but it may not be the best solution
for all cases. SDRE control has a higher computational cost than modern linear control
methods such as PID, LQR, and H∞, and it is more challenging to tune the controller to the
desired performance than the linear methods. A more complex control method should not
be used when a simpler method is sufficient. The SDRE control method is most useful to
use during the highly nonlinear takeoff and landing phases of flight when both the aerobot’s
configuration and flight regime are changing. When the aerobot is operating in the hover
and horizontal flight phases a simpler linear control method could be used, as there is a rich
history of successfully using linear control with multi-rotors and airplanes.
The developed SDRE controller used full state feedback control where sensor and
actuator noise was assumed to be zero. In reality sensors and actuators are not perfect
systems and there will be some level of noise and uncertainty in any measurements. The
aerobot will require a state observer to convert the raw sensor measurements into estimates
of the states needed for the SDRE controller reducing the impact of any noise in the raw
measurements.
Euler angles were used to developed the kinematics equations relating the body and
inertial frames in the SDRE controller. Euler angles are not the only attitude variables
that can be used to relate the orientation of two reference frames. It is common to use
quaternions, shown in Equation 6.1, rather than Euler angles for many satellite attitude
dynamics applications, as quaternions eliminate the kinematic singularity that occurs when
pitch, θ, approaches pi/2.
˙¯q =
1
2
[
q× + q41
−qT
]
~ω (6.1)
One advantage of using quaternions in the SDRE controller is the absence of trigono-
metric functions in Equation 6.1, eliminating the need to account for the state dependency
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of the Euler angles within the trigonometric functions as the quaternions can be factored
directly. This factorization, however, becomes more challenging with the use quaternions
as the physical understanding of the Euler angles is lost adding an unnecessary difficulty.
Another factor to consider when deciding which kinematic equations to use is if the Martian
aerobot will operate at or near the kinematic singularity. During nominal flight, both ver-
tical and horizontal, the Martian aerobot will operate close to a pitch of zero where Euler
angles work very well. Even during the pitching maneuvers that occur during the takeoff
and landing transitions the pitch angle is well below pi/4. For these reasons quaternions are
not the better choice for describing the kinematics.
6.2.3 Other Observations. Before this research was conducted many of the top level
challenges of designing a vehicle to fly on Mars were known, such as the lower atmospheric
pressure and cold environment, as well as the low Reynolds number high Mach number
flight regimes. This research extended that knowledge further by developing a vehicle that
could fly in those challenging conditions, and then examined how they affected the mission
operations of the vehicle. Up until now the specific flight paths and mission operation
profiles for a VTOL Martian aerobot have never been extensively examined.
The lower atmospheric pressure reduces the amount of trust the rotors can produce.
The lower speed of sound restricts the operating speed of the rotors. Combined these two
factors substantially reduce the propulsion system’s capability to generate thrust. This in
turn means the aerobot cannot accelerate quickly, thus it requires a significant amount of
time to reach nominal operational speeds. The lower thrust generation also reduces the
aerobot’s climb rate capability. It was shown in Section 2.1.2 how the reduced Martian
gravity increased the turning radius of level turns. This suggests the Martian aerobot can
not be as maneuverable as Earth based flight vehicles. Which in turn means its flight path
must be predetermined rather than real-time responsive.
The more in-depth analysis further highlighted the challenges of flying on Mars, but
also showed it is feasible to design a Y4TR VTOL aerobot for Martian exploration. The
research showed that structure and battery mass are substantial for the aerobot and are ripe
areas for potential mass saving. Energy usage during vertical flight, and the takeoff and
landing transitions is substantial and time spent in these flight phases should be minimized.
The Y4TR Martian aerobot is a more robust design than the previous SSC Martian aerobots
and a step forward for planetary aerobots.
6.3 Assessment of Objectives
As presented in Chapter 1, the overall aim of this research was:
To advance the development of the Surrey Space Centre’s Martian aerobot program fur-
ther into its design cycle.
Four main research objectives were derived from this aim. The following is an assess-
ment of the work in regards to accomplishing the aim and objectives of this research.
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• The first objective of the research was to update the system design of the current Mar-
tian aerobot based on the lessons learned and recommendations from the previous
SSC Martian aerobot studies. After a critical assessment of the previous SSC Mar-
tian aerobots, namely MASSIVA, Halcyon, and Hyperion, the design of a novel Y4TR
Martian aerobot was developed in Chapter 3. The focus was on the design of the aer-
obot’s body, propulsion system, including rotor design and motor/ESCs selection, and
power systems. Other systems looked at in less depth include the structure, thermal
management system, payload, and communication system.
• The second objective was to derive a detailed non-linear 6DoF model of the Martian
aerobot that can be used to model the aerobot during the the vertical, transition, and
horizontal phases of flight and that can be used to verify the control strategy. Chapter
4 developed a high-fidelity nonlinear 6DoF dynamic model describing the rotational
and translational dynamics of the aerobot, built up from the rotating tilt-rotors and
coaxial rotors. Along with this, aerodynamic models of the aerobot, coaxial rotors,
and tilt-rotors were developed. The model was verified in simulation through various
mission flight scenarios in Chapter 5.
• The third objective was to design a nonlinear control strategy for the Martian tilt-rotor
aerobot viable for the vertical, transition, and horizontal phases of flight. Chapter 5
developed a nonlinear SDRE control strategy for the aerobot. To demonstrate the
flexibility of the control method three SDRE controllers with different configurations
were developed, one for each of the flight phases.
• The fourth objective was to verify the performance of the control strategy through sim-
ulation of various mission flight scenarios. In Chapter 5 simulations were conducted
for different flight scenarios including hover, various takeoff transitions, horizontal
flight, and landing transition. Simulation results showed the nonlinear SDRE con-
troller was a valid option to control the aerobot during all of its flight phases.
• An underlying goal was to understand how the harsh Martian environment and sub-
sequent vehicle design choices affect the flight concept of operations for a Martian
tilt-rotor aerobot. Chapter 2 investigated the environmental conditions on Mars and
showed how aerodynamically challenging it is for the aerobot to operate there. In
Chapter 3 this information was used to design and size the aerobot’s subsystems.
These effects of the Martian environment on the aerobot’s dynamics was shown through
simulation in Chapter 5.
In consideration of these objectives based on the corresponding research, each re-
search objective was achieved. Novel approaches have been developed throughout the re-
search to aid in achieving these objectives and in turn the research aim. The following
section outlines the contribution to the state of the art in the research.
6.4 Contributions to the State of the Art
Five novel contributions to the state of the art have been accomplished in this research
as initially presented in Chapter 1:
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• First Y-4 tilt-rotor flying wing aerobot to be designed specifically to operate in the Martian
environment–The Martian aerobot’s new Y4TR flying wing configuration is a combina-
tion of two previous SSC designs and a step forward for planetary aerobots. The
aerobot flies as a Y4 multi-rotor during vertical flight utilizing two large fixed coaxial
counter rotating rotors and two small tilt-rotors, and as a conventional flying wing dur-
ing horizontal flight using only the front tilt-rotors. The aerobot’s body was designed
for Mars’ low density, low Reynolds number flight environment, while the rotors were
designed to operate in low density, low Reynolds number, and high Mach number
conditions.
• Derivation of a high-fidelity 6DoF model suitable for the vertical, transition, and hor-
izontal phases of flight–Prior work on SSC’s Martian aerobot the used a simplified
dynamic model to describe the aerobot’s rotational and translational dynamics. The
new higher fidelity dynamic model includes gyroscopic effects from the rotating and
tilting rotors as well as changes to the aerobot’s inertia tensor during transition flight.
Higher fidelity aerodynamic model’s of the aerobot’s body, tilt-rotors, and coaxial ro-
tors was conduced as compared to the previous work on SSC’s Martian aerobot. The
effects of non axial inflow on the tilt-rotor’s performance during transition flight are
also accounted for in the model.
• Development and simulation verification of the first all-encompassing nonlinear control
and navigation architecture for the Y4TR Martian aerobot using SDRE control meth-
ods capable of controlling the aerobot during the vertical and horizontal, as well as the
over-actuated transition phases of flight–Prior to this research, UAVs of a similar Y4TR
configuration used linear control with gain scheduling for transition control. It was
shown that by incorporating both the body and inertial acceleration equations into the
SDRE controller the Martian aerobot’s desired orientation could be calculated in real
time rather than keeping the pitch angle at or near zero during the takeoff transition.
This is also the first of the SSC Martian aerobot’s to utilize a nonlinear controller.
• Creation of a new minimum specific power polynomial transition scheme between the
vertical and horizontal phases of flight–Prior to this work tilt-rotor control research has
focused only on successfully completing the takeoff transition and neglected how the
path taken during the transition affects the performance of the vehicle systems. The
approach used to develop the transition trajectories used the connection between an
object’s velocity and acceleration to shift the acceleration to lower velocities during
the transition.
• Development of a nonlinear SDRE inertial position tracking controller for horizontal
coordinated flight–This the first use of a SDRE controller for inertial position navigation
of an aircraft. Prior approaches using the SDRE control method for aircraft control
used it only for controlling the aircraft’s rotational and translational dynamics rather
than navigation.
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6.5 Recommended Future Work
6.5.1 Aerodynamic Modeling and Testing. In this research simplified aerodynamic
models were used to model the aerobot during flight operations. It was assumed each of the
aerobot’s component acted independently with no aerodynamic interaction. In reality this
is not the case, as the slipstream generated by the front tilt-rotors will interact with both the
aerobot’s body and the coaxial rotors. Thus the assumption should be removed in future
development of the aerobot. In line with this, higher fidelity aerodynamic models should be
used to analyze the aerobot’s body and rotor performance, and optimize their design. The
model did not include any parasite drag from external components such as the landing gear
or center covers.
The effects of wind were considered only in the flight scenario simulations for the
take-off transition, including a steady wind and gust wind. In future work this analysis
should be extended and the Martian aerobot’s performance evaluated during the horizontal
flight and landing transition with the presence of a steady wind and gust wind. The effects
of atmospheric turbulence on the Martian aerobot’s performance should also be examined
to understand both the vehicle’s and SDRE controller’s robustness.
The aerodynamic forces and moments used in the dynamic model of the aerobot were
calculated from stability and control derivatives from a database of trim conditions at var-
ious speeds in the aerobot’s flight regime. To be more accurate the database should have
a finer grid and include more parameters in the control derivatives, such as the interaction
between the front tilt-rotors and the wings.
A very large portion of the aerobot’s aerodynamic design is the inlet to the coaxial
rotors and the spacing between them. This specific area is ripe for further research as very
little has been done on coaxial fan-in-wing modeling and design.
Encompassing all of this is the low Reynolds number environment the aerobot will
encounter on Mars. There is much still to learn about operating in these conditions, and
what we currently know is mostly based on very small low Reynolds number vehicles rather
than large low Reynolds number vehicles. To improve our knowledge in this area actual
data from wind tunnel and flight testing is needed.
6.5.2 System Design. The system design in this research focused on the aerody-
namics, power system, and flight control of the Martian aerobot and only briefly touched
on other systems, highlighting key factors and considerations that may impact the aerobot’s
operations. Each of these systems has unique challenges that needs to be addressed before
the aerobot can fly on Mars. As an example, the aerobot’s flight computer must be fast
enough to solve both the SDRE Riccati equation and WLS algorithm at a high enough speed
to safely control the vehicle during flight. Faster flight computers consume more power and
often have more mass, thus all trade-offs must be examined.
The most important of these systems is the aerobot’s structure, since it must be ex-
tremely low mass to successfully fly on Mars. High fidelity finite element analysis should be
conducted to optimize the aerobot’s structure to ensure the lowest mass possible. An open-
ing and closing mechanism needs to be developed for the coaxial rotor cover. A detailed
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design of how the aerobot will be folded and stowed during the trip to Mars needs to be
accomplished.
One aspect of the aerobot that was not investigated and should be looked at in future
research is the ground robustness of the vehicle. With the possibility of high winds on Mars,
a system needs to be developed to anchor the aerobot to the surface to ensure survivability
of the vehicle. This is not an issue with terrestrial airplanes as they can easily be strapped
down, or placed inside a shelter. However, on Mars, where the aerobot must be autonomous
it must be considered.
Dust will accumulate on the aerobot over the course of the Martian exploration mis-
sion. In future research on the Martian aerobot the affects of the dust on the performance
of the aerobot and what measures are needed to mitigate these effects should be thoroughly
investigated. During takeoff and landing there is the possibility of large amounts of dust
being blown into the air and a phenomenon known as brownout can occur restricting all
visibility. This affect needs to be understood in the Martian atmospheric conditions as the
aerobot will rely heavily on visual sensors for navigation.
6.5.3 Control System Verification. The newly developed SDRE controller was tested
in simulation, however, it should be verified on a physical flight system. This could be
accomplished on a small terrestrial version of the aerobot with effector limits to account for
the difficult fight environment on Mars. The required sensors and state estimators could be
tested as well on this platform.
Another area that should be investigated is how the aerodynamic forces and moments
are calculated in the look-up tables in the SDRE controller. To possibly reduce the computa-
tional time of the controller the look-up tables could be implemented in parallel on multiple
GPUs rather than on one main CPU.
6.6 Conclusion
A novel Y4TR flying wing Martian aerobot with a nonlinear SDRE control system
has been proposed to explore both the surface of Mars and its atmosphere. The Martian
aerobot’s novel design is a combination of two previous SSC Martian aerobot designs and
is a step forward for planetary aerobots. The aerobot will fly as a Y4 multi-rotor during
vertical flight and as a conventional flying wing during horizontal flight. The more robust
Y4TR configuration utilizes two large fixed coaxial counter rotating rotors and two small
tilt-rotors for vertical takeoff. The front tilt-rotors rotate during transition flight into the
main horizontal flight configuration. Analysis has shown that with a mass budget of 25kg
the aerobot can be realized with current technologies. The proposed Y4TR Martian aerobot
is believed to be a realistic aerial solution to the problem of exploring multiple locations on
the Martian surface with an aerial vehicle.
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Appendix A. Mass Budgets for Halcyon and Hyperion
Table A.1: Mass Budgets for Halcyon and Hyperion (Song, 2008) and (Zhao, 2013)
Halcyon Hyperion
m (kg) % of 25kg m (kg) % of 25kg
Propulsion Subsystem
Motors/Gear boxes/Controllers 2.00 8.0 1.80 7.2
Rotors/Props/Swashplate/Tilt mech 4.10 16.4 5.20 20.8
Wiring/Controller/Mounting 0.40 1.6 0.60 2.4
Subsystem Total 6.50 26.0 7.60 30.4
Power Subsystem
Batteries 2.10 8.4 2.10 8.4
Container 0.20 0.8 0.20 0.8
Solar Array 1.02 4.1 1.02 4.1
Wiring/Regulator 0.20 0.8 0.20 0.8
Subsystem Total 3.52 14.1 3.52 14.1
Structure
Wing 3.65 14.6 3.65 14.6
Body + Rudder 3.35 13.4 3.35 13.4
Landing gears/Folding mech 1.00 4.0 1.00 4.0
Subsystem Total 8.00 32.0 8.00 32.0
Avionics
Servos 0.20 0.8 0.20 0.8
Flight Control Board 0.05 0.2 0.05 0.2
Sensors 0.05 0.2 0.05 0.2
Wiring/Controller 0.10 0.4 0.10 0.4
Subsystem Total 0.40 1.6 0.40 1.6
Thermal Control System
Insulation 0.10 0.4 0.10 0.4
Heating Devices 0.30 1.2 0.30 1.2
Subsystem Total 0.40 1.6 0.40 1.6
Payload 3.00 12.0 3.00 12.0
Total 21.82 87.3 22.92 91.7
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Appendix B. V/STOL Aircraft and Propulsion Concepts
Figure B.1: V/STOL Aircraft and Propulsion Concepts (VSTOL, 2014)
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Appendix C. Mars Aerobot Geometry
C.1 Wing Geometries
Table C.1 shows the Martian aerobot with each airfoil defined generated with XFLR5.
An explanation of the wing definition from XFLR5 can be found in Andre (2011).
Table C.1: Mars Aerobot Geometry
y chord offset dihedral twist Airfoil
(mm) (mm) (mm) (deg) (deg) Name
0.0 3250.0 0.0 0 0.00 MA_1
85.0 3246.5 2.5 0 0.00 MA_2
170.0 3235.4 10.4 0 0.00 MA_3
255.0 3215.9 24.4 0 0.00 MA_4
340.0 3186.8 45.4 0 0.00 MA_5
425.0 3147.0 74.5 0 0.00 MA_6
510.0 3095.1 113.1 0 0.00 MA_7
595.0 3029.5 163.0 0 0.00 MA_8
680.0 2948.4 226.4 0 0.00 MA_9
765.0 2849.4 306.2 0 0.00 MA_10
850.0 2729.6 405.9 0 0.00 MA_11
935.0 2586.3 528.7 0 0.00 MA_12
1020.0 2432.9 661.7 0 0.00 MA_13
1087.5 2310.5 768.0 0 0.00 MA_14
1155.1 2192.0 870.9 0 0.00 MA_15
1222.6 2081.2 966.6 0 0.00 MA_16
1290.1 1982.0 1051.3 0 0.00 MA_17
1357.7 1899.3 1121.0 5 2.00 MA_18
1886.1 1663.3 1271.8 5 1.17 MA_19
2414.6 1462.1 1419.3 5 0.33 MA_20
2943.1 1287.3 1562.3 5 −0.50 MA_21
3471.5 1134.1 1699.2 5 −1.33 MA_22
4000.0 999.7 1828.8 5 −2.17 MA_23
4049.3 940.5 1888.0 18 −3.00 ZAGI10
4098.7 881.3 1947.2 36 −3.00 ZAGI10
4148.0 822.1 2006.4 54 −3.00 ZAGI10
4197.4 762.9 2065.6 72 −3.00 ZAGI10
4246.7 703.7 2124.8 90 −3.00 ZAGI10
4666.7 199.9 2628.5 90 −3.00 ZAGI10
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C.2 Aerobot Airfoil Coordinates
MA_1 MA_2 MA_3 MA_4
1.00000 0.01231 1.00000 0.01226 1.00000 0.01171 1.00000 0.01060
0.99127 0.01736 0.99127 0.01730 0.99127 0.01673 0.99127 0.01562
0.97566 0.02614 0.97566 0.02605 0.97566 0.02548 0.97566 0.02439
0.95606 0.03594 0.95606 0.03584 0.95606 0.03531 0.95606 0.03433
0.93334 0.04467 0.93334 0.04458 0.93334 0.04418 0.93334 0.04344
0.91071 0.05065 0.91071 0.05060 0.91071 0.05034 0.91071 0.04985
0.88752 0.05482 0.88752 0.05479 0.88752 0.05464 0.88752 0.05437
0.86474 0.05766 0.86474 0.05765 0.86474 0.05759 0.86474 0.05747
0.84205 0.05970 0.84205 0.05970 0.84205 0.05970 0.84205 0.05969
0.81910 0.06123 0.81910 0.06124 0.81910 0.06128 0.81910 0.06135
0.79579 0.06239 0.79579 0.06241 0.79579 0.06249 0.79579 0.06262
0.77237 0.06329 0.77237 0.06331 0.77237 0.06341 0.77237 0.06359
0.74899 0.06398 0.74899 0.06401 0.74899 0.06413 0.74899 0.06434
0.72555 0.06452 0.72555 0.06455 0.72555 0.06468 0.72555 0.06493
0.70210 0.06495 0.70210 0.06498 0.70210 0.06512 0.70210 0.06539
0.67872 0.06529 0.67872 0.06532 0.67872 0.06547 0.67872 0.06575
0.65533 0.06555 0.65533 0.06559 0.65533 0.06574 0.65533 0.06604
0.63192 0.06576 0.63192 0.06580 0.63192 0.06596 0.63192 0.06626
0.60848 0.06593 0.60848 0.06596 0.60848 0.06613 0.60848 0.06644
0.58505 0.06605 0.58505 0.06609 0.58505 0.06626 0.58505 0.06658
0.56170 0.06616 0.56170 0.06620 0.56170 0.06637 0.56170 0.06669
0.53844 0.06623 0.53844 0.06627 0.53844 0.06644 0.53844 0.06677
0.51527 0.06629 0.51527 0.06633 0.51527 0.06651 0.51527 0.06683
0.49214 0.06633 0.49214 0.06638 0.49214 0.06655 0.49214 0.06688
0.46897 0.06637 0.46897 0.06641 0.46897 0.06658 0.46897 0.06691
0.44572 0.06639 0.44572 0.06643 0.44572 0.06661 0.44572 0.06694
0.42238 0.06641 0.42238 0.06645 0.42238 0.06662 0.42238 0.06695
0.39900 0.06642 0.39900 0.06646 0.39900 0.06663 0.39900 0.06696
0.37565 0.06642 0.37565 0.06646 0.37565 0.06664 0.37565 0.06697
0.35240 0.06642 0.35240 0.06647 0.35240 0.06664 0.35240 0.06697
0.32930 0.06643 0.32930 0.06647 0.32930 0.06664 0.32930 0.06698
0.30635 0.06643 0.30635 0.06647 0.30635 0.06664 0.30635 0.06698
0.28351 0.06623 0.28351 0.06628 0.28351 0.06645 0.28351 0.06678
0.26075 0.06565 0.26075 0.06569 0.26075 0.06587 0.26075 0.06620
0.23804 0.06476 0.23804 0.06481 0.23804 0.06498 0.23804 0.06530
0.21538 0.06357 0.21538 0.06361 0.21538 0.06378 0.21538 0.06410
0.19277 0.06205 0.19277 0.06209 0.19277 0.06226 0.19277 0.06257
0.17025 0.06017 0.17025 0.06021 0.17025 0.06037 0.17025 0.06067
0.14791 0.05789 0.14791 0.05792 0.14791 0.05808 0.14791 0.05837
0.12587 0.05514 0.12587 0.05518 0.12587 0.05532 0.12587 0.05560
0.10421 0.05185 0.10421 0.05188 0.10421 0.05202 0.10421 0.05228
0.08283 0.04783 0.08283 0.04786 0.08283 0.04799 0.08283 0.04823
0.06142 0.04275 0.06142 0.04278 0.06142 0.04289 0.06142 0.04311
0.04229 0.03683 0.04229 0.03685 0.04229 0.03695 0.04229 0.03713
0.02735 0.03065 0.02735 0.03066 0.02735 0.03075 0.02735 0.03090
0.01305 0.02209 0.01305 0.02210 0.01305 0.02216 0.01305 0.02227
0.00664 0.01631 0.00664 0.01632 0.00664 0.01636 0.00664 0.01644
0.00334 0.01179 0.00334 0.01180 0.00334 0.01183 0.00334 0.01189
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0.00137 0.00652 0.00137 0.00652 0.00137 0.00654 0.00137 0.00657
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
0.00137 -0.00676 0.00137 -0.00676 0.00137 -0.00676 0.00137 -0.00676
0.00334 -0.01223 0.00334 -0.01223 0.00334 -0.01223 0.00334 -0.01224
0.00664 -0.01691 0.00664 -0.01691 0.00664 -0.01692 0.00664 -0.01693
0.01305 -0.02290 0.01305 -0.02291 0.01305 -0.02291 0.01305 -0.02293
0.02735 -0.03177 0.02735 -0.03178 0.02735 -0.03179 0.02735 -0.03181
0.04229 -0.03818 0.04229 -0.03819 0.04229 -0.03820 0.04229 -0.03822
0.06142 -0.04432 0.06142 -0.04433 0.06142 -0.04434 0.06142 -0.04437
0.08283 -0.04959 0.08283 -0.04960 0.08283 -0.04961 0.08283 -0.04964
0.10421 -0.05375 0.10421 -0.05376 0.10421 -0.05378 0.10421 -0.05381
0.12587 -0.05717 0.12587 -0.05718 0.12587 -0.05720 0.12587 -0.05723
0.14791 -0.06002 0.14791 -0.06003 0.14791 -0.06004 0.14791 -0.06008
0.17025 -0.06239 0.17025 -0.06240 0.17025 -0.06241 0.17025 -0.06245
0.19277 -0.06434 0.19277 -0.06435 0.19277 -0.06436 0.19277 -0.06440
0.21538 -0.06591 0.21538 -0.06592 0.21538 -0.06594 0.21538 -0.06598
0.23804 -0.06715 0.23804 -0.06716 0.23804 -0.06718 0.23804 -0.06722
0.26075 -0.06807 0.26075 -0.06808 0.26075 -0.06810 0.26075 -0.06814
0.28351 -0.06867 0.28351 -0.06869 0.28351 -0.06870 0.28351 -0.06874
0.30635 -0.06887 0.30635 -0.06888 0.30635 -0.06890 0.30635 -0.06894
0.32930 -0.06887 0.32930 -0.06888 0.32930 -0.06890 0.32930 -0.06894
0.35240 -0.06887 0.35240 -0.06888 0.35240 -0.06890 0.35240 -0.06894
0.37565 -0.06886 0.37565 -0.06888 0.37565 -0.06889 0.37565 -0.06893
0.39900 -0.06885 0.39900 -0.06887 0.39900 -0.06888 0.39900 -0.06893
0.42238 -0.06884 0.42238 -0.06885 0.42238 -0.06887 0.42238 -0.06891
0.44572 -0.06882 0.44572 -0.06883 0.44572 -0.06884 0.44572 -0.06889
0.46897 -0.06878 0.46897 -0.06880 0.46897 -0.06881 0.46897 -0.06885
0.49214 -0.06873 0.49214 -0.06875 0.49214 -0.06876 0.49214 -0.06880
0.51527 -0.06867 0.51527 -0.06868 0.51527 -0.06870 0.51527 -0.06874
0.53844 -0.06858 0.53844 -0.06859 0.53844 -0.06861 0.53844 -0.06865
0.56170 -0.06846 0.56170 -0.06848 0.56170 -0.06849 0.56170 -0.06853
0.58505 -0.06831 0.58505 -0.06832 0.58505 -0.06834 0.58505 -0.06838
0.60848 -0.06812 0.60848 -0.06813 0.60848 -0.06814 0.60848 -0.06818
0.63192 -0.06787 0.63192 -0.06788 0.63192 -0.06789 0.63192 -0.06793
0.65533 -0.06756 0.65533 -0.06757 0.65533 -0.06758 0.65533 -0.06761
0.67872 -0.06716 0.67872 -0.06717 0.67872 -0.06718 0.67872 -0.06721
0.70210 -0.06666 0.70210 -0.06666 0.70210 -0.06667 0.70210 -0.06670
0.72555 -0.06602 0.72555 -0.06602 0.72555 -0.06603 0.72555 -0.06605
0.74899 -0.06520 0.74899 -0.06521 0.74899 -0.06520 0.74899 -0.06523
0.77237 -0.06416 0.77237 -0.06416 0.77237 -0.06416 0.77237 -0.06417
0.79579 -0.06282 0.79579 -0.06281 0.79579 -0.06280 0.79579 -0.06280
0.81910 -0.06107 0.81910 -0.06106 0.81910 -0.06103 0.81910 -0.06101
0.84205 -0.05878 0.84205 -0.05876 0.84205 -0.05871 0.84205 -0.05867
0.86474 -0.05572 0.86474 -0.05568 0.86474 -0.05561 0.86474 -0.05553
0.88752 -0.05145 0.88752 -0.05140 0.88752 -0.05129 0.88752 -0.05116
0.91071 -0.04521 0.91071 -0.04512 0.91071 -0.04497 0.91071 -0.04479
0.93334 -0.03623 0.93334 -0.03612 0.93334 -0.03594 0.93334 -0.03574
0.95606 -0.02315 0.95606 -0.02304 0.95606 -0.02293 0.95606 -0.02289
0.97566 -0.00845 0.97566 -0.00838 0.97566 -0.00850 0.97566 -0.00886
0.99127 0.00473 0.99127 0.00472 0.99127 0.00433 0.99127 0.00351
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1.00000 0.01231 1.00000 0.01226 1.00000 0.01171 1.00000 0.01060
MA_5 MA_6 MA_7 MA_8
1.00000 0.00901 1.00000 0.00702 1.00000 0.00469 1.00000 0.00206
0.99127 0.01403 0.99127 0.01203 0.99127 0.00964 0.99127 0.00692
0.97566 0.02282 0.97566 0.02080 0.97566 0.01836 0.97566 0.01551
0.95606 0.03290 0.95606 0.03102 0.95606 0.02866 0.95606 0.02578
0.93334 0.04233 0.93334 0.04083 0.93334 0.03886 0.93334 0.03631
0.91071 0.04912 0.91071 0.04809 0.91071 0.04668 0.91071 0.04473
0.88752 0.05396 0.88752 0.05335 0.88752 0.05249 0.88752 0.05122
0.86474 0.05728 0.86474 0.05701 0.86474 0.05657 0.86474 0.05587
0.84205 0.05968 0.84205 0.05963 0.84205 0.05952 0.84205 0.05926
0.81910 0.06146 0.81910 0.06159 0.81910 0.06172 0.81910 0.06179
0.79579 0.06282 0.79579 0.06309 0.79579 0.06340 0.79579 0.06372
0.77237 0.06387 0.77237 0.06423 0.77237 0.06467 0.77237 0.06519
0.74899 0.06467 0.74899 0.06510 0.74899 0.06565 0.74899 0.06631
0.72555 0.06529 0.72555 0.06579 0.72555 0.06641 0.72555 0.06718
0.70210 0.06579 0.70210 0.06632 0.70210 0.06701 0.70210 0.06785
0.67872 0.06617 0.67872 0.06674 0.67872 0.06747 0.67872 0.06838
0.65533 0.06647 0.65533 0.06707 0.65533 0.06784 0.65533 0.06880
0.63192 0.06672 0.63192 0.06733 0.63192 0.06813 0.63192 0.06912
0.60848 0.06690 0.60848 0.06754 0.60848 0.06835 0.60848 0.06937
0.58505 0.06705 0.58505 0.06769 0.58505 0.06853 0.58505 0.06957
0.56170 0.06717 0.56170 0.06782 0.56170 0.06866 0.56170 0.06973
0.53844 0.06725 0.53844 0.06791 0.53844 0.06877 0.53844 0.06984
0.51527 0.06732 0.51527 0.06799 0.51527 0.06885 0.51527 0.06993
0.49214 0.06737 0.49214 0.06804 0.49214 0.06890 0.49214 0.07000
0.46897 0.06741 0.46897 0.06808 0.46897 0.06895 0.46897 0.07005
0.44572 0.06743 0.44572 0.06811 0.44572 0.06898 0.44572 0.07008
0.42238 0.06745 0.42238 0.06813 0.42238 0.06900 0.42238 0.07010
0.39900 0.06746 0.39900 0.06814 0.39900 0.06901 0.39900 0.07012
0.37565 0.06747 0.37565 0.06815 0.37565 0.06902 0.37565 0.07013
0.35240 0.06747 0.35240 0.06815 0.35240 0.06902 0.35240 0.07013
0.32930 0.06747 0.32930 0.06815 0.32930 0.06903 0.32930 0.07013
0.30635 0.06747 0.30635 0.06815 0.30635 0.06903 0.30635 0.07013
0.28351 0.06728 0.28351 0.06795 0.28351 0.06883 0.28351 0.06993
0.26075 0.06669 0.26075 0.06736 0.26075 0.06822 0.26075 0.06932
0.23804 0.06579 0.23804 0.06645 0.23804 0.06730 0.23804 0.06838
0.21538 0.06457 0.21538 0.06522 0.21538 0.06606 0.21538 0.06712
0.19277 0.06303 0.19277 0.06366 0.19277 0.06448 0.19277 0.06552
0.17025 0.06112 0.17025 0.06174 0.17025 0.06253 0.17025 0.06353
0.14791 0.05880 0.14791 0.05939 0.14791 0.06016 0.14791 0.06112
0.12587 0.05601 0.12587 0.05657 0.12587 0.05730 0.12587 0.05822
0.10421 0.05266 0.10421 0.05319 0.10421 0.05388 0.10421 0.05474
0.08283 0.04859 0.08283 0.04908 0.08283 0.04971 0.08283 0.05050
0.06142 0.04343 0.06142 0.04386 0.06142 0.04443 0.06142 0.04514
0.04229 0.03741 0.04229 0.03778 0.04229 0.03827 0.04229 0.03888
0.02735 0.03113 0.02735 0.03144 0.02735 0.03185 0.02735 0.03236
0.01305 0.02244 0.01305 0.02266 0.01305 0.02295 0.01305 0.02332
0.00664 0.01657 0.00664 0.01673 0.00664 0.01695 0.00664 0.01722
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0.00334 0.01198 0.00334 0.01210 0.00334 0.01225 0.00334 0.01245
0.00137 0.00662 0.00137 0.00669 0.00137 0.00677 0.00137 0.00688
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
0.00137 -0.00677 0.00137 -0.00680 0.00137 -0.00684 0.00137 -0.00691
0.00334 -0.01226 0.00334 -0.01230 0.00334 -0.01238 0.00334 -0.01250
0.00664 -0.01695 0.00664 -0.01701 0.00664 -0.01712 0.00664 -0.01728
0.01305 -0.02296 0.01305 -0.02304 0.01305 -0.02318 0.01305 -0.02341
0.02735 -0.03186 0.02735 -0.03197 0.02735 -0.03216 0.02735 -0.03248
0.04229 -0.03828 0.04229 -0.03842 0.04229 -0.03865 0.04229 -0.03903
0.06142 -0.04444 0.06142 -0.04460 0.06142 -0.04487 0.06142 -0.04531
0.08283 -0.04973 0.08283 -0.04990 0.08283 -0.05020 0.08283 -0.05069
0.10421 -0.05390 0.10421 -0.05408 0.10421 -0.05441 0.10421 -0.05495
0.12587 -0.05732 0.12587 -0.05752 0.12587 -0.05787 0.12587 -0.05844
0.14791 -0.06018 0.14791 -0.06039 0.14791 -0.06076 0.14791 -0.06135
0.17025 -0.06255 0.17025 -0.06277 0.17025 -0.06315 0.17025 -0.06377
0.19277 -0.06451 0.19277 -0.06473 0.19277 -0.06513 0.19277 -0.06576
0.21538 -0.06609 0.21538 -0.06632 0.21538 -0.06672 0.21538 -0.06737
0.23804 -0.06733 0.23804 -0.06756 0.23804 -0.06797 0.23804 -0.06864
0.26075 -0.06825 0.26075 -0.06849 0.26075 -0.06890 0.26075 -0.06958
0.28351 -0.06886 0.28351 -0.06909 0.28351 -0.06951 0.28351 -0.07019
0.30635 -0.06905 0.30635 -0.06929 0.30635 -0.06972 0.30635 -0.07040
0.32930 -0.06905 0.32930 -0.06929 0.32930 -0.06972 0.32930 -0.07040
0.35240 -0.06905 0.35240 -0.06929 0.35240 -0.06971 0.35240 -0.07040
0.37565 -0.06905 0.37565 -0.06929 0.37565 -0.06971 0.37565 -0.07039
0.39900 -0.06904 0.39900 -0.06928 0.39900 -0.06970 0.39900 -0.07038
0.42238 -0.06902 0.42238 -0.06926 0.42238 -0.06968 0.42238 -0.07037
0.44572 -0.06900 0.44572 -0.06924 0.44572 -0.06966 0.44572 -0.07034
0.46897 -0.06897 0.46897 -0.06920 0.46897 -0.06963 0.46897 -0.07030
0.49214 -0.06892 0.49214 -0.06915 0.49214 -0.06957 0.49214 -0.07025
0.51527 -0.06885 0.51527 -0.06909 0.51527 -0.06951 0.51527 -0.07018
0.53844 -0.06876 0.53844 -0.06900 0.53844 -0.06942 0.53844 -0.07009
0.56170 -0.06864 0.56170 -0.06888 0.56170 -0.06930 0.56170 -0.06996
0.58505 -0.06849 0.58505 -0.06872 0.58505 -0.06914 0.58505 -0.06980
0.60848 -0.06829 0.60848 -0.06852 0.60848 -0.06893 0.60848 -0.06959
0.63192 -0.06804 0.63192 -0.06827 0.63192 -0.06867 0.63192 -0.06932
0.65533 -0.06772 0.65533 -0.06794 0.65533 -0.06834 0.65533 -0.06897
0.67872 -0.06732 0.67872 -0.06753 0.67872 -0.06792 0.67872 -0.06853
0.70210 -0.06680 0.70210 -0.06701 0.70210 -0.06738 0.70210 -0.06797
0.72555 -0.06614 0.72555 -0.06634 0.72555 -0.06669 0.72555 -0.06725
0.74899 -0.06531 0.74899 -0.06549 0.74899 -0.06581 0.74899 -0.06633
0.77237 -0.06424 0.77237 -0.06439 0.77237 -0.06468 0.77237 -0.06513
0.79579 -0.06285 0.79579 -0.06297 0.79579 -0.06321 0.79579 -0.06357
0.81910 -0.06103 0.81910 -0.06111 0.81910 -0.06127 0.81910 -0.06152
0.84205 -0.05864 0.84205 -0.05866 0.84205 -0.05872 0.84205 -0.05882
0.86474 -0.05545 0.86474 -0.05538 0.86474 -0.05531 0.86474 -0.05522
0.88752 -0.05100 0.88752 -0.05082 0.88752 -0.05059 0.88752 -0.05027
0.91071 -0.04455 0.91071 -0.04425 0.91071 -0.04387 0.91071 -0.04337
0.93334 -0.03548 0.93334 -0.03519 0.93334 -0.03483 0.93334 -0.03439
0.95606 -0.02289 0.95606 -0.02294 0.95606 -0.02303 0.95606 -0.02319
0.97566 -0.00942 0.97566 -0.01019 0.97566 -0.01113 0.97566 -0.01226
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0.99127 0.00230 0.99127 0.00077 0.99127 -0.00105 0.99127 -0.00312
1.00000 0.00901 1.00000 0.00702 1.00000 0.00469 1.00000 0.00206
MA_9 MA_10 MA_11 MA_12
1.00000 -0.00082 1.00000 -0.00391 1.00000 -0.00720 1.00000 -0.01070
0.99127 0.00389 0.99127 0.00057 0.99127 -0.00304 0.99127 -0.00697
0.97566 0.01223 0.97566 0.00853 0.97566 0.00437 0.97566 -0.00033
0.95606 0.02235 0.95606 0.01829 0.95606 0.01355 0.95606 0.00795
0.93334 0.03306 0.93334 0.02894 0.93334 0.02381 0.93334 0.01738
0.91071 0.04206 0.91071 0.03837 0.91071 0.03333 0.91071 0.02645
0.88752 0.04933 0.88752 0.04644 0.88752 0.04201 0.88752 0.03522
0.86474 0.05471 0.86474 0.05272 0.86474 0.04925 0.86474 0.04310
0.84205 0.05870 0.84205 0.05753 0.84205 0.05512 0.84205 0.05004
0.81910 0.06170 0.81910 0.06122 0.81910 0.05981 0.81910 0.05604
0.79579 0.06399 0.79579 0.06405 0.79579 0.06349 0.79579 0.06105
0.77237 0.06573 0.77237 0.06621 0.77237 0.06633 0.77237 0.06508
0.74899 0.06706 0.74899 0.06785 0.74899 0.06850 0.74899 0.06824
0.72555 0.06808 0.72555 0.06911 0.72555 0.07016 0.72555 0.07071
0.70210 0.06888 0.70210 0.07009 0.70210 0.07144 0.70210 0.07262
0.67872 0.06949 0.67872 0.07084 0.67872 0.07243 0.67872 0.07408
0.65533 0.06998 0.65533 0.07143 0.65533 0.07320 0.65533 0.07521
0.63192 0.07035 0.63192 0.07188 0.63192 0.07379 0.63192 0.07608
0.60848 0.07065 0.60848 0.07224 0.60848 0.07425 0.60848 0.07675
0.58505 0.07088 0.58505 0.07252 0.58505 0.07460 0.58505 0.07726
0.56170 0.07106 0.56170 0.07273 0.56170 0.07487 0.56170 0.07764
0.53844 0.07119 0.53844 0.07289 0.53844 0.07507 0.53844 0.07793
0.51527 0.07129 0.51527 0.07301 0.51527 0.07523 0.51527 0.07815
0.49214 0.07137 0.49214 0.07310 0.49214 0.07534 0.49214 0.07830
0.46897 0.07142 0.46897 0.07317 0.46897 0.07542 0.46897 0.07842
0.44572 0.07146 0.44572 0.07321 0.44572 0.07548 0.44572 0.07850
0.42238 0.07149 0.42238 0.07324 0.42238 0.07552 0.42238 0.07855
0.39900 0.07150 0.39900 0.07326 0.39900 0.07554 0.39900 0.07859
0.37565 0.07151 0.37565 0.07327 0.37565 0.07556 0.37565 0.07860
0.35240 0.07152 0.35240 0.07328 0.35240 0.07556 0.35240 0.07861
0.32930 0.07152 0.32930 0.07328 0.32930 0.07557 0.32930 0.07862
0.30635 0.07152 0.30635 0.07328 0.30635 0.07557 0.30635 0.07862
0.28351 0.07132 0.28351 0.07307 0.28351 0.07535 0.28351 0.07839
0.26075 0.07069 0.26075 0.07243 0.26075 0.07469 0.26075 0.07770
0.23804 0.06973 0.23804 0.07145 0.23804 0.07368 0.23804 0.07665
0.21538 0.06845 0.21538 0.07013 0.21538 0.07232 0.21538 0.07524
0.19277 0.06681 0.19277 0.06846 0.19277 0.07059 0.19277 0.07344
0.17025 0.06479 0.17025 0.06638 0.17025 0.06845 0.17025 0.07122
0.14791 0.06233 0.14791 0.06386 0.14791 0.06585 0.14791 0.06851
0.12587 0.05937 0.12587 0.06083 0.12587 0.06273 0.12587 0.06526
0.10421 0.05582 0.10421 0.05720 0.10421 0.05898 0.10421 0.06136
0.08283 0.05150 0.08283 0.05277 0.08283 0.05442 0.08283 0.05661
0.06142 0.04603 0.06142 0.04716 0.06142 0.04863 0.06142 0.05060
0.04229 0.03965 0.04229 0.04063 0.04229 0.04189 0.04229 0.04359
0.02735 0.03300 0.02735 0.03381 0.02735 0.03486 0.02735 0.03627
0.01305 0.02378 0.01305 0.02437 0.01305 0.02513 0.01305 0.02614
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0.00664 0.01756 0.00664 0.01799 0.00664 0.01855 0.00664 0.01930
0.00334 0.01270 0.00334 0.01301 0.00334 0.01342 0.00334 0.01396
0.00137 0.00702 0.00137 0.00719 0.00137 0.00741 0.00137 0.00771
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
0.00137 -0.00701 0.00137 -0.00716 0.00137 -0.00737 0.00137 -0.00768
0.00334 -0.01268 0.00334 -0.01295 0.00334 -0.01334 0.00334 -0.01390
0.00664 -0.01754 0.00664 -0.01791 0.00664 -0.01845 0.00664 -0.01923
0.01305 -0.02375 0.01305 -0.02426 0.01305 -0.02499 0.01305 -0.02604
0.02735 -0.03296 0.02735 -0.03366 0.02735 -0.03467 0.02735 -0.03613
0.04229 -0.03960 0.04229 -0.04045 0.04229 -0.04167 0.04229 -0.04341
0.06142 -0.04597 0.06142 -0.04695 0.06142 -0.04837 0.06142 -0.05040
0.08283 -0.05144 0.08283 -0.05254 0.08283 -0.05412 0.08283 -0.05639
0.10421 -0.05575 0.10421 -0.05694 0.10421 -0.05866 0.10421 -0.06112
0.12587 -0.05930 0.12587 -0.06056 0.12587 -0.06239 0.12587 -0.06500
0.14791 -0.06225 0.14791 -0.06358 0.14791 -0.06550 0.14791 -0.06824
0.17025 -0.06471 0.17025 -0.06609 0.17025 -0.06808 0.17025 -0.07093
0.19277 -0.06673 0.19277 -0.06815 0.19277 -0.07021 0.19277 -0.07315
0.21538 -0.06836 0.21538 -0.06982 0.21538 -0.07193 0.21538 -0.07494
0.23804 -0.06965 0.23804 -0.07113 0.23804 -0.07328 0.23804 -0.07635
0.26075 -0.07060 0.26075 -0.07211 0.26075 -0.07428 0.26075 -0.07739
0.28351 -0.07123 0.28351 -0.07275 0.28351 -0.07494 0.28351 -0.07808
0.30635 -0.07143 0.30635 -0.07296 0.30635 -0.07516 0.30635 -0.07831
0.32930 -0.07143 0.32930 -0.07296 0.32930 -0.07515 0.32930 -0.07830
0.35240 -0.07143 0.35240 -0.07295 0.35240 -0.07515 0.35240 -0.07830
0.37565 -0.07143 0.37565 -0.07295 0.37565 -0.07515 0.37565 -0.07829
0.39900 -0.07142 0.39900 -0.07294 0.39900 -0.07513 0.39900 -0.07828
0.42238 -0.07140 0.42238 -0.07292 0.42238 -0.07511 0.42238 -0.07825
0.44572 -0.07137 0.44572 -0.07289 0.44572 -0.07508 0.44572 -0.07821
0.46897 -0.07134 0.46897 -0.07285 0.46897 -0.07504 0.46897 -0.07815
0.49214 -0.07128 0.49214 -0.07279 0.49214 -0.07497 0.49214 -0.07807
0.51527 -0.07121 0.51527 -0.07271 0.51527 -0.07488 0.51527 -0.07795
0.53844 -0.07111 0.53844 -0.07261 0.53844 -0.07475 0.53844 -0.07779
0.56170 -0.07098 0.56170 -0.07246 0.56170 -0.07458 0.56170 -0.07757
0.58505 -0.07081 0.58505 -0.07227 0.58505 -0.07436 0.58505 -0.07728
0.60848 -0.07058 0.60848 -0.07203 0.60848 -0.07407 0.60848 -0.07689
0.63192 -0.07029 0.63192 -0.07171 0.63192 -0.07370 0.63192 -0.07638
0.65533 -0.06993 0.65533 -0.07130 0.65533 -0.07321 0.65533 -0.07573
0.67872 -0.06945 0.67872 -0.07077 0.67872 -0.07258 0.67872 -0.07487
0.70210 -0.06885 0.70210 -0.07010 0.70210 -0.07177 0.70210 -0.07376
0.72555 -0.06807 0.72555 -0.06922 0.72555 -0.07072 0.72555 -0.07232
0.74899 -0.06707 0.74899 -0.06809 0.74899 -0.06935 0.74899 -0.07045
0.77237 -0.06578 0.77237 -0.06663 0.77237 -0.06757 0.77237 -0.06806
0.79579 -0.06409 0.79579 -0.06470 0.79579 -0.06524 0.79579 -0.06501
0.81910 -0.06185 0.81910 -0.06217 0.81910 -0.06222 0.81910 -0.06121
0.84205 -0.05891 0.84205 -0.05887 0.84205 -0.05837 0.84205 -0.05668
0.86474 -0.05502 0.86474 -0.05457 0.86474 -0.05355 0.86474 -0.05142
0.88752 -0.04977 0.88752 -0.04895 0.88752 -0.04761 0.88752 -0.04545
0.91071 -0.04268 0.91071 -0.04173 0.91071 -0.04048 0.91071 -0.03882
0.93334 -0.03388 0.93334 -0.03330 0.93334 -0.03266 0.93334 -0.03195
0.95606 -0.02343 0.95606 -0.02377 0.95606 -0.02424 0.95606 -0.02481
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0.97566 -0.01356 0.97566 -0.01504 0.97566 -0.01670 0.97566 -0.01854
0.99127 -0.00542 0.99127 -0.00792 0.99127 -0.01062 0.99127 -0.01352
1.00000 -0.00082 1.00000 -0.00391 1.00000 -0.00720 1.00000 -0.01070
MA_13 MA_14 MA_15 MA_16
1.00000 -0.01461 1.00000 -0.01788 1.00000 -0.02104 1.00000 -0.02376
0.99127 -0.01136 0.99128 -0.01499 0.99129 -0.01851 0.99130 -0.02157
0.97567 -0.00554 0.97569 -0.00983 0.97571 -0.01397 0.97574 -0.01764
0.95608 0.00176 0.95611 -0.00332 0.95615 -0.00824 0.95620 -0.01266
0.93337 0.01019 0.93342 0.00427 0.93348 -0.00153 0.93355 -0.00681
0.91075 0.01852 0.91082 0.01187 0.91090 0.00527 0.91100 -0.00086
0.88757 0.02690 0.88765 0.01970 0.88776 0.01235 0.88788 0.00537
0.86480 0.03487 0.86490 0.02733 0.86503 0.01938 0.86518 0.01159
0.84212 0.04229 0.84224 0.03466 0.84239 0.02626 0.84257 0.01776
0.81919 0.04903 0.81932 0.04150 0.81950 0.03283 0.81970 0.02378
0.79589 0.05494 0.79604 0.04767 0.79624 0.03892 0.79647 0.02954
0.77248 0.05988 0.77265 0.05298 0.77288 0.04435 0.77313 0.03487
0.74911 0.06389 0.74930 0.05744 0.74955 0.04908 0.74984 0.03972
0.72568 0.06712 0.72589 0.06117 0.72617 0.05322 0.72648 0.04418
0.70224 0.06972 0.70247 0.06430 0.70277 0.05684 0.70311 0.04826
0.67888 0.07180 0.67912 0.06692 0.67945 0.06004 0.67981 0.05201
0.65550 0.07349 0.65576 0.06916 0.65611 0.06290 0.65650 0.05552
0.63210 0.07487 0.63238 0.07110 0.63275 0.06549 0.63317 0.05881
0.60867 0.07601 0.60897 0.07280 0.60936 0.06787 0.60980 0.06193
0.58525 0.07696 0.58556 0.07431 0.58598 0.07007 0.58645 0.06490
0.56191 0.07775 0.56224 0.07565 0.56268 0.07210 0.56317 0.06771
0.53866 0.07843 0.53900 0.07685 0.53946 0.07398 0.53998 0.07034
0.51550 0.07899 0.51586 0.07791 0.51633 0.07568 0.51687 0.07278
0.49238 0.07946 0.49275 0.07884 0.49324 0.07721 0.49379 0.07498
0.46921 0.07986 0.46959 0.07966 0.47010 0.07857 0.47067 0.07697
0.44597 0.08019 0.44636 0.08037 0.44688 0.07979 0.44746 0.07876
0.42263 0.08047 0.42303 0.08100 0.42356 0.08087 0.42416 0.08036
0.39926 0.08071 0.39966 0.08155 0.40020 0.08185 0.40081 0.08182
0.37591 0.08091 0.37632 0.08204 0.37686 0.08271 0.37748 0.08312
0.35266 0.08108 0.35308 0.08245 0.35363 0.08345 0.35425 0.08423
0.32957 0.08120 0.32998 0.08276 0.33053 0.08401 0.33116 0.08508
0.30661 0.08128 0.30703 0.08297 0.30758 0.08438 0.30821 0.08563
0.28377 0.08110 0.28419 0.08286 0.28473 0.08437 0.28535 0.08574
0.26101 0.08043 0.26142 0.08223 0.26196 0.08382 0.26257 0.08527
0.23829 0.07936 0.23869 0.08118 0.23922 0.08279 0.23982 0.08428
0.21563 0.07790 0.21601 0.07968 0.21652 0.08127 0.21710 0.08274
0.19301 0.07601 0.19338 0.07773 0.19387 0.07923 0.19442 0.08063
0.17047 0.07367 0.17083 0.07527 0.17129 0.07665 0.17182 0.07792
0.14812 0.07081 0.14845 0.07226 0.14888 0.07346 0.14938 0.07454
0.12606 0.06737 0.12637 0.06863 0.12677 0.06961 0.12722 0.07047
0.10438 0.06325 0.10466 0.06426 0.10502 0.06499 0.10542 0.06557
0.08298 0.05823 0.08322 0.05898 0.08353 0.05941 0.08389 0.05969
0.06155 0.05193 0.06174 0.05244 0.06200 0.05262 0.06230 0.05265
0.04239 0.04463 0.04254 0.04490 0.04274 0.04485 0.04297 0.04467
0.02742 0.03705 0.02753 0.03715 0.02768 0.03695 0.02784 0.03667
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0.01309 0.02668 0.01315 0.02673 0.01323 0.02660 0.01331 0.02647
0.00666 0.01975 0.00669 0.01989 0.00673 0.01997 0.00678 0.02014
0.00335 0.01440 0.00336 0.01470 0.00338 0.01507 0.00339 0.01561
0.00137 0.00825 0.00137 0.00893 0.00136 0.00987 0.00135 0.01111
0.00001 0.00075 0.00003 0.00202 0.00006 0.00385 0.00009 0.00619
0.00000 0.00040 0.00000 0.00110 0.00000 0.00217 0.00000 0.00363
0.00134 -0.00709 0.00129 -0.00580 0.00122 -0.00384 0.00114 -0.00130
0.00330 -0.01319 0.00324 -0.01149 0.00315 -0.00891 0.00306 -0.00558
0.00659 -0.01848 0.00651 -0.01654 0.00641 -0.01357 0.00629 -0.00975
0.01299 -0.02528 0.01289 -0.02308 0.01276 -0.01967 0.01261 -0.01528
0.02727 -0.03531 0.02715 -0.03268 0.02698 -0.02854 0.02680 -0.02325
0.04220 -0.04254 0.04206 -0.03956 0.04187 -0.03486 0.04166 -0.02886
0.06132 -0.04947 0.06116 -0.04617 0.06096 -0.04095 0.06072 -0.03427
0.08272 -0.05544 0.08255 -0.05189 0.08233 -0.04626 0.08207 -0.03906
0.10410 -0.06016 0.10391 -0.05644 0.10368 -0.05051 0.10340 -0.04292
0.12575 -0.06404 0.12556 -0.06017 0.12531 -0.05398 0.12503 -0.04607
0.14779 -0.06727 0.14759 -0.06327 0.14734 -0.05688 0.14704 -0.04869
0.17012 -0.06997 0.16993 -0.06587 0.16966 -0.05932 0.16937 -0.05092
0.19264 -0.07220 0.19244 -0.06805 0.19218 -0.06139 0.19187 -0.05285
0.21525 -0.07401 0.21505 -0.06985 0.21478 -0.06313 0.21447 -0.05452
0.23791 -0.07546 0.23770 -0.07131 0.23743 -0.06460 0.23712 -0.05597
0.26062 -0.07656 0.26041 -0.07246 0.26014 -0.06580 0.25982 -0.05722
0.28338 -0.07732 0.28317 -0.07331 0.28289 -0.06676 0.28257 -0.05830
0.30622 -0.07764 0.30601 -0.07377 0.30573 -0.06741 0.30541 -0.05916
0.32917 -0.07775 0.32895 -0.07405 0.32867 -0.06791 0.32835 -0.05992
0.35226 -0.07785 0.35205 -0.07431 0.35177 -0.06840 0.35145 -0.06066
0.37551 -0.07794 0.37530 -0.07456 0.37502 -0.06886 0.37469 -0.06136
0.39886 -0.07802 0.39865 -0.07479 0.39836 -0.06929 0.39804 -0.06202
0.42224 -0.07808 0.42203 -0.07498 0.42174 -0.06966 0.42142 -0.06260
0.44558 -0.07811 0.44537 -0.07515 0.44509 -0.06999 0.44476 -0.06313
0.46883 -0.07812 0.46862 -0.07527 0.46834 -0.07028 0.46802 -0.06360
0.49201 -0.07809 0.49179 -0.07536 0.49151 -0.07053 0.49119 -0.06403
0.51514 -0.07803 0.51492 -0.07541 0.51464 -0.07074 0.51432 -0.06443
0.53831 -0.07792 0.53810 -0.07541 0.53782 -0.07089 0.53750 -0.06477
0.56157 -0.07773 0.56136 -0.07533 0.56108 -0.07097 0.56077 -0.06504
0.58492 -0.07747 0.58471 -0.07516 0.58444 -0.07095 0.58413 -0.06521
0.60835 -0.07708 0.60815 -0.07485 0.60788 -0.07078 0.60757 -0.06521
0.63179 -0.07654 0.63159 -0.07438 0.63133 -0.07044 0.63103 -0.06506
0.65521 -0.07582 0.65501 -0.07371 0.65475 -0.06991 0.65446 -0.06470
0.67860 -0.07486 0.67841 -0.07281 0.67816 -0.06914 0.67787 -0.06414
0.70198 -0.07361 0.70180 -0.07160 0.70156 -0.06810 0.70128 -0.06333
0.72544 -0.07198 0.72526 -0.07002 0.72503 -0.06672 0.72476 -0.06225
0.74888 -0.06986 0.74871 -0.06797 0.74849 -0.06491 0.74823 -0.06083
0.77227 -0.06717 0.77211 -0.06536 0.77189 -0.06261 0.77165 -0.05900
0.79569 -0.06379 0.79554 -0.06209 0.79534 -0.05972 0.79511 -0.05669
0.81901 -0.05968 0.81887 -0.05815 0.81868 -0.05626 0.81847 -0.05391
0.84197 -0.05495 0.84184 -0.05368 0.84167 -0.05234 0.84148 -0.05076
0.86467 -0.04972 0.86455 -0.04884 0.86440 -0.04814 0.86422 -0.04736
0.88746 -0.04412 0.88735 -0.04377 0.88722 -0.04377 0.88707 -0.04380
0.91066 -0.03822 0.91057 -0.03856 0.91046 -0.03932 0.91033 -0.04013
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0.93330 -0.03235 0.93323 -0.03346 0.93314 -0.03495 0.93304 -0.03644
0.95603 -0.02638 0.95598 -0.02827 0.95592 -0.03044 0.95584 -0.03250
0.97564 -0.02116 0.97561 -0.02371 0.97558 -0.02637 0.97553 -0.02879
0.99126 -0.01697 0.99125 -0.02000 0.99124 -0.02299 0.99122 -0.02562
1.00000 -0.01461 1.00000 -0.01788 1.00000 -0.02104 1.00000 -0.02376
MA_17 MA_18 MA_19 MA_20
1.00000 -0.02564 1.00000 0.00000 1.00000 0.00000 1.00000 0.00000
0.99131 -0.02376 0.99127 0.00131 0.99127 0.00117 0.99127 0.00108
0.97576 -0.02038 0.97565 0.00369 0.97565 0.00328 0.97565 0.00305
0.95625 -0.01609 0.95605 0.00672 0.95605 0.00597 0.95605 0.00555
0.93362 -0.01105 0.93332 0.01029 0.93332 0.00913 0.93332 0.00849
0.91109 -0.00593 0.91068 0.01390 0.91068 0.01234 0.91068 0.01148
0.88801 -0.00059 0.88749 0.01763 0.88749 0.01565 0.88749 0.01456
0.86533 0.00473 0.86470 0.02134 0.86470 0.01894 0.86470 0.01762
0.84274 0.01006 0.84201 0.02508 0.84201 0.02227 0.84201 0.02072
0.81990 0.01538 0.81905 0.02891 0.81905 0.02566 0.81905 0.02387
0.79670 0.02064 0.79573 0.03285 0.79573 0.02916 0.79573 0.02713
0.77339 0.02574 0.77231 0.03685 0.77231 0.03271 0.77231 0.03044
0.75012 0.03060 0.74892 0.04086 0.74892 0.03627 0.74892 0.03374
0.72679 0.03528 0.72547 0.04486 0.72547 0.03982 0.72547 0.03705
0.70345 0.03975 0.70202 0.04883 0.70202 0.04334 0.70202 0.04033
0.68018 0.04402 0.67863 0.05270 0.67863 0.04678 0.67863 0.04353
0.65689 0.04813 0.65523 0.05651 0.65523 0.05016 0.65523 0.04667
0.63358 0.05210 0.63182 0.06025 0.63182 0.05348 0.63182 0.04976
0.61025 0.05595 0.60837 0.06390 0.60837 0.05672 0.60837 0.05277
0.58691 0.05968 0.58493 0.06748 0.58493 0.05990 0.58493 0.05573
0.56366 0.06326 0.56158 0.07091 0.56158 0.06294 0.56158 0.05856
0.54049 0.06665 0.53831 0.07416 0.53831 0.06583 0.53831 0.06125
0.51740 0.06982 0.51513 0.07715 0.51513 0.06848 0.51513 0.06372
0.49434 0.07271 0.49200 0.07983 0.49200 0.07086 0.49200 0.06593
0.47123 0.07532 0.46882 0.08218 0.46882 0.07295 0.46882 0.06787
0.44804 0.07768 0.44556 0.08424 0.44556 0.07477 0.44556 0.06957
0.42475 0.07982 0.42222 0.08602 0.42222 0.07636 0.42222 0.07104
0.40141 0.08176 0.39883 0.08757 0.39883 0.07773 0.39883 0.07232
0.37809 0.08350 0.37548 0.08887 0.37548 0.07888 0.37548 0.07339
0.35486 0.08499 0.35222 0.08987 0.35222 0.07977 0.35222 0.07422
0.33178 0.08613 0.32911 0.09045 0.32911 0.08029 0.32911 0.07470
0.30882 0.08687 0.30616 0.09054 0.30616 0.08037 0.30616 0.07478
0.28597 0.08709 0.28331 0.09006 0.28331 0.07994 0.28331 0.07438
0.26317 0.08671 0.26054 0.08896 0.26054 0.07896 0.26054 0.07347
0.24040 0.08576 0.23783 0.08724 0.23783 0.07744 0.23783 0.07205
0.21767 0.08419 0.21516 0.08486 0.21516 0.07533 0.21516 0.07008
0.19497 0.08201 0.19254 0.08182 0.19254 0.07263 0.19254 0.06757
0.17234 0.07918 0.17002 0.07809 0.17002 0.06931 0.17002 0.06449
0.14986 0.07563 0.14767 0.07360 0.14767 0.06533 0.14767 0.06078
0.12767 0.07135 0.12563 0.06835 0.12563 0.06067 0.12563 0.05645
0.10583 0.06619 0.10396 0.06220 0.10396 0.05521 0.10396 0.05137
0.08423 0.06002 0.08257 0.05502 0.08257 0.04884 0.08257 0.04544
0.06258 0.05276 0.06116 0.04681 0.06116 0.04155 0.06116 0.03866
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0.04319 0.04461 0.04202 0.03784 0.04202 0.03359 0.04202 0.03125
0.02800 0.03654 0.02708 0.02919 0.02708 0.02591 0.02708 0.02411
0.01340 0.02655 0.01277 0.01889 0.01277 0.01677 0.01277 0.01560
0.00682 0.02056 0.00636 0.01299 0.00636 0.01153 0.00636 0.01073
0.00341 0.01644 0.00306 0.00913 0.00306 0.00810 0.00306 0.00754
0.00135 0.01271 0.00109 0.00601 0.00109 0.00533 0.00109 0.00496
0.00012 0.00894 0.00000 0.00324 0.00000 0.00287 0.00000 0.00267
0.00000 0.00549 0.00109 -0.00371 0.00109 -0.00329 0.00109 -0.00306
0.00106 0.00171 0.00306 -0.00635 0.00306 -0.00564 0.00306 -0.00525
0.00296 -0.00174 0.00636 -0.00939 0.00636 -0.00833 0.00636 -0.00775
0.00617 -0.00538 0.01277 -0.01351 0.01277 -0.01200 0.01277 -0.01116
0.01246 -0.01029 0.02708 -0.01908 0.02708 -0.01694 0.02708 -0.01576
0.02661 -0.01726 0.04202 -0.02270 0.04202 -0.02015 0.04202 -0.01875
0.04145 -0.02210 0.06116 -0.02605 0.06116 -0.02313 0.06116 -0.02152
0.06048 -0.02678 0.08257 -0.02901 0.08257 -0.02575 0.08257 -0.02396
0.08181 -0.03101 0.10396 -0.03129 0.10396 -0.02777 0.10396 -0.02584
0.10313 -0.03443 0.12563 -0.03299 0.12563 -0.02929 0.12563 -0.02725
0.12474 -0.03722 0.14767 -0.03426 0.14767 -0.03041 0.14767 -0.02830
0.14675 -0.03954 0.17002 -0.03526 0.17002 -0.03130 0.17002 -0.02912
0.16907 -0.04154 0.19254 -0.03608 0.19254 -0.03203 0.19254 -0.02980
0.19157 -0.04330 0.21516 -0.03678 0.21516 -0.03265 0.21516 -0.03038
0.21416 -0.04489 0.23783 -0.03738 0.23783 -0.03318 0.23783 -0.03087
0.23681 -0.04631 0.26054 -0.03791 0.26054 -0.03365 0.26054 -0.03131
0.25951 -0.04760 0.28331 -0.03839 0.28331 -0.03408 0.28331 -0.03170
0.28226 -0.04879 0.30616 -0.03885 0.30616 -0.03448 0.30616 -0.03208
0.30509 -0.04987 0.32911 -0.03929 0.32911 -0.03487 0.32911 -0.03244
0.32803 -0.05089 0.35222 -0.03969 0.35222 -0.03523 0.35222 -0.03278
0.35113 -0.05188 0.37548 -0.04002 0.37548 -0.03553 0.37548 -0.03306
0.37437 -0.05282 0.39883 -0.04029 0.39883 -0.03576 0.39883 -0.03327
0.39772 -0.05371 0.42222 -0.04045 0.42222 -0.03590 0.42222 -0.03340
0.42110 -0.05450 0.44556 -0.04052 0.44556 -0.03597 0.44556 -0.03346
0.44444 -0.05523 0.46882 -0.04052 0.46882 -0.03597 0.46882 -0.03346
0.46770 -0.05588 0.49200 -0.04049 0.49200 -0.03594 0.49200 -0.03344
0.49087 -0.05650 0.51513 -0.04043 0.51513 -0.03589 0.51513 -0.03339
0.51401 -0.05709 0.53831 -0.04033 0.53831 -0.03580 0.53831 -0.03330
0.53719 -0.05763 0.56158 -0.04015 0.56158 -0.03564 0.56158 -0.03316
0.56046 -0.05809 0.58493 -0.03985 0.58493 -0.03538 0.58493 -0.03291
0.58382 -0.05845 0.60837 -0.03939 0.60837 -0.03497 0.60837 -0.03253
0.60727 -0.05865 0.63182 -0.03877 0.63182 -0.03442 0.63182 -0.03202
0.63073 -0.05868 0.65523 -0.03797 0.65523 -0.03371 0.65523 -0.03136
0.65417 -0.05852 0.67863 -0.03703 0.67863 -0.03287 0.67863 -0.03058
0.67759 -0.05819 0.70202 -0.03594 0.70202 -0.03190 0.70202 -0.02968
0.70100 -0.05766 0.72547 -0.03471 0.72547 -0.03081 0.72547 -0.02867
0.72449 -0.05693 0.74892 -0.03331 0.74892 -0.02957 0.74892 -0.02751
0.74798 -0.05595 0.77231 -0.03172 0.77231 -0.02815 0.77231 -0.02620
0.77141 -0.05466 0.79573 -0.02988 0.79573 -0.02653 0.79573 -0.02468
0.79489 -0.05303 0.81905 -0.02779 0.81905 -0.02467 0.81905 -0.02295
0.81826 -0.05103 0.84201 -0.02547 0.84201 -0.02261 0.84201 -0.02104
0.84128 -0.04873 0.86470 -0.02292 0.86470 -0.02034 0.86470 -0.01893
0.86405 -0.04620 0.88749 -0.02012 0.88749 -0.01786 0.88749 -0.01661
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0.88692 -0.04347 0.91068 -0.01700 0.91068 -0.01509 0.91068 -0.01404
0.91020 -0.04054 0.93332 -0.01361 0.93332 -0.01208 0.93332 -0.01124
0.93293 -0.03746 0.95605 -0.00966 0.95605 -0.00857 0.95605 -0.00798
0.95577 -0.03397 0.97565 -0.00569 0.97565 -0.00505 0.97565 -0.00470
0.97549 -0.03052 0.99127 -0.00214 0.99127 -0.00190 0.99127 -0.00176
0.99121 -0.02747 1.00000 0.00000 1.00000 0.00000 1.00000 0.00000
1.00000 -0.02564
MA_21 MA_22 MA_23 ZAGI10
1.00000 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000 0.00000
0.99127 0.00104 0.99127 0.00102 0.99127 0.00101 0.99127 0.00101
0.97565 0.00293 0.97565 0.00288 0.97565 0.00285 0.97566 0.00284
0.95605 0.00534 0.95605 0.00524 0.95605 0.00519 0.95606 0.00517
0.93332 0.00817 0.93332 0.00801 0.93332 0.00795 0.93334 0.00791
0.91068 0.01104 0.91068 0.01083 0.91068 0.01074 0.91071 0.01069
0.88749 0.01400 0.88749 0.01374 0.88749 0.01362 0.88752 0.01356
0.86470 0.01694 0.86470 0.01662 0.86470 0.01649 0.86474 0.01641
0.84201 0.01992 0.84201 0.01954 0.84201 0.01938 0.84205 0.01929
0.81905 0.02295 0.81905 0.02252 0.81905 0.02233 0.81910 0.02223
0.79573 0.02608 0.79573 0.02559 0.79573 0.02538 0.79579 0.02526
0.77231 0.02926 0.77231 0.02871 0.77231 0.02847 0.77237 0.02834
0.74892 0.03244 0.74892 0.03183 0.74892 0.03156 0.74899 0.03142
0.72547 0.03562 0.72547 0.03495 0.72547 0.03466 0.72555 0.03450
0.70202 0.03877 0.70202 0.03804 0.70202 0.03772 0.70210 0.03755
0.67863 0.04185 0.67863 0.04106 0.67863 0.04072 0.67872 0.04053
0.65523 0.04488 0.65523 0.04402 0.65523 0.04366 0.65533 0.04346
0.63182 0.04784 0.63182 0.04693 0.63182 0.04654 0.63192 0.04633
0.60837 0.05074 0.60837 0.04978 0.60837 0.04937 0.60848 0.04914
0.58493 0.05358 0.58493 0.05256 0.58493 0.05213 0.58505 0.05189
0.56158 0.05631 0.56158 0.05524 0.56158 0.05478 0.56170 0.05453
0.53831 0.05889 0.53831 0.05777 0.53831 0.05729 0.53844 0.05703
0.51513 0.06126 0.51513 0.06010 0.51513 0.05960 0.51527 0.05933
0.49200 0.06339 0.49200 0.06219 0.49200 0.06167 0.49214 0.06139
0.46882 0.06526 0.46882 0.06402 0.46882 0.06349 0.46897 0.06320
0.44556 0.06689 0.44556 0.06562 0.44556 0.06508 0.44572 0.06478
0.42222 0.06830 0.42222 0.06701 0.42222 0.06645 0.42238 0.06615
0.39883 0.06953 0.39883 0.06821 0.39883 0.06765 0.39900 0.06734
0.37548 0.07057 0.37548 0.06923 0.37548 0.06865 0.37565 0.06834
0.35222 0.07136 0.35222 0.07001 0.35222 0.06943 0.35240 0.06911
0.32911 0.07183 0.32911 0.07046 0.32911 0.06988 0.32930 0.06956
0.30616 0.07190 0.30616 0.07053 0.30616 0.06995 0.30635 0.06963
0.28331 0.07152 0.28331 0.07016 0.28331 0.06958 0.28351 0.06926
0.26054 0.07064 0.26054 0.06930 0.26054 0.06872 0.26075 0.06841
0.23783 0.06928 0.23783 0.06796 0.23783 0.06740 0.23804 0.06709
0.21516 0.06739 0.21516 0.06611 0.21516 0.06556 0.21538 0.06526
0.19254 0.06497 0.19254 0.06374 0.19254 0.06321 0.19277 0.06292
0.17002 0.06201 0.17002 0.06083 0.17002 0.06033 0.17025 0.06005
0.14767 0.05844 0.14767 0.05733 0.14767 0.05686 0.14791 0.05660
0.12563 0.05427 0.12563 0.05324 0.12563 0.05280 0.12587 0.05256
0.10396 0.04939 0.10396 0.04845 0.10396 0.04805 0.10421 0.04783
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0.08257 0.04369 0.08257 0.04286 0.08257 0.04250 0.08283 0.04231
0.06116 0.03717 0.06116 0.03647 0.06116 0.03617 0.06142 0.03600
0.04202 0.03005 0.04202 0.02948 0.04202 0.02923 0.04229 0.02910
0.02708 0.02318 0.02708 0.02274 0.02708 0.02255 0.02735 0.02245
0.01277 0.01500 0.01277 0.01472 0.01277 0.01460 0.01305 0.01453
0.00636 0.01032 0.00636 0.01012 0.00636 0.01004 0.00664 0.00999
0.00306 0.00725 0.00306 0.00711 0.00306 0.00705 0.00334 0.00702
0.00109 0.00477 0.00109 0.00468 0.00109 0.00464 0.00137 0.00462
0.00000 0.00257 0.00000 0.00252 0.00000 0.00250 0.00028 0.00249
0.00109 -0.00295 0.00109 -0.00289 0.00109 -0.00287 0.00000 0.00051
0.00306 -0.00504 0.00306 -0.00495 0.00306 -0.00491 0.00042 -0.00141
0.00636 -0.00745 0.00636 -0.00731 0.00636 -0.00725 0.00171 -0.00337
0.01277 -0.01073 0.01277 -0.01053 0.01277 -0.01044 0.00399 -0.00549
0.02708 -0.01515 0.02708 -0.01486 0.02708 -0.01474 0.00779 -0.00797
0.04202 -0.01803 0.04202 -0.01768 0.04202 -0.01754 0.01528 -0.01142
0.06116 -0.02069 0.06116 -0.02030 0.06116 -0.02013 0.02983 -0.01534
0.08257 -0.02303 0.08257 -0.02260 0.08257 -0.02241 0.04719 -0.01829
0.10396 -0.02484 0.10396 -0.02437 0.10396 -0.02417 0.06960 -0.02104
0.12563 -0.02620 0.12563 -0.02570 0.12563 -0.02549 0.09207 -0.02319
0.14767 -0.02721 0.14767 -0.02669 0.14767 -0.02647 0.11471 -0.02481
0.17002 -0.02800 0.17002 -0.02747 0.17002 -0.02724 0.13775 -0.02597
0.19254 -0.02865 0.19254 -0.02811 0.19254 -0.02787 0.16107 -0.02684
0.21516 -0.02921 0.21516 -0.02865 0.21516 -0.02842 0.18453 -0.02754
0.23783 -0.02968 0.23783 -0.02912 0.23783 -0.02888 0.20805 -0.02813
0.26054 -0.03010 0.26054 -0.02953 0.26054 -0.02928 0.23162 -0.02863
0.28331 -0.03048 0.28331 -0.02990 0.28331 -0.02966 0.25524 -0.02906
0.30616 -0.03085 0.30616 -0.03026 0.30616 -0.03001 0.27890 -0.02945
0.32911 -0.03120 0.32911 -0.03060 0.32911 -0.03035 0.30258 -0.02982
0.35222 -0.03151 0.35222 -0.03091 0.35222 -0.03066 0.32625 -0.03017
0.37548 -0.03178 0.37548 -0.03118 0.37548 -0.03092 0.34988 -0.03049
0.39883 -0.03199 0.39883 -0.03138 0.39883 -0.03112 0.37347 -0.03076
0.42222 -0.03212 0.42222 -0.03151 0.42222 -0.03125 0.39702 -0.03097
0.44556 -0.03218 0.44556 -0.03156 0.44556 -0.03130 0.42058 -0.03110
0.46882 -0.03217 0.46882 -0.03156 0.46882 -0.03130 0.44417 -0.03116
0.49200 -0.03215 0.49200 -0.03154 0.49200 -0.03128 0.46780 -0.03116
0.51513 -0.03210 0.51513 -0.03149 0.51513 -0.03123 0.49147 -0.03114
0.53831 -0.03202 0.53831 -0.03141 0.53831 -0.03115 0.51514 -0.03109
0.56158 -0.03188 0.56158 -0.03127 0.56158 -0.03102 0.53878 -0.03101
0.58493 -0.03165 0.58493 -0.03105 0.58493 -0.03079 0.56236 -0.03087
0.60837 -0.03128 0.60837 -0.03069 0.60837 -0.03043 0.58587 -0.03064
0.63182 -0.03079 0.63182 -0.03020 0.63182 -0.02995 0.60932 -0.03028
0.65523 -0.03015 0.65523 -0.02958 0.65523 -0.02934 0.63275 -0.02980
0.67863 -0.02941 0.67863 -0.02885 0.67863 -0.02861 0.65617 -0.02918
0.70202 -0.02854 0.70202 -0.02799 0.70202 -0.02776 0.67962 -0.02845
0.72547 -0.02756 0.72547 -0.02704 0.72547 -0.02682 0.70311 -0.02760
0.74892 -0.02645 0.74892 -0.02595 0.74892 -0.02573 0.72664 -0.02665
0.77231 -0.02519 0.77231 -0.02471 0.77231 -0.02450 0.75020 -0.02556
0.79573 -0.02373 0.79573 -0.02328 0.79573 -0.02309 0.77373 -0.02432
0.81905 -0.02207 0.81905 -0.02165 0.81905 -0.02147 0.79713 -0.02290
0.84201 -0.02022 0.84201 -0.01984 0.84201 -0.01968 0.82029 -0.02129
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0.86470 -0.01820 0.86470 -0.01785 0.86470 -0.01771 0.84316 -0.01950
0.88749 -0.01597 0.88749 -0.01567 0.88749 -0.01554 0.86583 -0.01753
0.91068 -0.01350 0.91068 -0.01324 0.91068 -0.01313 0.88857 -0.01537
0.93332 -0.01081 0.93332 -0.01060 0.93332 -0.01051 0.91178 -0.01296
0.95605 -0.00767 0.95605 -0.00752 0.95605 -0.00746 0.93502 -0.01027
0.97565 -0.00451 0.97565 -0.00443 0.97565 -0.00439 0.95738 -0.00725
0.99127 -0.00170 0.99127 -0.00166 0.99127 -0.00165 0.97618 -0.00429
1.00000 0.00000 1.00000 0.00000 1.00000 0.00000 0.99140 -0.00162
1.00000 0.00000
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C.3 Rotor Geometries
C.3.1 Tilt-Rotor Geometry.
XROTOR VERSION: 7.55
Designed blade
! Rho Vso Rmu Alt
0.13790E-01 245.71 0.12235E-04 999.00
! Rad Vel Adv Rake
0.50000 50.000 1.0000 0.0000
! XI0 XIW
0.50000E-01 0.0000
! Naero
1
! Xisection
0.0000
! A0deg dCLdA CLmax CLmin
-2.0000 5.7000 1.1500 -0.30000
! dCLdAstall dCLstall Cmconst Mcrit
0.10000 0.10000 -0.10000 0.80000
! CDmin CLCDmin dCDdCL^2
0.14000E-01 0.30000 0.25000E-01
! REref REexp
50000. -0.40000
!LVDuct LDuct LWind
T F F
! II Nblds
30 2
! r/R C/R Beta0deg Ubody
0.61167E-01 0.18261E-01 97.908 0.0000
0.94044E-01 0.22982E-01 94.842 0.0000
0.13990 0.34215E-01 90.485 0.0000
0.18882 0.49410E-01 86.626 0.0000
0.23844 0.67324E-01 83.061 0.0000
0.28797 0.87063E-01 79.751 0.0000
0.33702 0.10771 76.679 0.0000
0.38534 0.12827 73.829 0.0000
0.43273 0.14778 71.191 0.0000
0.47902 0.16531 68.754 0.0000
0.52406 0.18009 66.508 0.0000
0.56771 0.19156 64.444 0.0000
0.60985 0.19939 62.551 0.0000
0.65034 0.20351 60.820 0.0000
0.68908 0.20402 59.242 0.0000
0.72594 0.20123 57.808 0.0000
0.76084 0.19553 56.510 0.0000
0.79367 0.18733 55.338 0.0000
0.82433 0.17710 54.286 0.0000
0.85275 0.16524 53.346 0.0000
0.87884 0.15213 52.512 0.0000
0.90253 0.13809 51.778 0.0000
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0.92376 0.12339 51.139 0.0000
0.94247 0.10828 50.589 0.0000
0.95860 0.92851E-01 50.130 0.0000
0.97211 0.77424E-01 49.753 0.0000
0.98296 0.62071E-01 49.471 0.0000
0.99113 0.47488E-01 49.292 0.0000
0.99658 0.34933E-01 49.263 0.0000
0.99932 0.27174E-01 49.366 0.0000
! URDuct
1.0000
C.3.2 Top Coaxial Rotor Geometry.
XROTOR VERSION: 7.55
E387upper
! Rho Vso Rmu Alt
0.13790E-01 245.71 0.12235E-04 0.0000
! Rad Vel Adv Rake
1.0000 3.0000 0.15904E-01 0.0000
! XI0 XIW
0.20000E-01 0.0000
! Naero
1
! Xisection
0.0000
! A0deg dCLdA CLmax CLmin
-3.8310 5.8948 1.2000 -0.14000
! dCLdAstall dCLstall Cmconst Mcrit
0.10000 0.10000 -0.10000 0.80000
! CDmin CLCDmin dCDdCL^2
0.50000E-02 0.61000 0.53800E-01
! REref REexp
0.48000E+06 -0.40000
!LVDuct LDuct LWind
T F F
! II Nblds
30 4
! r/R C/R Beta0deg Ubody
0.38009E-01 0.15619 54.524 0.0000
0.81211E-01 0.15479 44.606 0.0000
0.13204 0.15317 30.612 0.0000
0.18325 0.15152 29.071 0.0000
0.23418 0.14990 27.435 0.0000
0.28457 0.14827 25.958 0.0000
0.33423 0.14669 24.831 0.0000
0.38300 0.14512 23.913 0.0000
0.43074 0.14359 23.349 0.0000
0.47732 0.14210 22.914 0.0000
0.52260 0.14065 22.271 0.0000
0.56645 0.13924 21.723 0.0000
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0.60876 0.13788 21.252 0.0000
0.64940 0.13659 20.844 0.0000
0.68827 0.13533 20.488 0.0000
0.72526 0.13415 20.176 0.0000
0.76026 0.13303 19.902 0.0000
0.79318 0.13197 19.661 0.0000
0.82392 0.13099 19.447 0.0000
0.85241 0.13008 19.260 0.0000
0.87857 0.12923 19.097 0.0000
0.90232 0.12847 18.955 0.0000
0.92359 0.12779 18.831 0.0000
0.94234 0.12719 18.726 0.0000
0.95851 0.12668 18.638 0.0000
0.97205 0.12624 18.565 0.0000
0.98292 0.12589 18.508 0.0000
0.99111 0.12562 18.465 0.0000
0.99658 0.12545 18.437 0.0000
0.99932 0.12536 18.422 0.0000
! URDuct
1.0000
C.3.3 Bottom Coaxial Rotor Geometry.
XROTOR VERSION: 7.55
E387aft
! Rho Vso Rmu Alt
0.13790E-01 245.71 0.12235E-04 0.0000
! Rad Vel Adv Rake
1.0000 3.0000 0.15904E-01 0.0000
! XI0 XIW
0.20000E-01 0.0000
! Naero
1
! Xisection
0.0000
! A0deg dCLdA CLmax CLmin
-3.8310 5.8948 1.2000 -0.14000
! dCLdAstall dCLstall Cmconst Mcrit
0.10000 0.10000 -0.10000 0.80000
! CDmin CLCDmin dCDdCL^2
0.50000E-02 0.61000 0.53800E-01
! REref REexp
0.48000E+06 -0.40000
!LVDuct LDuct LWind
T F F
! II Nblds
30 4
! r/R C/R Beta0deg Ubody
0.38009E-01 0.12941 29.296 0.0000
0.81211E-01 0.13254 28.494 0.0000
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0.13204 0.13629 27.549 0.0000
0.18325 0.13781 26.597 0.0000
0.23418 0.13858 25.650 0.0000
0.28457 0.13734 24.714 0.0000
0.33423 0.13635 23.791 0.0000
0.38300 0.13629 22.885 0.0000
0.43074 0.13586 22.289 0.0000
0.47732 0.13508 21.854 0.0000
0.52260 0.13399 21.211 0.0000
0.56645 0.13260 20.663 0.0000
0.60876 0.13096 20.192 0.0000
0.64940 0.12976 19.784 0.0000
0.68827 0.12856 19.428 0.0000
0.72526 0.12744 19.116 0.0000
0.76026 0.12638 18.842 0.0000
0.79318 0.12537 18.601 0.0000
0.82392 0.12444 18.387 0.0000
0.85241 0.12358 18.200 0.0000
0.87857 0.12277 18.037 0.0000
0.90232 0.12205 17.895 0.0000
0.92359 0.12140 17.771 0.0000
0.94234 0.12083 17.666 0.0000
0.95851 0.12035 17.578 0.0000
0.97205 0.11993 17.505 0.0000
0.98292 0.11960 17.448 0.0000
0.99111 0.11934 17.405 0.0000
0.99658 0.11918 17.377 0.0000
0.99932 0.11909 17.362 0.0000
! URDuct
1.0000
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Table D.1: Stability and Control Derivatives
Aerobot Trim Conditions
Nondimensional Dimensional
Closed Open Closed Open
U(m/s) 50 50 S(m2) 15.8068 9.6678
el(°) −1 −1 b(m) 9.3333 9.3333
q¯(Pa) 17.2414 17.2414 c(m) 2.0896 1.4938
CL 0.0553 0.0361 CD 0.0207 0.0338
Longitudinal Derivatives
Nondimensional Dimensional
Closed Open Closed Open
Cxu −0.0022 −0.0226 Xu( Nm/s) −0.0120 −0.0755
Cxα 0.0258 0.0003 Xw(
N
m/s) −0.1404 −0.0009
Cxq 0.0502 0.0184 Xq(
N
rad/s) 0.2860 0.0459
Cxδe −0.0109 −0.0146 Xδe( Nrad) −2.9812 −2.4355
Cmu 0.0000 −0.0012 Mu(Nmm/s) 0.0000 −0.0061
Cmα −0.1103 −0.4646 Mw(Nmm/s) −1.2568 −2.3137
Cmq −0.8453 −1.3147 Mq( Nmrad/s) −10.0594 −4.8898
Cmδe −0.2614 −0.5399 Mδe(Nmrad ) −148.8688 −134.4252
Czu 0.0000 0.0000 Zu(
N
m/s) −3.7099 −3.7100
Czalpha 3.9794 2.8315 Zw(
N
m/s) −21.6903 −9.4393
Czq 4.0160 4.0742 Zq(
N
rad/s) −22.8704 −10.1444
Czδe −0.8181 −0.9995 Zδe( Nrad) −222.9649 −166.6036
Lateral Derivatives
Nondimensional Dimensional
Closed Open Closed Open
Clβ −0.0938 −0.1416 Lv(Nmm/s) −4.7727 −4.4065
Clp −0.2979 −0.4400 Lp( Nmrad/s) −70.7341 −63.8823
Clr 0.0283 0.0338 Lr(
Nm
rad/s) 6.7085 4.9108
Clδa 0.1813 0.2804 Lδa(
Nm
rad ) 461.1082 436.2622
Cyβ −0.1168 −0.1921 Yv( Nm/s) −0.6368 −0.6406
Cyp −0.1693 −0.2789 Yp( Nrad/s) −4.3070 −4.3391
Cyr 0.0296 0.0427 Yr(
Nm
rad/s) 0.7518 0.6646
Cyδa 0.0826 0.1340 Yδa(
N
rad) 22.5106 22.3343
Cnβ 0.0122 0.0208 Nv(
Nm
m/s) 0.6217 0.6465
Cnp 0.0070 0.0143 Np(
Nm
rad/s) 1.6536 2.0725
Cnr −0.0024 −0.0002 Nr( Nmrad/s) −0.5769 −0.0341
Cnδa −0.0094 −0.0135 Nδa(Nmrad ) −23.9057 −20.9532
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This section summarizes the verification test scenarios for the Simulinkr model of the Mar-
tian aerobot. First, to validate implementation of the model, trim conditions for the hover
and horizontal flight conditions were found. Then the control effectors were modified from
these trim conditions for simple flight scenarios with know expected state behavior and com-
pared against the observed state behavior from the simulation. Each table shows how the
control effector was modified from its trim position along with the expected and observed
behavior of the states. These tests only verify the model was implemented into Simulinkr
correctly.
Table E.1: Validation Test Scenario 1 Trim Condition: Hover
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed ↑ U ↓ ↓
Right Tilt-Rotor Speed ↑ V − −
Top Coaxial Rotor Speed − W ↓ ↓
Bottom Coaxial Rotor Speed − P − −
Tilt-Rotor Angle − Q ↑ ↑
El Angle − R − −
Al Angle − φ − −
θ ↑ ↑
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
Table E.2: Validation Test Scenario 2 Trim Condition: Hover
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed − U ↑ ↑
Right Tilt-Rotor Speed − V − −
Top Coaxial Rotor Speed ↑ W ↓ ↓
Bottom Coaxial Rotor Speed ↑ P − −
Tilt-Rotor Angle − Q ↓ ↓
El Angle − R − −
Al Angle − φ − −
θ ↓ ↓
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
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Table E.3: Validation Test Scenario 3 Trim Condition: Hover
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed − U ↑ ↑
Right Tilt-Rotor Speed − V − −
Top Coaxial Rotor Speed − W ↓ ↓
Bottom Coaxial Rotor Speed − P − −
Tilt-Rotor Angle ↓ Q ↓ ↓
El Angle − R − −
Al Angle − φ − −
θ ↓ ↓
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
Table E.4: Validation Test Scenario 4 Trim Condition: Hover
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed ↑ U − −
Right Tilt-Rotor Speed ↓ V ↑ ↑
Top Coaxial Rotor Speed − W − −
Bottom Coaxial Rotor Speed − P ↑ ↑
Tilt-Rotor Angle − Q − −
El Angle − R − −
Al Angle − φ ↑ ↑
θ − −
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
189
Table E.5: Validation Test Scenario 5 Trim Condition: Hover
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed − U − −
Right Tilt-Rotor Speed − V ↑ ↑
Top Coaxial Rotor Speed ↑ W − −
Bottom Coaxial Rotor Speed ↓ P − −
Tilt-Rotor Angle − Q − −
El Angle − R ↑ ↑
Al Angle − φ − −
θ − −
ψ ↑ ↑
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
Table E.6: Validation Test Scenario 6 Trim Condition: Horizontal
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed − U ↓ ↓
Right Tilt-Rotor Speed − V − −
Top Coaxial Rotor Speed − W ↑ ↑
Bottom Coaxial Rotor Speed − P − −
Tilt-Rotor Angle ↑ Q ↑ ↑
El Angle − R − −
Al Angle − φ − −
θ ↑ ↑
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
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Table E.7: Validation Test Scenario 7 Trim Condition: Horizontal
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed ↑ U ↑ ↑
Right Tilt-Rotor Speed ↑ V − −
Top Coaxial Rotor Speed − W − −
Bottom Coaxial Rotor Speed − P − −
Tilt-Rotor Angle − Q ↑ ↑
El Angle − R − −
Al Angle − φ − −
θ ↑ ↑
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
Table E.8: Validation Test Scenario 8 Trim Condition: Horizontal
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed ↑ U − −
Right Tilt-Rotor Speed ↓ V ↓ ↓
Top Coaxial Rotor Speed − W − −
Bottom Coaxial Rotor Speed − P ↑ ↑
Tilt-Rotor Angle − Q − −
El Angle − R ↑ ↑
Al Angle − φ ↑ ↑
θ − −
ψ ↑ ↑
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
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Table E.9: Validation Test Scenario 9 Trim Condition: Horizontal
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed − U ↑ ↑
Right Tilt-Rotor Speed − V − −
Top Coaxial Rotor Speed − W ↓ ↓
Bottom Coaxial Rotor Speed − P − −
Tilt-Rotor Angle − Q ↓ ↓
El Angle ↑ R − −
Al Angle − φ − −
θ ↓ ↓
ψ − −
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
Table E.10: Validation Test Scenario 10 Trim Condition: Horizontal
Control Effector
Control
Input
State
Expected
Behavior
Observed
Behavior
Left Tilt-Rotor Speed − U − −
Right Tilt-Rotor Speed − V ↓ ↓
Top Coaxial Rotor Speed − W − −
Bottom Coaxial Rotor Speed − P ↓ ↓
Tilt-Rotor Angle − Q − −
El Angle − R ↓ ↓
Al Angle ↑ φ ↓ ↓
θ − −
ψ ↓ ↓
↑=Increase From Trim; ↓=Decrease From Trim; −=No Change From Trim
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F.1 Baseline Inner Loop
Ain(xin) =

a1,1 a1,2 a1,3 0 a1,5 0 a1,7 0 0 0 0 0 0 0 0 0
a2,1 a2,2 a2,3 a2,4 0 a2,6 a2,7 0 0 0 0 0 0 0 0 0
a3,1 a3,2 a3,3 0 a3,5 0 a3,7 0 0 0 0 0 0 0 0 0
0 a4,2 0 a4,4 a4,5 a4,6 0 0 0 0 0 0 0 0 0 0
a5,1 0 a5,3 a5,4 a5,5 a5,6 a5,7 0 0 0 0 0 0 0 0 0
0 a6,2 0 a6,4 a6,5 a6,6 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 1 a8,5 a8,6 0 0 0 0 0 0 0 0 0 0
0 0 0 0 a9,5 a9,6 0 0 0 0 0 0 0 0 0 0
0 0 0 0 a10,5 a10,6 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

(F.1)
a1,1 =
XU
m
a1,2 =
XV
m
+R
a1,3 =
XW
m
−Q
a1,5 =
XQ
m
a1,7 =
1
S
(
Sx
m
− g sin(θ)
)
a2,1 = −R
a2,2 =
YV
m
a2,3 = P
a2,4 =
YP
m
a2,6 =
YR
m
a2,7 =
1
S
(g cos(θ) sin(φ))
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a3,1 =
ZU
m
+Q
a3,2 = −P
a3,3 =
ZW
m
a3,5 =
ZQ
m
a3,7 =
1
S
(
Sz
m
+ g cos(θ) cos(φ)
)
a4,2 =
kp2NV − kr1LV
kdpr
a4,4 =
−kr1LP + kp2NP +Qkp2(kr1 − kr2)
kdpr
a4,5 =
R(k2p2 + kp3kr1)
kdpr
a4,6 =
kp2NR − kr1LR
kdpr
a5,1 =
MU
kq1
a5,3 =
MW
kq1
a5,4 =
Pkp2 −Rkq2
kq1
a5,5 =
MQ
kq1
a5,6 =
−Rkp2
kq1
a5,7 =
SM
kq1S
a6,2 =
kp2LV − kp1NV
kdpr
a6,4 =
kp2LP − kp1NP +Q(k2p2 − kp1kr2)
kdpr
a6,5 =
Rkp2(kp1 + kp3)
kdpr
a6,6 =
kp2LR − kp1NR
kdpr
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a8,5 = sin(φ) tan(θ)
a8,6 = cos(φ) tan(θ)
a9,5 = cos(φ)
a9,6 = − sin(φ)
a10,5 =
sin(φ)
cos(θ)
a10,6 =
cos(φ)
cos(θ)
gin(xin, uin0) =

g01,1
0
g03,1
g04,1
g05,1
g06,1

(F.2)
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g01,1 =
1
m
(
Ω˜T10BTT1 cos (φT0) + Ω˜T20BTT2 cos (φT0) + cos (φT0) (STT1 + STT2)
)
g03,1 =
1
m
(
−Ω˜T10BTT1 sin (φT0)− Ω˜T20BTT2 sin (φT0) + sin (φT0) (−STT1 − STT2)
−(STC1 + STC2) + Ω˜C10
(
−BTC2C1 −BTC1C1
)
+ Ω˜C20
(
−BTC1C2 −BTC2C2
))
g04,1 =
1
kdpr
(
Ω˜T10
(
sin (φT0)
(−kp2BQT1 + kp2BQT2 − kr1rTy1BTT1)
+ cos (φT0)
(
kp2rTy1BTT1 − kr1BQT1 + kr1BQT2
))
+ Ω˜T20
(
kr1rTy1BTT2 sin (φT0)− kp2rTy1BTT2 cos (φT0)
)
+ sin (φT0)
(−kp2SQT1 + kp2SQT2 − kr1rTy1STT1 + kr1rTy1STT2)
+ cos (φT0)
(
kp2rTy1STT1 − kp2rTy1STT2 − kr1SQT1 + kr1SQT2
)
+ kp2SQC1 − kp2SQC2 + Ω˜C10
(
kp2BQC1C1 − kp2BQC2C1
)
+Ω˜C20
(
kp2BQC1C2 − kp2BQC2C2
))
g05,1 =
1
kq
(
rTx1Ω˜T10BTT1 sin (φT0) + rTx1Ω˜T20BTT2 sin (φT0)
+ sin (φT0) (rTx1STT1 + rTx1STT2) + rCx1STC1 + rCx1STC2
+Ω˜C10
(
rCx1BTC2C1 + rCx1BTC1C1
)
+ Ω˜C20
(
rCx1BTC1C2 + rCx1BTC2C2
))
g06,1 =
1
kdpr
(
Ω˜T10
(
sin (φT0)
(
kp1BQT1 − kp1BQT2 + kp2rTy1BTT1
)
+ cos (φT0)
(−kp1rTy1BTT1 + kp2BQT1 − kp2BQT2))
+ Ω˜T20
(
kp1rTy1BTT2 cos (φT0)− kp2rTy1BTT2 sin (φT0)
)
+ sin (φT0)
(
kp1SQT1 − kp1SQT2 + kp2rTy1STT1 − kp2rTy1STT2
)
+ cos (φT0)
(−kp1rTy1STT1 + kp1rTy1STT2 + kp2SQT1 − kp2SQT2)
+ kp1SQC2 − kp1SQC1 + Ω˜C10
(
kp1BQC2C1 − kp1BQC1C1
)
+Ω˜C20
(
kp1BQC2C2 − kp1BQC1C2
))
B(x) =
∂g
∂u
(x, u0) =

b1,1 b1,2 b1,3 0 0 b1,6 0
0 0 0 0 0 0 b2,7
b3,1 b3,2 b3,3 b3,4 b3,5 b3,6 0
b4,1 b4,2 b4,3 b4,4 b4,5 0 b4,7
b5,1 b5,2 b5,3 b5,4 b5,5 b5,6 0
b6,1 b6,2 b6,3 b6,4 b6,5 0 b6,7

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b1,1 = −
Ω˜T10BTT1 sin (φT0)
m
− Ω˜T20BTT2 sin (φT0)
m
+
sin (φT0) (−STT1 − STT2)
m
b3,1 = −
Ω˜T10BTT1 cos (φT0)
m
− Ω˜T20BTT2 cos (φT0)
m
+
cos (φT0) (−STT1 − STT2)
m
b4,1 = Ω˜T10
(
sin (φT0)
(
−kp2rTy1BTT1
kdpr
+
kr1BQT1
kdpr
− kr1BQT2
kdpr
)
+ cos (φT0)
(
−kp2BQT1
kdpr
+
kp2BQT2
kdpr
− kr1rTy1BTT1
kdpr
))
+ Ω˜T20
(
kp2rTy1BTT2 sin (φT0)
kdpr
+
kr1rTy1BTT2 cos (φT0)
kdpr
)
+ sin (φT0)
(
−kp2rTy1STT1
kdpr
+
kp2rTy1STT2
kdpr
+
kr1SQT1
kdpr
− kr1SQT2
kdpr
)
+ cos (φT0)
(
−kp2SQT1
kdpr
+
kp2SQT2
kdpr
− kr1rTy1STT1
kdpr
+
kr1rTy1STT2
kdpr
)
b5,1 =
rTx1Ω˜T10BTT1 cos (φT0)
kq1
+
rTx1Ω˜T20BTT2 cos (φT0)
kq1
+ cos (φT0)
(
rTx1STT1
kq1
+
rTx1STT2
kq1
)
b6,1 = Ω˜T10
(
sin (φT0)
(
kp1rTy1BTT1
kdpr
− kp2BQT1
kdpr
+
kp2BQT2
kdpr
)
+ cos (φT0)
(
kp1BQT1
kdpr
− kp1BQT2
kdpr
+
kp2rTy1BTT1
kdpr
))
+ Ω˜T20
(
−kp1rTy1BTT2 sin (φT0)
kdpr
− kp2rTy1BTT2 cos (φT0)
kdpr
)
+ sin (φT0)
(
kp1rTy1STT1
kdpr
− kp1rTy1STT2
kdpr
− kp2SQT1
kdpr
+
kp2SQT2
kdpr
)
+ cos (φT0)
(
kp1SQT1
kdpr
− kp1SQT2
kdpr
+
kp2rTy1STT1
kdpr
− kp2rTy1STT2
kdpr
)
b1,2 =
BTT1 cos (φT0)
m
b3,2 = −BTT1 sin (φT0)
m
b4,2 =
sin (φT0)
(
kp2 (−BQT1)− kr1rTy1BTT1
)
kdpr
+
cos (φT0)
(
kp2rTy1BTT1 − kr1BQT1
)
kdpr
b5,2 =
rTx1BTT1 sin (φT0)
kq1
b6,2 =
sin (φT0)
(
kp1BQT1 + kp2rTy1BTT1
)
kdpr
+
cos (φT0)
(
kp2BQT1 − kp1rTy1BTT1
)
kdpr
197
F.1. BASELINE INNER LOOP
b1,3 =
BTT2 cos (φT0)
m
b3,3 = −BTT2 sin (φT0)
m
b4,3 =
sin (φT0)
(
kp2BQT2 + kr1rTy1BTT2
)
kdpr
+
cos (φT0)
(
kr1BQT2 − kp2rTy1BTT2
)
kdpr
b5,3 =
rTx1BTT2 sin (φT0)
kq1
b6,3 =
sin (φT0)
(
kp1 (−BQT2)− kp2rTy1BTT2
)
kdpr
+
cos (φT0)
(
kp1rTy1BTT2 − kp2BQT2
)
kdpr
b3,4 =
−BTC2C1 −BTC1C1
m
b4,4 =
kp2BQC1C1 − kp2BQC2C1
kdpr
b5,4 =
rCx1BTC2C1
kq1
+
rCx1BTC1C1
kq1
b6,4 =
kp1BQC2C1 − kp1BQC1C1
kdpr
b3,5 =
−BTC1C2 −BTC2C2
m
b4,5 =
kp2BQC1C2 − kp2BQC2C2
kdpr
b5,5 =
rCx1BTC1C2
kq1
+
rCx1BTC2C2
kq1
b6,5 =
kp1BQC2C2 − kp1BQC1C2
kdpr
b1,6 =
XδEl
m
b3,6 =
ZδEl
m
b5,6 =
MδEl
kq1
b2,7 =
YδAl
m
b4,7 =
(
kp2NδAl − kr1LδAl
)
kdpr
b6,7 =
(
kp2LδAl − kp1NδAl
)
kdpr
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F.2 Baseline Outer Loop
Aout(xout) =

0 0 0 0 0 a1,6 0 0 0
0 0 0 0 0 a2,6 0 0 0
0 0 0 0 0 a3,6 0 0 0
0 0 0 0 0 a4,6 0 0 0
0 0 0 0 0 a5,6 0 0 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0

(F.3)
a1,6 =
1
Soutm
(Fx cos (θ0) cos (ψ0) + Fy (sin (θ0) cos (ψ0) sin (φ0)− sin (ψ0) cos (φ0))
+ Fz (sin (θ0) cos (ψ0) cos (φ0) + sin (ψ0) sin (φ0))
− θ0 (−Fx sin (θ0) cos (ψ0) + Fy cos (θ0) cos (ψ0) sin (φ0) + Fz cos (θ0) cos (ψ0) cos (φ0))
− ψ0 (−Fx cos (θ0) sin (ψ0) + Fy (cos (ψ0) (− cos (φ0))− sin (θ0) sin (ψ0) sin (φ0))
+Fz (cos (ψ0) sin (φ0)− sin (θ0) sin (ψ0) cos (φ0)))
− φ0 (Fy (sin (θ0) cos (ψ0) cos (φ0) + sin (ψ0) sin (φ0))
+Fz (sin (ψ0) cos (φ0)− sin (θ0) cos (ψ0) sin (φ0))))
a2,6 =
1
Soutm
(Fx cos (θ0) sin (ψ0) + Fy (sin (θ0) sin (ψ0) sin (φ0) + cos (ψ0) cos (φ0))
+ Fz (sin (θ0) sin (ψ0) cos (φ0)− cos (ψ0) sin (φ0))
− θ0 (−Fx sin (θ0) sin (ψ0) + Fy cos (θ0) sin (ψ0) sin (φ0) + Fz cos (θ0) sin (ψ0) cos (φ0))
− ψ0 (Fx cos (θ0) cos (ψ0) + Fy (sin (θ0) cos (ψ0) sin (φ0)− sin (ψ0) cos (φ0))
+Fz (sin (θ0) cos (ψ0) cos (φ0) + sin (ψ0) sin (φ0)))
− φ0 (Fy (sin (θ0) sin (ψ0) cos (φ0)− cos (ψ0) sin (φ0))
+Fz (cos (ψ0) (− cos (φ0))− sin (θ0) sin (ψ0) sin (φ0))))
a3,6 =
1
Sout
(θ0 (U0 sin (θ0) cos (ψ0)− V0 cos (θ0) cos (ψ0) sin (φ0)−W0 cos (θ0) cos (ψ0) cos (φ0))
+ ψ0 (U0 cos (θ0) sin (ψ0) + V0 (sin (θ0) sin (ψ0) sin (φ0) + cos (ψ0) cos (φ0))
+W0 (sin (θ0) sin (ψ0) cos (φ0)− cos (ψ0) sin (φ0)))
+ φ0 (V0 (sin (θ0) cos (ψ0) (− cos (φ0))− sin (ψ0) sin (φ0))
+W0 (sin (θ0) cos (ψ0) sin (φ0)− sin (ψ0) cos (φ0))))
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F.2. BASELINE OUTER LOOP
a4,6 =
1
Sout
(θ0 (U0 sin (θ0) sin (ψ0)− V0 cos (θ0) sin (ψ0) sin (φ0)−W0 cos (θ0) sin (ψ0) cos (φ0))
+ ψ0 (U0 (− cos (θ0)) cos (ψ0) + V0 (sin (ψ0) cos (φ0)− sin (θ0) cos (ψ0) sin (φ0))
+W0 (sin (θ0) cos (ψ0) (− cos (φ0))− sin (ψ0) sin (φ0)))
+ φ0 (V0 (cos (ψ0) sin (φ0)− sin (θ0) sin (ψ0) cos (φ0))
+W0 (sin (θ0) sin (ψ0) sin (φ0) + cos (ψ0) cos (φ0))))
a5,6 =
1
Sout
(θ0 (U0 cos (θ0) + V0 sin (θ0) sin (φ0) +W0 sin (θ0) cos (φ0))
−φ0 (V0 cos (θ0) cos (φ0)−W0 cos (θ0) sin (φ0)))
Bout =

0 0 0 b1,4 b1,5 b1,6
0 0 0 b2,4 b2,5 b2,6
b3,1 b3,2 b3,3 b3,4 b3,5 b3,6
b4,1 b4,2 b4,3 b4,4 b4,5 b4,6
b5,1 b5,2 b5,3 b5,4 b5,5 0
 (F.4)
b3,1 = cos(θ0) cos(ψ0)
b4,1 = cos(θ0) sin(ψ0)
b5,1 = − sin(θ0)
b3,2 = sin(θ0) cos(ψ0) sin(φ0)− sin(ψ0) cos(φ0)
b4,2 = sin(θ0) sin(ψ0) sin(φ0) + cos(ψ0) cos(φ0)
b5,2 = cos(θ0) sin(φ0)
b3,3 = cos(φ0) cos(ψ0) sin(θ0) + sin(φ0) sin(ψ0)
b4,3 = cos(φ0) sin(θ0) sin(ψ0)− cos(ψ0) sin(φ0)
b5,3 = cos(θ0) cos(φ0)
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b1,4 =
Fy(sin(θ0) cos(ψ0) cos(φ0) + sin(ψ0) sin(φ0))
m
+
Fz(sin(ψ0) cos(φ0)− sin(θ0) cos(ψ0) sin(φ0))
m
b2,4 =
Fy(sin(θ0) sin(ψ0) cos(φ0)− cos(ψ0) sin(φ0))
m
+
Fz(cos(ψ0)(− cos(φ0))− sin(θ0) sin(ψ0) sin(φ0))
m
b3,4 = V0(sin(θ0) cos(ψ0) cos(φ0) + sin(ψ0) sin(φ0))
+W0(sin(ψ0) cos(φ0)− sin(θ0) cos(ψ0) sin(φ0))
b4,4 = V0(sin(θ0) sin(ψ0) cos(φ0)− cos(ψ0) sin(φ0))
+W0(cos(ψ0)(− cos(φ0))− sin(θ0) sin(ψ0) sin(φ0))
b5,4 = V0 cos(θ0) cos(φ0)−W0 cos(θ0) sin(φ0)
b1,5 = −Fx sin(θ0) cos(ψ0)
m
+
Fy cos(θ0) cos(ψ0) sin(φ0)
m
+
Fz cos(θ0) cos(ψ0) cos(φ0)
m
b2,5 = −Fx sin(θ0) sin(ψ0)
m
+
Fy cos(θ0) sin(ψ0) sin(φ0)
m
+
Fz cos(θ0) sin(ψ0) cos(φ0)
m
b3,5 = −U0 sin(θ0) cos(ψ0) + V0 cos(θ0) cos(ψ0) sin(φ0) +W0 cos(θ0) cos(ψ0) cos(φ0)
b4,5 = −U0 sin(θ0) sin(ψ0) + V0 cos(θ0) sin(ψ0) sin(φ0) +W0 cos(θ0) sin(ψ0) cos(φ0)
b5,5 = −U0 cos(θ0)− V0 sin(θ0) sin(φ0)−W0 sin(θ0) cos(φ0)
b1,6 = −Fx cos(θ0) sin(ψ0)
m
+
Fy(cos(ψ0)(− cos(φ0))− sin(θ0) sin(ψ0) sin(φ0))
m
+
Fz(cos(ψ0) sin(φ0)− sin(θ0) sin(ψ0) cos(φ0))
m
b2,6 =
Fx cos(θ0) cos(ψ0)
m
+
Fy(sin(θ0) cos(ψ0) sin(φ0)− sin(ψ0) cos(φ0))
m
+
Fz(sin(θ0) cos(ψ0) cos(φ0) + sin(ψ0) sin(φ0))
m
b3,6 = −U0 cos(θ0) sin(ψ0) + V0(cos(ψ0)(− cos(φ0))− sin(θ0) sin(ψ0) sin(φ0))
+W0(cos(ψ0) sin(φ0)− sin(θ0) sin(ψ0) cos(φ0))
b4,6 = U0 cos(θ0) cos(ψ0) + V0(sin(θ0) cos(ψ0) sin(φ0)− sin(ψ0) cos(φ0))
+W0(sin(θ0) cos(ψ0) cos(φ0) + sin(ψ0) sin(φ0))
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F.3. HORIZONTAL OUTER LOOP
F.3 Horizontal Outer Loop
Aout(x) =

0 a1,2 0 a1,4 0 0 0 a1,8
a2,1 0 0 a2,4 0 0 0 a2,8
0 0 0 0 0 0 0 a3,8
0 0 0 0 0 0 0 a4,8
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 −1

(F.5)
a1,2 = λ˙t
a1,4 = V (sin (θ0) sin (φ0)Cλe − θ0 cos (θ0) sin (φ0)Cλe
+φ0 (sin (θ0) (− cos (φ0))Cλe − sin (φ0)Sλe)− cos (φ0)Sλe)
+W0 (φ0 (sin (θ0) sin (φ0)Cλe − cos (φ0)Sλe)− θ0 cos (θ0) cos (φ0)Cλe)
+ θ0U0 sin (θ0)Cλe
a1,8 =
1
Sout
(θ0U0 sin (θ0) + V (sin (θ0) sin (φ0)− θ0 cos (θ0) sin (φ0)− φ0 sin (θ0) cos (φ0))
+W0 (φ0 sin (θ0) sin (φ0)− θ0 cos (θ0) cos (φ0)))
a2,1 = −λ˙t
a2,4 = V (φ0 (sin (φ0)Cλe − sin (θ0) cos (φ0)Sλe) + cos (φ0)Cλe + sin (θ0) sin (φ0)Sλe
−θ0 cos (θ0) sin (φ0)Sλe) +W0 (φ0 (cos (φ0)Cλe + sin (θ0) sin (φ0)Sλe)
−θ0 cos (θ0) cos (φ0)Sλe) + θ0U0 sin (θ0)Sλe
a2,8 =
1
Sout
(V (φ0 sin (φ0) + cos (φ0)) +W0φ0 cos (φ0))
a3,8 =
1
Sout
(θ0U0 cos (θ0) + V (θ0 sin (θ0) sin (φ0)− φ0 cos (θ0) cos (φ0) + cos (θ0) sin (φ0)))
+W0 (θ0 sin (θ0) cos (φ0) + φ0 cos (θ0) sin (φ0))
a4,8 =
1
Sout
(
g cos(θ0) tan(φ0)
VT
− g cos(θ0)φ0
VT cos2(φ0)
− λ˙t
)
Bout(x) =

b1,1 b1,2 b1,3 b1,4
b2,1 b2,2 b2,3 b2,4
b3,1 b3,2 b3,3 b3,4
0 0 b4,3 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

(F.6)
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b1,1 = λeCλe cos(θ0) + cos(θ0)
b2,1 = cos(θ0)λeSλe
b3,1 = − sin(θ0)
b1,2 = cos(φ0) sin(θ0) + λe (cos(φ0) sin(θ0)Cλe + sin(φ0)Sλe)
b2,2 = λe (cos(φ0) sin(θ0)Sλe − sin(φ0)Cλe)− sin(φ0)
b3,2 = cos(θ0) cos(φ0)
b1,3 = V cos(φ0) sin(θ0)−W0 sin(φ0) sin(θ0)
+ λe (W0 (cos(φ0)Sλe − sin(θ0) sin(φ0)Cλe) + V (cos(φ0) sin(θ0)Cλe + sin(φ0)Sλe))
b2,3 = −W0 cos(φ0)− V sin(φ0) + λe (V (cos(φ0) sin(θ0)Sλe − sin(φ0)Cλe)
+W0 (− cos(φ0)Cλe − sin(θ0) sin(φ0)Sλe))
b3,3 = V cos(θ0) cos(φ0)−W0 cos(θ0) sin(φ0)
b4,3 =
g cos(θ0)
VT cos2(φ0)
b1,4 = W0 cos(θ0) cos(φ0)− U0 sin(θ0) + V cos(θ0) sin(φ0
+ λe (W0 cos(θ0) cos(φ0)Cλe − U0 sin(θ0)Cλe + V cos(θ0) sin(φ0)Cλe)
b2,4 = λe (W0 cos(θ0) cos(φ0)Sλe − U0 sin(θ0)Sλe + V cos(θ0) sin(φ0)Sλe)
b3,4 = −U0 cos(θ0)−W0 cos(φ0) sin(θ0)− V sin(θ0) sin(φ0)
F.4 Horizontal Inner Loop
Ain(xin) =

a1,1 a1,2 a1,3 0 a1,5 0 a1,7 0 0 0 0 0 0 0 0
a2,1 a2,2 a2,3 a2,4 0 a2,6 a2,7 0 0 0 0 0 0 0 0
a3,1 a3,2 a3,3 0 a3,5 0 a3,7 0 0 0 0 0 0 0 0
0 a4,2 0 a4,4 a4,5 a4,6 0 0 0 0 0 0 0 0 0
a5,1 0 a5,3 a5,4 a5,5 a5,6 a5,7 0 0 0 0 0 0 0 0
0 a6,2 0 a6,4 a6,5 a6,6 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0
0 0 0 1 a8,5 a8,6 0 0 0 0 0 0 0 0 0
0 0 0 0 a9,5 a9,6 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

(F.7)
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F.4. HORIZONTAL INNER LOOP
a1,1 =
XU
m
a1,2 =
XV
m
+R
a1,3 =
XW
m
−Q
a1,5 =
XQ
m
a1,7 =
1
S
(
Sx
m
− g sin(θ)
)
a2,1 = −R
a2,2 =
YV
m
a2,3 = P
a2,4 =
YP
m
a2,6 =
YR
m
a2,7 =
1
S
(g cos(θ) sin(φ))
a3,1 =
ZU
m
+Q
a3,2 = −P
a3,3 =
ZW
m
a3,5 =
ZQ
m
a3,7 =
1
S
(
Sz
m
+ g cos(θ) cos(φ)
)
a4,2 =
kp2NV − kr1LV
kdpr
a4,4 =
−kr1LP + kp2NP +Qkp2(kr1 − kr2)
kdpr
a4,5 =
R(k2p2 + kp3kr1)
kdpr
a4,6 =
kp2NR − kr1LR
kdpr
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a5,1 =
MU
kq1
a5,3 =
MW
kq1
a5,4 =
Pkp2 −Rkq2
kq1
a5,5 =
MQ
kq1
a5,6 =
−Rkp2
kq1
a5,7 =
SM
kq1S
a6,2 =
kp2LV − kp1NV
kdpr
a6,4 =
kp2LP − kp1NP +Q(k2p2 − kp1kr2)
kdpr
a6,5 =
Rkp2(kp1 + kp3)
kdpr
a6,6 =
kp2LR − kp1NR
kdpr
a8,5 = sin(φ) tan(θ)
a8,6 = cos(φ) tan(θ)
a9,5 = cos(φ)
a9,6 = − sin(φ)
F.5 Landing Outer Loop
Aout(xout) =

0 0 0 0 a1,5 0 0
0 0 0 0 a2,5 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

(F.8)
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F.5. LANDING OUTER LOOP
a1,5 =
1
Soutm
(Fx cos (θ0) cos (ψ0) + Fy (sin (θ0) cos (ψ0) sin (φ0)− sin (ψ0) cos (φ0))
+ Fz (sin (θ0) cos (ψ0) cos (φ0) + sin (ψ0) sin (φ0))
− θ0 (−Fx sin (θ0) cos (ψ0) + Fy cos (θ0) cos (ψ0) sin (φ0) + Fz cos (θ0) cos (ψ0) cos (φ0))
− ψ0 (−Fx cos (θ0) sin (ψ0) + Fy (cos (ψ0) (− cos (φ0))− sin (θ0) sin (ψ0) sin (φ0))
+Fz (cos (ψ0) sin (φ0)− sin (θ0) sin (ψ0) cos (φ0)))
− φ0 (Fy (sin (θ0) cos (ψ0) cos (φ0) + sin (ψ0) sin (φ0))
+Fz (sin (ψ0) cos (φ0)− sin (θ0) cos (ψ0) sin (φ0))))
a2,5 =
1
Soutm
(Fx cos (θ0) sin (ψ0) + Fy (sin (θ0) sin (ψ0) sin (φ0) + cos (ψ0) cos (φ0))
+ Fz (sin (θ0) sin (ψ0) cos (φ0)− cos (ψ0) sin (φ0))
− θ0 (−Fx sin (θ0) sin (ψ0) + Fy cos (θ0) sin (ψ0) sin (φ0) + Fz cos (θ0) sin (ψ0) cos (φ0))
− ψ0 (Fx cos (θ0) cos (ψ0) + Fy (sin (θ0) cos (ψ0) sin (φ0)− sin (ψ0) cos (φ0))
+Fz (sin (θ0) cos (ψ0) cos (φ0) + sin (ψ0) sin (φ0)))
− φ0 (Fy (sin (θ0) sin (ψ0) cos (φ0)− cos (ψ0) sin (φ0))
+Fz (cos (ψ0) (− cos (φ0))− sin (θ0) sin (ψ0) sin (φ0))))
Bout =

b1,1 b1,2 b1,3
b2,1 b2,2 b2,3
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

(F.9)
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b1,1 =
Fy(sin(θ0) cos(ψ0) cos(φ0) + sin(ψ0) sin(φ0))
m
+
Fz(sin(ψ0) cos(φ0)− sin(θ0) cos(ψ0) sin(φ0))
m
b2,1 =
Fy(sin(θ0) sin(ψ0) cos(φ0)− cos(ψ0) sin(φ0))
m
+
Fz(cos(ψ0)(− cos(φ0))− sin(θ0) sin(ψ0) sin(φ0))
m
b1,2 = −Fx sin(θ0) cos(ψ0)
m
+
Fy cos(θ0) cos(ψ0) sin(φ0)
m
+
Fz cos(θ0) cos(ψ0) cos(φ0)
m
b2,2 = −Fx sin(θ0) sin(ψ0)
m
+
Fy cos(θ0) sin(ψ0) sin(φ0)
m
+
Fz cos(θ0) sin(ψ0) cos(φ0)
m
b1,3 = −Fx cos(θ0) sin(ψ0)
m
+
Fy(cos(ψ0)(− cos(φ0))− sin(θ0) sin(ψ0) sin(φ0))
m
+
Fz(cos(ψ0) sin(φ0)− sin(θ0) sin(ψ0) cos(φ0))
m
b2,3 =
Fx cos(θ0) cos(ψ0)
m
+
Fy(sin(θ0) cos(ψ0) sin(φ0)− sin(ψ0) cos(φ0))
m
+
Fz(sin(θ0) cos(ψ0) cos(φ0) + sin(ψ0) sin(φ0))
m
F.6 Landing Middle Loop
Amid(xmid) =

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

(F.10)
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F.6. LANDING MIDDLE LOOP
Bmid(xmid) =

b1,1 b1,2 b1,3 0 0 0
b2,1 b2,2 b2,3 0 0 0
b3,1 b3,2 b3,3 0 0 0
0 0 0 1 b4,5 b4,6
0 0 0 0 b5,5 b5,6
0 0 0 0 b6,5 b6,6
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

(F.11)
b1,1 = cos(θ) cos(ψ)
b2,1 = cos(θ) sin(ψ)
b3,1 = − sin(θ)
b1,2 = sin(φ) sin(θ) cos(φ)− cos(φ) sin(ψ)
b2,2 = sin(φ) sin(θ) sin(φ) + cos(φ) cos(ψ)
b3,2 = sin(φ) cos(θ)
b1,3 = cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ)
b2,3 = cos(φ) sin(θ) sin(ψ)− sin(φ) sin(ψ)
b3,3 = cos(φ) cos(θ)
b4,5 = sin(φ) tan(θ)
b5,5 = cos(φ)
b6,5 =
sin(φ)
cos(θ)
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b4,6 = cos(φ) tan(θ)
b5,6 = − sin(φ)
b6,6 =
cos(φ)
cos(θ)
F.7 Landing Inner Loop
Ain(xin) =

a1,1 a1,2 a1,3 0 a1,5 0 a1,7 0 0 0 0 0 0
a2,1 a2,2 a2,3 a2,4 0 a2,6 a2,7 0 0 0 0 0 0
a3,1 a3,2 a3,3 0 a3,5 0 a3,7 0 0 0 0 0 0
0 a4,2 0 a4,4 a4,5 a4,6 0 0 0 0 0 0 0
a5,1 0 a5,3 a5,4 a5,5 a5,6 a5,7 0 0 0 0 0 0
0 a6,2 0 a6,4 a6,5 a6,6 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0

(F.12)
a1,1 =
XU
m
a1,2 =
XV
m
+R
a1,3 =
XW
m
−Q
a1,5 =
XQ
m
a1,7 =
1
S
(
Sx
m
− g sin(θ)
)
a2,1 = −R
a2,2 =
YV
m
a2,3 = P
a2,4 =
YP
m
a2,6 =
YR
m
a2,7 =
1
S
(g cos(θ) sin(φ))
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F.7. LANDING INNER LOOP
a3,1 =
ZU
m
+Q
a3,2 = −P
a3,3 =
ZW
m
a3,5 =
ZQ
m
a3,7 =
1
S
(
Sz
m
+ g cos(θ) cos(φ)
)
a4,2 =
kp2NV − kr1LV
kdpr
a4,4 =
−kr1LP + kp2NP +Qkp2(kr1 − kr2)
kdpr
a4,5 =
R(k2p2 + kp3kr1)
kdpr
a4,6 =
kp2NR − kr1LR
kdpr
a5,1 =
MU
kq1
a5,3 =
MW
kq1
a5,4 =
Pkp2 −Rkq2
kq1
a5,5 =
MQ
kq1
a5,6 =
−Rkp2
kq1
a5,7 =
SM
kq1S
a6,2 =
kp2LV − kp1NV
kdpr
a6,4 =
kp2LP − kp1NP +Q(k2p2 − kp1kr2)
kdpr
a6,5 =
Rkp2(kp1 + kp3)
kdpr
a6,6 =
kp2LR − kp1NR
kdpr
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