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SUB-TREE COUNTS ON HYPERBOLIC RANDOM GEOMETRIC GRAPHS
TAKASHI OWADA AND D. YOGESHWARAN
ABSTRACT. In this article, we study the hyperbolic random geometric graph introduced recently in [28]. For a sequence
Rn → ∞, we define these graphs to have the vertex set as Poisson points distributed uniformly in balls B(0, Rn) ⊂
B
(α)
d , the d-dimensional Poincaré ball (i.e., the unit ball on R
d with the Poincaré metric dα corresponding to negative
curvature−α2, α > 0) by connecting any two points within a distance Rn according to the metric dζ , ζ > 0. Denoting
these graphs by HGn(Rn;α, ζ), we study asymptotic counts of copies of a fixed tree Γk (with the ordered degree
sequence d(1) ≤ . . . ≤ d(k)) in HGn(Rn;α, ζ). Unlike earlier works, we count more involved structures, allowing for
d > 2, and in many places, more general choices of Rn rather than Rn = 2[ζ(d − 1)]−1 log(n/ν), ν ∈ (0,∞). The
latter choice of Rn for α/ζ > 1/2 corresponds to the thermodynamic regime in which the expected average degree is
asymptotically constant. We show multiple phase transitions in HGn(Rn;α, ζ) as α/ζ increases, i.e., the space B
(α)
d
becomes more hyperbolic. In particular, our analyses reveal that the sub-tree counts exhibit an intricate dependence on
the degree sequence d(1), . . . , d(k) of Γk as well as the ratio α/ζ. Under a more general radius regime Rn than that
described above, we investigate the asymptotics of the expectation and variance of sub-tree counts. Moreover, we prove
the corresponding central limit theorem as well. Our proofs rely crucially on a careful analysis of the sub-tree counts
near the boundary using Palm calculus for Poisson point processes along with estimates for the hyperbolic metric and
measure. For the central limit theorem, we use the abstract normal approximation result from [31] derived using the
Malliavin-Stein method.
1. Introduction
In this article, we shall continue the study of random geometric graphs on the d-dimensional Poincaré ball, a
canonical model for negatively curved spaces and hyperbolic geometry ([15, 39]). The random geometric graph
on the Euclidean space was introduced in [21] as a model of radio communications and since then it has been a
thriving research topic in probability, statistical physics and wireless networks (see [33, 36, 41, 3, 4, 23]). In recent
times, the study of random geometric graphs has formed the base for study of random geometric complexes and
its applications to topological data analysis (see [7]). In its simplest form, the random geometric graph can be con-
structed by taking a random set of iid points Xn = {X1, . . . , Xn} on a metric space as its vertex set and placing an
edge between any two distinct points within a distance rn. As is to be expected, most studies of such graphs assume
that the underlying metric space is Euclidean or some compact, convex Euclidean subset. But various applications,
especially the newish ones in topological data analysis, necessitate studies of geometric and topological structures
on Xn with more general underlying metric spaces. Such extensions to compact manifolds without a boundary
have been investigated recently in [8, 37], and a crude one-line summary of these studies is that the behaviour of
the graph on a “nice” d-dimensional manifold is similar to that on a d-dimensional Euclidean space, though the
proofs and the precise mathematical assumptions are quite challenging.
Given that the class of “nice” d-dimensional manifolds as considered above includes d-dimensional spheres (hav-
ing constant positive curvature) and d-dimensional Euclidean spaces (having zero curvature), it is natural to ask
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about random geometric graphs on negatively curved spaces. Such an investigation was initiated recently in [28]
on hyperbolic spaces and even more recently in [16] on more general spaces such as Lorentzian manifolds. How-
ever, since the d-dimensional Poincaré ball is one of the canonical and well-understood models of non-Euclidean
and non-compact spaces, we shall restrict our attention to the same. Apart from the mathematical curiosity to un-
derstand random geometric graphs on negatively curved spaces, another reason to investigate hyperbolic random
graphs arise from them being good models of many complex networks exhibiting sparsity, power-law degree distri-
bution, small-world phenomena, and clustering. For more details, see the introductions in [28, 22, 18]. This graph
is sometimes also referred to as the disc model or the KPKVB model after the authors of [28], but we shall use the
term hyperbolic random geometric graph. Though our work is a natural successor to this literature on hyperbolic
random geometric graphs, our work can be considered, in a broader sense, as an addition to the developing litera-
ture about random structures on hyperbolic spaces (see also [12, 6, 5, 32, 29, 38]).
The rest of the article is organized as follows : In the following subsections - Sections 1.1 and 1.2 - we informally
introduce the hyperbolic random geometric graphs, present some heuristics based on simulations, give a preview of
our results and also discuss the background literature. Then, in Section 2, we introduce our setup in detail, mention
some basic lemmas and state all our results. This is followed by the proofs in Section 3, where we also introduce
basic lemmas on the hyperbolic metric, the hyperbolic measures as well as an abstract normal approximation bound
in [31] derived from Malliavin-Stein method. Finally, in Section 4, we conclude with appendices on Palm theory
for the Poisson point process and comparison with Euclidean random geometric graphs.
1.1. Hyperbolic random graphs: We shall quickly introduce the Poincaré ball and the hyperbolic random geo-
metric graphs to give a preview of our results. Though there are other models of hyperbolic spaces, they are
all isometric to the Poincaré ball ([15, Section 7]). The Poincaré d-ball B(ζ)d with negative curvature −ζ2 is the
d-dimensional open unit ball equipped with the Riemannian metric
(1.1) ds2 :=
4
ζ2
|dx|2
(1− |x|2)2 =
4
ζ2
dx21 + · · ·+ dx2d
(1− x21 − · · · − x2d)2
,
where | · | denotes the Euclidean norm. We shall denote the metric by d := dζ . See Section 2 for more detailed
definitions. We shall use d to denote both the hyperbolic metric, and the dimension of an underlying space, but
the context can distinguish the two sufficiently. Though B(ζ)d is topologically the same as any open Euclidean ball,
what matters to us is the metric, and this is different from that of the Euclidean one. On compact sets of the unit
ball, the hyperbolic metric is equivalent to the Euclidean metric, and the differences surface only as |x| ↑ 1 but
in a very significant way. To get an idea of the differences with the Euclidean space, see lines and circles on the
Poincaré disk in Figure 1. As is evidently expected, the unit line segments near the boundary look much smaller
than those closer to the center, and line segments near the center are closer to straight lines, while those near the
boundary are curved. While circles are always circles, the centers of the circles closer to the boundary are far away
from the respective Euclidean centers.
Let B(0, R) denote the hyperbolic ball of radius R centred at the origin. In particular, if d = 2, the area of
B(0, R) is 2pi
(
cosh(ζR)− 1)/ζ2. Even in a higher-dimensional case, the volume of B(0, R) grows exponentially
in terms of the radius, and this is yet another aspect of hyperbolic spaces. Apart from the curvature parameter
−ζ2, our hyperbolic random geometric graph shall involve a second curvature parameter −α2 of another Poincaré
d-ball B(α)d . We shall choose a sequence of radii Rn → ∞ as n → ∞ and select Nn
d
= Poisson(n) iid “uniform"
points X1, . . . , XNn in B(0, Rn) ⊂ B(α)d and project them onto B(ζ)d preserving their polar coordinates. Then,
we connect any two points Xi, Xj if 0 < dζ(Xi, Xj) < Rn, i.e., we sample points uniformly in growing balls of
B
(α)
d and form the random geometric graph on B
(ζ)
d . We denote this random geometric graph by HGn(Rn;α, ζ),
for which there are four parameters involved : the dimension d, two curvature paramaters α and ζ, and the radii
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FIGURE 1. Geodesic line segments and triangles between points (red lines), geodesic line seg-
ments of unit length (violet lines), and unit circles with centers on the Poincaré disk (green circles)
with ζ = 1. These figures are drawn using the applet Noneuclid [24].
regime Rn. We remark here that if we assume Rn to be bounded by R < ∞, then B(ζ)d ∩ B(0, R) is metrically
equivalent to a compact Euclidean ball, and thus, the asymptotics for such HGn(Rn;α, ζ) will be very much the
same as that of Euclidean random geometric graphs. For asymptotics of Euclidean random geometric graphs, see
Section 4.2. To illustrate the hyperbolic random geometric graph, we present five simulations for d = 2 in Figure
2 for different choices of α but with n = 1000, ζ = 1, Rn = 2 log 1000 = 13.82. See also Figure 3 for simulations
of two analogous Euclidean random geometric graphs.
There are few things about these figures we wish to point out. Though ζ, α are two parameters, we have fixed
ζ = 1 and varied α in our simulations. The reason for doing so is that the ratio α/ζ is what matters and this will be
obvious in the next subsection. It is useful to keep in mind that for small α, the space behaves more like Euclidean
in the sense that there are more points near the center which affect the asymptotics, whereas for large α, the points
near the boundary alone dominate the asymptotics. Further, by the geometry of the hyperbolic spaces, points near
the center can connect easily to all the points, and so, the presence of such points changes the connectivity structure
of graphs.
One of the main characteristics of hyperbolic geometric graphs on the Poincaré ball is the presence of tree-
like structures, implying that the vertices on B(ζ)d are classified into large groups of smaller subgroups, which
themselves consist of further smaller subgroups (see [28]). This is reflected in our simulations, indicating that
there seem to be more sub-trees embedded than their Euclidean counterparts. To uncover the spatial distribution of
such tree-like structures, this article will focus on sub-tree counts in the hyperbolic random geometric graph, i.e.,
the number of copies of a given tree Γk of k vertices in HGn(Rn;α, ζ). In usual graph-theoretic language, we
count the number of graph homomorphisms from Γk to HGn(Rn;α, ζ). We may notice a phase transition in the
connectivity of the graph at α = 1 due to appearance of points closer to the center. Some of the above observations
that have been crystallized into rigorous mathematical theorems shall be mentioned in the next subsection, but
many more still await to be explored.
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FIGURE 2. Simulations of HG1000(2 log 1000 = 13.82;α, 1) for d = 2 with different α. Isolated
vertices have been omitted.
α = 1.2 α = 1.05.
α = 1 α = .95.
α = 0.8
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1.2. A preview of our results: Earlier works on hyperbolic random geometric graphs (see [1, 10, 18, 13, 19, 17,
34]) are mostly concerned with the case
(1.2) d = 2 and Rn = 2ζ−1 log(n/ν) for some ν ∈ (0,∞).
However, many papers also consider the more general binomial model, where the probability of an edge between
vertices u, v is given by (1 + exp{βζ(dζ(u, v) − Rn)/2})−1 for β ∈ (0,∞]. The hyperbolic random geometric
graph is a special case of the binomial model when β = ∞. Further, the binomial model under the regime
(1.2) considered in the literature has been shown to be asymptotically a special case of geometric inhomogeneous
random graphs (see [11, Theorem 7.3]). But our results cover more general radius regimes as well as apply in
higher dimensions. This makes it difficult to use the existing results in [11] about geometric inhomogeneous
random graphs. In addition, in contrast to most of the existing literature, we prove second order asymptotics, i.e.,
variance asymptotics and central limit theorem. Though the present paper allows for more general choices of radius
regime, this subsection shall restrict itself to the higher-dimensional version of (1.2), namely
Rn = 2[ζ(d− 1)]−1 log(n/ν), ν ∈ (0,∞), d ≥ 2,
for the sake of an easier presentation of our results. As for the corresponding hyperbolic random geometric graphs,
we shall see that the expected average degree converges to a constant if α/ζ > 1/2 regardless of the dimension d.
Such a regime can be referred to as the thermodynamic regime. We shall also find that, even in higher dimensions,
the asymptotic behaviour of the hyperbolic random geometric graph is mainly determined by the ratio α/ζ.
Let Γk denote a tree on k vertices (k ≥ 2) with the ordered degree sequence d(1) ≤ d(2) ≤ . . . ≤ d(k). Our
interest lies in the statistic Sn which counts the number of subgraphs (not necessarily induced) in HGn(Rn;α, ζ)
isomorphic to Γk. We call Sn sub-tree counts. Our most general results are for sub-tree counts S
(γ)
n on B(0, Rn) \
B˚(0, (1 − γ)Rn) (˚denoting the interior of the set) for γ ∈ (0, 1). Many of our proofs proceed by deriving
asymptotics for S(γ)n and then approximating Sn (which is nothing but S
(1)
n ) by S
(γ)
n for small enough γ. Such a
strategy is very much due to the behaviour of the Poincaré ball near its boundary. We assume α/ζ is not a natural
number for simplifying the statements of our results. An important consequence of expectation and variance
asymptotics may be summarised very quickly as follows (more details are given in Section 2.4) : There exist
explicit constants C1 := C1(ζ, α, d, ν,Γk), C2 := C2(ζ, α, d, ν,Γk) such that for γ ∈ (0, 1) \ {1/2}, 1
E(S(γ)n ) ∼ C1n1+γ
∑k
i=1(d(i)−2α/ζ)+ ,
VAR(S(γ)n ) = Ω
(
n1+2γ(d(k)−α/ζ)++2γ
∑k−1
i=1 (d(i)−2α/ζ)+ ∨ n1+γ
∑k
i=1(d(i)−2α/ζ)+
)
,
where a ∨ b = max{a, b} for a, b ∈ R, and (a)+ = a if a > 0 and (a)+ = 0 otherwise. Further, for γ small
enough, the central limit theorem (CLT) holds for S(γ)n as well. As for γ = 1/2, we have that
E(S(γ)n ) = Θ(n1+2
−1∑k
i=1(d(i)−2α/ζ)+).
The above result (i.e., the γ = 1/2 case) for d = 2 was shown in [14, Claim 5.2].
Now, let γ ∈ (0, 1] . If 2α/ζ > d(k), we have that as n→∞,
E(Sn) ∼ E(S(γ)n ) ∼ C1n.
If α/ζ > d(k), then as n→∞,
VAR(Sn) ∼ VAR(S(γ)n ) ∼ C2n,
and also, the CLT holds for Sn. As a comparison, for Euclidean random geometric graphs in the thermodynamic
regime, we have that E(Sn) = Θ(n),VAR(Sn) = Θ(n), and the central limit theorem holds as well (See Section
4.2). The heuristic explanation is that a larger α/ζ ratio means that the space B(α)d is more hyperbolic relative to
1Here an ∼ bn denotes that an/bn → 1 and further we use the standard Bachman-Landau big-O little-o notation.
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B
(ζ)
d and hence contains more points in the boundary that dominate the contribution to Sn. In other words, S
(γ)
n
dominates the contribution to Sn.
Again, if we choose k = 2, then Sn is nothing but the number of edges and E(Sn/2n) is the expected average
degree. As we see from the above expectation asymptotics, the expected average degree is Θ(1) (i.e., thermody-
namic regime) if 2α/ζ > 1. This is one of the reasons for an assumption like α/ζ > 1/2 in many of the earlier
papers. For 2α/ζ > 1, the convergence of the expected average degree to a constant is consistent with the power-
law behaviour of degree distribution with exponent 2α/ζ+ 1, which itself was predicted in [28]. Such a power-law
behaviour for degree distribution has been proven in [22, 17] for d = 2. For 2α/ζ ≤ 1, the expected average
degree grows to infinity, which is again consistent with the conjecture that the degree distribution has a power-law
behaviour with exponent 2 ([28]).
An interesting consequence of the behaviour controlled by α/ζ is that the asymptotics for uniformly distributed
Poisson points on any B(ζ)d with α = ζ are unaffected by changes in ζ or dimension. For example, the expected
number of edges grows linearly for all B(ζ)d , d ≥ 2 with α = ζ, but as for the variance, we only have the lower
bound Ω(n).
For further discussion on related results, we first refer the reader to the following table summarising some of the
existing literature and our results in the special case d = 2, ζ = 1, Rn = 2 log(n/ν), ν ∈ (0,∞).
Regime / Properties Pconn Pperc E(Kk), k ≥ 2 E(S(γ)n ), γ ∈ (0, 1) \ {1/2}
Results from [10] [9] [20] , [14] Corollary 2.7
α < 1/2 1 1 Not Known ∼ n1+2γ(k−1−kα)
1/2 < α ≤ 1− 1/k 0 1 Θ(n(1−α)k) ∼ n1+γ
∑k
i=1(d(i)−2α)+
1− 1/k < α < 1 0 1 Θ(n) ∼ n1+γ
∑k
i=1(d(i)−2α)+
1 < α < d(k)/2 0 0 Θ(n) ∼ n1+γ
∑k
i=1(d(i)−2α)+
d(k)/2 < α 0 0 Θ(n) ∼ n
TABLE 1. Summary of related results for d = 2, ζ = 1, Rn = 2 log(n/ν), ν ∈ (0,∞). Here
Kk denotes the number of k-cliques inHGn(Rn;α, 1), Pconn = P( HGn(Rn;α, 1) is connected)
and Pperc = P(HGn(Rn;α, 1) percolates), where, by percolation, we mean existence of a giant
component, i.e., a component of size Θ(n).
In comparison to other results, our results demonstrate a completely different phase transition for sub-tree
counts in the sense that it depends not just upon the size of the trees but also the degree sequence. Thus, for
1 < α/ζ < d(k)/2, we have that sub-tree counts grow super-linear in n, even though E(Kk) is linear, and there
is no “giant component". Such a phenomenon is further evidence of our observation based on simulations that
the hyperbolic random geometric graphs contain many “tree-like" structures compared to its Euclidean counterpart
(see Figure 3 and Section 4.2). A more mathematical reason for hyperbolic random geomtric graph supporting
tree-like structures is that non-amenability of negatively curved spaces are more conducive to embedding of trees
compared to Euclidean spaces.
A few words on our proofs. The expectation and variance asymptotics for S(γ)n involve Palm theory for Poisson
point process and various estimates for the measure and the metric on the Poincaré ball. The need for the tree
assumption arises because the hyperbolic metric involves relative angles between points, and the relative angles in
the tree-like structure exhibit sufficient independence (see Lemma 3.3) for our precise calculations. For the central
limit theorem, we use the abstract normal approximation result ([31]) derived using the Malliavin-Stein method.
To use this normal approximation result, we derive detailed bounds on the first order (add-one cost) and second
order difference operators of the functional S(γ)n . As mentioned before, extending results from S
(γ)
n to Sn always
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involves showing that the more hyperbolic the space is, the boundary contributions dominate those arising from
near the center.
We shall end the introduction with a few pointers about the wider literature on hyperbolic random geometric
graphs. For more on percolation and connectivity, refer to [10, 13, 19, 26] and studies on typical distances and
diameter can be found in [1, 34, 25]. Spectral properties of these graphs are studied in [27]. An interesting aspect
apart from those mentioned above is the similarity of this random graph model to the Chung-Lu inhomogeneous
random graph model ([18]), and this has been exploited in [19, 13]. We leave generalization of our results to the
Binomial model and the geometric inhomogeneous random graphs for future work.
2. Our setup and results
2.1. The Poincaré ball.
Our underlying metric space is the d-dimensional Poincaré ballB(ζ)d , where−ζ2 represents the negative (Gaussian)
curvature of the space with ζ > 0, i.e.,
B
(ζ)
d :=
{
(x1, . . . , xd) ∈ Rd : x21 + · · ·+ x2d < 1
}
and is equipped with the Riemannian metric (1.1). We shall now mention some basic properties of this metric
space, and some more properties will be stated in Section 3.1. For more details on the Poincaré ball, we refer the
reader to [39, 2] and for a quick reading, refer to [15]. In what follows, we often represent the point x ∈ B(ζ)d in
terms of “hyperbolic" polar coordinate; For x ∈ B(ζ)d , we write x = (r, θ1, . . . , θd−1), where r ≥ 0 is the radial
part of x defined by
r =
1
ζ
log
1 + |x|
1− |x|
and (θ1, . . . , θd−1) ∈ Cd := [0, pi]d−2× [0, 2pi) is the angular part of x. Let d := dζ denote the hyperbolic distance
induced by (1.1), then it satisfies d(0, x) = r.
Using the hyperbolic polar coordinate (r, θ1, . . . , θd−1), the metric (1.1) can be rewritten as
(2.1) ds2 = dr2 +
(sinh(ζr)
ζ
)2(
dθ21 +
d−1∑
k=2
k−1∏
i=1
sin2 θi dθ
2
k
)
,
from which we obtain the volume element :
dV =
(
sinh(ζr)
ζ
)d−1 d−2∏
i=1
sind−i−1 θi dr dθ1 . . . dθd−1.
We now aim to generate random points on a sequence of growing compact subsets of the Poincaré ball. First, we
choose a deterministic sequence Rn, n ≥ 1, which grows to infinity as n → ∞. We assume that the angular part
of random points is uniformly chosen, i.e., the probability density is
(2.2) pi(θ1, . . . , θd−1) =
∏d−2
i=1 sin
d−i−1 θi
2
∏d−1
i=1 κd−i−1
, (θ1, . . . , θd−1) ∈ Cd,
where we have set κm =
∫ pi
0 sin
m θ dθ, and trivially, κ0 = pi. We use the symbol pi to denote the angular density
as well as the famed constant, but the context makes it clear which of them we refer to. Given another parameter
α > 0, we assume that the density of the radial part is
(2.3) ρn,α(r) =
sinhd−1(αr)∫ Rn
0 sinh
d−1(αs)ds
, 0 ≤ r ≤ Rn.
This density is described as the ratio of the surface area of B(0, r) to the volume of B(0, Rn), where B(0, r) and
B(0, Rn) are both defined onB
(α)
d . So, the density (2.3) can be regarded as a uniform density (for the radial part) on
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B
(α)
d . Combining (2.2) and (2.3) together, we can generate uniform random points on the space B(0, Rn) ⊂ B(α)d ,
and then, we project all of these points onto the original Poincaré ball B(ζ)d , where we construct the hyperbolic
geometric graph. The projection is such that the polar coordinates remain the same. Obviously, (2.3) is no longer a
uniform density (for the radial part) on B(ζ)d , unless ζ = α.
Though the probability density in (2.3) looks a little complicated, we shall mostly resort to the following useful
approximation via a suitable exponential density. Set T := Rn − d(0, X), where X is a random variable with
density ρn,α × pi. Denote by ρ¯n,α(t), the density of T , i.e.,
(2.4) ρ¯n,α(t) =
sinhd−1
(
α(Rn − t)
)∫ Rn
0 sinh
d−1(αs)ds
, 0 ≤ t ≤ Rn.
In the sequel, we often denote a random variable X with density ρn,α × pi by its hyperbolic polar coordinate
X = (T,Θ), where Θ is the angular part, and the radial part is described by T rather than d(0, X).
The approximation result below was established for d = 2 in [14]. The formal proof is given in Section 3.
Lemma 2.1. (i) As n→∞, we have
ρ¯n,α(t) ≤
(
1 + o(1)
)
α(d− 1)e−α(d−1)t
uniformly for 0 ≤ t < Rn.
(ii) For every 0 < λ < 1, we have, as n→∞,
ρ¯n,α(t) =
(
1 + o(1)
)
α(d− 1)e−α(d−1)t
uniformly for 0 ≤ t ≤ λRn.
Now we define our main object of interest, the hyperbolic random geometric graph. The first ingredient is the
Poisson point process on B(ζ)d . For every n ≥ 1, let (Xi, i ≥ 1) be a sequence of iid random points on B(ζ)d with
common density ρn,α × pi. Letting Nn be a Poisson random variable with mean n, independent of (Xi), one can
construct the Poisson point process Pn = {X1, X2, . . . , XNn} whose intensity measure is n(ρn,α × pi).
Definition 2.2 (Hyperbolic random geometric graph). Let Rn be a sequence growing to∞ as n→∞. The hyper-
bolic random geometric graph HGn(Rn;α, ζ) is a simple, undirected graph whose vertex set is the Poisson point
process Pn with intensity measure n(ρn,α × pi), and the edge set is {(Xi, Xj) : Xi, Xj ∈ Pn, 0 < d(Xi, Xj) ≤
Rn}, where d is the hyperbolic metric on B(ζ)d induced by (1.1) or equivalently (2.1).
2.2. Expectation and variance asymptotics for sub-tree counts.
We introduce the notion of graph homomorphisms to define sub-tree counts. Suppose H is a simple graph on
[k] := {1, . . . , k} with edge set E(H). Given another simple graph G = (V (G), E(G)), a graph homomorphism
from H to G refers to a function f : [k] → V (G) such that if (i, j) ∈ E(H), then (f(i), f(j)) ∈ E(G), i.e., the
adjacency relation is preserved. We denote by C(H,G) the number of graph homomorphisms from H to G, that is,
the number of copies of H in G. This can be represented easily as follows :
(2.5) C(H,G) =
6=∑
(v1,...,vk)∈V (G)
∏
(i,j)∈E(H)
1
{
(vi, vj) ∈ E(G)
}
,
where
∑6= denotes the sum over distinct k-tuples v1, . . . , vk and 1{·} is an indicator function. It is worth mention-
ing that the subgraphs counted by C(H,G) are not necessarily induced subgraphs in G isomorphic to H . From the
above representation, it is easy to derive the following monotonicity property : If H1, H2 are simple graphs on [k]
such that E(H1) ⊂ E(H2), then C(H2, G) ≤ C(H1, G).
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Let us return to our setup of hyperbolic random geometric graphs as in Definition 2.2. If Nn ≥ k, we denote a
collection of k-tuples of distinct elements in Pn by
(2.6) Pkn, 6= :=
{
(Xi1 , . . . , Xik) ∈ Pkn : ij ∈ {1, . . . , Nn}, ij 6= i` for j 6= `
}
.
Set Pkn,6= = ∅ ifNn < k. Define the annulusDγ(Rn) := B(0, Rn)\B˚(0, (1−γ)Rn) for 0 < γ ≤ 1. Construct the
hyperbolic random geometric graph on Pn∩Dγ(Rn) as in Definition 2.2, and we denote it asHG(γ)n (Rn;α, ζ). As
in Section 1.2, we set Γk to be a tree on [k] with edge set E. We exclude the trivial choice of k = 1, in which case,
Γk represents a single vertex. Our interest is in sub-tree counts S
(γ)
n := C
(
Γk, HG
(γ)
n (Rn;α, ζ)
)
for γ ∈ (0, 1].
From (2.5), by denoting Ti = Rn − d(0, Xi), we have that sub-tree counts S(γ)n can be represented as
(2.7) S(γ)n =
∑
(X1,...,Xk)∈Pkn,6=
∏
(i,j)∈E
1
{
0 < d(Xi, Xj) ≤ Rn, Ti, Tj ≤ γRn, }.
In particular, we write Sn = S
(1)
n . Obviously, we have Sn = C
(
Γk, HGn(Rn;α, ζ)
)
. Our first result gives the
asymptotic growth rate of E(S(γ)n ) for γ ∈ (0, 1].
Theorem 2.3. Let Γk be a tree on k vertices (k ≥ 2) with degree sequence d1, . . . , dk and S(γ)n be the sub-tree
counts as defined in (2.7). For γ ∈ (0, 1) \ {1/2}, we have that as n→∞,
(2.8) E
(
S(γ)n
) ∼ (2d−1
κd−2
)k−1
αk(d− 1)nke−ζ(d−1)(k−1)Rn/2
k∏
i=1
a(γ)n (di),
where
a(γ)n (p) :=
∫ γRn
0
eζ(d−1)(p−2α/ζ)t/2dt, p ∈ N+.
For γ = 1/2, we have that as n→∞,
(2.9) E
(
S(γ)n
)
= Θ(nke−ζ(d−1)(k−1)Rn/2
k∏
i=1
a(1/2)n (di)),
Further, let d(1) ≤ d(2) ≤ . . . ≤ d(k) be the degree sequence of Γk arranged in ascending order. If 2α/ζ > d(k),
then, for all γ ∈ (0, 1], we have that as n→∞,
E(Sn) ∼ E(S(γ)n ) ∼
(
2d−1
(d− 1)κd−2
)k−1
αk
k∏
i=1
(
α− ζdi
2
)−1
nke−ζ(d−1)(k−1)Rn/2.(2.10)
This theorem indicates that the asymptotics of E(S(γ)n ) are crucially determined by underlying curvatures −ζ2
and −α2. To make the implication of the theorem more transparent, we fix ζ and think of α as a parameter. If
α > 0 is sufficiently large, i.e., the space B(α)d is sufficiently hyperbolic, sub-trees are asymptotically dominated
by the contributions near the boundary of B(0, Rn). More specifically, if 2α/ζ > d(k), then a
(γ)
n (di), i = 1, . . . , k
all converge to a positive constant, and thus, the growth rate of E(S(γ)n ) does not depend on γ, implying that the
spatial distribution of sub-trees is completely determined by those near the boundary of B(0, Rn). In fact, for each
γ ∈ (0, 1), the growth rate of E(S(γ)n ) coincides with that of E(Sn).
On the other hand, if α becomes smaller, i.e., the space B(α)d becomes flatter, then the spatial distribution of
sub-trees begins to be affected by those scattered away from the boundary of B(0, Rn). For example, if d(k−1) <
2α/ζ < d(k), we see that as n→∞
a(γ)n (d(k)) ∼
1
d− 1
(ζd(k)
2
− α
)−1
eζ(d−1)(d(k)−2α/ζ)γRn/2 (→∞)
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while a(γ)n (d(i)), i = 1, . . . , k − 1, all tend to a positive constant. In this case, the growth rate of E(S(γ)n ) is no
longer independent of γ and its growth rate becomes faster as γ ↗ 1, i.e., as the inner radius of the corresponding
annulus shrinks. Moreover, if α becomes even smaller so that d(k−2) < 2α/ζ < d(k−1), then a
(γ)
n (d(k−1)) also
asymptotically contributes to the growth rate of E(S(γ)n ). Ultimately, if 0 < 2α/ζ < d(1), then all of the a
(γ)
n (di)’s
contribute to the growth rate of E(S(γ)n ).
The corollary below claims that if an underlying tree Γk is of the simplest form, satisfying d(k) = k − 1,
d(k−1) = · · · = d(1) = 1, which represents a tree of a single root and k − 1 leaves, then even more can be said
about the asymptotics of logE(Sn), regardless of the values of α/ζ.
Corollary 2.4. Let Γk be the tree on k vertices (k ≥ 2) with degree sequence d(1) = d(2) = · · · = d(k−1) = 1 and
d(k) = k − 1. Moreover, assume that Rn satisfies
Rn
logn
→ c, n→∞, for some c ∈ [0,∞]
(note that c = 0 or∞ is possible). Let a ∨ b = max{a, b} for a, b ∈ R.
(i) If 2α/ζ > k − 1,
E(Sn) ∼
( 2d−1
(d− 1)κd−2
)k−1
αk
(
α− ζ(k − 1)/2)−1(2.11)
× (α− ζ/2)−(k−1)nke−ζ(d−1)(k−1)Rn/2, n→∞.
(ii) If 1 < 2α/ζ ≤ k − 1,
logE(Sn)
Rn ∨ log n → k(c ∨ 1)
−1 − α(d− 1)(1 ∨ c−1)−1, n→∞.
(iii) If 0 < 2α/ζ ≤ 1,
logE(Sn)
Rn ∨ log n → k(c ∨ 1)
−1 − (d− 1)(αk − ζ(k − 1)/2)(1 ∨ c−1)−1, n→∞.
Having described the expectation asymptotics, our ultimate goal is to establish the CLT for the sub-tree counts
S
(γ)
n for 0 < γ ≤ 1. Before CLT, it is important to investigate the variance asymptotics. The theorem below
provides an asymptotic lower bound for VAR(S(γ)n ) up to a constant factor. As expected, we shall see that the
lower bound of VAR(S(γ)n ) also depends on the ratio α/ζ. Similarly to Theorem 2.3, if α/ζ > d(k), the lower
bound of VAR(S(γ)n ) is independent of γ, whereas it depends on γ when α/ζ ≤ d(k). Furthermore, if α/ζ > d(k),
we are able to establish the exact growth rate of VAR(Sn). In what follows, C∗ denotes a generic positive constant,
which may vary between lines and does not depend on n.
Theorem 2.5. Let Γk be a tree on k vertices (k ≥ 2) with degree sequence d1, . . . , dk and S(γ)n be the sub-tree
counts as defined in (2.7). For 0 < γ < 1,
VAR(S(γ)n ) = Ω
(
n2k−1e−ζ(d−1)(k−1)Rna(γ)n (2d(k))
k−1∏
i=1
a(γ)n (d(i))
2 ∨ nke−ζ(d−1)(k−1)Rn/2
k∏
i=1
a(γ)n (di)
)
.
(2.12)
Suppose further that α/ζ > d(k), then, for all γ ∈ (0, 1], we have that
(2.13) VAR(Sn) ∼ VAR(S(γ)n ) ∼ C∗
[
n2k−1e−ζ(d−1)(k−1)Rn ∨ nke−ζ(d−1)(k−1)Rn/2
]
, n→∞.
The main point of (2.13) is that the growth rate of VAR(Sn) is determined by how rapidly Rn grows to infinity.
To see this in more detail, we shall consider a special case for which Rn = c log n for some c ∈ (0,∞). Let
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g(m) = nme−ζ(d−1)(m−1)Rn/2, m ∈ N+. Now assuming α/ζ > d(k) and observing whether g(m) is non-
increasing or not depends on the value of c, we get the following variance growth rates :
VAR(Sn) ∼

C∗n2k−1−cζ(d−1)(k−1) if 0 < c < 2ζ−1(d− 1)−1
C∗n if c = 2ζ−1(d− 1)−1
C∗nk−cζ(d−1)(k−1)/2 if c > 2ζ−1(d− 1)−1.
2.3. Central limit theorem for sub-tree counts.
Having derived variance bounds, we take the article to its natural conclusion by proving a central limit theorem for
S
(γ)
n . As was evident in expectation and variance results in Theorems 2.3 and 2.5, the ratio α/ζ will have a bearing
on the matter. Before stating the normal approximation result, we need to define the two metrics - Wasserstein
distance dW and Kolmogorov distance dK - to be used. Let Y1, Y2 be two random variables and Lip(1) be the set
of Lipschitz functions h : R→ R with Lipschitz constant of at most 1.
dW (Y1, Y2) = sup
h∈Lip(1)
∣∣E(h(Y1))− E(h(Y2)) ∣∣,
dK(Y1, Y2) = sup
x∈R
∣∣P(Y1 ≤ x)− P(Y2 ≤ x) ∣∣.
Even though we have defined dW , dK as a distance between two random variables, they are actually a distance
between two probability distributions. Let N denote the standard normal random variable and ⇒ denote weak
convergence in R. In our proof, we derive more detailed bounds, albeit complicated, that also indicate the scope
for improvement.
Theorem 2.6. Let Γk be a tree on k vertices (k ≥ 2) with degree sequence d1, . . . , dk and S(γ)n be the sub-tree
counts as defined in (2.7). Assume further that Rn satisfies ne−ζ(d−1)Rn/2 → c ∈ (0,∞]. For every 0 < a < 1/2,
there exists 0 < γ0 < 1/2 such that for all 0 < γ < γ0, we have that
(2.14) dW
S(γ)n − E(S(γ)n )√
VAR(S(γ)n )
, N
 = O(n−a), dK
S(γ)n − E(S(γ)n )√
VAR(S(γ)n )
, N
 = O(n−a).
Further, if α/ζ > d(k), then
(2.15)
Sn − E(Sn)√
VAR(Sn)
⇒ N, n→∞.
2.4. Special case : Rn = 2[ζ(d− 1)]−1 log(n/ν), ν ∈ (0,∞).
The objective of this short section is to restate our results in the special case ofRn = 2[ζ(d−1)]−1 log(n/ν) for a
positive constant ν ∈ (0,∞). For α/ζ > 1/2, this corresponds to the thermodynamic regime as the average degree
is asymptotically constant. We state these results here so as to enable easier comparison with precedent studies.
This is also exactly what we assumed in the Section 1.2 and clearly weaker than our assumptions in Sections 2.2
and 2.3. Under this scheme, it is easy to see that as n→∞,
a(γ)n (p) ∼
∣∣(d− 1)(α− ζp/2)∣∣−1(n
ν
)γ(p−2α/ζ)+
1
{
p 6= 2α/ζ}+ 2γ
ζ(d− 1) log
(n
ν
)
1
{
p = 2α/ζ
}
, p ∈ N+,
(2.16)
where (a)+ = a if a > 0 and (a)+ = 0 otherwise. The result below simplifies the situation by focusing on a
further special case, for which 2α/ζ is not an integer (to drop the second line in (2.16)).
12 TAKASHI OWADA AND D. YOGESHWARAN
Corollary 2.7. Let Rn = 2[ζ(d − 1)]−1 log(n/ν), and Γk be a tree on k vertices (k ≥ 2) with degree sequence
d1, . . . , dk and S
(γ)
n be a sub-tree counts as defined in (2.7). Suppose that 2α/ζ is not an integer. For γ ∈
(0, 1) \ {1/2}, we have, as n→∞,
E(S(γ)n ) ∼
(
2d−1
(d− 1)κd−2
)k−1
αk
k∏
j=1
∣∣∣α− ζ
2
dj
∣∣∣−1νk−1−γ∑ki=1(di−2α/ζ)+n1+γ∑ki=1(di−2α/ζ)+ ,
and for γ = 1/2, we have that
(2.17) E(S(γ)n ) = Θ(n1+2
−1∑k
i=1(di−2α/ζ)+).
Further, as for variance asymptotics, we have for γ ∈ (0, 1),
VAR(S(γ)n ) = Ω
(
n1+2γ(d(k)−α/ζ)++2γ
∑k−1
i=1 (d(i)−2α/ζ)+ ∨ n1+γ
∑k
i=1(di−2α/ζ)+
)
.
If 2α/ζ > d(k), then we have for γ ∈ (0, 1],
E(Sn) ∼ E(S(γ)n ) ∼
(
2d−1
(d− 1)κd−2
)k−1
αk
k∏
j=1
(
α− ζ
2
dj
)−1
νk−1n, n→∞.
If α/ζ > d(k), then we have for γ ∈ (0, 1],
VAR(Sn) ∼ VAR(S(γ)n ) ∼ C∗n, n→∞.
To avoid repetition, we have not stated the CLT again but the CLT in Theorem 2.6 holds under the assumptions
of Corollary 2.7 with c = ν. As mentioned in the introduction, (2.17) is a partial generalization of [14, Claim 5.2]
to higher dimensions.
3. Proofs
We first prove the basic lemma on approximating the hyperbolic probability density. Subsequently, Section 3.1
presents a few lemmas concerned with hyperbolic distance. Utilizing these lemmas, we prove expectation and
variance results for the sub-tree counts in Section 3.2. Finally Section 3.3 establishes the required central limit
theorem. Throughout this section, C∗ denotes a generic positive constant, which may vary between lines and does
not depend on n.
Proof of Lemma 2.1. We see that
(3.1) ρ¯n,α(t) =
eα(d−1)(Rn−t)
(
1− e−2α(Rn−t))d−1∫ Rn
0 e
α(d−1)s(1− e−2αs)d−1ds .
Applying the binomial expansion(
1− e−2αs)d−1 = d−1∑
k=0
(
d− 1
k
)
(−1)ke−2αks, s > 0,
we find that
∫ Rn
0 e
α(d−1)sds is asymptotically the leading term in the denominator in (3.1). Due to an obvious
inequality
(
1− e−2α(Rn−t))d−1 ≤ 1, we complete the proof of (i).
For the proof of (ii), we need to handle the numerator of (3.1) as well. By another application of the binomial
expansion, we have that
eα(d−1)(Rn−t)
[
1 +
d−1∑
k=1
(
d− 1
k
)
(−1)ke−2αk(Rn−t)
]
= eα(d−1)(Rn−t)
(
1 + o(1)
)
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uniformly for 0 ≤ t ≤ λRn, where 0 < λ < 1. 
3.1. Lemmas on hyperbolic distances.
We first mention some lemmas that help us to approximate the Poincaré metric. Given u1, u2 ∈ B(0, Rn), let
θ12 ∈ [0, pi] be the relative angle between two vectors −−→Ou1 and −−→Ou2, where O denotes the origin of B(ζ)d . We also
denote ti = Rn − d(0, ui), i = 1, 2.
Lemma 3.1. Set θˆ12 =
(
e−2ζ(Rn−t1) + e−2ζ(Rn−t2)
)1/2. If θˆ12/θ12 vanishes as n→∞,
d(u1, u2) = 2Rn − (t1 + t2) + 2
ζ
log sin
(θ12
2
)
+O
(( θˆ12
θ12
)2)
, n→∞
uniformly for all u1, u2 with t1 + t2 ≤ Rn − ωn, where ωn = log logRn.
Proof. Fix a great circle of B(0, Rn) spanned by
−−→
Ou1 and
−−→
Ou2. Then, the hyperbolic law of cosine yields
cosh
(
ζd(u1, u2)
)
= cosh ζ(Rn − t1) cosh ζ(Rn − t2)− sinh ζ(Rn − t1) sinh ζ(Rn − t2) cos(θ12).
Since this great circle is a two-dimensional subspace of B(0, Rn), the rest of the argument is completely the same
as Lemma 2.3 in [17]. 
Lemma 3.2. In terms of the hyperbolic polar coordinate, let X1 = (t1,Θ1), X2 = (t2,Θ2), where Θ1,Θ2 are iid
random vectors on Cd with density pi, and t1, t2 are deterministic, representing the hyperbolic distance from the
boundary. Under the setup in Lemma 3.1,
P
(
d(X1, X2) ≤ Rn
) ∼ 2d−1
(d− 1)κd−2 e
−ζ(d−1)(Rn−t1−t2)/2, n→∞,
uniformly on
{
(t1, t2) : t1 + t2 ≤ Rn − ωn
}
, where κd−2 =
∫ pi
0 sin
d−2 θ dθ.
Proof. First, let us denote Θ12 to be the relative angle between Θ1 and Θ2. Then, because of the uniformity of the
angular density of Θi in (2.2), we can derive that the density pirel of Θ12, which is also the same as the conditional
density of Θ12|Θ1, is given by
(3.2) pirel(θ) := (κd−2)−1 sind−2 θ, θ ∈ [0, pi].
From the hyperbolic law of cosines, we know that the distance betweenX1 andX2 is determined by t1, t2 and their
relative angle Θ12. Since t1, t2 are fixed, we can write
P
(
d(X1, X2) ≤ Rn
)
=
∫
C2d
1
{
d(u1, u2) ≤ Rn
}
pi(θ1)pi(θ2) dθ1dθ2
=
1
κd−2
∫ pi
0
1
{
d(u1, u2) ≤ Rn
}
sind−2 θ12dθ12,
for which we denote ui = (ti, θi), i = 1, 2, and θ12 is the relative angle between u1 and u2. Now, we shall
approximate the above integral. Let A12 = eζ(Rn−t1−t2)/2. Claim 2.5 in [17] proves that A−112 /(ωnθˆ12) → ∞ as
n → ∞. By virtue of Lemma 3.1, along with A−112 → 0 as n → ∞, we have, on the set {(t1, t2) : t1 + t2 ≤
Rn − ωn},∫ pi
A−112 /ωn
1
{
d(u1, u2) ≤ Rn
}
sind−2 θ12 dθ12 ∼
∫ pi
A−112 /ωn
1
{
sin
(θ12
2
) ≤ A−112 } sind−2 θ12 dθ12
∼
∫ pi
A−112 /ωn
1{θ12 ≤ 2A−112 } (θ12)d−2 dθ12 ∼
(2A−112 )
d−1
d− 1 .
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Therefore,∫ pi
0
1
{
d(u1, u2) ≤ Rn
}
sind−2 θ12 dθ12 = o(A
−(d−1)
12 ) +
∫ pi
A−112 /ωn
1
{
d(u1, u2) ≤ Rn
}
sind−2 θ12 dθ12
∼ (2A
−1
12 )
d−1
d− 1 , n→∞
as required. 
We now present a crucial lemma that explains why the tree assumption is crucial to our asymptotics.
Lemma 3.3. Let Γk be a tree on k vertices with edge set E. Let X1, . . . , Xk be iid random variables with common
density ρn,α × pi. Define Ti = Rn − d(0, Xi), i = 1, . . . , k, and write T = (T1, . . . , Tk). Then, it holds that
P
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E |T
)
=
∏
(i,j)∈E
P
(
d(Xi, Xj) ≤ Rn |T
)
a.s.
Proof. Let Θi be the angular part of Xi, i = 1, . . . , k. For the proof, it suffices to show that
(3.3) P
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E |Θ1,T
)
=
∏
(i,j)∈E
P
(
d(Xi, Xj) ≤ Rn |T
)
a.s.
We again denote the relative angle between Θ1,Θ2 as Θ12. From (3.2), we have that Θ12
d
= Θ12|Θ1, i.e., the
conditional distribution of Θ12 conditioned on Θ1 is same as its unconditional distribution. From the hyperbolic
law of cosines (see Lemma 3.1), we know that d(X1, X2) depends only on T1, T2,Θ12, and so, from the above
equality of distributions, we obtain that
(3.4) P
(
d(Xi, Xj) ≤ Rn |Θi,T
)
= P
(
d(Xi, Xj) ≤ Rn |T
)
a.s.
Suppose that Γk is of depth 1 rooted at vertex 1. In this case, since X2, . . . , Xk are iid,
P
(
d(X1, Xj) ≤ Rn, j = 2, . . . , k |Θ1,T
)
=
k∏
j=2
P
(
d(X1, Xj) ≤ Rn |Θ1,T)
=
k∏
j=2
P
(
d(X1, Xj) ≤ Rn |T) a.s.
Suppose, for induction, (3.3) holds for any tree Γk rooted at vertex 1 with depth M ≥ 1. Assume subsequently
that Γk is rooted at vertex 1 with depth M + 1. Let 2, . . . ,m be the vertices connected to 1, and S2, . . . , Sm the
corresponding trees rooted at 2, . . . ,m. Let E(S`) be the edge set of S`. Then, from the disjointness of the trees
and independence of Xi’s, we have
P
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E |Θ1,T
)
=
m∏
`=2
P
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E(S`) |Θ1,T
)
a.s.
Now, an application of conditional expectations for each ` = 2, . . . ,m, gives us the desired result as follows:
P
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E(S`) |Θ1,T
)
= E
[
1
{
d(X1, X`) ≤ Rn
}
P
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E(S`) \ {(1, `)} |Θ`,T
)∣∣Θ1,T]
= E
[
1
{
d(X1, X`) ≤ Rn
} ∏
(i,j)∈E(S`)\{(1,`)}
P
(
d(Xi, Xj) ≤ Rn |T
)∣∣Θ1,T]
=
∏
(i,j)∈E(S`)
P
(
d(Xi, Xj) ≤ Rn |T
)
a.s.,
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where the induction hypothesis is applied for the second equality, and (3.4) is used for the third equality. 
3.2. Proofs of the expectation and variance results. In what follows, since we plan to calculate moments for
S
(γ)
n , we shall introduce some shorthand notations to save spaces. For ui ∈ B(0, Rn), i = 1, . . . , k, we write
(3.5) gn,γ(u1, . . . , uk) := 1
{
0 < d(ui, uj) ≤ Rn, (i, j) ∈ E, ti ≤ γRn, i = 1, . . . , k
}
,
and
hn,γ(u1, . . . , uk) := 1
{
0 < d(ui, uj) ≤ Rn, (i, j) ∈ E, ti > γRn for some i = 1, . . . , k
}
,
where ti = Rn − d(0, ui).
Proof of Theorem 2.3. Let X1, . . . , Xk be iid random variables with density ρn,α × pi and set Ti = Rn − d(0, Xi)
as before. By an application of the Palm theory (Lemma 4.1),
E(S(γ)n ) = nk E
(
gn,γ(X1, . . . , Xk)
)
(3.6)
= nk E
[
gn,γ(X1, . . . , Xk)
∏
(i,j)∈E
1{Ti + Tj ≤ Rn − ωn}
]
+ nk E
[
gn,γ(X1, . . . , Xk)1
{∪(i,j)∈E{Ti + Tj > Rn − ωn}}]
:= An +Bn,
where ωn = log logRn. From now, the argument aims to show that An coincides asymptotically with the right-
hand side of (2.8). It follows from the conditioning on the radial distances of X1, . . . , Xk from the boundary and
Lemma 3.3 that
An = n
kE
[
1
{
Ti + Tj ≤ Rn − ωn, (i, j) ∈ E, Ti ≤ γRn, i = 1, . . . , k
} ∏
(i,j)∈E
P
(
d(Xi, Xj) ≤ Rn |T
)]
,
where T = (T1, . . . , Tk). Setting t = (t1, . . . , tk), we may write
(3.7) An = nk
∫ γRn
0
dt1 · · ·
∫ γRn
0
dtk 1
{
ti+tj ≤ Rn−ωn, (i, j) ∈ E
} ∏
(i,j)∈E
P
(
d(Xi, Xj) ≤ Rn | t
)
ρ¯n,α(t),
where ρ¯n,α(t) denotes the product of densities in (2.4):
ρ¯n,α(t) :=
k∏
i=1
ρ¯n,α(ti).
Applying Lemma 3.2 on the set
{
ti + tj ≤ Rn − ωn, (i, j) ∈ E
}
, we have, as n→∞,∏
(i,j)∈E
P(d(Xi, Xj) ≤ Rn | t) ∼
∏
(i,j)∈E
2d−1
(d− 1)κd−2 e
−ζ(d−1)(Rn−ti−tj)/2
=
( 2d−1
(d− 1)κd−2
)k−1
e−[(k−1)Rn−
∑k
i=1 diti]ζ(d−1)/2
Further, it follows from Lemma 2.1 (ii) that
ρ¯n,α(t) ∼ αk(d− 1)ke−α(d−1)
∑k
i=1 ti , n→∞
uniformly for ti ≤ γRn, i = 1, . . . , k. Substituting these results into (3.7), we obtain
(3.8) An ∼
(2d−1
κd−2
)k−1
αk(d− 1)nke−ζ(d−1)(k−1)Rn/2
k∏
i=1
a(γ)n (di).
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We now show that Bn = o(An) as n → ∞, unless γ = 1/2. We only check the case in which there is an edge
joiningX1 andX2 such that T1 +T2 > Rn−ωn, while all the other edges satisfy Ti+Tj ≤ Rn−ωn. However, the
following argument can apply in an obvious way, even when multiple edges satisfy Ti+Tj > Rn−ωn. Specifically,
we shall verify
Cn := n
kP
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E, Ti ≤ γRn, i = 1, . . . , k,(3.9)
T1 + T2 > Rn − ωn, Ti + Tj ≤ Rn − ωn, (i, j) ∈ E \ {(1, 2)}
)
= o(An)
Proceeding in the same way as the computation for An, while applying an obvious bound
1
{
d(X1, X2) ≤ Rn
} ≤ 1, we see that
Cn ≤ C∗nke−ζ(d−1)(k−2)Rn/2
n∏
i=3
a(γ)n (di)
×
∫ γRn
0
∫ γRn
0
e2
−1ζ(d−1)∑2i=1(di−1−2α/ζ)ti1{t1 + t2 > Rn − ωn}dt1dt2.
By comparing this upper bound with the right-hand side of (2.8), it suffices to show that
Dn := e
ζ(d−1)Rn/2
∫ γRn
0
∫ γRn
0
e2
−1ζ(d−1)∑2i=1(di−1−2α/ζ)ti1{t1 + t2 > Rn − ωn}dt1dt2(3.10)
= o
(
a(γ)n (d1)a
(γ)
n (d2)
)
, n→∞.
If 0 < γ < 1/2, then Dn is identically 0; hence, we may restrict ourselves to the case 1/2 < γ < 1. Without loss
of generality, we may assume that d1 ≥ d2, and rewrite Dn as
Dn = e
ζ(d−1)Rn/2
∫ γRn
(1−γ)Rn−ωn
eζ(d−1)(d1−1−2α/ζ)t1/2
∫ γRn
Rn−t1−ωn
eζ(d−1)(d2−1−2α/ζ)t2/2dt2dt1.
If 0 < 2α/ζ < d2 − 1,
Dn ≤ C∗eζ(d−1)[Rn+
∑2
i=1(di−1−2α/ζ)γRn]/2
= e(1/2−γ)ζ(d−1)RnO
(
a(γ)n (d1)a
(γ)
n (d2)
)
= o
(
a(γ)n (d1)a
(γ)
n (d2)
)
.
On the contrary, let 2α/ζ > d2 − 1. Then,
Dn ≤ C∗eζ(d−1)[(d2−2α/ζ)Rn+(d1−d2)γRn]/2 = o
(
a(γ)n (d1)a
(γ)
n (d2)
)
.
The same result can be obtained as well in the boundary case 2α/ζ = d2 − 1, and thus, we have proven (3.10).
Finally, if γ = 1/2, the above calculations imply
Dn = O
(
a(γ)n (d1)a
(γ)
n (d2)
)
, n→∞,
and thus, (2.9) follows.
Subsequently, we proceed to proving (2.10). For 0 < γ < 1, define U (γ)n = Sn − S(γ)n . Suppose 2α/ζ > d(k).
Appealing to (2.8), we obtain
E(S(γ)n ) ∼
(
2d−1
(d− 1)κd−2
)k−1
αk
k∏
i=1
(
α− ζdi/2
)−1
nke−ζ(d−1)(k−1)Rn/2,
because, for every i = 1, . . . , k, a(γ)n (di) converges to (d− 1)−1
(
α− ζdi/2
)−1. Therefore, to complete our proof,
it suffices to verify that
(3.11) E(U (γ)n ) = o
(
nke−ζ(d−1)(k−1)Rn/2
)
.
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Another application of the Palm theory (Lemma 4.1) with ωn = log logRn yields,
E(U (γ)n ) = nk E
(
hn,γ(X1, . . . , Xk)
)
= nk E
[
hn,γ(X1, . . . , Xk)
∏
(i,j)∈E
1{Ti + Tj ≤ Rn − ωn}
]
+ nk E
[
hn,γ(X1, . . . , Xk)1
{∪(i,j)∈E{Ti + Tj > Rn − ωn}}]
:= A′n +B
′
n.
We can calculate A′n in almost the same manner as An; the only difference is that when handling ρ¯n,α(t), the
present argument needs to apply the inequality in Lemma 2.1 (i), that is,
ρ¯n,α(t) ≤ C∗αk(d− 1)ke−α(d−1)
∑k
i=1 ti uniformly for 0 < ti < Rn, i = 1, . . . , k.
Consequently, we obtain
A′n ≤ C∗nke−ζ(d−1)(k−1)Rn/2
∫ Rn
0
dt1 · · ·
∫ Rn
0
dtk
× 1{ ti > γRn for some i = 1, . . . , k } e2−1ζ(d−1)
∑k
i=1(di−2α/ζ)ti
= o
(
nke−ζ(d−1)(k−1)Rn/2
)
.
Here, the second equality follows from the assumption that di − 2α/ζ < 0 for all i = 1, . . . , k. Furthermore,
we can show that B′n = o
(
nke−ζ(d−1)(k−1)Rn/2
)
, the proof of which is similar to the corresponding result for
the derivation of (3.9) and (3.10), so we omit it. Thus, we have (3.11) as needed to complete the proof of the
theorem. 
Proof of Corollary 2.4. The sub-tree counts S(γ)n relating to a sub-tree with d(k) = k− 1, d(k−1) = · · · = d(1) = 1
is given by
S(γ)n =
∑
(X1,...,Xk)∈Pkn,6=
1
{
0 < d(X1, Xi) ≤ Rn, i = 2, . . . , k, Ti ≤ γRn, i = 1, . . . , k
}
.
We also define U (γ)n = Sn − S(γ)n . First, (2.11) is a direct consequence of (2.10), so we shall prove only (ii) and
(iii).
As for the proof of (ii), we start with deriving a suitable upper bound for E(U (γ)n ). By the Palm theory (Lemma
4.1) and Lemma 2.1 (i),
E(U (γ)n ) = nk P
(
d(X1, Xi) ≤ Rn, i = 2, . . . , k, Ti > γRn for some i = 1, . . . , k
)
≤ nkk P(T1 > γRn ) ≤ C∗nke−α(d−1)γRnRn.
Taking logarithm on both sides, we get
lim sup
n→∞
logE(U (γ)n )
Rn ∨ log n ≤ k(c ∨ 1)
−1 − α(d− 1)γ(1 ∨ c−1)−1.
On the other hand, it follows from Theorem 2.3 that
E(S(γ)n ) ∼ C∗nke−ζ(d−1)(k−1)Rn/2a(γ)n (k − 1) ∼ C∗nke−α(d−1)γRn−ζ(d−1)(k−1)(1−γ)Rn/2,
which implies that, as n→∞,
logE(S(γ)n )
Rn ∨ log n → k(c ∨ 1)
−1 − α(d− 1)γ(1 ∨ c−1)−1 − ζ(d− 1)(k − 1)(1− γ)(1 ∨ c−1)−1/2.
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Moreover, if lim supn→∞ E(U
(γ)
n )/E(S(γ)n ) <∞,
lim sup
n→∞
logE(Sn)
Rn ∨ log n = lim supn→∞
logE(S
(γ)
n )
Rn ∨ log n ,
and if lim supn→∞ E(U
(γ)
n )/E(S(γ)n ) =∞,
lim sup
n→∞
logE(Sn)
Rn ∨ log n = lim supn→∞
logE(U
(γ)
n )
Rn ∨ log n .
Therefore, using obvious inequalities
lim inf
n→∞
logE(S(γ)n )
Rn ∨ log n ≤ lim infn→∞
logE(Sn)
Rn ∨ log n ≤ lim supn→∞
logE(Sn)
Rn ∨ log n
≤ lim sup
n→∞
logE(S(γ)n )
Rn ∨ log n ∨ lim supn→∞
logE(U (γ)n )
Rn ∨ log n ,
and letting γ ↗ 1, we obtain
logE(Sn)
Rn ∨ log n → k(c ∨ 1)
−1 − α(d− 1)(1 ∨ c−1)−1, as n→∞.
The proof of (iii) is very similar to that of (ii), so we omit it. 
Proof of Theorem 2.5. We start by writing
E
[
(S(γ)n )
2
]
=
k∑
`=0
E
[ ∑
X∈Pkn,6=
∑
X ′∈Pkn,6=
gn,γ(X ) gn,γ(X ′)1
{|X ∩ X ′| = `}] := k∑
`=0
E(I`).
For ` = 0, applying the Palm theory (Lemma 4.1),
E(I0) = n2k
[
E
(
gn,γ(X )
)]2
=
[
E(S(γ)n )
]2
.
Let Γ(i,j)2k−1 be a tree on [2k − 1] (meaning |E| = 2k − 2) formed by taking two copies of Γk and identi-
fying the vertex of degree di in one copy with the vertex of degree dj in the other copy. In other words, the
degree sequence of Γ(i,j)2k−1 is di + dj , di, dj and a pair of d`’s for ` ∈ [k] \ {i, j}. We first note that I1 =∑k
i,j=1 C
(
Γ
(i,j)
2k−1, HG
(γ)
n (Rn;α, ζ)
)
, and so, from the identity for E(I0) above, we have that
VAR(S(γ)n ) =
k∑
`=1
E(I`) ≥ E(I1) ≥ E
[
C(Γ(i′,j′)2k−1 , HG(γ)n (Rn;α, ζ))],(3.12)
where i′ = j′ = (k), that is, di′ = dj′ = d(k). Therefore, applying Theorem 2.3 to (3.12), we derive that
(3.13) VAR(S(γ)n ) = Ω
(
n2k−1e−ζ(d−1)(k−1)Rna(γ)n (2d(k))
k−1∏
i=1
a(γ)n (d(i))
2
)
.
Note that due to (3.6) and (3.8), the assumption γ 6= 1/2 is not required for the lower bound. Similarly, by using
the bound Ik ≥ C
(
Γk, HG
(γ)
n (Rn;α, ζ)
)
, we get
VAR(S(γ)n ) ≥ E(Ik) ≥ E
[
C(Γk, HG(γ)n (Rn;α, ζ))].
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Thus, again from Theorem 2.3, we derive that
(3.14) VAR(S(γ)n ) = Ω
(
nke−ζ(d−1)(k−1)Rn/2
k∏
i=1
a(γ)n (di)
)
.
Finally, combining (3.13) and (3.14) establishes (2.12).
We now proceed to show (2.13). Assume that α/ζ > d(k), and for 0 < γ < 1, write VAR(S
(γ)
n ) =
∑k
`=1 E(I`)
as in (3.12). To derive exact asymptotics for VAR(S(γ)n ), we shall derive exact asymptotics for E(I1) and E(Ik)
and also show that E(I`) = o
(
E(I1) ∨ E(Ik)
)
for 2 ≤ ` ≤ k − 1.
From the representation of I1 before (3.12) and Theorem 2.3, we have that
E(I1) =
k∑
i,j=1
E
[
C(Γ(i,j)2k−1, HG(γ)n (Rn;α, ζ))]
∼ C∗n2k−1e−ζ(d−1)(k−1)Rn
k∑
i,j=1
k∏
`=1, ` 6=i,j
a(γ)n (d`)
2a(γ)n (di + dj)a
(γ)
n (di)a
(γ)
n (dj).
However, due to the constraint α/ζ > d(k), we see that
k∏
`=1, ` 6=i,j
a(γ)n (d`)
2a(γ)n (di + dj)a
(γ)
n (di)a
(γ)
n (dj)
tends to a positive constant for all i, j = 1, . . . , k. Thus, we conclude that
E(I1) ∼ C∗n2k−1e−ζ(d−1)(k−1)Rn , as n→∞.
Similarly, we can verify that E(Ik) ∼ C∗nke−ζ(d−1)(k−1)Rn/2 as n→∞.
Subsequently, we investigate the rate of E(I`) for ` = 2, . . . , k − 1. Similar to I1, we can express I` as a
sum of C(H,HG(γ)n (Rn;α, ζ)) over subgraphs H on [2k − `] formed by identifying ` vertices on two copies of
Γk. Choosing a spanning tree ΓH of H , along with the monotonicity of C, we get C
(
H,HG
(γ)
n (Rn;α, ζ)
) ≤
C(ΓH , HG(γ)n (Rn;α, ζ)). By the choice of H and ΓH , the vertex degrees are necessarily smaller than α/ζ. Thus,
from Theorem 2.3, we get that for every ΓH ,
E
[
C(ΓH , HG(γ)n (Rn;α, ζ))] ∼ C∗n2k−`e−ζ(d−1)(2k−`−1)Rn/2.
Now, we derive that
E(I`) = O
(
n2k−`e−ζ(d−1)(2k−`−1)Rn/2
)
, ` = 2, . . . , k − 1.
Note that, for every n ≥ 1, g(m) = nme−ζ(d−1)(m−1)Rn/2 is monotonic in m ∈ N+, so either E(I1) or E(Ik)
determines the actual growth rate of VAR(S(γ)n ). Thus, we have that E(I`) = o
(
E(I1) ∨ E(Ik)
)
for all 2 ≤ ` ≤
k − 1, and we can conclude that
VAR(S(γ)n ) ∼ C∗
[
n2k−1e−ζ(d−1)(k−1)Rn ∨ nke−ζ(d−1)(k−1)Rn/2
]
, n→∞.
Next, let U (γ)n = Sn − S(γ)n for 0 < γ < 1. We can finish the proof, provided that
(3.15) VAR(U (γ)n ) = o
(
n2k−1e−ζ(d−1)(k−1)Rn ∨ nke−ζ(d−1)(k−1)Rn/2).
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As in the proof for VAR(S(γ)n ), we write
VAR(U (γ)n ) = E
[ ∑
X∈Pkn,6=
∑
X ′∈Pkn,6=
hn,γ(X )hn,γ(X ′)1
{|X ∩ X ′| = `}] := k∑
`=1
E(J`).
Repeating the same argument as the proof of (3.11) in Theorem 2.3, we obtain that for all ` = 1, . . . , k,
E(J`) = o
(
n2k−`e−ζ(d−1)(2k−`−1)Rn/2
)
.
Thus, (3.15) follows. Moreover, by the Cauchy-Schwarz inequality,∣∣Cov(S(γ)n , U (γ)n ) ∣∣ ≤√VAR(S(γ)n )VAR(U (γ)n ) = o(n2k−1e−ζ(d−1)(k−1)Rn ∨ nke−ζ(d−1)(k−1)Rn/2),
from which we have
VAR(Sn) = VAR(S(γ)n ) + VAR(U (γ)n ) + 2Cov(S(γ)n , U (γ)n )
∼ C∗
[
n2k−1e−ζ(d−1)(k−1)Rn ∨ nke−ζ(d−1)(k−1)Rn/2
]
, n→∞.

3.3. Proof of the central limit theorem.
The proof relies on the normal approximation bound given by Theorem 3.4 below, which itself is derived from
Malliavin-Stein method in [31]. We shall first introduce the normal approximation bound and then use it to prove
our central limit theorem.
3.3.1. Malliavin-Stein bound for Poisson functionals.
Malliavin-Stein method has emerged as a crucial tool in proving limiting approximation results for Gaussian,
Poisson, and Rademacher functionals. We introduce some notation and the result of use to us. For a more detailed
introduction to this subject, see [30, 35].
Let P be a Poisson point process on a finite measure space X with intensity measure λ(·). For a functional
F of Radon counting measures (i.e., locally-finite collection of points), define the Malliavin difference operators
as follows : For x ∈ X, the first order difference operator is DxF := F (P ∪ {x}) − F (P). The higher order
difference operators are defined inductively as D`x1,...,x`F := Dx`(D
`−1
x1,...,x`−1F ). We require only the first and
second order difference operators. The latter is easily seen to be
D2x,yF = F (P ∪ {x, y})− F (P ∪ {y})− F (P ∪ {x}) + F (P),
for x, y ∈ X. We say that F ∈ domD if
E
(
F (P)2) <∞, E[ ∫
X
(DxF (P))2λ(dx)
]
<∞.
Theorem 3.4. ([31, Theorems 1.1 and 6.1]) Let F ∈ domD and let N be a standard normal random variable.
Define
c1 := sup
x∈X
E
(|DxF |5) ; c2 := sup
x,y∈X
E
(|D2x,yF |5)
where these supremums are essential supremums with respect to λ and λ2 respectively. Then,
dW
(
F − E(F )√
VAR(F )
, N
)
≤ W1 +W2 +W3,
dK
(
F − E(F )√
VAR(F )
, N
)
≤ W1 +W2 +W3 +W4 +W5 +W6,
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where W1, . . . ,W6 are defined as follows :
W1 =
2(c1c2)
1/5
VAR(F )
[∫
X3
[P(D2x1,x3F 6= 0)P(D2x2,x3F 6= 0)]1/20λ3
(
d(x1, x2, x3)
)]1/2
W2 =
c
2/5
2
VAR(F )
[∫
X3
[P(D2x1,x3F 6= 0)P(D2x2,x3F 6= 0)]1/10λ3
(
d(x1, x2, x3)
)]1/2
W3 =
1
VAR(F )3/2
∫
X
E
(|DxF |3)λ(dx).
W4 =
c
3/5
1 λ(X)
VAR(F )3/2
+
c
4/5
1 λ(X)
5/4 + 2c
4/5
1 λ(X)
3/2
VAR(F )2
W5 =
c
2/5
1 λ(X)
1/2
VAR(F )
W6 =
√
6(c1c2)
1/5 +
√
3c
2/5
2
VAR(F )
[∫
X2
P(D2x1,x2F 6= 0)]1/10λ2
(
d(x1, x2)
)]1/2
.
The Wasserstein bound in [31, Theorem 1.1] contains three terms. For the first two terms, we have used the
bounds in the proof of [31, Theorem 6.1] with p1 = p2 = 1, and we have left the third term unchanged. In the
bound for the Kolmogorov distance, we have used the trivial inequality P(DxF 6= 0) ≤ 1 in the bounds of [31,
Theorem 6.1]. We have also used the fact that for any ` ≥ 1 and distinct x1, . . . , x` ∈ X,
D`x1,...,x`
(
F − E(F )√
VAR(F )
)
=
D`x1,...,x`F√
VAR(F )
.
3.3.2. Some auxilliary lemmas and the proof of CLT in Theorem 2.6. Having already derived variance bounds in
Theorem 2.5, we shall successively compute the remaining bounds in Theorem 3.4. Once again, C∗ is a positive
generic constant, which is independent of n. For 0 < γ < 1/2, the constants given in Theorem 3.4 are
c1,n = sup
x∈Dγ(Rn)
E
[|DxS(γ)n |5], c2,n = sup
x,y∈Dγ(Rn)
E
[|D2x,yS(γ)n |5].
Lemma 3.5. Let the assumptions of Theorem 2.6 hold, and γ ∈ (0, 1/2). Set ρn := ne−ζ(d−1)Rn/2. For p ≥ 1,
define G(1)p and G(2)p respectively to be the set of all trees on {0} ∪ [p] and {−1, 0} ∪ [p]. For a tree T ∈ G(1)p ,
let d′0, d′1, . . . , d′p be the degree sequence, and similarly, for a tree T ∈ G(2)p , let d′−1, d′0, . . . , d′p be the degree
sequence. Then, we have the following bounds for the constants defined above :
c1,n = O(ρ
5(k−1)
n c
′
1,n),(3.16)
c2,n = O(ρ
5(k−2)
n c
′
2,n),(3.17)
where
c′1,n := max
p=k−1,...,5(k−1),
T∈G(1)p
eζ(d−1)d
′
0γRn/2
p∏
i=1
a(γ)n (d
′
i),
c′2,n := max
p=k−2,...,5(k−2),
T∈G(2)p
eζ(d−1)(d
′
−1+d
′
0)γRn/2
p∏
i=1
a(γ)n (d
′
i).
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Lemma 3.6. In the notation of Lemma 3.5, define
c3,n :=
∫ γRn
0
∫
Cd
E
[|DxS(γ)n |3]ρ¯n,α(t)pi(θ)dθdt
(the point x is represented in its hyperbolic polar coordinate (t, θ)). Then, for 0 < γ < 1/2,
c3,n = O(ρ
3(k−1)
n c
′
3,n),
where
c′3,n := max
p=k−1,...,3(k−1),
T∈G(1)p
p∏
i=0
a(γ)n (d
′
i).
Remark 3.7. (i) An essential observation here is that one can make the growth rate of c′i,n’s as slow as one likes
by choosing γ small enough. To make this a little more clear, assume, for simplicity, that 2α/ζ is not an integer.
Then, as n→∞,
c′1,n ∼ max
p=k−1,...,5(k−1),
T∈G(1)p
p∏
j=1
∣∣∣ (d− 1)(α− ζd′j/2) ∣∣∣−1eζ(d−1)[d′0+∑pi=1(d′i−2α/ζ)+]γRn/2.
Note also that ρn → c ∈ (0,∞] implies Rn = O(log n). Therefore, for any  > 0, there exists γ0 > 0 such that
for all 0 < γ < γ0, we have that c′1,n = o(n). The same claim holds for c′2,n, c′3,n as well.
(ii) The separation of ci,n’s into c′i,n’s and ρn terms is because c
′
i,n’s depend on γ, whereas ρn does not.
(iii) In many applications to euclidean stochastic geometric functionals (see [31, Section 7]), c1,n, c2.n are actually
shown to be bounded whereas in our case c1,n, c2.n can be unbounded and this is an important reason why obtaining
optimal Berry-Esseen bounds in our normal approximation result will be challenging.
In what follows, we use g = gn,γ (see (3.5)). An important step in our proof of the above lemmas is that S
(γ)
n is
a U -statistic and its Malliavin derivatives have a very neat form as follows : For two distinct points x, y ∈ B(ζ)d ,
DxS
(γ)
n =
k∑
`=1
∑
(X1,...,Xk−1)∈Pk−1n,6=
g(X1, . . . , x, . . . ,Xk−1
`
),(3.18)
D2x,yS
(γ)
n =
∑
1≤`1<`2≤k
∑
(X1,...,Xk−2)∈Pk−2n,6=
g(X1, . . . , x, . . . , y, . . . , Xk−2
`1 `2
)(3.19)
+
∑
1≤`2<`1≤k
∑
(X1,...,Xk−2)∈Pk−2n,6=
g(X1, . . . , y, . . . , x, . . . , Xk−2
`2 `1
),
where `i’s denote the positions of the corresponding coordinates. For a proof, see Lemma 3.5 in [40].
Proof of Lemma 3.5. Fix x ∈ B(ζ)d . For p = k− 1, . . . , 5(k− 1), let Σ5(k−1),p denote the set of all surjective maps
from [5(k − 1)] to [p]. From (3.18), we have that∣∣DxS(γ)n ∣∣5 ≤ C∗ k∑
`=1
( ∑
(X1,...,Xk−1)∈Pk−1n,6=
g(X1, . . . , x, . . . ,Xk−1
`
)
)5
HYPERBOLIC RANDOM GEOMETRIC GRAPH 23
= C∗
k∑
`=1
5(k−1)∑
p=k−1
1
p!
∑
σ∈Σ5(k−1),p
∑
(X1,...,Xp)∈Ppn,6=
5∏
i=1
g
(
Xσ((i−1)(k−1)+1), . . . , x, . . . ,Xσ(i(k−1))
`
)
.
It is possible that under some surjections σ, the coordinates in
(
σ((i−1)(k−1) + 1), . . . , σ(i(k−1)))may repeat
for some i, but in such cases, g = 0 by definition; thus, Σ5(k−1),p in the last expression can be replaced with
Σ∗5(k−1),p =
{
σ ∈ Σ5(k−1),p : σ((i− 1)(k − 1) + 1), . . . , σ(i(k − 1)) are distinct for all i = 1, . . . , 5
}
.
Now, let us fix ` = 1, without loss of generality, and p ∈ {k − 1, . . . , 5(k − 1)}, σ ∈ Σ∗5(k−1),p, and then, we shall
bound
An,p,σ := E
[ ∑
(X,...,Xp)∈Ppn,6=
5∏
i=1
g
(
x,Xσ((i−1)(k−1)+1), . . . , Xσ(i(k−1))
)]
.(3.20)
Let Gσ be a simple graph on {0} ∪ [p] with the edge-set defined as follows : for every i = 1, . . . , 5, define(
σ((i− 1)(k − 1) + j1), σ((i− 1)(k − 1) + j2)
) ∈ Eσ if (j1 + 1, j2 + 1) is an edge in Γk. Similarly we say that(
0, σ((i− 1)(k− 1) + j)) ∈ Eσ if (1, j + 1) is an edge in Γk. Then, setting X0 = x, we have that Gσ is the graph
counted by the summand in (3.20), i.e.,
(3.21)
5∏
i=1
g
(
x,Xσ((i−1)(k−1)+1), . . . , Xσ(i(k−1))
)
=
∏
(i,j)∈Gσ
1
{
d(Xi, Xj) ≤ Rn
}
.
Now, the surjectivity of σ implies that Gσ is connected, and thus, we can always find a spanning tree G′σ of Gσ
on {0} ∪ [p]. Let d′0, . . . , d′p be the degree sequence of G′σ and E′σ be the edge set of G′σ. By the definition of
An,p,σ, Gσ, G
′
σ together with the monotonicity of C and the above identity, we have that
An,p,σ = E
[
C(Gσ, HG(γ)n (Rn;α, ζ))] ≤ E[ C(G′σ, HG(γ)n (Rn;α, ζ))](3.22)
= npP
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E′σ, Ti ≤ γRn, i = 1, . . . , p, t0 ≤ γRn
)
,
where t0 = Rn − d(0, x) is deterministic, and the Palm theory (Lemma 4.1) is applied at the last equality. Note
that |E′σ| = p.
Proceeding as in the derivation of (3.8), while noting that Ti + Tj ≤ Rn − ωn always holds, since we are taking
γ < 1/2, we derive that
An,p,σ ≤ np
∫ γRn
0
dt1 · · ·
∫ γRn
0
dtp 1{t0 ≤ γRn}
∏
(i,j)∈E′σ
P
(
d(Xi, Xj) ≤ Rn | t
)
ρ¯n,α(t)
∼
(2d−1
κd−2
)p
αpnpe−ζ(d−1)pRn/2eζ(d−1)d
′
0t0/21{t0 ≤ γRn}
p∏
i=1
a(γ)n (d
′
i)
= O
(
ρpne
ζ(d−1)d′0γRn/2
p∏
i=1
a(γ)n (d
′
i)
)
.
Now, we may conclude that
(3.23) c1,n = O
(
max
p=k−1,...,5(k−1),
T∈G(1)p
ρpne
ζ(d−1)d′0γRn/2
p∏
i=1
a(γ)n (d
′
i)
)
.
If ρn →∞, then clearly, ρpn = O(ρ5(k−1)n ) for all k−1 ≤ p ≤ 5(k−1), and hence, the bound (3.16) holds trivially.
Else, ρn → c ∈ (0,∞), but we can still easily get (3.16).
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Now, we shall show the bound for c2,n in (3.17). For p ∈ {k − 2, . . . , 5(k − 2)}, let
Σ∗5(k−2),p =
{
σ ∈ Σ5(k−2),p : σ((i− 1)(k − 2) + 1), . . . , σ(i(k − 2)) are distinct for all i = 1, . . . , 5
}
.
Then, the task of bounding E
[∣∣Dx,yS(γ)n ∣∣5] is again reduced to that of bounding
Bn,p,σ := E
[ ∑
(X1,...,Xp)∈Ppn,6=
5∏
i=1
g
(
x, y,Xσ((i−1)(k−2)+1), . . . , Xσ(i(k−2))
)]
for all p ∈ {k − 2, . . . , 5(k − 2)} and σ ∈ Σ∗5(k−2),p.
Setting X−1 = x,X0 = y respectively, we can define a simple graph Gσ on {−1, 0} ∪ [p] as in (3.21) such that
5∏
i=1
g
(
x, y,Xσ((i−1)(k−2)+1), . . . , Xσ(i(k−2))
)
=
∏
(i,j)∈Gσ
1
{
d(Xi, Xj) ≤ Rn
}
.
Let G′σ be a spanning tree of Gσ, which exists as Gσ is connected by the surjectivity of σ. Let d′−1, d′0, . . . , d′p be
the respective degrees of vertices {−1, 0} ∪ [p] in G′σ, and E′σ be its edge set. Note that |E′σ| = p+ 1.
Then, setting t−1 = Rn − d(0, x) and t0 = Rn − d(0, y) (which are deterministic), we again derive that
Bn,p,σ ≤ E
[
C(G′σ, HG(γ)n (Rn;α, ζ))](3.24)
= npP
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E′σ, Ti ≤ γRn, i = 1, . . . , p, t−1, t0 ≤ γRn
)
.
We basically proceed again as in the derivation of (3.8) by conditioning on the Ti’s, but here, we need to account
for extra complication, i.e., whether (−1, 0) ∈ E′σ or not. If (−1, 0) ∈ E′σ, then whether X−1 = x and X0 = y
are connected is purely deterministic and the randomness arises only in the remaining p edges. In that case, the
rightmost term in (3.24) is bounded by
np
∫ γRn
0
dt1 · · ·
∫ γRn
0
dtp 1{t−1, t0 ≤ γRn}
∏
(i,j)∈E′σ\{(−1,0)}
P
(
d(Xi, Xj) ≤ Rn | t
)
ρ¯n,α(t)(3.25)
∼ C∗npe−ζ(d−1)pRn/2+2−1ζ(d−1)[(d′−1−1)t−1+(d′0−1)t0]1{t−1, t0 ≤ γRn}
p∏
i=1
a(γ)n (d
′
i)
= O
(
ρpne
ζ(d−1)(d′−1+d′0)γRn/2−ζ(d−1)γRn
p∏
i=1
a(γ)n (d
′
i)
)
.
On the other hand, if (−1, 0) /∈ E′σ, the randomness arises in all the p+ 1 edges of E′σ. Then, the rightmost term
in (3.24) is bounded by
np
∫ γRn
0
dt1 · · ·
∫ γRn
0
dtp 1{t−1, t0 ≤ γRn}
∏
(i,j)∈E′σ
P
(
d(Xi, Xj) ≤ Rn | t
)
ρ¯n,α(t)(3.26)
∼ C∗npe−ζ(d−1)(p+1)Rn/2+2−1ζ(d−1)(d′−1t−1+d′0t0)1{t−1, t0 ≤ γRn}
p∏
i=1
a(γ)n (d
′
i)
= O
(
ρpne
−ζ(d−1)Rn/2+ζ(d−1)(d′−1+d′0)γRn/2
p∏
i=1
a(γ)n (d
′
i)
)
.
Combining (3.25) and (3.26), we conclude that
Bn,p,σ = O
(
ρpne
ζ(d−1)(d′−1+d′0)γRn/2
p∏
i=1
a(γ)n (d
′
i)
)
.
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Now proceeding as in the derivation of (3.16) (see below (3.23)), we get (3.17). 
Proof of Lemma 3.6. From the same reasoning as Lemma 3.5, it suffices to bound
Cn,p,σ :=
∫ γRn
0
∫
Cd
E
[ ∑
(X1,...,Xp)∈Ppn,6=
3∏
i=1
g
(
x,Xσ((i−1)(k−1)+1), . . . , Xσ(i(k−1))
)]
ρ¯n,α(t)pi(θ)dθdt
for every p ∈ {k − 1, . . . , 3(k − 1)} and σ ∈ Σ∗3(k−1),p.
Let Gσ be the same simple graph on {0} ∪ [p] as that constructed in the proof of Lemma 3.5 (i) (see (3.21)),
for which x is identified as a vertex “0". Once again, let G′σ be a spanning tree of Gσ, and d′0, . . . , d′p is the degree
sequence and E′σ is the edge set of G′σ. It follows from the monotonicity of C and the Palm theory that
Cn,p,σ ≤ E
[
C(G′σ, HG(γ)n (Rn;α, ζ))](3.27)
= npP
(
d(Xi, Xj) ≤ Rn, (i, j) ∈ E′σ, Ti ≤ γRn, i = 0, . . . , p
)
For further calculation, we note that X0 in (3.27) is random, whereas X0 = x in (3.22) was purely deterministic.
Taking into consideration such a difference and using Theorem 2.3 with k = p+ 1, we have
Cn,p,σ ≤ C∗ρpn
p∏
i=0
a(γ)n (d
′
i) = O
(
ρ3(k−1)n
p∏
i=0
a(γ)n (d
′
i)
)
.
Finally, taking maximum, we can complete the proof. 
Lemma 3.8. Let the assumptions of Theorem 2.6 hold. For 0 < γ < 1/2 and 0 < a < 1, we have∫
[0,γRn]3×C3d
[P(D2x1,x3S
(γ)
n 6= 0)P(D2x2,x3S(γ)n 6= 0)]a
3∏
i=1
ρ¯n,α(ti)pi(θi)dtidθi = O
(
e−ζ(d−1)(1−2γ)Rn
)
,
∫
[0,γRn]2×C2d
[P(D2x1,x2S
(γ)
n 6= 0)]a
2∏
i=1
ρ¯n,α(ti)pi(θi)dtidθi = O
(
e−ζ(d−1)(1−2γ)Rn/2
)
,
where we identify xi with their hyperbolic polar coordinates (ti, θi).
We need the following fact for the proof of the lemma. For 0 < γ < 1/2, let HG(X ) be a hyperbolic geometric
graph on a point set X ⊂ Dγ(Rn), connecting any two points within a distance Rn. Suppose that y1, y2 ∈ X
are connected by a path of length ` ≥ 1 in HG(X ), and their hyperbolic distances from the boundary given by
ti = Rn − d(0, yi), i = 1, 2 satisfy t1, t2 ≤ γRn. For the relative angle θ12 between y1 and y2, we claim that
(3.28) θ12 ≤
(
1 + o(1)
)
2`e−ζ(1−2γ)Rn/2, n→∞,
uniformly for t1, t2 ≤ γRn.
The proof of (3.28) can be done inductively. For ` = 1, set θˆ12 =
(
e−2ζ(Rn−t1) + e−2ζ(Rn−t2)
)1/2 as in Lemma
3.1. Since t1 + t2 ≤ 2γRn < Rn − ωn, we get
θˆ12 = o
(
e−ζ(Rn−t1−t2)/2
)→ 0, n→∞,
as in the proof of Lemma 3.2.
If θ12 ≤ θˆ12, then θ12 ≤
(
1 + o(1)
)
e−ζ(1−2γ)Rn/2 and so (3.28) holds for ` = 1. If θ12  θˆ12, Lemma 3.1
yields the following : Uniformly for ti ≤ γRn, i = 1, 2, we have that
Rn ≥ d(y1, y2) = 2Rn − (t1 + t2) + 2
ζ
log sin
(θ12
2
)
+ o(1)
≥ 2(1− γ)Rn + 2
ζ
log sin
(θ12
2
)
+ o(1), n→∞.
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Equivalently, we have that, uniformly for ti ≤ γRn, i = 1, 2,
θ12 ≤
(
1 + o(1)
)
2e−ζ(1−2γ)Rn/2, n→∞.
Hence, in either case, the claim for ` = 1 follows.
Now, suppose that the claim holds for ` − 1. Then, if y1, y2 have a path of length `, there exists a y0 such that
y1 and y0 have a path of length ` − 1, and y0 and y2 have a path of length 1. Denoting the corresponding relative
angles as θ10 and θ02, we see that θ12 ≤ θ10 + θ02; hence, the proof can be completed by the induction hypothesis.
Proof of Lemma 3.8. Fix x1, x2, x3 such that ti ≤ γRn for i = 1, 2, 3. From (3.19), D2x1,x3S
(γ)
n 6= 0 implies
that there is a path of length at most diam(Γk) (i.e., diameter of the graph) from x1 to x3 in the hyperbolic
random geometric graph on
(Pn ∩ Dγ(Rn)) ∪ {x1, x3} with radius of connectivity Rn. Thus, from (3.28) and
diam(Γk) ≤ k, we have that
θ13 ≤
(
1 + o(1)
)
2ke−ζ(1−2γ)Rn/2, n→∞.
Therefore, ∫
[0,γRn]3×C3d
[P(D2x1,x3S
(γ)
n 6= 0)P(D2x2,x3S(γ)n 6= 0)]a
3∏
i=1
ρ¯n,α(ti)pi(θi)dtidθi
≤ C∗
∫
[0,γRn]3×C3d
1
{
θj3 ≤ 2ke−ζ(1−2γ)Rn/2, j = 1, 2
} 3∏
i=1
ρ¯n,α(ti)pi(θi)dtidθi
= C∗P
(
Θj3 ≤ 2ke−ζ(1−2γ)Rn/2, j = 1, 2, Ti ≤ γRn, i = 1, 2, 3
)
,
where Θj3 denotes the relative angle between Xj and X3, j = 1, 2, and Ti = Rn − d(0, Xi) for i = 1, 2, 3.
Now, the probability of the last term equals
(3.29)
∫
[0,γRn]3
2∏
j=1
P
(
Θj3 ≤ 2ke−ζ(1−2γ)Rn/2 | t1, t2, t3
) 3∏
i=1
ρ¯n,α(ti) dti.
Using the density (3.2) of a relative angle, it is easy to see that
2∏
j=1
P
(
Θj3 ≤ 2ke−ζ(1−2γ)Rn/2 | t1, t2, t3
) ∼ ( (2k)d−1
(d− 1)κd−2
)2
e−ζ(d−1)(1−2γ)Rn , n→∞,
uniformly for ti ≤ γRn, i = 1, 2, 3. It now follows from Lemma 2.1 (ii) that (3.29) is asymptotically equal to
C∗e−ζ(d−1)(1−2γ)Rn
(∫ γRn
0
e−α(d−1)tdt
)3
= O
(
e−ζ(d−1)(1−2γ)Rn
)
.
This proves the first result in the lemma. By completely the same argument, we can get the second relation in the
lemma. 
We now put together all the bounds and prove our main central limit theorem.
Proof of Theorem 2.6. In order to apply Theorem 3.4, we take
F = S(γ)n , λ(dx) = nρ¯n,α(t)pi(θ)1{t ≤ γRn} dtdθ,
where we have, once again, represented x in its hyperbolic polar coordinate (t, θ). From (2.12), we have
VAR(S(γ)n ) = Ω
(
nρ2(k−1)n a
(γ)
n (2d(k))
k−1∏
i=1
a(γ)n (d(i))
2
)
.
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Relying on the lower bound for variance above, along with the bounds from Lemmas 3.5, 3.6, 3.8, and the definition
of ρn, we obtain
W1 ≤ C∗n−1/2
(c′1,nc′2,n)1/5eγζ(d−1)Rn
a
(γ)
n (2d(k))
∏k−1
i=1 a
(γ)
n (d(i))2
,
W2 ≤ C∗n−1/2ρ−1n
(c′2,n)2/5eγζ(d−1)Rn
a
(γ)
n (2d(k))
∏k−1
i=1 a
(γ)
n (d(i))2
,
W3 ≤ C∗n−1/2
c′3,n
a
(γ)
n (2d(k))3/2
∏k−1
i=1 a
(γ)
n (d(i))3
,
and from Theorem 3.4, we know that
dW
S(γ)n − E(S(γ)n )√
VAR(S(γ)n )
, N
 ≤W1 +W2 +W3.
By the definitions of a(γ)n , c′1,n, c′2,n, and c′3,n (see Lemmas 3.5 and 3.6), along with the claim in Remark 3.7, we
have that for any a < 1/2, we can choose γ0 so small thatW1+W2+W3 = O(n−a) as n→∞, for all 0 < γ < γ0.
This proves the Wasserstein bound in (2.14).
To show the Kolmogorov bound in (2.14), again using the bounds in Theorem 3.4, along with Lemmas 3.5, 3.6,
and 3.8, and the variance lower bound above, we derive that
W4 ≤ C∗n−1/2
[
(c′1,n)3/5
a
(γ)
n (2d(k))3/2
∏k−1
i=1 a
(γ)
n (d(i))3
+
(c′1,n)4/5
a
(γ)
n (2d(k))2
∏k−1
i=1 a
(γ)
n (d(i))4
]
,
W5 ≤ C∗n−1/2
(c′1,n)2/5
a
(γ)
n (2d(k))
∏k−1
i=1 a
(γ)
n (d(i))2
,
W6 ≤ C∗(nρn)−1/2 e
γζ(d−1)Rn/2
a
(γ)
n (2d(k))
∏k−1
i=1 a
(γ)
n (d(i))2
(
(c′1,nc
′
2,n)
1/5 + ρ−1n (c
′
2,n)
2/5
)
.
From Theorem 3.4, we have
dK
S(γ)n − E(S(γ)n )√
VAR(S(γ)n )
, N
 ≤W1 +W2 +W3 +W4 +W5 +W6,
and hence, for any a < 1/2, we can choose γ0 small enough such that the Kolmogorov bound in (2.14) holds for
all 0 < γ < γ0.
In order to show (2.15), let us assume α/ζ > d(k). First, choose 0 < γ < 1/2 such that
dW
S(γ)n − E(S(γ)n )√
VAR(S(γ)n )
, N
→ 0, as n→∞.
Setting U (γ)n = Sn − S(γ)n , we write
Sn − E(Sn)√
VAR(Sn)
=
√
VAR(S(γ)n )
VAR(Sn)
× S
(γ)
n − E(S(γ)n )√
VAR(S(γ)n )
+
U
(γ)
n − E(U (γ)n )√
VAR(Sn)
.
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From (2.13), we have that VAR(S(γ)n ) ∼ VAR(Sn) as n→∞. Since the central limit theorem holds for S(γ)n , the
first term converges in distribution to N as n→∞. Now, from (3.15), we know that VAR(U (γ)n )/VAR(Sn)→ 0
as n → ∞, and hence, by Chebyshev’s inequality, the second term converges to 0 in probability. Thus, applying
Slutsky’s theorem, we obtain the central limit theorem for Sn as required. 
4. Appendix
4.1. Palm theory for Poisson point processes.
This result is known as the Palm theory of Poisson point processes (see Section 1.7 in [36]), which is applied a
number of times throughout the proof.
Lemma 4.1. Let X1, X2, . . . be Rd-valued iid random variables with density f , and Pn = {X1, . . . , XNn} be
the Poisson point process on Rd, where Nn is a Poisson random variable with mean n and is independent of (Xi).
Let h, hi : (Rd)k → R, i = 1, 2, . . . be bounded measurable functions vanishing on diagonals of (Rd)k, that is,
h(x1, . . . , xk) = hi(x1, . . . , xk) = 0 whenever at least two of the xj’s are equal. Then,
(4.1) E
[ ∑
X∈Pkn,6=
h(X )
]
= nk E
(
h(X1, . . . , Xk)
)
where Pkn,6= is defined in (2.6).
Moreover, let q ≥ 2 and p ∈ {k, k + 1, . . . , qk} and Σqk,p be a collection of surjective maps from [qk] to [p].
Then,
E
[ ∑
X1∈Pkn,6=
· · ·
∑
Xq∈Pkn,6=
q∏
j=1
hj(Xj)1
{ | ∪qi=1 Xi| = p}] = npp! ∑
σ∈Σ∗qk,p
E
[ q∏
j=1
hj(Xσ((j−1)k+1), . . . , Xσ(jk))
]
,
(4.2)
where Σ∗qk,p is a subset of Σqk,p such that σ((j − 1)k + 1), . . . , σ(jk) are distinct for all j = 1, . . . , q.
Proof. Since (4.1) is a special case of (4.2), we only prove the latter. For p ∈ {k, . . . , qk}, we have∑
X1∈Pkn,6=
· · ·
∑
Xq∈Pkn,6=
q∏
j=1
hj(Xj)1
{ | ∪qi=1 Xi| = p}
=
1
p!
∑
σ∈Σqk,p
∑
(X1,...,Xp)∈Ppn,6=
q∏
j=1
hj(Xσ((j−1)k+1), . . . , Xσ(jk)).
Since hj’s vanish on the diagonals of (Rd)k, one can replace Σqk,p with Σ∗qk,p.
Conditioning on Nn, we have
E
[ ∑
(X1,...,Xp)∈Ppn,6=
q∏
j=1
hj(Xσ((j−1)k+1), . . . , Xσ(jk))
]
=
∞∑
m=p
E
[ ∑
(X1,...,Xp)∈Ipm, 6=
q∏
j=1
hj(Xσ((j−1)k+1), . . . , Xσ(jk))
]
e−nnm
m!
,
where Im = {X1, . . . , Xm} and
Ipm, 6= =
{
(Xi1 , . . . , Xip) ∈ Ipm : ij ∈ {1, . . . ,m}, ij 6= i` for j 6= `
}
.
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Since
E
[ ∑
(X1,...,Xp)∈Ipm, 6=
q∏
j=1
hj(Xσ((j−1)k+1), . . . , Xσ(jk))
]
=
m!
(m− p)!E
[ q∏
j=1
hj(Xσ((j−1)k+1), . . . , Xσ(jk))
]
,
the result follows by a simple calculation. 
4.2. Comparison to subgraph counts of Euclidean random geometric graphs.
In this section, we shall briefly sketch analogous asymptotic results for subgraph counts of random geometric
graphs when the underlying metric is Euclidean. For simplicity, we shall restrict ourselves to the case α = ζ = 1
and Rn = 2(d− 1)−1 log(n/ν) for some ν > 0 as in Section 2.4. In other words, we are considering the uniform
distribution on the Poincaré ball, and further, by Corollary 2.7, we have that E(En) = Θ(n), where En denotes
the number of edges in HGn(Rn; 1, 1). Further, from the metric equivalence of the hyperbolic metric with the
Euclidean metric on a compact ball of the Poincaré disk, the below asymptotics also give asymptotic growth rates
for HGn(R;α, ζ) for any α, ζ > 0.
There are two possible ways in which one can consider Euclidean analogues of our results in Corollary 2.7.
(1) Consider Poisson(n) points distributed uniformly in a sequence of growing Euclidean balls of radius rn
(rn → ∞) and connect any two points within a distance rn - (dense regime). We shall call this graph
EG1,n.
(2) Consider Poisson(n) points distributed uniformly in a sequence of Euclidean balls of radius rn and connect
points within a distance sn such that the expected number of edges grows linearly in n - (thermodynamic
regime). We shall call this graph EG2,n.
FIGURE 3. Simulations of EG1,100 with pir2100 = 100 and EG2,500 with pir
2
500 = 500, s500 = 1
for d = 2
See Figure 3 for particular simulations of these two Euclidean graphs. Unlike hyperbolic random geometric graphs,
these two regimes are distinct for Euclidean random geometric graphs, clarifying the choice of terminology for
regimes (dense and thermodynamic). We shall only give a sketch of the calculations but refer the reader to [36,
Chapter 3] for details.
Fix d ≥ 2 and let us denote the collection of Poisson(n) points distributed uniformly in Brn(0) ⊂ Rd (i.e., the
d-dimensional ball of radius rn centred at origin) as Xn. Then, EGn(rn, sn) denotes the graph with vertex set Xn
and edges between Xi, Xj ∈ Xn such that |Xi−Xj | ≤ sn, where | · | is the Euclidean metric. Under this notation,
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EG1,n = EGn(rn, rn) and EG2,n = EGn(rn, sn) for a suitable choice of sn satisfying a condition about linear
growth of expected edges. Let Γ be a connected graph on k vertices, and by Ji,n(Γ), i = 1, 2, we denote the number
of copies of Γ in EGi,n, i = 1, 2, which can be defined similarly to sub-tree counts in (2.7). Now, by using the
Palm formula for Poisson point processes (see Lemma 4.1), we have that
E(J1,n(Γ)) = nk
C1
rdkn
∫
Brn (0)
k
∏
(i,j)∈Γ
1
{|xi − xj | ≤ rn}dx1 . . . dxk = Θ(nk).
Since the order of E(J1,n(Γ)) is the same as that of the complete subgraph on Xn, we call it a dense regime. The
point we wish to observe is that the choice of rn and the degree sequence of the subgraph Γ are irrelevant to the
growth of E(J1,n(Γ)). Alternatively, only the number of vertices of Γ determines the asymptotics. This is quite
unlike the asymptotics for hyperbolic random geometric graphs in Corollary 2.7.
As in the above case, assuming sn = o(rn), we can derive that E(J2,n(Γ)) = Θ
(
nk( snrn )
d(k−1)). Thus, the
expected number of edges in EG2,n (i.e., E(J2,n(K2)), where K2 is the connected graph on two vertices) is
Θ
(
n2( snrn )
d
)
, and so, if we choose sn = n−1/drn with rn → r ∈ (0,∞], we get that E(J2,n(K2)) = Θ(n). This
is called the thermodynamic regime (see [36, Chapter 3]), since the expected average degree (or empirical count
of neighbours) is asymptotically constant. This is true for the hyperbolic random geometric graph for the regime
of Corollary 2.7. In contrast to the hyperbolic random geometric graph, we see from the above calculation that the
asymptotics of E(J2,n(Γ)) is again independent of the degree sequence of the subgraph Γ and the choice of rn.
In conclusion, either of the Euclidean analogues to the hyperbolic random geometric graph are markedly differ-
ent in the sense that the degree sequence of the subgraph count does not affect the asymptotic first order growth.
Though we do not discuss second order or more finer results, one can find them in [36, Chapter 3] for Euclidean
random geometric graphs or in [37, 8] for random geometric graphs on compact manifolds, and the broad message
remains unchanged.
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