Distribution of $\alpha n + \beta$ modulo 1 over integers free from
  large and small primes by Yau, Kam Hung
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DISTRIBUTION OF αn+ β MODULO 1 OVER INTEGERS
FREE FROM LARGE AND SMALL PRIMES
KAM HUNG YAU
Abstract. For any ε > 0, we obtain an asymptotic formula for the
number of solutions n ≤ x to
‖αn+ β‖ < x−1/4+ε
where n is [y, z]-smooth for infinitely many real numbers x. In addition,
we also establish an asymptotic formula with an additional square-free
condition on n. Moreover, if α is quadratic irrational then the asymptotic
formulas hold for all sufficiently large x.
Our tools come from the Harman sieve which we adapt suitably to
sieve for [y, z]-smooth numbers. The arithmetic information comes from
estimates for exponential sums.
1. introduction
A classical Theorem of Dirichlet [6, Theorem 185] states that if α is
irrational then there exist infinitely many pairs of integers (m,n) satisfying
the inequality
(1.1)
∣∣∣α− m
n
∣∣∣ < 1
n2
.
Such problems fall in the area of Diophantine approximation. Equivalently
by defining ‖x‖ = minv∈Z |x − v| to be the distance from x to the nearest
integer, (1.1) implies
‖αn‖ < n−1
for infinitely many positive integers n. A natural extension to this problem
is to consider if there exist infinitely many solutions to
(1.2) ‖αn+ β‖ < n−κ.
Here β ∈ R, κ > 0, n ∈ N ⊆ N and N is some set of arithmetic interest.
Various results have been obtained when N is the set of prime numbers.
These include the results of Harman [7, 9], Heath-Brown & Jia [12] and
Jia [13], which involve sieve methods and bounds of exponential sums, while
Vaughan [18] obtained his result by applying what is now known as the
Vaughan Identity [19], together with bounds for exponential sums.
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We remark that Harman’s sieve method first appeared when Harman
studied this exact problem [7] to get the exponent κ = 3/10. For more
details on the Harman sieve, see the monograph [10]. The best result to
date is by Matomäki [14] with κ < 1/3 under the condition β = 0 and
employs Harman’s sieve method where the arithmetic information comes
from bounds for averages of Kloosterman sums.
Let k > 1 be a fixed positive integer and N the set of kth powers of
primes. Baker & Harman [2] showed that we can take κ < 3/20 if k = 2
and κ < (3 · 2k−1)−1 if k ≥ 3. In particular, when k = 2 this improves a
result of Ghosh [5]. Later, Wong [20] provided an improvement of Baker &
Harman [2] in the range 3 ≤ k ≤ 12.
WhenN is the set of square-free numbers, the best result is due to Heath-
Brown [11] with κ < 2/3 using an essentially elementary method. The result
improves the previous work by Harman [8] and Balog & Perelli [3], who
independently showed we can essentially take the exponent κ < 1/2.
In this paper, we consider the problem of establishing an asymptotic
formula for the number of [y, z]-smooth n ≤ x solutions to (1.2) (numbers
with prime factors in the interval [y, z]) with κ = 1/4− ε, where ε > 0. We
also consider a hybrid problem that interpolates between square-free and
[y, z]-smooth integers.
We note that in the special case of smooth numbers we are able to obtain
a non-trivial lower bound immediately. Indeed, for any fixed ε > 0, consider
the set
{n = ab ≤ x : p|ab =⇒ p < xε, x1/3 ≤ a < 2x1/3}.
By applying Lemma 4.1 and our Type II information (Lemma 4.3 with (4.1)),
we can show immediately that for infinitely many x chosen correctly there
are at least x2/3+ε−o(1) integers up to x which are xε-smooth and satisfies
‖αn+ β‖ < x−1/3+ε.
The statement remains valid if we additionally require n to be square-free.
2. Notation
For complex valued functions f and g, we use the notation f = O(g)
and f ≪ g to mean there exists an absolute constant C > 0 such that
|f(x)| ≤ C|g(x)| for all sufficiently large x.
Write m ∼ M when M ≤ m < 2M , e(x) = exp(2πix) and let µ be the
Möbius function. Given a positive integer n ≥ 2, we denote by P−(n) and
P+(n) the smallest and largest prime factor of n respectively. We always
assume p with or without sub/superscript are primes.
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3. Main Results
For any real numbers 0 < y ≤ z ≤ x, we denote by
S(x; y, z) = {a ∈ [1, x] ∩ N : p|a =⇒ p ∈ [y, z]}
the set of all integers in [1, x] all of whose prime factors are in [y, z]. More-
over, we denote the cardinality of S(x; y, z) by Ψ(x; y, z).
For any positive integer A > 0, we write
I(A) = {α ∈ R\Q : α = [a0; a1, . . .], |aj | ≤ A, j ≥ 0}.
We note that ∪A∈NI(A) contains the set of all quadratic irrationals. We can
now state our first result.
Theorem 3.1. There exists an increasing sequence (xk)k∈N of positive in-
tegers such that if 2 ≤ y < x1/2k , y < z ≤ xk, ε > 0 and δ = x
−1/4+ε
k ,
then
(3.1)
∑
n∈S(xk;y,z)
‖αn+β‖<δ
1 = 2δΨ(xk; y, z) +O(x
3/4+ε/2+o(1)
k ).
Moreover, (3.1) holds for the sequence (xk)k∈N = (k)k∈N uniformly for all
α ∈ I(A) and any fixed positive integer A.
For any real numbers 0 < y ≤ z ≤ x, we denote by
S∗(x; y, z) = {a ∈ [1, x] ∩ N : µ2(a) = 1, p|a =⇒ p ∈ [y, z]}
the set of all square-free integers in [1, x] all of whose prime factors are in
[y, z]. We also denote the cardinality of S∗(x; y, z) by Ψ∗(x; y, z). The next
theorem is essentially Theorem 3.1, where we also require the integers we
are counting to be square-free.
Theorem 3.2. There exists an increasing sequence (xk)k∈N of positive in-
tegers such that if 2 ≤ y < x1/2k , y < z ≤ xk, ε > 0 and δ = x
−1/4+ε
k , then
we have
(3.2)
∑
n∈S∗(xk;y,z)
‖αn+β‖<δ
1 = 2δΨ∗(xk; y, z) +O(x
3/4+ε/2+o(1)
k ).
Moreover, (3.2) holds for the sequence (xk)k∈N = (k)k∈N uniformly for all
α ∈ I(A) and any fixed positive integer A.
If we fix 0 < u2 < u1 with 2 < u1, u2 < ⌊u1⌋ and set y = x
1/u1
k and z =
x
1/u2
k then both Ψ(xk; y, z), Ψ
∗(xk; y, z) in the main term of (3.1) and (3.2)
respectively are bounded below by the number of integers n = p1 . . . pj that
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are products of j = ⌊u1⌋ distinct primes with pi ∈ [y, z]. This gives the
lower bound
x
1−o(1)
k < Ψ(xk; y, z),Ψ
∗(xk; y, z).
It follows that our Theorem 3.1 and 3.2 are non-trivial in this region.
We note that by [4, Theorem 1] of Friedlander, we can obtain an as-
ymptotic formula for Ψ(x; y, z) in certain regions. We also mention that
Saias [15, 16, 17] has extensively studied this quantity. In particular, our
Ψ(xk; y, z) is θ(xk, z, y) or Θ(xk, z, y) in the notation of Friedlander and
Saias respectively.
We remark that we assume y < x
1/2
k in Theorem 3.1 and 3.2 since if
y ≥ x1/2k and z ≥ xk then both S(xk; y, z) and S
∗(xk; y, z) essentially count
primes in the interval [y, xk] and the result of Harman [10, Theorem 3.2]
covers this case with δ = x
−1/4+ε
k .
It is easy to see that the proof of Theorem 3.1 can be adjusted to prove
Theorem 3.2, so we will only give full details for the proof of Theorem 3.1.
4. Preparations
For any δ > 0, we define
χ(r) =
{
1 if ‖r‖ < δ,
0 otherwise.
We recall a Lemma from [1, Chapter 2], which provides a finite Fourier
approximation to χ. This converts the problem of detecting solutions to (1.2)
to a problem about estimates for exponential sums.
Lemma 4.1. For any positive integer L, there exist complex sequences
(c−ℓ )|ℓ|≤L and (c
+
ℓ )|ℓ|≤L such that
2δ −
1
L+ 1
+
∑
0<|ℓ|≤L
c−ℓ e(ℓθ) ≤ χ(θ) ≤ 2δ +
1
L+ 1
+
∑
0<|ℓ|≤L
c+ℓ e(ℓθ)
where
|c±ℓ | ≤ min
{
2δ +
1
L+ 1
,
3
2ℓ
}
.
Let α, x ∈ R be such that |α−a/q| < 1/q2 where 1 ≤ a ≤ q ≪ xO(1) and
(a, q) = 1. Let (am)m∈N, (bn)n∈N, (cℓ)ℓ∈N be complex sequences satisfying
|am| ≤ τ(m), |bn| ≤ τ(n), |cℓ| ≤ min
{
2δ +
1
⌊x⌋ + 1
,
3
2ℓ
}
whenever m,n, ℓ ∈ N. We will also use the classical divisor bound τ(r) ≪
xo(1) for r ≤ x. Lastly for ε > 0, we denote δ = x−
1
4
+ε.
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The next two Lemmas provide our Type I and II information respectively.
They can be obtained by following the method of [10, Section 2.3].
Lemma 4.2. We have∑
ℓ≤x
cℓ
∑
mn≤x
m∼M
ame(αℓmn)≪ (M + xq
−1 + δq)xo(1).
Lemma 4.3. We have
(4.1)
∑
ℓ≤x
cℓ
∑
mn≤x
m∼M
ambne(αℓmn)≪ x
1+o(1)
(
δ
M
+
M
x
+
1
q
+
qδ
x
) 1
2
for M ≪ x1/2 and
(4.2)
∑
ℓ≤x
cℓ
∑
mn≤x
m∼M
ambne(αℓmn)≪ x
1+o(1)
(
Mδ
x
+
1
M
+
1
q
+
qδ
x
) 1
2
for M ≫ x1/2.
4.1. Estimates for Type I & II sum. Denote
B = {n ∈ N : 2 ≤ n ≤ x} and A = {n ∈ B : ‖αn+ β‖ < δ}.
We will first state our Type I estimate.
Lemma 4.4 (Type I estimate). For q = x2/3 we have∑
mn∈A
m∼M
am = 2δ
∑
mn∈B
m∼M
am +O(x
3/4+ε/2)
whenever M ≪ x3/4.
Proof. By Lemma 4.1 with L = ⌊x⌋, we get∑
mn∈A
m∼M
am =
∑
mn∈B
m∼M
amχ(αmn + β) = 2δ
∑
mn∈B
m∼M
am +O(E1 + E2)
where
E1 =
1
L+ 1
∑
mn≤x
m∼M
am ≪ x
o(1),
E2 =
∑
0<|ℓ|≤L
|c±ℓ | ·
∣∣∣∣∣
∑
mn≤x
m∼m
ame(ℓ(αmn + β))
∣∣∣∣∣.
Clearly there exists ξℓ ∈ C with |ξℓ| = 1 such that
E2 =
∑
0<|ℓ|≤L
ξℓc
±
ℓ
∑
mn≤x
m∼M
ame(αℓmn).
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Applying Lemma 4.2 immediately gives the bound
E2 ≪ (M + xq
−1 + δq)xo(1) ≪ x
3
4
+ ε
2
whenever M ≪ x3/4. 
Next, we state our Type II estimate.
Lemma 4.5 (Type II estimate). For q = x2/3 we have∑
mn∈A
xγ≤m≤xγ+τ
ambn = 2δ
∑
mn∈B
xγ≤m≤xγ+τ
ambn +O(x
3/4+ε/2+o(1))
uniformly for 1/4 ≤ γ, γ + τ ≤ 3/4.
Proof. We follow the method of Lemma 4.4. Partition the summation over
m into dyadic intervals and apply Lemma 4.3. 
4.2. Sieve estimates. For positive real numbers w, u, v, we denote
P (w) =
∏
p<w
p and P (u, v] =
∏
u<p≤v
p.
We also set
Y = x3/4+ε/2+o(1).
For any set A ⊆ [2, x] of integers and any positive integer s, we denote
As = {n : ns ∈ A}.
For real numbers 0 < y ≤ z ≤ x, we denote
S(A; y, z) = #{a ∈ A : p|a =⇒ p ∈ [y, z]}
and in the special case z = x, we denote
S(A; y, z) = S(A; y).
We state a variant of the Buchstab identity for [y, z]-smooth numbers which
is based on taking out the largest prime factor of the integers we are count-
ing.
Lemma 4.6. For any 2 ≤ y ≤ z and any set A ⊆ [2, x] of integers, we have
S(A; y, z) =
∑
y≤p≤z
S(Ap; y, p) + S(C; x
1/2) +O(x1/2)
where C = {a ∈ A : y ≤ a ≤ z}.
Proof. Take a ∈ {a ∈ A : p|a =⇒ p ∈ [y, z]}. If a is a prime then a is
counted in {a ∈ A : y ≤ a ≤ z, a is prime}. Otherwise a has at least two
prime factors and we can write a = P+(a)n where n > 1 and the prime
factors of n lie in the interval [y, P+(a)]; the result follows immediately. 
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Next we state three lemmas which give sieve estimates for different re-
gions. In particular, the proofs will rely on ingredients coming from the
Harman sieve [9, Lemma 2].
Our first sieve estimate is essentially based on an application of our Type
II estimate (Lemma 4.5).
Lemma 4.7. For x1/4 ≤ y < z ≤ x3/4, we have∑
y≤p≤z
S(Ap; y, p) = 2δ
∑
y≤p≤z
S(Bp; y, p) +O(Y ).
Proof. We have∑
y≤p≤z
S(Ap; y, p) =
∑
y≤p≤z
∑
np∈A
(n,P (y)P (p,x])=1
1 =
∑
mn∈A
y≤m≤z
a(m,n).
Here
a(m,n) = 1P(m)
∑
(n,P (y)P (m,x])=1
1 = 1P(m)
∑
d|n
d|P (y)P (m,x]
µ(d)
where 1P(·) is the characteristic function for the primes. We may assume
that d is square-free, as otherwise it does not contribute to the sum a(m,n).
Write
a(m,n) = 1P(m)
∑
d1d2|n
d2|P (y)
P−(d1)>m
µ(d1d2).
We may assume d1 > 1; the case d1 = 1 follows immediately. We now get rid
of the condition P−(d1) > m by appealing to the truncated Perron formula
1
π
∫ T
−T
eiγt
sin ρt
t
dt =
{
1 +O(T−1(ρ− |γ|)−1) if |γ| ≤ ρ,
O(T−1(|γ| − ρ)−1) if |γ| > ρ.
Applying the above formula with ρ = log(P−(d1) −
1
2
), γ = logm and
T = x2δ−1, we have ∑
mn∈A
y≤m≤z
a(m,n) = M(A) +O(R).
Here
M(A) =
1
π
∫ T
−T
∑
mn∈A
y≤m≤z
1P(m)e
iγt
( ∑
d1d2|n
d2|P (y)
µ(d1d2) sin(ρt)
)
dt
t
R = T−1
∑
mn∈A
y≤m≤z
1P(m)
∑
d1d2|n
d2|P (y)
µ(d1d2)
| log(P−(d)− 1
2
)− logm|
.
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We will consider the remainder term first. By the mean value theorem,
1
log(P−(d)− 1
2
)− logm
=
η
P−(d)− 1
2
−m
where η ∈ [m,P−(d) − 1
2
] or [P−(d) − 1
2
, m]. In any case, we have η ≤
max{m,n− 1
2
}, so we bound
η
P−(d)− 1
2
−m
≪ max{m,n} ≤ x.
Therefore R≪ T−1x2+o(1) ≪ δxo(1).
It remains to estimate the main term. Note that the integral in the main
term between −1/T and 1/T can be trivially bounded by ≪ T−1x1+o(1) ≪
δx−1. Applying our Type II estimate (Lemma 4.5) in the integral over
R(T ) = (−T,−1/T ) ∪ (1/T, T ), we get
M(A)
=
2δ
π
∫
R(T )
∑
mn∈B
y≤m≤z
1P(m)m
it
∑
d1d2|n
d2|P (y)
µ(d1d2) sin
(
t log
(
P−(d1)−
1
2
))dt
t
+O
(
Y
∫
R(T )
dt
t
)
+O(δx−1)
=
2δ
π
∫ T
−T
∑
mn∈B
y≤m≤z
1P(m)m
it
∑
d1d2|n
d2|P (y)
µ(d1d2) sin
(
t log
(
P−(d1)−
1
2
))dt
t
+O(Y )
= 2δM(B) +O(Y )
where the last line follows from the truncated Perron formula once again.
The result follows immediately. 
The next sieve estimate is based on an idea which dates back to Vino-
gradov who applied it to estimate sum over primes. The idea is to system-
atically take out the largest prime factor until we get sums which we can
estimate by our Type II estimate (Lemma 4.5).
Lemma 4.8. For 2 ≤ y < z < x1/4, we have∑
y≤p≤z
S(Ap; y, p) = 2δ
∑
y≤p≤z
S(Bp; y, p) +O(Y ).
Proof. By the method of Lemma 4.6 we have∑
y≤p≤z
S(Ap; y, p) =
∑
y≤p1≤p≤z
S(Apq1; y, p1) +O(x
1/2).
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We will first consider the sum on the right with pp1 > x
1/4. Clearly we have∑
y≤p1≤p≤z
pp1>x1/4
S(App1; y, p1) =
∑
y≤p1≤p≤z
pp1>x1/4
∑
npp1∈A
(n,P (y)P (p1,x])=1
1.
Set m = pp1 and note that m < x
1/2. It follows that∑
y≤p1≤p≤z
pp1>x1/4
S(App1; y, p1) =
∑
mn∈A
x1/4<m<x1/2
am
∑
d1d2|n
d1|P (y)
P−(d2)>P−(m)
µ(d1d2)
where am is 1 if m = pp1 with p, p1 ∈ [y, z] and 0 otherwise. Applying the
method of Lemma 4.7, we get∑
y≤p1≤p≤z
pp1>x1/4
S(App1; y, p1) = 2δ
∑
y≤p1≤p≤z
pp1>x1/4
S(Bpp1 ; y, p1) +O(Y ).
The only part left to consider is the sum∑
y≤p1≤p≤z
pp1≤x1/4
S(App1; y, p1).
If it is zero then we are done, otherwise we take out the next largest prime
factor to get∑
y≤p1≤p≤z
pp1≤x1/4
S(App1; y, p1) =
∑
y≤p2≤p1≤p≤z
pp1≤x1/4
S(App1p2 ; y, p2) +O(x
1/2).
The sum on the right with pp1p2 > x
1/4 can be dealt with again by the
method of Lemma 4.7. By induction this can go on for at most O(logx)
steps. Since we have an asymptotic formula for every sum, the result follows.

For our next sieve estimate, we note that our Type II estimates are not
sufficient in this region. We bypass this complication by a role reversal that
minimises the length of summation in exchange for sifting primes.
Lemma 4.9. For x3/4 ≤ z ≤ x, we have∑
x3/4<p≤z
S(Ap; y, p) = 2δ
∑
x3/4<p≤z
S(Bp; y, p) +O(Y ).
Proof. Take x3/4 < p ≤ z and an element np ∈ A such that if q|n where q
is prime then q ∈ [y, p]. This gives
(4.3)
∑
x3/4<p≤z
S(Ap; y, p) =
∑
n<x1/4
cnS(A
′
n; (x/n)
1/2) +O(xo(1)).
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Here
A′n = {max{y +∆(y), x
3/4} < m ≤ z : mn ∈ A}
= {max{y +∆(y), x3/4} < m ≤ min{z, x/n} : ‖αmn+ β‖ < δ}
where cn is 1 if all prime factors of n are at least y and 0 otherwise and
∆(y) is -1/2 if y is an integer and zero otherwise. We also recall
S(W; k) = #{w ∈ W : (w, P (k)) = 1}.
We note that the sum in (4.3) may be empty depending on the choice
of y. To show (4.3), take m ∈ S(A′n; (x/n)
1
2 ) and suppose that m has two
prime factors say q1, q2 then we must have
m ≥ q1q2 ≥ (x/n)
1/2(x/n)1/2 = x/n.
This is a contradiction unless mn = x and this occurs at most O(xo(1))
times. Moreover, it is evident that∑
n<x1/4
cnS(A
′
n; (x/n)
1/2) =
∑
n<x1/4
cn(S(A
′
n; x
1/2) +O(x1/2))
=
∑
n<x1/4
cnS(A
′
n; x
1/2) +O(x3/4).
Let n ∼ N where N ≪ x1/4 and max{y+∆(y), x3/4}n≪ M(n) = M ≪
min{zn, x} and consider the set
A(M) = {m ∼M : ‖αm+ β‖ < δ}.
Then we have
A(M)n = {m ∼M/n : ‖αmn+ β‖ < δ}
and by the Harman sieve [9, Lemma 2] using the Type I and II estimate
(Lemma 4.4 and 4.5), we get∑
n∼N
cnS(A
(M)
n ; x
1/2) = 2δ
∑
n∼N
cnS(B
(M)
n ; x
1/2) +O(Y ).
Therefore by summing over N,M we obtain∑
n<x1/4
cnS(A
′
n; x
1/2) = 2δ
∑
n<x1/4
cnS(B
′
n; x
1/2) +O(Y ),
which is what we needed to show. 
For a set C ⊆ [2, x] of integers and for integers 2 ≤ y < z ≤ x, we denote
T (C; y, z) = #{c ∈ C : µ2(c) = 1, p|c =⇒ p ∈ [y, z]}.
The next three results are square-free analogue of Lemma 4.7-4.9.
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Lemma 4.10. For x1/4 ≤ y < z ≤ x3/4, we have∑
y≤p≤z
T (Ap; y, p− 1) = 2δ
∑
y<p≤z
T (Bp; y, p− 1) +O(Y ).
Proof. By writing∑
y≤p≤z
T (Ap; y, p− 1) =
∑
y≤p≤z
∑
np∈A
(n,P (y),P (p−1,x])=1
µ2(np)
=
∑
mn∈A
y≤m≤z
1P(m)µ
2(n)
∑
d1d2|n
d1|P (y)
P−(d2)≥m
µ(d1d2).
We see that the method of Lemma 4.7 gives the result. 
Lemma 4.11. For 2 ≤ y < z < x1/4, we have∑
y≤p≤z
T (Ap; y, p− 1) = 2δ
∑
y≤p≤z
T (Bp; y, p− 1) +O(Y ).
Proof. We follow as in Lemma 4.8 but we successively take out the largest
distinct prime factors. 
Lemma 4.12. For x3/4 ≤ z ≤ x, we have∑
x3/4<p≤z
T (Ap; y, p− 1) = 2δ
∑
x3/4<p≤z
T (Bp; y, p− 1) +O(Y ).
Proof. This follows immediately from the proof of Lemma 4.9 by taking cn
there to be 1 if n is square-free and all prime factors of n are at least y and
0 otherwise. 
5. Proof of Theorem 3.1
By Dirichlet’s theorem, we have |α − a/q| < 1/q2 for infinitely many q,
let (qk)k∈N be an increasing sequence of such denominators. Then we can
choose an increasing sequence (xk)k∈N so that qk = x
2/3
k . Now we take xk to
be a sufficiently large element in the sequence (xk)k∈N.
By Lemma 4.6, we assert
S(A; y, z) =
∑
y≤p≤z
S(Ap; y, p) + S(C; x
1/2
k ) +O(x
1/2
k ).
By [18, Theorem 2] and partial summation, we have
S(C; x1/2k ) = 2δS(D; x
1/2
k ) +O(Y )
where D = {n ∈ N : y ≤ n ≤ z} and Y = x3/4+ε/2+o(1)k . Therefore by
substituting this into the above, we obtain
S(A; y, z) =
∑
y≤p≤z
S(Ap; y, p) + 2δS(D; x
1/2
k ) +O(Y ).
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Suppose y < x
1/4
k . Then we write
S(A; y, z) =
( ∑
y≤p≤z<x
1/4
k
+
∑
y≤p<x
1/4
k
+
∑
x
1/4
k ≤p≤z≤x
3/4
k
+
∑
x
1/4
k ≤p≤x
3/4
k ≤z
+
∑
x
3/4
k <p≤z
)
S(Ap; y, p) + 2δS(D; x
1
2
k ) +O(Y ).
We note that some of the sums above may be empty depending on the
choice of z. Applying Lemma 4.7-4.9 then Lemma 4.6 to the above we get
S(A; y, z) = 2δS(B; y, z) +O(Y ).
The case x
1/4
k ≤ y < x
1/2
k is similar to the case above and the first result
follows.
Now suppose α ∈ I(A) then we can assume α ∈ (0, 1)\Q. Indeed, we can
write α = b+ r where b ∈ Z and r ∈ (0, 1)\Q so that ‖αn+ β‖ = ‖rn+ β‖.
Therefore we have the continued fraction expansion
α = [0; a1, a2, . . .]
with 0 < ai ≤ A for some absolute constant A. The convergents ps/qs
to α satisfy the inequality |α − ps/qs| < 1/q
2
s . Clearly (qs)s≥1 is a strictly
increasing sequence. Therefore, for any sufficiently large x there exist s ∈ N
such that qs−1 ≤ x2/3 ≤ qs. Since qs = asqs−1 + qs−2 for s ≥ 2, we get qs ≤
(A + 1)qs−1 ≤ 2Ax2/3 ≪ x2/3, because A is fixed. Hence x2/3 ≪ qs ≪ x2/3
and the result follows by the argument above.
6. Proof of Theorem 3.2
We proceed as in the proof of Theorem 3.1 but instead we apply Lemma 4.10-
4.12.
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