Abstract In this paper we introduce a new feature selection algorithm to remove the irrelevant or redundant features in the data sets. In this algorithm the importance of a feature is based on its fitting to the Catastrophe model. Akaike information criterion value is used for ranking the features in the data set. The proposed algorithm is compared with well-known RELIEF feature selection algorithm. Breast Cancer, Parkinson Telemonitoring data and Slice locality data sets are used to evaluate the model.
Introduction
Finding the informative features from a data is a complicated process. Many algorithms have been developed to remove the irrelevant features in the data set and improve the performance of analysis. For example multivariate feature selection statistics is used to reduce the complexity of the data analysis [19] . Dimension reduction is another method to select informative features that many researchers applied to the features in the data [15, 17, 20] .
In this paper, we introduce a new feature selection algorithm to improve performance of regression analysis. Akaike information criterion value is used for ranking the features in the data set. The proposed algorithm is compared with well-known RELIEF feature selection algorithm. This algorithm is able to significantly reduce the number of features in this data set improving regression analysis accuracy.
Since our algorithm is based on the approaches from Catastrophe theory and Akaike information criterion, we start with a brief description of them.
Cusp Catastrophe
In this section we give a brief description of cusp model. Consider the following dynamical system:
where V is the potential function, y(t) represents the system's state variable(s), c shows one or multiple (control) parameter(s) whose value(s) determine the specific structure of the system. If y is at a point where
the system is in equilibrium. The function V (y; c) acquires a minimum with respect to y at a non-equilibrium point. Equilibrium points that correspond to minima of V (y; c) are stable equilibrium points because the system will return to such a point after a small perturbation to the system's state. The equilibrium points that correspond to maxima of V (y; c) are unstable equilibrium points because a perturbation of the system's state will cause the system to move away from the equilibrium point towards a stable equilibrium point. Equilibrium points that correspond neither to maxima nor to minima of V (y; c), at which the Hessian matrix (∂ 2 V (y)/∂y i ∂y j ) has eigenvalues equal to zero, are called degenerate equilibrium points. When the control variables of the system are changed. System can give rise to unexpected bifurcations in its equilibrium states at these points when the control variables of the system are changed [9, 24, 29] . Cusp model that is the simplest form of Catastrophe and can be formulated as follows:
− V (y; α, β) = αy + 1 2
where V is the canonical form of the potential function for the Cusp model and its equilibrium points is a function of the control parameters α and β (see Figure 1 ). The control parameters are the solution to the equation
This equation has one solution if δ = 27α − 4β 3 that is greater than zero, and has three solutions if δ < 0 [6, 9] .
Akaike information criterion
Akaike information criterion (AIC) is a model quality measure for a given data [1, 5] . For a model AIC measure can be defined as follow [4, 23] :
where L( θ) is the maximized likelihood function and k is the number of free parameters in the model. The smaller value of AIC shows that data is the better fit to model. In the proposed algorithm, we used the reverse value of AIC for ranking the features in our data. Fig. 1 Cusp surface [7] 4 The feature selection algorithm
In the Catastrophe theory, small change in certain parameters of a system can cause equilibria to appear or disappear [26, 29] . We used this characteristic of the Catastrophe model to find the features that are more affective in regression analysis. In the proposed algorithm the features that better change the dynamic of outcome feature or features are considered as informative features. Assume that we are given a data set A with N features that z is outcome feature. The algorithm takes each feature i from the data set and considers it as bifurcation variable in the Cusp Catastrophe model. If this variable affects the dynamic of the system (outcome feature), it is the informative feature. The AIC value of the Cusp model is computed for each feature for ranking. The ranking of a feature i can be formulated as follows:
where V is the potential function for the Cusp model (see Equation 3 ), AIC i is the AIC value of the Cusp model for the feature i as bifurcation value (β) and α is the asymmetric value in the Cusp model. Figure 2 shows the preparing the input parameters for Cusp model where the outcome feature is considered as the state variable and the features i and the last features are considered as bifurcation and asymmetric values, respectively. The state variable and control values can be computed as follows [9] : 
More details about the model are shown in the Algorithm 1. Here N is the number of all feature in the data set and N F (N F < N ) is the number of informative features. For all features i of the data set their rank in the data set is computed (rank i ). The set of informative features with N F features is the outcome of the algorithm.
RELIEF feature selection algorithm
Next, we give a brief description of the RELIEF algorithm. More detailed description can be found in [12, 13, 22] . For a given data set with m samples, and threshold of relevancy τ (0 ≤ τ ≤ 1), it detects those features which are statistically relevant to the target concept (Y = f (X)). Differences of feature value between two instances X and Y are defined by the following function dif f [11] .
where nu k is a normalization unit to normalize the values of dif f into the interval [0, l]. RELIEF picks a sample composed of m triplets of an instance X, it's sameclass instance (nearHit) and closest different-class instance (nearM iss). RELIEF uses the p-dimensional Euclidean distance for selecting nearHit and nearM iss. In every routine the feature weight W vector is updated as follows:
Then the average feature weight vector relevance is determined for every sample triple. Finally, it chooses the features whose average weight is above the given threshold τ .
Experimental results
The effectiveness of the proposed algorithm is verified using three different data sets: Parkinson's Telemonitoring, Breast Cancer and Slice locality from UCI machine learning repository [3] . Numerical experiments have been carried out on a PC with Processor Intel(R) Core(TM) i5-3470S CPU 2.90 GHz and 8 GB RAM running under Windows 7.
In numerical experiments we apply the proposed algorithm to find a ranking sequence of features in data sets. Then we apply different regression analysis algorithms from WEKA to compute regression error with subsets of features. The following regression analysis algorithms from WEKA are used in numerical experiments:
-Linear regression: Linear regression finds the best curve to fit the data by computing the relationship between a scalar dependent variable y and one or more explanatory variables denoted X. It applies least squares, which minimizes the sum of the distance from the line for each of points. The actual observations, y i , may be slightly off the population line because of variability in the population. The equation is y i = β 0 + β 1 x i + i , where i is the deviation from the population line which is called the residual [2, 18] . -K nearest neighbors regressor: The algorithm computes the mean of the function values of its K-nearest neighbours [14] . -M5Rulles: It generates rules for numeric prediction by separate-and-conquer and at each iteration builds a model tree using M5 and makes the "best" leaf into a rule [10, 21, 27] -REPTree: Reptree is a fast tree learner that uses reduced error pruning [28] .
Results for Breast cancer data set
Breast Cancer Wisconsin (Prognostic) Data Set contains 30 features with 569 samples. Each record represents follow-up data for one breast cancer case [16, 25] . Table 1 presents the error of analysing the data using for regression analysis algorithms. The second row shows the number of features before and after feature selection. Results from this table demonstrate that features selected by the proposed algorithm allow us to reduce the mean absolute error (MAE) regression. MAE is calculated as follows: 
where n is the number of observation, f i is the predicted and y i is the true values. Although this data set is not noisy the proposed algorithm is able to significantly reduce the number of features without deteriorating the regression error. Regression errors with the subsets of features which are better than that of for all features are presented in bold font.
Results for Slice locality data set
Slice locality data set consists of 384 features extracted from 53500 CT images. The CT images are from 74 different patients (43 male, 31 female). The class variable of this data set is the location of the CT slice on the axial axis of the human body [8] . This data set is available on UCI Machine Learning Repository.
Results for 10 subjects of Slice locality data set are presented in Tables 2-5 . In these tables regression error obtained by regression algorithms are given. The second line in all tables contains a number of features of original data and after feature selection. Table 2 presents results for all subjects using IBK algorithm. One can see that the IBK algorithm achieved the better accuracy for all subjects data set except subject number 10 using 380 features. Table 3 presents results for all subjects using Logistic regression algorithm. The use of the proposed algorithm allows improving the performance of Logistic regression using 250 features for Subject 1 and 150 features for Subjects 2 and 3. The best performance for Subject 5 achieved using 100 features. Results are almost the same for other Subjects. Tables 4 and 5 show results for all patients using M5P and M5Rules algorithms, respectively. Results for these two algorithms are very similar and one can see that the proposed algorithm can improve the accuracy of regression algorithms.
Results for Parkinsons Telemonitoring data set
In this paper, we present the results for Parkinsons Telemonitoring data set. This data set composed of a range of biomedical voice measurements from 42 people with early-stage Parkinson's disease. Here we analyzed 15 subjects from this data set. Results for subjects of Parkinsons Telemonitoring data set are presented in Tables  6-9 . This is illustration of a number of features in original data and after feature selection. The number of features in original data is 18. Table 6 shows the results for the error of the data using IBK regressor algorithm. The use of a very small subset of features can provide better performance for almost all subjects. Table 7 presents the results for Logistic regression algorithm. The proposed algorithm can reduce the error of more than 70% of cases. The situation is almost the same for the M5P algorithm 8, but M5Rulles algorithm provides better performance and the accuracy is increased for all subjects except Subjects 14 and 15. Figure 3 demonstrates applying different classifiers for Parkinson's disease data set. Figure 3 indicates that cusp model is reduced the error of classifiers for almost all subjects from Parkinson's disease data set.
Figures 4 show the Equilibrium surface (3 dimensional) and control surface (2 dimensional) of fitting the most irrelevant (left) and the most significant features in different data sets using the Cusp Catastrophe model. The informative features have more affect on the system and put the system closer to the bifurcation situation. Tables 10-15 show the ranking of the features using the proposed and RELIEF algorithms. The ranking values are not exactly the same, but the for almost all cases the informative features' levels are similar in both ranking results. For example, for the first subject, the informative features of 3, 14, 4 and 6 are in the top of the table in both algorithms and less-significant features 2 and 17 are at the bottom. Tables 16-23 show the mean absolute error and root mean square error for Regression analysis before and after feature selection for 15 subjects. We separated the results of different algorithms from each other. Tables 16 and 17 shows the results of Linear regression algorithm. The accuracy of analyzing all subjects except subject 2, 9 and 14 using the proposed algorithm compared with original data is improved. The RELIEF algorithm has improvement for almost all subjects, but our algorithm has better performance than RELIEF algorithm. Tables 18-19 are the related results for K-nearest neighbors algorithm and they show that both algorithms have better accuracy only for 60% of subjects and the same situation happened for M5Rulles (see the tables 20-21) and REPTree (22) (23) algorithms, but for some subjects the RELIEF algorithm has better performance. Figure 5 provides a comparison between proposed algorithm and the well known RELIEF algorithm for Slice locality data set. Mean absolute error and root mean square error of four classifiers of original data and after feature selection are shown in the figures. The graph show that the proposed algorithm is improved the accuracy of classification algorithms for almost all subjects using different classifiers. Fig. 3 Classification algorithms performance for Parkinson's disease data using all features and after feature selection using cusp catastrophe feature selection algorithm
Conclusions
In this paper, we introduced a new feature selection algorithms to remove the irrelevant or redundant features in the data sets. This algorithm removes the irrelevant or redundant features of a regression data sets. This algorithm selects significant features based on their fitting to the Catastrophe model and the features that better change the dynamics of the outcome feature or features are considered as informative features. The Akaike information criterion value of the Cusp model is computed for ranking of each feature. We applied this algorithm to three different data sets: Parkinson's Telemonitoring, Breast Cancer and Slice locality from UCI machine learning repository. Results show that the proposed algorithm is efficient in finding the significant subset of features in a data set. 
