The Laplace-type estimator (LTE) is a simulation-based alternative to the classical extremum estimator that has gained popularity in applied research. We show that even though the estimator has desirable asymptotic properties, in small samples the point estimate provided by LTE may not necessarily converge to the extremum of the sample objective function.
Introduction
Because modern econometric models commonly used in applied research are highly nonlinear, estimation of model parameters involving the search of a supremum of a statistical objective function is often extremely challenging. To facilitate parameter estimation, Chernozhukov and Hong (2003) suggest using the Laplace type estimator (LTE), which allows to replace the timeconsuming search of the maximum with a stochastic algorithm. The LTE is a standard simulation procedure applied to classical estimation problems, which consists in formulating a quasilikelihood function based on a pre-specified classical objective function. The quasi-likelihood is then combined with prior parameter distribution to obtain a quasi-posterior distribution of the parameters of interest. Available simulation algorithms (such as MCMC algorithms) can then be used to estimate the structural parameters by sampling from this non-standard distribution. Chernozhukov and Hong (2003) demonstrate that under mild regularity conditions, the LTE is asymptotically efficient in the standard, "frequentist" sense. Therefore, parameter estimate and its covariance matrix can be computed as the corresponding moments of the stationary distribution. This finding led to an array of empirical work (see Auerbach and Gorodnichenko (2012) , Schmitt-Grohe and Uribe (2011), Kormilitsina (2011) , Christiano, Trabandt, and Walentin (2010) , and Coibion (2010) , among many others) that rely on the LTE in various empirical applications. This paper shows that in spite of the convenience and ease of use, there is a potential problem with practical application of the LTE. Even under conditions of Chernozhukov and Hong (2003) , which guarantee that the LTE is valid asymptotically, the convergence point of the LTE can be arbitrarily different from the GMM or Maximum likelihood estimator in smaller samples. The problem may occur even if the algorithm converges, so that MCMC draws stabilize over the course of iterations.
To provide intuition for our results, consider an example where L(θ) is the objective function of the parameter of interest θ, and {θ t } ∞ t=1 is the set of draws from the posterior distribution generated as part of the LTE algorithm. Then at iteration t the estimate of the parameter of interest can be computed as a sample averageθ t = 1 t reversible Markov chains implies that
In other words, the running estimateθ t will have a path-independent variance: the "approximate" variance of the parameter evaluated at iteration t of the MCMC generating algorithm will not be affected by the distance betweenθ t and the "settlement point"θ. If we define L t as a scaled and normalized process for the objective function L(·) in the following way: 1
from which it follows that 3
Ifθ coincides with the extremum of the objective θ * , then ∂L(θ) ∂θ = 0, and Equation (1) implies a degenerate limiting distribution for L t . In other words, L t will converge to 0 as t → ∞. If, howeverθ ̸ = θ * , the limiting distribution of L t will be normal, and as t → ∞, L t will not concentrate around 0. Therefore, the behavior of the normalized objective function L t crucially depends on whether the mean of the quasi-posterior parameter distribution delivers supremum to the quasi-likelihood function.
We obtain our results by approximating the objective function with a continuous-time stochastic process. This strategy has become increasingly popular in the theoretical studies of sampling algorithms (see Gelfand and Mitter (1993) , Roberts and Tweedie (1996) , Roberts, 1 Note that this function is evaluated at the running approximate maximumθt = 1 t ∑ t i=1 θi rather than the t th MCMC draw θt.
2 Here we assume for simplicity that the objective function is smooth. However, the results can be extended to consider non-smooth discontinuous functions.
3 This result holds under the continuity of the first order derivative,
∂L(θ) ∂θ
, andθt a.s.
−→θ.
Gelman, and Gilks (1997), and Roberts and Rosenthal (2007) ). We then rely on the stability theory of continuous time stochastic dynamic systems to formulate the test of the null hypothesis thatθ = θ * .
To illustrate the idea, we build and estimate a prototype dynamic stochastic general equilibrium (DSGE) model widely used in the macroeconomic literature (see Christiano, Eichenbaum, and Evans (2005) , Smets and Wouters (2007) , Altig, Christiano, Eichenbaum, and Linde (2011), Christiano, Ilut, Motto, and Rostagno (2008) , and DiCecio (2009) among many others). We show that even in this simple model, the LTE may not represent the maximum of the sample likelihood function, and this discrepancy can be more pronounced in smaller samples.
The remainder of this paper is organized as follows. Section 2 derives the continuous time approximation for the process of normalized objective. In Section 3, we show how the stability theory for stochastic processes can be applied to the analysis of the LTE and develop a test for convergence of the LTE to the maximum of the analyzed objective function. Then, Section 4 presents a quantitative exercise to accompany the theoretical results. Finally, Section 5 concludes.
Distribution theory
We start by characterizing the limit processes of the scaled objective function in cases where the algorithm does and does not converge to the maximum of the corresponding objective function. We make a note that our results only concern with the convergence of the approximate maximum to the maximum of given objective function. In other words, we are not concerned with consistency of the resulting estimator, our only focus is the convergence of the stochastic approximation to the true maximum of the objective function. We make assumptions regarding the considered sample objective function. These assumptions are directly verifiable for each given objective function.
Assumption 1 Suppose that objective function L(·) satisfies the following assumptions: (i) L(·) is a non-negative function with the support in the compact set
(iv) For each point θ in the interior of Θ there exists r > 0 such that for all ρ < r there exists a vector D(θ) and a matrix H(θ) which are both continuous in θ such that
Assumption 1 specifies the class of problems for which our methodology applies. First, we assume that the parameter space is compact and the maximum indeed exists in this set. Second, we assume that one can construct a probability distribution from the considered objective function. This probability distribution has to have finite first and second moment along with the 2 + γ-moment. In this case, the Central Limit Theorem will apply to the sample of i.i.d. draws from the corresponding distribution. Finally, we assume that the expectation of the objective function with respect to the distribution generated by that objective function is "sufficiently smooth". The smoothness in our case reduces to the possibility of representing the objective function with a second-order polynomial such that the error of this representation approaches to zero in expectation.
Next we provide simple distribution results and then extend them to characterize the limiting process corresponding to the scaled objective function L t .
Theorem 1 Under conditions of Assumption 1 the following results hold for an i.i.d. sample
from the distribution generated by the objective function L(·):
with some positive semi-definite matrix Σ.
Proof:
Provided Assumption 1 (iii), we can defineL
be a proper probability density function. Then we can apply Kolmogorov's strong LLN which leads to result (i).
Then also noting that Assumption 1 (iii) can be re-stated as E [ |θ| 2+δ ] < ∞ for a random variable θ sampled from the densityL exp(−L(θ)). Then we can apply the Lindeberg-Levy CLT which directly leads to result (ii).
Q.E.D.
Next, consider the object
. We can treat this object as a stochastic process indexed by t. As the behavior of this stochastic process is harder to characterize because it is in discrete time, we can consider its continuous-time approximations. To do that we can make a standard construction
with τ ∈ [0, 1] and [·] denoting the integer part of the number. Also denote Σ =L
Theorem 2 Under conditions of Assumption 1
where W is the p-dimensional Brownian motion with independent components.
Proof: Provided that the draws {θ i } t i=1 are i.i.d. with finite first and second moments, the process θ t is a martingale difference sequence. Using the results in Stock (1994) we conclude that processes T t and T τ,t are close such that sup
. Therefore, we can apply the Functional Central Limit Theorem to obtain the result of the theorem.
Q.E.D.
Consider the process
where τ ∈ [0, 1]. These results are formalized in the following theorem, Theorem states that whenθ t converges to pointθ that is not extremum, the scaled objective function will resemble the normal distribution. Ifθ = θ * , then the process will decay at the rate 1/ √ t.
Proof: We note that quadratic function is continuous. Thus, we can apply the continuous mapping theorem to translate the results of the previous theorem to show:
By assumption, the distance between the objective function and its quadratic approximation has stochastic order o p (|θ −θ| 2 ). Therefore, given thatθ t =θ + O p (
, the error will have stochastic order o p (1) in both first and second order expansions.
To obtain the last expression, we combine the previous result with
As we demonstrated, the scaled objective function can be approximated by a continuous stochastic process. We now focus on the stochastic process that approximates √ t
Denote this process L(τ ) with τ ∈ [0, 1]. Then we can write its expression in differential form using stochastic calculus. Ifθ ̸ = θ * ,
In case whenθ = θ * , this process can be written as
Note that both expressions (2) and (3) are represented by diffusion processes. However, in the first case the diffusion term is pre-multiplied by a constant and in the second case it is premultiplied by a function that decays as 1/ √ 1 − τ in expectation. In the next section, we use the notion of stochastic stability to distinguish between these two types of behavior.
3 Stochastic stability of diffusion processes
General results
Consider a general diffusion-driven dynamic stochastic process L(τ ), with the dynamics given
where τ ≥ 0, L(τ ) is k × 1, and f (L(τ )) and G(τ, L(τ )) are a drift and diffusion coefficients respectively.
We note that we were able to characterize the limiting process corresponding to the behavior of the objective function along the simulated Markov chain in terms. In particular, in case where the maximum of the objective function does not coincide with the limit of the LTE estimator,
If the maximum of the objective function coinsides with the LTE estimator, then
In the latter case we consider the behavior of the de-trended LTE objective functioñ
We will abuse notation and denote the objective function L(τ ) in both cases indicating which particular case we are considering.
We will restrict our analysis to the case when the solution to (4) Assumption 2 Assume that
• L(0), the starting value of the process described by (4) is a second-order random vector independent of the family of σ-algebras F t generated by the Brownian motion W (τ ) for
We note that the first condition is trivially satisfied by the limiting process of the LTE objective function. By de-trending the process, we guarantee that the diffusion term will move in the vicinity of the origin. We also note that sup
In other words, asymptotically, the de-trended process in case where the LTE estimate indeed converges to the maximum of the objective function, is a good uniform approximation for the original process. To express our results in the spirit of the original results from the theory of stochastic stability, we make the change of variables t = (1 − τ ) −1 so that the asymptotic results will be expressed for the variable t ≥ 1 and t → +∞ as τ → 1. The following definition formalizes different concepts of stochastic stability from the literature on stochastic diffusion processes. 4 :
Definition 1 Assume that L * in R is a unique equilibrium of (4), and L(t) for t ≥ 1 is the stochastic process that satisfies (4). Then,
Otherwise, the equilibrium is stochastically unstable.
L * is a locally asymptotically stochastically stable equilibrium, if it is stochastically stable and
3. L * is a globally stochastically asymptotically stable equilibrium relative to set R ∋ L * , if it is asymptotically stochastically stable and
Local stability of equilibrium implies that for all processes with starting points approaching the equilibrium L * , the probability that the stochastic process leaves an arbitrary small neighborhood of equilibrium approaches zero. The definition of asymptotic stability strengthens the notion of stochastic stability by imposing further that a locally stable stochastic process approach the equilibrium with probability tending to one, when a starting point is tending to L * .
The requirement for a stochastic process (4) to be globally asymptotically stable is that besides being stable, all processes described by the system (4) find themselves in equilibrium with probability 1, when a starting point belongs to some set L. Global stability is defined relative to a subset of starting values, which means that while a stochastic process may be globally unstable for some starting values, it may still be considered globally stable relative to another set of starting values.
Because ultimately we are interested in convergence from different starting points, the concept of global stochastic stability is the most relevant for this paper. Theorem 4 provides the sufficient conditions for the global stability of the equilibrium for the process that satisfies Equation (4):
Theorem 4 Suppose the process described by system (4) satisfies assumption 2, and there exists 
and be radially unbounded, i.e.
Then the equilibrium point L * is globally asymptotically stochastically stable relative to set L.
The proof of this theorem can be found in Gikhman and Skorokhod (2004) . As follows from this theorem, the equilibrium of the process (4) is stochastically stable if a Lyapunov function v(t, L) satisfying the conditions in Theorem 4 can be found such that the inequality in Equation
(5) holds.
A stability-based convergence criterion
The process approximating the normalized objective function L t can be presented in the following form:
where
in the stable case. Suppose that the objective function is appropriately scaled, i.e. Σ −1 = −H(θ). Note that inlight of our change of variables
Then in case where the LTE estimate function does not converge to the maximum of the objective function, the stability criterion almost everywhere leads to
Thus, lim t→∞ Lv = 0. Therefore, the limiting process is not asymptotically stable. On the other hand, in case where the LTE estimate converges to the maximum, then
Thus, the limiting process is globally asymptotically stable. The limiting behavior will be deterimed by the product of two Brownian motions:
The sufficient condition for the stability of this diffusion process from Theorem 4 can now be used to formulate the null hypotheses (which implies that the LTE converges to the maximum of the o:
H 0 : L t is globally stochastically stable for (6).
Assuming the continuous-time stochastic process is a good approximation for the empirical process of the cumulative average of the posterior Markov chain, we apply the stability test to the cumulative mean of the posterior draws. The simplest form for the test statistic can be constructed directly from the behavior of −Lv, which has asymptotic χ 2 distribution in case where the LTE converges to the maximum of the objective function. In this case,
If the information matrix equality does not hold, the limit will be a mixture of χ 2 random variables. When the Lyapunov function is quadratic, the stability criterion for the driftless 
and comparing it with the corresponding quantile of the χ 2 -distribution. If
one can reject the null hypothesisθ = θ * .
Example
The following simple example illustrates the behavior of the objective function when the convergence to the maximum does and doesn't occur. Suppose the objective function to be maximized is a simple quadratic function L(θ) = −θ 2 /2 and the parameter space is the interval θ ∈ [−1, 1].
Then the distribution that will be associated with this exponentiated objective function is the
The maximum of this objective function coincides with the mean and it is equal to zero, 
. While the maximum of the corresponding objective function is
2 , the mean of the corresponding distribution is
The normalized objective isL
For both objective functions L(θ) andL(θ), we generate sequences {θ t } T t=1 , where T = 10 6 by randomly sampling from distributions f (θ) andf (θ). Figure 1 shows the trajectories of the normalized objectives L t andL t in the two scenarios. The solid green line corresponds to the first case whenθ = θ * , and the dotted blue line denotes the second scenario withθ ̸ = θ * .
Consistent with the theory, the figure reveals that the statistics L t stabilizes around 0 in the first scenario, whileL t fails to converge to 0.
Empirical application
We use a version of the dynamics stochastic general equilibrium (DSGE) model popular in the empirical macroeconomics (See Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2007) ). The model is summarized by a dynamic system of aggregate variables, such as output, consumption, employment, etc. The choice of the model is motivated by the fact that the DSGE models, although often enhanced with a number of features to facilitate the fit of the model to the data, are still simpler in terms of dynamics and less computationally intensive than models from the microeconometric literature. The use of a simpler model makes our argument stronger.
We choose to work with an artificial dataset to mitigate the problem of model misspecification. The objective function is the distance function that matches impulse responses between the model and the data. Using the model-generated samples, we estimate the structural vector autoregression (SVAR) model and obtain impulse responses from this model, following a common approach in the literature. Although this empirical model is misspecified by definition, it is widely used in the literature, and we find that the resulting bias is not significant.
In the remaining part of the paper, we first describe the general structure of the model. We proceed by explaining how the model was calibrated, and how data samples were generated.
Then, we explain the strategy to estimate model parameters. Finally, we present the results of the empirical exercise.
Model
The model is a version of the dynamic stochastic general equilibrium (DSGE) model studied in Christiano, Eichenbaum, and Evans (2005) . We introduce real and nominal rigidities, such as variable investment costs and habit formation, and nominal rigidities by assuming Calvo-Yun style price and wage stickiness. 6 For simplicity, we abstract from modeling money, and focus on a cashless economy.
A representative infinitely lived household maximizes the expected lifetime utility
where β ∈ [0, 1] is the discount factor, and E 0 denotes expectation conditional on information in period t = 0. The logarithmic intratemporal utility is defined over consumption and leisure
where c t − bc t−1 is the adjusted for habit consumption, b ∈ [0, 1] is the habits parameter, l t represents hours of work, and d t is the stochastic preference shock process evolving as follows
, and standard deviation σ d > 0. Each household supplies a continuum of differentiated labor types to the labor market in a monopolistically competitive fashion. These labor types are aggregated into homogenous labor by a competitive labor packer firm using a Dixit-Stiglitz aggregating technology where η p is the intratemporal elasticity of substitution between different labor types. The homogeneous labor is then supplied to intermediate producers to use in the intermediate goods production. In each period, with probability 1 − α w households can freely change the wage rate for differentiated labor supplies. With probability α w , the wage rate may not be changed freely; however it is allowed to partially adjust to the previous period inflation π t−1 according to the formula
where χ w ∈ [0, 1] is the parameter of partial wage indexation.
Households invest to accumulate capital, and then rent it to firms. Capital is produced from consumption goods using a linear technology, according to which, in every period t, 1 unit of consumption good makes Υ t units of new capital. The technology process Υ t is stochastic, and evolves according to
, and σ Υ > 0. Capital depreciates at a rate δ, and any adjustment to the level of investment relative to the previous period level is associated with the capital loss. Following Christiano, Eichenbaum, and Evans (2005), we assume that the loss per unit of investment is
where i t denotes investment and κ > 0 is a parameter determining the convexity of the invest-ment cost function.
Besides wage and rental income, households may receive dividends from ownership in firms, and net lump-sum transfers from government.
A continuum of intermediate firms of measure 1 produce differentiated goods according to the Cobb-Douglas technology
where k i,t denotes capital, h i,t is homogenous labor factor, θ ∈ [0, 1] is the parameter determining the share of labor in production, and z t is the exogenous stochastic technology process that evolves according to
where ρ z ∈ [0, 1) is the autocorrelation parameter, and ϵ z t is an i.i.d.(0, σ 2 z ) stochastic process, with σ z > 0.
The intermediate goods are the inputs to the production of the final homogenous good y t by competitive firms using a Dixit-Stiglitz aggregating technology, with parameter η p > 1 determining the intratemporal elasticity of substitution between differentiated inputs. According to the Calvo-Yun price rigidity setting, in every period a firm can reset the price for its product with probability 1 − α p . However, with probability α p the firm cannot choose its price freely, but is allowed to partially adjust it for the previous period inflation π t−1 according to the formula
where χ p ∈ [0, 1] is the parameter of partial indexation for prices.
Monetary policy follows a simple Taylor type interest rate rule log(
where α R , α π , and α y are parameters, and µ r t is the stochastic preference shock process evolving as follows
where ρ r ∈ [0, 1) is parameter, ϵ r t ∼ iid(0, σ 2 r ), and σ r > 0. Finally, the fiscal policy is very simple. The government spending g t is exogenous and financed by lump-sum taxes, which implies that the following government budget constraint is satisfied in every period. The stochastic process for government spending is
where ϵ g t ∼ iid(0, σ 2 g ), and σ g > 0. As is standard in the literature, we focus on a symmetric equilibrium, where all firms with an opportunity to change prices will set them at the same level. By analogy, all wages that can be changed will be set by households at the same level for each labor type. The model equilibrium is then determined as a nonlinear dynamic system of 14 variables that, given shock processes in Equations (10), (11), (12), (13), and (14), evolve over time according to the following system of 14 difference equations
log(
where all the variables in (15) - (27) are defined in Tables 1 and 2 , and
are the real wage rate, final good output, labor supply, relative optimal price by firms and relative optimal wage by households respectively.
The 14 endogenous variables that constitute the equilibrium dynamics of the model are: mc t , 
Data Generating Process
To generate the data, we calibrate the model as follows. We set the intertemporal discount factor β = 0.9902, which corresponds to a steady state annualized real interest rate of approximately 4 percent. Depreciation rate δ is set at a conventional value of 2.5 percent. The investment adjustment costs κ is 3, and habits parameter is calibrated at 0.6. The technology parameter θ that reflects the share of labor in output is set at 0.7, implying the capital share of 0.3. Calvo parameters for price (α p ) and wage (α w ) rigidities are 0.6 and 0.8 respectively, which implies that on average prices are set for a period of 2.5 quarter, and wages change every 5 quarters. Both 
.03, and σ r = 0.01. Table 2 and column 3 in Table 3 summarize the calibration of model parameters.
In the empirical exercise, we focus on matching theoretical responses to impulse responses obtained from the structural VAR (SVAR) model widely used in the empirical literature, where
Cholesky factorization is used to identify shocks. Cholesky factorization implicitly assumes that some endogenous variables cannot respond contemporaneously to some shocks. 7 To avoid discrepancy between model and empirical impulse response functions, we incorporate timing constraints into the model in the same way as is done in Christiano, Eichenbaum, and Evans (2005) . We solve the model using the perturbation method outlined in Kormilitsina (2012) , which incorporates timing constraints in the solution. The solution to the model is given by a dynamic system of all model variables.
To obtain the artificial dataset, we generate samples for the following 7 variables: GDP, consumption, investment, hours, the real wage rate, inflation, and the interest rate. Each sample is generated by feeding realizations of the stochastic processes in Equations (10), (11), (12), (13), and (14) into the dynamic system describing the equilibrium of the model for N = 200 quarters. To avoid the problem of stochastic singularity as pointed out by Ireland (2004) , we add measurement errors to the data, so that observations z obs t are related to the underlying 7 It is common to also impose long-run identifying restrictions to identify the neutral technology shock. However, there is no rationale for using long-run identification restrictions, because the dataset is obtained from the model without steady state growth. Using this identification strategy in our model would create additional specification bias that we would like to avoid.
model generated data z model t as follows
where err t is a multivariate (7 × 1) i.i.d. random variable with mean zero and the standard deviation of 0.1.
We use the sample z obs t to obtain data impulse responses following a commonly approach used in the literature. In particular, we estimate a vector autoregression model with 2 lags (VAR (2)) in the way an empirical economist would do. We place the productivity variable, log( GDPt Ht ) first in the VAR. This variable identifies the neutral technology shock. Following the standards of the empirical literature, we order the interest rate last in the VAR. The interest rate represents the reaction of monetary policy to observed information about the current state of the economy.
The variables with ordering from 2 to 6 are inflation, and the logs of labor, wages, consumption, and investment, correspondingly. We use this VAR model to obtain impulse response functionŝ X N of the 7 variables of interest. These sample impulse responses are then used in an IRF matching exercise described in the next subsection.
By construction, the data impulse responses are misspecified because they are obtained from the misspecified VAR model, which includes only a finite number of lags. We follow this route because it is the most common strategy in estimation by matching impulse responses. We also estimate the model using true impulse responses as data. These responses can be thought of as data impulse responses obtained with a data set of infinite length, where the effect of misspecification is completely eliminated.
Estimation
We use the Laplace type estimator by Chernozhukov and Hong (2003) to estimate the vector of 10 parameters
The distance function L N (θ) is the weighted average of the difference between theoretical and empirical impulse response functions:
where X(θ) denotes impulse responses generated by the model, andX N denotes impulse responses predicted by an empirical model with N data observations.V N is the weighting matrix. 8
Following Christiano, Eichenbaum, and Evans (2005) 
∂θ∂θ ′ , and σ is a scaling parameter. The hessian is evaluated in a starting point for the Markov chain, ξ 0 , and D is induced to be symmetric by deriving D from the following transformation:
where V is the matrix of eigenvectors of D, and Λ is the diagonal matrix with absolute values of eigenvalues of D along the diagonal. The scaling parameter σ is adjusted to achieve the acceptance rate of the algorithm between 30 and 40 percent. The estimates for the case N = 200 are quite close to the true parameters of the data generating process. The bias in estimates is the combination of the small sample, misspecification, and the possible estimation bias. Not surprisingly, the bias is much smaller for the case when true impulse responses are used as data. Interestingly, the parameters of nominal rigidities α p , α w , χ p , and χ w are estimated quite precisely for both cases. Canova and Sala (2009) state these parameters may be subject to identification issues and provide an example of a simple dynamic model without endogenous states where these parameters cannot be identified. However, identification does not seem to be an issue in our model because it has many features that give rise to multiple endogenous state variables, such as habits formation, investment costs, and inertial monetary policy. Moreover, we reduced the set of estimated parameters by excluding the coefficients of the monetary policy rule from estimation. 9 The lack of identification usually makes it problematic to obtain parameter estimates, because of the failure to achieve stationarity of Markov chains. To apply our theory, we check whether the mean estimateθ is a good estimator of the quasilikelihood maximizer for both cases. To apply the test in Equation (7), we rely on a two-step procedure. First, we generate an MCMC chain to obtain the estimates forθ. Then, another MCMC chain is used to compute the normalized objective L N t . 11 Figure 2 These parameters are often reported difficult to estimate in IRF matching problems. 10 We also use other means of diagnostics such as plots of autocorrelations and running means of MCMC chains, and the separated partial means test suggested by Geweke (2005) .
Results
11 At the second step, we run the algorithm withθ as a starting value for the total of 1 million iterations. We record every 100 th iteration to obtain the chain of 10, 000 elements.
in Equation (9) calculates at the last iteration is CT t = 21.34. This is greater than the critical value χ 2 10 (0.95) = 18.3, therefore the null hypothesisθ = θ * is rejected. At the same time, L T rue t is close to zero for larger values of t. The implied test statistics is CT t = 1.4, which is much smaller than the critical value χ 2 10 (0.95). This allows to conclude that the null hypothesisθ = θ * cannot be rejected in this case.
Conclusion
In this paper, we investigate how well the Laplace-type estimator is able to match the extremum of the sample objective function. We show that the LTE may be arbitrarily far from the extremum, even if the distribution of simulation draws constructed from the objective function have converged to the quasi-posterior distribution. We emphasize that the LTE cannot be interpreted as an alternative way to compute the maximum of the sample objective function.
To obtain our results, we treat estimation as a stochastic process. We introduce the so-called normalized objective function, which is evaluated at the running estimate of the parameter of interest. We then show that the LTE can be approximated by a stable continuous time stochastic process when the LTE converges to the true maximum. Otherwise, it follows an unstable stochastic process. As a result, we suggest a simple test to verify if the LTE is close enough to the extremum of the sample objective function. We illustrate the performance of our test for a prototype simple DSGE model using artificial datasets of different length. We conclude that convergence of the LTE to the maximum of the objective function may be more problematic in smaller samples. Notes. The table provides parameter estimates for the empirical application. Column 3 shows parameter values used for the data generating process. Column 4 reports the estimates for the case when sample of size N = 200 is generated to obtain impulse responses. Column 5 presents the estimates for the case when the estimation procedure matches true impulse responses. 
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