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Abstract
Multi-robot patrolling represents a fundamental problem for many monitoring
and surveillance applications and has gained significant interest in recent years.
In patrolling, mobile robots repeatedly travel through an environment, capture
sensor data at certain sensing locations and deliver this data to the base station
in a way that maximizes the changes of detection. Robots move on tours, ex-
change data when they meet with robots on neighboring tours and so eventually
deliver data to the base station.
In this paper we jointly consider two important optimization criteria of multi-
robot patrolling: (i) idleness, i.e. the time between consecutive visits of sensing
locations, and (ii) delay, i.e. the time between capturing data at the sensing
location and its arrival at the base station. We systematically investigate the
effect of the robots’ moving directions along their tours and the selection of
meeting points for data exchange. We prove that the problem of determining the
movement directions and meeting points such that the data delay is minimized
is NP-hard. We propose heuristics and provide a simulation study which shows
that the cooperative approach can outperform an uncooperative approach where
every robot delivers the captured data individually to the base station.
Keywords: Multi-Robot Systems, Mobile robotics, Patrolling, Coordination,
Cooperating Robots
1. Introduction
The interest in using mobile robot teams for surveillance and monitoring
environments over a longer period of time has emerged with the advances in
the fields of robotics, computation and communication. Examples for applica-
tions include disaster response [7], [35], [17], wildfire monitoring [12], security
tasks [20], environmental monitoring [31], and exploration and mapping [24],
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[32]. The mobility of the robots extends their sensor coverage and allows areas
to be monitored that cannot be covered efficiently with static sensors that also
have to be deployed. The drawback is, that not all areas of the environment can
be monitored at the same time. In certain scenarios it is not only important that
certain locations of interest (referred to as sensing locations) get visited repeat-
edly, but also that the data captured by the sensors of the robots is transmitted
to a base station in due time. This allows human mission operators to quickly
assess a situation or that the collected data can be promptly processed for an-
other purpose. We assume that the mobile robots and the base station are
equipped with wireless transceivers to exchange data as well as sufficient mem-
ory to store the data. This enables the data to travel to the base station via
multiple robots in a store-and-forward fashion. Two optimization criteria are
essential to this multi-robot problem: idleness and delay. The first describes the
time between consecutive visits at a sensing location, and the second describes
the time between the capturing of data at a sensing location and its arrival
at the base station. To optimize or constrain these criteria, coordinating the
movement of the robots is necessary.
Monitoring of an environment over long time periods is related to the pa-
trolling problem, where mobile robots continuously travel and sense the envi-
ronment. While idleness is a common optimization criterion for the patrolling
problem [21], [6], [19], [30], explicitly minimizing or constraining delay has ex-
perienced much less attention in literature. In contrast to most of the existing
work, we focus on cooperative data transportation which eliminates the need
of detours to the base station for every robot to deliver the data. This can
improve idleness and allows to operate robots in environments where traveling
to the base station is not possible for every robot (e.g. due to obstacles).
Depending on the representation of the environment, determining the opti-
mal solution to a patrolling problem can be computationally demanding. Deter-
mining the optimal tours for minimal idleness on graphs for example is related
to the traveling salesperson problem (TSP) [11] and the k-TSP [10] which are
both NP-complete. To decouple the complexity of path planning from planning
the coordinated data transport to the base station, we assume that closed tours
for each robot are given. Scheduling robots on given tours considering some
idleness criterion is a recurring problem in literature, e.g. [28], [27], [36], [5],
and [16].
We consider the following patrolling scenarios. A set of closed tours which
can have different lengths, one for each robot, is given and the robots are only
allowed to move along these tours in a certain direction. Two robots can ex-
change the data captured on their tours when they are at certain positions on
their tours (so-called meeting points) with the aim to transport the data to
the base station lying on the tour of a particular robot (Figure 1; see also Fig-
ure 15 for an example of a corridor environment to be patrolled). The goal
is to limit the maximum idleness to the lowest possible value determined by
the tours and to minimize the delay over all sensing locations. This problem
involves answering the following questions: (i) which robots should meet, (ii) in
what direction should the robots move on their tours, and (iii) if there are more
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Figure 1: Example of a multi-robot patrolling scenario at three time instances (from left to
right). Positions and directions of the robots are indicated by triangles, the base station
is depicted as filled square. There is a dashed line between robots if they exchange data.
The robots move along fixed tours (depicted as circles) and exchange data with robots on
neighboring tours.
than one possible meeting points between tours, at which one should robots
meet. Additionally, a schedule has to be determined which describes where the
robots should wait for each other (in case one robot meets with more than one
other robot on its tour). We show that all three questions are NP-hard and
propose a heuristic for solving this problem. The first question is related to
selecting a tour tree from a tour graph (explained in Section 4) and is therefore
termed minimum delay tree (MDT). The other two questions are related to ex-
tensions of MDT and are termted MDT with directions (MDTD) and MDTD
with meeting points (MDTDM).
The contributions of this work can be summarized as follows: We formulate
the MDT problem and its extensions and show that they are NP-hard. We
describe an algorithm that efficiently constructs a solution that has the best
possible idleness with the given tours. In case only the directions of the tour
traversals have to be chosen (everything else is fixed), we describe a procedure
that efficiently constructs a solution that also minimizes the delay. We propose
two heuristics for MDTD which select the tour tree and the directions from a
tour graph. Finally, we evaluate and compare the heuristics in experimental
simulations.
The article is organized as follows: In Section 2 we review the existing liter-
ature. In Section 3 we introduce some notation and formulate the idleness and
delay criteria. In Section 4 the MDT problem and its extensions are described
and the heuristics for MDTD are presented in Section 5. In Section 6 we de-
scribe the algorithm for the online execution once a solution for MDTD has been
obtained. Section 7 describes the simulation results and Section 8 concludes the
article.
2. Related work
The multi-robot patrolling problem can be divided into the problem of de-
termining paths in the environment and controlling and coordinating the robot
movement along these paths. In [28] algorithms for the calculation of minimum
idleness partitions for robots on a given chain, tree or cyclic graph are presented.
In [27] a tour in the environment containing sensing locations with different pri-
orities is calculated, and a control law that coordinates the robots on that tour
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is developed with the aim to minimize the weighted idleness. Coordinated pa-
trolling accounting for leaving and joining robots on a linear perimeter with
dynamic length is considered in [18]. Similarly, in [2] robots travel along their
partition on a linear perimeter and use local coordination with their neighbors
to react to changes in perimeter length, number of robots and travel speed. In
[36] a velocity controller for robots following individual tours is developed. The
goal is to limit uncertainty, which is growing in the environment at different
rates. The problem of finding tours that meet idleness constraints of sensing
locations is considered in [8] and periodicity properties of these tours are inves-
tigated. In [26] the long term goal of minimizing the idleness is converted into
a short horizon control law that selects the next sensing location that should
be visited by a robot. In [5] tour planning, dispatching robots on tours and
controlling the speed to meet the revisit constraints of points of interest in a
wireless sensor network setting with data mules is considered.
Maintaining connectivity is a prevalent requirement for multi-robot task
planning [25], [13], [14], [29], [9]. Persistent surveillance considering energy
constraints and forcing persistent multi-hop connectivity to a base station are
considered in [33] and [34]. The problem of minimizing the coverage time of
an area with recurrent connectivity demands is presented in [3]. In [16] robots
travel back and forth along predefined paths between rendezvous points. A
distributed controller determines the meeting times such that recurrent connec-
tivity is guaranteed.
The MILP (mixed integer linear program) formulation and heuristics for the
problem of finding a patrolling path for each robot with the goal to minimize
the delay is presented in [4]. Each robot follows a path containing sensing
locations and intermediate detours to communication sites where the data can
be transmitted to the base station. A MILP formulation and a heuristic for
a similar problem with task revisit constraints is presented in [23]. Patrolling
considering the propagation of information among the robots is considered in [1].
A decentralized algorithm maintains a grid shaped partition of the area where
each robot is traveling a circular path within its subarea. Robots exchange data
on the border of its subarea with each robot of the neighboring subareas, which
minimizes the propagation time of information in this grid shaped partition.
Table 1 summarizes the most relevant references for this work.
3. Problem Formulation
We assume that the tours are closed and can have different lengths, all points
on a tour are sensing locations, and the tours contain predefined meeting points
for the exchange of data with robots on neighboring tours. Robots can exchange
collected data if they are at the meeting point that connects their tours at the
same time. Since tours can have different lengths, it might be necessary for a
robot to wait at a meeting point to meet its neighbor. All robots move with the
same unit speed in a particular direction (either clockwise or counterclockwise)
but every robot can stop at any point on its tour for an arbitrary amount of
time.
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Reference Persist. Min. Del. Connect.
[23] X X S
[4] X S
[9] X D
[13] o D
[16], [15], [1], [28], [18], [2] X D
[33], [34] X F
[14], [3] R
[25] F
This work X X D
Table 1: Summary of related work. An ’X’ in the column Persist. indicates that the approach
generates a solution for an infinite time horizon. An ’X’ in Min. Del. indicates that the
work explicitly considers minimization of the delay and an ’o’ that the delay is considered as
constraint. The meaning of the letters in the Connect. columns are: ’D’ for delay tolerant
(store-and-forward), ’S’ for single hop (robots deliver data directly to the base station), ’R’
for recurrent connectivity (all robots meet after a certain interval), and ’F’ for full (persistent
connectivity among all robots and the base station).
More precisely, given is a set V = {1, . . . , n} of n tours for n robots. There
is a one-to-one mapping between tours and robots, and we will use the same
variable to identify a robot as well as the tour which it traverses. Every robot
v ∈ V moves along a tour in a particular direction dv and with unit speed, which
is the same for all robots. With each tour a real number lv > 0 is associated,
which is the minimum time a robot can traverse the tour completely if there are
no intermediate stops. Each point on a tour v is from a set denoted P (v) and has
a coordinate in a local one-dimensional coordinate system which is determined
by an origin on the tour and the direction of the tour. We assume that a subset
of the points on a tour are sensing locations, and denote its set with PS(v) and
PS :=
⋃
v∈V PS(v). The vertices which contain sensing locations are denoted
with VS . The position of a meeting point between tours w and v is specified
along the local coordinate system as pmeetw (v) on tour w, and as p
meet
v (w) on
tour v. The position of a robot v at a certain instant t on its tour is denoted by
pv(t). Vertex v0 identifies the tour which has a connection to the base station
at point pBSv0 .
The tours are the vertices in a tour graph G = (V,E, v0, lv, timev, l
d
v), with
an edge between two tours in E if they are connected with a meeting point.
Actually, a meeting point identifies two different points, one on each of the two
tours it connects. The function timev(p, q, d) : P (v)×P (v)×{cw, ccw} → R≥01
gives the minimum time for a robot to travel from meeting point p to q on tour
v in clockwise or counterclockwise direction d (i.e. the distance between p and
q under the unit speed assumption without intermediate stops). The function
ldv(p, d) : P (v)×{cw, ccw} → R≥0 returns the minimum time a sensing location
from p can be reached when moving in clockwise or counterclockwise direction.
1We denote the set of positive real numbers with R≥0
5
This function will allow the delay calculation after a robot starts its tour from a
particular point p ∈ P (v). In the following, we use the short notation G = (V,E)
for the tour graph. The tour graph is connected such that the data collected by
the robots can reach a base station, which is connected to a particular tour.
To visit a sensing location x ∈ PS(r) at time t, a robot r must be at the
position of the sensing location at time t, i.e. pr(t) = x. A robot r1 visiting a
sensing location x ∈ PS(r1) at time t captures and stores the observation data
associated with the tuple (x, t) in its local memory. The data is forwarded by
robot r1 to another robot r2 at time t
′ ≥ t if pr1(t′) = x1 ∈ P (r1), pr2(t′) =
x2 ∈ P (r2), and x1 = pmeetr1 (r2) and x2 = pmeetr2 (r1). Robot r2 stores the
data associated with the tuple (x, t) and forwards it to any other robot it can
communicate with at times t′′ ≥ t′. Finally, all data arrives at the base station
x0 ∈ X. We assume that a sensing location x ∈ PS is not considered to be
visited when the robot stops at x but when it again starts from x. In this way
it is possible to decrease the delay by deferring the data generation to the latest
possible time.
A patrolling strategy pi is a mapping from instants of time to points in PS(r)
for every robot r and describes when points should be visited by the robots.
Two values are associated with a point x ∈ PS , instantaneous idleness and
instantaneous delay. The first describes the time a point remains unvisited, and
the second describes the time between the capturing of observation data and
its earliest arrival at the base station. The definition of the idleness criterion is
adopted from [19] and is extended by the delay criterion.
Definition 1 (Instantaneous idleness, instantaneous worst idleness, worst idle-
ness criterion [19]). If the robots follow a strategy pi, the instantaneous idleness
Ipit (x) ∈ R≥0 at time t of point x ∈ PS is the elapsed duration since the last visit
of x by any robot. By convention, at initial time, Ipi0 (x) = 0, for any strategy pi
and any x ∈ PS. The worst idleness criterion WIpi is defined as
WIpi := lim sup
t→+∞
WIpit , (1)
where WIpit := maxx∈ps I
pi
t (x) is the instantaneous worst idleness.
Note that the definition of the instantaneous idleness considers the situation
when a robot waits at a certain location, its instantaneous idleness stays zero
as long as the robot is at that position.
Definition 2 (Instantaneous visit delay, instantaneous delay, instantaneous
worst delay, worst delay criterion). If the robots follow a strategy pi, the instan-
taneous visit delay Dpit (x, t
′, t′′) at time t of point x ∈ Ps is the elapsed duration
since a visit of any robot at point x that happened at time t′ before the data
arrives at the base station at time t′′:
Dpit (x, t
′, t′′) :=
{
t− t′, if t′ ≤ t ≤ t′′
0, otherwise
(2)
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The instantaneous delay Dpit (x) of a point x ∈ ps is defined as Dpit (x) :=
maxt′∈TVx D
pi
t (x, t
′,minTR(x,t′)), where T
V
x is the set of points in time a visit
at x happens, and TR(x,t′) is the set of points in time the data associated with
the tuple (x, t′) arrives at the base station. The worst delay criterion WDpi is
defined as
WDpi := lim sup
t→+∞
WDpit , (3)
where WDpit := maxx∈ps D
pi
t (x) is the instantaneous worst delay.
With this notation we define the MDT problem (and similar its extensions)
as optimization problem
min
pi
WDpi (4)
s.t. WIpi ≤ max
r∈R
{lr} (5)
pi ∈ ΠMDT , (6)
where ΠMDT is the set of all solutions for the MDT instance, and lr is the
minimal time for robot r to completely traverse its tour. We will show that
there exists a feasible solution for every instance of the MDT problem.
4. Scheduling of robots on tours
In this section we discuss the problem of coordinating robots on predefined
tours such that the idleness is bounded to the lowest possible value and the delay
is minimized. Coordination comprises selecting the data exchange points where
robots should meet and defining a travel direction for each robot on its tour.
Selecting meeting points and directions determines the route of the captured
data from a sensing location to the base station and has an effect on the delay.
We will introduce the basic structure which describes the problem, the tour
graph. We will consider different variations of this problem: (i) selecting the
directions when there is a minimal number of meeting points given, i.e. the tour
graph is a tour tree, (ii) selecting a minimal number of meeting points when
the directions are given, i.e. selecting a tour tree in a tour graph, (iii) selecting
a minimal number of meeting points as well as directions, and (iv) selecting
unique meeting points between tours, i.e. selecting a tree in a tour multi-graph.
We will show that the latter three problems are NP-hard.
Figure 2a shows an example of a tour graph which is a tree in this particular
case (with |V | = n = 7). If, like in this example, the tour graph is a tree and the
directions are given, the path of data from an origin to the base station can be
easily reconstructed. Assume that robot 1 and robot 3 have just met and robot
3 has sent its collected data to robot 1. After that, robot 1 meets robot 2, and
robot 2 continues collecting data as it moves along its tour to the meeting point
with robot 1 again. Here, after some time it meets robot 1 again (possibly it
has to wait for robot 1) and sends the new data to robot 1 which travels along
its tour to the meeting point with robot 3. Robot 3 receives the data and moves
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Figure 2: (a) Example of a tour graph which is a tree with |V | = n = 7 and P (v) = PS(v) for
all v ∈ V . The tours are depicted as circles, labeled by numbers, and furnished with arrows
that show the movement direction of the robots. The solid small circles are the meeting points
and the small solid rectangle is the base station. The straight lines indicate the edges of the
tour graph. (b) A repeated schedule constructed from the graph in (a). A horizontal line
denotes movement of a robot and the spacing between two horizontal lines indicates that a
robot does not move. A vertical, curved arrows indicates that two robots meet and exchange
data. The directions of the arrows indicate the pathes the captured data travels towards the
base station. The two solid rectangles show the position of the base station on tour 5.
to the meeting point with robot 5. At the meeting point with robot 5, it sends
its own data and data received from robot 1 (and robot 4) to robot 5. Finally,
robot 5 sends its own data and all data it received from robot 6 and 3 to the
base station.
4.1. Selecting directions
We consider the situation where the tour graph forms a tree T = (V,E)
(the problem of selecting a tour tree in a tour graph is described in subsequent
subsections), i.e. there is a minimal number of meetings points such that the
tour graph is connected and the data from each sensing location can travel to
the base station. We will first define a structure called schedule, which contains
the information for coordinating the robots on their tours. This information
contains the start position of a robot on its tour, the direction of traversal,
and the positions where a robot should stop and how long it should wait at a
particular position.
Definition 3 (Schedule). Given a tour tree T = (V,E), a schedule pi = {pi1, pi2,
. . . , pin} is a set of tuples with piv = (pstartv , dv, waitv). In a schedule a robot
starts and stops at pstartv , i.e., p
start
v = pv(0) = pv(τv), with τv := lv +∑
p∈P (v) waitv(p). The function waitv : P (v) → R≥0 defines the waiting times
for points on tour v (the waiting positions are the positions where the function
returns values > 0). dv ∈ {cw, ccw} are the traversal directions (clockwise and
counterclockwise). Additionally, pv(t) = p
start
v ∀t < 0 and t > τv. waitv(pstartv )
is the initial waiting time (possibly 0) starting at time 0. Every robot meets its
neighbor, i.e., ∀[v, w] ∈ E : ∃t ≤ τ : pv(t) = pmeetv (w) and pw(t) = pmeetw (v),
with τ := maxi∈V {τi}.
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The requirement that every robot meets its neighbors defined by the edges
of the tree T ensures that all collected data reach the base station (at least if
the schedule is repeated). We define a repeated schedule as an infinite horizon
patrolling strategy pi+ that can be constructed from a schedule:
Definition 4 (Repeated schedule). A repeated schedule pi+ is a repetition of a
schedule defined by pi+ = (pi, v¯, γ), where pi is a schedule, v¯ ∈ V , γ ∈ R≥0, such
that
∀w ∈ V : τw ≤ τv¯ + ∆wv¯ + γ, (7)
with ∆wv¯ := waitw(p
start
w )− waitv¯(pstartv¯ ).
The “spacing” between two repetitions of a schedule is defined by a robot
v¯ and γ, the time between the schedules of robot v¯. Basically, inequality (7)
states that each robot has to finish its tour before it can start again in the
following repetition of the schedule. Obviously, the worst idleness WIpi
+ ≥
L := maxv∈V {lv}, the length of the largest tour traversed by a robot.
Figure 2b shows two repetitions of a schedule of the tour tree in Figure 2a.
This repeated schedule can be defined by (pi, 1, 0) for example. Robot 1 and 3
start at their meeting point (described by the undirected edge [1, 3] in the tour
graph) at the same time and robot 1 moves without intermediate stops, whereas
robot 3 has to wait for robot 1 when it finished its tour. As robot 1 moves on
its tour, it meets robot 2, which is waiting for robot 1 at the meeting point
[1, 2]. Robot 2 starts to move, finishes its tour, and waits for robot 1 to meet
again at the meeting point. Note that the minimum worst idleness schedule in
Figure 2b does not necessarily minimize the worst delay. For example, when
robot 2 finished its tour, it has to wait for robot 1 to transmit the captured
data to it, which imposes a delay on the data of robot 2 (robot 2 could have
postponed its start such that no new data is captured for a certain amount of
time after it transmitted its data to robot 1).
Proposition 5. A repeated schedule pi+ = (pi, v¯, 0), with v¯ := arg maxv∈V {lv},
can be constructed from any schedule pi with no intermediate waiting times, i.e.
waitv(p) = 0,∀p ∈ P (v) \ {pstartv }, v ∈ V . The worst idleness WIpi
+
= L.
Proof. Since every robot follows its tour without intermediate stops and meets
all neighbors, after a finite time maxv∈V {lv + waitv(pstartv )}, all robots have
returned to the starting position. A repeated schedule must fulfill the inequality
τw ≤ τv¯ + ∆wv¯ + γ, ∀w ∈ V , which can be rewritten as waitw(pstartw ) + lw ≤
waitv¯(p
start
v¯ ) + L+ waitw(p
start
w )− waitv¯(pstartv¯ ) (which results in lw ≤ L).
Since the difference between the start times at the starting positions between
v¯ and any w ∈ V in each repetition of the schedule pi is ∆wv¯, and the difference
between consecutive start times of v¯ is L, also WIpi
+
= L.
Restricting the waiting times to the meeting point of v with its parent to
point pstartv has no negative impact on the delay since waiting at any other
position on the tour cannot decrease the delay when the tour tree is given.
Moreover, the data generation is deferred if pstartv ∈ PS(v) due to the assumption
described in Section 3.
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Figure 3: Tour tree with P (v) = PS(v) for all v ∈ V where all robots move in clockwise (a)
or in counterclockwise (c) directions. The worst delay for clockwise directions is smaller (b)
than for counterclockwise directions (d).
With a given tour tree, selecting the directions has an impact on the worst
delay WD. Compared to the schedule with counterclockwise directions in the
lower part of Figure 3, the schedule with clockwise directions in the upper part
results in a lower delay.
Algorithm 1 determines the schedule with directions of a given tour tree
T = (V,A). To identify the direction of an edge, the arc set A is used where
each edge from E is directed towards the root node v0, which contains the base
station. In Line 1 the recursive procedure rec(v, u) is called. This function
returns the maximum delay for a branch of a tree originating at tour v, including
the path of the data on tour v to its parent u (the parent of v is the unique
node u in an edge (v, u)). If v is a leaf the direction is chosen that leads to
smaller delay when robot v starts at pstartv . For tour v the procedure tests
which direction results in a smaller delay on tour v given the maximum delays
of the branches (Line 20 and 21). The function timev(p, q, d) returns the time it
takes to travel from point p to point q on a tour v given the traversal direction d.
Additionally, the procedure calculates the differences in the starting times and
stores them in the variables ∆vw (Line 26). These values are used to determine
the starting times of the robots (Line 10).
The starting point pstartw of a robot w is set to the meeting point p
meet
w (v)
with its successor v in the traversal order (Line 9). The only point where w
has to wait is the meeting point with v, and the waiting time is the sum of
the waiting time of the successor v and the previously calculated value ∆vw
(Line 10). This produces a schedule where w is waiting for its successor v
and starts moving as soon it has met v, and follows the whole tour without
intermediate stops. Finally, the wait times are shifted to be positive.
Proposition 6. Algorithm 1 produces a schedule pi, from which a repeated
schedule pi+ = (pi, v¯, 0), with v¯ := arg maxv∈V {lv}, can be constructed. The
10
Algorithm 1 Minimum delay schedule
Input:
Tour tree T = (V,A), base station vertex v0, position of the base station (on tour
v0) p
BS
v0 , meeting positions p
meet
v (·), time of tours traversal lv ∀v ∈ V
Output:
waitv(·), start positions pstartv , directions dv ∀ v ∈ V
1: rec(v0, null)
2: pstartv0 ← pBSv0
3: waitv0(p
start
v0 )← 0
4: Q←<> //empty queue (LIFO)
5: Q.push(v0)
6: while Q 6=<> do
7: v ← Q.pop()
8: for w ∈ V with (w, v) ∈ A do
9: pstartw ← pmeetw (v)
10: waitw(p
start
w )← waitv(pstartv ) + ∆vw
11: Q.push(w)
12: mw ← minw{waitw(pstartw )}
13: waitv(p
start
v )← waitv(pstartv )−min{0,mw} ∀v ∈ V
14: procedure rec(v, u)
15: if v is leaf then
16: dv ← arg mind∈{cw,ccw}{lv − ldv(pstartv , d)}
17: return mind∈{cw,ccw}{lv − ldv(pstartv , d)}
18: for (w, v) ∈ A do
19: Mw ← rec(w, v)
20: Mcw ←
max(w,v)∈A{Mw + timev(pmeetv (w), pmeetv (u), cw)}
21: Mccw ←
max(w,v)∈A{Mw + timev(pmeetv (w), pmeetv (u), ccw)}
22: if Mcw ≤Mccw then
23: dv ← cw
24: else
25: dv ← ccw
26: for (w, v) ∈ A do
27: ∆vw ← timev(pmeetv (u), pmeetv (w), dv)− lw
28: M ← min{Mcw,Mccw}
29: return max{mind∈{cw,ccw}{lv − ldv(pstartv , dv)},M}
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worst idleness WIpi
+
= L. Furthermore, pi+ minimizes the worst delay.
Proof. In the loop in Line 6 the start times are chosen such that every robot
v meets its neighbors w,∀(w, v) ∈ A without intermediate stops. The worst
idleness of L follows from Proposition 5.
Now we show that the algorithm produces a schedule with minimum worst
delay. Note that because of the chosen starting times, all captured data on a
tour of a robot travels to the base station within the same schedule (assuming
no repetition). When the minimum worst-case delays Mw to node v towards
the base station in a call of rec(v, u) are known (which is certainly true if w
is a leaf), then max{mind∈{cw,ccw}{lv − ldv(pstartv , dv)},M} is also the minimum
worst-case delay of all data including the data captured by v until meeting
position of v with its parent towards the base station.
4.2. Selecting a tree in the tour graph
Now we consider a tour graph G = (V,E) instead of a tour tree. To show
that the problem of determining a tree with a minimum delay schedule in a tour
graph is NP-hard, we will formulate it as a decision problem d-MDT and reduce
the NP-complete problem 3SAT2 to it. We will assume that the directions of
the tours are given and formulate d-MDT as follows. Given a tour graph with
directions and the distances between the meeting points, and a bound B, the
question is: is there a tree in the tour graph that admits a schedule with worst
case delay of at most B? The optimization problem MDT cannot be easier than
the decision problem, since a solution of the optimization problem also gives an
answer to the decision problem.
The construction of an d-MDT instance from an arbitrary 3SAT instance
is shown by means of the example {c1 = {x1, x2, x3}, c2 = {x1, x2, x4}, c3 =
{x2, x3, x4}} in Figure 4. In the reduction a vertex appears for each variable
and each clause, and a meeting point connects a variable xi with a clause cj
if the variable appears in the clause. The position of the meeting point on
xi depends on whether the variable is complemented or not complemented in
the clause. The basic idea is that for each clause cj an edge (cj , xi) has to be
selected such the data data from each cj can pass some xi with a low additional
delay. This selection has the interpretation that the variable xi makes the clause
evaluate to True. Since the result has to be a tree, a low additional delay for
all clauses results in a satisfying assignment of the 3SAT instance. The details
are described in the proof of the following proposition:
Proposition 7. d-MDT is NP-hard.
2An instance of 3SAT consists of a set W of Boolean variables, and a set C of clauses
where each clause contains exactly three literals. The literals are of the form xi or xi where
xi ∈W . The question is, whether there is an assignment of values from {True, False} to the
variables such that in every clause at least one literal evaluates to True.
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Proof. Given an instance of 3SAT with variables W = {x1, . . . , xa}, and clauses
C = {c1, . . . , cb} a tour graph with the following n = a + b + 3 vertices is
constructed:
• one vertex for every clause ci
• one vertex for every variable xj
• two vertices x and x
• a vertex t
The direction is set arbitrary and can be the same for all the tours, P (v) = PS(v)
for all v, and the following meeting points between the tours are introduced:
• On every ci there is a meeting point with every variable xj which appears
as literal in ci. The distances between the meeting points on ci is 2/3.
• On every xi there are two meetings points with x and x with distance 1
between them on each side of the tour. The meeting points with the clauses
cj , where the variable xi appears, are grouped such that the distance to
the meeting point with x is 0 and to the meeting point with x is 1 if the
variable appears as xi in cj , and vice versa if the variable appears as xi
in cj .
• On each of x and x there is a meeting point with every variable xi with
distance 0 between them except for two meeting points, each with distance
1 to the meeting point with t (such that the distance between them is 2
on the other side of the tour).
• On t there are meeting points with x and x with distance 0 between them
on one side of the tour and distance 1 between each of them and the
meeting point with the base station on the other side of the tour (such
that the distance between them is 2 on the other side).
The bound B is set to 4. Given a satisfying assignment for the variables xi, the
parent in the tree for a variable xi is x if the variable is True in the assignment,
or x if the variable is False. The parent of a clause cj can be any xi that
appears as satisfying literal in the clause. In this way the worst case delay,
which is caused by the tours cj , is 4 (including the length of the tours). Note
that the distances do not have to be 0 and 1, but sufficiently small and large,
respectively. Based on these distances, the bound B has to be set accordingly.
Next, we have to show that a tree with worst case delay of 4 also determines
a satisfying assignment for the 3SAT instance. We will do this by showing that
the tree has to have a certain structure. First, both edges from t to x and x
have to be in the tree. Otherwise, if e.g. (t, x) is not chosen, data from x to x
has to pass some tour xj which leads to a delay of 5 = 2 (length of tour x) + 1
(on xj) + 1 (on x) + 1 (on t). Second, exactly one edge from any xj to either
x or x has to be in the tree. Choosing both edges results in a cycle containing
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Figure 4: Example of a reduction from the 3SAT instance {c1 = {x1, x2, x3}, c2 =
{x1, x2, x4}, c3 = {x2, x3, x4}} to d-MDT. The circles represent the tours (which do not
touch for better readability), the connection between the tours are depicted with the named
meeting points, and the direction is ccw for all tours.
xj , x, x, and t. If none of these edges is in the tree, the data has to travel along
a path from xj to some ci to some xk and then to either x or x which causes a
delay of at least 4 + 2/3 = 2 (length of tour xj) + 2/3 (on ci) + 0 (on xk) + 1
(on x or x) + 1 (on t). Finally, for every ci exactly one edge to some xj has to
be in the tree. Because of the arrangement of the meeting points on the tours
xj , choosing the edges for tours ci and the edges between xj and x or x that
admit a worst case delay of 4, is equivalent to finding a satisfying assignment
for the 3SAT instance.
Consider the example in Figure 4 again with the assignment x1 = x2 = x4 =
True, and x3 = False. The parent of x1, x2, and x4 is x, and the parent of x3
is x. The parent of c1 can be either x1 or x2.
4.3. Selecting directions and meeting points
The problem minimum delay tree with directions (MDTD) is similar to MDT
with the additional problem of finding the directions. We will show that the
decision version d-MDTD is also NP-hard and present a heuristic algorithm for
the problem.
Proposition 8. d-MDTD is NP-hard.
Proof. The proof is similar to the proof of Proposition 7. In addition to selecting
a tree, the directions for traversing the tours have to be determined as well. The
difference in the reduction is the arrangement of the meeting points on the tours
for the variables xj . The distance on the tour between a meeting point ci and x is
0 if the variable xj does not appear as complement in clause cj , and the distance
between a meeting point cj and x is 0 if the variable appears as complement.
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Figure 5: Example of a reduction from the 3SAT instance to d-MDTD (same example as in
Figure 4)
Figure 5 shows the construction of the reduction for the same example as in
Section 4.2.
The direction of the tours except for the tours corresponding to variables can
be set arbitrary. If in an assignment a variable xj = True, then the direction of
the corresponding tour is counterclockwise, and clockwise otherwise. Therefore,
a satisfying assignment admits a tree with worst case delay of 4.
Again, to show that a tree with worst case delay of 4 also determines a
satisfying assignment for the 3SAT instance, we will show that the tree has to
have a certain structure. First, both edges from t to x and x have to be in the
tree. Otherwise, if e.g. (t, x) is not chosen, the shortest possible path for data
from x to x has to pass some tour xj and some ci and some xk which leads to
a delay of 4 + 2/3 = 2 (length of tour x) + 0 (on xj) + 2/3 (on ci) + 0 (on xk)
+ 1 (on x) + 1 (on t). Second, exactly one edge from any xj to either x or x
has to be in the tree. Choosing both edges results in a cycle containing xj , x,
x, and t. If none of these edges are in the tree, the data has to travel along a
path from xj to some ci to some xk and then to either x or x which causes a
delay of at least 4 + 2/3 = 2 (length of tour xj) + 2/3 (on ci) + 0 (on xk) + 1
(on x or x) + 1 (on t). Finally, for every ci exactly one edge to some xj has to
be in the tree. To limit the delay for data from tours ci to 4, the direction for
the tours xj have to be chosen accordingly. This is only possible if the 3SAT
instance has a satisfying assignment.
4.4. Selecting unique meeting points
In case there are more than one potential meetings points between two tours,
a unique set of meeting points has to be selected to obtain a tour graph (with-
out multiple edges between two vertices). The decision problem d-MDTDM
(minimum delay tree with directions and meeting points) is also NP-hard:
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Figure 6: Example of a reduction from the 3SAT instance (same example as in Figure 4) to
the problem of selecting unique meeting points between tours d-MDTDM.
Proposition 9. d-MDTDM is NP-hard.
Proof. The proof is based on a similar idea as the proofs of Proposition 7 and
Proposition 8. Figure 6 shows the reduction of the 3SAT instance of the example
in Figure 4. An assignment of 3SAT selects the meeting point between x′i and
xi: if xi = True, the upper meeting point is selected (the directions of x
′
i and
xi are counterclockwise), if xi = False, the lower meeting point is selected (the
directions of x′i and xi are clockwise). A satisfying assignment of 3SAT results
in a delay of 17/2. Selecting a meeting point between tours x′i and xi and their
directions such that the delay is 17/2, also determines a satisfying assignment
for the 3SAT instance.
4.5. Approximation
We have shown that the MDTD is already NP-hard when P (v) = PS(v)
for all v ∈ V and all tours have the same length. The formal definition allows
tours containing (arbitrarily large) segments without sensing locations which
can be used to derive the result that the problem can not be approximated with
a constant factor unless P = NP . In Figure 7 a direction gadget is shown that
is inserted between xi and cj if there is an edge in the tour graph (see Figure 5).
This gadget allows the data to pass in one direction within a delay of 2 but
causes a delay of at least Γ in the other direction and should prevent that the
data from cj travels along a path on tours cj , xi, ck. Additionally, the segments
on xi which are 1 in Figure 5 get Γ and do not contain sensing locations. Then,
as before a WI of 6 gives also a solution of the 3SAT instance. Now for every
α, Γ is chosen large enough, e.g. Γ = 7α, and an α-approximation also results
in a solution for the 3SAT instance.
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Figure 7: Direction gadget for d-MDTD.
A straightforward approximation for the case P (v) = PS(v) is a breadth
first traversal of the tour graph to determine a tour tree which is the union
of the shortest paths from each vertex to the base station vertex. Since L =
maxv∈V {lv} is a lower bound for the optimal worst delay WDOPT , the worst de-
lay WDSP of a breadth first traversal starting from the base station tour cannot
be worse than depthSP (G)·WDOPT , where depthSP (G) := maxv∈V {distG(v, v0)}
is the maximum length of all shortest paths in the (unweighted) tour graph from
the tours to the base station tour, e.g. depthSP (G) = 3 which is the length of
the path from tour 2 to tour 5 for the example in Figure 2.
5. Heuristics for MDTD
We present two heuristics for MDTD that select a tree in a tour graph and
the directions for the tours. The first algorithm (MDTD-SP) determines a tree
from the union of the shortest paths from all vertices to the base station vertex.
The rationale behind this idea is to minimize the longest path in the tour graph
in terms of the number of tours the generated data passes. This is shown in
Algorithm 2.
Algorithm 2 Heuristic for MDTD (MDTD-SP)
Input:
Tour graph G = (V,E, v0, lv, timev, l
d
v)
Output:
Tour tree T = (V,A), directions dv ∀ v ∈ V
1: p← shortest pathG(v0) /* single source Dijkstra */
2: A← ∪v∈V pv
3: /* Call Algorithm 1 (returns directions dv ∀ v ∈ V ): */
4: (d1, . . . , dn)← minimum delay schedule(G,A)
The second algorithm (MDTD-CG) is shown in Algorithm 3 and requires
a converted graph G′ = (V ′, E′,W ) with edge lengths W which is constructed
from a tour graph G = (V,E). The vertices V ′ of the converted graph contain
the meeting points, i.e., if there is an edge [k, l] ∈ E, then there is a vertex
vkl ∈ V ′. The length W of the edges E′ between vertices in V ′ are the lengths
of the segments of the tours in V . An example of a tour graph and its converted
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graph is shown in Figure 8. The idea behind this algorithm is to minimize the
longest path that data actually travels on a path to the base station.
The algorithm determines the shortest path from every vertex in vkl (rep-
resenting a meeting point between tours k and l) to the base station v0x. The
function distG(s, d) returns the length of the shortest path from vertex s to
vertex d in a weighted graph G. This path represents a path for the data in the
original tour graph for both tours k and l (in pathk and pathl) and is stored
together with the length of the path in G′ (in lenk and lenl) if it is shorter than
the shortest paths that have already been found for tours k and l (see the loop
starting at Line 3). After this, the shortest paths in G′ for every tour v ∈ V
have been found. Note that the largest sum of the shortest path plus the tour
length maxv∈V (lenv + lv) is a lower bound on the worst delay WD.
Next, the branches of the tree T are added to A (loop in Line 12). This is
shown in Figure 9 by means of the example of Figure 8. Assume the longest
path from any tour in V starts at vertex 27 (Figure 9a). This path determines
a path (2, 7, 3, 6, 5) in G (which is added to the tree T ) and the directions
d7 = d6 = cw, d3 = d5 = ccw (Figure 9c). In the next step the path starting at
14 is considered (Figure 9b). This path would result in the path (1, 4, 3, 5) in G.
Since 3 is already part of the tree, only the branch (1, 4, 3) is added to the tree
(Figure 9d), and d4 = ccw. All tours are part of the tree T and the algorithm
stops. The directions of the leaves 1 and 2 are set according the rule for leaves
in Algorithm 1.
Basically, in Line 17 the algorithm checks if a tour has been left and adds
the appropriate arc to the arc set U . If a tour is already in the tree T , the path
loop exits (Line 16), and the algorithm continues with the next tour in V . The
direction of the tour m which has been left depends on the order of meeting
points vrs and its successor on pathi on the tour m (Line 23).
Proposition 10. Let WDSP and WDCG be the worst delay of a tree determined
by MDTD-SP and MDTD-CG, respectively. Then, for every α > 0 there are
instances of tour graphs such that WDSP /WDCG > α.
Proof. Consider a tour graph with a chain [v0, v1], [v1, v2], . . . , [vk−1, vk] of large
tours of length Γ where each tour is connected with an arm of small tours to v0
(see Figure 10). Each tour on an arm has length  and each arm has at least k
tours. The meeting points on the chain of the large tours are on the opposite
sides of the tours, i.e. timevi(p
meet
vi (vi−1), p
meet
vi (vi+1)) = Γ/2. Then MDTD-SP
will result in tree where all large tours are in a chain. If Γ/ is large enough,
MDTD-CG will create a tree where each large tour is connected with its arm
to v0. If k > 2α, then WDSP /WDCG > α.
6. Online execution
Once the tree (Section 5), the directions and the schedule (Subsection 4.1)
have been determined, the robots have to execute this schedule. If the robots
need to be deployed in the environment the schedule determined by Algorithm 1
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Figure 8: Example of a tour graph G = (V,E) (a) and the converted graph G′ = (V ′, E′,W )
(b). The meeting points of the original graph are the vertices V ′ in the new graph and the
lengths w of the edges in E′ between the vertices in V ′ have the minimum travel times of the
segments of the original tours. If there are two edges between two meeting points, the longer
one is discarded.
12
27
17
13 14
37
67
36
35
56
05
34
2
1
7
3
4
5
6
(a)
12
27
17
13 14
37
67
36
35
56
05
34
2
1
7
3
4
5
6
(b)
1
2
3
4
5
6
7
(c)
1
2
3
4
5
6
7
(d)
Figure 9: Two steps of the tree generation of Algorithm 3. First, the path in G′ starting from
27 is considered (bold edges in Figure 9a), which results in the path (2, 7, 3, 6, 5) in G and the
directions d7 = d6 = cw, d3 = d5 = ccw (bold lines in Figure 9c). Next, the path starting at
14 is considered (Figure 9b), which results in the path (1, 4, 3, 5) in G. Since 3 is already in
the tree, only the branch (1, 4, 3) with d4 = ccw is added (Figure 9c, the dashed line indicates
the discarded part of the path). After this step the tree contains all tours.
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Algorithm 3 Heuristic for MDTD (MDTD-CG)
Input:
Tour graph G = (V,E), converted graph G′ = (V ′, E′,W ) with edge lengths
W (e), ∀ e ∈ E′, base station v0x
Output:
Tour tree T = (V,A), directions dv ∀ v ∈ V
1: leni ←∞, ∀i ∈ V
2: p← shortest pathG′(v0x)
3: for vkl ∈ V ′ do
4: if distG′(vkl, v0x) < lenk then
5: lenk ← distG′(vkl, v0x)
6: pathk ← pvkl
7: if distG′(vkl, v0x) < lenl then
8: lenl ← distG′(vkl, v0x)
9: pathl ← pvkl
10: A← ∅, r ← null, s← null
11: deli ← mind∈{cw,ccw}{li − ldi (pathi(1), d)}
12: for i ∈ V in descending order of (leni + deli) do
13: U ← ∅, m← i
14: for each vkl on path pathi to v0x do
15: if m is already in T then
16: break
17: if (m 6= k) and (m 6= l) then
18: if m = r then
19: U ← U ∪ {(m, s)}, m← s
20: else
21: if m = s then
22: U ← U ∪ {(m, r)}, m← r
23: dm ← determine direction based on
order of vrs and its successor on
pathi on tour m
24: vrs ← vkl
25: A← A ∪ U
...
...
...
... ...
v0 v1 v2 vk
Figure 10: Example of a tour graph (size of the circle indicates the length lv).
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has to be reached by the robots from an initial state. We assume that each robot
navigates along some path in the environment to the meeting point with its
parent at the beginning of the mission and reaches this position after some time.
The algorithm for the online execution is described in the following subsection.
6.1. State machine
The algorithm running on every robot v is shown in Algorithm 4 which
resembles a state machine where the variable state can take one of the states
{INIT,AT WAIT,MOV ING}. The robot is in INIT state as long as it is
moving from the initial position to the meeting point with its parent on its tour
(pstartv ). In state AT WAIT it is waiting for its parent on p
start
v , and in state
MOV ING it is moving along its tour. The input to the algorithm is the schedule
(in particular ∆uv determined by Algorithm 1) and the output are commands
Move and Stop for the motion actuators. The state of the state machine is
initially INIT . We will show that under this assumption there is an infinite
sequence of state transitions INIT,WAIT AT,MOV ING,WAIT AT, . . . and
that the schedule will converge to the optimal schedule after a finite time. A
state transition A, B means that variable state changes from state = A to
state = B. Because of the assumption that every robot v will reach pstartv , a
transition from state = INIT to state = AT WAIT always happens for every
robot.
Proposition 11. A robot never has to wait for an infinite time. This implies an
infinite sequence of state transitions WAIT AT,MOV ING, . . . for each robot.
Proof. The situations when a robot has to wait infinitely long is when condition
pu(t) = p
meet
u (v) (waiting for the parent) in state WAIT AT never holds or
when condition pw(t) = p
meet
w (v) (waiting for a child) in state MOV ING never
holds. Since the meeting points define a tour tree T = (V,A), it is sufficient
to show that no robot has to wait for its parent infinitely long. After a robot
has met its parent, it is waiting for a finite time (line 19) and traverses its tour.
The proof is by induction on the number of robots in the tree. In the base case
only the robot v which has the base station on its tour is in the tree and the
condition p0(t) = p
meet
0 (v) always holds (0 is the base station and the parent of
v). In the inductive step a tour v is added to the tree. Since its parent u does
not have to wait for its parent and starts its tour after a finite waiting time,
also v meets u at pstartv (when pu(t) = p
meet
u (v)).
Proposition 12. After a finite number of state transitions for each robot from
MOV ING to AT WAIT the schedule has converged to the schedule determined
by Algorithm 1, i.e. ∆t stays 0.
Proof. Consider a tour v with largest distance from the base station tour in
the tour tree which has only leaves as children. After v met its parent it starts
traversing the tour and possibly has to wait for children to reach the meeting
point. After the first traversal (state transition from MOV ING to AT WAIT )
of the tour all children started their tour and had enough time to finish their
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tour and to reach the meeting position with v on the second traversal of v.
Therefore ∆t will be 0 for v after the second traversal. The same holds for the
parent u of v after an additional state transition from MOV ING to AT WAIT
of u. This argument can be repeated until the base station tour is reached.
Figure 11 shows the startup phase and execution of the state machine for
the given example tour tree. After the schedule has emerged, robot 5 arrives
late at pstartv (short horizontal line at robot 5 indicates no progress on its tour)
and the schedule emerges again.
Algorithm 4 State machine of robot v
Input:
pstartv , p
meet
v (w) ∀w with (w, v) ∈ A,∆uv for (v, u) ∈ A, initially state = INIT
Output:
actuator commands {Move, Stop}
1: switch state do
2: case INIT
3: if pv(t) = p
start
v then
4: ∆t← 0
5: state← AT WAIT
6: Stop
7: else
8: Move to pstartv
9: case AT WAIT
10: if pu(t) = p
meet
u (v) then
11: Wait for max{∆uv −∆t, 0}
12: ∆t← 0
13: state←MOV ING
14: Move on tour
15: case MOV ING
16: if pv(t) = p
meet
v (w) then
17: Stop
18: time← current time()
19: Wait until pw(t) = p
meet
w (v)
20: ∆t← ∆t + (current time()− time)
21: Move on tour
22: else
23: if pv(t) = p
start
v then
24: state← AT WAIT
25: Stop
7. Experimental evaluation
In this section we describe the results from simulation experiments with
the aim to assess the performance of the heuristics (MDTD-CG/SP) in terms
of worst idleness WI and worst delay WD in different situations (number of
robots). To assess the effect of robots cooperating for the data transportation,
22
12 3
4
5
(a)
1
2
3
4
5
2
3
4
5
(b)
Figure 11: Example of startup phase and execution of the state machine. (a) Tour tree with
tours of equal length and cw direction for all robots. (b) Position pv(t) over t for robots 1 to 5
where the each bottom line indicates pstartv . The small numbers on the vertical axis indicate
the position of the meeting points on tour v. A small dot indicates when robot v reaches
pstartv , i.e., the state transition from INIT to AT WAIT .
we compare MDTD-CG/SP with an approach where the data is not transported
via other robots to the base station but directly by the robot which captures the
data (this approach is denoted as single-hop approach). Additionally, a breadth-
first traversal of the tour graph has been implemented where the directions of
the tours are determined by Algorithm 1 from the resulting tree (MDTD-SP).
The environment is modeled as rectangular grid of cells of unit size, and
time is discretized into time steps. A robot can move from one cell of the grid
to one of the 8 neighboring cells or stay at the same cell within one time step.
The communication range Rcom (measured in number of cells) determines which
cells are within communication range. The base station is in the cell at the lower
left corner.
A genetic algorithm implementation3 is used to determine a tour through all
sensing locations and the base station. To obtain the individual tours for the
robots, the tour is split with k-SPLITOUR [10].
For MDTD, meeting points from a set of potential meeting points between
each pair of tours have to be selected. In Section 4.2 we consider selecting
the edges (corresponding to meeting points) in the tour graph such that the
resulting graph is a tree, whereas here we are concerned with the selection
of one of possible multiple edges between two vertices in the tour graph (cf.
Section 4.4). For a certain Rcom, a potential meeting point between two tours is
a pair of cells on the two tours within communication range. For the selection of
meetings points, tours are traversed in a breadth-first order starting at the tour
which is connected to the base station. The tours are added in the traversal
3Matlab function tsp ga from Joseph Kirk at https://www.mathworks.com/matlabcentral/
fileexchange/13680-traveling-salesman-problem-genetic-algorithm
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order to a converted graph (the converted graph is described in Section 5), where
the vertices are the meeting points selected so far. For every potential meeting
point of v with a neighboring tour v′, the shortest path to the base station
on the converted graph is calculated, and the meeting point with the shortest
path is selected as meeting point between v and v′. This heuristic tries to shift
meeting points as close as possible to the base station in the converted graph.
First, we compare the performance of MDTD-CG/SP with a single-hop al-
gorithm similar to the one in [4] where robots make detours to communication
sites to transmit the data. An increasing number of detours are inserted in a
pre-calculated tour for each UAV until the total travel distance exceeds a cer-
tain travel budget. The heuristic of [4] tries to minimize the average delay and
is not well suited for minimizing the worst delay. Here, an increasing number
of detours to the base station, which are evenly spread along a robot’s tour
(using k-SPLITOUR), are inserted until a certain total tour length of a robot
is exceeded. This bound for the tour length is set to the maximum of the worst
idleness resulting from MDTD-CG/SP and the maximum tour length (including
the base station) for each robot, such that every robot is able to transmit the
data from its tour to the base station at least once. The results for WI and WD
for different number of robots on a grid with an area of 20×60 sensing locations
is shown in Figure 12 and Figure 13, respectively. Due to the stochastic nature
of the genetic algorithm, the experiment is repeated 10 times for each n, and
the standard deviation is a also shown in the figures.
Figure 13 also shows the worst delay WD of the optimal solutions for the
MDT instances generated with the state-of-the-art IP solver Gurobi4 (an MDT
instance is defined by the tours and the meeting points, see Appendix A for
the MILP formulation). Note that the WI is the same for MDTD-CG/SP and
MDTD (opt).
From Figure 12 and Figure 13 it can be seen that on one hand MDTD-CG/
SP/opt can outperform the single-hop approach in terms of WI. The value
for WI is the same for all three algorithms since all use the same tours. In
the single-hop approach a robot from a more distant subarea has a long path
to the base station, which causes a large WI. On the other hand, the single-
hop approach can outperform MDTD-CG/SP/opt in terms of WD because the
data travels the shortest possible path to the base station which can be seen as
a lower bound for WD with given tours.
The average computation times for different number of robots is shown in
Table 2. For MDTD-CG/SP a single core and for MDTD (opt) all 8 logical
cores of a machine with an Intel Core-i7 6700K and 32GB of RAM were used.
The instances for MDTD (opt) are the same as for Figure 12 and Figure 13. The
instances (tour graphs) for MDTD-CG/SP have been randomly generated (10
instances for each n), with edge probability of 0.25 between tours and randomly
sampled meeting point distances on a tour.
In Figure 14 the sum of the traveled distances over all robots is shown
4http://www.gurobi.com/
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Figure 12: Worst idleness WI for MDTD-CG/SP/opt and Single-hop-detour with varying
number of robots n, and neighboring cells are within communication range (Rcom = 1).
n 50 100 150 200 250 300
MDTD-SP 0 0 0 0 0 0
MDTD-CG 0 0 1 3 8 18
n 8 10 12 14 16 18
MDTD (opt) 8 28 111 565 1625 9704
Table 2: Average computation times (sec) for different number of robots n for
MDTD-CG/SP/opt.
for MDTD-CG/SP and the single-hop approach. The horizon for the delay
calculation is the WI achieved by MDTD-CG/SP. The reason is that for
MDTD-CG/SP every sensing location gets visited once within this horizon.
Since every robot is constantly moving in the single-hop approach the sum of
the traveled distances is higher than for MDTD-CG/SP where robots might
have to wait at meeting positions.
There are situations for which the single-hop approach performs arbitrar-
ily bad in terms of WI, e.g., the delay is unbounded if it is not possible for
each robot to travel to the base station due to obstacles. Figure 15 shows a
scenario (20x40 cells) with predefined tours where the worst idleness and delay
for MDTD-CG is 31 and 65, respectively, and for the single-hop approach 93
and 51, respectively (all tours have approximately the same length of 30 cells).
The large worst idleness of the single-hop approach compared to MDTD-CG is
obvious, since the robots, which traverse the right most tours, have long paths
to the base station, whereas WD is only slightly larger for MDTD-CG, since
the data follows a path that is close to the shortest one to the base station.
8. Conclusion
Multi-robot patrolling is an important application of multi-robot systems,
and in certain situations it is not only important that sensing locations get vis-
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Figure 13: Worst delay WD for MDTD-CG/SP/opt and of the optimal solution (opt) for
varying number of robots n, Rcom = 1.
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Figure 14: Sum of the traveled distances (number of steps in the grid) for MDTD-CG/SP and
Single-hop-detour with varying number of robots n. The time within the distances have been
calculated is WI achieved by MDTD-CG/SP.
Figure 15: A scenario of size 20x40 cells for comparison of MDTD-CG with a single-hop
approach. The bold lines show the border and obstacles of the environment (which prohibit
movement and communication), the rectangles with rounded edges show the tours for the
robots and the dashed lines show possible meeting points for MDTD-CG.
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ited repeatedly but also that the data reaches a base station on time for further
processing or for an assessment by mission operators. This is typically required
in disaster response scenarios where the mission operators need an up-to-date
view of the situation. We presented a multi-robot patrolling problem with co-
operative data transport to the base station where robots move on predefined
tours which eliminates the need for every robot to return to the base station
for data delivery. MDT represents the problem of minimizing the data delay
which turns out to be NP-hard although its simple definition which is decoupled
from path planning. Explicitly minimizing delay for patrolling with cooperative
multi-robot data transport has not been investigated so far to the best of our
knowledge. We presented heuristics and an algorithm for online execution and
evaluated the performance in simulation experiments. The comparison of MDT
with an uncooperative approach (every robot individually transports the data
to the base station) on predefined tours shows that the cooperative approach
can outperform the uncooperative approach in terms of WI and the traveled dis-
tances. The reason is, that the robots that handover the data to other robots
(in this way the data finally reaches the base station) can continue patrolling
their tours, while in the uncooperative approach, robots are forced to leave their
tour to move to the base station.
The problem relies on TSP tours (and subtours derived from the TSP tours)
through all sensing locations. In our work they are generated with traditional
algorithms that try to minimize the length of the tour (and minimize the max-
imum length of the subtours). An open issue is the generation of such tours
that support the joint minimization of idleness and delay. Other open questions
are whether there are approximation algorithms with guaranteed bounds and
whether some instance classes (e.g. planar graphs) can be solved optimally in
polynomial time.
Appendix
8.1. MILP formulation of MDTD
The mixed integer linear programming (MILP) model of MDTD is based
on a multi-commodity flow formulation for trees on a graph G = (V,A) with
n + 1 vertices V (including a vertex 0 for a virtual base station tour) and
arc set A [22]. The base station is the source of a commodity flow f ce for
each vertex (constraint (8)). A flow of commodity c represents the path of the
data from robot c towards the base station (though the flow originates at the
base station in this formulation). For each vertex the sum of incoming flows is
equal to the sum of outgoing flows for each commodity not dedicated to that
vertex (constraint (9)), and each vertex c consumes the commodity of type c
(constraint (10)). There can be only a flow on an edge if this edge is selected in
the tree (constraint (11)) and the sum of the edges must be n (constraint (12)).
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∑
(v,0)∈A
f cv0 −
∑
(0,v)∈A
f c0v = −1 ∀c ∈ V \ {0} (8)∑
(w,v)∈A
f cwv −
∑
(v,w)∈A
f cvw = 0 ∀v ∈ V \ {0, c},∀c ∈ V (9)∑
(w,c)∈A
f cwc −
∑
(c,w)∈A
f ccw = 1 ∀c ∈ V \ {0} (10)
f ce ≤ xe ∀e ∈ A,∀c ∈ V \ {0} (11)∑
e∈A
xe = n (12)
xe ∈ {0, 1} (13)
f ce ≥ 0 ∀e ∈ A,∀c ∈ V \ {0} (14)
The data which robot j gets at the meeting point between i and j and is for-
warded at meeting point between j and k has to travel the distance lj,ccwik or l
j,cw
ik
on tour j, depending on the direction robot j traverses its tour. Therefore, two
flow variables f cij and f
c
jk are involved in the cost calculation in constraint (17)
for data originating from c and traversing the tour j. The separation of the
flows in this formulation allows the definition of a min-max objective. For each
commodity c, zc models the delay of data originating at robot c and the ob-
jective is to minimize z. The decision variables uccwj and u
cw
j determine the
direction robot j traverses its tour.
zc =u
ccw
j
∑
(j,c)∈A
f cjc(lc − ldc (pmeetc (j), ccw))+ (15)
ucwj
∑
(j,c)∈A
f cjc(lc − ldc (pmeetc (j), cw))+ (16)∑
(i,j),(j,k)∈A
f cijf
c
jku
ccw
j l
j,ccw
ik + f
c
ijf
c
jku
cw
j l
j,cw
ik ∀c ∈ V \ {0} (17)
zc ≤ z ∀c ∈ V \ {0} (18)
uccwj + u
cw
j = 1 ∀j ∈ V \ {0} (19)
uccwj , u
cw
j ∈ {0, 1} ∀j ∈ V \ {0} (20)
The products, e.g. f cijf
c
jku
ccw
j , can be linearized (likewise f
c
ijf
c
jku
cw
j ) with an
additional variable f c,ccwijk and the constraints:
f c,ccwijk ≤ f cij (21)
f c,ccwijk ≤ f cjk (22)
f c,ccwijk ≤ uccwj (23)
f c,ccwijk ≥ f cij + f cjk + uccwj − 2 (24)
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8.2. List of symbols
Symbol Meaning
X set of points of environment
ps sensing locations
Y communication relation
R = {1, . . . , n} set of n robots/tours
pi ∈ Π patrolling strategy/schedule
(from the set of all strategies Π)
pi+ repeated schedule (repetition of schedule pi)
R≥0 set of real numbers larger or equal 0
Ipit (x) instantaneous idleness of x at time t (using pi)
Dpit (x, t
′, t′′) instantaneous delay of x at time t (using pi)
WIpit (x) instantaneous worst idleness at time t (using pi)
WDpit (x) instantaneous worst delay at time t (using pi)
WI,WD worst idleness, worst delay
G = (V,E) (tour) graph with vertex set V and edge set E
G = (V,A) (tour) graph with vertex set V and arc set A
T = (V,E) (tour) tree with vertex set V and edge set E
[v, w] ∈ E (undirected) edge between v and w
(v, w) ∈ A (directed) arc from v to w
G′ = (V ′, E′,W ) converted graph of tour graph G
vkl vertex of converted tour graph
v0 or 0 base station
lv minimum traversal time (without stops) of tour v
L maxv∈V {lv}
dv direction robot v traverses its tour (cw or ccw)
pr(t) position of robot r at time t
timev(p, q, d) minimum travel time on tour v from point p to point q
with direction d
pstartv start position of robot v on its tour v
pmeetv (w) meeting point of robot v on tour v with robot w
waitv(p) waiting time for robot v on meeting point p
∆wv waitw(pstartw )− waitv(pstartv )
P (v) set of all positions on tour v
distG(s, d) length of shortest path between vertices s and d
in (weighted) graph G
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