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Using fractal noise images, we measured the dependence of Dmin on the spatial passband (spatial frequency and orientation) over
which information was correlated either between the eyes for stereo or between sequential frames for motion. Without aﬀecting the
amplitude spectrum of the noise stimulus we used idealized ﬁlters to scramble the phase of components outside a pre-deﬁned passband.
Using a simple Gaussian model in which performance depends on the signal/noise within a restricted spatial region, we obtained esti-
mates of the bandwidth of the narrowest underlying spatial frequency and orientation spectral region subserving these two comparable
tasks. Spatial bandwidths varied with peak spatial frequency but were very broad approximating the spectrum of the stimulus itself.
Orientation properties of the underlying mechanisms were isotropic. These results suggest that the independent activity of individual
narrowband spatial channels is not perceptually accessible for these tasks.
 2005 Published by Elsevier Ltd.
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The early stages of visual processing are composed of
neurones with bandpass spatial ﬁltering properties.
Neurons in V1 respond over restricted ranges of spatial
frequency and orientation (DeValois, Albrecht, & Thorell,
1982; Maﬀei & Fiorentini, 1973). Spatial frequency band-
widths range from 0.5 to 2 octaves and orientation band-
widths from 10 to 60. Psychophysical studies of human
vision have provided concomitant information on the exis-
tence of spatially selective mechanisms that underlie the
contrast sensitivity function (Blakemore & Campbell,
1969; Wilson & Bergen, 1979). The typical spatial frequen-
cy bandwidth being 1–1.5 octave and orientation band-
widths ranging from 5 to 40 (Graham, 1989).
A fundamental question in visual neuroscience is
whether these spatially narrowband mechanisms that exist
at early stages in the visual pathway can be individually0042-6989/$ - see front matter  2005 Published by Elsevier Ltd.
doi:10.1016/j.visres.2005.10.029
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E-mail address: robert.hess@mcgill.ca (R.F. Hess).accessed at the later perceptual level or whether their indi-
vidual contribution is lost due to the combination of chan-
nel outputs prior to perception. These two extreme
possibilities are depicted diagrammatically in Fig. 1.
The jury is still out on this issue of individual access ver-
sus group access. For example, studies employing spatially
narrowband stimuli have provided evidence for the individ-
ual accessibility of spatial narrowband mechanisms in
vision. Such evidence comes from studies involving simple
detection of spatial components within compound grating
stimuli (Graham & Nachmias, 1971), direction discrimina-
tion for motion (Anderson & Burr, 1985; Ledgeway, 1996),
signed disparity thresholds for stereo (Heckmann & Schor,
1989) and after-eﬀect magnitude for motion (Cameron,
Baker, & Boulton, 1992). Additional evidence comes from
studies in which spatially broadband stimuli have been
used. Using a fractal noise stimulus, Brady, Bex, and Fred-
ericksen (1997) Hess, Liu, and Wang (2002) provided sup-
port for the individual channel access model for motion
(Dmax) and stereo (Dmin), respectively. On the other hand,
there is equally impressive support for the notion that only
Fig. 1. Cartoon of two extreme versions of how information from low
level narrowband spatial channels may be used by higher level perceptual
processes.
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mechanisms is available to perception. For example, in
the case of motion capture, (Dmin) has been shown to occur
between stimuli a factor of three diﬀerent in spatial fre-
quency (Ramachandran & Cavanagh, 1987) and in a
motion direction task (Dmax) components over a 120 ori-
entation range can be removed or scrampled in their phases
without any decrement in performance (Scott-Samuel &
Hess, 2002), supporting an earlier suggestion that motion
is processed by mechanisms with a broad orientation tun-
ing (Georgeson & Scott-Samuel, 2000). For stereo, dispar-
ity processing can be inﬂuenced across a spatial range that
is much larger than the spatial tuning properties of individ-
ual mechanisms (Wilson, Blake, & Halpern, 1991). Finally,
it has been shown, using a range of diﬀerent approaches,
that individual spatial channels can not be accessed in spa-
tial discriminations (Olzak & Wickens, 1997); in the case of
spatial frequency discrimination, information is collapsed
across orientation whereas for orientation discrimination
information is collapsed across spatial frequency.
One issue that contributes to the above debate is that
very diﬀerent visual functions are compared and one would
not necessarily expect the same access rules to apply for all.
For example, take simple detection versus discrimination.
That channel independence can be shown for detection
but channel summation shown for suprathreshold discrim-
ination does not seem at all contradictory. Of more impor-
tance is whether motion and stereo detection thresholds are
driven by the output of separate narrowband channels or
their combination. In this case, a motion or stereo detec-
tion threshold is measured for suprathreshold broadband
stimuli. This represents an ideal test of the channel accessi-bility issue because there is good evidence from a number
of studies utilizing diﬀerent approaches that relatively nar-
rowband spatial channels are present at the site where
motion and stereo information is processed (DeValois &
DeValois, 1988) yet it is at present unresolved whether sim-
ple motion and stereo thresholds are determined by indi-
vidual or combined channel outputs. The question is,
does the visual system choose to use the outputs of individ-
ual spatial channels when this information is optimum for
solving the task or is the visual system obliged to combined
the outputs of many channels before arriving at a perceptu-
al solution?
In the present study, we assess whether, for comparable
motion and stereo tasks, perception can access the contri-
bution of individual spatial frequency channels when that
information is suﬃcient for solving the task. To accomplish
this, we use a novel spatial masking task in which we dis-
rupt the spatial correlations (not the amplitudes) in pre-
scribed parts of the spectrum for a fractal stimulus in a
way that should reveal the contribution of the narrowest
(i.e., in terms of spatial frequency or orientation) spatial
mechanism underlying the perceptual judgment. In essence,
our task involves providing a high ﬁdelity input (i.e., a cor-
related signal) in one part of the spatial frequency spectrum
(i.e., to one of the channel input lines of Fig. 1) but noise
(i.e., uncorrelated information) in adjacent spatial frequen-
cy bands (i.e., to adjacent input lines) and ask the question,
‘‘how dependent is performance on the spectral extent of
the high ﬁdelity input (i.e., the number of input lines).’’ If
individual channels can be accessed (i.e., Fig. 1B) then a
high ﬁdelity input limited to a quite narrow spectral region
(e.g., the width of one channel or 1 octave) should suﬃce.
On the other hand, if channels are rigidly combined prior
to the site of motion and stereo (i.e., Fig. 1A) then a wide
spectral region (i.e., limited only by the extent of the com-
bination process and the spectral support oﬀered by the
stimulus) will be required for the high ﬁdelity input. The
results suggest that, for both motion and stereo, visual per-
ception can only access information that has already been
combined across spatial frequency and orientation.2. Methods
2.1. Stimuli
Stimuli were stereo/motion images composed of spatially ﬁltered or
unﬁltered fractal noise. Examples of unﬁltered and ﬁltered stereograms
are shown in Fig. 2. The subject viewed these images with a stereoscope
so that the left image was only seen by the left eye and the right image
by the right eye or under direct binocular view in the case of the motion
task, the two images being displayed sequentially in the same part of the
screen. The viewing distance was 57 cm in both cases. Stimuli were gener-
ated digitally in MATLAB (MathWorks, Inc) and displayed on a gamma-
corrected, Macintosh gray-scale monitor (mean luminance 50 cd/m2)
using the Psychophysics Toolbox (Brainard, 1997), which provides high
level access to the C-language VideoToolbox (Pelli, 1997).
Two-dimensional fractal noise was generated by weighting the ampli-
tude spectrum of the uniformly distributed noise by one over spatial fre-
quency (1/f). Horizontal disparity/displacement was introduced by
AB
C
Fig. 2. Examples of fractal noise stereograms with phase scrambling
outside a spatial frequency pass band. Spatial phases are unaltered within
the pass band. No changes are made to amplitude spectra of the stereo
grams. (A) 1-Octave passband from 1.4 to 2.8 cpd; (B) 2-octave passband
from 1 to 4 cpd; and (C) 3-octave passband from 0.7 to 5.7 cpd. All
passbands are centered on 2 cpd. The disparity is 200 arcsec in all three
stereogram pairs.
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each stereogram/motion sequence. Thus, the disparity/motion displace-
ment is conﬁned to the noise within a zero disparity aperture. The radius
of the circular patch varied from 1 to 4 depending of the centre spatial
frequency investigated (we used progressively larger signal discs for inves-
tigating the bandwidth of lower spatial frequencies). Since the disparity/
motion displacement was introduced after the generation of fractal noise,
the edge of the patch was sometimes visible in stereo/motion images. Ideal
band-pass spatial ﬁlters (i.e., a top hat proﬁle) were used to deﬁne regions
of the spatial spectrum where both amplitude and phase of components
were unaltered. The spatial components in the regions of the spectrum
on either side of this pre-deﬁned band had their component phases scram-
bled but amplitudes unaltered. This stochastic spatial ﬁltering was carried
out after the disparity/motion displacement and the stimulus windowing
were introduced, so that the ﬁltering process involved both the edge of
the circular patch and the fractal noise contained within it. This ensured
that unwanted frequency components were not introduced as a conse-
quence of the disparity/motion displacement or window generation.
The method of sub-pixel displacement was used to achieve horizontal
disparities/motion displacements of less than 10 arcsec at the viewing dis-
tance of 57 cm. The sub-pixel shift was realized by a linear interpolation
between a pattern and its one-pixel shifted version. The following formula
was used to compute sub-pixel shift images.
ImageSub ¼ p  PatternOnePixel þ ð1 pÞ  Pattern; ð1Þ
where p is the amount of sub-pixel shift (0 < p < 1). The image analysis in
MATLAB indicated that, for a screen resolution of 2.7 pixels/mm and a
viewing distance of 57 cm, the diﬀerence between left and right (or ﬁrst
and second image) images was present for horizontal disparity/motion dis-
placement as small as 1 arcsec. This method can reduce the contrast ofhigh spatial frequency components and may not be suitable for all types
of broadband images. For example, our fractal images in the high spatial
frequency band (5–10 c/d) suﬀered a 9.37% loss in energy for the disparity/
motion displacement values used.
2.2. Procedure
A one interval, two-alternative, forced-choice (2AFC), constant stimuli
paradigm was employed to estimate Dmin for motion (left vs right) and ste-
reo (front vs back). In a trial, a pair of stereo images was presented on the
screen for 0.5 s or as part of a two-frame motion sequence of total dura-
tion of 1 s. For the stereo task, the circular patch at the centre of the cyclo-
pean image was perceived either in front of the reference plane or behind
it. The subjects task was to identify the direction of the oﬀset. For the
motion task, the noise within the circular patch in the centre of the screen
was displaced either to the right or to the left. Each run consisted of ten
trials for each of 10 disparities (5 crossed and 5 uncrossed). Audio signals
were used to prompt the subject just before and after each trial. No
feedback about the correctness of responses was provided. Psychometric
functions of correct responses versus disparity/motion displacement were
generated, and a Weibull function (Weibull, 1951) was used as a closed-
form analytic approximation to a cumulative normal to ﬁt to the com-
bined data and the threshold corresponding to 82% correct was obtained.
The central noise test patch was embedded within a surround ﬁeld con-
taining identical fractal noise that served as a reference (for the stereo task
it was of a zero disparity, for the motion task it was stationary).
2.3. Subjects
Two subjects (two of the authors) experienced at psychophysical exper-
iments were tested. Both had normal acuity and no sign of ocular
pathology.
In the ﬁrst part of this study, we investigated the eﬀect of stochastic
spatial frequency ﬁltering on Dmin for stereo and motion. In the second
part of the study, we investigated the eﬀect of stochastic orientation
ﬁltering on Dmin for motion and stereo.
2.4. Modeling—spatial frequency
A Gaussian spatial frequency channel model was constructed to pre-
dict the subjects performance. In this model, a band-pass ﬁlter centered
at the peak spatial frequency, Fc, of the Gaussian channel deﬁnes the
spatial frequency range for correlated noises (signal) for binocular stim-
ulation. Outside this pass band, information is uncorrelated. The signal
to noise ratio of the channel is given by the ratio of the area under the
band-pass ﬁlter to the rest area covered by the Gaussian channel
(Fig. 3A).
Mathematically, a normalized, one-dimensional Gaussian function is
Gðf Þ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
r
e
ðfF c Þ2
2r2 ; ð2Þ
where r deﬁnes the channel width. Let Hw be the half bandwidth of the
band-pass ﬁlter, the signal can be expressed as
As ¼
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And the signal to noise ratio is
R ¼ As
1 As . ð4Þ
The following weighting function is used to transform R into stereo/
motion sensitivity S (1/threshold) (Fig. 3B).
S ¼ slope  ðR R0Þ if RP R0;
0 if R < R0.

ð5Þ
AB
Fig. 4. An example of the modeling of the threshold data obtained from
spatial frequency (A) and orientation (B) ﬁltering to derived bandwidth
estimates (Figs. 5–8).
Fig. 3. Illustration of the three-parameter, single Gaussian spatial
frequency channel. See text for details.
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that give the best v-square ﬁt of the model-generated sensitivity to the psy-
chophysical measures.
The modeling computation was implemented in MATLAB. A search
grid for three parameters was formed for ﬁtting. Integration of normalized
Gaussian was accomplished by using error functionZ x
x
Gðf Þdf ¼ Erfðr
ﬃﬃﬃﬃﬃ
2x
p
Þ. ð6Þ
Measured stereo/motion sensitivity (one over stereo/motion threshold)
was normalized by the maximum value of the sensitivity obtained from
each subject before ﬁtting. In addition to output a set of best-ﬁt
parameters, r, R0 and slope, the model ﬁtting also generated sets of
parameters that resulted in ﬁtting errors within 20% of minimum v2
error. Then, the mean and standard deviation were calculated for each
parameter to obtain an estimate on how good the ﬁt was for each
parameter.
2.5. Modeling—orientation
An identical approach was adopted for ﬁnding the optimal channel
width for orientation, which gives the best ﬁt of the model-generated
sensitivity to the psychophysical measures. In this case, because of
the wraparound problem, a wrapped Gaussian ﬁlter was used in the
modeling of the form (Dakin, Mareschal, & Bex, 2005; Mardia &
Jupp, 2000)
f ðhÞ ¼ 1
2p
1þ 2
X1
p¼1
qp
2
cos pðh lÞ
 !
; ð7Þ
where
q ¼ er22 . ð8Þ
In the ﬁrst part of this study, we investigated the eﬀect of stochastic
spatial frequency ﬁltering on Dmin for stereo and motion. In the
second part of the study, we undertook a similar investigation of
the eﬀect of stochastic orientation ﬁltering. To determine the size of
the smallest spatial frequency band that can be independently accessed,we measure Dmin for stereo and motion as we varied the width of the
spatial frequency band outside of which phase scrambling occurred.
Typically we did this for 4–6 spatial bandwidths (0.5–4 octaves) and
from these results, using the simple signal/noise model described
above, derived the sigma of the Gaussian that best ﬁtted the experi-
mental results.
Fig. 4 gives an example of the model ﬁts to the measured thresholds for
spatial frequency (A) and orientation (B) ﬁltering.
2.6. Comb vs high and lowpass ﬁltering
In a control experiment, we varied the width of a high, lowpass
and comb ﬁlter additional to our usual bandpass ﬁlter to gauge the
eﬀect of ﬁlter shape (see Fig. 10). The comb ﬁlter was in eﬀect a peri-
odic bandpass ﬁlter and its period was varied. For the highpass ﬁlter,
the cutoﬀ frequency varied from 0.75 to 5 c/deg. For the lowpass
ﬁlter, the cutoﬀ frequency varied from 10 to 2.5 c/deg. For the comb
ﬁlter, the number of ﬁltering cycles per stimulus spectrum varied from
1 to 5.5. For the lowest periodicity the passband region was centered
on 2.8 c/deg.
2.7. Stimulus bandwidth
We used discs (radius 1–4) containing fractal noise, the size if which
increased for adequate investigation of bandwidth in the low spatial fre-
quency range. The bandwidth of our stimulus was calculated as the octave
range between the lowest and highest frequency adequately represented by
a disc of a particular size given the resolution of the monitor. This was
converted into a one-sided Sigma measure and plotted as a solid curve
in Figs. 5–8 for comparison with the data of the derived bandwidth of
underlying visual mechanisms.
Fig. 6. Derived Gaussian bandwidths for mechanisms underlying motion
Dmin as a function of the peak spatial frequency (symbols). This is
compared with previous bandwidth estimates of low level channels
(dashed/dot lines) and the overall spectrum of the fractal noise stimulus
(solid line). Results are shown for 2 subjects (A and B).
Fig. 5. Derived Gaussian bandwidths for mechanisms underlying stereo
Dmin as a function of the peak spatial frequency (symbols). This is
compared with previous bandwidth estimates of low level channels
(dashed/dot lines) and the overall spectrum of the fractal noise stimulus
(solid line). Results are shown for 2 subjects (A and B).
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3.1. Spatial frequency ﬁltering
The bandwidths of underlying mechanisms were derived
from the threshold data using our signal/noise model
(Fig. 4A) and this determination was carried out for a
range of centre spatial frequencies for two subjects and
for both the stereo (Fig. 5) and motion (Fig. 6) tasks. These
results are shown in Figs. 5 and 6, where the sigma of the
best ﬁtting Gaussian in octaves is plotted against the centre
spatial frequency in cycles per degree. Three points are
noteworthy; (1) the estimated sigmas of independent
Gaussian spatial frequency bands are large, (2) these sig-
mas decrease with centre spatial frequency and (3) the
results are similar for stereo and motion. To orientate,
these ﬁgures also contain the upper and lower bounds of
equivalent sigmas of previous estimates of channel size
(Graham, 1989). The present results are clearly outside this
range. Furthermore, the solid line in each ﬁgure shows the
stimulus bandwidth (see Section 2.7), that is the bandwidthof our fractal noise disc (whose size was increased to ade-
quately measure bandwidths at low centre spatial frequen-
cies). The close correspondence between the experimentally
derived channel size and the stimulus bandwidth suggests
that most of the available spatial information in our fractal
disc stimulus is utilized to solve these tasks.
To determine the size of the smallest orientation band
that can be independently accessed, we measure Dmin for
stereo and motion as we varied the width of the orientation
band outside of which phase scrambling occurred. Typical-
ly we did this for 4–6 orientation bandwidths and from
these results, using the same signal/noise model (Fig. 4B)
described previously in the methods, derived the sigma of
the Gaussian that best ﬁtted the experimental results. The
spatial frequency content was linearly ﬁltered (i.e., ampli-
tude ﬁltered) with a bandwidth of 2 octaves centered at dif-
ferent spatial frequencies.
Figs. 7 and 8 show results for stochastic orientation ﬁl-
tering as a function of the spatial frequency (centre of the 2
octave band) for stereo and motion respectively. The esti-
mated sigmas are all around 100 which is not only much
larger than any previous estimates (see ﬁgure inset) but also
Fig. 8. Derived Gaussian orientation bandwidths for mechanisms under-
lying motion Dmin as a function of the peak spatial frequency (symbols).
This is compared with previous bandwidth estimates of low level channels
(dashed/dot lines) and the overall spectrum of the fractal noise stimulus
ig. 7. Derived Gaussian orientation bandwidths for mechanisms under-
ing stereo Dmin as a function of the peak spatial frequency (symbols).
his is compared with previous bandwidth estimates of low level channels
ashed/dot lines) and the overall spectrum of the fractal noise stimulus
olid horizontal line). Results are also shown for a spatially broadband
actal stimulus (horizontal dashed line). Results are shown for 2 subjects
and B).
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(A and B).approximates the isotropic stimulus orientation spectrum.
Results are also shown for the case where the spatial fre-
quency spectrum of the stimulus was unﬁltered (dotted
horizontal lines in Figs. 7 and 8), in this case similar results
were obtained. In Fig. 9, we compare the estimated spatial
and orientation tuning (sigma values) for both motion and
stereo for both spatial frequency and orientation. Similar,
though slightly wider spatial tuning was found for stereo,
in partial agreement with an earlier study (Prince, Eagle,
& Rogers, 1998).
4. Discussion
We used a stimulus with a fractal spatial frequency spec-
trum to most adequately activate all the known spatial fre-
quency channels whose tuning properties are similar in
octaves (Field, 1987). The use of spatially narrowband
stimuli have previously shown that the bandwidth of these
channels is around 1 octave in spatial frequency and 30 in
orientation. The question we address here is to what extentthese low-level mechanisms can be accessed individually to
accomplish higher-level discrimination tasks, in this case
Dmin for stereo and motion. The experimental rationale
was to provide a high ﬁdelity signal over only a conﬁned
part of the spectrum (spatial frequency or orientation)
and to determine how wide this spectral band needs to be
to support normal performance. The spectrum adjacent
to this high ﬁdelity signal band was rendered unusable by
scrambling the phases of these components. We used a sim-
ple signal/noise model to derive the size of the best ﬁtting
Gaussian spectral band that supports normal performance.
The results suggest that the passband of the correlated
signal needs to be surprisingly broad, in fact approximating
the spectrum of the stimulus, for normal levels of perfor-
mance on both the motion and stereo tasks. Before con-
Fig. 9. Comparison of derived bandwidth estimates for motion and
stereo. Spatial frequency bandwidths are shown in (A) and orientation
bandwidths in (B).
Fig. 10. Comparison of stereo performance for diﬀerent types of ﬁlters
(i.e., lowpass, bandpass, highpass and comb) containing correlated
information. Normalized sensitivity is plotted against the bandwidth o
correlated information contained within each type of ﬁlter.
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sider two alternate explanations. Imagine that for this task
(Dmin) the relevant information is carried by a single nar-
rowband channel tuned to the highest spatial frequency
supported by the stimulus (Brady et al., 1997; Hess, Bex,
Fredericksen, & Brady, 1998). In this case, it would only
be when the high cut oﬀ of the correlated passband
encroached upon this critical spectral region that normal
levels of performance would be restored. This would occur
only when the passband was suﬃciently broad. Further-
more, the higher the centre frequency of the passband,
the narrower the passband would need to be for this to
occur. This explanation captures the two main features of
the spatial frequency masking data (though not applicable
to the orientation masking data), namely broad masking
that is reduced at high peak spatial frequencies. A critical
test of this idea would be to compare performance levels
for lowpass vs highpass correlated signals rather than thebandpass ones used here. If what is important here is an
absolute range of high spatial frequencies rather than sim-
ply bandwidth then performance should be better for the
highpass case compared with the same bandwidth of low-
pass correlated signals. In particular, narrow bandwidths
comparable to that of low level mechanisms would be
expected in the highpass case. If on the other hand it is
the bandwidth per se that is important then it should not
matter whether that bandwidth is composed of high or
low spatial frequencies. In this case, similar broad band-
widths would be found for both highpass, lowpass and
bandpass ﬁltering.
Another possible explanation is that although the infor-
mation from individual narrowband channels may reach
perception (Fig. 1B), the phase scrambling outside the cor-
related passband produces suﬃcient noise in adjacent nar-
rowband channels to reduce performance for the task at a
much higher level in the pathway. Thus according to this
interpretation, the result is not so much to do with band-
width of correlated signal as it is to do with the overall sig-
nal/noise ratio of stimulus. This possibility is worth
entertaining because the bandwidths that supported nor-
mal performance approximated that of the stimulus as a
whole. If this explanation is correct then it is the stimulus
signal/noise ratio not the bandwidth of correlated informa-
tion that matters. The results shown in Fig. 10 address each
of these two alternate explanations (see Section 2 for exper-
imental details). In this ﬁgure, normalized sensitivity is
plotted against the bandwidth of the spectral region that
contains correlated information for the stereo task. Four
diﬀerent types of ﬁltering functions are compared; lowpass,
bandpass, highpass and comb. Since there is a similar
dependance for lowpass, highpass and bandpass functions
one concludes that the ﬁrst alternate explanation in terms
of the importance of a narrowband of high spatial frequen-f
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tested by comparing the performance of a range of periodic
ﬁltering functions having periods of 1, 2, 3 and 4 octaves.
For such a periodic ﬁlter (referred to as a comb ﬁlter),
the overall signal/noise ratio of the stimulus as a whole is
constant as its frequency in varied. What does vary is the
bandwidth in local spectral regions. Performance is seen
to clearly depend on the frequency (here plotted in terms
of the half period bandwidth) of the periodic ﬁlter and this
rules out any explanation based on overall stimulus signal/
noise ratio. What is interesting is that performance at a giv-
en bandwidth is better for periodic as opposed to aperiodic
(i.e., our original bandpass ﬁlter) ﬁlters, suggesting recruit-
ment across separated albeit broad spectral regions.
We interpret the main results presented here for the two
complimentary tasks to indicate that information from
individual low-level channels, even though it might be of
high ﬁdelity, cannot be individually accessed by perception.
The spatial frequency ﬁltering experiment showed that the
narrowest available spectral band used by the visual system
corresponded to the full spectrum supported by our broad-
band stimulus, suggesting either extensive rigid combina-
tion of information from more narrowly tuned spatial
channels or a level of uncertainty, possibly due to channel
noise that makes their individual outputs unaccessable.
Likewise for orientation, the results show that all the orien-
tation information contained in the isotropic stimulus was
needed to support optimal performance. This later results
did not depend on the spatial properties of the stimulus
so long as they were suﬃciently broadband.
Our thinking on this important issue, namely the extent
to which information from narrowband spatial mechanism
present at lower levels in the pathway is combined prior to
perceptual judgments, is in a state of ﬂux. The notion that
individual channels contribute to perception might be true
for simple detection but not for tasks involving stimuli that
are suprathreshold. The evidence to the contrary is limited
to stimuli that are either spatially narrowband (Anderson
& Burr, 1985; Cameron et al., 1992; Graham & Nachmias,
1971; Heckmann & Schor, 1989) or broadband with a high
intrinsic signal/noise ratio (Brady et al., 1997;Hess et al.,
2002) because they were subject to linear spatial ﬁltering
(i.e., amplitude ﬁltering). Such stimuli do not allow an ade-
quate test of the two models depicted in Fig. 1 because the
other channel inputs to the hypothesized summation pool
are not activated. For example, using linear ﬁltering we
were able to show that signal bandwidths of 0.5 octaves
produced asymptotic levels of performance on both our
stereo and motion tasks. However this tells us nothing
about the bandwidth of underlying detectors. In the pres-
ent experiments, we use stochastic ﬁltering (i.e., phase
scrambling outside a speciﬁed passband) and thereby pro-
vide noise as well as signal to the hypothesized summation
pool. In so doing the full extent of the channel summation
is revealed. The ﬁnding that channels tuned to diﬀerent
spatial frequencies are combined for motion and stereo is
just a logical extension of the previous results of Rama-chandran and Cavanagh (1987) and Wilson et al. (1991)
who showed motion and stereo capture of high by low spa-
tial frequencies. The ﬁnding that channels tuned to diﬀer-
ent orientation are combined for Dmin motion is
consistent with the previous results of both Georgeson
and Scott-Samuel, 2000 for Dmin motion and Scott-Samuel
and Hess, 2002 for Dmax motion.
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