Abstract-This paper addresses the model reduction problem of discrete-time interval type-2 (IT2) Takagi-Sugeno (T-S) fuzzy systems, which represent the discrete-time nonlinear systems subject to uncertainty. With the use of IT2 fuzzy sets, the uncertainty of the discrete-time nonlinear system can be captured by the lower and upper membership functions. For a given high-order discrete-time IT2 T-S fuzzy system, the purpose is to find a lower dimensional system to approximate the original system. To achieve the approximation performance, an H ∞ norm is used to suppress the error between the original system and its simplified system. By introducing a membership-functions-dependent technique and applying a convex linearization method, a membership-functions-dependent condition, which takes the information of membership functions into account, is obtained to reduce the dimensions of system matrices and the number of fuzzy rules of the system. All the obtained theorems are represented as in the form of linear matrix inequalities. Finally, simulation results are demonstrated to show the effectiveness of the derived results.
fuzzy model draws the attention with its capability of capturing uncertainty using type-2 or IT2 fuzzy sets [11] [12] [13] . Type-2 fuzzy sets were first proposed by Zadeh in 1975 [14] . After that, various studies on type-2 fuzzy-model-based (FMB) control have been carried out (e.g., [15] , [16] ). In 2000, Liang and Mendel proposed IT2 fuzzy logic systems [17] , which use lower and upper membership functions to represent the uncertainty in realistic system. Since then, the study of type-2 fuzzy logic systems has been a promising research topic. For example, in the context of IT2FMB control, Lam et al. introduced an IT2 fuzzy model for nonlinear system subject to uncertainty and studied the stability analysis and control synthesis of IT2FMB control systems in [18] [19] [20] , Castillo et al. studied the type-2 fuzzy logic controller in [21] [22] [23] , Sanchez et al. studied IT2 fuzzy sets based information granule formation in [24] , and Li et al. studied the sliding mode control and filter design for IT2 fuzzy systems in [25] and [26] . In addition to the research on control theory, type-2 fuzzy control systems have also been widely studied in industrial applications in recent years (e.g., [27] [28] [29] [30] [31] ). It is worth mentioning that Bustince et al. presented a wide view on the relationship between interval-valued fuzzy sets and IT2 fuzzy sets in [32] , in which they pointed out that interval-valued fuzzy sets are a special case of the IT2 fuzzy sets, while Mendel et al. mentioned that methods or systems in the early published work about IT2 fuzzy sets are only valid when the IT2 fuzzy sets are equivalent to interval-valued fuzzy sets in [33] .
Besides the nonlinearity and uncertainty of the system, another issue in control engineering is that the mathematical models established are mostly complex high-order models, which are very difficult to analyze and synthesize. Model reduction is introduced to deal with such problem, which aims to find a simplified reduced-order model to approximate the original complex high-order model. Model reduction has been widely used in many engineering fields, such as power systems [34] , filters design [35] , [36] , and circuit simulations [37] , [38] . Besides, in the past few decades, many methods have been introduced for solving the problem of model reduction, such as Hankel normbased methods [39] , [40] , H ∞ norm-based methods [41] , [42] , H 2 norm-based methods [43] , and H ∞ -2 / ∞ based methods [44] . In addition, some other methods, such as the balanced truncation approach [45] , [46] and the frequency response matching [47] have also been proposed. For model reduction of type-1 FMB systems, there have been some research results reported in recent years. For example, Wu et al. studied the Hankel norm model reduction and H ∞ model reduction for time-delay T-S fuzzy system [48] , [49] , and Su et al. obtained the approach of model reduction for T-S fuzzy stochastic systems [50] and T-S fuzzy switched systems [51] . However, in numerous studies of model reduction for T-S fuzzy systems, the reduced-order systems are considered as linear systems (for example [50] ) or fuzzy systems with the same membership functions as original systems (for example [51] ), which demonstrate limitation in choosing reduced-order systems. Besides, Type-1 T-S fuzzy models show difficulty in representing system uncertainty.
In consideration of the superiority of type-2 fuzzy systems in expressing uncertainties, showing a higher degree of stability, and better performance in optimization problems [21] , [52] , type-2 fuzzy system can be widely used in various industrial systems (e.g., [27] , [28] ). To the best of the authors' knowledge, for model reduction of IT2 T-S fuzzy systems, there are only some preliminary studies such as [53] . Besides, the existing work seldom consider that the simplification of the number of fuzzy rules, which limits the design flexibility of the reduced model. Therefore, the research of model reduction of IT2 T-S fuzzy systems is of significance in theoretical research and practical applications, which motivates this paper.
In this paper, the problem of model reduction for discrete-time IT2 fuzzy systems is investigated. The objective is to find a simplified discrete-time IT2 fuzzy system such that the error system is asymptotically stable with an H ∞ error performance. Based on convex linearization procedure, the condition of H ∞ model reduction is represented as a form of linear matrix inequalities (LMIs). In order to further relax the result, a membershipfunctions-dependent technique is applied. The method proposed in this paper can reduce the order of system matrices and number of membership functions of original systems that have more flexibility in choosing reduced-order systems than [48] [49] [50] [51] . Besides, unlike [53] , the method proposed in this paper designs the membership functions of the reduced-order model independent of the state variables of the original system, which is more reasonable in practical applications.
The rest of this paper is organized as follows. Section II shows the mathematical description of the discrete-time IT2 T-S fuzzy systems and some definitions. Section III shows the main results of this paper. Section IV demonstrates two numerical examples to show the effectiveness of the analysis results. Section V concludes this paper.
Notations: Some of the superscripts or symbols used in this paper are defined as follows. "T " stands for matrix transposition. "P > 0" or "P ≥ 0" stand for matrix "P " being a symmetric positive matrix or positive semidefinite matrix. "*" stand for a symmetric term in a symmetric matrix. "diag(. . .)" stands for a diagonal matrix whose diagonal elements are in the bracket. " · " stands for Euclidean norm. " 2 [0, ∞)" stands for signals that are square integrable over [0, ∞) with the norm · 2 . min(. . .) and max(. . .) stand for minimum and maximum.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, some preliminaries are presented, which help define the problem to be investigated.
A. Original System Model
In this paper, we consider the following discrete-time IT2 T-S fuzzy model (1) that represents a nonlinear system subject to uncertainty with r rules.
where f α (x(k)) is the premise variable andM i α is an IT2 fuzzy set, α = 1, 2, . . . , p; i = 1, 2, . . . , r; p is a positive integer; x(k) ∈ R n is the system state vector; y(k) ∈ R l is the output vector; u(k) ∈ R q is the system input vector; A i , B i , C i , and D i are the known system matrix, input matrix, output matrix, and feedforward matrix with appropriate dimensions, respectively; k = 1, 2, . . . is the discrete time instant. The firing strength of the ith fuzzy rule, which is represented by interval sets is shown as follows:
where 
Then, we can describe discrete-time IT2 T-S fuzzy systems with a more compact form
wherẽ
The nonlinear functions a i (x(k)) and a i (x(k)) satisfy:
Remark 1: In order to avoid the conceptual confusion, in view of [32] and [33] , we consider a special case when intervalvalued fuzzy sets are equivalent to IT2 fuzzy sets. The systems studied in this paper can also be called interval-valued fuzzy systems.
B. Reduced-Order Model
Our aim is to approximate the original system (3) by a loworder discrete-time IT2 T-S fuzzy system, which is described by the rules of following format.
Rule
where g β (x(k)) is the premise variable andÑ j β is an IT2 fuzzy set, j = 1, 2, . . . , c; β = 1, 2, . . . , l; l is a positive integer;x(k) ∈ R m is the state vector of the simplified system in which m < n;ŷ ∈ R l is the output of the simplified system, A j ,B j ,Ĉ j , andD j are system matrix, input matrix, output matrix, and feedforward matrix, respectively, which have appropriate dimensions and to be determined. The firing strength of jth fuzzy rule that is represented by interval sets is shown as follows: 
we can describe the simplified discrete-time IT2 T-S fuzzy systems with a more compact form
Here, b j (x(k)) and b j (x(k)), which are functions to be determined by users, satisfy:
This IT2 T-S fuzzy system (4) has lower order of system matrices and less number of membership functions compared with the original system (3).
C. Error System
Then, construct the error system by combining the original system (3) and reduced-order system (6)
where
From (7), we can obtain the following error system:
D. Definitions and Assumption
To facilitate the analysis, the following definitions are given as follows.
Definition 1: The error system (8) is said to be asymptotically stable under u(k) = 0 if the following is achieved:
For an asymptotically stable error system (8), we have e ≡ e(k)
Definition 2: Given a scalar γ > 0, the error system (8) is said to be asymptotically stable with an H ∞ error performance γ if it is asymptotically stable and e 2 < γ 2 u 2 for all nonzero u ∈ 2 [0, ∞), where
Throughout this paper, we make the following assumption. Assumption 1: System (3) is asymptotically stable. The original system (3) to be asymptotically stable is a prerequisite for error system (7) to be asymptotically stable, which plays a key role in the following analysis.
III. MAIN RESULTS
This section will show the main results of this paper.
A. H ∞ Performance
Before analyzing the method of model reduction, we first introduce the following theorem.
Theorem 1: Consider the error system in (8) . It is asymptotically stable with an H ∞ error performance index γ if there exist matrices P , R ij , and R ij with appropriate dimensions satisfying the following inequalities for i = 1, 2, . . . , r; j = 1, 2, . . . , c :
and h ij (x(k)) are the lower bound and upper bound functions of h ij (x(k)) to be determined
Proof: Choose a Lyapunov function as
where P is a symmetric and positive definite matrix to be determined. Then, calculate the difference of V (k)
Next, it is obtained that
]. It follows from (9) that it indicates
For all nonzero u = {u(k)} ∈ 2 [0, ∞), e = {e(k)} ∈ 2 [0, ∞). Then, summing both sides of (15) from 0 to ∞, we can get e 2 < γ 2 u 2 . Also, when u(k) ≡ 0, it can be seen from (14) that ΔV (k) < 0, which means that system (8) with u = 0 is asymptotically stable.
Remark 2: For getting a reduced-order system such that the error system has an H ∞ performance γ, users can choose the value of γ they want, or take γ as a decision variable and find the feasible minimum value by formulating generalized eigenvalue problem (GEVP).
Remark 3: Due to the existence of h ij (x(k)) and h ij (x(k)), (9) is not a strict LMI. For solving this, one can choose h ij (x(k)) and h ij (x(k)) as constant functions or staircase functions to make (9) in an LMI form.
Remark 4: For a model reduction problem, due to theÂ j , B j ,Ĉ j , andD j , the conditions in Theorem 1 are not convex. For solving this, convex conditions will be derived based on the conditions in Theorem 1 in the following section.
B. H ∞ Model Reduction
Based on the above result about the H ∞ performance of error system, next we introduce the method of model reduction for discrete-time IT2 T-S fuzzy model. Theorem 2: Considering the discrete-time IT2 T-S fuzzy system (3), there is a low-dimensional system (6), such that the error system (8) 
h ij (x(k)) and h ij (x(k)) are defined in (11) . The matrix parameters of reduced-order model (6) can be obtained by
Proof: First, from (17) we can get Q > 0. Then define G JQ −1 J T , where J is a nonsingular matrix and J ∈ R m ×m . Applying Schur complement, from (17) we know
Define P [
where R ij and R ij are matrices with appropriate dimensions. Performing congruence transformation to (16) and (17) by diag (K, K, I, I) and K, respectively, we obtain
Then replace P , R ij , and R ij with P , R ij , and R ij , we can obtain the inequality as follows:
R ij and R ij are matrices with appropriate dimensions. According to Schur complement, (9) is obtained by (37) , which means that the error system (8) is asymptotically stable with an H ∞ norm error performance γ. According to (28) , we obtain
For the simplicity of calculation, we set J −1 G = I. Then we can get (26) . Remark 5: Similar to Theorem 1, γ can be manually picked. Also, when GEVP is formulated, γ can be minimized.
Remark 6: Similar to Theorem 1, Theorem 2 is also not a strict form of LMIs duo to h ij (x(k)) and h ij (x(k)). The comment in Remark 2 is applicable to Theorem 2.
Remark 7: The membership-functions-dependent technique applied in theorem reduces the conservativeness. Also, Theorem 2 allows the membership functions of the reducedorder system to be different from the original system, which offers more freedom to choose the type of reduced-order system's than those approaches in which the reduced-order model is designed as linear system, such as [49] , [50] or fuzzy system sharing the same membership functions as its original system, such as [51] .
Remark 8: Different from [53] , there is no D-stability constraint in the above theorems. Also, the reduced-order system's membership functions depend on system state variables of reduced-order system rather than those of original system, which is more reasonable in practice.
C. Zero-Order Model Reduction
The problem of zero-order model reduction has also been received attention in the previous studies, for example, [41] , [49] , [54] . Zero-order model reduction is a special case of model reduction. In addition to obtaining a zero-order model to approximate the original system, it can help to analyze other general cases. The zero-order model reduction for discrete-time IT2 T-S fuzzy system is to approximate system (3) by a zero-order system described as follows:
whereD is the feedforward matrix with appropriate dimensions to be determined. The error system is defined as
By applying a similar derivation process, the method of H ∞ zero-order model reduction for discrete-time IT2 fuzzy systems is shown in the following corollary. Corollary 1: Considering the discrete-time IT2 T-S fuzzy system (3), there is a zero-order system (40) , such that the error system (41) is asymptotically stable with an H ∞ norm error performance index γ if there exist matrices P ,D,R i , andR i with appropriate dimensions satisfying the following inequalities (42) and (43) for i = 1, 2, . . . , r:
IV. SIMULATION EXAMPLE
In this section, two numerical examples are presented to demonstrate the effectiveness of the proposed results.
Example 1: Consider a discrete-time IT2 fuzzy model in the form of (3) The lower and upper membership functions of system (3) are shown in Table I . Besides, we set a i (x 1 (k)) = 0.5(sin(3x 1 (k))) 2 , a i (x 1 (k)) = 1 − a i (x 1 (k)) for demonstration purposes. We aim to find reduced-order systems with the form of (6) whose lower and upper membership functions are shown in Table II . Here, r = 3 and c = 2. It can be verified that the original discrete-time IT2 T-S fuzzy system in (3) is asymptotically stable when the parameters are set as above. Here our aim is to find different third-order systems in the form of (6) 
In order to show the effectiveness of obtained theorems, the simulation results of H ∞ model reduction performance by using Theorem 2 for discrete-time IT2 T-S fuzzy system is given graphically where the impulse input as follows: 15(k −20) 20 < k.
The top graph in Fig. 1 illustrates the output trajectories of the original fifth-order system (blue solid line), third-order system with γ = 0.5 (red dashed line), third-order system with γ = 0.6 (green dotted-dashed line), and third-order system with γ = 0.7 (black dotted line). The bottom graph in Fig. 1 illustrates the output error between original fifth-order system and third-order system with γ = 0.5 (blue solid line), the output error between original fifth-order system and third-order system with γ = 0.6 (red dashed line), and the output error between original fifthorder system and third-order system with γ = 0.7 (green dotteddashed line).
It can be seen from the simulation results that as the H ∞ performance index γ reduces, the error between the original system, and its reduced-order system reduces, which means the suppression of H ∞ performance index γ can make reducedorder system approximate original system successfully.
Example 2: Consider a discrete-time IT2 fuzzy model in the form of (3) with the same parameters as in Example 1.
Here, our aim is to find the second-order, third-order, and fourth-order systems in the form of (6) Similar to Example 1, we show the above-mentioned simulation results graphically by using the same impulse input as in Example 1.
The top graph in Fig. 2 illustrates the output trajectories of the original fifth-order system (blue solid line), fourth-order system (red dashed line), third-order system (green dotted-dashed line), and second-order system (black dotted line). The bottom graph in Fig. 2 illustrates the output error between the original fifth-order system and fourth-order simplified system (blue solid line), the output error between the original fifth-order system and third-order simplified system (red dashed line), and the output error between the original fifth-order system and second-order simplified system (green dotted-dashed line).
It can be seen from the simulation results that in each case, the reduced-order can approximate the fifth-order original system within a certain margin of error, which demonstrates the obtained model reduction method is feasible. Also, from different cases (γ = 0.2484, 0.2496, 0.3009), it can be seen that the lower the reduced-order system's order is, the larger the value of minimized γ is, which means, in general, the closer the order of the reduced-order system is to the original system, the better the approximation is. Fig. 3 . Output trajectories of original system and the models using membership-functions-dependent and independent approach and output errors e(k) of different approaches.
To make a comparison with membership-function-independent conditions, we remove all the terms associate with R, R, (16) , so that the conditions become membership function independent. Then, the conditions become the follows.
Considering the discrete-time IT2 T-S fuzzy system (3), there is a low-dimensional system (6), such that the error system (8) is asymptotically stable with an H ∞ norm error performance γ if there exist matrices P,Ã j ,B j ,C j , andD j with appropriate dimensions satisfying the following inequalities (46) for i = 1, 2, . . . , r; j = 1, 2, . . . , c:Θ
whereΘ ij is defined in (19) to (25) . Here, we use the above-mentioned membership-functionindependent approach to find the third-order reduced-order system of the original fifth-order system and compare with the above results using membership-function-dependent technique. According to Remark 5, by formulating GEVP, the minimum feasible γ for the membership-function-independent approach is 0.4813. The obtained reduced-order system matrices are shown as follows:Â By using the same impulse input as in Example 1, for the thirdorder models, the comparison graphs between the membershipfunctions-dependent and independent approach are shown in Fig. 3 . The top graph in Fig. 3 illustrates the output trajectories of the original fifth-order system (blue solid line), third-order system using membership-functions-independent approach (green dotted-dashed line), and third-order system using membershipfunctions-dependent approach (red dashed line). The bottom graph in Fig. 3 illustrates the output error between the original fifth-order system and third-order system using the membershipfunctions-independent approach (red dashed line) and the output error between the original fifth-order system and third-order system using the membership-functions-dependent approach (blue solid line).
It can be seen from (46) that for each j the LMIs are the same, and that is whyÂ 1 =Â 2 ,B 1 =B 2 ,Ĉ 1 =Ĉ 2 , and D 1 =D 2 . Besides, the feasible minimum γ = 0.4813 obtained by membership-functions-independent approach is larger than γ = 0.2496 obtained by membership-functions-dependent approach, which shows that the membership-functions-dependent technique demonstrates a better H ∞ performance and reduces the conservativeness.
V. CONCLUSION
In this paper, a membership-function-dependent H ∞ model reduction of discrete-time IT2 T-S fuzzy model is studied. First, a condition of H ∞ performance for error system, which is constituted by the original system and the reduced-order system, is obtained. Then, based on convex linearization, we propose a method to obtain the reduced-order system for discrete-time IT2 T-S fuzzy system. This method introduces a membershipfunctions-dependent approach, which make the theorems have less conservativeness and more freedom to choose the reducedorder system. In the end, two numerical examples are presented to illustrate the effectiveness of the obtained approaches.
The results proposed in this paper are mainly LMI-based, which limits the selection of the lower bound and the upper bound of the membership functions to be constant or piecewise constant. However, by applying Sum of Squares (SOS) technique, the selection of parameters can be more extensive. Besides, in addition to H ∞ norm model reduction, the results proposed in this paper can be further extended to other types of model reduction, such as Hankel norm-based model reduction or H 2 norm-based model reduction.
