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We study two mechanisms for enhancing the superconducting mean-field transition temperature
Tc by nonmagnetic disorder in both conventional (sign-preserving gaps) and unconventional (sign-
changing gaps) superconductors (SC). In the first scenario, relevant to multi-band systems of both
conventional and unconventional SC, we demonstrate how favorable density of states enhancements
driven by resonant states in off-Fermi-level bands, lead to significant enhancements of Tc in the
condensate formed by the near-Fermi-level bands. The second scenario focuses on systems close to
localization where random disorder-generated local density of states modulations cause a boosted
Tc even for conventional single-band SC. We analyze the basic physics of both mechanisms within
simplified models, and discuss the relevance to existing materials.
Introduction. What happens to the superconduct-
ing (SC) transition temperature Tc upon increasing the
amount of disorder in a material? This important ques-
tion has been thoroughly studied both experimentally
and theoretically, and the answer is known to depend
on the nature of the disorder and the pairing symmetry
of the SC. The naive answer, in overall agreement with
the bulk of previous studies, is that Tc drops, or remains
unaffected, at best. The latter possibility is the essence
of Anderson’s theorem stating that nonmagnetic disor-
der does not affect Tc for conventional SC.[1] This ceases
to be true for unconventional SC with sign-changing gap
functions, and attention has been centered on measuring
and explaining the Tc suppression rate, i.e dTc/dx where
x denotes the concentration of disorder.[2]
There is, however, no fundamental principle prevent-
ing Tc from rising with increased disorder, and exper-
imental reports of disorder-enhanced Tc exist in the
literature.[3–7] It is also possible that part of the Tc
value in doped systems, such as cuprates and iron-
pnictides, or inhomogeneous[8] or granular SC[9] arise
from the inhomogeneity itself. This idea is in line with
a number of earlier theoretical studies concluding that
in conventional SC disorder may under some circum-
stances enhance Tc.[10–17] For example, in systems with
short-range (screened) Coulomb interactions, Tc may be
strongly enhanced by Anderson localization, a property
related to the multifractality of the wavefunctions in the
disordered system.[10, 12, 13] Another series of studies
have focussed on periodically modulated SC, and found
that such systems may also exhibit larger Tc than the
homogeneous case.[18–23] These results raise the general
question; under what circumstances does inhomogeneity
boost Tc? Pinpointing such conditions may guide new
disorder-engineered SC with elevated Tc.
In this paper, we demonstrate that disorder-generated
Tc-enhancements can happen for both conventional and
unconventional SC. Our study highlights the crucial role
of spatial inhomogeneity and the generation of favor-
able local density of states (LDOS) enhancements gen-
erated by nonmagnetic disorder. This goes beyond the
standard Abrikosov-Gor’kov (AG) treatment of disor-
dered SC assuming spatially uniform SC order param-
eter (OP) and constant DOS.[24] We study two sepa-
rate scenarios for disorder-generated Tc-enhancements:
1) dilute disorder in multi-band SC, and 2) dense dis-
order in conventional one-band SC. In the former case
1), the multi-band property is crucial; impurity resonant
states generated by non-SC off-Fermi-level bands gener-
ate LDOS enhancements at the Fermi level EF , which,
through interband coupling, feeds into the near-Fermi-
level bands important for SC. As seen from Fig. 1(a),
even for unconventional SC this effect can overwhelm
pair-breaking caused by nonmagnetic disorder, and raise
Tc well above that of the homogeneous system, T
0
c . In
the second case 2), the band structure is unimportant;
LDOS modulations allow for regions with increased DOS
in a densely disordered normal state which can lead to
enhanced Tc.[10, 12, 13] Normally the insensitivity of
the OP to disorder in conventional SC, is understood
with reference to Anderson’s theorem.[1] This, however,
relies on dilute disorder and spatially uniform OP and
DOS. We do not include the harmful effect of longer-
range Coulomb repulsion,[25–28] restricting the relevance
to sufficiently screened systems.[12] We also stress that
our studies refer to the mean-field Tc, and that the role
of phase fluctuations remain an important outstanding
question.
To the best of our knowledge, scenario 1) has not been
pointed out before, and for 2) even though superconduc-
tivity near the localization threshold has been discussed
before[11, 29], only a limited set of previous studies have
discussed the favorable effects of nonmagnetic disorder
in conventional BCS superconductors.[10, 12, 13, 30, 31]
In particular, Burmistrov et al.[12] studied the interplay
of disorder and SC within an RG-analysis of the non-
linear σ-model, inferring that Anderson localization en-
hances Tc for both 2D and 3D systems. Notably this
enhancement effect was not, however, observed in earlier
numerical finite size system simulations of the disordered
attractive Hubbard model.[32–34]
For unconventional SC, the importance of allowing for
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FIG. 1. Superconducting critical temperature Tc/T
0
c in the
presence of nonmagnetic disorder in (a) an unconventional
multi-band s± SC versus disorder concentration, and (b)
a one-band s-wave SC with 15% disorder versus impurity
strength V . The black curves show the results when disal-
lowing spatial modulations of density and SC OP consistent
with AG-theory. The red curves show the self-consistent cases
with spatial modulations of both quantities. In (b) p = 2%
(dotted), p = 5% (line-dotted) and p = 10% (solid), see text.
spatial inhomogeneity in the SC OP has been pointed
out for cuprates and heavy fermion SC.[30, 31, 35–38] In
the case of cuprates, the observed Tc-suppression rate is
considerably weaker than dictated by AG-theory,[39–44]
which was ascribed to the importance of a spatially adap-
tive SC condensate.[30, 35–37] We note that the enhance-
ment of SC by disorder from the perspective of local en-
hanced pairing interaction has been also discussed in the
literature.[45–51] Within this scenario, the pairing inter-
action itself gets locally enhanced by disorder. Finally we
note that Tc-enhancements from disorder has been also
discussed in the context of negative-U centers.[52–55]
Scenario 1. For concreteness we demonstrate the Tc-
enhancement mechanism by a multi-band model relevant
to unconventional iron-based SC (FeSC)
H = H0 +HBCS +Himp, (1)
where H0 =
∑
µνσij(t
µν
ij − µ0δijδµν)cˆ†iµσ cˆjνσ denotes the
hopping Hamiltonian with parameters adapted from the
five-band model of Ref. 56. The band structure consists
of a Fermi surface with both electron and hole sheets
with orbital t2g character, and lower lying bands some
of which exhibit predominantly eg character.[56] The op-
erator cˆ†iµσ creates an electron at site i in orbital state
µ with spin σ, and µ0 is the chemical potential adjust-
ing the average electron density n of 6.0 electrons per
site. We stress that the disorder does not provide addi-
tional carriers. The indices µ and ν denote the five iron
orbitals (dxz, dyz, dxy, dx2−y2 , d3z2−r2). Superconductiv-
ity is included through the standard multi-orbital singlet
pairing BCS term, HBCS =
∑
i 6=j,µν [∆µν cˆ
†
iµ↑cˆ
†
jν↓+H.c.].
We fix the SC coupling constant Γ = 0.2 eV for attrac-
tive next-nearest neighbor (NNN) intra-orbital (and or-
bital independent) pairing, producing a sign-changing s±
SC ground state with ∆0µ = (0.78, 0.78, 1.31, 0.063, 0.055)
meV and T 0c = 21 K in the homogeneous case.[62] We will
be interested in 3D materials like cuprates and FeSCs
which are layered quasi-2D systems. Therefore we can
perform computationally simpler 2D calculations, with
the understanding, however, that it is the inter-planar
coupling that supports a finite Tc. Finally Himp =∑
µσ{i} V cˆ
†
iµσ cˆiµσ is the impurity term consisting of a set
of impurity sites {i} with onsite potential V assumed, for
simplicity, to be orbital independent and of intra-orbital
nature, in overall agreement with DFT findings.[57, 58]
We solve Eq. (1) by finding self-consistent solutions to its
corresponding Bogoliubov-de Gennes (BdG) equations
on 30×30 lattices with unrestricted density and OP fields
with respect to all orbital and site degrees of freedom. For
further computational details we refer to the supplemen-
tary material,[59] and our earlier publications.[60–62]
Applying conventional wisdom, any sign-changing OP
should be quickly destroyed by disorder, and indeed an
AG-calculation with e.g. V = 0.725 eV reveals that
merely ∼ 0.5% disorder is sufficient to destroy the SC
state, as shown in Fig. 1(a). This result can be ob-
tained both by a standard T-matrix momentum-based
approach[24, 62–64] and by a real-space BdG calcula-
tion disallowing spatial modulations of density and SC.
However, disorder will induce spatial modulations, and
for systems like FeSCs and cuprates, where the coher-
ence length ξ is a few nanometer, AG-theory is no longer
applicable. Consider for concreteness a 1.3% disorder
concentration producing the nano-scale density modula-
tions shown in Fig. 2(a). In Fig. 2(b) we plot the to-
tal normal state LDOS at EF N(r)/N
0, revealing large
LDOS enhancements compared to the disorder-free sys-
tem N0. The formation of these enhancements near the
disorder sites can be traced to the generation of resonant
states in the off-Fermi-level eg-dominated bands,[60, 65]
which in turn drive a large enhancement of the SC OP in
those orbitals, as seen in Fig. 2(c) which shows ∆eg/∆
0
eg
at T/T 0c = 1.5 i.e. well above the homogeneous T
0
c .
Through the coupling to the t2g orbitals dominating the
bands near EF , this enhancement leaks into the OP ∆t2g
of these orbitals as seen in Fig. 2(d), thereby support-
ing the entire condensate to stay SC even at T > T 0c .
Therefore, allowing for full freedom in orbital and spatial
indices, the resulting SC OP is remarkably robust. The
final impurity configuration-averaged Tc is shown by the
red curve in Fig. 1(a). Here Tc is defined as the highest
T where all sites acquire a finite OP. This definition of Tc
marks the onset of a fully connected SC, and is also con-
sistent with the onset of entropy loss and a concomitant
step in the specific heat as seen from Fig. 2(e,f).
Toy model of scenario 1. In order to illuminate the
mechanism for LDOS and Tc-enhancements presented
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FIG. 2. (a) Real-space map of the total electron den-
sity in the presence of 1.3% disorder consisting of repul-
sive impurities, V = 0.725 eV. Total LDOS in the normal
state N(r, ω = 0)/N0(ω = 0) (b), self-consistent SC fields
∆µ(r)/∆
0
µ at T/T
0
c = 1.5 for d3z2−r2 (c) and dxz (d). The
superscript 0 denotes parameters of the disorder-free system.
∆0µ refers to the T = 0 gap value of orbital µ given by
(0.78, 0.78, 1.31, 0.063, 0.055) meV in the basis of (dxz, dyz,
dxy, dx2−y2 , d3z2−r2). (e,f) Entropy S (e) and specific heat C
(f) versus T comparing the disordered case (colored curves)
with the homogeneous system (black curves).
above, we analyse a simplified two-band lattice model
H=
∑
µνσk
[ξµ(k)δµν+γδµν ]cˆ
†
kµσ cˆkνσ+
∑
µk
∆µcˆ
†
kµ↑cˆ
†
−kµ↓+H.c.
(2)
with dispersion given by ξµ(k) = −2t[cos(kx)+cos(ky)]−
µ with a = t and b = −6t, and a coupling γ between
the two bands, see Fig. 3(a). Note that for simplicity
for this toy model illustration we include conventional
on-site s-wave SC as opposed to the NNN pairing of the
FeSCs case studied above. The connection to the pre-
vious section is that the a (b) states dominate the near-
Fermi-level (off-Fermi-level) bands corresponding to the
t2g (eg) dominated bands in the case of FeSCs.
In the presence of a pointlike impurity at the site r0 =
(0, 0), the full Green’s function is given by
Gˆ(ri, ri; iωn)= Gˆ0(iωn)+Gˆ0(ri; iωn)Tˆ (iωn)Gˆ0(−ri; iωn)
(3)
where ri denotes the position of the i’th lattice site,
and Tˆ (iωn) =
(
I− Vˆ Gˆ0(iωn)
)−1
Vˆ and Gˆ0(iωn) =∑
k Gˆ0(k; iωn). In order to expose the Tc-enhancement
mechanism, let us focus on T > T 0c . In that case,
and for a band-diagonal Vˆ , the impurity states satisfy
det
[
I− Vˆ Gˆ0(iωn)
]
=
∏
µ
(
1− Vµg0µ(iωn)
)
= 0, where(
g0µ(iωn)
)−1
= iωn−ξµ−γ2(iωn−ξµ¯)−1 refers to the local
Green’s function of band µ in the homogeneous normal
state, and µ¯ 6= µ. Therefore, a band with Im[g0µ(Ω)] ≈ 0
exhibits a sharp resonant state at energy Ω for a po-
tential satisfying Vµ = 1/Re[g
0
µ(Ω)]. Here, band b is
gapped around EF for small couplings γ (N
0
b ≈ 0), and
displays a correspondingly sharp resonant state at EF for
Vb = 1/Re[g
0
b (ω = 0)], as shown in Fig. 3(b). As γ in-
creases the resonant state broadens due to the finite DOS
of the a band near EF , and the LDOS enhancement Nb
drops.
The self-consistent gap at the impurity site obtained
by solving the associated BdG equations on 40× 40 lat-
tices are shown in Fig. 3(c,d) for both band a and b as a
(a) (b)
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FIG. 3. (a) Band structure for the two-band toy-model along
k = (kx, pi/2). (b) Nb(r0, ω) for a resonant potential (Vb =
1/Re[g0b (ω = 0)], Va = 0) at the impurity site for different γ.
Note that here we set Va = 0 to most clearly demonstrate the
origin of the Tc-enhancement. For the results in Fig. 2 we used
a more realistic orbital independent potential as stated above.
The finite width at γ = 0 arises from an imposed broadening
η = T . (c,d) Self-consistent induced fields ∆µ(r = 0)−∆0µ in
units of t for bands b (c) and a (d) as a function of Vb and γ
for onsite pairing Γ = 1.93t and kBT = 0.1t. The dotted lines
in (c,d) show the γ above which ∆0µ = 0 in the disorder-free
system at this T .
4function of γ and Vb. As seen from Fig. 3(c), the LDOS
enhancement of b induces a large corresponding local en-
hancement of ∆b(r0) − ∆0b . However, there is no such
LDOS increase for band a (not shown), yet ∆a(r0)−∆0a
is also significantly enhanced as seen from Fig. 3(d).
The origin of the increased ∆a(r0) is found in the cou-
pling to ∆b(r0) as seen by linearizing the gap equation
in the presence of the impurity at r0 for small γ, i.e.
γ,∆a(r0) << ∆b(r0), obtaining
∆a(r0) ∝ VbF (∆b(r0))γ2, (4)
where F (∆b(r0)) is an increasing function of ∆b(r0) that
vanishes linearly in the limit ∆b(r0) → 0. Thus, the
LDOS enhancement in b directly increases ∆b(r0) which
indirectly boosts ∆a(r0) through the coupling of the
bands γ 6= 0 as seen by Eq. (4). We stress that this re-
sult illustrates the main mechanism behind the enhanced
superconductivity seen in the FeSC case, see Fig. 2. Of
course, in the realistic FeSC case used above there is a
potential in all orbitals, which we excluded for simplic-
ity in the toy model by setting Va = 0. In the realistic
FeSC case what our calculations show is that the pair
breaking in the t2g orbitals (produced by the potential
in the t2g orbitals) is not strong enough the destroy the
Tc-enhancement when the eg-orbitals are ”on resonance”.
At low T , ∆t2g is indeed suppressed near impurity sites,
but the locally boosted ∆eg is still strong enough to up-
hold a finite ∆t2g at all sites in a range of T above T
0
c ,
which is the important finding of our work.
From Fig. 3(c,d) it is evident that the Tc-enhancement
hinges on the effect that resonant states are created near
EF , and that the coupling to the Fermi-level-relevant
band is finite but weak enough to not destroy the reso-
nant state itself. In materials with properties outside this
”golden range”, disorder operates as pair-breakers in un-
conventional SC and lower Tc. There may be materials,
however, where actual Tc-enhancements are not observed
but very slow Tc-suppression rates are obtained due to
the effect described above.[62] For FeSCs, such slow Tc-
suppression rates have been measured for Ru-substituted
LaOFeAs.[66–68] Finally, we note that interesting Tc-
enhancements may also be expected in Kondo systems
with TK > Tc, since the screened moments produce large
LDOS enhancements, in this case guaranteed at EF . The
anomalously high Tc observed in the charge-Kondo sys-
tem Pb1−xTlxTe, where resonant impurity states were
recently shown to be crucial for the SC phase, may be
related to the scenario presented here.[69–71]
Scenario 2. The above results raise the question
of what happens to Tc in conventional SC with sign-
preserving OP. For the cases shown in Figs. 1(a)-2,
the answer is that the Tc-enhancement is even more
pronounced because of the absence of pair-breaking.
However, even for disorder strengths off resonance, a
substantial Tc-enhancement exists for sign-preserving
gap functions with large enough disorder concentrations
nimp.[10, 12, 13] This can be demonstrated by the one-
band attractive Hubbard model with NN (NNN) hopping
t (t′ = −0.3t), and filling 0.85, and s-wave OP stabilized
by onsite attraction |U | = 0.8t, producing a ∆0 = 0.022t
at T = 0, and kBT
0
c = 0.0135t. In Fig. 4(a-l) we show the
T -dependence of ∆(r)/∆0 in real-space 40×40 maps for a
15% disordered system with different impurity strengths
V . As seen, for strong enough V the disorder stabilizes
large regions of finite ∆(r) well above T 0c . In Fig. 4(m)
we show the spatially-averaged ∆(r) as a function of T ,
clearly demonstrating the enhanced SC for the disordered
case. We have also studied Anderson disorder, and found
similar behavior, shown by the blue curve in Fig. 4(m).
The origin of the Tc enhancement is favorable centers
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FIG. 4. (a-l) Real-space maps of ∆(r)/∆0 versus T (rows)
for a 15% disordered system with varying impurity strength
V = 1.5t (a-d), V = 3.3t (e-h), V = 5t (i-l) for a conventional
s-wave SC in a one-band model. (m) Spatially-averaged SC
OP 〈∆〉/∆0 versus T for varying disorder strength V , and
for Anderson disorder with VA ∈ [−5, 5]t (blue curve). The
clean case is shown by the black curve. (n) Real-space map
of ∆(r)/∆0 at T/T 0c = 1.93 for the case of Anderson dis-
order. The red dots indicate sites with large Tc(r)/T
0
c ∝
exp[−1/(|U |N(r))]/ exp[−1/(|U |N0)] > 0.4, displaying the
clear correlation between the local LDOS enhancements and
the increased SC.
5of enhanced LDOS as seen from Fig. 4(n) showing the
strong correlation between ∆(r) and N(r).
Unlike scenario 1, for the results in Fig. 4, the high
level of disorder prevents one from defining Tc in terms
of simple steps or discontinuities in thermodynamic quan-
tities. The spatially averaged 〈∆〉 also does not eas-
ily allow for a sound definition of Tc because the OP
breaks up into disconnected regions at large T . There-
fore, for this case we define Tc as the highest T where
all edges of the system are fully connected by gap ampli-
tudes of at least p% of ∆0, the T = 0 homogeneous OP.
Fig. 1(b) shows the resulting Tc/T
0
c curves for different
p thresholds, with a substantial upturn for strong disor-
der. Obviously the value of p affects the magnitude of
the Tc-enhancement, but not the existence of a disorder-
generated Tc-enhancement itself.
For the cases shown in Fig. 4, one may estimate
the mean free path l = vF τ from the scattering rate
τ−1 = 2pinimpN0V 2/(1 + [N0V ]2), yielding that for the
cases with V & (2−3)t, l ∼ 1−2 lattice spacings. There-
fore these cases are in the Anderson localized limit, and
the existence of a Tc-enhancement is consistent with the
findings by Burmistrov et al.[12] We ascribe the reason
that Tc-enhancements were not previously seen in numer-
ical simulations to the small system size and very large
SC OP used in those studies.[32–34]
It remains interesting to extend the current stud-
ies to include phase fluctuations, potentially important
for inhomogeneous systems with regions of low super-
fluid density.[72] In general, phase fluctuations lower the
mean-field Tc, but the reduction depends strongly on di-
mensionality and the spatial structure of the modula-
tions driving the inhomogeneity. For 3D systems, and
when ξ is of the same scale as the disorder-generated
density modulations, the mean-field Tc is not expected
to be strongly affected by phase fluctuations.[12, 18, 72]
We have studied mean-field Tc-enhancements in both
conventional and unconventional superconductors from
disordering with nonmagnetic impurities. Our results
suggest a path to engineer systems with larger Tc by
introducing suitable amounts of disorder. We focussed
on superconductivity, but similar effects may be also ex-
pected for systems with other preferred symmetry break-
ing.
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1Supplemental Material: ”Enhancing Superconductivity by Disorder”
Here, we provide computational details of the results presented in the first part of the paper, relevant to multi-band
systems (scenario one).
MODEL AND SELFCONSISTENCY EQUATIONS
The starting Hamiltonian defined on a two-dimensional lattice is given by
H = H0 +HBCS +Himp, (S1)
describes a superconducting system in the presence of disorder. We use a five-orbital tight-binding band relevant to
the 1111 pnictides [S1]
H0 =
∑
ij,µν,σ
tµνij cˆ
†
iµσ cˆjνσ − µ0
∑
iµσ
nˆiµσ. (S2)
We stress that for the 1111 systems a two-dimensional model should be appropriate since the dispersion along the kz
direction is essentially absent.[S1] The chemical potential µ0 adjusts the average electron density to 6.0 electrons per
site. Superconductivity is included by a BCS-like term
HBCS = −
∑
i6=j,µν
[∆µνij cˆ
†
iµ↑cˆ
†
jν↓ + H.c.], (S3)
with ∆µνij =
∑
αβ Γ
βν
µα(rij)〈cˆjβ↓cˆiα↑〉 being the superconducting order parameter, and Γβνµα(rij) denoting the effective
pairing strength between sites (orbitals) i and j (µ, ν, α and β). In agreement with a general s± pairing state,
we include next-nearest neighbor (NNN) intra-orbital pairing, Γµ ≡ Γµµµµ(rnnn) = 0.208 eV. The last term in the
Hamiltonian introduces non-magnetic disorder in the system,
Himp =
∑
{i∗}µσ
Vµcˆ
†
i∗µσ cˆi∗µσ (S4)
Here Vµ denotes the impurity potential in orbital µ at the disorder sites given by the set {i∗} coupled to the charge
density of the itinerant electrons. This potential is assumed to be orbital independent, in overall agreement with DFT
findings.
By using the spin-generalized Bogoliubov transformation,
cˆiµσ =
∑
n
(uniµσγˆnσ + v
n∗
iµσγˆ
†
nσ), (S5)
we arrive to the Bogoliubov-de Gennes (BdG) equations(
ξˆ↑ ∆ˆij
∆ˆ∗ji −ξˆ∗↓
)(
un
vn
)
= En
(
un
vn
)
. (S6)
The transformation
(
un↑ v
n
↓ En↑
)→ (vn∗↑ un∗↓ −En↓) maps two of the equations onto the other two and thus
we drop the spin index from the eigenvectors and eigenstates of the BdG equations. The matrix operators are defined
as:
ξˆσuiµ =
∑
jν
[
tµνij + δjiδµν
(−µ0 + Vµδi{i∗})]ujν , (S7)
∆ˆµνij uiµ = −
∑
jν
∆µνij ujν , (S8)
where the notation δi{i∗} refers to the fact that the Vµ-term is only present if i ∈ {i∗}. The five-orbital BdG equations
are solved on 30×30 lattices with stable solutions found for a given temperature T through iterations of the following
2self-consistency equations
niµ↑ = niµ↓ =
∑
n
|uniµ|2f(En), (S9)
∆µij = Γµ
∑
n
uniµv
n∗
jν f(En),
where
∑
n denotes summation over all eigenstates n, and f(En) is the Fermi distribution function. The chemical
potential µ0 is adjusted in each case to maintain the average density of the system, n0 =
1
N
∑
iµ (niµ↑ + niµ↓) =
6.0. We stress that the solutions are fully unrestricted and allowed to vary on all lattice sites and orbitals. The
superconducting order parameter shown in the main manuscript is the bond averaged singlet component:
∆iµ =
1
4
∑
j
1
2
(∆µij + ∆
µ
ji) (S10)
where j are four next nearest neighbors. The inclusion of several impurities leads to a spatially varying order parameter
∆iµ. We define Tc as the highest temperature where all sites acquire a finite ∆iµ.
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