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1. Introduction
In the recent years, much attention has been paid to the study of mathematical models of electro-rheological ﬂuids.
These models include parabolic or elliptic equations which are nonlinear with respect to the gradient of the solution and
variable exponents of nonlinearity. In that context, we refer to [1,20,34] and the references therein. We also refer to [26] for
a multiplicity result for a nonlinear degenerate problem arising in the theory of electro-rheological ﬂuids and to [27,28] for
eigenvalue problems involving variable exponent growth conditions.
Let Ω ⊂ Rn be a bounded domain of C0,1 class, T ∈ (0,∞), Qt1,t2 = Ω × (t1, t2), 0  t1 < t2  T , Ωτ = {(x, t): x ∈ Ω,
t = τ }, τ ∈ [0, T ]. We consider the parabolic variational inequality
τ∫
0
〈
vt(t) + A(t)u(t) − f (t), v(t) − u(t)
〉
V dt +
τ∫
0
ϕ
(
v(t)
)
dt −
τ∫
0
ϕ
(
u(t)
)
dt
 1
2
∫
Ωτ
|v − u|2 dx− 1
2
∫
Ω0
|v − u0|2 dx (1.1)
where v : Q 0,T →R is a test function, A(t) : V → V ∗ , f (t) ∈ V ∗ , t ∈ (0, T ), u0 ∈ V , ϕ : V → (−∞,∞], ϕ ≡ ∞ and τ ∈ (0, T ].
Here V is a suitably deﬁned subspace of variable exponent Sobolev space W 1,p(x)(Ω) and V ∗ is its conjugate space (see
Section 3). In the case when p is constant, there have been many results about the different kinds of the parabolic variational
inequalities. We refer the reader to the bibliography given in [6,7,15,23,24,30,32,33]. Parabolic variational inequalities with
variable exponent of nonlinearity are studied in [9–11].
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in [2–5,8,12,35,37]. In [2] Alkhutov, Antontsev and Zhikov considered the initial–boundary value problem for equation
ut − div
(|∇u|p(x,t)−2∇u)= 0.
They proved the existence of weak solutions of this problem, assuming that exponent p(x, t) is a log-continuous function.
In [3] Antontsev and Shmarev considered the problem
ut(t) + A(t)u + ϕ′u(t) = f (t), t ∈ (0, T ), (1.2)
u(0) = u0, (1.3)
where ϕ′ = 0, A(t) = A1(t), 〈A1(t)u, v〉V =
∫
Ω
|u|γ (x,t)(∇u,∇v)dx. They proved the existence and uniqueness of weak solu-
tions and established suﬃcient conditions on the problem data and the exponent γ (x, t) for the existence of such properties
as ﬁnite speed of propagation of disturbances, the waiting time effect, ﬁnite time vanishing of the solution. In the case when
A(t) = A1(t), ϕ′u = 0, this problem is also considered in [4,35].
In the present paper, applying some minimal assumptions on the regularity of variable exponent p(x), we prove the ex-
istence of the solution of the variational inequality (1.1) for which the authors have also proved the uniqueness of solutions
in [14].
The outline of this paper is the following: in Section 2, we describe the physical process whose mathematical modelling
leads to a problem which is under discussion. In Section 3, we show some new properties of variable exponent Lebesgue
and Sobolev spaces. In Section 4, using the results obtained in Section 3, the main existence result is stated and proved in
Theorem 4.5 and we extend this result to the case when the assumptions on the data are less restrictive.
2. Mathematical models of electromagnetic ﬁelds
Consider an electromagnetic ﬁeld (see also [34]) with vector of magnetic density B = (0,0,u(x, t)), where x = (x1, x2) ∈
Ω ⊂ R2. Let H = (H1, H2, H3) be a magnetic ﬁeld intensity, J = ( J1, J2, J3) be a current density, E = (H1, H2, H3) be an
electrostatic ﬁeld intensity and r be a resistivity. Consider Maxwell’s equations
∂
−→
B
∂t
+ rot−→E = −→0 , (2.1)
J ≈ rot H, (2.2)
B = λ H, (2.3)
E = rJ , (2.4)
where λ > 0. By using (2.3), we have H3 = uλ . Therefore,
J1 ≈ ∂H3
∂x2
− ∂H2
∂x3
= 1
λ
∂u
∂x2
,
J2 ≈ ∂H1
∂x3
− ∂H3
∂x1
= −1
λ
∂u
∂x1
,
J3 ≈ ∂H2
∂x1
− ∂H1
∂x2
= 0. (2.5)
Now suppose that r = r0|J |α , where r0 > 0 is a constant and α = α(x1, x2) is a function which depends on a nonhomo-
geneous environment. Taking into account (2.5), we get
|J | =
√
J21 + J22 + J23 =
1
λ
|∇u|,
where ∇u = ( ∂u
∂x1
, ∂u
∂x2
). If a(x1, x2) = r0
λα(x1,x2)+1 , then we have
E = rJ = a|∇u|α
(
∂u
∂x2
,− ∂u
∂x1
,0
)
, (2.6)
as a generalization of Ohm’s law (2.4). Hence the third coordinate of the vector rot E is
(rot E)3 = ∂E2
∂x1
− ∂E1
∂x2
= ∂
∂x1
(
−a|∇u|α ∂u
∂x1
)
− ∂
∂x2
(
a|∇u|α ∂u
∂x2
)
= −div(a|∇u|α∇u).
Using (2.1), we obtain
ut − div
(
a(x)|∇u|α(x)∇u)= 0, (x, t) ∈ Q 0,T = Ω × (0, T ). (2.7)
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− ∂u
∂νa
∣∣∣∣
∂Ω×[0,T ]
= Φ(u), (2.8)
u|t=0 = u0, (2.9)
where ∂u
∂νa
= a|∇u|α(x)(∇u, ν), ν is a unit normal vector of ∂Ω , u0 :Ω →R, and Φ :R → R are the given functions.
Thus we have initial–boundary value problem (2.7)–(2.9). Now we give the deﬁnition of the generalized solutions of this
problem (see [15, Ch. 1, Sec. 3.2–3.3]). Assuming that u is a smooth solution of problem (2.7)–(2.9), and v is a some smooth
function (see for instance [17, p. 296]) and using (2.7) we get∫
Q 0,τ
[
ut(v − u) − div
(
a|∇u|α(x)∇u)(v − u)]dxdt = 0, τ ∈ (0, T ). (2.10)
Integrating by parts, we have∫
Q 0,τ
ut(v − u)dxdt =
∫
Q 0,τ
vt(v − u)dxdt −
∫
Ωt
|v − u|2 dx
∣∣∣∣t=τ
t=0
,
∫
Ω
−div(a|∇u|α(x)∇u)(v − u)dx = ∫
∂Ω
− ∂u
∂νa
(v − u)dS +
∫
Ω
(
a|∇u|α(x)∇u,∇v − ∇u)dx.
If ψ(η) = ∫ Φ(η)dη is a convex function and ϕ(w) = ∫
∂Ω
ψ(w(x))dS , then
ψ(v) − ψ(u) + ∂u
∂νa
(v − u) = ψ(v) − ψ(u) − ψ ′(u)(v − u) 0.
Thus, taking into account (2.8), (2.9), and (2.10), we get∫
Q 0,τ
[
vt(v − u) +
(
a(x)|∇u|α(x)∇u,∇v − ∇u)]dxdt + τ∫
0
ϕ
(
v(t)
)
dt −
τ∫
0
ϕ
(
u(t)
)
dt
 1
2
∫
Ωτ
|v − u|2 dx− 1
2
∫
Ω0
∣∣v(0) − u0∣∣2 dx (2.11)
for all τ ∈ (0, T ) and for all test functions v . So, solution to problem (2.7)–(2.9) satisﬁes the parabolic variational inequal-
ity (2.11). This inequality is a deﬁnition of generalized solution to (2.7)–(2.9) (see [15]).
In this paper we investigate some inequality of type (2.11).
3. Some properties of the variable exponent Lebesgue and Sobolev spaces
First, we introduce several concepts and symbols which will be used later. Let ‖ · ‖B be a norm of some Banach space B ,
Bk be a Cartesian product of B , where k ∈ N, B∗ be a conjugate space of B , 〈·,·〉B be a scalar product between B∗ and B .
If u : (0, T ) → B , then u(t) def= u(·, t). Notation B1 ↪→ B2 means that the space B1 is continuously embedded in B2 and
B1
_
↪→ B2 means that the space B1 is continuously and densely embedded in B2.
The variable exponent Lebesgue space was ﬁrstly introduced in [31]. For fundamental properties of these spaces we refer
to [11,13,14,18,21,25,29,36,38] and references therein.
Let Ω ⊂ Rn be a bounded domain of C0,1 class,
L∞+ (Ω) =
{
h ∈ L∞(Ω): ess inf
x∈Ω h(x) > 1
}
.
For any h ∈ L∞+ (Ω) we denote
h1 := ess inf
x∈Ω h(x), h2 := ess supx∈Ω h(x),
and 1/h(x) + 1/h′(x) = 1, x ∈ Ω .
Suppose that h, p,q ∈ L∞+ (Ω). We deﬁne a modular by setting
ρh(v,Ω) =
∫ ∣∣v(x)∣∣h(x) dx.
Ω
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(i) v :Ω →R is a measurable function;
(ii) ρh(v,Ω) < ∞.
Lh(x)(Ω) is a reﬂexive Banach space (see [36]) with respect to the norm
‖v‖Lh(x)(Ω) := ‖v‖h(x),Ω = inf
{
δ > 0: ρh(v/δ,Ω) 1
}
and [Lh(x)(Ω)]∗ = Lh′(x)(Ω). Lr(x)(Ω) ↪→ Lq(x)(Ω) if r(x) q(x) (see [21, pp. 599–600]).
Remark 3.1. Let
Sh(s) =
{
sh1 , s ∈ [0,1],
sh2 , s > 1,
S1/h(s) =
{
s1/h2 , s ∈ [0,1],
s1/h1 , s > 1.
From [16, Lem. 2.1] we have
1) ‖v‖h(x),Ω  S1/h(ρh(v,Ω)) if ρh(v,Ω) < ∞;
2) ρh(v,Ω) Sh(‖v‖h(x),Ω) if ‖v‖h(x),Ω < ∞.
The set of all functions v ∈ Lp(x)(Ω) such that vx1 , . . . , vxn ∈ Lp(x)(Ω) is called the variable exponent Sobolev space and
is denoted by W 1,p(x)(Ω). W 1,p(x)(Ω) is a reﬂexive (see [21, p. 604]) Banach space with respect to the norm
‖v‖W 1,p(x)(Ω) := ‖v‖1,p(x),Ω =
n∑
i=1
‖vxi‖p(x),Ω + ‖v‖p(x),Ω .
Let W 1,p(x)0 (Ω) be a closure of C
∞
0 (Ω) with respect to the norm of W
1,p(x)(Ω).
Remark 3.2. In [38, Sec. 3] Zhikov proved that there exists a function p ∈ L∞+ (Ω) such that W 1,p(x)0 (Ω) = {v ∈ W 1,p(x)(Ω):
v|∂Ω = 0}, where ∂Ω ⊂ C∞ . This simple example shows that every elementary property of classical Sobolev spaces needs
veriﬁcation for variable exponent Sobolev spaces.
Let X be a closed subspace of W 1,p(x)(Ω) such that W 1,p(x)0 (Ω) ↪→ X ↪→ W 1,p(x)(Ω). For example, we may put either
X = W 1,p(x)0 (Ω) or X = W 1,p(x)(Ω). By deﬁnition, put V = X ∩ L2(Ω) ∩ Lq(x)(Ω) and
U (Q 0,T ) =
{
u: (0, T ) → V |u ∈ L2(Q 0,T ) ∩ Lq(x)(Q 0,T ), ux1 , . . . ,uxn ∈ Lp(x)(Q 0,T )
}
.
We deﬁne the norms on V and U (Q 0,T ) by the formulas
‖z‖V =
n∑
i=1
‖zxi‖p(x),Ω + ‖z‖2,Ω + ‖z‖q(x),Ω, z ∈ V
and
‖u‖U (Q 0,T ) =
n∑
i=1
‖uxi‖p(x),Q 0,T + ‖u‖2,Q 0,T + ‖u‖q(x),Q 0,T , u ∈ U (Q 0,T )
respectively.
Remark 3.3. It is easily seen that V
_
↪→ L2(Ω) _↪→ V ∗ = X∗ + Lq′(x)(Ω) + L2(Ω) and
U (Q 0,T )
_
↪→ L2(Q 0,T ) _↪→
[
U (Q 0,T )
]∗ _
↪→ L ss−1 (0, T ; V ∗),
where s = max{p2,2,q2} (see [10]). Therefore, U (Q 0,T ) ⊂ D∗(0, T ; V ∗) and [U (Q 0,T )]∗ ⊂ D∗(0, T ; V ∗), where D∗(0, T ; V ∗)
is the space of distributions (see [19]).
In [14] it is shown that if g ∈ [U (Q 0,T )]∗ , then for all u ∈ U (Q 0,T )
〈g,u〉U (Q 0,T ) =
T∫ 〈
g(t),u(t)
〉
V dt0
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〈g,u〉U (Q 0,T ) =
∫
Q 0,T
[
n∑
i=1
giuxi + g0u
]
dxdt, ∀u ∈ U (Q 0,T ).
We can deﬁne the space U (Q 0,τ ) similarly to how we deﬁned U (Q 0,T ), where τ ∈ (0, T ). Consider a family of the
operators A(t) : V → V ∗ , t ∈ (0, T ), Aτ :U (Q 0,τ ) → [U (Q 0,τ )]∗ , τ ∈ (0, T ) such that
〈
A(t)u, v
〉
V =
∫
Ωt
[
n∑
i=1
ai(x, t)
∣∣uxi (x)∣∣p(x)−2uxi (x)vxi (x) + c(x, t)u(x)v(x)
+ g(x, t)∣∣u(x)∣∣q(x)−2u(x)v(x)]dx, u, v ∈ V , t ∈ (0, T ), (3.1)
〈〈Aτ z, y〉〉 ≡ 〈Aτ z, y〉U (Q 0,τ ) =
τ∫
0
〈
A(t)z(t), y(t)
〉
V dt, z, y ∈ U (Q 0,T ), τ ∈ (0, T ). (3.2)
We will need the following assumption:
(A1) 1) ai ∈ L∞(Q 0,T ), ai(x, t) a0 > 0 for almost every (x, t) ∈ Q 0,T , i = 1, . . . ,n;
2) c ∈ L∞(Q 0,T ), c(x, t) c0 for almost every (x, t) ∈ Q 0,T , where c0 ∈ R;
3) g ∈ L∞(Q 0,T ), g(x, t) g0 > 0 for almost every (x, t) ∈ Q 0,T .
Theorem 3.4. If t, τ ∈ (0, T ) and the condition (A1) holds, then
1) A(t) is a bounded operator;
2) the operator A(t) satisﬁes the estimate〈
A(t)u − A(t)v,u − v〉V  c0 ∫
Ωt
|u − v|2 dx, u, v ∈ V , t ∈ (0, T ); (3.3)
3) if c0 > 0, then the operators A(t) and Aτ are coercive and they satisfy the estimates〈
A(t)u,u
〉
V  α0‖u‖α1V , u ∈ V , (3.4)
〈〈Aτ z, z〉〉 α0‖z‖α2U (Q 0,τ ), z ∈ U (Q 0,τ ), (3.5)
where α0 = min{a0( 1n+2 )p2 , c0( 1n+2 )2, g0( 1n+2 )q2 }, α1 > 1, α2 > 1;
4) the operators A(t) and Aτ are semicontinuous, that is the functions
R  μ → 〈A(t)(v1 + μv2), v3〉 ∈ R, R  μ → 〈〈Aτ (z1 + μz2), z3〉〉 ∈ R
are continuous functions for every v1, v2, v3 ∈ V and z1, z2, z3 ∈ U (Q 0,T ) respectively;
5) the operator Aτ is pseudomonotone, that is for every sequence {wm}m∈N ⊂ U (Q 0,τ ) such that
wm → w as m → ∞ weakly in U (Q 0,τ ), limsup
m→∞
〈〈Aτ wm,wm − w〉〉 0, (3.6)
we have
∀v ∈ U (Q 0,τ ): lim inf
m→∞ 〈〈Aτ wm,wm − v〉〉 〈〈Aτ w,w − v〉〉. (3.7)
Proof. 1) The proof is trivial.
2) Using inequality (|r1|s−2r1 − |r2|s−2r2)(r1 − r2) 0, where r1, r2 ∈ R, s > 1, we obtain
〈
A(t)u − A(t)v,u − v〉V = ∫
Ωt
[
n∑
i=1
ai
(|uxi |p(x)−2uxi − |vxi |p(x)−2vxi )(uxi − vxi ) + c|u − v|2
+ g(|u|q(x)−2u − |v|q(x)−2v)(u − v)]dx c0 ∫ |u − v|2 dx, u, v ∈ V , t ∈ (0, T ).
Ωt
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ηi = ‖uxi‖p(x),Ω, i = 1, . . . ,n, η0,2 = ‖u‖2,Ω, η0,q = ‖u‖q(x),Ω .
If η˜ = max{η1, . . . , ηn, η0,2, η0,q}, then η˜ ηn+2 . Suppose that η˜ = η j , where j ∈ {1, . . . ,n}. Using Remark 3.1, we get
〈
A(t)u,u
〉
V  a0
n∑
i=1
ρp(uxi ,Ω) + c0ρ2(u,Ω) + g0ρq(u,Ω) a0ρp(ux j ,Ω) a0 min
{
η
p1
j , η
p2
j
}
 a0 min
{(
η
n + 2
)p1
,
(
η
n + 2
)p2}
.
In the same way we obtain 〈A(t)u,u〉V  c0( ηn+2 )2 if η˜ = η0,2 and〈
A(t)u,u
〉
V  g0 min
{(
η
n + 2
)q1
,
(
η
n + 2
)q2}
,
if η˜ = η0,q . Therefore, we have (3.4), where
α1 =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
p2, η˜ ∈ {η1, . . . , ηn}, ηn+2  1,
p1, η˜ ∈ {η1, . . . , ηn}, ηn+2 > 1,
2, η˜ = η0,2,
q2, η˜ = η0,q, ηn+2  1,
q1, η˜ = η0,q, ηn+2 > 1.
In the same way we can prove (3.5).
4) We consider only the operator A(t). Let t ∈ (0, T ), v1, v2, v3 ∈ V , μ0,μm ∈R, μm → μ0 as m → ∞ in R. Then
vm ≡ v1 + μmv2 → v1 + μ0v2 ≡ v0 asm → ∞ strongly in V .
Let N0 : Lq(x)(Ω) → Lq′(x)(Ω), N1, . . . ,Nn : Lp(x)(Ω) → Lp′(x)(Ω) be the Nemytsky operators such that
N0(v) = g(t)|v|q(x)−2v, v ∈ Lq(x)(Ω),
Ni(z) = ai(t)|z|p(x)−2z, z ∈ Lp(x)(Ω).
In [21, Thm. 4.2], Kovácˇik and Rákosník proved that N0,N1, . . . ,Nn are continuous and bounded operators. Therefore, using
generalized Hölder inequality (see Theorem 2.1 [21, p. 594]), we get∣∣〈A(t)vm, v3〉− 〈A(t)v0, v3〉∣∣

∫
Ω
[
n∑
i=1
(
Ni
(
vmxi
)− Ni(v0xi ))v3,xi + c(t)(vm − v0)v3 + (N0(vm)− N0(v0))v3
]
dx
 C1
(
n∑
i=1
∥∥Ni(vmxi )− Ni(v0xi )∥∥p′(x),Ω + ∥∥vm − v0∥∥2,Ω + ∥∥N0(vm)− N0(v0)∥∥q′(x),Ω‖v3‖V
)
→ 0 asm → ∞.
5) Every bounded semicontinuous monotone operator is the pseudomonotone (see [24, Ch. 2, Sec. 2.4, Prop. 2.5]). There-
fore statement (3.7) follows from (3.6).
This completes the proof of Theorem 3.4. 
Now we introduce the following concept. Consider any Banach space B , w : (0, T ) → B , u0 ∈ B . A set of functions
{wμ}μ∈N is called a smoothing sequence (see [24, Ch. 3, Sec. 6.3], [32, p. 59], [14]) for the function w if
1
μ
(
wμ(t)
)
t + wμ(t) = w(t), t ∈ (0, T ), wμ(0) = u0, (3.8)
for all μ ∈ N. The equalities (3.8) are the equalities in the space B . If w ∈ L1(0, T ; B), then there exists the solution wμ ∈
C([0, T ]; B) of the problem (3.8) such that (wμ)t ∈ L1(0, T ; B). It is easy to see that
wμ(t) = u0e−μt + μ
t∫
eμ(s−t)w(s)ds, t ∈ (0, T ). (3.9)0
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U (Q 0,T ) and strongly in L2(Q 0,T ).
Assume that ϕ is a properly convex function that is
(F1) 1) ϕ : V → (−∞,∞], ϕ ≡ ∞;
2) for every β ∈ [0,1], u, v ∈ V we have ϕ(βu + (1− β)v) βϕ(u) + (1− β)ϕ(v).
Lemma 3.5. If wμ is deﬁned as in (3.9) and if ϕ satisﬁes the condition (F1), then
1) (see for comparison [32, p. 59], [6, p. 154])
ϕ
(
wμ(t)
)
 ϕ(u0)e−μt + μ
t∫
0
eμ(s−t)ϕ
(
w(s)
)
ds, t ∈ (0, T ); (3.10)
2)
τ∫
0
ϕ
(
wμ(t)
)
dt  1
μ
ϕ(u0) +
τ∫
0
ϕ
(
w(s)
)
ds, τ ∈ (0, T ). (3.11)
Proof. Suppose the conditions of Lemma 3.5 are satisﬁed.
1) Notice that s = t + 1μ ln r iff r = eμ(s−t) . Substituting t + 1μ ln r for s in (3.10), we get
wμ(t) = e−μtu0 +
(
1− e−μt) 1
(1− e−μt)
1∫
e−μt
w
(
t + 1
μ
ln r
)
dr, t ∈ (0, T ).
Since β = e−μt ∈ (0,1], then by deﬁnition of a convex function and Jensen’s inequality, we have
ϕ
(
wμ(t)
)
 e−μtϕ(u0) +
(
1− e−μt)ϕ( 1
(1− e−μt)
1∫
e−μt
w
(
t + 1
μ
ln r
)
dr
)
 e−μtϕ(u0) +
(
1− e−μt) 1
(1− e−μt)
1∫
e−μt
ϕ
(
w
(
t + 1
μ
ln r
))
dr
= e−μtϕ(u0) +
1∫
e−μt
ϕ
(
w
(
t + 1
μ
ln r
))
dr, t ∈ (0, T ).
Taking r = eμ(s−t) gives (3.10).
2) Taking into account (3.10), we obtain
τ∫
0
ϕ
(
wμ(t)
)
dt  ϕ(u0)
τ∫
0
e−μt dt +
τ∫
0
dtμ
t∫
0
eμ(s−t)ϕ
(
w(s)
)
ds
= ϕ(u0)−e
−μt
μ
∣∣∣∣t=τ
t=0
+
τ∫
0
dsμ
τ∫
s
eμ(s−t)ϕ
(
w(s)
)
dt
= 1
μ
ϕ(u0)
(
1− e−μτ )+ τ∫
0
ϕ
(
w(s)
)(
μ
τ∫
s
eμ(s−t) dt
)
ds.
Since
μ
τ∫
s
eμ(s−t) dt = −eμ(s−t)∣∣t=τt=s = 1− eμ(s−τ )  1,
we have (3.11). This completes the proof of Lemma 3.5. 
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Assume the all conditions of Sections 1 and 3 are satisﬁed, and Ωτ = {(x, t) ∈ Rn+1 | x ∈ Ω, t = τ }, τ ∈ [0, T ]. Moreover,
consider the operator A(t) : V → V ∗ , t ∈ (0, T ), such that (3.1) holds.
Deﬁnition 4.1. The function u ∈ U (Q 0,T ) ∩ C([0, T ]; L2(Ω)) is called a solution of the parabolic variational inequality (1.1) if
u satisﬁes (1.1) for all v ∈ U (Q 0,T ) ∩ C([0; T ]; L2(Ω)), vt ∈ [U (Q 0,T )]∗ and for all τ ∈ (0, T ].
It is easy to prove that if u is a solution of (1.1), then
u(x,0) = u0(x) for almost every x ∈ Ω. (4.1)
We will need the following assumption
(F2) 1) if either um → u as m → ∞ weakly in U (Q 0,T ) or um → u as m → ∞ strongly in L2(Q 0,T ), then
τ∫
0
ϕ
(
um(t)
)
dt →
τ∫
0
ϕ
(
u(t)
)
dt asm → ∞, ∀τ ∈ (0, T ],
and it is uniformly convergent for any τ ∈ (0, T ].
2) ϕ(0) = 0, ϕ(v) 0 for all v ∈ V .
By deﬁnition, put Kϕ = {v ∈ V | ϕ(v) < ∞}. In [14] it is shown that Kϕ is a convex set, Kϕ = ∅ and u(t) ∈ Kϕ for almost
every t ∈ (0, T ), where u is a solution of (1.1).
Theorem 4.2. (See [14].) Suppose (A1), (F1) and (F2) hold. If u0 ∈ Kϕ and f ∈ L2(Q 0,T ), then the solution of the parabolic variational
inequality (1.1) is unique.
Remark 4.3. (See Theorem 2 [13, p. 51].) If u ∈ U (Q 0,T ) ∩ L∞(0, T ; L2(Ω)), ut ∈ [U (Q 0,T )]∗ , then for a.e. t1, t2 ∈ (0, T ),
t1 < t2, we get
t2∫
t1
〈
ut(t),u(t)
〉
V dt =
1
2
∫
Ωt2
|u|2 dx− 1
2
∫
Ωt1
|u|2 dx.
Lemma 4.4. If v,w ∈ U (Q 0,T ) ∩ C([0, T ]; L2(Ω)), vt ,wt ∈ [U (Q 0,T )]∗ , then for all t1, t2 ∈ [0, T ], t1 < t2 , we obtain
t2∫
t1
〈
vt(t),w(t)
〉
V dt =
∫
Ωt2
vw dx−
∫
Ωt1
vw dx−
t2∫
t1
〈
wt(t), v(t)
〉
V dt. (4.2)
Proof. Since v,w ∈ C([0, T ]; L2(Ω)), then we have formulas of Remark 4.3 for all t1, t2 ∈ [0, T ], t1 < t2. Taking u = v − w ,
we obtain (4.2) easily. This completes the proof of Lemma 4.4. 
Consider the following conditions:
(A2) a1, . . . ,an, c, g ∈ C([0, T ]; L∞(Ω));
(F3) ϕ is differentiable at u ∈ V and the following conditions hold:
1) ϕ′ : V → V ∗ is a bounded semicontinuous monotone operator,
2) Kerϕ′ ≡ {w ∈ V | ϕ′(w) = 0} is a convex closed non-empty set, 0 ∈ Kerϕ′ .
For the sake of simplicity we can replace ϕ′(z) = ϕ′z, where z ∈ V and ϕ′(z(·)) = ϕ′z(·), where z : (0, T ) → V .
Theorem 4.5. If the conditions (A1)–(A2) and (F1)–(F3) hold, u0 ∈ V , f ∈ L2(Q 0,T ), then the inequality (1.1) has solution u.
Proof. First we consider the initial–boundary value problem (1.2), (1.3). The equalities (1.2) are the equalities in space of
distributions D∗(0, T ; V ∗). The existence and uniqueness of solution u ∈ U (Q 0,T ) ∩ C([0, T ]; L2(Ω)), ut ∈ [U (Q 0,T )]∗ , of the
problem (1.2), (1.3) were proved by the second author of the present paper and Lavrenyuk in [12].
Since (F1) and (F3) hold, we have
ϕ(z1) − ϕ(z2)
〈
ϕ′z2, z1 − z2
〉
, ∀z1, z2 ∈ V . (4.3)V
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τ∫
0
〈
ut(t) + A(t)u(t) − f (t), v(t) − u(t)
〉
V dt +
τ∫
0
ϕ
(
v(t)
)
dt −
τ∫
0
ϕ
(
u(t)
)
dt
=
τ∫
0
ϕ
(
v(t)
)
dt −
τ∫
0
ϕ
(
u(t)
)
dt −
τ∫
0
〈
ϕ′u(t), v(t) − u(t)〉V dt  0 (4.4)
for all τ ∈ (0, T ], v ∈ U (Q 0,T ) ∩ C([0, T ]; L2(Ω)). Let vt ∈ [U (Q 0,T )]∗ . Since (see Remark 4.3)
τ∫
0
〈
ut(t), v(t) − u(t)
〉
V dt =
τ∫
0
〈
vt(t), v(t) − u(t)
〉
V dt −
τ∫
0
〈
vt(t) − ut(t), v(t) − u(t)
〉
V dt
=
τ∫
0
〈
vt(t), v(t) − u(t)
〉
V dt −
1
2
∫
Ωτ
|v − u|2 dx+ 1
2
∫
Ω0
|v − u0|2 dx
we obtain (1.1) from (4.4). This completes the proof of Theorem 4.5. 
Remark 4.6. It is easy to prove that any solution of (1.1) satisﬁes (1.2) and (1.3) (see [15]).
In the following we shall consider a weaker form of the condition (F3):
(F4) the function ϕ satisﬁes conditions (F1), (F2) and there exists a sequence of functions ϕ1,ϕ2, . . . such that the following
conditions are executed:
1) for every m ∈ N the function ϕm satisﬁes conditions (F1), (F2), (F3);
2) there exist a continuous function γ :R+ → R+ and the sequence {sm}m∈N ⊂ R+ such that sm → 0 as m → ∞ and
for every τ ∈ (0, T ], m ∈ N and w ∈ U (Q 0,T )∣∣∣∣∣
τ∫
0
ϕm
(
w(t)
)
dt −
τ∫
0
ϕ
(
w(t)
)
dt
∣∣∣∣∣ smγ (‖w‖U (Q 0,τ ))
holds;
3) if wm → w weakly in U (Q 0,T ) as m → ∞, then for every τ ∈ (0, T ] we get
lim inf
m→∞
τ∫
0
ϕm
(
wm(t)
)
dt 
τ∫
0
ϕ
(
w(t)
)
dt.
Suppose that ϕ satisﬁes condition (F4) with the sequence {ϕm}m∈N . For every m ∈ N consider the problem
τ∫
0
〈
vt(t) + A(t)um(t) − f (t), v(t) − um(t)
〉
V dt +
τ∫
0
ϕm
(
v(t)
)
dt −
τ∫
0
ϕm
(
um(t)
)
dt
 1
2
∫
Ωτ
∣∣v − um∣∣2 dx− 1
2
∫
Ω0
|v − u0|2 dx, (4.5)
where v ∈ U (Q 0,T ) ∩ C([0; T ]; L2(Ω)), vt ∈ [U (Q 0,T )]∗ , and τ ∈ (0, T ]. Theorem 4.5 implies the existence of the solutions u
of the parabolic variational inequality (4.5) such that um ∈ U (Q 0,T ) ∩ C([0, T ]; L2(Ω)). If m = 1,2,3, . . . then we obtain the
sequence u1,u2,u3, . . . of the solutions to (4.5).
Lemma 4.7 (Uniformly estimating of um). Suppose the conditions (A1), (A2), (F1), (F2), and (F4) are satisﬁed. If u0 ∈ V , f ∈ L2(Q 0,T ),
then the sequence {um}m∈N of the solutions to (4.5) is bounded in the space U (Q 0,T ) ∩ L∞(0, T ; L2(Ω)) and there exists a constant
C0 > 0 such that
τ∫
0
ϕm
(
um(t)
)
dt  C0, τ ∈ (0, T ], m ∈ N. (4.6)
R.A. Mashiyev, O.M. Buhrii / J. Math. Anal. Appl. 377 (2011) 450–463 459Proof. Take a number m ∈ N. The inequality (4.5) implies that∫
Q 0,τ
[
vt
(
v − um)+ n∑
i=1
ai
∣∣umxi ∣∣p(x)−2umxi (vxi − umxi )+ cum(v − um)
+ g∣∣um∣∣q(x)−2um(v − um)− f (v − um)]dxdt + τ∫
0
ϕm
(
v(t)
)
dt −
τ∫
0
ϕm
(
um(t)
)
dt
 1
2
∫
Ωτ
∣∣v − um∣∣2 dx− 1
2
∫
Ω0
|v − u0|2 dx, (4.7)
where v ∈ U (Q 0,T ) ∩ C([0; T ]; L2(Ω)), vt ∈ [U (Q 0,T )]∗ and τ ∈ (0, T ]. Taking v = 0 gives us
1
2
∫
Ωτ
∣∣um∣∣2 dx+ ∫
Q 0,τ
[
n∑
i=1
ai
∣∣umxi ∣∣p(x) + c∣∣um∣∣2 + g∣∣um∣∣q(x)
]
dxdt +
τ∫
0
ϕm
(
um(t)
)
dt −
τ∫
0
ϕm(0)dt
 1
2
∫
Ω
|u0|2 dx+
∫
Q 0,τ
f um dxdt. (4.8)
It follows from (F4) 1), (F2) 2), and (F3) 2) that
ϕm(0) = 0, ϕ′m(0) = 0. (4.9)
Therefore inequality f um  12 | f |2 + 12 |um|2 and (4.8) imply that
1
2
∫
Ωτ
∣∣um∣∣2 dx+ ∫
Q 0,τ
[
a0
n∑
i=1
∣∣umxi ∣∣p(x) +(c0 − 12
)∣∣um∣∣2 + g0∣∣um∣∣q(x)
]
dxdt +
τ∫
0
ϕm
(
um(t)
)
dt
 1
2
∫
Ω
|u0|2 dx+ 1
2
∫
Q 0,τ
| f |2 dxdt  C1, (4.10)
where C1 > 0 is independent of m, τ . Using (4.9) and (4.3), we obtain
ϕm
(
um
)
 ϕm(0) +
〈
ϕ′m(0),um − 0
〉
V = 0.
By deﬁnition, put y(τ ) = ∫
Ω
|um(x, τ )|2 dx, τ ∈ [0, T ]. Therefore,
y(τ ) 2C1 +
(
2|c0| + 1
) τ∫
0
y(t)dt
for all τ ∈ [0, T ]. Using Gronwall’s inequality (see [17]), we obtain y(τ ) C2 for all τ ∈ [0, T ]. Combining this with (4.10),
we have
sup
τ∈[0,T ]
∫
Ω
∣∣um(x, τ )∣∣2 dx+ n∑
i=1
ρp
(
umxi , Q 0,T
)+ ρ2(um, Q 0,T )+ ρq(um, Q 0,T )+ T∫
0
ϕm
(
um(t)
)
dt  C3, (4.11)
where C3 > 0 is independent of m. This completes the proof of Lemma 4.7. 
Theorem 4.8. Assume that the conditions (A1), (A2), (F1), (F2) 1) and (F4) are satisﬁed. If u0 ∈ V and f ∈ L2(Q 0,T ), then the
inequality (1.1) has a solution u.
Proof. Let {um}m∈N be a sequence from Lemma 4.7. By (4.11), we have the existence of the subsequence {umj } j∈N ⊂ {um}m∈N
such that
umj → u as j → ∞ ∗-weakly in L∞(0, τ ; L2(Ω)) and weakly in U (Q 0,τ ),
Aτ u
mj → χτ as j → ∞ weakly in
[
U (Q 0,τ )
]∗
, τ ∈ (0, T ].
460 R.A. Mashiyev, O.M. Buhrii / J. Math. Anal. Appl. 377 (2011) 450–463Take k, j ∈ N. Assume that umk and umj are the solutions to inequality (1.1) with ϕmk , ϕmj respectively. Substituting
u = umk , v = umj and u = umj , v = umk in (4.4), we obtain two inequalities. Summing these inequalities, we get
τ∫
0
[〈
umkt (t),u
mj (t) − umk (t)〉V + 〈umjt (t),umk (t) − umj (t)〉V ]dt
+
τ∫
0
[〈
A(t)umk (t),umj (t) − umk (t)〉V + 〈A(t)umj (t),umk (t) − umj (t)〉V ]dt
+
τ∫
0
[〈
f (t),umj (t) − umk (t)〉V + 〈 f (t),umk (t) − umj (t)〉V ]dt + Gk, j(τ ) 0, (4.12)
where Gk, j(τ ) =
∫ τ
0 [ϕmk (umj (t)) − ϕmk (umk (t)) + ϕmj (umk (t)) − ϕmj (umj (t))]dt , k, j ∈N, τ ∈ (0, T ]. Hence,
1
2
∫
Ωτ
∣∣umk − umj ∣∣2 dx+ τ∫
0
〈
A(t)umk (t) − A(t)umj (t),umk (t) − umj (t)〉V dt  Gk, j(τ ). (4.13)
Since
τ∫
0
[
ϕmk
(
umj (t)
)− ϕmk(umk (t))]dt
=
τ∫
0
[
ϕmk
(
umj (t)
)− ϕ(umj (t))+ ϕ(umj (t))− ϕ(u(t))+ ϕ(u(t))− ϕ(umk (t))+ ϕ(umk (t))− ϕmk(umk (t))]dt
 smkγ
(∥∥umj∥∥U (Q 0,τ ))+
∣∣∣∣∣
τ∫
0
[
ϕ
(
umj (t)
)− ϕ(u(t))]dt∣∣∣∣∣+
∣∣∣∣∣
τ∫
0
[
ϕ
(
u(t)
)− ϕ(umk (t))]dt∣∣∣∣∣+ smkγ (∥∥umk∥∥U (Q 0,τ )),
we have (see Remark 3.1, estimates (4.11) and (F2) 1))
lim
k, j→∞
τ∫
0
[
ϕmk
(
umj (t)
)− ϕmk(umk (t))]dt  2 lim
k→∞
smkγ (C4) + limj→∞
∣∣∣∣∣
τ∫
0
[
ϕ
(
umj (t)
)− ϕ(u(t))]dt∣∣∣∣∣
+ lim
k→∞
∣∣∣∣∣
τ∫
0
[
ϕ
(
u(t)
)− ϕ(umk (t))]dt∣∣∣∣∣= 0
uniformly for any τ ∈ [0, T ]. Similarly,
lim
k, j→∞
τ∫
0
[
ϕmj
(
umk (t)
)− ϕmj (umj (t))]dt  0. (4.14)
Thus Gk, j(τ ) → 0 as k, j → ∞ uniformly for any τ ∈ [0, T ].
Using (4.13), (3.3), we obtain
y′(τ ) 2|c0|y(τ ) + 2Gk, j(τ ), (4.15)
where y(τ ) = ∫Q 0,τ |umk − umj |2 dxdt , τ ∈ (0, T ). From Lemma 1.1 [22, p. 152] we get
y(τ ) e2τ |c0|
[
y(0) + 2
τ∫
0
Gk, j(s)ds
]
= 2e2τ |c0|
τ∫
0
Gk, j(s)ds, τ ∈ (0, T ).
This inequality means that umj → u as j → ∞ strongly in L2(Q 0,T ). Taking into account (4.15) we have∫ ∣∣umk − umj ∣∣2 dx = y′(τ ) 4|c0|e2τ |c0| τ∫ Gk, j(s)ds + 2Gk, j(τ ) → 0 as k, j → ∞
Ωτ 0
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umj → u as j → ∞ strongly in C([0, T ]; L2(Ω)). (4.16)
Let us get the estimate (3.7) for umj . Suppose that v ∈ U (Q 0,T ) ∩ C([0; T ]; L2(Ω)), vt ∈ [U (Q 0,T )]∗ and τ ∈ (0, T ). Us-
ing (4.5) with m =mj , we have
1
2
∫
Ωτ
∣∣v − umj ∣∣2 dx+ 〈〈Aτ umj ,umj − u〉〉
 1
2
∫
Ω0
|v − u0|2 dx+
〈〈
Aτ u
mj ,umj − u〉〉
+
τ∫
0
〈
vt(t) + A(t)umj (t) − f (t), v(t) − umj (t)
〉
V dt +
τ∫
0
ϕmj
(
v(t)
)
dt −
τ∫
0
ϕmj
(
umj (t)
)
dt
= 1
2
∫
Ω0
|v − u0|2 dx+
〈〈
Aτ u
mj , v − u〉〉
+
τ∫
0
〈
vt(t) − f (t), v(t) − umj (t)
〉
V dt +
τ∫
0
ϕmj
(
v(t)
)
dt −
τ∫
0
ϕmj
(
umj (t)
)
dt.
Hence
limsup
j→∞
〈〈
Aτ u
mj ,umj − u〉〉 H(τ , v), (4.17)
where
H(τ , v) = 1
2
∫
Ω0
|v − u0|2 dx+
τ∫
0
〈
vt(t) + χτ (t) − f (t), v(t) − u(t)
〉
V dt +
τ∫
0
ϕ
(
v(t)
)
dt −
τ∫
0
ϕ
(
u(t)
)
dt.
Consider the smoothing sequence (see Section 3) for the function u:
1
μ
(
uμ(t)
)
t + uμ(t) = u(t), t ∈ (0, T ), uμ(0) = u0,
where μ ∈ N. Using (3.11), we get
H(τ ,uμ) =
τ∫
0
〈
(uμ)t(t) + χτ (t) − f (t),uμ(t) − u(t)
〉
V dt +
τ∫
0
ϕ
(
uμ(t)
)
dt −
τ∫
0
ϕ
(
u(t)
)
dt

τ∫
0
〈
χτ (t) − f (t),uμ(t) − u(t)
〉
V dt +
1
μ
ϕ(u0) → 0 as μ → ∞.
Therefore, limsup j→∞〈〈Aτ umj ,umj − u〉〉 0 and Theorem 3.4 imply that
lim inf
j→∞
〈〈
Aτ u
mj ,umj − v〉〉 〈〈Aτ u,u − v〉〉. (4.18)
Using (4.5) with m =mj , we have
τ∫
0
〈
vt(t) − f (t), v(t) − umj (t)
〉
V dt +
τ∫
0
ϕmj
(
v(t)
)
dt 
τ∫
0
ϕmj
(
umj (t)
)
dt + 〈〈Aτ umj ,umj − v〉〉
+ 1
2
∫
Ωτ
∣∣v − umj ∣∣2 dx− 1
2
∫
Ω0
|v − u0|2 dx.
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τ∫
0
〈
vt(t) − f (t), v(t) − u(t)
〉
V dt +
τ∫
0
ϕ
(
v(t)
)
dt
= lim
j→∞
( τ∫
0
〈
vt(t) − f (t), v(t) − umj (t)
〉
V dt +
τ∫
0
ϕmj
(
v(t)
)
dt
)
 lim inf
j→∞
τ∫
0
ϕmj
(
umj (t)
)
dt + lim inf
j→∞
〈〈
Aτ u
mj ,umj − v〉〉+ lim
j→∞
1
2
∫
Ωτ
∣∣v − umj ∣∣2 dx− 1
2
∫
Ω0
|v − u0|2 dx

τ∫
0
ϕ
(
u(t)
)
dt + 〈〈Aτ u,u − v〉〉 + 1
2
∫
Ωτ
|v − u|2 dx− 1
2
∫
Ω0
|v − u0|2 dx.
This completes the proof of Theorem 4.8. 
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