Abstract. In this paper we discuss efficient algorithms for computing the values of the partition function and implement these algorithms in order to conduct a numerical study of some conjectures related to the partition function. We present the distribution of p(N ) for N ≤ 10 9 for primes up to 103 and small powers of 2 and 3.
Introduction
Here we discuss some open questions concerning the partition function and algorithms for efficiently computing p(n) for all n up to some bound N . We then present some computational evidence related to these conjectures.
A partition of a natural number n is a non-increasing sequence of natural numbers whose sum is n. The number of such partitions of n is denoted p(n). Thus, p(4) = 5.
One way of studying the partition function is to study its generating function. Euler [8] proved the following formula concerning this generating function: Euler's pentagonal number theorem asserts further that from which we immediately deduce the recurrence which we will refer to as Euler's algorithm for computing p(n),
In fact, a careful analysis of the generating function for p(n) leads one to the Hardy-Ramanujan asymptotic formula (4) p(n) ∼ 1 4n
which was improved by Rademacher [22] to an exact formula for p(n) (see chapter 5 of [8] for a nice treatment of the expansion of p(n)). One would hope that the presence of an exact formula for p(n) would lead to a good understanding of the partition function or at least to efficient algorithms for the computation of p(n). Indeed, if one desires the value of p(n) for a single value of n, then the exact formula of Rademacher yields a very fast algorithm. However, if one wishes to compute p(n) for all n ≤ N , then Euler's algorithm is much faster. This is because once one already knows p (1) , p (2) , . . . , p(n − 1), the Euler algorithm only requires √ n additions to compute p(n) while the Rademacher formula requires that one compute the sum of √ n values of some quite complicated functions. Indeed, many questions concerning the partition function remain open, and it is still computationally difficult to compute the values of p(n) for all values of n less than some bound N when N is large.
We now outline some open questions and conjectures concerning the partition function for which we would like to gather numerical evidence. One of the simplest questions that one could ask is the frequency with which p(n) takes on even or odd values. Parkin and Shanks [21] studied this question and were led to the following conjecture.
Conjecture 1.1. As n → ∞, we have
One can of course ask more generally about the distribution of p(n) modulo an arbitrary modulus. In this direction Newman [17] made the following conjecture.
Conjecture 1.2. If M is a positive integer, then in every residue class r modulo M there are infinitely many integers n for which
Clearly the presence of the Ramanujan-type congruences bears on this question. Ramanujan [23] proved that p(5n + 4) ≡ 0 (mod 5), (5) p(7n + 5) ≡ 0 (mod 7), (6) p(11n + 6) ≡ 0 (mod 11) (7) for all n ∈ N. The congruence (8) p(11 3 · 13n + 237) ≡ 0 (mod 13) was discovered in the late 1960's by Atkin, O'Brien and Swinnerton-Dyer (see [9] , [10] and [11] ). Recently, Ono (see [19] and [24] ) and Ahlgren and Ono [7] have proved the existence of infinitely many other such congruences modulo any prime ≥ 5 while Ahlgren and Boylan [3] have proved that there are no other congruences of this type which are as simple as those of Ramanujan.
In light of the above mentioned congruences, one might expect that the distribution of p(n) would be slightly biased to the zero class modulo a given integer M and otherwise uniform. Let us be more precise.
Then we have the following conjecture of Ahlgren and Ono [6] 
If there is a prime ≥ 5 for which |M , then for every 0 ≤ r < M we have
In the direction of Conjecture 1.1, the best known result is due to Serre [18] and to Ahlgren [1] . We know that #{n ≤ X : 2|p(n)} √ X and
which is far from an affirmation of Conjecture 1.1. In the direction of Newman's Conjecture 1.2, Atkin [9] , Kolberg [15] , Newman [17] and Klove [16] proved the conjecture for M = 2, 5, 7, 13, 17, 19, 29 and 31. Some conditional results were obtained in work of Ono [19] , Ahlgren [2] , and Bruinier and Ono [12] . Recently, Ahlgren and Boylan [3, 4] have shown that the conjecture is true for M = j for all primes ≥ 5 and j ≥ 1. Like Conjecture 1.1, Conjecture 1.3 is still wide open. Part (1) of this conjecture is not known for any values of r and M . Theorem 2 of [6] implies that if M is coprime to 6, then lim inf
This is not known for any other (r, M ) pairs. Thus it is would be of interest to gather numerical evidence on all of these conjectures. Additionally, the authors of [6] have shown that the congruences of p(n) are far more widespread than previously known. In particular, [6] has shown that for every prime l ≥ 5 and any positive integer m, there exist infinitely many arithmetic progressions of the form
for every n ∈ Z. To be more precise, for each prime l ≥ 5, define the two integers l and δ l to be l = −6 l and
Further, let S l be the set of (l + 1)/2 integers
Then, we have the following theorem from [7] . 
for every integer n.
This naturally leads the authors of [7] to the following speculation [6] .
Is it true that lim X→∞ δ r (l, X) = 1 l ? It is of additional interest to investigate this speculation numerically. In the remainder of this paper we discuss a new algorithm for computing the values of the partition function and discuss its running time. We compare the running time of this new algorithm with that of Euler's algorithm. We then discuss a parallelization of the Euler algorithm for computing p(n) modulo a small prime p. We also discuss the scalability of the Euler algorithm. Finally, we present data related to the various conjectures mentioned above.
FFT inversion of power series
To the authors' knowledge the algorithm discussed in this section is new: it is exactly analogous to Euler's proof that the generating functions for partitions into odd parts and for partitions into even parts are identical.
For any function f (z), the function f (z)f (−z) is even. Hence, if f (z) = a n z n is a power series and if we write f (z)f (−z) = b n z n , then b n is non-zero only if n is even. This leads us to the following expansion for
where f 1 (z) = b 2n z n . Now, again f 1 (z)f 1 (−z) has only even coefficients and thus in the power series expansion of f 1 (z 2 )f 1 (−z 2 ) the only non-zero coefficients are the coefficients of z n where 4|n. Thus, we have
Repeating the above process k times yields
where
and
Thus we have that
).
Thus if one would like to compute the first N coefficients of
, it suffices to compute the first N coefficients of the product 
are needed in this computation. Definition 2.1. Let R be any ring. We define the truncation operator
and Proof. It suffices to show that the computation of g k (−z) described above requires only O(N lg N ) coefficient multiplications where all arithmetic is done in F p and thē f i 's and g k 's are understood to be in F p [z] . There are two steps in this computation. First, one must computef 1 (z),f 2 (z), . . . ,f k (z) where k = lg N − 1 using (12) . Next one must iteratively construct the g i 's (i = 0, 1, . . . , k) using (15) . We recall that deg(f i (z)) = N/2 i − 1 and that using the discrete fast Fourier transform, the computation of the product of two polynomials of degree less than M modulo p where M < N requires O(M lg M ) coefficient multiplications. Thus the number of coefficient multiplications required for the computation of thef i 's is (17) O
Now we consider the computation of the g i 's. From (15), we have that
and from (12), deg
Thus the number of coefficient multiplications required to compute the g i 's is at most
and this completes the proof of the proposition.
Computing p(n)
Theorem 3.1. Let p be any prime which is congruent to 1 modulo
Proof. Combining (1) and (2), we see that
The computation of the first N terms of the denominator clearly requires at most O( √ N ) multiplications of integers which are easily bounded in absolute value by √ N . Using the discrete FFT, one can perform multiplication of integers of size √ N using at most O( √ N lg N ) machine multiplications. Thus, the first N terms of the denominator can be computed using at most O(N lg N ) machine multiplications. Now we may use our inversion algorithm which will require an additional O(N lg N ) coefficient multiplications. Since we are working modulo p, each coefficient may be taken to be between 0 and p − 1. Thus using discrete FFT, the multiple of any two coefficients requires at most O(lg p lg lg p) machine multiplications. Thus the first N coefficients of P (q) modulo p requires at most O(N lg N + N lg N lg p lg lg p) = O(N lg N lg p lg lg p) machine multiplications.
Proof. Select a prime p satisfying p(N ) <p<(4Np(N )) 5.5 and p ≡ 1(mod 2 lg N +1 ). To see that this can be done we note that the main result of [14] guarantees that for (A, B) = 1, there is a prime congruent to A modulo B that is smaller than B 5.5 . Taking A = 1 and B = 2 lg N +1 p(N ) then guarantees us that there is a prime p as above since 2 lg N +1 < 4N . By Theorem 3.1 one can compute p(n) modulo p for all 1 ≤ n ≤ N using O(N lg N lg p lg lg p) machine multiplications. However, since 0 < p(n) < p this gives the exact value of p(n) for all 1 ≤ n ≤ N . Using (4), one can see that for N sufficiently large, we may assume that p < e 15 √ N . Combining this with our previous estimate on the number of machine multiplications yields the desired result.
We will refer to the algorithm suggested by the previous two results as fast Fourier Transform inversion or simply as FFTI. A careful analysis of the Euler algorithm yields the following results. Proof. The proof is the same as that of the previous theorem.
The FFTI algorithm has a faster running time than the Euler algorithm for computing p(n) for all 1 ≤ n ≤ N . However, if one is interested only in the values of p(n) modulo m where m is not a prime which is 1 modulo 2 lg N +1 and where log(m) < log 2 (N ), then the Euler algorithm has the faster running time. We now consider a parallel version of the Euler algorithm that improves the running time by a constant factor when the latter case is of interest.
A parallel version of Euler's algorithm
We now consider a parallel implementation of Euler's algorithm for computing p(n) for all 1 ≤ n ≤ N . When computing in parallel one wishes to equally distribute the computation and data storage among all, say N p , processors. Since each partition number requires summing a subset of the previously computed numbers, one cannot store partition numbers linearly across the processors and expect balanced work across all N p processors at any given instance. Thus we store the partition number p(n) on the i p th processor if and only if n ≡ i p (mod N p ). Now, we make the following definitions. 
Note that
Thus, to compute p(n) distributed across N p processors we can computeq n−1,i p ,N p (n) on the i p th processor in parallel and upon completion,p n−1 (n) on one processor. We now discuss how to efficiently compute the sums appearing in Definition 4.2.
In order to efficiently computeq m,i,N (n) we note that one does not need to check the condition n − k(3k ± 1)/2 ≡ i (mod N ) for all values of k. By completing the square, we have n − k(3k ± 1)/2 ≡ i (mod N ) if and only if (20) 6k
provided that this square root exists. In this direction we provide the following definitions. where the square root in (22) is the unique integer r, 0 ≤ r < (N − 1)/2, such that r 2 = 24(n − i) + 1 (mod N ).
Combining (23), (20) and (21) leads to the following definitions.
Definition 4.5. Let n, i, N ∈ N 0 , N prime, N = 2, 3, and χ i,N (n) = −1. We define for any l ∈ Z,
and for j ∈ {0, 1, 2, 3}
2 where 0 ≤ 6 −1 < N is the unique integer such that 6 · 6 −1 ≡ 1 (mod N ).
We will omit the subscripts i, N in Definitions 4.3 and 4.5 when they are apparent in the context they are used. Definition 4.2 may now be rewritten as
Note thatq m,i,N (n) vanishes whenever χ(n) = −1. Thus, since N p is a prime not 2 or 3, χ i p ,N p (n) = −1 for exactly (N p + 1)/2 many 0 ≤ i p < N p for any given n ≥ N p . Thus, for any computation of p(n) only (N p + 1)/2 processors are used. However, since N p is coprime to 6, 2(n − i)3 −1 + 36 −1 runs through all equivalence classes mod N p for N p consecutive n. Thus, ifq m,i,N (n) is computed for L consecutive values of n at any instance, where L = jN p and j ∈ N 0 , each processor computes exactly j(N p + 1)/2 non-zeroq m,i,N (n). We now show how this can be used to compute p(n).
Begin by letting n k be the largest value for which p(n) is known exactly. On any processor, say i, we may then computeq
we may use this processor to compute p(n k + 1), p(n k + 2), . . . , p(n k + L). We call this one processor the control processor. This could be a separate processor in addition to the N p processors already in use. Our algorithm to compute p(n) is the following: 
On the control process we follow:
Discussion
The algorithm of Section 4 was used with N p = 108 to compute p(n) modulo primes less than 104 for n ≤ 10 9 . We list the statistical properties of the partition function up to 10 9 in the Appendix. Computations are ongoing, and further data can be found at [25] . In order to be concise we only list the intermediate results for 10 6 , 10 7 , 10 8 and 10 9 , and plot the cases in which we wish to be more precise. In regards to Conjecture 1.1 we see that the conjecture is justified. Examining Table 1 we see that the distribution agrees out to the 4th decimal place. Similarly for M = 3, Table 2 shows that the distribution is 1/3 out to 4 decimal places. In order to examine the conjectures and speculation of [6] we make the following definitions. 
to be the mean and variance of the distribution of p(n) (mod M ) among the nonzero congruence classes mod M for n < X.
In regards to Conjecture 1.3 (1) the computational evidence suggests that this conjecture is justified. Examining Table 3 in the Appendix we can see that for primes M ≤ 103 it appears that the distribution of p(n) (mod M ) in the zero class is approaching a limit, say d 0 (M ). Additionally, by examining Table 4 in the Appendix we can see that the variance of the distribution δ j (M, X) is tending to zero, implying that the distribution of p(n) (mod M ) approaches a limit. In fact, since the variance is tending to zero the computations suggest that p(n) is equally likely to lie in any of the non-zero classes modulo M . Thus, if (as the computations
Table 4 also suggests that not only does the distribution of p(n) (mod M ) converge, but it converges at a very fast rate. Indeed, examining Figure 1 for M = 5 and M = 7 it appears that the variance is tending to 0 at an exponential rate. Further, examining Table 4 for all other primes this same trend appears. That is, as X grows linearly so does the exponent of the variance. This leads us to the following speculation. As previously noted, due the congruence properties of p(n), it is reasonable to think that p(n) is biased toward the zero class. That is,
Speculation 5.1. Is it true that for any M ≥ 3 and for any
It is reasonable to expect that this holds for all prime powers M > 5 since, by Theorem 1.1, there are infinitely many non-nested arithmetic progressions (25) is true, this would imply that d j (M ) < 1/M for 0 < j ≤ M − 1. Examining Table 3 for small prime M > 5 it appears that indeed d 0 (M ) > 1/M and thus Conjecture 1.3 (4) is also justified. However, since the known congruences modulo M for M > 11 have A 1 the influence of these progressions is not apparent in the computation for all primes.
It is natural to consider how one may remove the bias of p(n) to the zero class. That is, it is natural to consider if one can, by excluding a subset of integers, say S, make the distribution of p(n) (mod M ) uniform for n ∈ S. This is the content of Speculation 1.
Then, similar to Definition 5.1 we have the following definitions concerning the distribution of p(n) (mod M ) for n ∈ S M .
Definition 5.2. Let M be a prime with M ≥ 5 and define for any
to be the mean and variance of the distribution of p(n) (mod M ) for n ∈ S M and n < X respectively.
The computed values for σ 2 p (M, X) can be seen in Table 5 in the Appendix. The speculation of [6] seems to be well justified. In fact the variance of the distribution of p(n) for n ∈ S M (mod M ) again appears to decay exponentially in X. This can be seen in Figure 2 Table 5 we can see that this trend appears for all computed primes. This leads us to the following speculation.
Speculation 5.2. Is it true that for any prime M ≥ 5 and for any
A notable exception to the congruence properties of p(n) appears to occur for a modulus which is a power of 2 or 3. That is, if Conjecture 1.3 (2) and (3) are true, then p(n) is not biased toward the zero class modulo 2 m or 3 m for any m ∈ N. In this direction we make the following definitions. X from 1000 to 10 9 in steps of 1000.
to be the mean and variance of the distribution of p(n) (mod M ) for n < X respectively.
The computed values for δ 0 (M, X), and σ 2 (M, X) can be seen in Table 6 and Table 7 in the Appendix for powers of 2 and the computed values for δ 0 (3 m , X) and σ 2 (3 m , X) can be seen in Table 8 and Table 9 in the Appendix. Examining Table  6 and Table 8 we see that Conjecture 1.3 (2) and (3) is well justified. Indeed, for X = 10 9 there appears to be no bias toward the zero class as δ 0 agrees to the 5th decimal place. Further, in these cases the variance again appears to tend to zero exponentially fast further supporting Speculation 5.1.
In conclusion, we see that the computations suggest that Conjecture 1.3 and Speculation 1.1 seem to be well justified. In fact, our computations also suggested a stronger result than Conjecture 1.3. This leads us to the following revision of Conjecture 1.3. 
