structures, such as reciprocity and balance, emerge in these small groups. A key limitation to this work has been the availability of statistical models for networks that can adequately test these hypotheses using an approach that is suited to the dependencies inherent in network data. In this paper, we propose an approach for applying one of the most widely used statistical models for social networks-exponential random graph models, or ERGM-to small graphs, to enable novel and rich research on "little networks".
Exponential-Family Random Graph Models
Exponential-Family Random Graph Models (ERGMs) are one of the most popular tools used by social scientists to understand social networks [10, 5, 15, 13, and others] . In this family of models, an observed graph y, or more commonly put, its adjacency matrix representation, is characterized by a set of sufficient statistics, which we denote s (), as follows:
Pr (Y = y | θ, X) = exp {θ t s (y, X)} κ (θ, X)
, ∀y ∈ Y
Where κ (θ, X) = y∈Y exp {θ t s (y, X)} is the normalizing constant, and Y is the support of the model which is usually assumed to include all directed graphs of the same size as y, that are directed, and do not include self-ties. In this case, the size of Y equals 2
possible graphs. This makes the exact calculation of κ (θ, X) , and therfore of (1), extremely complicated to calculate. Figure 1 shows some examples on structures (statistics) that can be used with ERGMs. Modeling "small networks" is a topic mentioned several times in the literature on social network models [15, 3, 12] , although much less frequently than studies of large networks, and applications of network models such as ERGMs to small networks are rare.
1 Thus, ERGM methods have been developed to accommodate larger networks (although they do not scale well to "very large" networks of several thousand nodes or more). For example, rather than calculating the likelihood function using exhaustive enumeration (which we will refer as exact likelihood), the most popular software packages used for estimating these models apply simulation-based estimation methods. As a consequence, the methods used to estimate ERGMs for large networks do not translate well to small network data (i.e., 10 or fewer nodes). The inference degeneracy problem-which arises when parameter estimation depends on Monte Carlo quadrature [4] often encountered with these methods, even with large networks, is even more prevalent in the case of small networks. For example, if we are trying to estimate an ERGM in a network with only three nodes, in the scenario where the graph is directed and does not allow for self-ties, the chances of obtaining a graph with 1 or zero ties (emtpy or almost completely empty), or one with 5 or 6 ties (fully or almost fully connected) is about 20% using a uniform sampler. The degeneracy problem is so common with small networks (e.g., 3 to 10 nodes) that practitioners typically cannot estimate ERGMs for small graphs. One work-around that is sometime attempted when multiple small networks are observed, is to aggregate the small networks into one large graph to obtain something similar to pooled estimates. Specifically, practitioners stack multiple adjacency matrices as a single matrix building a block-diagonal data set, explicitly modeling the networks as independent by fixing the "off diagonal" components to 'impossible' (i.e., structural zeros). The problem with this approach is that the very set of constraints that are subscribed to the model make the sampling procedure complicated.
To overcome this issue, we leverage the fact that in the case of small networks the likelihood function is tractable, and therefore we can directly estimate model parameters without using Markov Chain Monte Carlo (MCMC) methods, avoiding the convergence issues associated with inference degeneracy [4] . In this paper, we revisit ERGMs for small networks, which we define as those networks in which enumerating the entire support of the distribution is possible using modern computers (i.e., networks of size 3 to 6 nodes). We propose an estimation process that can be used in this type of application, and present results from an extensive simulation study evaluating the feasibility and validity of this method.
ERGMitos: ERGMs for small networks
With modern computers, calculating the exact likelihood function of an ERGM for a small network becomes computationally feasible. This has an important implication: the process for estimating the parameters of an ERGM for small networks can be done directly, rather than having to use simulation-based methods that are required when fitting ERGMs to larger networks. This exact calculation would not only obtain a better solution (in general) compared to simulation methods, but also, if the MLEs exists, it can help to mitigate the degeneracy problem. Although the degeneracy problem is not completely avoided, it is important to note that this approach will reach a better situation compared to MC-MLE estimation. As stated by [4, p. 7] : "[i]f the model used to simulate the graphs is not close enough to produce realizations that cover the observed values of the statistics, the MC-MLE will not exist even in cases where the MLE does." In other words, the non-existence of MC-MLE estimates does not imply the non-existence of MLE estimates.
Small network data is typically collected from samples of groups, so that multiple networks are observed from a sample of, for example, families, small teams, or ego-networks. This type of study design often allows us to assume that we have observed multiple independent networks, and that the data generating process is shared across the sampled networks. If we can adopt both of these assumptions, a pooled model can be estimated by maximizing the following joint-likelihood:
Where P denotes the number of networks used in the model. We call this framework, which is just a revisited version of ERGM in the case of small networks, ERGMito 2 .
One potential problem that we are not addressing with the pooled estimates is the problem of scalability, and in particular the interpretation of the constant parameter in the model; the edge count parameter. In the baseline case of estimating a density parameter using a single network, as pointed out in [6] , extrapolating or comparing that estimate in the context of a network with a different sizes may be complicated in the sense that, if left as is, a fixed density parameter assumes a constant change in the average degree of the network, which may not be realistic in some scenarios. Instead it may be more natural to think that the degree holds constant. This, in the case of pooled ERGMs, poses a problem in terms of assuming that the networks included in the model share a common data-generating-process, and thus, the same edge count or density parameter. Notwithstanding this is an important problem to consider when dealing with networks of different sizes, the cases pointed out by [6] discuss situations in which the sizes of the networks range from a few dozens to a couple of thousands, which is not the case here.
The simulations and model fitting were conducted using the R package ergmito which has been developed to implement the methods described in this work.
4 Illustration with simulated data: fivenets 4.1 Data-generating-process and model fitting
In the following section we work with a simulated data set that was created using the data-generating-process of ERGMitos. This particular dataset, which we call "fivenets", is included in the in the R package ergmito 3 . The data set contains five simulated networks with nodal attributes (we use gender in the following example), and the networks were generated using the following specification:
where θ edges = −2.0 and θ homophily = 2. Using this equation we draw five networks of size five. The process of "homophily" is represented by a parameter that is defined as the number of ties in which ego and alter have the same gender. Before drawing the networks we randomly generated the node attribute (gender) parameter to each vertex as a Bernoulli with parameter 0.5. Figure 2 shows the generated networks, including their nodal attributes.
Using the ergmito R package, we fit three different models to the data 4 : (1) a Bernoulli graph, which is a model that only includes the "edges" parameter, (2) a model with "gender homophily" as its only parameter, and finally (3) a model including both "edges" and "gender homophily", this is, the correct specification of the model. Table 1 shows the estimation results of the three different specifications of the model and as expected, model (3) has the best overall fit to the data. The goodness of fit of this model is evaluated in the following section.
Gender Male Female
Figure 2: Fivenets data set. These graphs were randomly drawn from an ERGM distribution with two parameters: number of edges and gender homophily, with parameters equal to -2.0 and 2.0 respectively.
Goodness-of-fit in ERGMitos
Researchers that apply ERGMs should be familiar with the goodness-of-fit (GOF) diagnostics that are used to assess how well the estimated model can reproduce graphs that are similar to the observed graph on a range of local and global graph statistics. One of the statistics that is often scrutinized in these analyses, because of the difficulty in obtaining a good fit, is the distribution of shortest-path lengths (or geodesic distribution). In the case of ERGMitos this global statistic is clearly less relevant because the shortest-path lengths between any two nodes in a small network typically lies between 1 and 2 steps. Therefore, we focus our GOF analysis on the parameters fit in the model as the bare-minimum of local graph statistics, as shown in Figure 3 . An important difference in our approach compared to traditional GOF assessments for ERGMs is that we are able to enumerate the full support of the model, and so instead of evaluating a boxplot we present a 90% exact confidence interval per-statistic per network, comparing the fitted model's distribution with the observed parameters. A detailed discussion of this aspect of the ERGMitos is presented at the end of this paper. An important advantage of the ERGMitos over "regular" ERGMs is that we can observe the surface of the log-likelihood over different combinations of parameters in a rather straightforward way. This, together with the GOF analysis should be a routine step done after every ERGMito fit. Figure 4 shows the surface of the log-likelihood function around the solution parameters to the maximization problem.
Being able to calculate the surface of the exact likelihood function in a rather (computationally) trivial way, allows us to assess quite easily the quality of the estimated set of parameters. One good use of this diagnostic is to evaluate the roughness of the log-likelihood function, which in principle should give us an idea of the likelihood of the maximization process failing to reach a global maxima. 
Sampling groups of small networks
We conducted a simulation study to explore the properties of MLE for small networks. Using the ergmito R package, we generated 100,000 samples of groups of small networks, each one with an average of 30 networks, resulting in approximately 3 million small networks drawn from an ERGM distribution. Specifically, to generate each one of the 100,000 samples we did the following: 2. The number of networks included in the sample was obtained from 3 Poisson distributions with the parameter mean equal to 10, in particular, each one of those specified how many networks of sizes 3 (n 3 ), 4 (n 4 ), and 5 (n 5 ) would be generated. This implies that on average each sample has ten networks of each size, this is, a total of 30 networks per sample. 
Edges
Mutual parameters that fell within the almost-degenerate (and actually, degenerate) region of the parameter space. Because of this reason, the final analysis only considers 54,995 samples since the reminder set of samples were not informative as those were composed either of (nearly-)fully connected or (nearly-)fully empty graphs. The next section discusses the results.
Results
As shown in Figure 6 , the model appears to behave well, in general, in terms of empirical bias. While we observe some cases in which the estimates are significantly biased (in either direction), most of the distribution falls within the [−1, 1] region. Another feature that was important to evaluate was power. Figure 5 shows the empirical power level achieved at various sample sizes for the two parameters. Overall, we observe that, as expected, the empirical power grows as the sample sizes increases. The few exceptions to this that can be observed in the figures are due to insufficient samples simulated for the cases where there 50 or more networks per sample (for example), which were significantly fewer observations compared to, for example, those which had between 20 to 40 networks (recall that the expected sample size in this simulation study is 30 networks per sample). It is interesting to notice that in the case of effect sizes of magnitude [1.0, 2.0) the discovery rate for the 'Mutual' parameter reaches around 0.75 for sample sizes between 30 to 40 networks, which is a rather common sample size in the study of small networks such as teams, ego-networks or families.
The code used to reproduce this entire section can be found at https://github.com/ muriteams/ergmito-simulations.
Discussion
In this paper revisit the Exponential Family Random Graph Models (ERGM) for the case of small networks. In response to approaches for modeling small networks having been overlooked in the literature, we propose ERGMs for small networks, or ERGMitos as we call them. These models have the nice feature that they can be estimated using Maximum Likelihood Estimation directly without having to recur to estimation via MCMC methods, as is traditionally done with ERGM for larger networks. This approach provides several benefits for small network data, mainly: (1) we avoid at least partially, if not completely, the model near-degeneracy problems that affects the aforementioned methods; and (2) given the natural prevalence of samples of small networks like multiple families, small teams, or ego networks, pooling estimates are a natural application for small network data. We find that we are able to estimate such models easily, and that this approach improves accuracy and efficiency for modeling small networks. Unanswered questions that will be a topic for future work include how to analyze ERGMitos. More work is needed on how to evaluate goodness-of-fit, and identify the statistics that are most important to evaluate and that are reasonable to expect in a model that would suggest a "good fit". A feature of ERGMitos that is in our favor to facilitate this future work is that they enable a rather simple way of conducting simulation studies (relative to traditional ERGMs).
Overall, ERGMitos provide a promising extension to the ERGM framework for the analysis of small social networks, which can generate a richer understanding of the local social processes that give rise to the formation of networks in small social groups.
