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We consider the weakly nonlinear evolution of the Faraday waves produced in a 
vertically vibrated two-dimensional liquid layer, at small viscosity. It is seen that the 
surface wave evolves to a drifting standing wave, namely a wave that is standing in a 
moving reference frame. This wave is determined up to a spatial phase, whose calcu-
lation requires consideration of the associated mean flow. This is just the streaming 
flow generated in the boundary layer attached to the lower píate supporting the liquid. 
A system of equations is derived for the coupled slow evolution of the spatial phase 
and the streaming flow. These equations are numerically integrated to show that the 
simplest reflection symmetric steady state (the usual array of counter-rotating eddies 
below the surface wave) becomes unstable for realistic valúes of the parameters. The 
new states include limit cycles (the array of eddies oscillating laterally), drifted stand-
ing waves (patterns that are standing in a uniformly propagating reference frame) 
and some more complex attractors. 
1. Introduction 
We consider the gravity-capillary waves named after Faraday (1831) that are 
parametrically excited at the free surface of a liquid when the container is vertically 
vibrated and the driven acceleration exceeds a threshold valué. These waves have 
been receiving renewed and increasing attention in the literature owing in part to 
the impressive variety of experimentally observed behaviour (already reported by 
Faraday, see Miles & Henderson 1990) that current theoretical approaches fail to 
explain convincingly, specially in the low-viscosity limit. This limit is singular and its 
analysis is subtle due in part to the presence of mean flows, which are well known 
to affect the surface wave dynamics in related systems (e.g. Milewski & Benney 
1995; Mashayek & Ashgriz 1998) and are frequently either ignored or treated in a 
deficient way. Strictly inviscid mean flows have already appeared in the celebrated 
equations derived by Davey & Stewartson (1974), but these flows neglect the effect of 
viscous boundary layers, which can be essential even for quite small viscosity. These 
boundary layers produce a viscous streaming flow (also called steady streaming or 
acoustic streaming), which has been extensively analysed in other contexts (Riley 2001 
and references therein). Also, this flow (i) was indirectly observed by Faraday (1831) 
through the accumulation of sand at the bottom of the container, (ii) is sometimes 
used to visualize the patterns (Douady 1990) and (iii) has been associated with pattern 
rotation (Kiyashko et al. 1996); but it is otherwise ignored in connection with Faraday 
waves. 
FIGURE 1. Sketch of the two-dimensional annular domain. 
The role of the streaming flow is better uncovered in the absence of additional 
effects like wave modulation, which leads to a complex description (Vega, Knobloch 
& Martel 2001). Thus, we consider a spatially uniform surface wave, which seems 
to be the one involved in some of the drift modes encountered by Douady, Fauve 
& Thual (1989) in annular domains. These consisted of a drifted standing wave, 
i.e. a spatially uniform, monochromatic wave that would be standing in a uniformly 
rotating reference frame; see also Thual, Douady & Fauve (1989 p. 236) and Fauve, 
Douady & Thual (1991 pp. 315-316) for a phenomenological description and Cross 
& Hohenberg (1993 p. 1026) for a further discussion on these patterns. 
The usual amplitude equations in the literature for weakly damped, spatially 
uniform, monochromatic Faraday waves in a domain that allows propagation in 
a particular direction account for damping, detuning, nonlinearity and parametric 
forcing, are 
Á = [-<5-iá + ia3|^|2-ia4|5|2]^ + iea5B, (1.1) 
B' = [-S - id + ia3|£|2 - m\A\2]B + iea5¿, (1.2) 
where A and B are the complex amplitudes of two counte r-propagating waves and 
\A\ ~ \B\ <€ 1, S <€ 1, d <€ 1 and e <C 1, while the coefficients a3, a4 and as are of 
order unity. These equations ignore the streaming flow and lead to inconsistencies, as 
we show now. The large time behaviour of (1.1) (1.2) are standing waves (SWs) of 
the form |y4|=|B|=constant, determined up to a spatial phase xp, which can be defined 
as proportional to the difference between the phases of A and B, and is given by 
rp' = 0. (1.3) 
Note that xp' is a drift velocity of the pattern. On the other hand, if the fluid domain is 
a two-dimensional laterally unbounded (figure 1), with periodic boundary conditions, 
then after appropriate rescaling the streaming flow produced by the SWs is given by 
the following well-known (see, e.g. Iskandarani & Liu 1991) system of equations and 
boundary conditions 
üx + vy = 0, (1.4) 
dü/dx + v(üy - vx) = -qx + Re~l{üxx + üyy), (1.5) 
(a) 
FIGURE 2. Streamlines of the stable steady state of (4.8)-(4.13), with xp = 0, for L = \n, m = 1 (k = 4), 
(a) Re = 55, (b) Re = 70. Thick vertical lines correspond to the nodes of the surface waves, given 
by (4.23). 
dv/dx — ü(üy — vx) = —qy + Re~l(vxx + vyy), (1.6) 
ü = —sin2kx, v = 0 at y = — 1, (1.7) 
dü/dy = v = 0, at y = 0, (1.8) 
ü,v and § are x-periodic, of period L = 2mn/k. (1.9) 
The forcing term in (1.7) comes from the well-known slowly varying effect of the 
Stokes boundary layer attached to the lower píate (Batchelor 1967). The simplest 
solution to this problem is a stationary array of counter-rotating eddies, like that 
in figure 2(a), which has been numerically obtained for L = ^n, m = 1 (k = 4) and 
Re = 55. This pattern was qualitatively described by Liu & Davis (1977) and nu-
merically calculated by Iskandarani & Liu (1991), and is always assumed in the 
literature (e.g. Douady 1990 figure 12) to be the only one associated with SWs. The 
pattern is x-reflection-symmetric; thus it cannot induce any drift of the waves, which 
is consistent with (1.3). However, this steady state of (1.4)—(1.9) is unstable if Re 
exceeds a threshold valué, which has not been noticed before to our knowledge. 
In fact, a direct numerical integration (1.4)—(1.9) shows that the symmetric steady 
state is stable only below the dashed curve in the Re vs. L diagram in figure 6. At 
this curve, there is a symmetry breaking (pitchfork) bifurcation. The resulting stable, 
non-reflection-symmetric patterns for higher Re are qualitatively similar to that in 
figure 2(b), and exhibit a non-zero overall horizontal velocity; see Yan, Ingham & 
Morton (1993) for a similar result on a related problem. That streaming flow pattern 
must induce a drift of the primary SW by convection, namely a non-zero term in the 
right-hand side of (1.3). Thus, the usual amplitude equations (1.1)—(1.2) are faulty. The 
correct equations should give the coupled evolution of the phase xp and the streaming 
flow in a natural way. In order to avoid further deficiencies, we will not rely on any 
phenomenological argument. Instead, we shall derive the amplitude equations from 
first principies, though for the sake of brevity some ingredients of these equations 
that are well-known will be omitted. 
With these ideas in mind, the remainder of the paper is organized as follows. The 
problem is formulated in §2. The correct extensión of (1.1) (1.2) is derived in §3 and 
used in §4.1 first to show that the surface wave evolves to a drifting SW, namely, a 
wave that is standing in a moving reference frame, and then to obtain a system of 
equations giving the coupled evolution of the spatial phase xp and the streaming flow. 
This system of equations will be numerically explored in § 4.2, to obtain several steady 
and time-dependent solutions that exhibit a non-zero drift of the surface waves. Some 
conclusions will be made in § 5. 
2. Formulation 
We consider a horizontal two-dimensional liquid layer supported by a vertically 
vibrating píate (figure 1). We use the height of the unperturbed free surface h and the 
gravitational time (/i/g)1/2 (where g is the acceleration due to gravity) as characteristic 
length and time for non-dimensionalization. The governing equations are 
ux + vy = 0, (2.1) 
Uf + V(Uy - VX) = ~qx + C(UXX + Uyy), (2.2) 
Vt - U(Uy - VX) = ~qy + C(VXX + Vyy), (2.3) 
u = v = 0 at y = - 1 , (2.4) 
v=ft + ufx, (uy + vx)(\-fl) + 2(vy-ux)fx = Q at y = f, (2.5) 
q - (tí2 + v2)/2 + 4cohf cosfrot) - / + Tfxx/(\ + f2xf2 
= 2C[vy + uxf2x-(uy+vx)fx]/(l+f2x) at y = f, (2.6) 
w, v, p and / are periodic, of period L, in x. (2.7) 
For convenience, we also recall that volume is conserved, i.e. 
f f(x,t)áx = 0. (2.8) 
Jo 
Here, u and v are the horizontal and vertical velocity components, / is the free 
surface elevation (measured from the undisturbed position), and q = pressure + 
(w2 + v2)/2 + y — 4co2ey cos(2cot); 2a> and e are the forcing frequency and amplitude, 
C = v/(g/i3)1/2 (v = kinematic viscosity) is a ratio of viscous to gravitational effects 
and T_ 1 = pgh2/a (p = density, a = surface tensión) is the Bond number. 
We shall consider small, nearly resonant solutions at small viscosity, i.e. 
I«I + M + M + I / I < 1 , £ < 1 > |CÜ-CÜOI<1 , C < 1 , (2.9) 
without further restrictions. Here, a>o is a natural frequency in the inviscid limit. 
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FIGURE 3. Damping rate of the surface modes for C = 10~5 and T = 7.3 x 10~4 using , the 
0(CÍ/2) results and , the O(C) results; the latter are indistinguishable from those obtained using 
the exact dispersión relation. 
3. Coupled amplitude-mean flow equations in two dimensions 
The weakly nonlinear analysis of (2.1)-(2.7) in the limit (2.9) requires consideration 
of all nearly marginal modes of the linearization of (2.1)-(2.7) around the quiescent 
state (u,v,q,f) = (0,0,0,0) in the unforced case & = 0. As C —• 0, the linearized 
problem exhibits two kind of nearly marginal mode. 
Surface modes account for surface waves and are the only ones considered so far 
in weakly nonlinear theories. These modes exhibit a dispersión relation 
X = ±ia>0 - (1 + i)aiC1/2 - a2C + 0(C3 / 2) , (3.1) 
where the inviscid eigenfrequency coo > 0 and the coefficients oc\ > 0 and a2 > 0 
depend on the wavenumber k as 
co¡ = k(l + T/c2)tanh/c, ai = k(co0/2)1/2/ sinh2/c, 
a2 = k2[2 + (5 + 3 tanh2/c)]/(16sinh2/c). 
Thus, these modes are oscillatory, with a small (as C —• 0) damping rate that results 
from viscous dissipation in the Stokes boundary layer at the bottom píate and in the 
bulk (essentially, the terms of orders C1 /2 and C, respectively); the neglected terms 
essentially come from viscous dissipation in the upper boundary layer at the free 
surface. The velocity jump across the lower boundary layer decays (and thus ai —• 0) 
exponentially as k —• oo. Then, for a small but fixed valué of C and moderately large 
k it is advisable to use the three-term expansión displayed in (3.1), which yields a 
good approximation for realistically small, fixed valúes of C and k in a wide range 
(Martel & Knobloch 1997) as seen in figure 3, where the selected valúes of C and T 
correspond to water in a 10.1 cm deep container. Similar, three-term expansions are 
required for related two-dimensional and three-dimensional gravity-capillary wave 
problems in finite geome tries (Higuera, Nicolás & Vega 1994; Higuera & Nicolás 
1997; Martel, Nicolás & Vega 1998). 
Hydrodynamic modes (also called viscous modes) are those associated with the 
streaming flow and exhibit a dispersión relation (Lamb 1932) 
X = -C[k2 + qn(k)2] + 0(C2) at C - • 0, (3.3) 
(3.2) 
where qn{k) are the solutions of qnía.nhk = ktanqn. The associated eigenmodes yield 
no free-surface deflection at leading order; thus, these modes can be ignored in a 
strictly linear theory if only the free-surface deflection matters, but not in other 
circumstances. 
With these ideas in mind, let us now consider (2.1)-(2.7) in the limit (2.9). Outside 
these two boundary layers, we consider solutions of the form 
u = Uo(y)émt[A(t)ékx - B(t)e-ikx] + ce. + us(x, y,t) + ---, 
v = Vo(y)émt[A(t)ékx + B(t)e-ikx] + ce. + v"(x,y, t) + • • •, 
Qo(y)émt[A(t)ékx + B(t)e-ikx] + c e + q"(x,y, t) + • • •, 
f elcuí[,4(í)eltoc + B(t)e-lkx] + c e + fs{x, t) + ---, 
(3.4) 
where c e stands for the complex conjúgate and the horizontal wavenumber and the 
inviscid eigenfunctions UQ, VQ and <2o are 
k = 2mn/L with m = integer, (3.5) 
Uo = -kQo/coo, V0 = iQoy/ü)o, go = a>o cosh[k(y + í)]/[ksinhk], (3.6) 
in terms of the inviscid eigenfrequeney COQ, which is related to the wavenumber k and 
the forcing frequeney 2co by (3.2) and (2.9), respectively. In (3.4) we have displayed only 
the leading order (in the limit (2.9)) oscillatory and non-oscillatory terms, the latter 
being associated with the streaming flow and denoted hereinafter by the superscript 
s. The former correspond to the only surface mode that is (subharmonically) excited 
by the external forcing; the remaining non-excited surface modes are readily seen 
to decay exponentially in the time scale associated with viscous dissipation and can 
be ignored. The weakly nonlinear level of our description requires that the complex 
amplitudes and the remaining slowly varying quantities be small and depend weakly 
on time, i.e. 
| i ' | « | i | « l , | B ' | < | B | < 1 5 K | < | M S | < 1 , \v¡\ < \vs\ < í, 
\q¡\ < \qs\ < 1, |/ts| < | f | < 1. 
3.1. The slow evolution of the complex amplitudes A and B 
In order to obtain the amplitude equations giving A and B, we could proceed in a 
standard manner, as follows. Add higher-order terms (proportional to powers of the 
small quantities C1/2, e, A, B, us, vs, qs and / s) to the expansions (3.4), and introduce 
similar expansions for A' and B'. When these expansions are inserted into (2.1)-(2.3), 
and the coefficient of each asymptotic order is set to zero, a recurrent system of 
equations in the bulk is obtained; the appropriate boundary conditions at y = — 1 
and 0 are obtained by a matching procedure with the solutions in the lower and upper 
boundary layers, which must be analysed separately. Then, a solvability condition 
applied to each of these problems provides the subsequent terms in the expansions 
for A' and B', which (to the approximation relevant here) are 
A' iá + ia3|^l|2 — ia4|f?|2 — ia6L g(y)us dx áy 
i Jo 
A + iea55, (3.7) 
B' -S — id + ia3|f?|2 — ia4|^4|2 + ioc6L 
- i Jo 
g(y)us dx dy B + ieoc5A, (3.8) 
where the parameters 
5 = a 1 C 1 / 2 + a2C, d = 0CiC1/2 + co0 - a), (3.9) 
are small (see (2.9)) and account for linear damping and detuning, respectively. 
Now, the above procedure (which is quite tedious) can be avoided if proceeding as 
follows. The coefficients associated with linear damping and detuning, S and d, can 
be taken from the dispersión relation (3.1). The remaining terms on the right-hand 
side of (3.7)—(3.8) do not depend explicitly on C and coincide with their counterparts 
in the usual amplitude equations in the literature (Miles 1993; Milner 1991; Hansen 
& Alstrom 1997). For completeness, these and the function g are calculated in the 
Appendix to be 
,_2 , ü)0k2(9-a2)(í-a2) + (7-a2)(3-a2)Tk2 3Tmofc4 
a 3
 =
 2c
°
ok +
 H*
 ff2 + ( < 7 2_ 3 ) T j k 2 4(1 + TVY ( 3 - 1 0 ) 
cook2 
a4 = —-— 
(<r2 + l)2 Í + Tk2 4 +777c2 
a
2
 1 + 4Tk2 + Í + Tk2 a5 = cooka, (3.11) 
ka 2cü0^cosh[2/c(y + l)] 
ae = z—, g(y) = —7T-. , (3.12) 
2c«o sinh k 
where the eigenfrequency c«o is as given by (3.2) and a = tanh/c. 
Some remarks about the amplitude equations (3.7)—(3.8) are now in order. 
(i) Some care must be taken with that calculation because the limit C —>• 0 
is a singular perturbation limit and does not necessarily commute with the limit 
\A\ + \B\ —>• 0. However, a careful analysis of the oscillatory boundary layers (as that 
in Nicolás & Vega 1996) shows that the limits C —>• 0 and \A\ + \B\ —>• 0 do commute 
as far as the calculation of those terms that are independent of C on the right-hand 
sides of (3.7)—(3.8) is concerned. 
(ii) The amplitude equations are invariant under the actions A —>• Aelc, B —>• Be~lc 
(for all c) and A <->• B, x —> —x, us —> — us, which result from the invariance of 
(2.1)-(2.7) under x-translations and left-right x-reflection. Thus, only one of these 
equations need be derived. 
(iii) We are not retaining the real parts of the coefficients of the cubic terms in 
(3.7)—(3.8), which account for nonlinear damping and forcing and would be necessary 
only near the instability threshold if detuning is appropriately small. 
(iv) Since |ws| will turn out to be of the order of |^4|2 + |f?|2, the new integral terms 
in (3.7)—(3.8) are of the same order as that of the cubic terms and cannot be ignored. 
Note that the new terms are conservative, namely they do not contribute to the 
leading-order energy equation obtained by multiplying (3.7) and (3.8) by the complex 
conjugates of A and B, adding and taking the real part. This is consistent with the 
fact that the streaming flow velocity is small compared to the velocity associated with 
the surface waves and thus it does not contribute to the kinetic energy at leading 
order. 
The slowly varying parts of the velocity components, us and vs, remain undetermined 
at this stage. The slowly varying parts of momentum equations at leading order (just 
give qsx = qsy = 0, and) do not involve us and vs, which are usually set to zero in 
current Faraday wave theories invoking continuity and imposing zero vorticity. The 
latter would be justified in the strictly inviscid case (if, in addition, the flow is initially 
potential), but, for non-zero viscosity, vorticity is necessarily present in the oscillatory 
boundary layers produced by the surface waves, and it can (and will) be convected 
and/or diffused to the bulk to yield a non-zero vortical flow, which is precisely the 
streaming flow. 
3.2. The streaming flow 
The slowly varying parts of the velocity components, us and vs, are now calculated 
from the continuity equation at order |ws| + |;;s| and the momentum equations at order 
(\A\2 + |£|2)(|ws| + |KS|). These lead to 
«x + »x=0, (3.13) 
u\ + vs{usy - vx) + qx- C(uxx + vyy) = V0(y)(A&kx + BQ-'ikx)(V¡ - Ü3y) + ce , (3.14) 
v°t - u
s(u; - vx) + q¡- C(vxx + vyy) = U0(y)(A&kx - Be-lkx)(Ü3y - V3) + ce , (3.15) 
where the overbar and ce. stand for the complex conjúgate and, in order that all terms 
in (3.14) (3.15) be of the same order, we are assuming that |ws| ~ |;/| ~ C ~ \A\2 ~ |f?|2 
and that the slow time scale for the evolution of us and vs is t ~ \A\~2; this assumption 
will be relaxed below. Note that the oscillatory part of the velocity field at order \A\2 
derives from a potential (see equation (A 3) in the Appendix) and thus does not 
provide any contribution to the convective terms in (3.14)—(3.15); also, qsx = qsy = 0 
at order \A\2 (see equations (A4)-(A5) in the Appendix) and thus \qsx\ ~ \qs\ ~ \A\4. 
I/3 and F3 are the velocity components of the oscillatory resonant part (i.e. that part 
depending on the short time scale as exp(icot)) a t order |^ 4|(|ws| + \vs\), which satisfy 
(add to equations (A9)-(A10) in the Appendix those oscillatory terms proportional 
to e'<u°í—^x) 
icol/3 + Vo(y)(A¿kx + Be-lkx)(uy - vx) = <j>x, (3.16) 
icoF3 - Uo(y)(Aelkx - BQ-lkx)(usy - vsx) = <¡>y, (3.17) 
where we are including on the right-hand sides those terms that derive from a 
potential (which will not play any role below). Substitution of (3.16)—(3.17) into (3.14) 
and (3.15) and invoking (3.6) yields, after some algebra, 
u\ + vs(uy - vsx) = -~qx + C(i4 + uyy), (3.18) 
v\ - [us + (\B\2 - |^|2)g(y)]K " O = ~¥y + C«x + vsyy), (3.19) 
where the function g(= ico^1 d(UoVo)/dy + ce) coincides with that appearing in the 
amplitude equations (3.7)—(3.8) (and given by (3.12)), and 
q° = qs + [ico^t/oPbd^l2 " \B\2)(usy - vx) + ce] . 
The momentum equations (3.18) and (3.19) coincide with the usual Navier-Stokes 
equations, except for the vertical body forcé 
(0,-(\B\2-\A\2)g(y)(u;-vx)), (3.20) 
which is written in three dimensions as vsd x Qs, where Qs is the time-averaged 
vorticity and 
/ d = ((|5|2-|^|2)g(y),0). (3.21) 
is the Stokes drift. The body forcé (3.20) is sometimes called vortex forcé generated by 
vsd, and plays an important role on the stability of Langmuir circulations in the upper 
layers of lakes and ocean (Leibovich & Paolucci 1981). The Stokes drift appears when 
calculating the Lagrangian (or mass-transport) velocity, vmt = (us,vs) + vsd, which is 
the one associated with the time-averaged trajectories of material elements, in contrast 
with the Eulerian velocity us, which is the time-averaged velocity. 
The continuity and momentum equations (3.13), (3.18) and (3.19) apply in the bulk, 
outside the above-mentioned boundary layers. The boundary conditions at y = — 1 
and 0 are obtained from matching conditions with the slowly varying part of the 
velocity in the boundary layers, which must be analysed separately. In fact, in the 
present two-dimensional setting, these boundary conditions are given by the following 
formulae, first obtained by Schlichting (1932) and Longuet-Higgins (1953), 
u
s
 = a7[L4Be2lfoc + ce. + \B\2 - \A\\ vs = 0 at y = - 1 , (3.22) 
du'/dy = a8(|£|2 - \A\2), vs = 0 at y = 0, (3.23) 
where we are neglecting terms of the order of C1/2(|^4|2 + |f?|2) + (\A\2 + |5|2)2 and the 
constants a7 and a8 are 
a7 = 3oook/ smh2k, a8 = 8coo^2/tanh/c. (3.24) 
Finally, the boundary conditions (2.7) yield 
u
s
, vs and qs are periodic, of period L, in x. (3.25) 
Equations (3.13), (3.18) (3.19), (3.22)-(3.23) and (3.25) will be used in §4 to analyse 
the streaming flow. Note that our assumption above on the orders of magnitude of us, 
vs, C and the slow time variable is not necessary. This is so because equations (3.18) 
and (3.19) have been obtained as a balance between the leading-order effeets of inertia 
(including convection), pressure gradient and viscous dissipation, which are the only 
ingredients on the original momentum equations (2.2)-(2.3) that can contribute to the 
streaming flow. In particular, the equations remain valid as C <C \A\2 + |f?|2, which will 
be a relevant limit below. In fact, viscous effeets cannot be ignored in the analysis of 
the streaming flow, however large the effective Reynolds number associated with that 
flow can be. This is so because the streaming flow is forced by a tangential velocity 
and a tangential stress at the lower and upper boundaries (see (3.22) and (3.23)), and 
these two shear mechanisms would not forcé any flow in the absence of viscosity. 
Note also that the forcing tangential velocity and stress are independent of viscosity 
(i.e. of C) to leading order, and thus they converge to non-zero valúes as C —>• 0. 
Thus, this is a good example to illustrate that the limits C —>• 0 and \A\ + \B\ —>• 0 do 
not commute, as anticipated in §2.1. 
4. Coupled spatial phase-streaming flow equations 
The coupled evolution of the surface waves and the streaming flow is given by the 
system of equations and boundary conditions (3.7)—(3.8), (3.13), (3.18) (3.19), (3.22), 
(3.23) and (3.25). These equations are first reduced in §4.1 to two systems of equations 
that apply after a transient in the slow time scale associated with viscous dissipation. 
The first system is decoupled and yields the evolution of the surface waves to a 
drifting SW, which is determined up to a spatial phase. Once the amplitude of the 
surface wave is determined, the second system gives the coupled evolution of the 
spatial phase and the streaming flow. 
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FIGURE 4. Amplitude of , the stable and , unstable shifted SWs (non-trivial steady states 
of (4.3)-(4.4)) in terms oí the forcing amplitude. 
4.1. Derivation of the coupled spatial phase-streaming flow equations 
The effect of the streaming flow on the complex amplitudes can be decoupled using 
the new complex amplitudes and the spatial phase, defined as 
A = A0Q-lkxp, B = B0ekxp 
with 
áxp/át = [a6/(kL)] I I g(y)us(x,y, t)áxáy. 
- i Jo 
Substituting these into (3.7)—(3.8), A0 and B0 are seen to satisfy 
a; 
Bo 
Ar0 = [—3 —id + ia3 |^0 |2 — io4|50|2]A) + i£OC5^o, 
(4.1) 
(4.2) 
(4.3) 
B
o = [—3 —id + io3 |50 |2 — ia4 |^0 |2]^o + isa5A0. (4.4) 
These are the standard amplitude equations that have been systematically used in 
the weakly nonlinear description of spatially uniform Faraday waves. Their solutions 
relax to steady states. This property is always taken for granted in the literature; 
the proof is somewhat standard, but non-trivial and outside the scope of this paper. 
The zero steady state of (4.3)-(4.4) is unstable wheneyer the forcing amplitude s is 
larger than its threshold valué, i.e. s > sc = ^J32 + d2/\a5\. If a3 — a4 ^ 0, as we 
assume hereinafter (otherwise some higher-order terms must be added to (4.3)-(4.4)), 
the remaining steady states are of the form 
A0 = B0 = Ro¿*\ 
where 0O is an arbitrary temporal phase and R0 > 0 is given by 
#o2 = [d ± ((x¡s2 - 32)1/2]/((x3 - 04). 
(4.5) 
(4.6) 
These steady states build a branch that bifurcates from the fíat state at s = sc and 
is either monotone (if d/(o3 — o4) < 0) or C-shaped, see figure 4; in the latter case, 
the intermedíate solutions are unstable. Note that since (4.5) holds, the surface wave 
associated with these steady states is a drifting SW with an amplitude R0; and xp can 
be seen as its spatial phase, for to leading order the free surface deflection is given by 
f(x, t) = 4R0 cos(cot + 4>o) cos[k(x — xp)]. (4.7) 
as readily obtained from (3.4), (4.1) and (4.5). The drift velocity of the waves dxp/dt 
is due to the streaming flow (4.2) and it is essentially different from that analysed in 
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Douady et al. (1989) that was due to the breaking of the spatial reflection symmetry 
of the waves, namely it required \A\ ¿ \B\. 
Thus, after a transient, we can assume that (4.5) holds and rewrite (3.13), (3.18)-
(3.19), (3.22)-(3.23), (3.25) and (4.2) as 
üx + vy =0, (4.8) 
Bü/Bx + v(üy -vx)= -qx + Re-{ (üxx + üyy), (4.9) 
Bv/Bx - ü(üy - vx)= -qy + Re-Hvxx + vyy), (4.10) 
a = -sin[2fc(x-tp)L v =0 at y = - 1 , (4.11) 
Bü/By = v =0 at y =0, (4.12) 
ü, v and q are x-periodic, of period L = 2mn/k, (4.13) 
áxp/áx = L-1 / / G(y)ü(x,y,x)dxdy, (4.14) 
-i o 
in terms of the rescaled variables 
x = ReCt, ü = us/(ReC), v=vs/(ReC), ~q = qs / (ReC)2, (4.15) 
where m > 1 is an integer and the function G and the Reynolds number Re are 
G(y) = 2iccosh[2ic(y + l)]/sinh2ic, Re = 6R¡co0k/(C sinh2 k). (4.16) 
Note that L-1 / /Gdxdy = 1, which is consistent with the invariance of (4.8)-(4.10) 
and (4.14) under the action x -> x + ex, ü -> ü + c, rp = y) + ex, as required by the 
invariance of (2.1)-(2.3) under Galilean transformations. 
Equations (4.8)-(4.14) will be called coupled spatial phase-streaming flow (CSPSF) 
equations, and ü0 = dtp /dx can be seen as a drift velocity of the drifting SWs. Those 
solutions of the CSPSF equations with w0 = constant are precisely uniformly drifted 
SWs, as are those encountered by Douady et al. (1989). 
The CSPSF equations (4.8)-(4.14) depend only on the wavenumber k, spatial period 
L = 2mn/k and the effective Reynolds number Re. The latter is proportional to the 
square of the wave steepness, Rr>k, which must be small. Since C is also small (of 
the order of 1C-4 for water in containers of depth of the order of 1 cm, as in the 
experiment by Douady et al. 1989), Re can vary in a wide range. Assuming that T 
is not large (which is trae for gravity waves), (Rok)2 < 0.1 and C ^ lO-6, and using 
(3.2) and (4.16) 
0 sí Re sí 12 x 104/(coo sinh2ic). (4.17) 
4.2. Large time dynamics of the coupled spatial phase-streaming flow equations 
The CSPSF equations (4.8)-(4.14) are invariant under the symmetries 
x^x + c, \p^\p + c, (4.18) 
x —>• - x , ü —>• - ü , xp —>• -xp, (4.19) 
x -»• x + \h. (4.20) 
The first two symmetries come from the invariance of the original problem (2.1)-
(2.7) under horizontal translation and reflection. The reflection-symmetric attractors 
(invariant under (4.19) after a translation, referred to as r-symmetric, will be called 
locally or globally r-symmetric depending on whether they are r-symmetric for all x 
O x L 
FIGURE 5. Streamlines and vorticity colour (red = positive vorticity, blue = negative vorticity) map 
of the basic steady state of (4.8)-(4.14) for Re = 260, k = 2.37 and m = 1 (L = 2.65). Thick vertical 
lines are as in figure 2. 
or they exhibit an r-symmetric orbit in phase space. The last symmetry (4.20) will 
be useful when considering the dynamics of (4.8)-(4.14) for varying valúes of L. 
In particular (when doubling L), attractors that are invariant under (4.20) are also 
present in a cell of width ^L, and will be called (^L)-periodic. 
The analysis of the attractors of the CSPSF equations (4.8)-(4.14) must rely on 
numerics. The equations have been discretized by means of a spectral method in 
the horizontal coordínate, an equispaced second-order finite-difference scheme in 
the vertical coordínate, and a second-order semi-implicit method to march in time 
(Canuto et al 1988). The cheapest calculations, for Re < 450 and m = 1, require 128 
Fourier modes and spatial and temporal step sizes Ay = AT = 0.01. In order to avoid 
too expensive computations we shall restrict ourselves to the ranges 1 < m < 10 and 
0 < Re < 900, although Re can take much larger valúes within the scope of the 
theory, especially for modérate valúes of fe, see (4.17). 
For small Re, the CSPSF equations become linear and exhibit a unique attractor, 
which is an r-symmetric steady state; thus it exhibits no drift, namely \p = constant, 
according to (4.14), and corresponds to a standard SW. The streamlines are as those 
plotted in figures 2(a) and 5 for m = 1 and two representative valúes of (k,Re); for 
comparison with other attractors, the associated vorticity (Q = vx — üy) colour map is 
also given in figure 5. As Re is increased, this steady state becomes unstable through 
a Hopf bifurcation at a threshold valué Re = Rec, which is plotted vs. fe with a solid 
line in figure 6. This plot has been obtained for m = 1 but has been checked to remain 
unchanged for m = 10. This instability threshold is always larger than that obtained 
when the effect of the spatial phase is ignored (dashed line); thus, the coupling to the 
spatial phase has a stabilizing effect on the streaming flow. Note that the instability 
occurs when Re is large. Thus, we can distinguish a convective timescale, T ~ 1 and 
a viscous timescale, T ~ Re. The frequency of the unstable modes at threshold is of 
order unity, showing that this instability is associated mainly with convective effects. 
Now we consider two representative bifurcation diagrams using Re as a bifurcation 
parameter, which is varied in small steps. At each step we take as the initial condition 
FIGURE 6. Stability diagram of the basic solution. , Hopf bifurcation of the CSPSF equations 
(4.8)-(4.14) and , pitchfork bifurcation for the uncoupled equations (4.8)-(4.13), with \p = 0. 
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FIGURE 7. Bifurcation diagram of the CSPSF equations for k = 4 and m = 1 (L = |rc). 
a point in the attractor for the previous step plus a small perturbation containing 
all Fourier modes. We intégrate the CSPSF equations in an initial time interval to 
eliminate transient behaviours and then plot the following quantities, which are useful 
to appreciate r-symmetric and (^L)-periodic attractors 
W\\r = W^j), \\Q\\P=\\Q0M(TJ)\\L2 (4.21) 
where T,- are the stationary points of \p' (namely \p"(tj) = 0), || • \\Ll is the L2 norm 
and 
Qodd = ^ QjQl2nnx/L if Q = Y^ QJQ1 2nnx/L (4.22) 
n=odd 
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200 / 300 400 500 600 700 800 900 
Rec 
0.05 
*r o 
át 
-0.05 
200 300 400 500 600 700 800 900 
Re 
FIGURE 8. Bifurcation diagram of the CSPSF equations for k = 2.37 and m = 1 (L = 2.65). 
The bifurcation diagram for k = 4 and m = 1 is plotted in figure 7, where according 
to the restriction (4.17) only the interval 0 < Re < 160 is of interest here. The Hopf 
bifurcation at Re = Rec ~ 105 is supercritical and the resulting limit cycle is (not 
locally r-symmetric but is) globally r-symmetric (the plot of ||i//||r is symmetric) 
and locally (^L)-periodic (\\Q\\P = 0). The associated pattern is an array of laterally 
oscillating eddies, whose size also oscillates, and is qualitatively similar to that in 
figure 9(a). The period varies between 46 and 79 as Re increases from 105 to 160. 
Finally, we have checked that this bifurcation diagram remains unchanged as m is 
increased up to m = 10. 
As an example of a more complex bifurcation diagram, we give in figure 8 
that obtained for k = 2.37 and m = 1 (thus L = 2.65). The Hopf bifurcation at 
Re = Rec ~ 270 is again supercritical. The resulting limit cycle is (^L)-periodic and 
globally r-symmetric, like that in figure 9(a), where for illustration a thick vertical 
line is plotted at the nodes of the primary surface wave, which are 
•Wie = W + n/(2k) and xnode = \p + 3TI/(2/C), (4.23) 
according to (4.7); note that the nodes oscillate only slightly. This branch of limit 
cycles losses stability at Re = Re1 ^291 .5 (the unstable part, plotted with dashed lines, 
has been computed imposing (^L)-periodicity), where a new family of limit cycles 
bifurcates that are still globally r-symmetric but no longer (^L)-periodic (\\Q\\P is no 
longer zero). One of these is given in figure 9(b), where the lack of (^L)-periodicity 
is apparent and it is seen that this limit cycle again involves only a slight motion 
of the surface wave. Note that this is a supercritical symmetry breaking bifurcation 
that produces the solution in figure 9(b) and also that obtained upon applying a 
(^L)-translation, but both solutions yield the same point in figure 8. Note also that 
the plot of ||£2||p shows only one point for each limit cycle; this is so because the 
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FIGURE 9. Vorticity colour maps at equispaced valúes of T in the stable limit cycle for k = 2.37, 
m = 1 and (a) .Re = 290 and (b) Re = 400. Thick vertical lines are as in figure 2. 
. 
FIGURE 10. Streamlines and vorticity colour map in moving axes of the streaming flow produced 
by the drifted standing wave at Re = 325. Thick vertical lines are as in figure 2. 
FIGURE 11. Streamlines and vorticity colour map of the stable steady state in figure 8 at Re = 850. 
Thick vertical lines are as in figure 2. 
velocity field at two valúes of T where \p' reaches a máximum and a mínimum are 
obtained from each other by a translation and an x-reflection. This non (^L)-periodic 
limit cycle is stable in the interval Re1 < Re < Re1 ~ 466, where it loses stability 
and the system jumps to a new branch of travelling wave solutions, which exhibit 
a constant drift velocity, \p' = ÜQ, and are steady in a reference frame moving at a 
speed ü0; the streamlines and vorticity contours in the moving frame (using the new 
Re1 
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FIGURE 12. Bifurcation diagram of the CSPSF equations for k = 2.37 and m = 2. 
horizontal velocity ü — w0) are plotted in figure 10. Thus, these attractors correspond 
to the drifted SWs mentioned above, and are neither r-symmetric (which could not 
be because reflection symmetry is lost in the moving frame) ñor (^L)-periodic. In 
fact, this new branch of solutions exists in a wide range 323 ~ R^ < Re < Re4 ~ 800 
and thus the system exhibits hysteresis. Note that the drift velocity ÜQ = xpf decreases 
as Re increases. At Re = Re3 the drifted SWs lose stability at a supercritical Hopf 
bifurcation to limit cycles that are neither r-symmetric ñor (^L)-periodic and in turn 
lose stability at Re = Re5 ~ 319, where the system jumps to the branch of r-symmetric 
but not (|L)-periodic limit cycles described above. At Re = Re4 instead, the drifted 
SWs disappear at a supercritical (reversed) bifurcation that yields new r-symmetric 
(but not (|L)-periodic) steady states that are like that in figure 11. Thus, these are 
quite different from the (^L)-periodic steady state that existed for Re < Rec (cf. 
figure 4). Note that when the bifurcation at Re = Re4 is seen for decreased valúes of 
Re, it is a standard parity-breaking bifurcation (Greene & Kim 1988; Dangelmayr, 
Hettel & Knobloch 1997), which appears in systems invariant under reflection and 
translation and produces a drift (like the one here) of the patterns under generic 
conditions. 
If k = 2.37, as in figure 8, but m = 2 then we obtain a somewhat different bifurcation 
diagram plotted in figure 12. The bifurcations at Re = Rec and Re = Re1 remain 
unchanged, but now the branch of non (|L)-periodic limit cycles born at Re = Re1 
loses stability at Re = Re ^ 410. This bifurcation was not present in the case m = 1 
(cf. figure 8), where the instability happened at Re = Re2 ^ 466 < Re and the system 
jumped to a branch of travelling waves that are now unstable and plotted with a 
dashed line in figure 12. At Re = Re , the system jumps to a steady state whose 
O x L 
FIGURE 13. Streamlines and vorticity colour map of the stable steady state in figure 12 at 
Re = 418. Thick vertical lines are as in figure 2. 
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FIGURE 14. Plots xpr vs. T and xp vs. T for some representative more complex attractors for k = 2.37, 
m = 2 and the indicated valúes of Re. 
streamlines are plotted in figure 13. This steady state is locally r-symmetric (thus 
exhibits no drift) but not (^L)-periodic; thus it was not present for m = 1 and differs 
from the steady states found there, even though the streamlines are quite similar 
to those in figure 11. These new steady states are stable only for Re > Re ^ 232, 
where the basic steady state is recovered. Thus, the system exhibits considerable 
hysteresis. The attractors described so far are the only ones that are obtained when 
slowly moving Re up and down; but, in addition, if a non-small perturbation is added 
to the steady state at large Re we obtain the new branch of drifted SWs plotted in 
figure 12. These are not (^L)-periodic and thus are not present at m = 1. Furthermore 
their drift velocity increases as Re increases, in contrast to the drifted SWs in figure 8. 
-—A 
The drifted SWs lose stability as Re is decreased, at Re = Re ~ 620. For smaller 
— 4 
Re, in the range 475 < Re < Re , the system shows more complex (periodic, quasi-
periodic, chaotic) attractors, like those plotted in figure 14; note that these usually 
show oscillations in both the convective (T ~ 1) and the diffusive (T ~ Re) timescales. 
However, we neither pursue these ñor look for additional attractors. Instead, given the 
strong differences between the bifurcation diagrams in figures 8 and 12, the natural 
question arises of which part of the bifurcation diagrams in these figures remain at 
large aspect ratio. We ha ve considered the (computationally expensive) case m = 10 
and found that the first two bifurcations at Rec and Re1 and the bifurcated branches 
2 
remain unchanged for Re < Re . 
5. Conclusions 
We ha ve derived in § 2 a system of coupled amplitude-streaming flow equations for 
the weakly nonlinear evolution, at small viscosity, of parametrically excited surface 
waves in a two-dimensional liquid layer supported by a horizontal píate, which 
is vertically vibrated. We imposed periodic boundary conditions in the horizontal 
direction, intending to model an annular container. For simplicity, we considered 
a monochromatic surface wave and ignored wave modulation. We have derived 
from first principies the amplitude equations, which are two complex ODEs that 
include the usual terms associated with inertia, linear damping, detuning, conservative 
cubic nonlinearity and forcing, and a new term that accounts for coupling with the 
streaming flow. The streaming flow is described by the usual continuity and Navier-
Stokes equations, except for a horizontal vortex forcé driven by the Stokes drift. 
The boundary conditions include a tangential velocity and a tangential stress at the 
lower and upper boundaries, respectively, which are independent of viscosity and 
depend quadratically on the complex amplitudes, according to well-known formulae 
due to Schlichting (1932) and Longuet-Higgins (1953). These equations have been 
further simplified by taking advantage of the fact that the surface wave evolves, 
in the time scale associated with surface-wave damping, to a drifting SW, which is 
completely determined (independently of the streaming flow) up to a spatial phase. 
Thus, the problem is reduced to a set of coupled spatial phase-streaming flow (CSPSF) 
equations. These equations are invariant under horizontal translation and reflection, 
and depend on an effective Reynolds number Re, the wavelength of the surface 
waves k and the length of the container, L = 2mn/k for some integer m. The CSPSF 
equations have been numerically integrated and the range 0 <k < 6, 0 < Re < 900, 
for m = 1, 2 and 10, has been explored. The main conclusions are: 
(i) If the coupling of the streaming flow with the surface waves is removed, then 
the surface wave nodes are stationary. The associated streaming flow lose reflection 
symmetry for modérate valúes of Re, and the resulting non-symmetric flow should 
produce a drift of the waves, which is in contradiction with ignoring the effect of the 
streaming flow on the surface waves. The coupling to the streaming flow prevenís this 
instability (and stabilizes the SWs) for modérate Re, but these SWs exhibit a Hopf 
bifurcation at a larger valué of Re. This primary bifurcation seems to be present for 
all k and to remain unchanged at large aspect ratio. 
(ii) In the derivation of these equations we have seen that it is inconsistent to 
ignore a priori the effect of the streaming flow and retain the usual cubic nonlinearity, 
because both of them are of the same order. Also, the streaming flow provides a 
natural mechanism to produce (or prevent) drift instabilities without the need to 
consider higher-order (quintic, etc.) terms (as in, e.g. Crawford, Knobloch & Riecke 
1990; Fauve et al. 1991). 
The following conclusions are also relevant: 
(iii) For some valúes of k there are some additional bifurcations to drifted SWs 
(which are standard SWs in a reference frame moving at a constant speed), non-
symmetric limit cycles and more complex oscillatory attractors, but these depend on 
both k and L. 
(iv) In oscillatory attractors, oscillations occur frequently in the convective time 
scale, though these are sometimes modulated in the slower viscous time scale. Ac-
cording to our non-dimensionalization in § 1, the latter time scale is of the order of 
h2/v, where h is the height of the container and v is the kinematic viscosity; this is 
of the order of 1 min for water if h = 0.8 cm (as in Douady et al. 1989), but it can be 
much larger than that for larger h (e.g. of the order of 104 s, that is, of the order of 
hours if h = 10 cm). 
As to the relevance of the results above in explaining/predicting experimental 
behaviours, the restricted two-dimensional formulation above prevenís quantitative 
predictions, but the main conclusión, (ii), obviously applies in the three-dimensional 
case as well. The main new ingredient in three-dimensions is the presence of the lateral 
walls, whose attached boundary layers also produce a horizontal tangential streaming 
velocity, which enhances the coupling between the surface waves and the streaming 
flow. The remaining qualitative conclusions are also expected to apply in three-
dimensions. In fact, the drifted standing waves and the various oscillatory solutions 
obtained above are reminiscent of the steadily rotating and laterally oscillating struc-
tures found experimentally by Douady et al. (1989), although no further comparison 
is possible because no quantitative results on these structures were provided. 
Some additional physical effects neglected above could have a role in enhancing drift 
instabilities in two-dimensions. For instance, surface contamination (which should be 
expected in water unless great care is taken in the experimental set-up) changes 
dramatically the structure of the oscillatory boundary layer attached to the free 
surface (Henderson & Miles 1994; Nicolás & Vega 2000), which becomes somewhat 
similar to the Stokes boundary layer attached to solid walls, and also yields a forcing 
tangential velocity for the streaming flow. Thus, the structure of the streaming flow 
associated with SWs completely changes and its stability properties might change as 
well, but this is well ahead the scope of this paper. 
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Appendix. Nonlinear terms in the amplitude equations 
Here, we derive those terms in the amplitude equations (3.7)—(3.8) that account 
for cubic nonlinearity, parametric forcing and coupling with the streaming flow. As 
explained in §2.1, these terms can be derived in the strictly inviscid limit 
C = 0, (Al) 
when the boundary layers disappear and the analysis is much simpler. For the sake 
of clarity, we rescale the complex amplitudes, the forcing amplitude and the slowly 
varying part of the velocity components as 
(A, B) = ¡i{AQ, B0), e = //, (us, vs, qs, f) = ^2{u\, v{, q¡,f¡), 
where O <C \i <€ 1 and \A0\, \B0\, \u\\ and \v\\ are treated as 0(1) quantities. Then the 
expansions (3.4) are rewritten as 
u = fieicootUo(A0eikx - £0e~ifoc) + ce. + [i2ux + fi3u2 + •••, 
(v, q) = fjero'iVo, Qo)(A0elkx + B0e-lkx) + C.C. + fi2(vu qi) + ^(v2, q2) + • • •, 
/ = Ate^Voe""0 + B0e-lkx) + c e + ¿fx + \?íi + •••, 
and the right-hand side of the amplitude equation (3.7), as 
A' = ii3H + ---, (A2) 
where those terms depending on C ha ve been ignored, according to (Al). Notice 
that the displayed term on the right-hand side of (A 2) includes the three terms we 
are looking for. We insert (A1)-(A2) into (2.1)-(2.8) and set to zero the coefficients 
of fi2 and /.Í3. At order fi2 we obtain a non-singular linear problem whose solution is 
readily found as 
«i = u\ + (i/2coo)dq°/dx, v\ = v\ + (i/2a>o)dq°/dy, 
qi=q\+ql, h=f\+fl, (A 3) 
where 
4¡ ^HCÚQÍ 
lü)2(\Ao\2 + \Bo\2), f{ = j ^ + ^ ^ o e ^ + cc, (A 4) 
+ cc , (A 5) 3<T
2
 + 1
 2 . cosh[2fc(y + l)] , .2 
„2i/cx i D 2 „ — 2ikx\ 
———co0^o^o + iyi • , 0 , {A0e +B0e ) sinh 2/c 
f° = y2e2lC0<>t(Ale2lkx + £0V2lfoc) + ce , (A 6) 
with <T = tanh/c as above, and 
= 3ft)0[l-(T2 + (3-(T2)T/c2] = (3 - (T2)/c(l + Tk2) 
yi
~ 2a[a2 + (a2-3)Tk2] ' Jl ~ 2a[a2 + (a2 - 3)Tk2}' ( j 
Note that the superscripts a and o stand for the slowly varying and the short-time-
oscillating parts. 
Now, the linear problem at order ^ is 
u2x + v2y = O, (A 8) 
uit + fe = -[V0(u\y - v[x)A0 + U0H]e^t+lkx + NRT, (A9) 
»3t + qsy = -[Uo(u\y - vslx)A0 + VQH]e^t+ikx + NRT, (A 10) 
in x e R, — 1 < y < 0, with boundary conditions 
v3 = 0 at y = —1, 
3^ - / 3 t = KM - vly + i^Mol2 + iy4|5o|2^o + H]em°t+lkx + NRT, 
«3 - / 3 + T/3xx = [(l/o«si + M + 75|¿oI2 + yel^olVo - cüo25oe2lCÜOÍ+lfa + NRT, 
at y = 0, and 
u3,v3,q3 and / 3 periodic, of period L = 2mn/k, in x, 
where NRT stands for non-resonant terms (depending on t as exp(irco0t + iskx), with 
( r 5 s)^( l 5 l ) )and 
y3 = -(3/c2co0cr + 2yik2(l + a2) + 2y2cok)/(2a), 
y4 = co0k'[2<T2 + 1 + (1 + 5<72)T/C2]/[<T(1 + 4Tk2)], 
y5 = [8/cerco2, + 2y1k(í - er2)co0 - 2y2(T2co20 - 3/c2(l + Tk2)a2]/{2a2), 
y6 = -3/c2(l + 2Tk2) - (1 + <T2)CÜ04/[(T2(1 + 4Tk2)], 
with yi and y2 as given by (A 7) and <r = tanh/c, as above. Now H is readily 
calculated by requiring the solution of the O (¿i3) problem above to be bounded in 
the short-time-scale t ~ 1. That solvability condition is readily applied through the 
equation that results when (A 9) and (A 10) are multiplied by Üo exp(—icc>ot — ikx) and 
VQ exp(—icc>ot — ikx), respectively, the resulting equations are added and integrated in 
0 < x < L, — 1 < y < 0, integration by parts is applied, and the continuity equation, 
the boundary conditions and equations (3.6) are taken into account. After some 
algebra, we obtain 
H = i(oc3\A0\2-oc4\B0\2)A0+m5B0e2l{m-a<')t-m6 í í g(y)u\(x,y,t)áxáy AQ, (All) 
where a3,...,a6 and g are as given in equations (3.10) (3.11), in §3. Finally, we need 
only replace (A0,B0) by (A,B)é{-co-°">)t to obtain (3.7)-(3.8). 
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