Abstract-Simulations have shown that the outputs of min-sum (MS) decoding generally behave in one of two ways: either the output vector eventually stabilizes at a codeword or it eventually cycles through a finite set of vectors that may include both codewords and non-codewords. The latter behavior has significantly contributed to the difficulty in studying the performance of this decoder. To overcome this problem, a new decoder, average minsum (AMS), is proposed; this decoder outputs the average of the MS output vectors over a finite set of iterations. Simulations comparing MS, AMS, linear programming (LP) decoding, and maximum likelihood (ML) decoding are presented, illustrating the relative performances of each of these decoders. In general, MS and AMS have comparable word error rates; however, in the simulation of a code with large block length, AMS has a significantly lower bit error rate. Finally, AMS pseudocodewords are introduced and their relationship to graph cover and LP pseudocodewords is explored, with particular focus on the AMS pseudocodewords of regular LDPC codes and cycle codes.
I. INTRODUCTION
A major breakthrough in coding theory came with the discovery of turbo codes [4] and the subsequent rediscovery of low-density parity-check (LDPC) codes [6] , [11] . Perhaps the most important commonality between turbo and low-density parity-check codes is that they both utilize iterative messagepassing decoding algorithms. As successful as these codes and decoders have been in terms of application, several major questions remain before their exceptional performance can be completely understood. In this paper, we focus our attention on one of the primary iterative message-passing decoding algorithms used for LDPC codes: the min-sum (MS) decoding algorithm.
The min-sum decoder is a computationally efficient suboptimal decoder for low-density parity-check codes. Its efficiency makes it ideal for implementation, but in order to use it effectively it is important to be able to characterize its nonoptimality; in other words, it is necessary to understand the errors that arise in MS decoding. Theoretical analysis of these errors has thus far been scarce (but see, e.g., [7] , [14] ).
One characteristic of min-sum decoding that makes it particularly difficult to analyze is the variability in the output vector across iterations. The observed behavior of MS can be characterized in one of two ways: either the output vector eventually stabilizes at a codeword or it eventually cycles through a finite set of vectors that may include both codewords and non-codewords. The following example illustrates the latter behavior.
Example I.1. Consider the length 7, dimension 2 code defined by the Tanner graph of Figure 1 . When the allzeros codeword was transmitted (modulated as the vector (−1, −1, −1, −1, −1, −1, −1)) over an additive white Gaussian noise (AWGN) channel with signal-to-noise ratio (SNR) 0.0 dB, the channel output was (−1.150, −1.878, −1.179, 2.662, −2.393, 1.298, 0.412).
Decoding of this received vector was performed using 800 iterations of MS on the Tanner graph given in Figure 1 . For sufficiently large iterations, the output of the min-sum decoder cycled through six vectors in F 7 2 , of which only one was a codeword. For example, the output vector after iterations 783-800 was as follows: Here, the first column is the output vector for iterations 783-788, the second column for iterations 789-794, and the third column for iterations 795-800. Notice the pronounced pattern that these output vectors follow. In this paper, we consider the oscillatory behavior of the outputs of the min-sum algorithm. Specifically, we propose and study the average min-sum (AMS) decoder, which aims to capture this behavior by giving as the output vector the average of the outputs of the min-sum algorithm. In Section II, we present background material on graph cover decoding and linear programming (LP) decoding. The definitions of the AMS decoder and AMS pseudocodewords are given in Section III. In Section IV, we present simulation results on several codes of small length. We include, when practical, a list of the AMS pseudocodewords that arose in the simulations as well as comparisons between AMS, MS, LP and maximum likelihood (ML) decoding. Also in Section IV, we provide a simulation on a larger code that has parameters closer to those of codes of practical interest. Finally, Section V contains a discussion of the simulation results and some directions for future investigation.
II. GRAPH COVER DECODING AND LINEAR PROGRAMMING DECODING
Previous attempts to understand the behavior of the minsum algorithm have often built upon the intuition that, since the algorithm operates locally on the Tanner graph, it does not distinguish between the Tanner graph itself and any finite, unramified cover of the Tanner graph. This leads to the notion of graph cover pseudocodewords, which correspond to codewords in the codes defined by finite, unramified covers of the Tanner graph. Such pseudocodewords are the object of much study; see, e.g. [1] , [3] , [8] , [9] , [10] , and [12] . In an effort to formalize this intuition, Vontobel and Koetter [13] define graph cover decoding; this decoder simultaneously considers all codewords on all covers of the Tanner graph and then returns the pseudocodeword corresponding to the one which, in a certain precise sense, provides the best explanation of the channel output. They show that graph cover decoding is equivalent to linear programming decoding, as defined by Feldman [5] . Hence, although graph cover decoding is by its very nature not amenable to simulation, one can investigate its performance (and, in particular, compare it to MS) by running simulations with LP decoding instead. As such, we now turn to the formal definition of LP decoding.
Definition II.1 ([5] ). Let H = (h j,i ) be the r ×n parity check matrix with corresponding Tanner graph T , and, for 1 ≤ j ≤ r, set
so that N (j) is the set of variable nodes adjacent to check node j in T . The fundamental polytope P = P (H) is the subset of the unit hypercube [0, 1] n ⊂ R n consisting of all vectors x = (x 1 , . . . , x n ) such that for 1 ≤ j ≤ r, and each subset S ⊆ N (j) with |S| odd, we have i∈S
For a given vector of log-likelihoods λ = (λ 1 , . . . ,λ n ) determined by the channel output and for any x = (x 1 , . . . , x n ) ∈ R n , the cost γ(x) of x is given by
Linear programming (LP) decoding is defined to be the task of minimizing γ(x) over all x ∈ P .
Since the cost function is linear and the polytope is defined by linear inequalities, the output of linear programming decoding may always be taken to be a vertex of the fundamental polytope. Feldman [5] shows that a vector in {0, 1}
n is a vertex of the fundamental polytope if and only if it is a codeword. This motivates the following definition.
Definition II.2.
A linear programming pseudocodeword of a code defined by the parity-check matrix H is any vertex of the fundamental polytope P (H). A nontrivial linear programming pseudocodeword is a linear programming pseudocodeword that is not a codeword.
Additionally, Feldman [5] establishes that linear programming decoding has the ML certificate property: if linear programming decoding outputs a codeword then that codeword is necessarily the maximum likelihood codeword. Vontobel and Koetter [13] show that the collection of rational points in the fundamental polytope is precisely the collection of graph cover pseudocodewords. Thus, with the definitions here, every linear programming pseudocodeword is a graph cover pseudocodeword, but not vice versa.
III. THE AVERAGE MIN-SUM DECODER
As mentioned in the introduction, the observed behavior of the min-sum algorithm is that the output vector eventually either stabilizes at a codeword or cycles through a finite set of vectors that may or may not be codewords. Example I.1 gives a concrete example of MS cycling through a set of six vectors that includes one codeword and five noncodewords, even after more than 700 iterations have been performed. If the MS algorithm were stopped in this example at iteration 788, 794, or 800, the decoder would output the codeword (1, 1, 1, 0, 1, 1, 1). For the iterations shown, however, the codeword (1, 1, 1, 0, 1, 1, 1) represents only one sixth of the possible output vectors of MS. In an oscillatory case such as this, we see that the outputs of MS can vary drastically even between consecutive iterations. Note that for all the noncodeword vectors in the iterations shown, the binary value assigned to the fourth coordinate is 1 whereas all codewords have a 0 in the fourth coordinate. We propose the following decoding algorithm with the aim of capturing the oscillatory behavior of MS, rather than the behavior at a particular iteration.
Definition III.1. The average min-sum (AMS) decoder is given by the following rule: After m iterations, the decoder outputsx
is the output of the MS decoder after i iterations.
Example III.2. Again, consider the length 7, dimension 2 code of Example I.1, defined by the Tanner graph of Figure 1 .
The all-zeros codeword was repeatedly transmitted (modulated as the vector (−1, −1, −1, −1, −1, −1, −1)) over an additive white Gaussian noise (AWGN) channel with SNR 0.0 dB. For each received vector, 800 iterations of MS decoding was performed to obtain the AMS output. With few exceptions, it was observed that over these iterations, MS reached a steady oscillatory pattern, which resulted in an AMS output that was a vector of "nice" rational numbers. In particular, only four common non-codeword output vectors were observed and they were extremely close to the following rational vectors: is the only nontrivial LP pseudocodeword for this code.
Because the observed behaviors of the min-sum decoder imply that the outputs always either stabilize at a codeword or eventually repeatedly cycle through some finite set of vectors, it is reasonable to believe that the output of the average minsum decoder always approaches some limit, i.e., that for any channel input, the limit Definition III.3. An average min-sum pseudocodeword is a limiting value of the output vectors of the average min-sum decoding algorithm. A nontrivial AMS pseudocodeword is an AMS pseudocodeword that is not a codeword.
If the limit of (III.1) exists, then
holds for any ℓ ∈ N. Since the first several outputs of MS typically jump around before the eventual behavior described above appears, using a larger value of ℓ may actually improve the rate of convergence in the above limits. Because of this, the implementation of AMS used in the examples presented in Section IV below computes
where m is chosen uniformly at random from the integers {800, 801, . . . , 900}. We note that applying this implementation to Example III.2 results in the same performance and set of observed outputs.
IV. SIMULATION RESULTS
In this section, simulation results are used to study the performance and behavior of the average min-sum decoder. The focus is on the relationship between MS and AMS performance as well as a comparison of these two decoders with LP/graph cover decoding. When practical, the set of nontrivial AMS pseudocodewords is examined to capture the oscillatory behavior of MS across iterations and in hopes of elucidating any links or disparities between MS and LP/graph cover decoding. It should be noted that although AMS pseudocodewords are formally defined as a limit of AMS output vectors, in the following simulations the final AMS output vector after a finite number of iterations is used as an approximation of the AMS pseudocodeword.
Simulations are performed on two different cycle codes because more theoretical results are known for the special class of cycle codes. We then consider three different non-cycle representations of one of these codes. By studying different representations of the same code, we hope to understand the effect of parity-check matrix regularity/irregularity on AMS decoding. Finally, simulation results are presented for a short code for which AMS significantly outperforms LP decoding and for a long code of practical interest where AMS outperforms MS with respect to bit error rate.
The code of Examples I.1 and III.2 is determined by the semi-regular parity-check matrix be the set of codewords. In simulations, AMS, MS and LP performed essentially identically with respect to both word and bit error rate, and each was very close to ML. When the AMS output was a codeword, it always matched the LP output and, as a result of the ML certificate property of LP decoding, this was the ML codeword. The sets of LP and common AMS pseudocodewords are discussed in Example III.2. Now let H 2 be the parity-check matrix }. As with the previous cycle code, the average min-sum, minsum and linear programming decoders performed nearly identically and were close to maximum likelihood, and there was a small consistent set of average min-sum pseudocodewords. The performance results from the previous two cycle codes agree with Feldman's comment [5] that the performance of LP and MS agree when the parity check matrix has constant column weight two.
In order to investigate the effect of different types of paritycheck matrix regularity, we now consider three different noncycle representations of C 2 . First, consider the (3, 3)−regular LDPC code C 3 of length 6 and dimension 3 determined by the parity-check matrix 
Note that, as subspaces of F 6 2 , we have C 3 = C 2 . Minsum and AMS perform similarly in simulation, as do LP and ML, though LP and ML perform much better than either MS or AMS. The following set of commonly witnessed AMS pseudocodewords is still simple, in that it is small and consists of vectors in the LP polytope that appear to be approximations of fractions with small denominators:
In contrast to the case of the cycle code determined by H 2 , where two of the six nontrivial AMS pseudocodewords appearing in simulations were the nontrivial LP pseudocodewords, in this case the nontrivial LP pseudocodewords are not present in the set of AMS pseudocodewords for H 3 .
As with the parity-check matrices of column weight two above, the regularity condition on the low-density parity-check code may be loosened to semi-regularity so as to further examine the impact of regularity on the behavior of the average min-sum decoder. The matrix Additionally, enforcing regularity at the check nodes, i.e., maintaining constant row weight, does not appear to simplify the set of average min-sum pseudocodewords any more than enforcing regularity at the variable nodes, as seen in the next example. Let H 5 be the parity check matrix and let C 5 be the code determined by H 5 . Then C 5 is a semi-regular LDPC code of length 6 and dimension 3 with constant row weight three. As subspaces of F 6 2 , we have C 5 = C 4 = C 3 = C 2 . The relative performance was similar to that of C 4 : MS and AMS were close, with LP and ML performing similarly and only slightly better than MS and AMS. As was the case with C 4 , however, we also observed for C 5 very little discernible structure in the large set of nontrivial AMS pseudocodewords.
The final example that we consider for which it is practical to examine the set of average min-sum pseudocodewords is an irregular low density parity-check code C 6 of length 10 and dimension 1 defined by the parity-check matrix The performance of this code under various decoding algorithms is shown in Figure 2 . In this simulation, MS was implemented to terminate when it reached its first codeword. The performance of MS was slightly better than AMS, and both were reasonably close to ML and far better than that of LP. The nontrivial AMS pseudocodewords were extremely irregular and again it was hard to discern any structure.
Finally, Figure 3 shows the performance of the average minsum decoder on a regular code with length 131,072 that is more similar to codes actually used in practice. We see that in this simulation AMS performed the same as MS with respect to word error rate but better than MS with respect to bit error rate. Unfortunately it was impractical to examine the set of AMS pseudocodewords or to compare this performance to that of LP or ML for such a large block length.
V. DISCUSSION AND CONCLUSION
We have observed through simulation with the small paritycheck matrices H 1 , H 2 , H 3 , H 4 , and H 5 in Section IV that min-sum and average min-sum have similar performance with respect to both bit and word error rate. Furthermore, on the large code with length 131,072 and parity-check matrix H 6 , MS and AMS again have comparable word error rates, but AMS has a significantly better bit error rate than MS (see Figure 3 ). The question of whether AMS typically outperforms MS with respect to bit error rate for codes with reasonable parameters is an object of future investigations.
Also of interest is the set of nontrivial average min-sum pseudocodewords. In Section IV it was observed that for codes defined by parity-check matrices of column weight two or uniform row and column weight, the set of nontrivial AMS pseudocodewords is a small set of vectors resembling "nice" rational vectors that lie within the fundamental polytope. In the cases where the parity-check matrix is irregular with at least one column having weight different from two, the set of nontrivial AMS pseudocodewords was extremely large and it was difficult to find any apparent structure in the vectors. For parity-check matrices with a uniform column weight two, perhaps the phenomenon of "nice" rational vectors can be explained by Feldman's comment that MS and LP have identical performance on cycle codes [5] . As for the regular LDPC code defined by H 3 in Section IV, it may be that the pleasant set of nontrivial pseudocodewords can be explained by the fact that the distribution of copies of variable nodes on a computation tree of the Tanner graph T approaches uniformity as the depth of the computation tree increases. The following proposition makes this precise. Intuitively, it seems there should be a link between the nice distribution of variable nodes in computation trees of large depth, as guaranteed by Proposition V.1, and regularity in the outputs of the min-sum algorithm. Possible connections between the distribution of copies of variable nodes in computation trees and the outputs of MS remain under investigation.
In summary, the average min-sum decoder performs analogously in most cases with min-sum, and, in the simulation on a code most similar to codes used in practice, the average min-sum decoder displayed a significant improvement in bit error rate over the min-sum decoder. Thus, AMS proves interesting in its own right as well as being an instrument with which to study the long-term behavior of MS. Additionally, in the simulations performed with regular LDPC codes and cycle codes, the set of nontrivial AMS pseudocodewords approximated rational points in the fundamental polytope. Moreover, some of these nontrivial AMS pseudocodewords were not vertices of the fundamental polytope, and hence are not possible outputs of (the standard implementations of) LP/graph cover decoding. These results suggest that the study of AMS decoding may shed light on relationships that exist between MS and LP/graph cover decoding.
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