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Abstract In this paper, a meshless method, namely, Discrete Least Squares Meshless (DLSM) method is
used for the solution of shallow water problems. In this method, the computational domain is discretized
by some nodes and then a set of simultaneous equations are built usingMoving Least Squares (MLS) shape
functions and the least squares technique. The proposedmethod does not need any backgroundmesh and
therefore is a truly meshless method. The stability and accuracy of the DLSM method is improved using
some sampling points. Some 2D benchmark problems and a two dimensional flow over an ogee spillway
are used to illustrate the performance of the present DLSMmethod. Numerical results are compared with
experimental or analytical ones. Both regular and irregularmeshes of nodes are used to show the potential
of the DLSM method in solving problems with more complex domains.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
Shallow water equations, derived from three-dimensional
incompressible Navier–Stokes equations using the hydrostatic
pressure assumption, are a standard mathematical represen-
tation, valid for most types of flow encountered in coastal
sea, river, channel and ocean modeling. They can be utilized
to predict storm surges, tsunamis and floods. Shallow water
equations may be combined with some additional equations
(e.g., transport, reaction) for the simulation of contaminant
propagation, temperature and salinity transport and other en-
gineering problems.
Several numerical solutions have been proposed for non-
linear shallow water equations. Cooley in 1976 used the stan-
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Saint Venant, equations [1]. Some researchers solved shallow
water equations using the finite difference method [2,3]. Open
channel flow was analyzed using shallow water equations and
applying the finite volume method [4]. A two dimensional
numerical model of spillway flow was proposed by Unami
et al. [5]. The discontinuous Galerkin finite element method
was applied for the solution of shallow water equations in [6].
Zhou and coworkers proposed a meshless method to solve
shallow water equations using RBF shape functions [11]. Shal-
low water equations were analyzed using the discrete least
squares method with structured nodes [12]. The Natural El-
ement Method (NEM), in a fully Lagrangian formulation, was
used to simulate shallow water flow in the presence of strong
gradients [9]. The shallow water equations were formulated by
a variable smoothing length SPHmethod for the solution of dam
break problems on different geometries [10].
Over the last decade, meshless methods for the solution of
Partial Differential Equations (PDEs) have become increasingly
popular. The main idea of these methods is to approximate
the unknown field by a linear combination of shape functions,
built without having recourse to a mesh of the domain. Instead,
nodes are scattered in the domain, and a certainweight function
with a local support is associated with each of these nodes.
The shape function associated with a given node is then
built considering weight functions whose support overlaps the
weight function of this node.
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ature, many of them in the last two decades. Meshless meth-
ods that have been developed in recent years are Smoothed
Particle Hydrodynamics (SPH) [13], Element Free Galerkin
(EFG) [14,15], Reproducing Kernel Particle (RKP) [16], Finite
Point (FP) [17], hp-clouds [18], Meshless Local Petrov–Galerkin
(MLPG) [19–23], Local Boundary Integral Equation (LBIE)
[24,7] and finite cloud [8].
Some meshless methods, named collocation methods, are
methods that directly use the governing equation. These
methods are often arrived at using a point collocation weighted
residual formulation of the problem. The collocation methods
are simpler in application; however, they suffer from stability
problems. A Meshless Galerkin Least Squares (MGLS) method,
proposed by Pan et al. [25], combining the advantages of
the Galerkin and collocation methods. In this approach, the
Galerkin method is applied on the boundary, whereas the
least squares technique is applied to the interior domain.
To alleviate the instability difficulties of collocation methods,
a Least Squares Collocation Meshless (LSCM) method [26]
is developed. Except for the nodes used to construct the
shape functions, a number of auxiliary points were also
used. The system of discretized equations was constructed
by collocating the differential equation and the boundary
conditions at these sampling points. The number of resulting
equations was consequently greater than that of unknowns.
Therefore, the set of equations was solved using the least
squares method. Numerical studies showed that LSCM is stable
and efficient with high accuracy, but its coefficient matrix is
asymmetric.
The Discrete Least Squares Meshless (DLSM) method is pro-
posed by Arzani and Afshar [27,28]. It shows more stability
than the collocation method, but on unstructured nodes, the
results are no of high quality. To improve the stability and
accuracy of the method, it has been modified by Firoozjaee
and Afshar [29], using some sampling points. This method
is based on minimizing the least squares functional defined
by the sum of squared residuals of the differential equa-
tion and its boundary condition at some points, called sam-
pling points, over the domain and its boundary. The sampling
points are generally considered to be different from the nodal
points used to discretize the problem domain. In this method,
the number of equations is identical to the number of field
nodes. It provides a symmetric coefficient matrix and pre-
serves high accuracy and stability, even for irregular nodes.
Full details of the DLSM method with sampling points can be
found in [29] for elliptic partial differential and in [30] for 1D
hyperbolic problems. The method does not need any back-
ground mesh and therefore can be considered a truly meshless
method.
In this paper, the discrete least squares meshless method
is applied for the solution of shallow water equations using
an unstructured mesh of nodes. This will be very useful for
modeling real engineering problems. In what follows, Section 2
states a brief description of the DLSM method. Application of
the DLSM method to shallow water equations is described in
Section 3. In Section 4, some benchmark numerical examples
are solvedusing differentmeshes of regular and irregular nodes.
And finally Section 5dealswith the solution of flowover an ogee
spillway.2. Discrete least squares meshless (DLSM) method
A brief description of the Discrete Least Squares Meshless
(DLSM) method is presented, considering a general form of
differential equations and its appropriate boundary conditions,
as follows [29]:
ℑ(ϕ) = f inΩ, (1)
φ − φ¯ = 0 on Γ1, (2)
ℜ(φ)− t¯ = 0 on Γ2 (3)
in which ℑ and ℜ are differential operators that describe
the governing equation and the Neumann boundary condition
on Γ2, respectively. Γ1 represents the Dirichlet boundary
condition with a prescribed value of φ¯, and f denotes the
source term.
Function approximation is carried out using the standard
Moving Least Squares (MLS) shape functions initially presented
by Shepard [31]. The least squares functional of the partial
differential equation and its boundary condition is stated
as:
I =
ms−
k=1

m−
j=1
ℑ(Nj(Xk))ϕj − f (Kk)
2
+α1
md−
k=1

m−
j=1
Nj(Xk)ϕj − ϕ¯(Kk)
2
+α2
mn−
k=1

m−
j=1
ℜ(Nj(Xk))ϕj − t¯(Kk)
2
, (4)
where m is the total number of nodes used to discretize
the problem domain and its boundaries, here referred to as
field nodes. Nj and φj represent the shape function and nodal
parameter of node j, respectively. ms denotes the number of
sampling points in the computational domain, and md and
mn are the number of sampling points on the Dirichlet and
Neumann boundaries, respectively. α1 and α2 are penalty
coefficients for Dirichlet and Neumann boundary conditions,
respectively. Minimization of the least squares functional, Eq.
(4), with respect to the nodal parameters (φj, j = 1, 2, . . . ,m)
leads to the following Symmetric and Positive Definite (SPD)
system of equations:
K8 = F, (5)
in which8 is the vector of the nodal parameter and:
Kij =
ms−
k=1
ℑ(NTi (Xk))ℑ(Nj(Xk))+ α1
md−
k=1
NTi (Xk)Nj(Xk)
+α2
mn−
k=1
ℜ(NTi (Xk))ℜ(Nj(Xk)), (6)
Fi =
ms−
k=1
ℑ(NTi (Xk))f (Xk)+ α1
md−
k=1
NTi (Xk)ϕ¯(Xk)
+α2
mn−
k=1
ℜ(NTi (Xk))t¯(Xk). (7)
It can be seen clearly that the obtained stiffness matrix is
symmetric, even for none self-adjoint differential operators.
The symmetric positive definite properties of the coefficient
matrix allow the use of efficient solvers for the solution of the
resulting set of algebraic equations.
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The flow of water in shallow layers, such as what occurs in
coastal estuaries, oceans, rivers, channels etc., is an important
discipline in water engineering. The shallow water model is
based on assumptions of incompressible flowwith ahydrostatic
pressure distribution and a uniform velocity distribution in
depth. These equations, sometimes named depth average
equations, are obtained by integrating Navier–Stokes equations
over the water depth. Eq. (8) presents two dimensional shallow
water equations [32]:
∂h
∂t
+ ∂(hu)
∂x
+ ∂(hv)
∂y
= 0
∂(hu)
∂t
+ ∂(hu
2 + gh2/2)
∂x
+ ∂(huv)
∂y
− gh(s0x − sfx) = 0
∂(hv)
∂t
+ ∂(huv)
∂x
+ ∂(hv
2 + gh2/2)
∂y
− gh(s0y − sfy) = 0
(8)
where h is the flow depth, u and v are the depth average ve-
locities in x and y directions, respectively, g is the gravitational
acceleration, s0 and sf are bed and friction (energy line) slopes,
and subscripts x and y denote the x and y component of slopes.
In practice, usually, energy slopes would be written in terms of
the Manning roughness coefficient:
sfx = n
2u
√
u2 + v2
h4/3
, (9)
sfy = n
2v
√
u2 + v2
h4/3
, (10)
where n is the Manning’s roughness coefficient. Neglecting
energy slopes and representing shallow water equations in
matrix notation yields the compact form:
U,t + AU,x + BU,y = SU, (11)
in which U = h hu hvT is the vector of unknowns, and
A, B and S are matrices as follows:
A =
 0 1 0−u2 + gh 2u 0
−uv v u
 , (12)
B =
 0 0 1−uv v u
−v2 + gh 0 2v
 , (13)
S =
 0 0 0
gs0x 0 0
gs0y 0 0

. (14)
In the steady state case, shallow water equations may be re-
duced to Eq. (15):
AU,x + BU,y = SU. (15)
It is notable that the shallowwater equations are elliptic partial
differential equations when the flow is subcritical and hyper-
bolic when the flow is supercritical. Imposition of the boundary
condition is essentially related to characteristic lines [33].
Each steady state problemmay be solved using two different
algorithms named steady state and time marching. In the
following parts, these algorithms for the DLSM method are
described for the solution of steady state shallow water
equations.3.1. Steady state algorithm
Steady state shallow water equations (Eq. (15)) may be
stated as:
− SU+ AU,x + BU,y = 0. (16)
Its boundary condition is the Dirichlet type boundary as
follows:
U− U¯ = 0 on Γ1. (17)
The residual of the partial differential at typical point k, using
moving least squares shape functions, is:
R(xk) = −S
m−
j=1
Nj(xk)Uj + A
m−
j=1
Nj,x(xk)Uj
+ B
m−
j=1
Nj,y(xk)U1j , (18)
where Nj(xk) is the MLS shape function of node j at point k. Nj,x
and Nj,y are derivatives of the shape function of node j, with
respect to x and y axes, respectively, andm is the total number of
field nodes. AsMLS shape functions do not satisfy the Kronecker
delta property, the Dirichlet boundary condition can be applied
using a penalty formulation. The residual of Eq. (17) is presented
in Eq. (19):
R1(xk) =
m−
j=1
Nj(xk)Uj − U¯. (19)
A penalty approach is used to form the total residual of the
problem defined as:
I =
ms−
k=1
R2(xk)+ α1
md−
k=1
R21(xk). (20)
Using Eqs. (18) and (19), the above equation can be written as:
I =
ms−
k=1

m−
j=1
−SNj(xk)Uj +
m−
j=1
ANj,x(xk)Uj
+
m−
j=1
BNj,y(xk)Uj
2
+ α1
md−
k=1

m−
j=1
Nj(xk)Uj − U¯
2
, (21)
wherems is the number of sampling points,md is the number of
sampling points on theDirichlet boundary, andα1 is the penalty
coefficient for the Dirichlet boundary condition. Minimization
of the functional, with respect to nodal parameters (Uj, j =
1, 2, . . . ,m) leads to the following system of equations:
KU = F, (22)
where:
3i(xk) = −SNi(xk)+ ANi,x(xk)+ BNi,y(xk), (23)
Kij =
m−
k=1
3i(xk)3j(xk)+ α1
md−
k=1
Ni(xk)Nj(xk), (24)
Fi =
m−
k=1
3i(xk)U(xk)+ α1
md−
k=1
Ni(xk)U¯(xk). (25)
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To solve steady state shallowwater equations, one can solve
the transient shallowwater equation to reach a steady solution.
Therefore, in this algorithm, Eq. (11) is temporarily discretized
using an implicit method as follows:
Un+1 − Un
1t
+ AUn+1,x + BUn+1,y = SUn+1, (26)
where1t = tn+1 − tn is the time increment.
After rearranging Eq. (26), the shallow water equation and
its boundary condition can be written in the form of Eqs. (27)
and (28):
(I− S1t)Un+1 + A1tUn+1,x + B1tUn+1,y = Un inΩ, (27)
Un+1 − U¯ = 0 on Γ1, (28)
where I denotes the unit matrix and Eq. (28) represents the
Dirichlet boundary condition. The residual of the partial differ-
ential equation at typical point k, using moving least squares
shape functions, is:
R(xk) = (I− S1t)
m−
j=1
Nj(xk)Un+1j + A1t
m−
j=1
Nj,x(xk)Un+1j
+ B1t
m−
j=1
Nj,y(xk)Un+1j − Un, (29)
where Nj(xk) is the MLS shape function of node j at point k. Nj,x
and Nj,y are derivatives of the shape function of node j, with re-
spect to x and y axes, respectively, andm is the total number of
field nodes. The residual of Eq. (28) is presented in Eq. (30);
R1(xk) =
m−
j=1
Nj(xk)Un+1j − U¯, (30)
where a penalty approach is used to form the total residual of
the problem, defined as:
I =
ms−
k=1
R2(xk)+ α1
md−
k=1
R21(xk). (31)
Using Eqs. (29) and (30), the above equation can be written as
Eq. (32):
I =
ms−
k=1

m−
j=1
(I− S1t)Nj(xk)Un+1j +
m−
j=1
A1tNj,x(xk)Un+1j
+
m−
j=1
B1tNj,y(xk)Un+1j − Un
2
+α1
md−
k=1

m−
j=1
Nj(xk)Un+1j − U¯
2
, (32)where ms is the number of sampling points, md is the number
of collocation (sampling) points on the Dirichlet boundary,
and α1 is the penalty coefficient for the Dirichlet boundary
condition. Minimization of the functional, with respect to nodal
parameters (Un+1j , j = 1, 2, . . . ,m), leads to the following
system of equations:
KUn+1 = F, (33)
where:
3i(xk) = (I− S1t)Ni(xk)+ A1tNi,x(xk)+ B1tNi,y(xk), (34)
Kij =
m−
k=1
3i(xk)3j(xk)+ α1
md−
k=1
Ni(xk)Nj(xk), (35)
Fi =
m−
k=1
3i(xk)Un(xk)+ α1
md−
k=1
Ni(xk)U¯(xk). (36)
The system of equations stated by Eqs. (22) and (33) clearly
allows efficient solvers to be used. It is notable that increasing
m for obtaining better results, yields to an increase in the
dimension of the stiffness matrix, but increasing the number
of collocation (sampling) points yields better results without
increasing the dimension of the stiffness matrix. Therefore, it
has little effect on computational cost.
The implicit timemarching algorithm presented here can be
implemented in two different ways [32]. In the first method,
the coefficients of the semi-discretized shallow water equa-
tions (Eq. (27)) are considered at time tn+1, leading to a non-
linear system of algebraic equations to be solved iteratively.
This method is used when a transient solution using large
time step sizes is required. In the second approach, used
here, coefficients of Eq. (27) are considered at time tn, lead-
ing to a linear system of equations upon spatial discretiza-
tion. This method is not suitable for a transient solution and
can only be used to arrive at steady state solutions. It should
be noted that both implementations use an implicit tempo-
ral discretization and therefore are unconditionally stable. No
time step size variations are required in this implementa-
tion, and a constant time step size can be, and has been,
used.
4. Numerical examples
Shallow water equations have a hyperbolic nature. Thus,
in this section, several two dimensional hyperbolic problems
are solved using the DLSM method to represent the ability of
the method, in confront with regular and irregular nodes in
hyperbolic problems.
4.1. Linear advection
A two dimensional, linear advection equation, with a scalar
variable, is given by Eq. (37):
φ,x + φ,y = 0. in 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. (37)
With the following boundary condition:
φ = 0 on x = 0, 0 ≤ y ≤ 1, (38)
φ = 1 on y = 0, 0 ≤ x ≤ 1. (39)
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Figure 2: Solution of linear advection.
Figure 3: Irregularly distributed field nodes in a [0 1] × [0 1] computational
domain.
This partial differential equation is identical to Eq. (11) when
A = 1, B = 1, S = 0 and U = φ. The computational domainFigure 4: Solution of linear advection with time marching algorithm using
irregular nodes.
is discretized using 441 evenly distributed field nodes as
illustrated in Figure 1, and 10201 regularly distributed sampling
points. dw is pre-processed tomaintain 7 nodes supporting each
sampling point, and P = 1 x y is considered. The problem
is solved using a steady state algorithm and a time marching
one with 1t = 0.1 s. The obtained results are illustrated in
Figure 2.
To assess the accuracy and consistency of the method for
irregular nodes, the above mentioned problem is solved using
448 irregular nodes as illustrated in Figure 3. The results of the
transient solution with 1t = 0.1 s, using irregular nodes, are
illustrated in Figure 4.
4.2. Advection in a spatially varying velocity field
The governing partial differential equation of advection in a
spatially varying velocity field is:
yφ,x − xφ,y = 0 in − 1 ≤ x ≤ 1, 0 ≤ y ≤ 1. (40)
The boundary condition is:
φ(−1, y) = 0 on 0 ≤ y ≤ 1, (41)
φ(x, 1) = 0 on 0.5 ≤ x ≤ 1, (42)
φ(x, 0) = 0 on − 0.35 ≤ x ≤ 0, (43)
φ(x, 0) = 0 on − 1 ≤ x ≤ −0.65, (44)
φ(x, 0) = 1 on − 0.65 ≤ x ≤ −0.35. (45)
Figure 5: Evenly distributed 882 field nodes.
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Figure 8: Solution of advection in a spatially varying velocity field with time
marching algorithm using irregular nodes.
The exact solution to this problem is known to be:
φ(x, y) = 1 0.35 ≤ (x2 + y2)0.5 ≤ 0.65
φ(x, y) = 0 otherwise. (46)
The above mentioned partial differential equation is identical
to Eq. (11), when A = y, B = −x, S = 0 and U = φ.
The computational domain is discretized, using 882 evenly
distributed field nodes as illustrated in Figure 5, and 20301
regularly distributed sampling points. dw is pre-processed to
maintain 7 nodes supporting each sampling point, and P =
1 x y

is considered. The problem is solved using a steady
state algorithm and a transient one with 1t = 0.1 s. The
obtained results are illustrated in Figure 6.Figure 9: Solution of Burgers equation with transient algorithm.
The same problem is solved using 860 irregular nodes, as
illustrated in Figure 7. The time step interval is 1t = 0.1 s.
Other parameters are the same in cases of regular nodes. The
numerical solution is presented in Figure 8.
4.3. Burgers equation
The steady Burgers equation is considered as an example of
a nonlinear equation in the form:
φφ,x + φ,y = 0 in 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. (47)
The boundary condition is:
φ(0, y) = 1 on 0 ≤ y ≤ 1, (48)
φ(1, y) = −1 on 0 ≤ y ≤ 1, (49)
φ(x, 0) = 1− 2x on 0 ≤ x ≤ 1. (50)
The exact solution to this problem consists of two constant
states separated by a discontinuity and an expansion fan.
Eq. (47) canbe stated in the formof Eq. (11),withA = φ, B =
1, S = 0 and U = φ. The computational domain is discretized
using 441 evenly distributed field nodes, as illustrated in
Figure 1, and 10201 regularly distributed sampling points. dw
is pre-processed to maintain 7 nodes supporting each sampling
point, and P = 1 x y is considered. The problem is solved
using a transient solution, with 1t = 0.1 s. The obtained
results are illustrated in Figure 9(a); 448 irregular nodes, as
illustrated in Figure 3, are also used to solve this problem, to
assess the ability of the method for irregular nodes. The results
obtained by these nodes, with 1t = 0.1 s, are illustrated in
Figure 9(b).
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5. Flow over an ogee spillway
In this numerical example, shallow water equations are
used to model flow over the spillway of the Siah Bishe Dam.
Observed data obtained by a physical model are used to assess
the accuracy of results. General specifications of the spillway
are illustrated in Figure 10, and observed data are presented in
Table 1 [12].Figure 12: Water depth of 2D regular model.
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Siah Bishe hydraulic model sc: 1/15
Discharge
(cm s)
Sections Specification Measurements Depth from water
surface
Location
EL Distance Right Center Left
92.0 A 2402.50 −22.50
Water depth (m) 5.71 5.71 5.71
Velocity (m/s) 0.2 0.83 0.55 0.480.8 0.62 0.39 0.36
92.0 B 2402.50 −15.00
Water depth (m) 5.71 5.70 5.70
Velocity (m/s) 0.2 0.86 0.63 0.450.8 0.87 0.63 0.33
92.0 C 2402.50 −7.50
Water depth (m) 5.64 5.65 5.64
Velocity (m/s) 0.2 0.96 0.81 0.780.8 0.71 0.59 0.63
92.0 D 2406.50 0.00 Water depth (m) 1.28 1.20 1.25Velocity at 0.6 depth (m/s) 4.82 4.85 4.82
92.0 E 2404.49 9.09 Water depth (m) 0.72 0.6 0.68Velocity at 0.6 depth (m/s) 7.61 7.77 7.58This problem is solved in two different cases. First, this prob-
lem is solved using a uniform 2D model and, second, a real 2D
model is used, as follows.
A model is considered with a width of 20 m and solved in
the 2D case. The [0 25 m] × [0 20] computational domain is
discretized, using 546 evenly distributed field nodes and 2091
sampling points, as shown in Figure 11. P = 1 x y ,1t =0.4 s and dw is pre-processed to maintain 3 nodes supporting
each sampling point. Water depth at the right hand side, center
line and left hand side are illustrated in Figure 12. The results
obtained for the flow velocity in y = 0.0, y = 10 and y = 20
are presented in Figure 13. As expected, results obtained by the
2D regular model are identical and all three parts in Figures 12
and 13 are the same throughout the symmetry.
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At last, for the above mentioned problem, a 2D computa-
tional domain is considered and discretized using 546 irregular
field nodes, 2091 sampling points, as illustrated in Figure 14,
and 141 boundary nodes. Water depth at the right hand side,center line and left hand side are illustrated in Figure 15. Flow
velocity at the right hand side, center line and left hand side of
the spillway is presented in Figure 16. Streamlines obtained by
the DLSM method are illustrated in Figure 17.
6. Conclusion
A truly meshless method, the Discrete Least Squares Mesh-
less (DLSM)method, is applied to shallowwater flow in this pa-
per. The problem domain is discretized using some nodes, then,
using the MLS shape function with a least squares technique, a
symmetric stiffnessmatrix is constructed. In this research, sam-
pling points are defined to minimize the sum of the squared
residual functional, and field nodes are defined to constructMLS
shape functions. Considering the number of sampling points to
bemore than the number of field nodeswill improve the results
and guarantee stability. Results of numerical examples of shal-
low water problems show good quality for irregular node posi-
tioning. This characteristic makes the method really attractive
for modeling shallow water flow, whose topography is usually
very irregular. In addition, it is notable that this method does
not need any background mesh for integration, and increasing
the number of sampling points will not increase the dimension
of the stiffness matrix.Figure 15: Water depth of 2D irregular model.
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