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Abstract
We prove that the strong immersion order is a well-quasi-ordering on the class of semi-complete digraphs,
thereby strengthening a result of Chudnovsky and Seymour [2] that this holds for the class of tournaments.
1 Introduction
Understanding the combinatorics of inclusion relations of graphs is a central question in algo-
rithmic graph theory. In their celebrated series of papers (see [14]), Robertson and Seymour
proved Wagner’s conjecture [18] stating that undirected graphs are well-quasi-ordered under
the minor relation. In other words, every minor-closed graph property can be characterized by
a finite set of excluded minors. Together with the cubic algorithm that tests whether a fixed
graph H is a minor of an input graph G [16], the graph minors theorem led to the development
of a deep algorithmic graph structure theory, particularly useful in the context of parameter-
ized complexity; cf. [3, 4, 5]. Notably, the work on the theory of graph minors established the
notions of treewidth and tree decompositions, which are now key structural concepts in the
(parameterized) algorithm design.
Graph inclusion relations alternative to the minor relation also attracted a lot of interest.
Among them, we may consider the recent developments on (weak) immersions: a graph H can
be weakly immersed in a graph G if there is a mapping µ from vertices of H to pairwise different
vertices of G and from edges of H to pairwise edge-disjoint paths in G such that for an edge uv
of G, the endpoints of µ(uv) are µ(u) and µ(v). It is known that finite undirected graphs are
well-quasi-ordered under weak immersion [15]. Testing whether an input undirected graph G
contains a graph H as a weak immersion is fixed-parameterized tractable when parameterized
by the size of H [7]. Very recently, a structural parameter tree-cut width was introduced and
studied as an appropriate width measure for immersions in undirected graphs. It seems that
tree-cut width possesses a number of good combinatorial and algorithmic properties similar to
those that made treewidth so successful; cf. [6, 9, 19].
Developing a similar theory of inclusion relations in the context of directed graphs is a
long-standing research challenge. What is the right notion of inclusion relation or what is
the appropriate width parameter are questions that have not yet received a clear answer. For
example, the recent directed grid theorem [8] in the context of directed treewidth relies on the
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Fig. 1: The set {C2k | k = 2, 3, 4, . . .}, where C2k is a cycle on 2k vertices with arcs alternately
oriented clockwise and counter-clockwise.
notion of a butterfly minor1. However, general digraphs are not well-quasi-ordered under the
butterfly minor relation, as the set of oriented cycles depicted in Figure 1 forms an infinite
antichain in the butterfly minor relation.
For this reason, special classes of digraphs were studied in the context of inclusion relations.
In this work we focus on the classes of tournaments and semi-complete digraphs. A simple
digraph is one where there are no loops nor multiple arcs with the same head and tail; however,
we allow the presence of two arcs of the form (u, v) and (v, u) at the same time, which we call
symmetric arcs. A simple digraph is semi-complete if for every pair of different vertices u, v, at
least one of the arcs (u, v) and (v, u) is present in the digraph; it is a tournament, if exactly one
of them is present for every pair u, v. Thus, in tournaments we forbid symmetric arcs, while in
semi-complete digraphs we allow them.
Kim and Seymour proved that the butterfly-minor relation is a well-quasi-ordering on the
class semi-complete digraphs [10]. It is believed that this result cannot be generalized to natural
larger classes of digraphs. Indeed, it is conjectured in [10] that neither the class supertourna-
ments nor the class simple digraphs with stability number at most two is well-quasi-ordered
under the butterfly-minor relation.
For immersions, we may consider the (weak) immersion relation for directed graphs, de-
fined similarly as the weak immersion relation for undirected graphs, but undirected paths
are replaced with directed ones. We may also consider the (strong) immersion relation where
we additionally require that no path that is an image under µ of some arc (u, v) traverses a
vertex µ(w) for some w /∈ {u, v}. See Section 2 for a formal definition. The set depicted in
Figure 1 is again an infinite antichain for both the strong or the weak immersion relations in
general digraphs. However, as proved by Chudnovsky and Seymour [2], strong immersion is a
well-quasi-ordering on the class of tournaments.
Theorem 1 ([2]). Tournaments are well-quasi-ordered under strong immersions.
The proof of Theorem 1 of Chudnovsky and Seymour [2] actually does not work directly in
the more general setting of semi-complete digraphs, despite this statement being circulated in
the literature [11, 13]. More precisely, there is a technical issue in one of the considered cases,
where it is crucially used that the digraphs in question do not contain symmetric arcs. In this
work we fill this gap by generalizing Theorem 1 to semi-complete digraphs.
Theorem 2. Semi-complete digraphs are well-quasi-ordered under strong immersions.
As for every digraph H there is a cubic time algorithm that decides whether there is a strong
or weak immersion of H in an input semi-complete digraph D [1], Theorem 1 has a number
of meta-algorithmic consequences, for instance a cubic algorithm for the recognition of any
fixed immersion-closed class of tournaments. Theorem 2 allows us to extend these corollaries
to semi-complete digraphs.
1 We do not need here the exact definition of a butterly minor hence we refrain from giving it.
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Let us briefly explain our approach to the proof of Theorem 2. In a nutshell, we follow
closely the approach of Chudnovsky and Seymour [2] and we “patch” the crucial step in the
proof where the assumption about the non-existence of symmetric arcs is used. This patch is
not straightforward and requires some new combinatorial ideas.
The crux of the proof of Chudnovsky and Seymour [2] is to use a structural parameter
cutwidth (we define it formally in Section 2), which is bound to strong immersions via the
following result of Chudnovsky, Fradkin, and Seymour [1].
Lemma 1 ([1]). Let F be a family of semi-complete digraphs. Then the following conditions
are equivalent.
• There exists a positive integer c such that every member of F has cutwidth at most c.
• There exists a digraph H such that H cannot be strongly immersed in any member of F .
Note that Lemma 1 works in the semi-complete setting. By Lemma 1, proving Theorem 2
boils down to the following statement, as we explain next.
Lemma 2. For every nonnegative integer c, the strong immersion relation is a well-quasi-
ordering on semi-complete digraphs of cutwidth at most c.
We now repeat the argument of Chudnovsky and Seymour [2] in order to show how Theo-
rem 2 can be obtained by combining Lemmas 1 and 2. Take any infinite sequence S1, S2, S3, . . .
of semi-complete digraphs. It suffices to prove that there are some 1 ≤ i < j such that Si can
be strongly immersed in Sj . If S1 can be strongly immersed in any Sj for j ≥ 2, then we are
done, hence assume otherwise. By Lemma 1, there exists c such that each of the semi-complete
digraphs S2, S3, S4, . . . has cutwidth at most c. By Lemma 2, there are some 2 ≤ i < j such
that Si can be strongly immersed in Sj , and we are done.
The proof of the counterpart of Lemma 2 in [2] is essentially done by encoding a small-
width layout of a tournament in a word over an alphabet of size dependent in c in such a way
that a Higman-like embedding of words encoding two tournaments implies the existence of a
strong immersion from one to the other. The place where the non-existence of symmetric arcs
is used in [2] lies in the proof of this implication. In order to prove the more general statement
of Lemma 2, we enrich the encoding of a small-width layout of a semi-complete digraph by
including also information about symmetric arcs. This allows us to find appropriately embedded
paths for them as well. The technical details of this step rely on a good understanding of the
proof of [2], so we defer further explanation to Section 3.
2 Preliminaries
Basic definitions and notation. A relation  over a set S is a quasi-ordering if it is transitive
and reflexive. We say that  is a well-quasi-ordering (WQO for short) if for every infinite
sequence x1, x2, . . . of elements of S there exist 1 ≤ i < j such that xi  xj . It is well-known
that this is equivalent to saying that for every subset T of S closed under , there is a finite
set F ⊆ S such that an element x of S belongs to T if and only if f 6 x for each f ∈ F .
We use standard graph notation for directed graph (digraph). For a digraph D, the vertex
and arc sets of D are denoted by V (D) and E(D), respectively. For an arc (u, v) of a digraph
D, vertex u is called the tail and vertex v the head. Given a bipartition (A,B) of the vertex
set V (D), we define the cut E(A,B) as the subset of arcs {(u, v) | u ∈ A, v ∈ B}.
For two integers p ≤ p′, let [p, p′] ⊆ Z be the set of integers between p and p′. If p < p′,
we set [p′, p] = ∅ by convention. For a finite set S, by S(S) we denote the set of permutations
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Fig. 2: An immersion µ of the graph H in G. The embedding of arcs of H into paths of G is
depicted in grey lines. We have that µ((a, b)) = [µ(a), µ(b)], µ((b, d)) = [µ(b), 4, µ(d)],
µ((d, c)) = [µ(d), 3, µ(c)], µ((c, a)) = [µ(c), 1, µ(a)] and µ((a, d)) = [µ(a), 2, µ(d)]
of the elements of S. A permutation σ ∈ S(S) is seen as a bijective mapping σ : S → [1, |S|].
An element u ∈ S is at position i in σ if σ(u) = i, and we denote this unique element by σi.
The prefix of length i of σ is the set σ≤i = {σj : j ∈ [1, i]}; we set σ≤i = ∅ when i ≤ 0, and
σ≤i = S when |S| ≤ i. We extend this notation to prefixes and suffixes of orderings naturally,
e.g., σ>i = S \ σ≤i is the set of the last n− i vertices in σ.
Let D be a digraph. A permutation pi ∈ S(V (D)) is called a vertex ordering. An arc
(pii, pij) ∈ E(D) is a feedback arc for the vertex ordering pi if i > j, that is, if pii is after
pij in pi. The sequence of cuts of pi is defined as (E
0
pi, . . . , E
n
pi ) where for i ∈ [0, n], Eipi =
E(pi>i, pi≤i). Hereafter, a permutation εipi ∈ S(Eipi) will be called an ordered cut of pi. Finally,
we set cuts〈D,pi〉 = (|E0pi|, |E1pi|, . . . , |Enpi |), which can be interpreted the function such that
cuts〈D,pi〉(i) = |Eipi|.
Definition 1. Let pi be a vertex ordering of a digraph D. The width of pi is
ctw(D,pi) = max{cuts〈D,pi〉}
where max on a tuple yields the largest coordinate. The cutwidth of D is
ctw(D) = min{ctw(D,pi) | pi is a vertex ordering of D}.
A vertex ordering pi of D is ctw-optimal if ctw(D,pi) = ctw(D).
Definition 2. Let D and H be two digraphs. A strong immersion of H in D is a mapping µ
such that:
1. µ maps V (H) injectively to V (D);
2. for every (u, v) ∈ E(H), µ((u, v)) is a directed path from µ(u) to µ(v) in D;
3. for every pair of distinct arcs e, f ∈ E(H), the directed paths µ(e) and µ(f) are arc-
disjoint;
4. for every arc e ∈ E(H) and every vertex v ∈ V (H) not incident to e, the vertex µ(v) does
not lie on the directed path µ(e).
Linked vertex ordering and linked sequence of ordered cuts. We recall the definitions of the
main tools used in [2] for the proof of the counterpart of Lemma 2 for tournaments.
Definition 3. Let D be a digraph of order n. A vertex ordering pi of the vertex set V (D) is a
linked vertex ordering2 if for every i, j ∈ [n] with i < j such that |Eipi| = |Ejpi| = t, the following
holds:
2 In [2], the authors used the terminology linked enumeration.
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• either there exists h ∈ [i, j] such that |Ehpi | < t, or
• there exist t arc-disjoint paths from pi>j to pi≤i.
The definition of linked vertex ordering is extended to sequence of ordered cuts as follows.
Definition 4. Let (E0pi, . . . , E
n
pi ) be the sequence of cuts of a linked vertex ordering pi of a digraph
D. Then a sequence (ε0pi, . . . , ε
n
pi) of ordered cuts of pi, with ε
i
pi ∈ S(Eipi) for i ∈ [0, n], is linked
if for every i, j with 0 ≤ i < j ≤ n such that |Eipi| = |Ejpi| = t, we have that:
• either there exists h ∈ [i, j] such that |Ehpi | < t, or
• there exist t arc-disjoint paths P1, . . . , Pt from pi>j to pi≤i such that for all s ∈ [t], the path
Ps starts with the arc ε
i
pi(s) and ends with the arc ε
j
pi(s).
As shown by Chudnovsky and Seymour [2], there is always a ctw-optimal vertex ordering
that is linked. Moreover, given a linked vertex ordering, one can construct a linked sequence of
ordered cuts.
Lemma 3 (3.1 of [2]). Let D be a digraph. Then there exists a linked vertex ordering pi of D
with ctw(D,pi) = ctw(D).
Lemma 4 (5.1 of [2]). Let pi be a linked vertex ordering of a digraph D. Then for each i ∈ [0, n]
there exists an ordered cut εipi ∈ S(Eipi) so that (ε0pi, . . . εnpi) is a linked sequence of ordered cuts.
Codewords and domination relation. Let L be a finite set of labels and c be a nonnegative
integer. An (L, c)-codeword3 is defined as a triple (n, λ, ζ) where n is a positive integer, λ : [n]→
L, and ζ : [n − 1] → [0, c]. The set of (L, c)-codewords is equipped with a partial order dom,
called domination, defined as follow. Given two (L, c)-codewords (n, λ, ζ) and (n′, λ′, ζ ′), we have
(n, λ, ζ) dom (n′, λ′, ζ ′) if and only if there exists a strictly increasing function f : [n] → [n′],
called the embedding, such that
• for all j ∈ [n], we have λ(j) = λ′(f(j)); and
• for all j ∈ [n− 1] and all i ∈ [f(j), f(j + 1)− 1], we have ζ(j) ≤ ζ ′(i).
Observe that a (L, c)-codeword can be seen as a directed path with n vertices with labels on
both vertices and arcs. Vertices are labeled by λ with labels from L, while arcs are labeled by
ζ with integers from [0, c]; here, an argument i ∈ [n − 1] of ζ is intepreted as the arc from the
ith to the (i + 1)st vertex of the path. As in [2], we can use the variant of Higman’s lemma
due to [12, 17] to infer the following. Note here that L is a finite set, so equality on it is a
well-quasi-ordering.
Lemma 5. The set of (L, c)-codewords with the domination order is a well-quasi-ordering.
To prove that tournaments are well-quasi-ordered under strong immersions, Chudnovsky
and Seymour [2] represent a tournament equipped with a linked vertex ordering using an (L, c)-
codeword, for some finite L. They show that given two tournaments T and T ′, if a (L, c)-
codeword representing T is dominated by the one representing T ′, then the domination relation
allows to reconstruct the immersion of T in T ′. We explain this formally in the next section.
3 Observe that in [2], the term codeword is used differently: our definition of an (L, c)-codeword corresponds
to an (L, c)-gap sequence in [2].
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3 Semi-complete digraphs are well-quasi-ordered under strong immersion
This section is devoted to a proof of Lemma 2 restated below:
Lemma 2. For every nonnegative integer c, the strong immersion relations is a well-quasi-
ordering on semi-complete digraphs of cutwidth at most c.
The idea of the proof is as follows. We first define (L, c)-codewords, for some finite L,
in order to represent the structure of a semi-complete digraph equipped with a linked vertex
ordering. The way we construct (L, c)-codewords will extend the (L, c)-codewords defined by
Chudnowsky and Seymour [2] to represent tournaments. Given two semi-complete digraphs S
and S′, immersion of S in S′ will be constructed from the domination relation between the
respective (L, c)-codewords. We proceed in two steps. First we partition the arc set E(S) of
S into E1 and E2 such that T = (V (S), E1) forms a tournament. Then we apply Chudnovsky
and Seymour [2] to build an immersion model µ of T in S. It then remains to extend µ to an
immersion model of S in S′ by mapping the arcs of E2 to “free” paths of S′.
Let us first describe how a semi-complete digraph S, such that ctw(S) ≤ c for some nonneg-
ative integer c, can be represented by an (L, c)-codeword, for some finite L. Let pi be a vertex
ordering of S such that ctw(S, pi) ≤ c. Fix any sequence of ordered cuts σ = (ε0pi, . . . εnpi) of pi.
Based on these, we will define the encoding of S with respect to (pi, σ) as
(n, code〈S, pi, σ〉, cuts〈S, pi〉).
Recall here that cuts〈S, pi〉 = (|E0pi|, |E1pi|, . . . , |Enpi |), hence we need to define code〈S, pi, σ〉.
Intuitively, code〈S, pi, σ〉 is a function tailored to representing, for every i ∈ [n], the structure
of consecutive ordered cuts (εi−1pi , εipi) of pi using only a finite set of labels. To that aim, we
define an equivalence relation ∼ over pairs of ordered cuts of size at most c. Let (E1, E2) and
(F1, F2) be two pairs of cuts of size at most c and consider ordered cuts ε1 ∈ S(E1), ε2 ∈ S(E2),
ϕ1 ∈ S(F1), ϕ2 ∈ S(F2). Then (ε1, ε2) ∼ (ϕ1, ϕ2) if and only if the following conditions are
satisfied:
• |E1| = |F1| and |E2| = |F2|; and
• ε1(i) = ε2(j) if and only if ϕ1(i) = ϕ2(j), for all relevant indices i, j.
To complete the description of the function code〈S, pi, σ〉, for every i ∈ [n], we define:
code〈S, pi, σ〉(i) = ( profile〈S, pi, σ〉(i) , symmetric〈S, pi, σ〉(i) , i mod (4c+ 1) ),
where
• profile〈S, pi, σ〉(i) is the equivalence class of (εi−1pi , εipi) with respect to ∼; and
• symmetric〈S, pi, σ〉(i) : Ei−1pi ∪ Eipi → {>,⊥} is a function distinguishing symmetric arcs
from others. That is, for (u, v) ∈ Ei−1pi ∪Eipi we have symmetric〈S, pi, σ〉(i)(u, v) = > if and
only if we also have (v, u) ∈ E(S).
We remark that the information encoded in a codeword by Chudnovsky and Seymour in [2]
is exactly profile〈S, pi, σ〉 and cuts〈S, pi〉. Here, we extend this information by two components:
symmetric〈S, pi, σ〉 that stores information on symmetric arcs, and the remainder of the index
modulo 4c+ 1. The latter will be used for a technical reason in the proof.
Observe that, as ctw(S, pi) ≤ c, the size of every cut of pi is at most c and the number
of equivalence classes of ∼ is bounded by a function of c. It follows that all the values of
profile〈S, pi, σ〉(i) and of code〈S, pi, σ〉(i), for i ∈ [0, n], belong to some finite sets whose sizes are
bounded by a function of c. Let us denote by Lcprofile and L
c
code these (finite) sets of possible
values, respectively. It follows that:
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Observation 1. Let S be a semi-complete digraph with ctw(S) ≤ c. Suppose σ = (ε0pi, . . . εnpi) is a
sequence of ordered cuts of a ctw-optimal vertex ordering pi of S. Then (n, profile〈S, pi, σ〉, cuts〈S, pi〉)
is an (Lcprofile, c)-codeword and (n, code〈S, pi, σ〉, cuts〈S, pi〉) is an (Lccode, c)-codeword.
It essentially remains to prove that a strong immersion between two semi-complete digraphs
of cutwidth at most c can be inferred from the domination relation between two (L, c)-codewords
associated with them. In [2], this claim for the tournament case is proved in (5.2). The following
Lemma 6 is a rephrasing of this result, with some additional assertions added. These assertions
follow from a straightforward inspection of the proof of (5.2) in [2]; let us review them quickly.
• We do not need to assume that the vertex ordering of the embedded tournament is linked.
Similarly for the sequence of ordered cuts associated with it.
• We do not need to assume that the host digraph S is a tournament; semi-completeness of
S suffices.
• The additional properties of the constructed immersion model µ follow directly from the
construction.
Lemma 6 ([2]). Let pi be a vertex ordering of a tournament T on n vertices such that ctw(T, pi) ≤
c and pi′ be a linked vertex ordering of a semi-complete digraph S′ on n′ vertices such that
ctw(S, pi′) ≤ c. Suppose further that σ and σ′ are sequences of ordered cuts for pi and pi′,
respectively, where σ′ is linked. Finally, suppose that
(n, profile〈T, pi, σ〉, cuts〈T, pi〉) dom (n′, profile〈S′, pi′, σ′〉, cuts〈S′, pi′〉),
which is certified by an embedding f : [n]→ [n′]. Then there exists a strong immersion model µ
of T in S where µ(pij) = pi
′
f(j) for all j ∈ [n]. Moreover, for every arc e of S,
• [(3) in proof of (5.2) in [2]] if e is a feedback arc in pi, then the path µ(e) both starts and
ends with a feedback arc in pi′,
• [(5) in proof of (5.2) in [2]] if e is not a feedback arc in pi, then the path µ(e) consists of
one arc.
We are now ready to generalize Lemma 6 to the setting of semi-complete digraphs.
Lemma 7. Let S = (V,E) and S′ = (V ′, E′) be two semi-complete digraphs with associated
vertex orderings pi and pi′, respectively, where pi′ is linked and such that ctw(S, pi) ≤ c and
ctw(S′, pi′) ≤ c. Suppose further that σ and σ′ are sequences of ordered cuts for pi and pi′,
respectively, where σ′ is linked. Finally, suppose that
(n, code〈S, pi, σ〉, cuts〈S, pi〉) dom (n′, code〈S′, pi′, σ′〉, cuts〈S′, pi′〉).
Then S can be strongly immersed in S′.
Proof. We adopt the notation from the definition of domination: we have an embedding f : [n]→
[n′] such that for all j ∈ [n] we have code〈S, pi, σ〉(j) = code〈S′, pi′, σ′〉(f(j)), and for all j ∈ [n−1]
and all i ∈ [f(j), f(j + 1)− 1] we have |Ejpi| ≤ |E′ipi′ |.
We partition E into E1 unionmulti E2 so that T = (V,E1) is a tournament:
• if (u, v) ∈ E but (v, u) 6∈ E, then (u, v) ∈ E1;
• otherwise if pi(u) < pi(v), we let (v, u) ∈ E1 and (u, v) ∈ E2.
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Observe that since only the feedback arcs in pi contribute in the definitions of profile〈S, pi, σ〉
and cuts〈S, pi〉, we have
(n, profile〈T, pi, σ〉, cuts〈T, pi〉) = (n, profile〈S, pi, σ〉, cuts〈S, pi〉).
Moreover, from the assumed domination we have
(n, profile〈S, pi, σ〉, cuts〈S, pi〉) dom (n′, profile〈S′, pi′, σ′〉, cuts〈S′, pi′〉).
Hence we may apply Lemma 6 to get a strong immersion model µ of T in S′ such that µ(pij) =
pi′f(j) for all j ∈ [n].
Our goal is to extend µ to a strong immersion of S in S′. It remains to show how for each
arc of E2 we can construct a corresponding directed path in S
′ so that these paths are pairwise
arc-disjoint, and also arc-disjoint with the paths used in µ. Let us partition E2 into F1 unionmulti F2,
as follows. Take any arc (u, v) ∈ E2, , and let us denote pi(u) = j and pi(v) = h; recall that
j < h. Recall also that since (u, v) ∈ E2, we have (v, u) ∈ E1. Since the embedding f is strictly
increasing, we have f(h)− f(j) ≥ h− j. Put (u, v) into F1 if f(h)− f(j) = h− j and into F2
if f(h)− f(j) > h− j.
We first construct the images for the arcs of F1. Take any (pij , pih) ∈ F1. Observe that since f
is strictly increasing, in fact for every ` ∈ [0, h− j], we have f(j+ `) = f(j) + `. By domination,
we have that code〈S, pi, σ〉(j + `) = code〈S′, pi′, σ′〉(f(j + `)) = code〈S′, pi′, σ′〉(f(j) + `) for
all ` ∈ [0, h − j]. Since the codewords contain the full information on which feedback arcs in
consecutive cuts are equal, and which feedback arcs have corresponding symmetric arcs, it can be
easily seen that these equalities of the labels imply that the semi-complete digraphs S[pi≥j∩pi≤h]
and S′[pi′≥f(j) ∩ pi′≤f(h)] are isomorphic, with the isomorphism mapping pij+` to pi′f(j)+`. In
particular, we have (µ(pij), µ(pih)) = (pi
′
f(j), pi
′
f(h)) ∈ E′. Observe that by the definition of a
strong immersion, if (µ(pij), µ(pih)) belonged to some path µ(e) for an arc e ∈ E1, then we
would necessarily have e = (pij , pih), however (pij , pih) ∈ F1. Therefore the arc (µ(pij), µ(pih)) is
free and we can set µ((pij , pih)) to be the length-1 path consisting only of the arc (µ(pij), µ(pih)).
Observe that this preserves the invariant asserted by Lemma 6 that all non-feedback arcs in pi
are mapped to single-arc paths in S′.
We are left constructing the images for arcs of F2. Take any (pij , pih) ∈ F2. Since j ≡
f(j) mod (4c + 1) and h ≡ f(h) mod (4c + 1) by domination, we infer that f(h) − f(j) ≡
h − j mod (4c + 1). Therefore, f(h) − f(j) ≥ h − j + (4c + 1). This means that there are at
least 4c+ 1 vertices in pi′≥f(j) ∩ pi′≤f(h) that are not images under µ of any vertex of S. Among
these 4c + 1 vertices, at most c can be the tails of feedback arcs with pi′f(j) as the head, since
each such arc contributes to |E′f(j)pi′ |, which is at most c. Similarly, at most c of these vertices
can be the heads of feedback arcs with pi′f(h) as the tail. Since S
′ is semi-complete, this leaves
us with at least 2c+ 1 indices i with the following properties
1. f(j) < i < f(h);
2. pi′i /∈ µ(V ); and
3. (pi′f(j), pi
′
i) ∈ E′ and (pi′i, pi′f(h)) ∈ E′.
Each vertex pi′i located at such position i will be called a free pivot for the arc (pij , pih) ∈ F2.
We now verify that if pi′i is a free pivot for (pij , pih) ∈ F2, then none of the arcs (pi′f(j), pi′i)
and (pi′i, pi
′
f(h)) belongs to the path µ(e) for any arc e ∈ E1 ∪ F1. This is because:
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• If e is a feedback arc in pi, then e ∈ E1. By the definition of strong immersion, the path
µ(e) uses only at most two arcs incident to vertices of µ(V ): the first and the last one on
µ(e). By the last assertion of Lemma 6, both of them are feedback arcs in pi′. However,
both arcs (pi′f(j), pi
′
i) and (pi
′
i, pi
′
f(h)) are not feedback arcs in pi
′ and they are incident to
vertices of µ(V ). Hence they cannot be used on µ(e).
• Otherwise, if e ∈ E1 ∪ F1 is a non-feedback arc, then by construction µ(e) consists of a
single arc connecting two vertices from µ(V ). However we have pi′i /∈ µ(V ), hence arcs
(pi′f(j), pi
′
i) and (pi
′
i, pi
′
f(h)) cannot be used by µ(e).
Thus, for any vertex pi′i that is a free pivot for (pij , pih), the path of length 2 formed by the arcs
(pi′f(j), pi
′
i) and (pi
′
i, pi
′
f(h)) may be used to define µ(u, v), because none of its arcs has been used
so far for images of arcs from E1 ∪F1. Nevertheless, we have to argue that such 2-paths can be
selected so that they are pairwise arc-disjoint. This will conclude the construction of a strong
immersion model of S in S′.
We prove that greedily selecting 2-paths via free pivots is safe. Iteratively consider the arcs
of F2, and let e = (pij , pih) ∈ F2 be the next one. Recall that since (pij , pih) ∈ F2 ⊆ E2, we
have also (pih, pij) ∈ E. Observe that out of the at least 2c + 1 arcs with tail pi′f(h) and head
being a free pivot for e, only at most c could have been used so far in the greedy procedure,
since each such arc used so far corresponds to a different pair of symmetric arcs in S incident
to pih; the number of such arc pairs is bounded by c due to the bound on the cutwidth of pi.
Symmetrically, at most c arcs with head pi′f(j) and tail in a free pivot for e could have been used
so far. This leaves us with at least one free pivot pi′i with both arcs (pi
′
f(j), pi
′
i) and (pi
′
i, pi
′
f(h))
unused so far, so we can define µ(e) as the 2-path formed by this pair of arcs.
We conclude by formally verifying that Lemma 2 follows from Lemma 7.
Proof of Lemma 2. Let S1, S2, S3, . . . be a sequence of semi-complete digraphs, each of cutwidth
at most c. By Lemmas 3 and 4, for each t = 1, 2, . . . we can fix a linked vertex ordering pit of
St, and a linked sequence of ordered cuts σt for pit. For each t, consider the codeword Ct =
(nt, code〈St, pit, σt〉, cuts〈S, pi〉), where nt is the number of vertices of St. Since the domination
order is a well-quasi-ordering of codewords, we infer that there are indices 1 ≤ t < t′ such that
Ct dom Ct′ . By Lemma 7, St can be strongly immersed in St′ , which concludes the proof.
References
[1] M. Chudnovsky, A. Fradkin, and P. Seymour. Tournament immersion and cutwidth. Jour-
nal of Combinatorial Theory, Series B, 102(1):93 – 101, 2012.
[2] M. Chudnovsky and P. Seymour. A well-quasi-order for tournaments. Journal of Combi-
natorial Theory, Series B, 101(1):47 – 53, 2011.
[3] M. Cygan, F. Fomin, L. Kowalik, D. Lokshtanov, D. Marx, M.Pilipczuk, M. Pilipczuk, and
S. Saurabh. Parameterized algorithms. Springer, 2014.
[4] R. Downey and M. Fellows. Fundamentals of parameterized complexity. Text in Computer
Science. Springer, 2013.
[5] J. Flum and M. Grohe. Parameterized complexity theory. Texts in Theoretical Computer
Science. Springer, 2006.
9
[6] A. Giannopoulou, M. Pilipczuk, D. Thilikos, J.-F. Raymond, and M. Wrochna. Linear
kernels for edge deletion problems to immersion-closed graph classes. arXiv:1609.07780,
2016. To appear in ICALP 2017.
[7] M. Grohe, K. Kawarabayashi, D. Marx, and P. Wollan. Finding topological subgraphs is
fixed-parameter tractable. In STOC 2011, pages 479–488, 2011.
[8] K. Kawarabayashi and S. Kreutzer. An excluded grid theorem for digraphs with forbidden
minors. In SODA 2014, pages 72–81, 2014.
[9] E. Kim, C. Paul, I. Sau, and D. Thilikos. An FPT 2-approximation for tree-cut decompo-
sition. In WAOA 2015, number 9499 in LNCS, pages 35–46, 2015.
[10] I. Kim. On containment relation in directed graphs. PhD thesis, Princeton University,
2013.
[11] I. Kim and P. Seymour. Tournament minors. Journal of Combinatorial Theory, Series B,
112:138–153, 2015.
[12] I. Kriz. Well-quasi-ordering finite trees with gap-condition. proof of harvey friedman’s
conjecture. Annals of Mathematics, 130:215–226, 1989.
[13] M. Pilipczuk. Tournaments and optimality: New results in parameterized complexity. PhD
thesis, University of Bergen, Norway, 2013.
[14] N. Roberston and P. Seymour. Graph Minors XX: Wagner’s conjecture. Journal of Com-
binatorial Theory B, 92(2):325–357, 2004.
[15] N. Roberston and P. Seymour. Graph Minors XXIII: Nash-Williams’ immersion conjecture.
Journal of Combinatorial Theory, Series B, 100:181–205, 2010.
[16] N. Robertson and P. Seymour. Graph Minors XIII: The disjoint paths problem. Journal
of Combinatorial Theory, Series B, 63:65–110, 1995.
[17] S. Simpson. Non-provability of certain combinatorial properties of finite trees. L.A. Har-
rington et al. (eds), Harvey Friedman’s research on the foundations of mathematics, pp.
87-117, 1958.
[18] K. Wagner. U¨ber eine Eigenschaft der ebenen Komplexe. Math. Annals, 114:570–590, 1937.
[19] P. Wollan. The structure of graphs not admitting a fixed immersion. Journal of Combina-
torial Theory, Series B, 110:47 – 66, 2015.
10
