We present empirical metallicity-dependent calibrations of effective temperature against colours for dwarfs of luminosity classes IV and V and for giants of luminosity classes II and III, based on a collection from the literature of about two hundred nearby stars with direct effective temperature measurements of better than 2.5 per cent. The calibrations are valid for an effective temperature range 3,100 -10,000 K for dwarfs of spectral types M5 to A0 and 3,100 -5,700 K for giants of spectral types K5 to G5. A total of twenty-one colours for dwarfs and eighteen colours for giants of bands of four photometric systems, i.e. the Johnson (U BV R J I J JHK), the Cousins (R C I C ), the Sloan Digital Sky Survey (SDSS, gr) and the Two Micron All Sky Survey (2MASS, JHK s ), have been calibrated. Restricted by the metallicity range of the current sample, the calibrations are mainly applicable for disk stars ([Fe/H] −1.0). The normalized percentage residuals of the calibrations are typically 2.0 and 1.5 per cent for dwarfs and giants, respectively. Some systematic discrepancies at various levels are found between the current scales and those available in the literature (e.g. those based on the infrared flux method IRFM or spectroscopy). Based on the current calibrations, we have re-determined the colours of the Sun. We have also investigated the systematic errors in effective temperatures yielded by the current on-going large scale low-to intermediateresolution stellar spectroscopic surveys. We show that the calibration of colour (g − K s ) presented in the current work provides an invaluable tool for the estimation of stellar effective temperature for those on-going or upcoming surveys.
INTRODUCTION
The determination of effective temperatures of stars is of upmost importance in stellar astrophysics. Accurate stellar effective temperatures are essential for reliable estimates of stellar metallicity by spectroscopy. The distribution of stellar metallicities provide vital clues for the understanding of the Galactic chemical evolution. For high resolution spectroscopy, the effective temperature is required as an input parameter for the stellar abundance analysis and thus its uncertainties is propagated to the resultant elemental abundances. For low-and intermediate-resolution spectroscopy, the basic atmospheric parameters (i.e. effective temperature T eff , surface gravity log g and metallicity [Fe/H] ) are often determined simultaneously from the measured spectrum, say, for example, by spectral template matching (e.g. Luo et 2015; Xiang et al. 2015) and there may exist some degeneracies amongst the stellar ⋆ E-mails: yanghuang@pku.edu.cn (YH); x.liu@pku.edu.cn (XWL) † LAMOST Fellow parameters thus deduced, in particular between T eff and [Fe/H]. Therefore, accurate and model-independent estimation of T eff is a critical step for stellar abundance determinations, either to minimize the uncertainties in the case of high resolution spectroscopy or to break the degeneracy in the case of low-and intermediateresolution spectroscopy. As a basic stellar parameter, T eff , is also directly related to the observables of a star, such as its photometric colours, and the relations between T eff and photometric colours are widely employed in a variety of astrophysical studies. For example, the relations are used to convert a stellar isochrone of a given (simple) stellar population, i.e. the locus of stellar luminosity L as a function of T eff , yielded by theoretical stellar evolution models, to a relation in observable space, such as colour-magnitude diagrams (CMDs; Demarque & Larson 1964; Yi et al. 2001; Girardi et al. 2002 Girardi et al. , 2004 Dotter et al. 2008 ). Such CMDs have been widely applied to interpret photometric measurements of stellar clusters to determine their basic properties (e.g. age, distance and metallicity).
A variety of methods have been developed to estimate T eff . For high resolution spectroscopy, techniques such as fitting the pro-files of Balmer lines (Gray 1992; Heiter et al. 2002) or adjusting the "excitation balance" of Fe lines (Takeda et al. 2002; Santos et al. 2004 ) are often used. For low-and intermediate-resolution spectrophotometry, fitting the stellar continuum flux (over a wavelength range as wide as possible) with model atmosphere synthetic fluxes (e.g. Smalley 2005; Norris et al. 2013) or the strength of Balmer jump (Sokolov 1995 ) is generally used. All these indirect methods of T eff estimation require however reliable stellar model atmospheres, and, as a consequence, lead to some model-dependent of the results.
The most popular and least model-dependent (or semi-direct) method for T eff determination is the infrared flux method (IRFM), which is first developed by Blackwell & Shallis (1977) . Since then, tremendous amount of work by many authors have used the IRFM to determine effective temperatures of stars (Alonso et al. 1996 (Alonso et al. , 1999 Ramíres & Meléndez 2005; Casagrande et al. 2006; González Hernándes & Bonifacio 2009; Casagrande et al. 2010) . However, the lack of absolute zero-point calibration of the IRFM could induce some systematic errors, by as much as ∼ 100 K, among the different studies (cf., e.g., the discussion of Casagrande et al. 2010) .
Reliable estimates of T eff can also be obtained from photometric colours using accurately calibrated metallicity-dependent T eff -colour relations 1 . The method allows one to accurately determine values of T eff for large numbers of stars based on (relatively "cheap") photometric measurements alone. This is extremely important in the current era of large scale surveys, with a number of large scale stellar spectroscopic surveys on-going, including the Sloan Extension for Galactic Understanding and Exploration (SEGUE; Yanny et al. 2009 ), the Radial Velocity Experiment (RAVE; Steinmetz et al. 2006) , the Apache Point Observatory Galactic Evolution Experiment (APOGEE; Eisenstein et al. 2011) , the LAMOST Spectroscopic Survey of the Galactic Anticenter (LSS-GAC; Liu et al. 2014 and Gaia (Perryman et al. 2001) . Those surveys are generating a huge amount of data that will dramatically improve our understanding of the formation and evolution of the Milky Way.
The key to a robust metallicity-dependent T eff -colour relation is accurate, model-independent measurements of T eff . For the moment, both theoretical model atmospheres (e.g. Bessell, Castelli & Plez 1998; Houdashelt, Bell & Sweigart 2000) and empirical measurements (e.g. Gratton, Carretta, & Castelli 1996; Weiss & Salaris 1999; Vandenberg & Clem 2003) are used to calibrate the relations. However, the synthetic broad-band colours derived from model atmospheres may deviate the real values due to some defects, for example, in the choice of microturbulence velocity, especially for cool stars (i.e. T eff 4000 K; Castelli 1999; Kučinskas et al. 2005; Casagrande & VandenBerg 2014) or in the treatment of convection of late-type giants (Kučinskas et al. 2005) . As for the empirical approach, the source of error is mainly contributed by uncertainties in the estimates of T eff , which may result, for example, as a consequence of adopting inappropriate stellar models in the case of indirect methods or the usage of an incorrect zero-point in the case of IRFM method. In order to construct a robust empirical metallicitydependent T eff -colour relation, accurate direct measurements of T eff are indispensable, preferably for a number of stars coverage wide ranges of stellar parameters, including the metallicity.
Direct measurements of stellar effective temperature are now available for a large number of stars for which their angular diameters directly measured using long-baseline optical/infrared interferometry (LBOI; e.g. Code et al. 1976) . With angular diameters measurement from LBOI, linear radii can be derived when the geometric parallaxes (e.g. from the Hipparcos; van Leeuwen 2007) are also available. Then, the liner radii combined with bolometric flux measurements yield directly the stellar effective temperatures through the Stefan-Boltzmann equation (Mozurkewich et al. 2003, hereafter M03; Baines et al. 2009; Boyajian et al. 2009 Boyajian et al. , 2012a Boyajian et al. ,b, 2013 Creevey et al. 2012; White et al. 2013) . Due to the progress in observations in the past few years, stellar angular diameters can now be measured to an accuracy of better than 5.0 per cent, implying T eff measurements of better than 2.5 per cent. Those data have however not been fully utilized to calibrate the aforementioned, very important, empirical metallicity-dependent T eff -colours relations. Quite recently, B12b derive the metallicity-dependent T eff -colour relations in the Johnson BV JHK bands based on a small sample of 40 G/K/M dwarfs with direct angular diameter measurement of better than 5 per cent, while B13 do so based on a sample of over one hundred A to M dwarfs with direct T eff measurements. In the latter study, the effects of metallicity are considered for colour (B − V ) only. Both calibrations are restricted to population I (i.e. [Fe/H] > −1.0) dwarfs of luminosity classes IV and V.
In this paper, we improve, on the basis of work by B12a,b and B13, the metallicity-dependent empirical T eff -colour relations for dwarfs by adding more metal-poor stars with direct T eff measurements to the calibration sample. Accurate estimates of the interstellar extinction are also made for all calibration stars. In addition, we present similar calibration for giants based on available direct T eff measurements for those types of star. The paper is organized as follows. In Section 2 we introduce the calibration sample compiled from the literature and the extinction determinations for the sample stars. The empirical calibrations of T eff versus colours and [Fe/H] are presented in Section 3. Comparisons with previous work and applications of the newly derived relations are given in Sections 4 to 6, respectively. Finally, we conclude in Section 7.
DATA
In B13, direct measurements of T eff for 125 dwarf stars (luminosity classes: IV/V) are collected from their surveys of stellar diameters and effective temperatures (B12a, B12b and B13) as well as from 24 other publications. We take 121 stars from the B13 sample, discarding two stars with T eff errors greater than 2.5 per cent and another two with incommensurate measurements of T eff amongst the different work. On top of this, we collect another 13 dwarf stars with direct T eff measurements from 6 publications. Thus the sample of dwarfs employed in the current work consists of a total of 134 stars with direct T eff measurements of better than 2.5 per cent. The sample stars span spectral types from M5 to A0, with T eff ranging from ∼ 3, 100 to 10,000 K. For giant stars (luminosity classes: II/III), direct T eff measurements, also accurate to better than 2.5 per cent, of 61 stars are compiled from 9 publications. The giants span spectral types from M5 to G5, with T eff ranging from ∼ 3, 100 to 5,700 K. Notes. Spectral types are taken from the SIMBAD database (http://simbad.u-strasbg.fr/simbad/) or from Ducati (2002) . Photometric magnitudes of the Johnson system (U BV RIJ HK) are taken from B12b, B13, Ducati (2002), Mermilliod et al. (1997) and from the Lausanne photometric data base (http://obswww.unige.ch/gcpd/gcpd.html). Four photometric systems are used in the current work to derive the empirical metallicity-dependent T eff -colour relations: the standard Johnson (U BV RJIJJHK), the Cousins (RCIC), the SDSS (gr) and the 2MASS (JHKs, hereafter J2, H2 and K2 in order to distinguish from the Johnson J, H and K). Most stars in our sample have high quality multiple measurements in the Johnson system, especially in B and V bands (the magnitudes of the two bands are available for all stars in our sample). Cousins (RCIC) magnitudes available for the current sample of stars are quite limited, especially for giants (about 10 stars). The J2, H2 and K2 magnitudes for most stars are saturated because they are too bright for 2MASS. For the same reason, there are no SDSS photometry for all sample stars. On the other hand, the later two photometric systems are of particular interest for the potential applications of the empirical relations discussed here, considering that 2MASS is one of the major near-infrared all sky survey that yields high precision photometry for nearly 471 million point-like sources (Skrutskie et al. 2006) It is thus essential to derive the empirical metallicity-dependent T eff -colour relations in term of the SDSS and 2MASS photometric colours. In order to obtain magnitudes in the SDSS and 2MASS photometric systems, we have applied transformation equations that convert the Johnson magnitudes to those two systems for our sample stars. For the SDSS photometry system, g and r magnitudes are deduced from the Johnson B and V magnitudes using the transformations derived by Jester et al. (2005) . For the 2MASS J2, H2 and K2, we first convert the Johnson magnitudes to the system of Bessell & Brett using the transformations given by Bessell & Brett (1988) and then to the 2MASS system using the transformations of Carpenter (2001) 2 . Only a few stars in our sample have Johnson J, H and K photometry unavailable, but instead have good 2MASS photometry 3 . For those stars, we obtain their Johnson J, H and K magnitudes from the 2MASS ones by reversing the aforementioned transformations.
Accurate reddening corrections are essential for constructing robust metallicity-dependent T eff -colour empirical relations, particularly for giant stars, which suffer from relatively high extinction given their large distances. For most of the sample stars, we have adopted extinction values deduced from the photometric colours using the 'standard pair' technique (Stecher 1965; Massa et al. 1983; Yuan et al. 2013 ). The technique assumes that stars of similar atmospheric parameters (T eff , log g, [Fe/H]) should have similar colours. For this purpose, we first define a 'reference library' by selecting stars with nil/low extinction and with all the three atmospheric parameters available from the PASTEL catalog. Then the extinction values of the current sample stars are estimated by comparing their observed colours with those in the 'reference library' that have similar atmospheric parameters. A comparison with values given by the integrated extinction map of Schlegel, Finkbeiner & Davis (1998, hereafter SFD98) for high Galactic latitude stars shows the technique has achieved a precision of about 0.02 mag in E(B − V ). The reddening values of E(B − V ) for 154 (79 per cent) sample stars are estimated with this method. For the remaining stars, reddening values are adopted either from the literature, from the SFD98 map for stars of high Galactic latitudes, from extinction-distance relation that we derive for that particular lineof-sight 4 , or simply set to zero when they are close (within 20 pc).
2 We adopt the latest transformations available from http://www.astro.caltech.edu/˜jmc/2mass/v3/transformations/. 3 Only stars with ph qual flag flagged 'A' and photometric error less than 0.05 mag in all three 2MASS bands are considered as having good photometry. 4 We first determine the extinction values for all stars in the PASTEL catalog that have all the three atmospheric parameters available. Then Table 2 presents a summary of the number of stars with their extinction determined by each method. Finally, we correct the measured photometric magnitudes of each band for the interstellar reddening we construct a library consisting of stars that have extinction determinations and geometric distances from the Hipparcos (van Leeuwen 2007). An extinction-distance relation is then constructed using the stars in the library that fall within a solid angle (typically 4 square degree) of line-of-sight to a sample star of concern here. using the above estimated values of E(B − V ) and the extinction law of Fitzpatrick (1999) for R = 3.1. All relevant information of our sample compiled here, including T eff , photometric magnitudes 5 after reddening corrections, ex-tinction, [Fe/H] and etc., is presented in Table 1 . Unless specified otherwise, all magnitudes and colours presented in the paper refer to dereddened values.
EMPIRICAL CALIBRATIONS
To obtain the metallicity-dependent T eff -colour relations, data for dwarf and giant stars are fitted separately following the conventional approach (e.g. Alonso et al. 1996 Alonso et al. , 1999 Ramíres & Meléndez 2005; Casagrande et al. 2006; González Hernándes & Bonifacio 2009; Casagrande et al. 2010) :
where θ eff = 5040/T eff , X represents the colour of concern and ai (i = 0,...,5) are the fit coefficients. We iterate the fitting, discarding data points that deviate more than 2.5σ from the fit. In general, three to four iterations are sufficient.
The polynomial fits to the empirical relations are shown for dwarf stars in Figs. 2-5 and giants in Figs. 6-8. The fit coefficients (ai) for eighteen colours are given in Table 3 for dwarfs and Table  4 for giants, along with the standard deviation (s.d.), of the percentage errors of the fit, i.e. (T fit eff −T eff )/T eff × 100, the number of stars used for the final fit (after the 2.5σ clipping) N , the applicability ranges of the fit in colour and [Fe/H], and finally the spectral types corresponding to the colour range. The fits for dwarf stars are performed for the full range of AFGKM stars. However, as indicated by some recent studies (Monnier et al. 2007; van Belle 2012; B13) , there may exist biases in the determinations of T eff by interferometric imaging for stars earlier than mid-F due to their rapid rotation. Following B13, we have thus provided another set of fits, excluding stars hotter than 6750 K. The results are also given in Table 3 with the corresponding range of spectral type marked as FGKM. For all the twenty-one colours, the maximum differences between the temperature given by the T eff -colour relations 6 with and without early-type stars are all within a few percent (0.6-1.5 per cent). As mentioned earlier, the number of giant stars with the Cousins RCIC magnitudes available is too small (∼ 10) to fit the empirical metallicity-dependent T eff -colour relations. Thus we only consider the Cousins RCIC system in the calibrations for dwarfs. The standard deviations of the percentage residuals of the fit are about 2.0 and 1.5 per cent for dwarfs and giants, respectively.
Finally, we note that our sample includes four dwarfs (nicely sample FGK star covering a wide range of T eff from ∼ 4,600 to 6,300 K) of metallicities [Fe/H] ∼ −2.0, which provide some constraints on the relations at such low metallicities. Applying the relations to such low metallicities should be however treated with caution.
Metallicity effects
The intrinsic colours of a star are not only governed by T eff but also by metallicity due to the line blanketing effects (e.g. Ramírez and Meléndez 2005, hereafter RM05). As shown in Figs. 2-5, the effects of metallicity on the T eff versus colour relations for dwarf stars show two distinct features. Firstly, colours involving bands in the UV and optical (e.g. U − V , B − V , V − RJ/RC, g − r) always get redder (larger) with increasing metallicity at a given T eff . On the other hand, for colours between a visual and a near-infrared band (e.g. V − J/H/K, V − J2/H2/K2, g− J/H/K, g− J2/H2/K2), while they get redder (larger) with increasing metallicity for cool stars (e.g. T eff < 6000 K) for a given effective temperature, they actually become bluer (smaller) for hot stars (e.g. T eff > 6000 K). These behaviors are similar to those found by calibrations based on the IRFM T eff scale and have been explained in detail by RM05 using synthetic spectra.
Colour (V − K) (here K can be either of the Johnson or the 2MASS system; also as shown in Figs. 5 and 8, g is very similar to V ) is often considered the best T eff indicator (e.g. Blackwell et al. 1990; Alonso et al. 1996 Alonso et al. , 1999 RM05) , owning to its relatively weak dependence on metallicity and luminosity (see the next Section). To investigate how well the colours between a visual (i.e. V or g) and an infrared (i.e. K or K2) band serve as a T eff indicator without considering the metallicity effects, we explore in Fig. 9 the relative errors that would be introduced in T eff deduced from colour (V − K2) or (g − K2) for a dwarf of solar metallicity, if an incorrect metallicity has been assumed. The plot shows that if one can accept a T eff error of 3.0 per cent, then (V − K2) or (g − K2) is good enough even simply assuming solar metallicity without considering the metallicity effects, for disk stars ([Fe/H] > −0.8) of T eff between 4,500 and 6,900 K in the case of (V −K2) and between 4,650 to 7,950 K in the case of (g − K2). If one extrapolates and applies the current calibrations for metal-poor halo stars ([Fe/H] ∼ −2.0), the corresponding usable range will be narrowed down to 5,000 -6,000 K and to 5,300 -6,500 K, for colours (V − K2) and (g − K2), respectively. The effects of metallicity on colours are shown in the lower panel of Fig. 9 . On the whole, the changes in colours due to the metallicity effects are similar to those found for effective temperature. For the temperature range 5,000 < T eff < 7,000 K, the effects on colours (V − K2) and (g − K2) for disk-like dwarfs ([Fe/H] > −0.8) are smaller than 0.07 mag, comparable to the typical colour measurement uncertainties (assuming a photometric error of 0.05 mag in each band). For halo dwarfs ([Fe/H] ∼ −2.0), the effects are bigger as one expects. In summary, we conclude that colour (V −K2) or (g−K2) can be a robust, metallicity-independent T eff estimator for disk dwarfs ([Fe/H] > −0.8) of temperatures 5,000
T eff 7,000 K. However, for halo dwarfs ([Fe/H] ∼ −2.0), those two colours only work well for a restricted temperature range, 5,000 T eff 6,000 K, if one ignores the metallicity effects.
For giants, the metallicity effects are insignificant either for (V −K2) or (g−K2), owning to the relative narrow range of metallicity and effective temperature covered by the current sample. According to the results of RM05 based on the IRFM T eff scale, the effects are similar to those of dwarf stars.
Luminosity (surface gravity) effects
The effects of luminosity (i.e. the surface gravity log g) on effective temperature and colours are illustrated in Fig. 10 . Colours (V −K2) and (g − K2) are insensitive to the luminosity effects in estimating T eff for the whole parameter range of giants calibrated here if one accepts a 3.0 per cent uncertainty of determination. This is particularly true for colour (g − K2), for which the luminosity effects are smaller or comparable to typical photometric uncertainties for stars in the temperature range 3, 650 < T eff < 5, 200 K (the upper temperature limit for the calibration of giants).
We conclude that colour (g − K2) can serve as an excellent effective temperature indicator for the currently on-going large scale stellar spectroscopic surveys, not only because of its weak de- pendence on metallicity and luminosity but also because it is easily available from high precision photometric surveys such as the SDSS, XSTPS-GAC, PanSTARRS and 2MASS.
COMPARISONS WITH OTHER TEMPERATURE SCALES
In this section, the direct T eff scale from the interferometry is compared to other T eff scales from a variety of techniques, including that based on the IRFM (Alonso 1996 (Alonso , 1999 RM05; Casagrande et al. 2011 ), on the line depth ratios (Kovtyukh et al. 2003 (Kovtyukh et al. , 2004 (Kovtyukh et al. , 2006 (Kovtyukh et al. , 2007 , on the excitation equilibrium of iron lines (Santos et al. 2004) and that based on fitting with synthetic spectra (Valenti & Fischer 2005) . We present the mean temperature difference, ∆T eff for objects analyzed by those alternative techniques that are in common with the current sample with direct temperature measurements from interferometry along with the standard deviation of the mean, s.d., and the number of common objects N in Table 5 . The actual data points used for the comparisons are also presented in Fig. 11 .
IRFM effective temperatures
The IRFM effective temperatures of Alonso et al. (1996 Alonso et al. ( , 1999 ) and RM05 do not deviate significantly from the direct measurements, as Table 5 and Fig. 11 show. For dwarfs the values of Alonso et al. (1996) and RM05 are slightly hotter than direct measurements. The average difference and standard deviation are ∆T eff = 41 K and s.d. = 129 K for Alonso et al. (1996) (N = 39), and ∆T eff = 57 K and s.d. = 135 K for RM05 (N = 54). For giants, the agreement is excellent for both Alonso et al. (1996) and RM05, with average difference of just few tens Kelvin and standard deviations smaller than 80 K. Note that in the above comparisons, stars of T eff 4, 000 K have been excluded, because the IRFM does not work well for stars cooler than ∼ 4000 K. Nevertheless, those cool stars are also plotted in Fig. 11 for completeness. In general, for those stars the IRFM temperatures deviate somewhat from the direct measurements. However, the effective temperatures of dwarfs of Casagrande et al. (2011) 7 based on the IRFM or T eff -colour relations calibrated by the IRFM are significant hotter than direct measurements 8 . As Table 5 and Fig. 11 show, the average difference amounts to ∆T eff = 131 K, with a standard deviation s.d. = 127 K (N = 69). The difference is significant that the IRFM temperature scale of Casagrande et al. (2011) may be too hot.
As discussed in previous work (e.g. Casagrande et al. 2006 Casagrande et al. , 2010 , the systematic differences seen in IRFM effective temperature scales given by different studies are mainly due to the different zero points adopted. Now with many stars available in the CAL-SPEC database 9 that have spectrophotometric fluxes between 0.3 -2.5 µm accurate to better than 1 -2 per cent (Bohlin 2010) , the calibration of the zero-point of IRFM effective temperature scale can be much improved. Alternatively, one can also renormalize the T eff -colour-metallicity relations 17 zero-point of IRFM effective temperature scale such that it gives consistent results with direct measurements from interferometry. Santos et al. (2004) derive values of T eff for 98 planet-hosting stars and 41 stars without known planets based on the excitation equilibrium of Fe I lines from high resolution spectroscopy. A total of 24 stars are found in common with our current sample of dwarfs. Their effective temperatures are on average 127 K hotter than the direct measurements, with a standard deviation s.d. = 129 K. A uniform compilation of stellar properties for 1,040 nearby F/G/K dwarf stars derived from high resolution spectra is presented by Valenti & Fisher (2005) . In their study, T eff , log g and [Fe/H] are estimated simultaneously by fitting the observed spectra with synthetic ones. The typical uncertainties of T eff from this method is reported to be about 44 K. A comparison of common objects with the On the whole, values of T eff derived from high resolution spectra are on average ∼ 100 K hotter than the direct measurements.
Spectroscopic effective temperatures

Effective temperatures deduced from line-depth ratios
To obtain effective temperatures of high precision, Kovtyukh et al. (2003 Kovtyukh et al. ( , 2004 Kovtyukh et al. ( , 2006 Kovtyukh et al. ( , 2007 develop a method based on the observed line-depth ratios and apply the method to several hundreds dwarfs and giants stars with high resolution and high signal-tonoise ratio spectra. The temperatures derived have an internal error smaller than a few tens Kelvin. The advantage of this method is that the line-depth ratios employed are insensitive to the interstellar reddening, the spectral resolution and the rotational and microturbulence broadening (e.g. Kovtyukh et al. 2003 ). As Table 5 and Fig. 11 show, effective temperatures of dwarfs yielded by the line- (2005); (e) Kovtyukh et al. (2003 Kovtyukh et al. ( , 2004 Kovtyukh et al. ( , 2006 and (f) for Casagrande et al. (2011) . The bottom panel are giants for: (g) Alonso et al. (1999) ; (h) RM05 and (i) Kovtyukh et al. (2006 Kovtyukh et al. ( , 2007 . 
Remarks on the direct temperature scale
The systematic differences revealed by the above comparisons are probably caused by potential systematics in the model atmospheres or biases in the zero-point calibrations of other T eff determination methods. Alternatively, they could also come from the calibrations of interferometry measurements themselves. In what follows, we discuss the potential uncertainties of direct temperature scale based on the current compiled measurements of interferometric angular diameters.
1) Interferometric measurements:
In the current work, direct measurements of T eff are compiled from various studies using different telescopes. Thus the consistency between the different measurements needs to be checked. As described in Section 2, most of the angular diameter measurements for dwarfs and giants used in the current work come from the work of the Boyajian's group (B12a,b; B13) and from M03, respectively. Thus we compare respectively the angular diameters measured by Boyajian's group and by M03 with those yielded by other independent work. To do the comparisons, we present stars in our compiled catalog with multiple measurements in Table A1 . As Fig. 12 shows, no systematic errors are correlated with the size of the star (i.e. θLD) in both cases. The mean and standard deviation of relative differences between the diameters measured by the Boyajian's group and by others are −1.1 and 5.7 per cent, respectively. The corresponding values of differences between M03 and other work are −0.3 and 2.2 per cent. In both cases the means are quite small, much smaller than the standard deviations, implying that the measurements of Boyajian's group and of M03 are consistent with the results of other independent work.
In addition, we have also checked the differences of diameters obtained with CHARA and PTI. As reported in van Belle & von Braun (2009) and B12a, diameters obtained with CHARA are ∼ (5-6) ±6 per cent systematically larger than those yielded by PTI. However, we note that most of the PTI diameters included in the comparisons of the above two studies have uncertainties larger than 5 per cent. In the current work, only the diameter measurements of uncertainties less than 5 per cent are used. Here, we have done a similar comparison for stars in our sample (see Table A1 ) with both CHARA and PTI measurements available. We find that the CHARA diameters are on average only ∼ 1.8 ± 6.2 per cent larger than those yielded by PTI. Thus for sample stars adopted in the current work, the discrepancies between the CHARA and PTI diameters are much less than those reported in van Belle & von Braun (2009) and B12a, and show no significant systematics with measured diameter.
2) 1D versus 3D model atmospheres: In direct diameter measurements, corrections for limb-darkening effects are important and need to be properly applied. It is possibly true that 3D model atmospheres may present a more realistic description of the limb-darkening effects (Pereria 2013). Diameters derived using 1D model atmospheres (used for most of our sample stars) are in general 0.5 − 1.0 per cent larger than those yielded using 3D model atmospheres (e.g. Allen Prieto et al. 2002; Bigot et al. 2006 ). This is confirmed by stars HD128621 and HD061421 in our sample that have diameters determined using both1D and 3D model atmospheres (see Table A1 ). Thus the adoption of 1D model atmosphere measurements in the current work may induce a small systematic error compared to 3D model atmosphere measurements. However, any such systematics are likely to be quite small, on the level of 0.5 − 1.0 per cent, far less than the measurements uncertainties (5 per cent).
3) Systematic errors related to the stellar angular diameters: For interferometric measurements, the smaller the size (angular diameter) of the star the more difficult the observations are, and thus the larger the (random plus systematic) errors of the measured diameters are. It is thus important to check whether there are any systematic errors that correlated with the size of star of concern. As reported in Casagrande et al. (2014, hereafter C14) , the differences of temperatures yielded by two photometric scales, that of Casagrande et al. (2011) and Holmberg et al. (2009) , and that of B12a, show a clear trend of variations (especially for stars of θLD 1 mas) as a function of interferometric diameter. C14 suggest that the systematic trend originates from the measurements of B12a given the nearly constant differences between temperatures from the two photometric temperature scales. To better understand the origin of this systematic trend, we have re-checked the differences between temperatures of Casagrande et al. (2011) and those from the Boyajian's group (B12a,b, B13) using 46 common stars. As described in Section 4.1, the temperatures of Casagrande et al. (2011) are derived from the IFRM or from the T eff -colour relations calibrated with the IRFM. For the very bright stars (e.g. like those in our sample), no reliable near-infrared photometric measurements are available and, as a consequence, the temperatures are derived from the T eff -colour relations (mostly based on the Stömberg photometry). As the blue dots in Fig. 13 show, the differences of temperatures between those of Casagrande et al. (2011) and of B12a are indeed essentially what C14 have seen. However, when the black dots, from B12b and B13, are also taken into consideration, the temperature differences no longer show any significant systematic trend with stellar diameter except for a nearly constant displacement (∼ 130 K, see Table 5 ) for a wide range of stellar interferometric diameter from 0.5 to 1.5 mas. It seems that the systematic trend noted by C14 is possibly only an artifact, caused by the limited sampling and range of angular diameters of stars included in their comparison. To further check for any systematic errors that may be correlated with stellar angular size in interferometric measurements, we have carried out a similar comparison, comparing temperatures from Kovtyukh et al. (2003 Kovtyukh et al. ( , 2004 with those from the Boyajian's group (B12a,b, B13) for 24 common stars. As described in Section 4.3, temperatures from Kovtyukh et al. (2003 Kovtyukh et al. ( , 2004 are obtained with line-depth ratios. Temperatures derived with this method are of a very high internal precision (to a few tens Kelvin) and are insensitive to the interstellar reddening, the spectral resolution and the rotational and micro turbulence broadening. Hence they are quite suitable to test if there are any systematic errors in the interferometric measurements that correlate with the size of the star. Again, as Fig. 13 shows, no such systematic trend is found, except for a nearly constant displacement (∼ 57 K, see Table 5 ) for a wide diameter from 0.5 to 1.5 mas. Similarly, there are also no significant systematic errors in diameter measurements from other work for dwarfs in our sample, considering the almost zero displacement between the diameters yielded by the Boyajian's group and by other studies, as Fig. 12 shows. For giant stars, any errors of diameter measurements caused by the differing stellar angular size are unlikely to be significant, given their large angular diameters (generally larger than 2 mas).
We conclude that: 1) The current set of diameter measurements compiled from the literature are all self-consistent; 2) The diameter measurements adopted in the current work, mostly based on 1D model atmospheres, could be possibly slightly overestimated, but only at the level of 0.5 − 1.0 per cent; 3) The current set of measurements show no significant systematic errors that correlate with the stellar angular size.
COMPARISONS WITH OTHER TEFF -COLOUR RELATIONS
In this section, we compare the metallicity-dependent T eff -colour relations presented in the current work to those from the previous studies. Fig. 16 compares the T eff versus colour (B-V) relation for dwarfs of solar metallicity (i.e. [Fe/H] = 0) obtained in the current calibrations with those from Casagrande et al. (2010) , Boyajian et al. (2013) and MARCS model atmospheres (for log g = 4.0; Gustafsson et al. 2008) , as calculated by Casagrande & VandenBerg (2014) . Generally, T eff predicted by the relations of Casagrande et al. (2010) is ∼100 K hotter than that of the current work, consistent with the findings in Section 4.1. The discrepancies become larger for both blue (e.g. B − V < 0.5 mag) and red (e.g. B − V > 1.0 mag) colours. The relation based on MARCS model atmospheres is in good agreement with our within a few tens of degrees Kelvin except for the blue (e.g. B − V < 0.6 mag, T eff > 5, 800 K). We also compare our T eff versus colour (g − K2) relation for dwarfs of solar metallicity with that from MARCS model atmospheres (of log g = 4.0) in Fig. 14 . The results are quite similar to those in colour (B − V ).
As described above, B13 consider the metallicity effects for colour (B − V ) only when deriving the T eff -colour relation. To Figure 13 . Differences of temperatures from Casagrande et al. (2011, left) and from Kovtyukh et al. (2003 Kovtyukh et al. ( , 2004 with respective to the interferometric measurements of the Boyajian's group (B12a, b, B13) , plotted as a function of interferometric angular diameters measured by the Boyajian's group. Blue dots represent interferometric measurements from B12a. Red lines delineate the mean temperature differences presented in Table 5 . Figure 14 . Comparisons of the T eff -colour relations for dwarfs of solar metallicity from the current work (black) with that from B13 (red), Casagrande et al. 2010 (blue) and MARCS model atmospheres (green; assuming log g = 4.0) for colour (B − V ) (left panel) and colour (g − K 2 ) (right panel). The differences of predicted temperatures, ∆T eff (K), as a function of colours are plotted in the lower part of each panel.
our surprise, although the samples used by B13 and the current work are quite similar (the 125 dwarfs consisting the B13 sample constitute the bulk of the current sample), temperatures predicted by the empirical relation of B13 are about 50-100 K hotter than the values calculated from the relation of the current work, for stars hotter than T eff 4300 K (or B − V 1.20 mag), as shown in Figs. 14 and 16 for the case of solar metallicity. We find that the residuals of the fit obtained by B13 show a systematic trend as a function of colour, as shown in Fig. 16 . The systematics in the fit of B13 is fully responsible for the discrepancy between the T eff -(B-V) relations of B13 and of the current work.
For the giants, the T eff versus colour (V − K2) relation of solar metallicity of current work is compared with that from RM05 as well as from MARCS model atmospheres (for log g = 2.5), as shown in Fig. 15 . Unlike the dwarfs, the relation for giants from MARCS model atmospheres is hotter than ours by ∼ 100 K. The relation of RM05 is in excellent agreement with ours in their applicable range (V − K2 < 3.29 mag).
APPLICATIONS
Colours of the Sun
It is not an easy task to measure colours of the Sun, being such a bright and extended source. Most measurements of the solar colours are made indirectly, either using the solar twins or the interpolating empirical relations (e.g. the T eff -colour-metallicity relations) to the solar values based on samples of stars with well determined physical properties (e.g. Alonso et al. 1996; Sekiguchi & Fukugia 2000; RM05; Holmberg et al. 2006; Casagrande et al. 2010; Ramírez et al. 2012) . However, essentially all the effective temperature scales of the aforementioned work are based on temperatures deduced by indirect methods(e.g. the IRFM or spectroscopy). Consequently, there could be a systematic errors in the estimated colours of the Sun. Using the empirical calibration based on direct effective temperature measurements from interferometry presented in the current work, we have derived the colours of the Sun assuming a solar effective temperature T eff = 5, 777 K and metallicity [Fe/H] = 0 10 . The results are presented in Table 6 and compared to literature values. Table 6 shows that, as expected, our newly deduced colours of the Sun are systematic bluer than the recent determinations of Casagrande et al. (2010) , deduced with the same method but based on an IRFM effective temperature scale, which is about 130 K higher than the direct scale derived here, as shown in Fig. 11 (f) and Table 5 . As shown in Table 6 , our newly deduced colour (B − V ) of the Sun agrees well with the direct measurement of Colina, Bohlin & Castelli (1996) . Using a similar approach as ours, Sekiguchi & Fukugita (2000) also find similar result. We warn that the colours of the Sun presented in the current work that involves bands transformed from measurements in other bands, e.g. those involving the SDSS gr or the 2MASS J2H2K2 bands, may suffer from large errors (both random and systematic), considering the possible errors propagated by those transformations. Of course, as discussed above, the interferometry measurements themselves are not entirely free of potential systematics. This should be kept in mind when using the colours of the Sun presented in the current work.
Calibration of temperature scales for stellar spectroscopic surveys
In large scale medium-to low-resolution stellar spectroscopic surveys, such as the SDSS/SEGUE and LSS-GAC, effective temperature T eff is generally estimated simultaneously with other stellar atmospheric parameters including metallicity [Fe/H] and surface gravity log g, by, for example, template matching with either empirical or synthetic spectra (e.g. Luo et 2015; Xiang et al. 2014) . As shown in Section 4, effective temperatures thus determined could deviate from the true values by hundreds Kelvin. In this subsection, we attempt to calibrate the temperature scales of two recent spectroscopic surveys: the SDSS and LSS-GAC, using the empirical T eff -colour relations presented in the current work and examine if there are any systematic errors in the effective temperatures yielded by those surveys. The results are presented in Table 7 , including the average difference ∆T eff between the values of T eff as yielded by the pipelines of those surveys and the values deduced from the empirical relations presented in the current work, along with the standard deviation of the difference, s.d., the median spectral signal-to-noise ratios (SNRs) of the stars used in the comparison, the number of stars N used, and the method used by the pipeline to estimate effective temperatures.
• SDSS: The SDSS/SEGUE Stellar Parameters Pipeline (SSPP; Lee et al. 2008a Lee et al. , 2008b Allende Prieto et al. 2008; Smolinski et al. 2011) estimates effective temperatures utilizing multiple approaches. Each method has its favoured applicable range in colour (g − r) and SNR. The final adopted T eff is the average of results from all methods. In order to calibrate the SSPP effective temperatures, we select stars of spectral SNRs > 30 and reddening E(B − V ) < 0.05 mag, as given by the extinction map of SFD98, to minimize the effects of uncertainties of reddening corrections, from the ninth data release of SDSS (hereafter DR9; Ahn et al. 2012) . Following the results presented in Section 3, we use the T eff -(g − K2) relation to derive photometric temperatures of those selected SDSS stars (with metallicities yielded by the SSPP). To obtain the K2 magnitudes and reliable intrinsic colours of those stars, they are cross-matched with the 2MASS photometric catalog. For stars with a match, only those with a 2MASS flag ph qual flagged by 'A' in Ks-band and with a Ks-band photometric error less than 0.05 mag, and at the same time with a SDSS g-band magnitude greater than 14.0 mag (to avoid potential saturation), and a g-band photometric error smaller than 0.02 mag, are retained. Finally we select 10,682 dwarf stars with log g 3.5 and 280 giant stars with log g < 3.5. The photometric temperatures of those stars are then calculated using the T eff -(g − K2) relation presented in Section 3, subject to the applicability ranges in colour and metalicity as shown in Tables 3 and 4 . A comparison of the T eff between the SDSS DR9 adopted values and the photometric values yielded by our direct empirical calibration is presented in Fig. 17 . On average, the DR9 adopted effective temperatures are systematically hotter than our values by 147 and 158 K for dwarfs and giants, respectively (cf. Table 7 ). The systematic offset of ∼ 150 K found here is easily understood considering the fact that the SSPP re-scales temperatures yielded by each method to match with the IRFM scale of Casagrande et al. (2010) , which has been shown to be too hot by 131 K compared to the direct effective temperature scale (cf. Section 4, Fig. 11 (f) and Table 5 ). The standard deviations of the differences are smaller than 80 K, for both dwarfs and giants, suggesting that the uncertainties of ∼50 K reported by Ahn et al. (2012) for stars of spectral SNRs > 30 are reasonable estimated. Finally, we caution that the systematic offset, ∆T eff , is not a constant but has some weak dependence on temperature.
• LSS-GAC: As a major component of the on-going LAM-OST Galactic surveys, the LSS-GAC aims to collect optical (λλ3700-9000), low resolution (R ∼ 1, 800) spectra for a statistically complete sample of over a million stars of all colours in the magnitude range 14.0 r < 17.8 mag (18.5 mag for limited fields), distributed in a continuous sky area of ∼ 3, 400 sq.deg, covering Galactic longitudes 150 < l < 210
• and latitudes |b| < 30
• under good observing conditions (dark or grey lunar nights). In addition, with a similar target selection algorithm, over 1.5 million very bright stars brighter than 14.0 mag (and normally fainter than 9.0 mag), will be observed utilizing bright lunar nights. At present, two stellar parameter pipelines, the LAM-OST Stellar Parameter Pipeline (LASP; Wu et al. 2014; Luo et al. 2015) and the LAMOST Stellar Parameter at Peking University (LSP3; Xiang et al. 2014) , have been developed that deliver spectral classifications and deduce stellar radial velocities and atmospheric parameters from collected spectra. Both pipelines apply a template matching technique to estimate the atmospheric parameters, except that the LASP uses the ELODIE library (Prugniel & Soubiran 2001; Prugniel et al. 2007 ) spectra of very high resolution (R ∼ 4, 200), obtained with an echelle spectrograph, after degrading the spectral resolution to match that of LAMOST spectra, while the LSP3 adopts the MILES spectral library (Sánchez-Blázquez et al. 2006 ) consisting of accurately flux-calibrated spectra of spectral resolution comparable to that of LAMOST spectra. Both libraries contain a similar number of stars (∼ 1, 000) that cover similar ranges in stellar atmospheric parameters . The Pilot and Regular Surveys of LSS-GAC were initiated in September 2011and 2012, respectively. By the summer of 2013, over one million spectra of good quality, SNR (7450Å) 10, have been collected . The Regular Survey is expected to last for 5 years.
As in the case above for the SDSS DR9 data, we select the stars from the LSS-GAC Value-added Data Release 1 (DR1; ) of good LAMOST spectral SNRs (4650Å) > 15 and low extinction [E(B − V ) < 0.05 mag] that also have high precision photometry in Ks band from the 2MASS and g-band from the XSTPS-GAC (Zhang et al. 2013 (Zhang et al. , 2014 Liu et al. 2014 ). Fi- , are plotted at the bottom (with red dots and error bars representing the means and standard deviations of differences in the individual temperature bins). The left panel is for dwarfs of log g > 3.5 and the right for giants of with log g < 3.5.
nally, we derive values of T eff based on our empirical relation in colour (g − K2) for ∼ 26,000 dwarfs and 3,000 giants selected from the LSS-GAC DR1(using metallicities yielded by LSP3). Effective temperatures yielded by the LSP3 and LASP are compared respectively in Figs. 18 and 19 to those derived from our empirical relation. On the whole, for both dwarfs and giants, values of T eff yielded by the LSP3 and LASP are consistent within a few tens Kelvin with the results given by our empirical calibration (cf. Table 7). However, the agreement is less satisfactory for very hot or cool stars. For the LSP3, it overestimates the effective temperature about by 100 − 200 K for stars hotter than 6500 K or those cooler than 4000 K, dwarfs or giants likewise. In Xiang et al. (2014) , they correct those systematics in their final released results using the empirical calibration presented here. For the LASP, the deviations for hot stars are insignificant, but systematics on the level of ∼ 100-200 K are detected for stars cooler than 4500 K, for both dwarfs and giants but with opposite trends. For dwarfs, the LASP underestimates their effective temperatures, while for giants it does the opposite. Most of the systematics seen in LSP3 or LASP parameters are propagated from the uncertainties of effective temperature scales of template libraries employed by those pipelines (MILES or ELODIE). Ideally, in future, one can correct the systematics in ef- fective temperature scale of those template libraries directly using the empirical calibration presented here.
To conclude, the empirical metallicity-dependent T eff -colour relations presented in the current work can be used to provide accurate, unbiased estimates of T eff for millions of stars targeted by modern large stellar spectroscopic surveys with high efficiency, especially relation in the colour (g − K2), given its weak dependence on both metallicity and luminosity. To apply those photometric calibrations, accurate estimates of the interstellar extinction are essential especially for disk stars. Fortunately, with the multi-band photometric data now available, one can obtain highly accurate estimates of extinction towards individual stars using a variety of techniques, such as the spectral energy (SED) fitting method (e.g. Chen et al. 2014) or the 'star-pair' technique (e.g. Yuan et al. 2013 ). For example, using the SED fitting technique, Chen et al. (2014) estimate extinction values towards more than 13 million stars, covering the entire footprint of the XSTPS-GAC area (over 6000 sq. deg.), based on the multi-band photometries from the XSTPS-GAC in the optical, and the 2MASS and WISE (Wright et al. 2010) in the infrared.
CONCLUSIONS
Based on nearly two hundred dwarf (luminosity classes: IV/V) and giant (luminosity classes: II/III) stars with direct effective temperature measurements of better than 2.5 per cent collected from the literature, we have derived metallicity-dependent T eff -colour relations in twenty-one colours for dwarfs and eighteen colours for giants in four photometric systems (the Johnson, Cousins, SDSS and 2MASS). The calibrations have typical percentage residuals of 2.0 and 1.5 per cents for dwarf and giant stars, respectively. Restricted by the available calibration sample stars, at present, the calibrations are limited to the metal-rich stellar populations, although a couple of dwarfs of metallicities [Fe/H]∼ −2.0 included by our sample providing some constraints on the relations at such low metallicities. We expect more metal-poor stars (both dwarfs and giants) will be observed with the LBOI in the future and thus improve the calibrations at low metallicities.
The effects of metallicity on T eff can be well understood, which has well explained by R05 using synthetic spectra. We explore quantitatively the effects of metallicity and luminosity on effective temperatures derived from colour (g − K2) or (V − K2). Generally, for disk stars ([Fe/H] > −1.0), both colours show only weak dependence on both metallicity and luminosity. However, for halo stars ([Fe/H] ∼ −2.0), the metallicity effects are significant.
A detailed comparison between the empirical, direct temperature scale presented in the current work with those in the literature is presented. We find that the IRFM effective temperature scales of Alonso et al. (1996 Alonso et al. ( , 1999 and RM05 match the current one within few tens Kelvin, while that of Casagrande et al. (2010 Casagrande et al. ( , 2011 is about 130 K hotter. This discrepancies amongst different IRFM scales are likely caused by the different zero-points adopted. We also find that spectroscopic effective temperature scales (such as those based on the 'excitation balance of iron lines', spectral template matching or line-depth ratios) are 50-130 K hotter than the di- rect effective temperature scale. The differences between the direct effective temperature scale and other indirect effective temperature scales could be due to systematics in model atmospheres or zeropoint calibrations of those indirect scales, although potential biases in the calibrations of interferometry measurements themselves cannot be ruled out entirely. In addition, we find that the metallicitydependent T eff -(B − V ) relation derived by B13 is inconsistent with the direct effective temperature scale presented here. We find that this is likely caused by the systematics in the fit of B13.
As an example, we present twenty-one colours of the Sun, deduced from the current calibrations assuming a solar T eff = 5777 K and [Fe/H] = 0. Also using the calibration in colour (g − K2), we investigate possible systematics in effective temperatures yielded by two of the currently on-going large scale stellar spectroscopic surveys: the SDSS and LSS-GAC. The effective temperatures delivered by the SSPP pipeline of SDSS seems to have systematically overestimated the effective temperatures by approximately 150 K. The cause of this discrepancy can be attributed to the fact that the SSPP calibrate all effective temperature determinations to match the IRFM scale of Casagrande (2010) . For the LSS-GAC, effective temperatures given by both the LSP3 and LASP agree well with the photometric values yielded by our empirical calibration, although some deviations are seen in the results of very hot or cool stars.
With high precision photometry now available from the SDSS, XSTPS-GAC, PanSTARRS in optical and from 2MASS in the infrared, we expect that the T eff -(g − K2) calibration presented in the current work can be an invaluable tool for the determinations of effective temperature for large numbers of stars targeted by the currently on-going or upcoming large scale stellar spectroscopic surveys. Table A1 . Sample stars with multiple angular diameter measurements
