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The quantum theory of coherent Ising machines, based on degenerate optical parametric oscillators
and measurement-feedback circuits, is developed using the positive P (α, β) representation of the
density operator and the master equation. The theory is composed of the c-number stochastic
differential equations for describing open dissipative quantum dynamics and the replicator dynamics
equations for handling measurement-induced collapse of the density operator. We apply the present
theory to simulate two simple Ising spin models and elucidate the unique features of this computing
machine.
I. INTRODUCTION
Various combinatorial optimization problems belong
to the NP-hard or NP-complete class and are difficult
to solve in a polynomial time with a deterministic Tur-
ing machine[1]. To find exact or approximate but satis-
fying solutions for such problems, many heuristic algo-
rithms, such as classical neural networks[2][3], simulated
annealing[4], and quantum annealing[5][6], are proposed.
The Ising problem is the simplest model for finding
the minimum energy ground state of spin glasses[7]. The
Ising Hamiltonian is given by
H =
∑
i,j∈E
J(i, j)σ(i)σ(j), (1)
where G = (V,E) is a given graph, J : E → R is the
weight of an edge, and σ : V → {−1, 1} is the ver-
tex value, called an “Ising spin.” It is known that a
three-dimensional Ising model and two-dimensional Ising
model with a Zeeman field are NP-hard problems.[8]
There have been several attempts to solve Ising prob-
lems with actual physical devices, called Ising machines,
rather than algorithms inspired by physical phenom-
ena. A coherent Ising machine (CIM) is one such
physical device[9][10][11]. The first generation of CIM
uses injection-locked lasers to represent Ising spins,[9][10]
while the second generation employs degenerate optical
parametric oscillators (DOPOs)[11]. The coupling J(i, j)
between Ising spins is implemented by the optical delay
line coupling between the oscillators[12][13][14].
Recently, a measurement-feedback circuit has been
used to implement J(i, j) efficiently. The exprimental
system with N DOPO pulses shown in Fig.1(a) [15][16]
is modeled and sinplified as shown in Fig 1(b). In
this study, we develop the quantum theory of such
measurement-feedback based CIMs based on the posi-
tive P (α, β) representation of the density operator and
the c-number stochastic differential equations (CSDE)
with replicator dynamics. The accompanying paper ad-
dresses the same problem with a different theoretical
model based on a completely positive trace preserving
map[17].
II. MASTER EQUATION FOR CIM
In this section, we will derive the master equation of a
measurement-feedback-based CIM. For the sake of sim-
plicity, we describe the derivation of the master equation
for only a two-spin system, but the theory can be easily
extended to many-spin systems.
A. A simple model of CIM
Figure 1(b) shows a simplified model of the CIM. There
are two DOPO cavities with the identical signal fre-
quency ωs and pump frequency ωp = 2ωs. The pho-
ton annihilation operators of the signal and pump fields
are denoted by aˆs1, aˆp1, aˆs2, and aˆp2. There are also two
external fields injected into the cavities. One is an excita-
tion pump field at ωp. Another is a feedback signal field
at ωs, which is prepared by the measurement-feedback
circuit.
The intra-cavity pump field and signal field have the
loss rates denoted by γp and γs, respectively. To measure
the in-phase component Xˆi = aˆsi + aˆ
†
si(i = 1, 2) of the
signal field, a part of the intra-cavity field is picked off and
measured by homodyne detectors. The feedback signal
is prepared based on the measurement results.
Since the measurement-feedback process is local oper-
ation and classical communication (LOCC), the density
matrix of the total system stays in a product state during
the whole computation process and is given as follows:
ρ = ρ1 ⊗ ρ2, (2)
where ρi is a density matrix of the DOPO i.
Our theretical model is a continuous time evolution
model, in which all the quantum operations proceed si-
multaneously, while a real measurement-feedback-based
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2FIG. 1. (Color online) (a)The experimental setup of
CIM[15][16]. (b) A Simplified model o f CIM.
CIM [15][16] is based on discrete quantum operations, as
shown in Fig. 1(a). Extension of the present work to
describe a discrete model is straightforward and will be
discussed elsewhere.
In a real CIM, each DOPO takes the form of a pulse
circulating in a fiber ring resonator and is operated se-
quentially in time. Let τ be time interval of DOPO
pulses and consider a set of DOPO pulse amplitudes
{aˆs1(t), aˆs2(t+τ), ..., aˆsN (t+(N−1)τ)}, which appear at
a same spatial point (injection coupler) in a real experi-
mental system. The internal target pulse and externally
prepared feedback pulse collide at the injection coupler
with the exactly same delay time, so that a delay of feed-
back signal in the theoretical morel can be assumed to
be zero.
B. Derivation of the master equation
To acquire the stochastic differential equations for the
CIM, we treat a DOPO and a measurement-feedback cir-
cuit separately.
The Hamiltonian of DOPOs is given by
Hˆ = Hˆfree + Hˆint + Hˆpump + HˆFB + Hˆloss, (3)
Hˆfree = ~
∑
i=1,2
ωsaˆ
†
siaˆsi + ωpaˆ
†
piaˆpi, (4)
Hˆint =
i~κ
2
∑
i=1,2
aˆ†2si aˆpi − aˆ2siaˆ†pi, , (5)
Hˆpump = i~
∑
i=1,2
paˆ
†
pie
−iωdt − ∗paˆpieiωdt, (6)
HˆFB = i~
∑
i=1,2
saˆ
†
pie
−iωf t − ∗s aˆpieiωf t, (7)
Hˆloss = ~
∑
i=1,2
aˆ†siΓˆsi + aˆsiΓˆ
†
si + a
†
piΓˆpi + apiΓˆ
†
pi, (8)
where κ is a parametric coupling constant between the
signal field and the pump field in a nonlinear crystal,
and Γpi and Γsi are the external reservoir field operators,
which account for the fluctuation forces injected from
the external environment. By tracing out these external
fields by the standard Born–Markov approximation[18],
we can obtain the following master equation of the DO-
POs:
dρˆDOPO
dt
=
∑
i=1,2
i~ωs[aˆ†siaˆsi, ρˆ] + i~ωp[aˆ
†
piaˆpi, ρˆ]
+
γs
2
(2aˆsiρˆaˆ
†
si − aˆ†siaˆsiρˆ− ρˆaˆ†siaˆsi)
+
γp
2
(2aˆpiρˆaˆ
†
pi − aˆ†piaˆpiρˆ− ρˆaˆ†piaˆpi) (9)
+ [sie
−iωtaˆ†si − ∗sieiωtaˆ†si, ρˆ]
+ [pie
−iωtaˆ†si − ∗pieiωtaˆ†pi, ρˆ]
+
i~κ
2
[aˆ†2si aˆpi − aˆ2siaˆ†pi, ρˆ].
By taking a rotating reference frame properly, we can
eliminate the two terms in the first line of Eq.(9).
To describe the nonunitary reduction of a wave func-
tion by the homodyne measurement of xˆ, Wiseman and
Milburn proposed the following equation[19]:
dρˆmeas
dt
=
∑
i=1,2
ξ
2
(2aˆsiρˆaˆ
†
si − aˆ†siaˆsiρˆ− ρˆaˆ†siaˆsi)
+
√
ξ
dW
dt
(
aˆsiρ+ ρˆaˆ
†
si −
〈
aˆsi + aˆ
†
si
〉
ρˆ
)
,(10)
where
〈
Xˆi
〉
=
〈
aˆ†si + aˆsi
〉
is the expectation value of
the in-phase amplitude of the signal field and dW is the
Wiener increment, which satisfies
dWi(t) ∼ N (0, dt), (11)
〈dWi(t)dWj(t′)〉 = 2piδijδ(t− t′). (12)
In this model, the actually measured value Xi is given by
Xidt =
〈
aˆ†si + aˆsi
〉
dt+
dWi√
ξ
. (13)
3A feedback signal si is now prepared according to the
formula,
si = ζ
∑
j
JijXj , (14)
where ζ is the strength of the feedback coupling between
DOPOs.
Finally, we obtain the overall master equation of the
measurement-feedback-based CIM by combining Eq.(9)
and (10) as follows:
dρˆ
dt
=
γs + ξ
2
(2aˆsiρˆaˆ
†
si − aˆ†siaˆsiρˆ− ρˆaˆ†siaˆsi)
+
γp
2
(2aˆpiρˆaˆ
†
pi − aˆ†piaˆpiρˆ− ρˆaˆ†piaˆpi)
+ [sie
−iωtaˆ† − ∗sieiωtaˆ†si, ρˆ]
+ [pie
−iωtaˆ† − ∗pieiωtaˆ†pi, ρˆ] (15)
+
i~κ
2
[aˆ†2si aˆpi − aˆ2siaˆ†pi, ρˆ]
+
√
ξ
dW
dt
(
aˆ†siρˆ+ ρˆaˆsi −
〈
aˆ†si + aˆsi
〉
ρˆ
)
.
III. STOCHASTIC DIFFERENTIAL
EQUATIONS
A. Positive P (α, β) representation
The P (α, β) representation of the density operator is
defined by[20]
ρˆ =
∫ ∫
P (α, β)Λˆ(α, β)d2αd2β, (16)
where α, β ∈ C and
Λˆ(α, β) =
|α 〉 〈 β|
〈α|β〉 (17)
is the off-diagonal projector in terms of coherent states.
Here, |α 〉 and |β 〉 are the tensor product coherent states:
|α 〉 = |αs1 〉⊗ |αp1 〉⊗ |αs2 〉⊗ |αp2 〉, and |β 〉 = |βs1 〉⊗
|βp1 〉 ⊗ |βs2 〉 ⊗ |βp2 〉.
An important property of the positive P (α, β) repre-
sentation is that we can always define P (α, β) as a pos-
itive and real function for arbitrary quantum states of
fields, which satisfies∫
d2αd2βP (α, β) = 1. (18)
Therefore, we can regard P (α, β) as a probability distri-
bution function for finding the projector |α 〉 〈 β| in the
density matrix.
Since a coherent state is an eigenstate of an annihila-
tion operator, the moment of the density matrix is easily
evaluated by〈
aˆ†naˆm
〉
=
∫
d2αd2βαmβnP (α, β). (19)
Using this relation, we can obtain any statistics of an
observable, which is composed by the creation and anni-
hilation operators such as
〈
Xˆ
〉
=
〈
aˆ+ aˆ†
〉
.
The probability density function of finding the in-phase
component X can be also computed from the positive P
representation as follows:
Prob(X) = Tr[ |X〉 〈X| ρˆ] (20)
=
√
2
pi
∫
d2αd2β exp
[
2
(
X − α+ β
2
)]
P (α, β).
Because the density matrix of the measurement-
feedback-based CIM is given as the product state of each
DOPO density matrix, we can express P (α, β) as
P (α, β) = P (αs1, βs1, αp1, βp1)
×P (αs2, βs2, αp2, βp2). (21)
Therefore, we can describe the total system with the par-
tial differential equation (PDE) for each DOPO.
Using the properties of the coherent states, we obtain
the PDE of P (αsi, βsi, αpi, βpi) from the master equation
as follows:
∂P (α, β)
∂t
=
[√
ξ {αsi + βsi − 〈αsi + βsi〉} dW
dt
− ∂
∂αsi
{−(γs + ξ)αsi + κβsiαpi + si}
− ∂
∂βsi
{−(γs + ξ)βsi + καsiβpi + si}
− ∂
∂αpi
{
−γpαpi − κ
2
α2si + pi
}
(22)
− ∂
∂βpi
{
−γpβpi − κ
2
β2si + pi
}
+
∂2
∂α2si
καpi +
∂2
∂β2si
κβpi
]
P (α, β),
where
〈αsi〉 =
∫
d2αd2βαsiP (α, β), (23)
〈βsi〉 =
∫
d2αd2ββsiP (α, β). (24)
B. Stochastic differential equations and replicator
dynamics
Except for the first line in Eq. (22), the PDE has
an identical form as the Fokker–Planck equation. It is
well established that the Fokker–Planck equation can be
transformed to the following stochastic differential equa-
4tions (SDE)[18]:[
dαsi
dβsi
]
=
[ −(γs + ξ)αsi + κβsiαpi + si
−(γs + ξ)βsi + καsiβpi + si
]
dt
+
[
καpi 0
0 κβpi
]1/2 [
dWαi
dWβi
]
, (25)[
dαpi
dβpi
]
=
[ −γpαpi + κ2α2si + pi−γpβpi + κ2β2si + pi
]
dt. (26)
When γp >> γs, the pump field decays more rapidly
than the signal field, so that the pump field follows the
dynamics of the signal field (the slaving principle). We
can eliminate the pump field by assuming dαpi = dβpi =
0,[
dαsi
dβsi
]
=
[
−(γs + ξ)αsi + κγp βsi(pi − κ2α2si) + si
−(γs + ξ)βsi + κγpαsi(pi − κ2β2si) + si
]
dt
+
 √ κγp (pi − κ2α2si)dWαi√
κ
γp
(pi − κ2β2si)dWβi
 . (27)
By introducing ηi = gαsi, µi = gβsi, dτ = γsdt, dωηi =√
γ
s
dWαi , dωµi =
√
γ
s
dWβi , pi = κpi/γsγp, fi =
gsi/γs, and g = κ/
√
2γpγs, ξ
′ = ξ/γs, we obtain the
normalized SDE[
dηi
dµi
]
=
[ −(1 + ξ′)ηi + µi(pi − η2i ) + fi
−(1 + ξ′)µi + ηi(pi − µ2i ) + fi
]
dτ
+
[
g
√
pi − η2i dωηi
g
√
pi − µ2i dωµi
]
. (28)
Note that above the oscillation threshold, fixed points of
in-phase component
〈
Xˆi
〉
= 〈αi + βi〉 are ±
√
p− 1/g,
and that of mean photon number 〈nˆ〉 is (p−1)/g2. There-
fore, to tune the present theoritical model to a real exper-
iment, we can set g from the measured photon number
at a pump rate p = 2.
On the other hand, the first line of Eq. (22), which
describes the reduction of the signal density operator in-
duced by the measurement, cannot be simulated by the
standard method using the SDE. In previous works[19],
by assuming that the measurement result is incidentally
identical to the expectation value, they ignored this term.
In this study, we need to know the measurement effect
on the evolution of the DOPO state, so that we keep the
random measurement results on ηi(t) and µi(t) by taking
pseudo-random numbers dW .
Because the first line of Eq. (22) is a replicator equa-
tion, we extend the branching Brownian motion model
[21], which is called replicator dynamics in our case. In
replicator dynamics, the change of P (α, β) is governed
by
∂P (α, β)
∂t
= λ(α, β)P (α, β). (29)
Here a Brownian particle at (α, β) is{
copied with probability λ(α, β), (λ(α, β) > 0),
vanished with probability − λ(α, β), (λ(α, β) < 0),
(30)
where λ(α, β) = Xi −
〈
Xˆi
〉
.
Because the expectation values 〈αsi + βsi〉 are needed
to compute λ(α, β), we run many Brownian particles ac-
cording to the identical SDEs and the same measurement
results Xi at the same time.
C. Gaussian approximation
In this section, we derive an approximation method
to describe the measurement-feedback-based DOPO sys-
tem.
We start from the following PDE of the signal fields
after the adiabatic elimination of the pump field:
∂P (α, β)
∂t
=
[√
ξ {αsi + βsi − 〈αsi + βsi〉} dW
dt
− ∂
∂αsi
{
−γsαsi + κ
γp
βsi
(
pi − κα
2
si
2
)
+ si
}
− ∂
∂βsi
{
−γsβsi + κ
γp
αsi
(
pi − κβ
2
si
2
)
+ si
}
+
∂2
∂α2si
κ
γp
βsi
(
pi − κα
2
si
2
)
(31)
+
∂2
∂β2si
κ
γp
αsi
(
pi − κβ
2
si
2
)]
P (α, β).
By partial integration of Eq. (31), the equations of mo-
tion for the expectation values are obtained as follows:
d 〈αsi〉 =
√
ξ
[〈
α2si
〉
+ 〈αsiβsi〉 − 〈αsi〉2 − 〈αsi〉 〈βsi〉
]
dW
+
[
−γs 〈αsi〉+ κsi
γp
〈βsi〉 (32)
− κ
2
2γp
〈
α2siβsi
〉
+ si
]
dt,
d 〈βsi〉 =
√
ξ
[
〈αsiβsi〉+
〈
α2si
〉− 〈αsi〉 〈βsi〉 − 〈βsi〉2] dW
+
[
−γs 〈βsi〉+ κsi
γp
〈αsi〉 (33)
− κ
2
2γp
〈
β2siαsi
〉
+ si
]
dt.
Similarly, we can derive the equations of motion for the
higher order statistics such as
〈
α2si
〉
,
〈
β2si
〉
, and 〈αsiβsi〉.
Even though si contains the statistics of other DO-
POs such as 〈αsj〉 (i 6= j), 〈αsiαsj〉 is expressed as
〈αsi〉 〈αsj〉 since the total density matrix is separable.
By changing the basis from 〈αsi〉 and 〈βsi〉 to 〈Xi〉 =
5〈αsi〉 + 〈βsi〉 and 〈iPi〉 = 〈αsi〉 − 〈βsi〉, the equations of
motion of 〈Xi〉 and 〈Pi〉 are acquired.
Though the dynamical equations are acquired, we can-
not simulate Eq. (32) and (33) immediately because of
higher order terms like
〈
α2siβsi
〉
. To avoid this difficulty,
we consider the approximate wave function given by a
displaced squeezed vacuum state
|ψi〉 = Dˆ(µi)Sˆ(σ2i ) |0〉 , (34)
where Dˆ(µi) = exp(µiaˆ
†−µ∗i aˆ) is the displacement oper-
ator, and Sˆ(σ2i ) = exp(1/2(σ
2∗
i aˆ
2−σ2i aˆ†2)) is the squeez-
ing operator. For simplicity, both µ and σ2i are real. This
approximation means that the DOPO state is always de-
scribed by a pure squeezed state and higher order statis-
tics has no effect on the dynamics of the system. By this
approximation, we can finally get the dynamical equa-
tions of motion of the DOPOs as follows:
dµi =
√
ξ
(
σ2i −
1
4
)
dW +
[
−γsµ+ κ
γp
pµ (35)
− κ
2
2γp
(
µ3 +
µi
σ2i
(
σ2i −
1
4
)(
3σ2i −
1
4
))
+ si
]
dt,
dσ2i =
[
−2γs
(
σ2i −
1
4
)
+
2κ
γp
p
(
σ2i +
1
4
)
− κ
2
2γp
(
5
8
+ 6σ4i + 6σ
2
i µ
2
i −
1
2
σ2i +
3
2
µ2i −
3
32σ2i
)
− 4ξ
(
σi − 1
4
)2]
dt, (36)
where
si = ζ
∑
j
Jij
(
µi +
dW√
ξ
)
. (37)
The first term in Eq. (35) describes the shift of the cen-
ter position of the wave function by the measurement.
The last term in Eq.(36) describes the reduction of the
variance by the measurement.
IV. NUMERICAL SIMULATION RESULTS
In this section, we will show the numerical simulation
results based on exact CSDE (28) and replicator dynam-
ics of Eq. (29) and compare them with the simulation re-
sults by the Gaussian approximation based on Eqs. (35)
and (36).
A. N=2 DOPO model
First, we study the system of two DOPOs with antifer-
romagnetic coupling. Figure 2 shows the time evolution
of the average in-phase amplitudes 〈Xi〉 vs. normalized
pump rate p/th, where γs = 1, γp = 10, κ = 0.1, ξ = 0.1,
and ζ = 0.3. The corresponding saturation parameter is
g = 0.02. Figure 2(a)-(f) shows the result of exact repli-
cator dynamics discussed in sec.II-B, and Figure 2(g)-
(h) shows that of Gaussian approximation discussed in
sec.II-C. The external pump rate p is linearly increased
from 0 to 1.5 times the threshold value th. The two
DOPOs are coupled by the antiferromagnetic interaction
(Jij = −1). Figure 2(b) expands the average in-phase
amplitudes 〈X1〉 and 〈X2〉 near the bifurcation point (de-
cision making point). The two DOPOs point toward one
ground state | ↑↓〉 at one time but switch back to the
other ground state | ↓↑〉 at another time. This random
search process continues until the final decision is made
at p/th ' 0.9.
Figure 2(c) shows the average photon number 〈n〉 ver-
sus the normalized pump rate p/th. The lower bound
of the average photon number below the threshold in Fig.
2(f) is associated with the squeezed vacuum state, while
the noisy spikes correspond to the finite in-phase am-
plitude induced by the measurement-feedback process.
Note that the average photon number per DOPO is on
the order of one at this decision making instance, as
shown in Fig.2(c).
Figure 2(d) shows the measurement results actually
reported by the homodyne detectors. We conclude that
the negative correlation is formed between 〈X1〉 and 〈X2〉
at very early stages by the measurement-feedback process
as shown in Fig.2(b), but the actual measurement results
are too noisy to disclose those quantum search processes.
A final solution, which the CIM will report should be
determined at the effective threshold pump rate p/th =
1− ζ = 0.7. We will discuss in the next section that the
late bifurcation at p/th = 0.9 in Fig.2(b) rather than
0.7 stems from the quantum tunneling.
The variance
〈
∆X2i
〉
and skewness
〈
∆X3i
〉
in the anti-
squeezed in-phase amplitudes are shown in Fig.2(e) and
(f). The DOPO wavepackets near and above the thresh-
old are clearly deviated from the Gaussian wavepackets,
for which
〈
∆X3i
〉
= 0 holds. This is because the bot-
tom of the potential function, Vb(Xi) = − 12 (p/th −
1)X2i +
1
4X
4
i , above the threshold does not have a sym-
metric barrier, i.e. steep barrier toward a large ampli-
tude |Xi| 6= 0 and gradual barrier at zero amplitude
|Xi| = 0. However, the wavepackets below the thresh-
old differ only slightly from the Gaussian wavepackets.
Figures 3(a) and 3(b) show the probabilities P (x > 0)
and P (x < 0) of the DOPO wave functions, respectively,
and compare them with those of the Gaussian wavepack-
ets. These results suggest that the tails of the DOPO
wavepackets toward |Xi| = 0 are broader than those of
the Gaussian wavepackets even at a pump rate below the
threshold.
Figures 2(g) and (h) show 〈Xi〉 based on the Gaussian
approximation described above, and Figure 4(i) shows
the variances σ2i s. We can find that the final correlation
between 〈X1〉 and 〈X2〉 is formed already at the effective
threshold p/th = 0.7. Compared with the numerical
results of the exact replicator dynamics, the bifurcation
6FIG. 2. (Color online) (a)Time evolution of the expectation values of the in-phase components 〈X1〉 (green (light gray) line)
and 〈X2〉 (blue (dark gray) line). This single trajectories of 〈X1〉 and 〈X2〉 are generated by the ensemble average over 10,000
Brownian particles. (b) Magnified picture of Fig. 2(a) near the decision making point. (c) Average photon numbers in
the DOPO cavities.(d) Measured values of X1 and X2 by the homodyne detectors. (e) Variances σ
2
1 and σ
2
2 of the in-phase
components. (f) Time evolution of the skewness of the in-phase components
〈
∆X3
〉
. (g)Time evolution of the expectation
values of the in-phase components 〈X1〉 and 〈X2〉 under the Gaussian approximation. (h) Magnified view of (g) immediately
above the threshold. (i) Variances of the in-phase components σ21 and σ
2
2 under the Gaussian approximation.
FIG. 3. (Color online)Time evolution of the probabilities of (a) P (x > 0) and (b) P (x < 0) in DOPO1 whose final destination
is | ↑↓〉 (or 〈xˆ〉 > 0). Blue solid lines show the probability calculated from Eq. (20), and green dotted lines show the probability
calculated from the normal distribution with the same means and variances.
7of 〈x1〉 and〈x2〉, namely a final decision making occurs
at the threshold p/th = 1 − ζ = 0.7. Please note a re-
markable difference between Fig.2(b) for exact dynamics
and Fig.2(h) for Gaussian approximation.
Note that the deviation from Gaussian wavepackets
and the occurrence of skewness are also observed in
non degenerate optical parametric oscillator (NDOPO)
systems and contribute the entanglement generation in
NDOPO systems[22]. Existence of nonlinear effect in
optical systems yields non Gaussian distribution which
leads to deference from classical systems[23][24].
B. N=16 DOPO system
To reveal the unique capability of the CIM as an
optimizer, we simulated N=16 DOPOs coupled by the
nearest neighbor antiferromagnetic interaction in a one-
dimensional ring configuration:
Jij =
{ −1, |i− j| = 1,
0, otherwise.
(38)
The two degenerate ground states of this model are
(−1, 1,−1, ...,−1, 1) and (1,−1, 1, ..., 1,−1).
We compared three models. The first and second mod-
els are based on the exact replicator dynamics and the
Gaussian approximation. The third model is based on
the quantum theory of an optical delay line coupling CIM
analyzed by [25][26].
Figure 4(a) shows the success rates of finding either
one of the two degenerate ground states in 1000 trials,
where γs = 1, γp = 10, κ = 0.1, ξ = 0.1 and the injection
rate ζ changes from 0.01 to 1. p is linearly increased
from 0 to 1.2 times th.
When the mutual coupling parameter ζ is small, the
potential landscape for the DOPO field is almost sym-
metric with respect to X = 0 as shown in Fig. 6. In such
a case, the measurement-induced wavepacket reduction
and the feedback-induced wavepacket displacement play
major roles in the solution search process. In this case,
the tightly confined Gaussian wavepacket is more advan-
tageous than the broadly spread exact wavepacket, be-
cause the latter introduces more random measurement
results and takes a longer time to reach a final deci-
sion. However, when the mutual coupling parameter ζ is
large, the potential landscape of the DOPO field is highly
asymmetric. In such a case, the decision making pro-
cess in the Gaussian approximation happens too quickly
so that the system is easily trapped in a wrong state
as shown in Fig.5(b). The non-Gaussian wavepacket
induced quantum tunneling in the exact replicator dy-
namics plays an important role for the system to es-
cape from the wrong solution. In this case, the broadly
spread exact wavepacket is more advantageous than the
tightly confined Gaussian wavepacket, as shown in Fig.
5(b). The numerical simulation results in Fig.4(a) con-
firm this trade-off relation and also suggest the impor-
FIG. 4. (Color online) (a) Success rate vs. connection
strength ζ for the exact replicator dynamics model (blue (dark
gray) online) and Gaussian approximation (orange (light
gray) online). (b) Success rate vs. connection strength ζ for
the measurement-feedback-based CIM (blue (dark gray) on-
line) and optical delay line coupling CIM. (orange (light gray)
online). (c) Success rate comparison; the same as (a) with two
simulation methods in the case of κ = 0.01 (d) Success rate
comparison with two CIM models in the same condition with
(c).
8tance of quantum tunneling[27] in the solution search
process of the CIM near the threshold.
FIG. 5. (Color online) (a) Almost symmetric potential for
the DOPO field and two wavepackets with a small ζ value.
(b) Asymmetric potential for the DOPO field with a large ζ
value.
The numerical results in Fig.4(b) shows that the opti-
cal coupling CIM is more efficient than the measurement-
feedback-based CIM when ζ is small. However, in the
case of ζ > 0.6, the measurement-feedback-based CIM
has a higher success rate than the optical delay line cou-
pling CIM. When the connection strength ζ is close to
one, it means that the extracted signal field is boosted by
a high-gain phase sensitive amplifier before it is injected
back to the DOPO cavity (Fig.1 of ref.[26]). This is nec-
essary since the injection coupler has a very small cou-
pling constant. During this external amplification pro-
cess, the vacuum fluctuation added to the extracted sig-
nal field is also amplified and contributes to the degrada-
tion of the degree of negative correlation among neighbor-
ing DOPOs. Because of this reason, there is an optimum
coupling strength to maximize the degree of correlation
in the optical delay line coupling CIM (see Fig.3(b) of
ref.[25]). The maximum success rate at ζ ' 0.5 corre-
sponds to this optimum coupling strength. In the case of
the measurement-feedback-based CIM, the search mech-
anism is not the formation of correlation between DO-
POs but the feedback signal-induced quantum tunneling
so that a higher coupling strength ζ always improves the
success rate.
Fig.4 (c) and (d) shows the same comparison as Fig.4
(a) and (b) where κ = 0.01 and g = 0.002, which means
that non-linear coupling constant κ and the saturation
parameter g are ten times smaller. The tendency of the
results are not so different from the case of κ = 0.1 and
g = 0.02. The success rate of κ = 0.01 and g = 0.002
case is higher than that of κ = 0.1 and g = 0.02 case,
Therefore, we can conclude that the saturation parameter
g plays a crucial role in the computation.
V. CONCLUSION
We presented the two theoretical methods for numer-
ically simulating the measurement-feedback-based CIM
with exact replicator dynamics and Gaussian approxi-
mation.
The Gaussian approximation method is computation-
ally inexpensive, that is, we can efficiently implement this
model in modern digital computers, while the exact repli-
cator dynamics is computationally expensive because we
have to run many Brownian particles simultaneously to
properly account for the non-unitary state reduction of
non-Gaussian wavepackets. As we have shown, the ex-
act replicator dynamics predicts a better performance
than the Gaussian approximation when the mutual cou-
pling strength is large. Therefore, the present result sup-
ports the current experimental effort to develop an actual
physical device solving replicator dynamics[15][16] rather
than using the CSDE under Gaussian approximation as
a new algorithm.
ACKNOWLEDGEMENT
This research was funded by ImPACT Program of
Council for Science, Technology and Innovation (Cabi-
net Office, Government of Japan). The authors wish to
thank P. Drummond, H. Mabuchi, R. Hamerly and A.
Yamamura for their critical discussions.
[1] M.R. Garey et al., Theor. Comp. Sci. 1, 237 (1976).
[2] J.J. Hopfield, Proceedings of the National Academy of
Sciences of the USA, 79, (1982).
[3] J. Hopfield and D. W. Tank, Science 233, 625 (1986).
[4] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, Science,
220, 671-680 (1983).
[5] E. Farhi et al., Science 292, 472 (2001).
[6] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355
(1998).
[7] E. Ising, Z. Phys. A31, 253 (1925)
[8] F. Barhona, J. Phys. Math. Gem. 15, 3241 (1982).
[9] S. Utsunomiya, K. Takata, and Y. Yamamoto, Opt. Ex-
press 19, 18091 (2011).
[10] K. Takata, S. Utsunomiya, and Y. Yamamoto, New J.
Phys. 14, 013052 (2012).
9[11] Z. Wang, A. Marandi, K. Wen, R. L. Byer, and Y. Ya-
mamoto, Phys. Rev. A 88, 063853 (2013).
[12] A. Marandi, Z. Wang, K. Takata, R. L. Byer, and Y.
Yamamoto, Nat. Photonics 8, 937 (2014).
[13] K. Takata et al., Scientific Report 6, 34089 (2016).
[14] T. Inagaki et al., Nature Photonics 10, 415-419(2016)
[15] T. Inagaki et al.., Science 354, 603-606 (2016).
[16] P. McMahon et al., Science 354, 614-617 (2016).
[17] A. Yamamura et al., accompanying paper
[18] C. Gardiner, Stochastic Methods: A Handbook for the
Natural and Social Sciences (Springer-Verlag, Berlin,
Heidelberg, 2009).
[19] H. M. Wiseman and G. J. Milburn, Phys. Rev. Lett 70,
548 (1993).
[20] P. D. Drummond and C. W. Gardiner, J. Phys. A 13,
2353 (1980).
[21] S. P. Lalley and T. Sellke, The Annals of Probability, 15,
1052 (1987).
[22] B. C. Santos, K. Dechoum, A. Z. Khoury, and L. F. Da
Silva, Phys. Rev. A 72, 033820 (2005)
[23] K. Dechoum, M. D. Hahn, R. O. Vallejos, and A. Z.
Khoury, Phys. Rev. A 81, 043834 (2010)
[24] K. Dechoum, W. S. Marques, and A. Z. Khoury, Phys.
Rev. A 83, 063843 (2011)
[25] K. Takata, A. Marandi, and Y. Yamamoto, Phys. Rev.
A 92, 043821 (2015).
[26] D. Maruo, S. Utsunomiya and Y. Yamamoto, Physica
Scripta, 084010 (2016).
[27] P. Kinsler and P. D. Drummond, Phys. Rev. A 43, 6194
(1991).
