Jets and outflows accompany the mass accretion process in protostars and young stellar objects. Using a large and unbiased sample, they can be used to study statistically the local feedback they provide and the typical mass accretion history. Here we analyse such a sample of Molecular Hydrogen emission line Objects in the Serpens and Aquila part of the Galactic Plane. Distances are measured by foreground star counts with an accuracy of 25 %. The resulting spacial distribution and outflow luminosities indicate that our objects sample the formation of intermediate mass objects. The outflows are unable to provide a sizeable fraction of energy and momentum to support, even locally, the turbulence levels in their surrounding molecular clouds. The fraction of parsec scale flows is one quarter and the typical dynamical jet age of the order of 10 4 yrs. Groups of emission knots are ejected every 10 3 yrs. This might indicate that low level accretion rate fluctuations and not FU-Ori type events are responsible for the episodic ejection of material. Better observational estimates of the FU-Ori duty cycle are needed.
INTRODUCTION
Star formation and in particular the mass accretion process is accompanied by the ejection of jets and outflows. These interact with the surrounding interstellar medium by shocks which excite, ionise or dissociate atoms and molecules. It is thought that these outflows provide localised feedback, i.e. they infuse energy and momentum into the ISM. In particular in low mass star forming regions where massive stars and their energetic radiation and winds are absent, they might be the governing mechanism to terminate further star formation (Walawender et al. (2005) ). Thus, there are a number of 'small' scale studies to characterise the population of outflows in nearby individual low mass star forming regions (e.g. Stanke (2001) , Walawender et al. (2005) , , Davis et al. (2009) , Khanzadyan et al. (2012) ).
However, a large fraction, if not the majority of Galactic star formation is occurring in the presence of more massive stars and potentially in clusters along the Galactic Plane. We hence aim to characterise the general population of outflows from protostars and young stellar objects in an unbiased way. In order to have a representative sample of outflows which is free from selection effects E-mail: gi8@kent.ac.uk † E-mail: df@star.kent.ac.uk we are conducting an unbiased search for jets and outflows in the Galactic Plane using the UKIRT Wide Field Infrared Survey for H2 (UWISH2, ). The sample of outflows from this survey will allow us to perform a statistical investigation of their properties and to address some of the open questions in the field such as: Why does a fraction of objects have no outflows, i.e. what triggers/stops outflow activity? Are the outflows related to FU-Ori type outbursts and if so how?
In this project, we focus our attention on the Serpens/Aquila region in Galactic plane, covered by UWISH2. In particular we investigate the area 18
• < l < 30
• , -1.5 • < b < +1.5
• which approximately covers 33 square degrees. In Ioannidis & Froebrich (2012) (Paper I hereafter) we presented the data (also discussed in ) and discuss our detection method of jets/outflows and their potential driving sources. We did increase the sample of known Molecular Hydrogen emission-line Objects (MHOs) 15-fold and investigated their basic properties such as fluxes, apparent projected lengths and spatial distribution. We find that the flows tend to cluster in groups of a few (3 -5) objects on scales of 5 pc, larger than typical young clusters. The scale height of the outflows with respect to the Galactic Plane is about 30 pc, similar to massive young stars. we present our analysis, results and discussion. We re-evaluate the distribution of objects with respect to the Galactic Plane taking into account the measured distances. We then determine the statistically corrected luminosity functions and the associated star formation rate. We continue by presenting our investigation of the total jet energy and momentum input from our outflows into the interstellar medium. Furthermore, we analyse the outflow length distribution and the frequency of mass ejections.
In our forthcoming paper (Ioannidis & Froebrich, in preparation, hereafter Paper III), we will investigate in detail the driving sources and how their properties (e.g. luminosity, age, accretion rates) relate to the outflow parameters (e.g. luminosity, length).
DATA ANALYSIS

Distance Determination
The determination of physical properties of the outflows, such as luminosity or length, requires us to know the distances to all objects in our sample. As has been shown in Paper I, the vast majority (above 90 %) of outflows in our sample are new discoveries. Thus, it is highly unlikely that we find objects with a known distance associated to all our objects. Even if we find literature distances to most of our objects, then they will most likely be measured by a mix of different methods -introducing biases. Finally, it is impractical to measure radial velocities for all objects (similar to the approach used in the Red MSX Source (RMS, MSX -Midcourse Space Experiment) survey by Urquhart et al. (2008) to determine distances. Only eight of our objects do actually coincide with RMS sources of known distance (they are indicated by a + sign in the main result table in Appendix A). We thus require a way to determine the distances to all our objects in a homogeneous and unbiased way in order to obtain e.g. a statistically correct luminosity distribution.
We use the UKIDSS GPS near infrared JHK data ) to determine the projected number density of foreground stars to the dark clouds associated with our jets and outflows. A similar approach has been used recently in Foster et al. (2012) . They find that this extinction distance method agrees well with the maser parallax distances (within the errors) and is thus highly reliable. Similarly have used this method successfully to determine the distance to the cluster Mercer 14.
For each cloud with detected jets and outflows we perform the following: i) We select JHK photometry of the 'darkest' part of the cloud to ensure that as few background stars as possible are included. The area selected has to be as large as possible to get a good reliable estimate of the number of foreground stars. ii) We plot a histogram of the J − K colour of all selected stars and manually identify the break (J −K) lim in the distribution caused by the cloud's extinction. In Fig. 1 we show an example of the cloud near G024.1838+00.1198 (one of our calibration objects, see Sect. 2.2) for which we find (J − K) lim = 2.3 mag. We consider the break to be real if at least 5 -10 stars are apparently missing in one or more histogram bins. iii) We determine the projected foreground star density as the number of stars bluer than (J − K) lim per unit area. Note that only stars above the local GPS completeness limit (determined as peak in the luminosity function for the stars selected within the cloud) in every filter are included. iv) We use the Besancon Galaxy model (Robin et al. (2003) ) to determine out to which distance we should expect the same number of foreground stars per unit area with the local photometric limits. v) We estimate the distance uncertainty based on the uncertainty of the number N of foreground stars used in each field (∆N = √ N ). There are a number of MHOs (about 10 %) for which the described technique does not work successfully. In these cases the objects are not seen in projection onto an obvious dark foreground cloud. These outflows are either part of a very distant cloud or have formed in a low AV region. For all these objects the mean distance of all other outflows has been adopted in order to determine their luminosity and lengths. In Table A1 in Appendix A these MHOs are marked by a †. Note that they are not used in any of the statistical analysis of the luminosity and length distributions.
Distance Calibration
Our adopted distance determination method is a star counting technique in combination with a Galactic model. It has been used successfully by a number of authors, e.g. in Foster et al. (2012) , Knude (2010) , . However, it is unclear if there are any systematic biases in applying this method. The Besancon model, for example, assumes a standard interstellar extinction law of 0.7 mag of AV per kpc distance (in agreement with the reddening towards old stellar clusters in the galactic disk; Froebrich et al. (2010) ) which could be systematically different along our sight line leading to systematic shifts in the measured distances. Furthermore, the method will determine the distance to the first dark cloud along the line of sight. A fraction of our outflows could actually be situated at a larger distance, if a certain percentage of objects is situated along sight lines with overlapping clouds. We thus require to calibrate our distance calculation method with a sample of objects with known distances which are situated in dark clouds (similar to our sample), in order to establish the reliability and accuracy of the method. This calibration will not just be used to verify the method, but rather to estimate by which factor our distances are wrong for which fraction of objects. The RMS source list from Urquhart et al. (2008) has been selected for this purpose, as it represents the best available sample of objects associated with dark clouds, statistically distributed in a similar way to our outflows.
We selected all RMS sources within our survey area which have an estimated distance or (if there is a near/far ambiguity from the radial velocities) a near-distance between 2 kpc and 6.2 kpc. We then determine for each RMS source the distance in exactly the same way as for our outflows. There where a number of sources for which we could not measure a distance, since they did not coincide with an obvious dark cloud. These are most likely distant objects and we hence remove them from our sample. Note that they make up 10 % of the RMS objects and that we could not measure a distance for the same fraction of our outflows. In total we were able to determine the distance to 41 RMS sources in our survey area.
We perform a linear regression between our and the RMS distance which leads to the following calibration relation:
We denote with d
cal,1 RM S calibrated distance of the RMS objects and with dsc the distance determined from foreground star counting and the Besancon Model. Note that we will refer to this as distance calibration method 1 throughout the paper. The root mean square (rms) standard deviation of this calibration is 1.0 kpc. We note that the scatter in the determined distances are not introduced by our determination of the (J − K) lim values and the associated foreground star density. Expressed in units of the uncertainties of our distance errors, the deviations amount to eight standard deviations. Thus, the scatter is caused either by uncertainties in the RMS distances, large scale foreground clouds or low extinction (see discussion in Sect. 2.3). Note that Urquhart et al. (2008) quote an error of 1 kpc for their distances, based on peculiar motions of up to 10 km s −1 . This conservative estimate indicates that a large fraction of the scatter could be intrinsic to the RMS distances. Thus, our distances might be more accurate than implied by the rms-scatter, in agreement with the high accuracy found in Foster et al. (2012) .
We construct a histogram of the logarithmic distance ratio R = log(dRMS/d cal,1 RM S ) with dRMS the distance in the RMS catalogue. This histogram has a width indicating a typical scatter of about 25 % for the distances.
Furthermore, we try to identify correlations of dsc with other outflow related parameters such as the galactic coordinates or the (J −K) lim value used in the distance calculation. Only the Galactic Longitude l shows a marginal correlation (correlation coefficient r = 0.41). All other parameters have no systematic influence on the distance. If we hence consider the Galactic Longitude l in the calibration we find the following calibration relation:
(2) Note that we refer to this as distance calibration method 2 throughout the paper. The rms-scatter of the distances using this calibration is 0.9 pc (six times the uncertainties of the individual measurements), slightly smaller than for calibration method 1. Including l in the calibration leads to, on average, slightly higher distances and thus luminosities (and lengths) for our outflows, but the effect is marginal.
To summarise, we assume that the distances to the RMS calibration sources are accurate. Equations 1 and 2 are used to calibrate, in two ways, the distances estimated to each outflow using foreground star counts. These distances are listed in Table A1 in Appendix A.
Statistical Corrections
The above discussed distance calculation and calibration method shows to what extend our method over/underestimates distance to the RMS objects in our field. The distribution the logarithmic distance ratio R essentially represents the probability distribution of the uncertainties in our distance determination (one for each calibration method). If R is positive we underestimate the distance (e.g. due to foreground extinction/clouds), if R is negative our distances are too large (e.g. caused by low AV clouds and hence the inclusion of blue background stars in the foreground star density). We now take the distribution of uncertainties for the measured distances to the outflows in the survey field is the same as for the calibration objects. This is justified, since most of the RMS objects are young stellar objects and are distributed in the same distance range and with the same scale height as our outflows (see Sect. 3.1 and 3.2).
Thus, in order to determine e.g. the luminosity distribution for the outflows, we add each outflow N = 10000 times into the luminosity distribution. Each time the distance used in the calculation is the calibrated distance plus an uncertainty that is drawn from a sample of random numbers with the same distribution as R. Thus, we can determine statistically correct luminosity and length distributions for our outflows.
The luminosities are further influenced by interstellar and cloud extinction local to the outflow. Hence, we have to apply a further correction for each determined luminosity. Based on the distance for each object we use the standard 0.7 mag of optical extinction (A d V ) per kpc distance from Froebrich et al. (2010) . We further estimate the local or cloud extinction A c V at the position of the outflow using the extinction maps by Rowles & Froebrich (2009) . These maps give the total A tot V along the line of sight and we take:
We do of course not know where in the cloud the molecular hydrogen emission is situated (front or back). Note that the extinction values are low enough as to not introduce any bias towards outflows situated at the front of the clouds. Thus, for each of the N times we add every outflow into the luminosity distribution (see above) we use an extinction of
V where w is a random number drawn from a homogeneous distribution between zero and one. All AV values are converted into K-band extinction (i.e. the extinction in the 1-0 S(1) line) using AV = 9.3 × AK following Mathis (1990) .
In order to establish a statistically correct length distribution, we need to correct for the unknown inclination angle of the outflow. We find, however, that it is more convenient not to apply this correction, but rather try to simulate the projected length distribution since outflows almost perpendicular to the plane of the sky are missing in our sample (see later in Sect. 3.7).
RESULTS AND DISCUSSION
Distance distribution
Since there are two calibration methods for the determined distance, we list both values in Table A1 in Appendix A. In general method 1 (simple calibration without considering the Galactic Longitude) gives slightly lower distances than method 2. A † symbol indicates outflows where we could not determine a distance and we used the mean distance measured for all other objects in those cases. Note that we exclude all these sources from any further statistical analysis.
The distances measured for our outflows are generally in the . Distribution of distances of our outflows (using calibration method 1). There is a clear peak between 3.0 kpc and 3.5 kpc and a smaller, less obvious peak at about 4.2 kpc. Objects without determined distance are excluded. (1) luminosities (based on calibration method 1). We detect outflows out to 5 kpc, and there is no clear trend in the diagram. Our estimated completeness limit for the outflow H 2 1-0 S(1) luminosity within 5 kpc is 10 −3 L . The large number of objects at 3.7 kpc is due to the objects where we could not determine any distance and applied the mean distance.
range from 2.0 kpc to 5.0 kpc. This is within the distance range of the RMS objects that are used for the calibration. The distribution of distances shows a peak at 3.0 -3.5 kpc, indicating the presence of a spiral arm along this sight line. There is a second, less obvious peak at 4.2 kpc (see Fig. 2 ). In Urquhart et al. (2011) a similar increase in the number density of RMS sources in the same area can be seen at distances of about 3 -4 kpc. The difference in the number of objects in both peaks is not due to completeness issues. The fraction of low luminosity outflows is the same for both (see Fig. 3 ). Thus, the more nearby feature has a larger number of active outflow driving sources. In order to estimate out to which distance we would in principle be able to detect molecular hydrogen outflows we used HH 211 as an example. This outflow is driven by a young Class 0 source and emits about 3.1 × 10 −3 L in the 1-0 S(1) line of H2 (Eislöffel et al. (2003)). We obtained a flux scaled image taken of this object in the 1-0 S(1) line from Eislöffel et al. (2003) and placed it scaled to different distances into one of our UWISH2 images (which represents a typical region). Note that we do not apply any extinction corrections to the flux. The result of the exercise is shown in Fig. 4 . At distances below 5 kpc the outflow can easily be identified as bright extended emission with a clear bipolar structure. Several of our outflows (e.g. MHO 2256, 2289, 2292, 2441) have a similar appearance. At larger distances, however, the apparent size of the H2 emission knots sinks below our spatial resolution and thus the brightness decreases significantly. Furthermore, the emission line knots will appear as red or variable point sources (which might remain in the H2 -K difference images -see Paper I) and would thus most likely no be contained in our outflow sample, in particular if it was situated in a region higher foreground star density. In Fig. 3 we plot the outflow distances vs. the luminosity in the 1-0 S(1) line of H2 as measured by us. We see that low luminosity objects are sparse, but there is no real trend of the minimum detected luminosity with distance. Thus, based on Fig. 3 we conclude that our survey is complete to 5 kpc for objects with more than 10 −3 L in the 1-0 S(1) line of H2. This corresponds to HH 211 like outflows with about 1 mag of extinction in the K-band. The completeness limit is mostly set by the flux detection limit of 3 × 10 −18 W m −2 (discussed in Paper I), since most our objects are extended up to a distance of 5 kpc.
Outflow scale height
With the distances for all outflows we are able to determine the distribution of objects with respect to the Galactic Plane. We al- ready investigated this distribution in Paper I assuming a distance of 3 kpc for all outflows. As discussed above, most of our objects are indeed roughly at this distance, but the average is about 3.5 kpc. Thus, no significant change in the scale height compared to Paper I is expected. Only a small increase of 15 % should occur. Figure 5 shows the height above and below the Galactic Plane for all outflows based on distance calibration method 1. The distribution is shifted to about 20 pc below the Galactic Plane indicating that in this region of the survey most star forming clouds are at negative galactic latitudes. The one sigma width of the distribution, or the scale height, is of the order of 30 pc. Hence our objects show the same distribution as typical massive OB stars (scale height about 30 -50 pc, Reed (2000) , Elias et al. (2006) ) and the RMS sources in this area (Urquhart et al. (2011) ). This justifies our use of the RMS sources as distance calibrators, since their distances and height distributions are the same as measured for our outflows. This in turn suggests that our outflows and massive star formation in the Galactic Plane are linked, even if only eight RMS objects coincide with any of our outflows (two of those might actually be background sources). In the forthcoming Paper III we will show that the driving sources for our outflows seem to be on average intermediate mass sources.
Driving source verification
The purpose of this paper is to investigate the luminosity and length distribution of the discovered outflows. Both rely on a correct as possible identification of the driving sources. This 'subjective' task has been performed as described in Paper I. In order to ensure the correctness of the source identification we have repeated this task (half a year after it has been done originally) for all MHOs discovered in our field. For the vast majority of objects we have identified exactly the same objects as potential driving sources. Only for five out of the 134 MHOs did we select a different potential source.
We thus list in Appendix B and C the new properties and finding charts of the MHOs with a different source candidate (same as main tables in Paper I). In the light of these small changes we have re-done all the analysis from Paper I and there are no changes to any of the results and conclusions. We have also done all the analysis for this paper with both datasets and again, there are absolutely no differences in any of the results and conclusions.
Outflow luminosity function
The luminosities of our outflows (not corrected for extinction) in the 1-0 S(1) line of H2 range from about 0.001 to 0.1 L , and depend slightly on the distance calibration method used. In Fig. 6 we show in a log-log plot the luminosity function for distance calibration method 1. The corresponding plot for method 2 and all other luminosity functions are summarised in Appenix D. All objects below the flux completeness limit and without properly determined distances are excluded.
The luminosity distribution represents a power-law of the form:
with α in the range from -1.5 to -1.7, depending on the distance calibration method and histogram bin size.
When we apply our statistical distance correction to the luminosity distribution, we obtain the luminosity function as shown in Fig. 7 . The statistical consideration of our distance uncertainties does influence the slope of the resulting luminosity function. It steepens the distribution, i.e. statistically our sample contains more low luminosity objects. The luminosity distributions for the distance calibration method 1 and 2 are also power-laws with slopes of α1 = −1.89 and α2 = −1.88, independent of the histogram . 1-0 S(1) Luminosity distributions of our outflows for the distance calibration method 1. All objects with no measured distance are excluded, as are objects below the flux completeness limit. The fitted power law slope (about -0.5 to -0.7) is dependent on the histogram bin size due to the small number of objects.
bin width. Essentially, the two distributions are indistinguishable from each other. Thus, the shape of the luminosity distribution does not depend on the detailed way we calibrate our distance. Only the absolute values for the luminosities change slightly. We finally apply the extinction correction based on the distance and the local cloud extinction. The resulting luminosity distributions are shown in Appendix D and are almost identical. The power-law slopes slightly increase to α1 = −1.93 and α2 = −1.95.
In summary, the number distribution of the 1-0 S(1) luminosities of our outflows can be represented by a power-law with a slope of α = −1.9 with an uncertainty of about 0.1. This uncertainty accounts for possible changes of the slopes due to the extinction correction.
Based on some simple, statistically correct assumptions, we can investigate how such an outflow luminosity function can be interpreted. i) The total flux emitted by the outflow is ten times larger than the 1-0 S(1) flux. Hence the measured outflow luminosities are proportional to the total outflow luminosity emitted in all molecular hydrogen lines. This is correct for shocks at about 2000 K (Caratti o Garatti et al. (2006)), and has also been used by many other authors in statistical calculations (e.g. Stanke et al. (2002) ); ii) Most of our outflows are driven by young protostars. The fact that we detect sources for only half the MHOs supports this fact. Furthermore, many sources are only detected at mid infrared wavelengths. We will present a detailed analysis of the source properties in Paper III, where we show that the driving sources are young embedded objects of intermediate mass.
We can use the empiric relationship of the outflow H2 luminosity and the bolometric driving source luminosity from Caratti o Garatti et al. (2006) .
Thus, we find for the distribution of the driving source bolometric luminosities: If all our sources are protostars, then L bol is dominated by the accretion luminosity Lacc which scales like: Lacc ∝Ṁ M R −1 . We can either use that the accreting central core has a constant density (then R ∝ M 1/3 and thus M R −1 ∝ M 2/3 ) or a constant radius (following Hosokawa et al. (2011) and thus M R −1 ∝ M ). For this range of possibilities the accretion luminosity will thus scale as Lacc ∝Ṁ M 0.85±0.15 . The mass accretion rate could scale as a power law with mass (Ṁ ∝ M β ). We observe each object at a time when it has accreted a fraction X of its final mass, which statistically should be the same for all objects. Lastly, the distribution of final masses of the sources of our outflows should represent a Salpeter like mass function. Hence we find that
and thus β = 1.3 ± 0.2. Which means that based on our outflow luminosity function, the average mass accretion rate for protostars scales likeṀ
Finally, the accretion time scale tacc for an object of mass M would scale like
i.e. more massive stars spend less time accreting material. Note that these results have been determined based on a number of assumptions and hence might be slightly different in reality. However, based on our data we can certainly rule out that the average mass accretion rates for protostars driving our outflows is independent of the final stellar mass. Any further details such as the exact values and uncertainties of the inferred power law index should be investigated with more detailed numerical models able to link accretion rates, source and outflow luminosities (e.g. Smith (1998) ).
If we would not correct our luminosity distribution for the distribution of uncertainties (R), then we would obtain β = 1.8, an even stronger dependence of the average mass accretion rate on the final stellar mass.
We can also compare our result to the data from Stanke et al. (2002) who investigated the outflow luminosities in Orion A. There the 1-0 S(1) luminosities span a range from 10 −4 to 10 −2 L and are hence one order of magnitude smaller on average than our values. The distribution of the LH 2 values is flatter than ours, with a value of α = −1.1, which would lead (with the same assumptions as above) to β = 2.8.
Star Formation Rate
When we convert our 1-0 S(1) luminosities into an H2 luminosity (without accounting for extinction), our outflows cover a range of brightnesses from 0.01 L to 1.0 L . This is in good agreement with the values for other molecular hydrogen outflows e.g. in Caratti o Garatti et al. (2008) . In this paper one can also see that only very few objects are brighter than 1.0 L and thus most of our outflows are driven by low and/or intermediate luminosity/mass protostars.
The total H2 outflow luminosity of all objects in our investigated area is 9 L or 12 L , depending on the distance calibration method. If we correct for extinction using AK = 1 mag (a typical value for the objects in our field), then the total H2 luminosity in the survey area is 25 L , or 10 L /kpc 2 . With the assumptions from Sect. 3.4 (the outflow luminosity is linked to the accretion luminosity of the driving protostars as shown in Caratti o Garatti et al. (2008) ) this converts into a total of 6 × 10 4 L of accretion luminosity. Note that this will be a lower limit, since there are some objects in Caratti o Garatti et al. (2008) which have much higher source luminosities compared to the general trend. If a typical protostar in our sample accretes onto a 2 M intermediate mass core of 1.5 R (Hosokawa et al. (2011) ) then we can determine the total mass accretion rate in the survey area. If we normalise this to the area of 2.6 square kiloparsec we find a limit for the star formation rate (SF R) per square kiloparsec in the galactic disk.
Our survey region covers an area roughly 4 -7 kpc from the Galactic Centre. According to Boissier & Prantzos (1999) the star formation rate in the Milky Way (SF RMW ) drops significantly at galactocentric distances above 8 kpc. Thus, if we scale up our value to 200 square kiloparsec we find a limit of
This is in agreement with recent estimates for the Galactic star formation rate e.g. by Robitaille & Whitney (2010) who found 0.7 -1.5 M yr −1 based on the analysis of Spitzer detected young stellar objects. In Paper III we will estimate the properties of the driving sources in more detail, which will allow us to determine a more accurate limit for SF RMW .
Outflow energetics
We can also investigate the total jet energy and momentum input from our outflows into the interstellar medium. As we have seen above, the typical object in our sample is a jet from a low and/or intermediate mass star. Furthermore, our data does not allow us to directly measure the jet power. We thus apply the method and generic values used in Davis et al. (2008) in order to get an order of magnitude estimate. Hence, we use 4 × 10 37 J as the typical energy input of each jet and 1 M km s −1 as momentum input.
The turbulent energy in a cloud is approximately the cloud mass times the square of the turbulent velocity dispersion. For the latter we take 1 km s −1 as a typical value, since the energy input from jets and outflows occurs usually locally (within at most a few parsec) from the star formation site, hence in regions where the turbulent velocities are not extremely high. Note that this value is also typical for nearby GMCs such as Perseus ).
Thus, the total energy input from our 130 outflows can provide enough turbulent energy for a total mass of just 2.5 × 10 3 M . We can compare this to the total molecular gas mass within our survey region. According to Casoli et al. (1998) one expects about 3 M pc −2 of molecular gas (Boissier & Prantzos (1999) predict similar value of 6 M pc −2 at the galactocentric radius of our objects), which adds up to a total of 10 7 M in our survey area. However, as noted earlier, the energy input from the outflows will only occur locally, i.e. in the high density regions. These are most likely the parts of the cloud where the (column) density is above the star formation threshold. Rowles & Froebrich (2009) found that typically just one percent of a cloud is at these densities. Thus, only 10 5 M of cloud needs to be considered (this does not explain where the turbulent energy in the low column density regions originates).
In any case, the amount of mass that can be supported by the jets discovered in the survey area is a factor of 40 smaller than the actual mass at high densities. Thus, only if there are many generations of jets and outflows in each star forming region would they provide enough energy input to account for the turbulent energy. A typical age scatter of two million years would only allow ten generations of protostars. Thus, even locally, in the high density star forming fraction of the clouds, feedback from jets and outflows is insufficient as a source of the turbulent energy. Hence, high star formation rate regions like NGC 1333, which seem able to locally inject enough momentum to support the cloud (Walawender et al. (2005) ) are not common in our survey area.
Outflow length distribution
The projected lengths have been calculated for all outflows with an identified driving source candidate. The lengths, derived using both distance calibration methods are listed in Table A1 in Appendix A. Note that we do not apply any corrections for single sided outflows, to allow a comparison to other works (e.g. Stanke et al. (2002) , Davis et al. (2008) , Davis et al. (2009) ). We find a steep decrease in the number of flows with increasing length. In our sample we have between 15 % and 18 % of objects with a projected length above 1 pc (depending on the adopted distance calibration). If we apply a statistical correction of 4/π for a random distribution of inclination angles, then the fraction of parsec scale flows increases to about 25 %. (2009) 9 %. Thus, since our survey traces more luminous outflows (see above), the fraction of parsec scale flows seems to be higher for brighter objects.
In Fig. 8 we show the distribution of the projected jet/outflow lengths in our sample. The plot is corrected for our statistical uncertainties in the distance calculations for method 1. However, both distributions are extremely similar and show an exponential decrease in the number of objects with increasing length and not a power law behaviour. The slope in the diagram hence indicates that the number N of outflows is related to the flow length in the following way:
We have run some simple simulations in order to understand the observed projected lengths distribution. As already stated in Paper I, simply assuming all jets are of the same length and randomly orientated should result in a completely different distribution (more larger than shorter flows up to a maximum projected length). A model of randomly orientated jets with uniformly distributed ages and a constant velocity fails to reproduce the data, in the same way as using a constant age and uniformly distributed velocities.
We therefore developed a family of models based on jets with different ages, homogeneously distributed between a minimum amin and maximum amax. Furthermore, the jet velocities also range from a minimum vmin to maximum vmax value which are homogeneously distributed. Finally, the outflow inclination angle (angle between the jet axis and the line of sight) ranges from a minimum imin to 90
• . We then generated 16000 samples of 68 jets (the same number as jet lengths in our data), with parameters selected randomly from the following ranges:
1000yrs amin 5000yrs 10000yrs amax 30000yrs 0km/s vmin 50km/s 90km/s vmax 150km/s 0
• imin 50
• Note that these ranges of values for velocities and dynamical timescales/ages are in agreement with proper motion measurements e.g. from Davis et al. (2009) and Eislöffel et al. (1994) . Each set of random projected length distributions was then compared via a Kolmogorov-Smirnov test with the observed distribution. This allowed us to determine the probability that the model distribution and the data are drawn from the same parent sample. When comparing the two length distributions based on the different distance calibration methods, we find that they agree with a 95 % probabil- ity. Any models that agree worse than 10 % with any of the data sets are considered bad.
We then investigate which models consistently lead to such a low agreement with the observations in order to exclude parameter values for the model. The best minimum inclination angle is about 20
• . This shows that our sample typically does not contain many objects aligned perpendicular to the plane of the sky. Models with a lower minimum inclination angle generate too many short outflows, and models with a larger minimum inclination angle lack short objects.
The best fitting minimum/maximum velocity values are 40 km s −1 -130 km s −1 , while the age range of 4 -20 × 10 3 yrs gives the best agreement with the data. These values lead to a range of jet lengths between 0.1 pc and 2.3 pc, in more or less the correct observed (exponentially decreasing) distribution. We note that these dynamical lifetimes are still at least an order of magnitude below estimates for protostellar lifetimes, which are typically a few 10 5 yrs ). The above parameter values imply that our sample does not contain very young and/or very slow moving jets. If they were very young they might have been missed as they are still deeply embedded and thus extincted. The same applies for the very slow moving jets, which additionally would lead to weaker shocks and thus less bright H2 emission.
More detailed and realistic models should be tested against the available data. In particular the speed of the jet will change over time as energy and momentum is lost by radiation and entrainment of material. Any model should not just reproduce the length distribution but also the distribution of 1-0 S(1) luminosities and the relation between jet length and brightness (see below). However, only once the entire survey is analysed, will we have sufficient numbers of outflows to attempt this.
Outflow length vs. luminosity
In Fig. 9 we plot the 1-0 S(1) luminosity against the projected outflow length. The plot demonstrates that the majority of the outflows is fainter than 10 −2 L and shorter than 1 pc in length. However, despite the poor statistics for bright outflows, there is a trend (corellation coefficient r = 0.47) of increasing length with brightness. Essentially the bright outflows (LH 2 > 10 −2 L ) are on average about twice as long as the faint (LH 2 < 10 −2 L ) objects (1 pc vs. 0.5 pc).
Brighter integrated H2 luminosities are indicative of higher surface brightness and/or larger shock area. The former will depend on a number of things such as shock velocity, ambient gas density, magnetic field strength/orientation, and ionization fraction (see e.g. Khanzadyan et al. (2004) ). If the environment (clumpyness of the ISM surrounding the driving source) is the dominating factor for the outflow luminosity, then one might expect that shorter flows are brighter (the densest material is found closer to the star formation side), or that there is no correlation. Hence, Fig. 9 might indicate that brighter flows are generated by faster moving material since they are on average longer. This is also in line with the empiric relation of source luminosity and outflow luminosity from Caratti o Garatti et al. (2008) which should not exist if the environment plays a dominant role in determining the outflow brightness. However, as noted above for the length distribution, more realistic models need to be tested against the full survey data in the future.
Mass ejection frequency
In our sample there are 29 outflows which have more than one H2 emission knot on at least one side of the source. For these objects we are able to measure the projected distances between the emission knots and thus, with an average velocity, the time between the ejection episodes responsible for the knots. In total we have measured 76 distances between knots in our outflows. The resulting distributions of the ejection time differences are shown in Fig. 10 . They are based on an average speed of 80 km s −1 which is a typical speed for the jets and outflows in order to explain the length distribution (see above).
Similarly to the projected jet length distribution, we find a larger number of small distances between successive knots, or short times between the emission. With increasing time/distance between knots, the number of objects significantly decreases. There are, however, a few knots with large gaps between them, more than expected if the general decreasing trend is to continue.
With a velocity of 80 km s −1 we find that the typical gaps between the knots corresponds to about 10 3 yrs, while the largest time gaps are about 10 4 yrs. This is a variation of roughly a factor of ten, with the largest time gaps reaching the typical dynamical jet lifetimes (see Sect. 3.7). Note that we only included gaps between knots which could be clearly separated in our images (a few arcseconds -about 10 3 yrs at a typical jet speed and a distance of 3 kpc). On smaller scales the knot-substructure is most likely caused or even dominated by the density structure of the ISM the jet is interacting with and not by the ejection history itself.
We tried to model the time gap distribution in the same manner as the jet lengths distribution (see Sect. 3.7). The same parameter ranges for the inclination and jet velocities are used. Instead of the jet age, we use a minimum amin and maximum amax age gap between the emission of successive knots.
1000yrs amin 3000yrs 3000yrs amax 5000yrs Such a model is able to reproduce the general trend seen in Fig. 10 , but contrary to the jet length distribution we do not find any model that agrees with the data above the 90 % level. This is most likely due to the increased number of objects with longer time gaps, which do not seem to follow the general trend. These large gaps can have a number of reasons: i) One of the knots does actually not belong to the outflow; ii) The knots are indeed emitted a long time apart; iii) We do not detect emission in between knots due to extinction and/or they are too faint. We also need to keep in mind that our model of constant velocity ejections is over simplistic, and the calculated 'time gaps' between the knots are just an order of magnitude estimate.
However, we can assume that the separation of emission knots is related to episodes of increased mass accretion onto the central object. Numerical simulations (e.g. from Vorobyov & Basu (2006) ) have shown how the mass accretion rate can vary over time in this 'burst-mode' of star formation. These authors obtain significant peaks in the mass accretion rate which correspond to FU-Ori type outbursts. According to their models they occur about every 2 × 10 4 yrs. In between the mass accretion rate varies less significant on timescales of about 1000 yrs. Our measured time differences hence correspond to those smaller accretion rate variations, while the total jet lifetime (as determined from the lengths distribution above) corresponds to the FU-Ori like eruption timescale.
Thus, our data are in agreement with model predictions if major episodes of mass accretion (such as FU-Ori outbursts) either trigger and/or stop the ejection of material in a protostellar jet. Lower level accretion rate increases occur on similar timescales as increased ejection of material in the jets (either density changes or velocity changes will lead to new emission knots forming). However, better statistics is required to be able to start trying to investigate how well our data matches with different models and FUOri timescales. Currently ongoing programs such as the VVV survey Minniti et al. (2010) , the YSOVAR program (e.g. MoralesCalderón et al. (2011) ) and others should soon be able to determine if the duty cycle of FU-Ori outbursts is 10 3 or 10 4 yrs with some certainty and what the frequency of accretion bursts of a given strength is.
If the larger value for the duty cycle is confirmed and FU-Ori bursts trigger a jet ejection phase, while subsequent smaller accretion bursts are responsible for continued emission knot formation, one would expect that statistically outflow driving sources should show enhanced mass accretion rates compared to a group of similar aged objects that do not drive outflows. We will test this by investigating the driving source properties of our sample and other YSOs in the same clouds in Paper III.
CONCLUSIONS
We used foreground star counts to molecular clouds associated with jets and outflows and a comparison to the Besancon Galaxy model by Robin et al. (2003) to determine their distances. To calibrate this method we utilised objects from the RMS survey by Urquhart et al. (2008) which are distributed in the Galactic Plane similar to our outflows. This method, together with the calibration allows us to estimate distances with a typical scatter of 25 %.
The majority of our detected outflows have a distance of about 3.5 kpc, indicating that the sight line crosses a spiral arm. The scale height of the outflows with respect to the Galactic Plane is 30 pc, of the same order as massive young stars. This is in agreement with the high outflow luminosities, and thus potential intermediate mass driving sources (Caratti o Garatti et al. (2006) ) in our sample.
The outflow 1-0 S(1) luminosities range from slightly brighter than 0.1 L to a few 10 −4 L , on average an order of magnitude brighter than in samples from nearby star forming regions. We estimate that our sample is complete for objects brighter than 10 −3 L for distances of up to 5 kpc. This luminosity roughly corresponds to an HH 211 like object behind a K-band extinction of 1 mag.
The luminosity distribution of the outflows shows a power law behaviour with N ∝ L −1.9 H 2 . With the assumption that 10 % of the H2 flux is in the 1-0 S(1) line an using the empirical relation between the source bolometric (accretion) luminosity and the outflow luminosity this translates into a dependence of the average mass accretion rate on the final stellar mass ofṀ ∝ M 1.3±0.2 . The total outflow luminosities also indicate a Milky Way star formation rate (averaged over a typical jet lifetime or the last 10 4 yrs) of more than 0.4 M yr −1 . Our sample of jets also indicates that they are not able to provide a sizeable fraction of the energy and momentum required to sustain the typical local levels of turbulence in their parental clouds.
The projected jet length drops exponentially in number for longer jets, and does not behave as a power law. The statistically corrected fraction of parsec scale flows is 25 %, almost twice as high as in typical nearby star forming regions. This is in agreement with our observed trend that more luminous outflows are longer and the fact that the average luminosity in our sample is higher than for outflow samples from e.g. Orion.
A simple Monte-Carlo type model of jets with speeds of 40 -130 km s −1 and ages between 4 -20 × 10 3 yrs can reproduce the observed length distribution. These lifetimes are an order of magnitude below estimates for the protostellar evolutionary phase. The model only fits the data if jets almost perpendicular to the plane of the sky are excluded.
Finally, we find that for typical outflow velocities the time gaps between the ejection of larger amounts of material (resulting in groups of emission features) are of the order of 10 3 yrs. According to the burst mode of star formation models from e.g. Vorobyov & Basu (2006) the creation of the H2 knots is hence linked to low level fluctuations of the mass accretion rate and not FU-Ori type events. Their duty cycle seems more in agreement with the total jet lifetime, which might suggest these outburst as trigger (or stopping point or both) of a jet ejection phase. However, better constraints of the FU-Ori duty cycle and mechanism as well as more detailed models are required to draw any further conclusions. Table A1 : Summary table of the MHO properties. In cases where several MHOs belong to the same outflow, the MHO number is labelled with an asterisk. Objects which coincide with a RMS source are labelled with a + sign. We list the MHO number, the distance, the flux in the 1-0 S(1) line of H2, the luminosity in the 1-0 S(1) line of H2, the apparent and physical length. The numbers 1 and 2 indicate values determined using our two distance calibrations. 1 includes the Galactic Longitude and 2 does not. Objects where we could not determine a distance are indicated by †. In these cases we use the mean distance of all other objects to calculate luminosities and lengths.
APPENDIX A: MHO PROPERTIES TABLE
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Dist. F[1-0 S (1) Figure D1 . 1-0 S(1) Luminosity functions of our outflows. Top: Actual data; Middle: Statistically corrected for distance uncertainties; Bottom: Statistically corrected for distance uncertainties and extinction. The left column uses distance calibration method 1, the right column method 2. For the statistical correction each outflow has been placed N = 10000 times into the histogram (see text for details). All objects with no measured distance are excluded, as are objects below the flux completeness limit. The slopes for the original data are -0.5 to -0.7, depending on the bin size. After the statistical correction the slopes are indistinguishable and have a value of -0.9.
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