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概要 
 
近年、拡大するネットワーク需要と大容量アプリケーションの利用により、世界レベルで
ネットワークトラヒックが急増している。その結果ネットワーク機器が消費する電力は著
しく増加をしており、情報通信機器の消費電力の抑制が緊急かつ重要な課題とされている。
しかしながらこれまでの省電力化アプローチは、ネットワークにおけるトラヒック制御、
あるいは集積回路の最適化のいずれかに特化したものであるため、その効果が限定的であ
った。 
本論文では、これら独立した解決手法とは抜本的に異なり、トラヒックの挙動を集積回路
内において考慮し、トラヒック需要に応じた消費電力の最適化を実現する、新しいネット
ワーク機器向けハードウェアデバイスのアーキテクチャを提案し、その設計および実装評
価について行っている。 
 はじめに、第１章では現状のネットワーク機器の消費電力の現状と省電力化の分析を述
べる。 
 第２章では、近年の高速メモリの高速化技術と省電力技術について述べる。高速メモリ
は最大市場であるコンピューティングシステムに特化した仕様で、ネットワークで用いら
れるパケットバッファのようなメモリではシステムの高性能化に効果がないことを報告す
る。 
 第３章においてネットワーク機器における半導体素子の多くを占めるパケットバッファ
について、要求される低レンテイシ、パケット順序の維持、および処理落ちのない全パケ
ット処理を保証しつつ、消費電力を最大 80% 低減させる、新しい SRAM/DRAM ハイブリッ
ドバッファアーキテクチャの提案を行っている。特にネットワークのパケット処理に特化
したメモリコントローラを新たに設計することで、大幅な省電力化が実現できている。 
 次に第４章において、ネットワーク機器で最も消費電力が大きいアドレス検索エンジン
を対象とし、eDRAM を用いた新しい検索ハードウェアアーキテクチャの提案を行っている。
試作評価の結果、現在主流の検索ハードウェアである TCAM と比較して、同等の性能を達
成しつつ消費電力を 1/10 以下に抑えることが可能であることを示している。 
 さらに第５章では、ネットワークハードウェアを小規模のスライスに分割、それらを個
別に電力制御し、トラヒック需要に応じて必要数のスライスのみを稼働させることでトラ
ヒック量に追従可能な省電力性を実現する、新しいハードウェアアーキテクチャの提案を
行っている。過去のトラヒック統計量から必要となる稼働スライス数を導出し、不要分へ
の電源供給を遮断することで、省電力化を実現する。試作および評価結果から、夜間等の
低利用率時において、最大 65% の省電力化が達成できたことを示している。 
 最後に、第６章で本論文の結論を述べる。 
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第１章 序論 
 
 本論文は、ネットワーク機器の性能を向上させ、さらに省電力との両立を実現可能とす
るハードウェアデバイスアーキテクチャに関する研究をまとめたものである。性能向上と
省電力は相反する事象であるが、本論文の成果を用いれば現状の性能と消費電力に対して、
性能向上と省電力を同時に実現できる。また汎用の製品を使ってシステムを構築できるな
ど、コスト的にも優位性がある。本論文は、これまで独立で研究開発が進められていた、
デバイスの設計およびネットワークシステムの両方を包括的に考え、ネットワーク特性を
ハードウェアアーキテクチャに生かした研究の成果であり、これまでの研究成果を凌駕す
る新しい研究成果であると確信している。 
 
まず以下で本論文の着想に至った背景について述べる。ネットワーク機器の消費電力の増
大は、いまや緊急かつ重要な社会的問題となっている。背景には、動画によるコンテンツ
配信や、情報端末付き携帯電話（スマートフォン）需要増大があり、ネットワークトラヒ
ックは今なお、爆発的勢いで成長を続けている[1]。これに対応すべく社会インフラの整備
やネットワーク機器の性能の向上が継続的な技術課題となっている。一方経済産業省の試
算では、図 1-1 に示すとおり国内のルータ（現在約 2000 万台）を含むネットワーク機器の
総消費電力は 2006 年度で約 80 億 kWh、2025 年度には約 1,033 億 kWh に急増すると指摘
されている。これは 2013 年現在の国内総発電量の約 10%に達することになる[2,3]。このよ
うに、現在情報通信分野ではネットワーク機器の性能向上と同時に、その抜本的な省電力
対策という、相反する２つの課題に直面しているといえる。 
 
図 1-1 ネットワーク機器の総消費電力 
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経済産業省の試算においては、ネットワーク機器、特にルータの消費電力が大きな割合を
占めている。ルータの性能の追及とともにその省電力化が急務である。 
ルータにおけるコンポーネントごとの消費電力は 
1. 電源およびシャーシ（電力変換および冷却含む）：約 33% 
2. ラインカード：約 42% 
3. スイッチファブリック：約 15% 
4. コントロールプレーン：約 10% 
と報告されている[4]。  
さらに、ラインカードについては、ラインカード上に「検索エンジン」「バッファ」「入出
力インターフェース」などのコンポーネントが搭載されており、ラインカードの消費電力
約 42％の内訳は、 
1. 検索エンジン：約 32% 
2. バッファ：約 3.5% 
3. 入出力：約 6.5% 
となっている。 
以上をまとめると表 1-1 で示されるとおりとなる。 
 
表 1-1 ルータのコンポーネント消費電力分析 
 
 
また、キャリアクラスのルータ (Cisco CRS-1) におけるコンポーネントごとの消費電力に
ついては、 
1. ラインカード（検索エンジン）  約 50% 
2. ラインカード（バッファ）      約 20% 
3. 電源（電力変換）        約 15% 
という数値も報告されている[5]。キャリアクラスのルータは、基幹となる回線が集約され
ているため、より高速かつ大容量のトラヒックを処理する必要がある。回線速度の向上に
伴い、処理遅延やスケジューリング管理のためのパケットバッファのサイズが大きくなり、
それに比例してバッファの消費電力が大きくなる。パケットバッファは一定時間、データ
33%
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を出力するために使用され、トラヒック速度に比例してパケットバッファを大きくする必
要がある。 
このように、ルータにおいてはラインカードでその 60%以上の電力消費を占めていること
がわかる。さらに、ラインカードにおいては、記憶素子および検索回路などの LSI デバイ
スが大きな電力を消費しているため、これらの低消費電力化がルータの省電力化の鍵とな
る。特に大きいのが TCAM に代表される検索エンジンの消費電力である。スイッチファブ
リック等の消費電力も、LSI デバイスの消費電力、もしくはデバイス間の通信によるインタ
ーフェースによる消費電力である。また、電力変換及び冷却は内部コンポーネントの消費
電力に比例すると考えることができることから、内部コンポーネントの省電力化は、結果
としてすべての部分の省電力に貢献するといえる。 
地球温暖化を防止するためにもネットワーク機器の省電力化が必須の状況であることから、
これまで情報通信分野においても省電力化に関する研究が盛んに行われてきた。 
ネットワーク分野における研究成果として、トラヒックの最適化による省電力化 [6] が挙
げられる。ネットワークの回線利用率が低い場合に、余剰となる経路を集約し、不要とな
った経路を停止させることで、省電力を実現している。さらに、中継器であるルータの省
電力化についても取り組まれている。一般にルータなどのネットワーク機器はトラヒック
量の変動に関係なく、常に 100%の処理能力で動作し続けることを前提として設計されてき
た。その結果、夜間や休日など、トラヒック量が少ない場合には、消費電力に大きな無駄
が生じる。そのため、単独の回線をリンクアグリゲーション機能により複数の回線を集約
することで実現し、トラヒック需要が低い場合には、不要となる回線および入出力ポート
を停止させることによって省電力化を実現している [7]。 
一方、半導体設計分野における省電力化の研究として、回路技術でデバイスの省電力を実
現する研究を多く報告されている [8-10]。回路技術による省電力の基本的な考え方は、無
駄な回路動作をなくすこと、シンプルな回路構成にすること、電圧を下げること、信号線
や内部バスの振幅を絞ることなどである。 
このように、情報通信分野においてはネットワーク分野、および半導体分野双方において
省電力化に関する研究がなされており、一定の成果を上げているものの、それらの研究開
発はそれぞれ独立して行われてきたのが現状である。しかしながら、真の省電力化を考え
た場合、半導体設計段階からネットワークトラヒックの特性を十分に考慮し、それらに適
応した省電力制御を行い、またそのようなハードウェアにもとづくネットワーク制御が行
われるなど、両者が包括的に省電力化を達成することが望ましいことは言うまでもない。 
本論文はこのような動機にもとづき、ネットワーク分野の側面から半導体デバイスおよび
そのアーキテクチャに求められるものを考慮し、抜本的かつ最大限に省電力化を実現する
デバイスアーキテクチャについて研究する。両分野を包括的に研究することで、省電力化
に最適なデバイスを実現する。例えば、半導体分野だけで行われていた省電力化に関する
研究では、ネットワーク分野では不要であると考えられる機能の削減については全く考慮
4 
 
されていなかった。これは、個々に研究が推進された結果、双方の求める機能について十
分に把握できていなかった典型的な例であり、本論文のように両分野の包括的な研究を行
えば、両分野で必要十分な機能を明確化することができ、その結果従来不要でありつつも
その認識がなされていなかった機能を割愛、ネットワーク側が要求する機能についてデバ
イス設計の観点から消費電力が増えない簡単回路による実現ができれば、システム全体で
の消費電力を低減することが可能であることは十分に予測される。本論文は以上の着想を
具体的なハードウェアデバイスに具現化したものである。 
以下で本論文の構成について述べる。まず第２章では、近年の高速メモリの高速化技術と
省電力技術について述べる。提案した技術によって、高速化メモリは更に高速化の進化を
してきた。最大市場であるコンピューティングシステムに特化した仕様である。提案した
高速化技術であるプリフェッチ機能も、コンピューティングシステムの仕様でシステムを
高性能化できる。しかしネットワークで用いられるパケットバッファのようなメモリでは
システムの高性能化として高速メモリの効果が少ない。ランダムサイクル性能が高速化で
きていないためである。省電力化も、コンピューティングシステムにマッチした研究であ
り、別のアプリケーションでは効果が薄い場合もある。特にネットワークシステムでは、
高速メモリで研究された省電力技術はそのまま効果があるわけではないこと示す。 
第３章では、第２章の結果を受けて、汎用メモリだけでもシステムの高性能化できるアー
キテクチャを研究した。システムレベルでメモリアーキテクチャを考えることで、パケッ
トバッファが高性能にできること、検索エンジンの次に消費電力の多いパケットバッファ
の省電力化について述べる。転送速度から決まるパケットバッファに求められる容量、シ
ョートパケットでの書き込みと読み出し速度を落とさず、省電力を実現できるアーキテク
チャについて述べる。提案するアーキテクチャは、近年のネットワークシステムで要求さ
れる多量キューにも対応可能である。 
第４章でラインカードの消費電力の 50%を占める検索エンジンの省電力化について述べる。
ネットワークシステムを考慮し、必要とされ、かつ省電力可能な検索エンジンへの仕様を
決めた。そのため検索スピードを落とさず、大幅な省電力を実現することが可能となった。
この検索エンジンは容量と消費電力が比例しないので、検索エンジンに求められる大容量
化も実現できる。 
第５章では、コンピューティングシステムで省電力効果があるノーマリオフコンピューテ
ィング技術をネットワーク機器で適用させるための方法を議論する。複数のデバイスを用
意して、不要なデバイスを止めるだけではなく、デバイスの中までスライス化し、不要な
時には停止する制御を研究した。ネットワーク機器の中でスライス化して省電力化に効果
があるデバイスも述べる。また最近のプロセスの微細化によって、増加しているスタンバ
イ電流についてネットワーク機器としての対策も述べる。 
第６章で、第３章から第５章で提案した技術を用いることによって、ネットワーク機器の
省電力化の効果をまとめる。また今後の課題も述べる。 
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第２章 メモリの高速化と省電力 
 
2.1 諸言 
システム性能向上と消費電力の削減には、コンポーネントである LSI デバイスを高速、か
つ省電力にすることは効果が大きい。またシステムでの使用方法を考慮して、システム性
能を最大限になるように LSI の仕様を決める必要がある。 
DRAM(Dynamic Random Access Memory)のような揮発性メモリの最大市場はコンピュー
ティングシステムである。そのためコンピューティングシステムでシステム性能が向上す
るようにDRAM も JEDEC(Joint Electron Device Engineering Council)で標準仕様が決め
られ、高性能化が進んだ。コンピューティングシステムでは、メモリを効率よく使用する
ことでシステム性能が変わる。そのため高速に動作するが、高価な高速 SRAM をキャッシ
ュに、大容量であるが低速な DRAM をメインメモリにする階層化でコンピューティングシ
ステム性能を向上させている。ただし大容量 DRAM も動作周波数が高周波であるため、高
速 DRAM と呼ばれる。 
この章では、階層化されたメモリシステムで高速 DRAM に求められる仕様、高速でデータ
を出力するための回路方法を述べる。高速 DRAM の現在の仕様では、ネットワークで用い
られるルータやスイッチのシステム性能を向上できないことも述べる。 
 
2.2 コンピューティングシステムにおけるメモリの高速化 
DRAM と CPU の動作周波数に乖離があり、コンピューティングシステムの性能向上のた
めに DRAM の動作周波数を上げる必要がある。通常のロジックでは動作周波数を上げる方
法としてパイプラインの段数を増やす。1 CLK 間にロジック回路が処理できないと、途中
にラッチ回路を挿入してパイプラインを増やす。1 CLK で処理すべきロジック回路規模が
減少し、動作周波数を上げることができる。 
メモリの場合、パイプラインを切れない個所が存在する。それが内部メモリアレイである。
内部メモリアレイへのアクセスは、図 2-1 に示すようにワード線が活性され、メモリセルか
ら出力されるデータがビット線に伝わり、ビット線を増幅することで読み出される。ワー
ド線は、トランジスタ部の酸化膜が薄いため容量が大きい、かつ純粋なメタル配線が使え
ないため、抵抗値も大きい。信号線の立ち上げり速度は、次式で表される。 
V = Vo(1 − 𝑒−
𝑡
𝑅𝐶) 
ここで R は配線抵抗、C は配線の容量、Vo は無限の時間後の電圧である。配線抵抗と配線
容量の乗で信号線の活性遅延量が決まる。そのため抵抗値が大きく、容量も大きいワード
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線を活性するための遅延時間は長くなる。ワード線を太くして抵抗値を下げることは可能
であるが、チップサイズの増大を招き、簡単に太くすることもできない。間にラッチを設
けて順次立ち上げてもパイプラインを切れない。読みだすまで立ち上げたワード線を非活
性にできないためである。またアレイ上に並べた箇所にパイプラインのためのラッチを挿
入するのは面積ペナルティが大きく、コスト面からも許容できない。 
ワード線の遅延を減少させるために、図 2-1 に示すように分割ワード線[11]が提案されてい
る。サブデコーダでワード線を分割するので、ワード線を短くすることができる。またメ
インワード線は、複数のワード線に対して１本になるので、メインワード線を太くし、配
線抵抗を下げることができる。この２つの要因のため分割ワード線を利用することでワー
ド線の活性時間の高速化ができる。ただし分割を増やすことは、サブデコーダの数を増や
すことになり、チップ面積の増大となる。コンパクトなサブデコーダである必要がある。
そのため図 2-1 に示すような NAND ロジック一つとインバータロジック１つのシンプルな
回路構成になる。コンピューティングシステムの場合、短いランダムサイクルの性能に重
点が置かれず、コストを重視する。そのため分割を増やすことはできない。 
同様にビット線も短くする方が、高速に読み出しが可能である。センスアンプの個数を多
くすることで、ビット線の長さを短くできる。ただしある程度短くすると、ビット線の容
量よりもセンスアンプの配線容量とドレイン容量が支配的になり、効果が期待できない。
ワード線の分割同様、チップ面積が増大する上に、ビット線の分割は効果が少ないのが現
状である。 
コンピューティングシステム用ではなく、別のアプリケーション向けに開発されたデバイ
スが、Fast Cycle DRAM(FCRAM)[12]や Reduced Latency DRAM(RLDRAM)[13]である。
ワード線の分割を増やし、ビット線長を短くすることで、ランダムサイクルを短くした。
汎用 DRAM と高速 SRAM の間の実力である。同様に同じ容量で比べた時のチップ面積も
汎用 DRAM と高速 SRAM の間になる。メモリアレイを分割することで、チップ面積の増
大を招くためである。これはチップコストをあげる。 
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図 2-1 メモリアレイ構成 
 
メモリアレイではパイプラインの段数を増やせないため、メモリアレイの動作周波数を上
げることは困難であるが、使用されるアプリケーションを考慮すると、外部の動作周波数
を上げることは可能である。 
DRAM は、階層構造のメモリシステムで使用されるのが主である。階層システムで高性能
なシステムを実現するためには、キャッシュにブロック単位のデータを高速で転送（キャ
ッシュフィル）することが必要である。この特徴を満たすための回路構成として、著者は
プリフェッチ回路を提案した[14,15]。メモリアレイからマルチビットのデータを読み出し、
シリパラ変換で高速に外部に出力する。書き込みも同様である。高速で書き込まれたデー
タをパラシリ変換で、データを固め、マルチビット同時に書き込む。このような動作をす
ることで外部は高速であるが、メモリアレイは低速になる。2 ビット固めて（2 ビットプリ
フェッチ）、メモリアレイに読み書きすると、メモリアレイの動作周波数は、外部の半分に
なる。４ビット固めると外部の 1/4 の動作、8 ビットでは 1/8 となる。ワード線もビット線
も短くすることなくメモリアレイを構成できる。従来のメモリアレイ構成で高速動作が可
能である。この方式は、DDR DRAM では２ビットプリフェッチ[16,17], DDR2 DRAM で
は 4 ビットプリフェッチ[18,19]、DDR3 DRAM では 8 ビットプリフェッチ[20]と採用され
た。高速化するためにプリフェッチのビット数を増やし、DDR,DDR2,DDR3 へ IO が高速
化された。DRAMの高速化には必須の技術である。図 2-2にSDR DRAMからDDR2 DRAM
のメモリアレイの動作と出力の動作を示す。DDR3 DRAM の記載は割愛したが、プリフェ
ッチされるビット数が増えるだけで同じである。注目すべきは出力のレートが上がっても、
サブ
デコーダ
メモリアレイメモリアレイ
メイン
ワード線
ワード線
ビット線
センスアンプ部センスアンプ部
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メモリアレイの動作は高速化されていないことである。実際はプロセスの微細化による効
果で若干高速化されているが、出力の転送速度に比べると小さい改善である。 
 
 
図 2-2 パラシリ変換 
 
メモリの階層構造では、転送されるビット数は固定である。またコンピューティングシス
テムの場合、データを待たせることができる。キャッシュにヒットした場合は、高速 SRAM
からすぐにデータを読み出しができるが、ミスすると DRAM まで読み出しに行くためウエ
イトする。メモリのバンク構成もウエイトできるシステムでは有効である。バンクは複数
のメモリが、一つの入出力につながっているような動作ができる。したがって同時に複数
のバンクにコマンドを入力できないが、1 つのバンクが処理している間に、別のバンクにコ
マンドを入力できる。順次違うバンクにアクセスすることで、連続的に読み出すことが可
能になる。たまたま同じバンクから連続して読み出しになった場合は、読み出し時間が伸
びるが、バンク数を多くすることで同じバンクからの連続読みだしの確率を下げることが
できる。 
コンピューティングシステムでは、DRAM の特徴である行アドレスと列アドレスを分割で
入力するアドレスマルチプレックスを利用している。行アドレスを入力すると、DRAM は
図 2-1 のセンスアップまでデータが読みだされる。システムのコントロールはこの状態で待
たせる。アクセスが、センスアップまで読みだされているデータであれば、すぐにデータ
を読みだせる。書き込みも同様で、行アドレスが同じであれば、すぐに書き込める。バン
クが複数あると読みだされているビット数が増えるため、ヒット率も上がる。センスアン
プまで読みだされているデータに所望のデータがないと、一度センスアップからデータを
メモリセルに戻し、再度メモリセルからデータを読みだす。ワーストは遅いが、トータル
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で平均して見ると高速という手法が有効である。ワーストになる確率を低くすることでシ
ステム全体が高性能になる。しかしアプリケーションによってはワーストですべてを計算
する必要のあるシステムも存在する。そのため DRAM の高速化のための性能を活かしきれ
ない場合も多い。 
 
2.3 ネットワークシステムでの高速メモリの問題点 
コンピューティングシステムではなく、ネットワークシステムで考察する。ネットワーク
ではウエイトは許されない。ウエイトが発生するとパケットロスが発生するためである。
ウエイトが発生しないように、ワーストケースで性能を見る必要がある。したがってバン
クのような動作もワーストで考える必要があるため、高速化に対する効果が少ない。 
システムにおけるメモリ容量が減少するが、異なるバンクに同じデータを書き込み、読み
だす時はラウンドロビン的に異なるバンクを順次アクセスすることで高速化できる。しか
し同じデータを書き込むバンク数を多くすると、システム全体で使えるメモリ容量が減少
する。また複数のバンクに同時に書き込めず、順次書き込む必要があり、書き込み時間が
長くなるというデメリットが目立つことになる。読み出しは早くなるが、書き込み時間が
伸びて、全体的には早くならなくなる。複数のバンクに同じデータを書き込む方法も、パ
ケットバッファのように書き込んだデータを１度だけ読みだすようなバッファでは高速化
に対して効果がでない。例えば検索エンジンのように、書き込みに対して、読み出しの方
が多いようなアプリケーションでは、効果がある。アプリケーションによって使い分ける
必要がある。 
今回はバッファとして検討するため通常の複数のバンクに同じデータは書き込まないシン
プルな動作で考える。ネットワークシステムでパケットバッファに DRAM を使用した場合
のワーストケースは、図 2-3 に示すように短いパケットが連続で読み出される時である。し
かも同じバンクから連続に読みだされる時である。この場合、転送速度は高速であるが、
メモリアレイが低速であるため、次のデータが読み出されるまで時間がかかる。図 2-3 のよ
うにデータとデータの間にギャップができることになる。DRAM のランダムサイクルが
50ns、最少パケットサイズが64B、パケット間ギャップ等が20Bだとすると、64B+20B=84B
のデータが 50ns 毎にしか読み出せないことになる。 
(64+20) x 8 ÷ 50ns = 13.4Gbp/s、パケットバッファは読み出して書き込む必要がある。
書き込み時は、アドレスを制御できるので、読み出しとは異なるバンクに連続で書き込む
ことが可能である。ただし書き込んでいるバンクから次の読み出しが同じバンクに重なる
と遅くなる。読み出しの後の書き込み動作は早いが、書き込みの後の読み出しはワースト
ケースでは間が空く。このバンク制御を加味すると、転送速度は約 8Gbp/s になる。高速
DRAM を用いてもパケットバッファとしての性能は、高くない。これはランダムサイクル
が遅いためである。コンピューティングシステムで性能を向上させるためには、転送速度
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をあげ、ヒット率を上げるためにバンク数を増やす。しかしこれではネットワークで使用
されるパケットバッファの性能を向上できない。ヒットした時にパケットの処理をして、
ミスした時はパケットロスする。このようなシステムは、研究目的の性能向上と省電力化
を目指す研究から外れる。 
したがってコンピューティングシステムのシステム性能向上目的で仕様が決められた
DRAM では、ネットワークシステムでは高性能なシステムを構築できない。 
 
 
図 2-3 DRAM データ出力 
 
高速メモリ単体でシステムを構築することを考えると、高速メモリをそれぞれのアプリケ
ーションに合わせて高速化するしかない。その目的で仕様が決められたのが、2.2 章でも述
べた Fast Cycle RAM であり、Reduced Latency RAM である。標準 DRAM よりランダム
サイクルを短くすることで、ネットワーク機器の性能向上に役立っている。しかしネット
ワーク機器はさらに高機能を求められ、その要求には対応できていない。 
例えば Toal らは、RLDRAM II を用いたシステムを報告した[21]。RLDRAM II はバッフ
ァとバッファをコントロールするためのリンクリストとして使用し、システム性能は
10Gbp/s を達成している。この報告からも RLDRAM II のようなネットワーク向けに開発
した DRAM でも、システム性能は現在の市場が求めている 40Gbp/s や 100Gbp/s からは乖
離がある。かつ特殊用途向けに製造されているため、チップ面積が大きくなる。LSI デバイ
スのコスト高となる。バッファとして使用するため、デバイスの個数も複数個必要となり、
システムコストの上昇となる。安価なシステムを構築するためには市場に広く流通してい
る標準メモリを用いなければならない。 
標準メモリの比較を表 2-1 に示す。コストを考えれば、DRAM が最適であるが、短いパケ
ットへの対応ができない。性能を満足させるためには、高価ではあるが標準 SRAM を複数
個儲け、容量を大きくするしか方法がない。複数個ボードに搭載することは、ボードの面
積も大きくなり、ボード価格も上昇する。標準メモリでは“帯に短し、たすきに長し“で、
最適な解がないのが現実である。 
 
Data Data 
ランダム
サイクルタイム
時間
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表 2-1 標準メモリ比較 
 
 
2.4 高速メモリの省電力化 
高速 DRAM の消費電力に関しては、スタンバイモード時の電力を下げる研究は多くされて
いる[22,23]。高速 DRAM が、階層システムで使用される場合、ほとんどのアクセスがキャ
ッシュにヒットし、メインメモリにアクセスされることが少ないためである。動作時より
もスタンバイ時の方が状態時間は長く、スタンバイモードでの電流削減がシステム全体の
省電力化に効果がある。また DRAM は何もしなければ、データが消える。これはセルの電
荷が PN ジャンクションやトランジスタのチャネルを通じてリークするからである。そのた
めデータの電荷量を戻すリフレッシュ作業が必要で、スタンバイモードの消費電流を減少
させる難易度も高い。 
動作電流に関しては、内部電圧を下げて、減少させることが王道である。表2-1に各種DRAM
の仕様をまとめたが、外部電圧は順次下がっている。また内部で降圧して、外部電圧以上
に下げて、さらに動作電流を減らした報告もある[24,25]。内部もすべてのエリアの電位を
下げるのではなく、メモリアレイのみのように一部を降圧するだけでも省電力化の効果は
ある。特に消費電流の多いメモリアレイの電位を下げると、内部電圧に依存してデバイス
の消費電流も下がる。 
内部電源を降圧させる回路は、図 2-4 のようにフィードバック回路が主である。内部電圧と
基準電位を比較して、内部電圧を一定になるようにフィードバックする。フィードバック
回路を設計する時の注意点は、発振しないように十分な位相余裕を持たせることである。
そのため内部電源にはキャパシタを設け、フィードバックの位相余裕を広くするようにす
る。内部電源の消費電流が大きくなると、消費電流に合った容量の大きいキャパシタが必
要になる。ネットワーク機器に用いられる TCAM 等は消費電流が大きく、消費電力にあう
キャパシタは内部に持つことは困難である。デバイスの内部のほとんどがキャパシタにな
るような構成になる。消費電力が大きいデバイスで内部電源を降圧させるために、デバイ
スの外部に大きなキャパシタを持たせ、位相余裕を確保する方法も存在する。機械のコン
トロールなど消費電力の大きいパワーデバイスで採用されている。これは動作周波数が遅
Density
Random
Cycle
Bit Cost
DRAM Good ~50ns Excellent
SRAM Poor ~5ns Poor
RL DRAM Middle ~15ns Middle
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いため、外部に設けたキャパシタでも対応できるためである。ネットワーク機器のように
100MHz 以上で動作するデバイスに、外部キャパシタを設け位相余裕を大きくすることは
できない。パッケージのインダクタンス、インピーダンスが電源補償を妨げ、位相余裕を
確保できない。 
またトランジスタの閾値が大きいと、低い電圧ではトランジスタがオンしなくなる。その
ため低電圧で動作させるためには、トランジスタの閾値を下げる必要がある。しかしトラ
ンジスタの閾値を下げ過ぎると、トランジスタのオフリークが大きくなり、スタンバイ時
の電流が大きくなる。動作電流もオフリークの電流が加算されるので、電源を下げたこと
によるメリットとオフリーク増大のデメリットのバランスをとってプロセス設計、回路設
計をする必要がある。簡単に電圧を下げれば、消費電力が下がるという簡単な計算では消
費電力を下げられない。動作の不安定だけではなく、ソフトエラーレートも増えるため、
デバイスの動作信頼性を落とすことも考慮する必要がある[26]。 
 
 
図 2-4 内部降圧回路 
 
その他動作電流削減に関しては、メモリ単体で下げる研究は、配線長が長く、容量の大き
いデータ線の振幅を絞る、もしくは電流センスにする。ビット線のプリチャージレベルを
1/2 電圧にすることで、ビット線の充放電流を半分する等々である。しかし最近は動作電流
削減に関する研究はほとんど報告されていない。しかしシステムレベルで考えた時に削減
する方法があることを３章で述べる。 
ネットワークで使用されるパケットバッファでは、通常階層構造を取らない。キャッシュ
システムのように使用頻度の高いデータが存在しないからである。またミスした時のワー
ストケースで考える必要があり、階層化するメリットがない。したがってパケットバッフ
ァはスタンバイ状態よりも動作状態が多く、動作電流を減少させる必要がある。ただし複
数個のデバイスを用いた場合、残りはスタンバイ状態になることがある。その場合はスタ
On/Off
内部電圧
外部電源
基準電位
Vshift
差動Amp
+
-
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ンバイ状態の電流も重要である。 
デバイス間の情報伝達のための電力も無視できない。例えばデバイス間を接続している配
線容量とデバイスの入力容量を合計すると 30pF 程度になる。10Gbp/s で転送すると、0.2ns
で充放電を繰り返す。振幅が 0.5V と仮定すると、300mA になる。高速 DRAM では世代ご
とにインターフェースの電位を下げ、振幅を絞ることを仕様としてきた。消費電流を下げ
るためである。省電力なシステムを構築する場合、デバイス間のデータ転送をできるだけ
少なくする必要がある。 
表 2-2 の各種 DRAM 比較は、JEDEC で標準化されている。すべてデータ転送の高速化を
目的とした標準化である。唯一違うのは電源電圧が下がることによって消費電力が減少す
ることである。CAS レーテンシーの CLK 数が増えるのは、内部パイプラインの段数を増や
し、動作周波数を上げることができる。Data Strobe は、ソースシンクロナスにすることで、
デバイス間を転送する信号線のフライングタイムを補償する。オンダイターミネーション
は、デバイス内部でターミネーションすることで、信号線の反射をなくし、の波形が乱れ
るのを抑え、インターフェースの高速化になる。パッケージの変更は入力容量を下げ、ピ
ンのインダクタンスを下げる。そのため同時スイッチングノイズ（Simultaneously 
Switching Noise）を減少させ、ピン間スキューを減少させる。DLL はプロセスばらつき、
電圧と温度変動を補償する機能があり、インターフェースのマージンを上げる。以上のよ
うに動作周波数向上の仕様が検討され、省電力化に向けての標準化はされていない。  
 
表 2-2 各種 DRAM 比較 
 
 
2.5 結言 
コンピューティングシステムに使用される高速メモリでは必須の技術であるプリフェッチ
回路を提案した。メモリアレイの高速化を必要としないため、チップ面積が大きいメモリ
アレイの変更を必要としない。そのためチップエリアペナルティは非常に少なく、チップ
サイズの小さい高速メモリを実現できる。プリフェッチのビット数を増やし、現在でもメ
SDR DDR DDR2 DDR3 コメント
電圧[V] 3.3 2.5 1.8 1.5 世代ごとに下がる
データ転送レート[Mbps] 66～167 200～400 400～800 800～1600 世代ごとに倍
CAS Latency 2,3 2,2.5,3 3,4,5 5,6,7,8,9,10 世代ごとに増加
Interface LV-TTL SSTL_2 SSTL_18 SSTL_15 DDRから小振幅
Prefetch bit width 1bit 2bits 4bits 8bits 世代ごとに倍
Data Strobe サポートなし Single Differential ← DDRからサポート
On Die Termination サポートなし ← サポート ← DDR2からサポート
DQ Calibration サポートなし ← OCD Cal. ZQ Calib OCDはほとんど使われず
Package TSOP ← FBGA ←
DLL なし 搭載 ← ← DDRから搭載
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モリの高速化のために使用されている技術で、高速 DRAM の動作周波数向上に寄与してい
る。 
今後の課題は、コンピューティングシステム以外のアプリケーションでも高速化と省電力
化したメモリを研究開発することである。高速 DRAM はネットワークで使用されるメモリ
としてはシステム性能を向上できていない。デバイスを含めシステムトータルでシステム
の性能向上、省電力化を検討する必要がある。 
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第３章 パケットバッファの省電力化 
 
3.1 諸言 
第１章で述べたように、検索エンジンの次に消費電力が大きいのは、パケットバッファで
ある。特に回線速度が高いコアールータではパケットバッファの消費電力が大きい。また
ネットワークの高速化に伴い、パケットバッファの容量も増えている。これはパケットバ
ッファの消費電力を増加させる。この章ではパケットバッファに求められる性能である、
1)回線にマッチした大容量のバッファ、2)ランダムサイクルが短くショートパケットでもパ
ケットロスをしない、3)フローベースネットワークに対応するため多量キューをサポートす
る。これら３つの性能を実現し、かつ省電力化を実現する方法を述べる。第２章で述べた
ようにパケットバッファに求められる機能を考慮し、単なる回路技術による高速なメモリ
を提供するのではなく、システムレベルでのソリューションを研究した。特殊なメモリを
使用することなく、汎用メモリでシステムを構築できるため、安価なシステムを実現でき
る。 
 
3.2 パケットバッファ研究の背景 
ルータ、スイッチの性能を向上させるために、パケットバッファに求められる性能も向上
している。１つはバッファサイズの大容量化、２つめは短いランダムサイクルでのデータ
の読み書き。そして３つめは図 3-１に示すように多量キューのサポートである[27]。アプリ
ケーション毎、フロー毎[28]に優先順位を付けるために、多量キューのサポートが必要とな
る。ルータは基本的には FIFO と同じで、入力されたデータを、入力された順番で出力す
る。キューは優先されるパケットデータを先に出力するために必要な機能である。現在は
Open Flow のようなフローベースシステムが求められており、キュー数も数万以上を求め
られている。大容量、ランダムサイクル性能、多量キューの３項目がシステムレベルから
パケットバッファに求める性能である。これらの性能を落とさず、省電力化を行う必要が
ある。 
またコンピューティングシステムのメインメモリのようなメモリ動作と異なるのは、読み
書きされるデータサイズが多種であることと、読み書きを途中で止められないことである。
パケットサイズは多種なデータが転送される。そのためパケットバッファにも多種なデー
タサイズが書き込まれ、読み出される。ルータなどのネットワーク機器に送信されるデー
タは、基本的には止めることはできない。ルータにデータが貯まり、溢れだしそうになる
と停止信号を送付できるが、停止されるまではバッファで耐える必要がある。 
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図 3-1 キューのサポート 
 
１つめの要求性能であるパケットバッファのサイズは、C x RTT になる。C はラインレー
ト、RTT はネットワークの往復にかかる時間である。TCP の輻輳制御方式において、ルー
タの性能を落とさないために必要な容量である[29,30]。インターネットでは RTT は約
250ms である。例えば 20Gbps のシステムでは、20Gbps x 250ms = 5Gb となり、5Gb の
容量をもったメモリがパケットバッファとして必要となる。すなわちラインレートが高速
になるに従い、大容量のパケットバッファが必要となる。ラインレートが高速であるコア
ールータのパケットバッファサイズが大きい理由である。 
パケットバッファの容量が、ラインレートに比例して大きくなる理由は、TCP/IP のプロト
コルが原因である。輻輳が発生し、同時にルータへのデータ入力が減少しても、ルータの
出力レートを保つためである。Appenzeller らは、同時に輻輳は発生しないので、統計的計
算からパケットバッファのサイズは小さくできると報告[29]した。しかし産業界では C x 
RTT の転送レートに比例した大容量のパケットバッファを備えるのが一般的なルータの構
成である。そのため今回の研究も C x RTT を満足するバッファ容量をターゲットとした。
統計学的にはパケットバッファのサイズが小さくても問題ないが、実トラヒックでの実績
がない。 
２つめの要求であるショートランダムサイクルについて考察する。大容量のメモリを、低
価格で構築するために、通常は DRAM が用いられる。ビット価格が RLDRAM、SRAM に
比べて安いためである。しかしながら DRAM はランダムサイクルが遅いという問題点があ
る。ランダムサイクルとは、メモリへのアクセスを実行し、次のコマンドを入力できるま
での時間である。DRAM は行アドレスと列アドレスを個別に入力できるアドレスマルチプ
レクサを採用している。この場合は、行アドレスを入力できる間隔がランダムサイクルに
なる。ネットワーク用のメモリはデータを止めることができないため、ワーストケースで
WEB Accesses,
E-mails,
Data (EX. P2P)
Movie, Music
Voice
4 Queues
Higher Priority
Lower
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の時間でシステム設計する必要がある。キャッシュシステムのようにヒットすれば早いが、
ミスすれば遅くなる。遅くなってもウエイトできないので、遅い時にパケットロスがしな
いようにする必要がある。したがって読み出しが遅い時、すなわちワーストケースが大切
になる。メモリの場合、連続してアクセスできる時間はランダムサイクルになる。読みだ
した後、次にアドレスの条件などなくてもアクセスできる時間である。転送速度が高速で
もランダムサイクルが遅いと性能が向上しない。 
ネットワーク機器ではランダムサイクルが短いことが求められる。DRAM では２つめのパ
ケットバッファへの要求である短いパケットを高速で読み書きすることに対応できない。
インターネットフレームの最小バイト数は 64B で、フレーム間に SFD、プリアンブルとフ
レーム間ギャップの合計が 20B。したがって 64B+20B=84B が最小間隔になる。例えば、
20Gbps のシステムでは、84x8/20G=33.6ns 毎にフレームが到着することになる。20Gbps
のシステム性能を実現するためにはパケットバッファとしては 33.6ns 毎に書き込みと読み
出しを実行する必要がある。DRAM のランダムサイクルの性能は約 50ns で、20Gbps のシ
ステムを構築するためには大きなギャップがある。 
 
3.3 DRAM/SRAM ハイブリッド方式パケットバッファ 
ネットワークの高速化に伴い、DRAM のランダムサイクルと短いパケットを読み書きする
時間のギャップは益々広がっている。このギャップを埋めるために、図 3-2 に示すようにラ
ンダムサイクルが短い SRAM と大容量化が容易な DRAM の２種類のメモリを用いたハイ
ブリッドタイプのシステムが Iyer らや Mutter らによって提案された[31-37]。コンピュー
ティングシステムのキャッシュ構成同様、小規模の高速 SRAM と低速の大容量 DRAM で
構築する。大容量 DRAM は、第２章で述べたようにランダムサイクルは長いが、転送速度
は速く、長いパケットを書きこむのには適している。例えば 64B を読み書きする時間も
256B を読み書きする時間もほとんど変わらないことになる。一度に転送するデータ量が大
きいほど転送効率が良くなる。ただし転送するブロックが大きくするほど、性能が向上す
るわけでもない。大きなブロックを書き込んでいる最中に読み出しができないためである。
書き込んでいる間は、読み出しを待たせる必要があり、パケットバッファとしてのレーテ
ンシーが伸びる。ブロックサイズはターゲットとする性能を考慮しながらバランスよく設
定する必要がある。 
ネットワークのバッファ向けに提案されたハイブリッド方式は一度高速 SRAM でデータを
貯めて、SRAM 上でパケットデータを固める。そうすることで見掛け上長いパケットを作
成し、DRAM のページモードを用いて一度に書きこむ手法である。パケットバッファから
データを読みだす時も同様で、高速 SRAM に一度に連続したパケットデータを読みだして、
高速 SRAM から順次、送り出す。このハイブリッド方式は、高速かつ大容量なパケットバ
ッファを構築するためには非常に有効である。 
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ハイブリッド方式は、高速 SRAM と大容量 DRAM でシステム構築されており、構成だけ
みると、コンピューティングシステムのキャッシュと同じである。しかしキャッシュ構成
は、通常高速 SRAM にアクセスし、キャッシュミスした時に大容量 DRAM にアクセスす
る。これはコンピューティングシステムのウエイトできるという特性を利用しているが、
ネットワークでは入力されるデータをウエイトできない。したがってコンピューティング
システムのキャッシュの制御とは全く違う制御が必要である。データを止めずに書き込む、
読み出すような制御である。 
大容量DRAMにデータを保存するため、パケットバッファに求められる３つの機能のうち、
大容量は実現している。また外部からは高速SRAMにデータの読み書きをする。高速SRAM
のランダムサイクルは短いので、ハイブリッドシステムはランダムサイクルも短い。すな
わち２つめのランダムサイクルが短く、パケットロスをしないという２つのめ機能も満足
している。 
 
 
 
図 3-2 ハイブリッドシステム 
 
このハイブリッド方法の問題は、最後の多量キューのサポートである。提案されているハ
イブリッド方式は、一度に書き込み、一度に読み出すため順番を変えることができないこ
とである。そのため高速 SRAM ではキュー毎に並べる必要がある。キュー毎に並べて、同
じキューに並んだブロック単位で大容量 DRAM にデータを転送する。これは SRAM から
DRAM への転送の制御を複雑にする。 
ネットワークの公平さを維持するため、もしくは Open Flow のようなフローベースのシス
テムを構築する場合、キュー数が多くなる。しかし提案されているハイブリッドシステム
で、多量キューをサポートすると、高速 SRAM の規模が大きくなってしまう。どのような
データの入力、出力が発生しても溢れることがないように SRAM の容量を設定する必要が
ある。 
パケットロスをしないというポリシーで高速 SRAM と大容量 DRAM のハイブリッドシス
#0
#1
#2
#3
大容量DRAM
キュー
高速SRAM 高速SRAM
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テムを扱うと、ワーストケースは、すべてのキューに均等に入力、出力する時である。こ
こでもウエイトできないシステムであるネットワーク機器はワーストケースで検討する必
要がある。図 3-3 はワーストケースのデータ入力を記載している。縦方向が各キューで、横
方向がメモリの深さを、○がデータを示している。順次指定されたキュー番号にデータが
保持され、ブロックで大容量 DRAM にデータが転送される。図 3-3 ではキュー数を 16、４
回書き込まれる時間で転送を行い、転送できるデータ量は最大で４という前提で記載して
いる。実際は大容量 DRAM のランダムサイクルと書き込まれるスピードに依存する。赤枠
が大容量 DRAM へ転送するデータである。時間ごとのデータの変化を示し、時間経過は４
ブロックが書き込まれた時間である。高速 SRAM のデータは 32B 単位で読み書き、大容量
DRAM への転送は 256B 単位。実際の高速 SRAM と大容量 DRAM の速度を考慮しても４
回毎か 8 回毎になり、図 3-3 の動作は実動作に近い。 
大容量 DRAM に転送されるデータは、転送を始めるときに一番データが溜まっているデー
タである。溜まっていないデータを転送すると SRAM の深さが深くなる。図 3-3 の①では、
赤枠で囲んだキュー番号で一番データが溜まっているので、このデータを転送する。この
データが転送している間に４ブロックのデータが書き込まれる。書き込まれた時の状態が
②である。データが転送され、データが溜まっていないキューを避けるようにしかも均等
に書き込まれるのがワーストケースである。したがって②のような状態になる。この時の
最大データ保持しているキューが、赤枠のキュー番号である。このデータが大容量 DRAM
に転送される。先ほど同様、転送されている間に書き込まれるデータは、転送されデータ
が少なくなっているキューを避けるように、しかも均等に書き込まれる。後は同様な動作
を③→④→⑤…と続く。ワーストケースでの高速 SRAM の容量は下記のように計算できる。
Q がキュー数、b は大容量 DRAM への転送ブロックサイズ、図 3-3 では４とした値である。 
 
)ln3( QQbSRAM のサイズ高速   
 
この式より、バッファのサイズはキュー数と転送ブロック単位(b)によって決まる。 
この式から解ることは、高速 SRAM のサイズは、キュー数の Q x lnQ に比例するため、多
量キューでは高速 SRAM の容量が大きくなり、この方式は使えないことを意味する。また
高速 SRAM が大きくなると、大容量 DRAM に転送する前に、高速 SRAM から読みだすパ
ケットも増える。これは高速 SRAM から大容量 DRAM への転送性能を劣化させる。その
ためマージンを持った転送速度が必要となる。すなわち転送ブロック単位(b)を増やす必要
がある。転送ブロック単位を大きくすると、高速 SRAM のサイズを益々大きくする必要が
あり、悪循環を繰り返す。 
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図 3-3 高速 SRAM の容量 
 
高速 SRAM の容量を減少させるために先読み（Look ahead）方式[31,32]が報告されてい
る。将来的に書き込まれるデータを計算して、転送するデータを決める。将来どのデータ
が書き込まれるかは、外部からデータが入力されるまで不明である。そのため先読みを実
現させるために、実際に高速 SRAM に書き込むまで、FIFO でデータを保持する。実際に
SRAM に書き込むまでの時間を遅らせる。こうすることで見かけ上先読みが成立する。 
図 3-3 の①で、一番データが溜まっている赤枠のキュー番号のデータを転送したが、このキ
ューには将来データが書き込まれないので、将来書き込まれる５番目のキュー番号のデー
タを先に転送する。先読み方式は高速 SRAM のサイズを小さくできる。図 3-3 のようなワ
ーストケースがなくなるからである。キュー数と高速 SRAM の容量の関係は以下の式で表
わされる。 
高速 SRAM のサイズ=Q(b-1) 
ここで Q は先ほどと同じキュー数、b は SRAM と DRAM 間を転送するデータのブロック
サイズである。先読み方式を採用しない時は Q x logQ に比例したが、先読みを採用すると
Q に比例するようになる。深さ方向も転送するブロックサイズだけしか必要としない。こ
れ以上縮小することは、キュー毎にデータを固める必要があるため、不可能であると考え
られる。 
① ② ③ ④
⑤ ⑥ ⑦ ⑧
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実際に高速 SRAM のサイズを見積もってみる。高速に動作させるためには、ブロックサイ
ズを大きくする必要がある。標準 DRAM のランダムサイクルは約 50ns、これにデータ転
送の時間が加わるので約60nsはブロックのデータ転送に必要である。パケットバッファは、
書き込みと読み出しを行う必要があるため、２倍の速度が必要である。例えば 20Gbps の転
送速度では、 
20Gbps x 60ns x 2 ÷ 8 = 300B 
これが DRAM に転送するブロックのサイズとなる。 
例えばキュー数が 1M の場合、高速 SRAM のサイズが 2.4Gb になる。高速 SRAM が小容
量と言えなくなる。小容量の高速 SRAM と大容量の DRAM でハイブリッドを構築し、低
価格なシステムを実現するという前提が崩れる。高速 SRAM だけでパケットバッファを構
築できる容量である。 
また先読み方式を実現するために、FIFO でデータを待たせるが、キュー数が増加すると、
FIFO の容量も大きくなる。 
FIFO の容量=Q(b-1)+1 
高速 SRAM のサイズを見積もった時と同様の仮定で FIFO の容量を計算すると、2.4Gb と
なり、大容量な FIFO となる。また 20Gbp/s で入力しても最大に FIFO が伸びると FIFO
を抜けるのに 1.2s 必要である。これはレーテンシーが延びることを意味し、転送するブロ
ックを選択するための回路も複雑になる。これはシステム全体でのレーテンシーを伸ばす
ことなる。ルータとして許容できる 300ms というレーテンシーをオーバーしている。 
以上のように、この提案されているハイブリッド方式は、パケットバッファに求められる
性能のうち、多量キューをサポートすると、大容量な高速 SRAM が必要となる。大容量
SRAM の容量を減少させる先読み(Look ahead)方式を採用しても、高速 SRAM のサイズは
減少するものの大容量 DRAM 相当の容量が必要である。またレーテンシーが装置の許容を
オーバーする。これは高速 SRAM だけでシステムを構築することと同意で、提案されてい
るハイブリッド方式では多量キューをサポートできないことを意味する。 
次章で汎用メモリを用いたメモリ制御で、パケットバッファに求められる性能を達成し、
省電力なパケットロスのない帯域保証型大容量バッファを提案する。また汎用メモリのみ
でシステムを構築できるため、安価でシステムを構築できる。 
 
3.4 帯域保証する高機能メモリコントローラ 
新たに提案する多量キューに対応可能な省電力帯域保証型のメモリコントローラの概念図
を図 3-4 に示す。すべてのデータを大容量 DRAM に記憶させるのではなく、一部を高速
SRAM に記憶させ、残りを大容量 DRAM に記憶させる。パケットデータの振り分けを高機
能メモリコントロールで処理する。大容量 DRAM と高速 SRAM に同時にアクセス可能で
あるため、転送速度が向上する。従来のハイブリッド方式に比べ、大容量 DRAM と高速
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SRAM 間のデータの転送がなく、省電力化されている。２章に記載したが、デバイス間の
データ転送の消費電力は無視できない。そのためデバイス間のデータ転送はできるだけ少
なくする、もしくは転送するデータ量を少なくすることが省電力化には有効である。提案
するハイブリッド方式は、高機能メモリコントローラがキーである。 
 
 
図 3-4 メモリコントローラの概念 
 
今回提案する SRAM/DRAM のハイブリッドアーキテクチャは、図 3-5 にタイミングを示す
ようにパケットデータの最初の部分は高速 SRAM に書き込み、残りのデータを DRAM に
書き込む方式である。図 3-5 では４CLK 分書き込まれた後のデータは DRAM に書き込む
ケースである。図 3-5 の上段は a0-a4 のように 5CLK のデータを書き込む時のタイミング
を示している。パケットデータ 4CLK 分の a0-a3 は高速 SRAM である QDR II SRAM に、
残りの a4 は大容量 DRAM である DDR2 DRAM に書き込まれる。DRAM はランダムサイ
クルが遅く、CLK 毎に書き込むことはできない。しかし次に到着するパケットデータ b0-b3
は QDR II SRAM に書き込まれるので、DDR2 DRAM にはアクセスされない。したがって
次に到着したパケットデータが SRAM に書き込まれている時間を利用して DRAM への書
き込みが可能となる。高速 SRAM と大容量 DRAM の両方にアクセスされているメリット
である。大容量 DRAM の遅いランダムサイクルを隠すことができる。 
図 3-5 の下段は、パケットサイズが長い場合の動作を記載している。パケットサイズが長い
場合も短い場合同様の動作で、最初のデータは SRAM に書き込む。その後一定のデータ毎
に DRAM に書き込む。データが長いので、大容量 DRAM が得意とする高速転送を利用で
きる。最後の端数データは、短いときと同様に次に到着したデータが SRAM に書き込まれ
ている時間に DRAM に書き込む。動作としては、パケットサイズに関係なく、同じ動作で
書き込みができる。これは制御回路をシンプルにすることが可能で、開発時の時間短縮、
制御回路によるコストアップを抑えることができる。 
読みだす時も、同様に書き込んだ順番で読みだされる。パケット長が短く SRAM にしかデ
ータが保存されていない場合は、SRAM にしかアクセスしない。パケットサイズが長く、
SRAM と DRAM の両方にデータがまたがっている場合は、図 3-6 に示すように SRAM と
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DRAM の両方にアクセスしてパケットデータを読み出す。パケット読み出しコマンドが外
部から入力されると、SRAM と DRAM に同時に読み出し命令を発行する。DRAM に比べ
て高速 SRAM の方がレーテンシーは短いので、最初は高速 SRAM からデータが戻ってく
る。レーテンシーのパケットデータの最初は高速 SRAM から読まれ、その後レーテンシー
の長い大容量 DRAM からのデータが繋がって出力される。最初レーテンシーの短い高速
SRAM からデータが読まれるので、システムとしてのレーテンシーも短くなる。大容量
DRAM のランダムサイクルは長いが、書き込み同様、高速 SRAM にアクセスしている間に、
大容量 DRAM にアクセスできる。そのためランダムサイクルが長くても、外部からはラン
ダムサイクルが短い時と同様な動作になる。すなわちパケットロスがない帯域保証型のシ
ステムを実現できる。 
書き込みと読み出しを分離して動作説明を述べたが、二つの動作を交互に行う。一定期間
読み出しであれば、その後書き込みである。したがって読み出し中は書き込みができない
ので、パケットデータを待たせる必要がある。これは読み出しも同じで、書き込み中は読
み出しができないので、読み出しコマンドをすぐに実行できない。メモリへの読み出しコ
マンドの入力が遅れるので、外部から見るとレーテンシーが伸びる。読み出しのタイムス
ロット中ですぐに読み出しコマンドをメモリに入力でき、短いレーテンシーで出力できる
場合も、ワーストケースに合わせる必要がある。高機能メモリコントローラでパケットデ
ータを一時保持しレーテンシーを合わせる。高速 DRAM の仕様が、書き込みと読み出しを
1 対 1 で行うようなパケットバッファに合わせた仕様になっていないための工夫である。
QDR II SRAM のように、書き込みと読み出しをほぼ同時に行え、ギャップが発生しない仕
様では不要な制御になる。 
今回提案するハイブリッドシステムでは、書き込まれたデータは、すぐに高速 SRAM と大
容量 DRAM に書き込まれる。データを待たせることがないので、待たせているデータから
読みだすような、バイパス処理は不要である。イリーガルな動作が発生しないため、コン
トロールがシンプルになり、イリーガル処理をプラスアルファ処理するために性能にマー
ジンを持たせるようなことも必要ない。 
上記述べたように今回提案する方法は様々なサイズで到着するパケットサイズに対して、
高速でデータをバッファすることが可能である。またキュー毎に並べ替える必要がないの
で、SRAM のサイズがキュー数に依存しない。転送するデータを選択するような複雑な制
御回路も不要、イリーガル動作に対応するための制御回路も不要で、シンプルな構成にな
る。これは安価であり、不具合発生確率を小さくできる。 
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図 3-5 データフロー（書き込み） 
 
 
図 3-6 データフロー（読み出し） 
 
高機能メモリコントローラによる SRAM/DRAM へのデータの振り分け方は、システムに接
続されるメモリ構成とターゲット性能で変わる。図 3-7 のように大容量 DRAM として
DDR2 DRAM を使用し、128b のコモン IO で接続する。高速 SRAM として QDR II SRAM
を使用し、72b のセパレート IO で接続するシステムを想定する。この構成は通常の ASIC
や FPGA に接続可能なメモリ構成である。 
2013 年現在で、一般的に販売されている DRAM は 4Gb である[38,39]。そのため図 3-7 は、
最大容量は 16GB まで搭載可能である。ただし高速 SRAM は 144Mb が最大容量であり、
システムでも最大容量は 288Mb=36MB である。3.6 章で詳細は述べるが、メモリのアドレ
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スを発生させるメモリコントローラ回路もメモリのリソースを必要とする。外部メモリを
増やす場合は、メモリコントローラのメモリ容量も考慮する必要がある。 
図 3-7 は、高機能メモリコントローラを実証するために今回試作した構成でもある。メモリ
コントローラで、データの振り分けと、メモリのアドレスを発行する。 
 
 
 
図 3-7 システム構成 
 
図 3-7 のメモリ構成の時の転送速度とパケットサイズの関係が図 3-8 になる。縦軸の転送速
度はルータやスイッチに到達する回線速度である。緑色の線が 72 ビットセパレート I/O、
すなわち 144 本の I/O 接続の QDR II SRAM の転送速度である。パケットバッファのよう
に書き込みと読み出しが同時に発生するアプリケーションでは、QDR のようなセパレート
IO で、書き込み、読み出しがほぼパラレルで動作できるメモリの方が効率的である。コモ
ン IO の場合、読み出しから書き込みに動作が変化する時にギャップを入れる必要があるた
めである。コンピューティングシステムのメインメモリは、書き込み動作が１に対して読
み出し動作が４であると言われている。書き込みと読み出しの比率が偏っている場合は、
コモン IOの方がメリットは大きくなる。使用していない IOの期間が減少するからである。
そのため DRAM はコモン IO の仕様が一般的である。図 3-8 の黒色の線は 128 ビットコモ
ン I/O の DDR2 DRAM の転送速度である。 
メモリへはプリアンブルなどの 20B は書き込まれないため、ルータに到着したデータの転
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送速度より図 3-8 の転送速度は若干向上する。例えば 64B のパケットサイズは 20B のプリ
アンブル、パケット間ギャップ等を含んで 84B の時間で到着する。20Gbps のシステムの
場合、 
84Bx8b÷20Gbps=33.6ns 
33.6ns の間に 64B のデータを読み書きできれば 20Gbps の性能となる。20B のギャップが
ない場合は 
64Bx8b÷20Gbps=25.6ns 
約 30%転送速度が速くなる。パケットサイズが大きい場合、例えば 1500B の場合は、 
1520Bx8b÷20Gbps=608ns と 1500Bx8b÷20Gbps=600ns 
になり、転送速度の差は 1.3%である。 
QDR II SRAM の転送速度がパケットサイズの増加とともに若干下がるのは、このプリアン
ブル等の影響がパケットサイズの増大とともに薄れるためである。 
QDR II SRAM のような高速 SRAM はサイクルタイムが短く、短いデータでも高速に読み
書きができる。そのためパケットサイズが小さい時でも転送速度が速く、逆にパケットサ
イズが大きくなっても転送速度は変わらない。QDR II SRAM の最小バースト長は 2 ビット
である。バースト長は同期型高速メモリには必須の技術である。内部メモリアレイへの読
み書きが遅くても、外部インターフェースの周波数を上げることができるためである。第
２章で述べたプリフェッチ機能である。DRAM よりも SRAM の方がメモリアレイのランダ
ムサイクルが短いため、バースト長は２である。DDR2 DRAM では４ビットプリフェッチ
であるため、バースト長は４が最小である。 
QDR II SRAM の I/O は 72 ビット、このうち 8 ビットは信頼性向上のための ECC に使用
するため、データとしては 64 ビットである。64b x 2b ÷ 8 = 16 バイト。したがって 16
バイト毎に転送速度のピークが現れる。図 3-8 で QDR II SRAM の性能がのこぎり型にな
っている理由である。  
DDR2 DRAM においてパケット長が増加するに従い転送速度が向上するのは、3.1 章で述
べたランダムサイクルが影響している。例えばパケットサイズが 64 バイトのデータを読み
書きする時間と 128 バイトのデータを読み書きする時間は、ランダムサイクルがボトルネ
ックになって、ほぼ同じになる。したがって 64 バイトに比べて 128 バイトの転送速度は、
約２倍となる。パケットサイズが 128 バイトの後、一度転送速度が低下するのは、QDR II 
SRAM 同様、同期型 DRAM 特有のバーストモードが使われるためである。DDR2 DRAM
のバーストモードは 4 ビットであるので、128 IO x 4b÷8b = 64 バイト毎に読み書きする
ことになる。したがって 129B の読み書きでは無駄が生じ、転送速度が低下する。 
DDR2 DRAM のみでシステムを構成した場合、64B のような短いパケットが入力された時
には約 8Gbps しか速度が出ないことを図 3-8 は示している。DDR3 DRAM、DDR4 DRAM
が開発され、転送速度は向上している。２章で述べたようにプリフェッチのビット数を増
やし、インターフェース部の高速化を達成している。しかしパケットバッファの性能向上
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に必要なランダムサイクルはほとんど向上していない。表 3-1 は各世代の転送速度とランダ
ムサイクルタイムをまとめたものである。これは標準 DRAM だけ用いてパケットバッファ
を構築すると、転送速度が非常に遅く、性能が出ないことを示している。 
高速 DRAM でもルータにおけるパケットバッファの性能を向上させる方法として、最少パ
ケットサイズを大きくすることが考えられる。データが大きくなると、高速でデータが転
送できるからである。高速 DRAM の転送速度で、パケットバッファを動作させることがで
きる。しかし IT ネットワークではパケットサイズを大きくできない。動画データが増加し、
パケットサイズが大きいパケットも増えている。しかしトランスポート層のコネクション
設定のように通信を確保するプロトコルでは、コネクション設定要求、コネクション設定
確認等が必要である。確認するだけのプロトコルであるためパケットサイズは小さい。大
きくすると、無駄なデータが追加され、トラヒックが無駄になる。ネットワーク全体でみ
ると、パケットバッファのためにパケットの最小サイズを大きくすることは無駄である。
パケットサイズが小さい時、大きい時と各種サイズで対応できるパケットバッファを考え
る必要がある。 
 
表 3-1 各種 DRAM 比較 
 
 DDR2 DRAM DDR3 DRAM DDR4 DRAM 
転送速度 400～800Mbps 800～1600Mbps 1600Mbps～ 
プリフェッチ数 2 ビット 4 ビット 8 ビット 
ランダムサイクル ～60ns ～50ns ～50ns 
 
試作するメモリコントローラのターゲット性能は 20Gbp/s である。図 3-8 の結果から本論
文の SRAM/DRAM ハイブリッドアーキテクチャにおける DRAM に転送するデータのサイ
ズを 320B にセットした。192B でも 20Gbp/s の性能を実現できるが、SRAM と DRAM の
セグメントサイズを大きくするためである。セグメントサイズが小さくなると、3.3 章に記
載のアドレスを発生して、メモリをコントロールするリンクリスト(linked List)のサイズが
大きくなる。さらにインターネット上のパケットサイズは、ジャンボフレームを除けば最
長で 1.5kB である。320B を 5 倍すれば 1.5kB をカバーすることができ、メモリコントロ
ーラの制御がシンプルにできる。 
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図 3-7 パケットサイズと転送速度 
 
3.5 ハイブリッドシステム用リンクトリスト 
高機能メモリコントローラを構築するためには、メモリの物理アドレスを発生する必要が
ある。通常のパケットバッファシステムでは環状バッファ(Circular Buffer)、アドレス FIFO
方式かリンクリスト方式が使用される[40]。それぞれの方式の特徴を表すために、必要とす
るリソースをまとめたのが表 3-2 である。キュー数を Q、セグメント数を N、セグメント
のサイズを 64Byte として記載している。したがって保存できるデータ量は 64 x N Byte で
ある。アドレスの発生は、最少パケットが読み書きされる時間以下で発生する必要がある。
アドレスを発生するために、空きアドレスのチェックとそして次のアドレスを用意する動
作が必要であり、読んで、書き込む動作が必要である。したがってパケットバッファより
高速なメモリが必要となる。３方式とも、パケットバッファの２倍の速度のメモリが必要
となる。すなわち高速なメモリを使用することになるため、通常は高価まメモリを使用す
ることになる。このアドレス発生に使用するメモリ容量を減らすことは、システム全体の
コストを下げることになるため、非常に重要である。 
３つの方式のうち、Circular Buffer はキュー毎に環状形のバッファを持つ方式である。使
用するリソースは一番少ない。この方式の問題点はそれぞれのキューの容量が固定される
ことである。通常の動作では、特定のキューのみにデータが溜まることはない。時間等の
外部要因でデータ量が多いキューは変わる。したがってダイナミックにキュー毎のサイズ
を変更する必要がある。多量キューをサポートする場合、Circular Buffer 方式は不適正で
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ある。客にキュー数が少ない時、もしくはキュー機能をサポートしない時は、使用するリ
ソースが少なく Circular Buffer 方式は最適である。 
アドレス FIFO 方式は、各キューに FIFO Buffer を設ける方法である。各キューの容量を
変更することは可能である。すべてのデータが、一つのキューに溜まっても溢れないよう
にするために、それぞれのキューに最大のアドレスを持つ必要がある。これはアドレスを
発生するためのリソース、すなわちメモリを必要とする。そのため３つの方式の中で一番
リソースを使うことになる。高価なメモリリソースを使うアドレス FIFO 方式は、不採用
である。 
リンクリスト方式は、ダイナミックにキューの容量を変更できる。かつアドレス FIFO に
比べて少ないリソースでアドレスを発生できる。そのため今回の高機能メモリコントロー
ルではリンクリストが最適だと判断し、採用した。 
セグメントのサイズは、重要な数字である。内部アドレスを発生する方式を比較する時は、
比較する容量に現れないため関係ない数字である。しかしパケットバッファシステム全体
でリソースを考えるときには、セグメントサイズを大きくする方が、同じリンクリストの
サイズでパケットバッファの容量は大きくなる。しかし大きくするとパケットバッファ本
体に無駄が生じる。セグメントサイズごとしか動作できないため、例えば、セグメントサ
イズが 256B の場合、64B のデータを扱う場合、256-64=192B の無駄なメモリ容量が存在
する。何も書き込まれない空の空間である。SRAM/DRAM ハイブリッド方式のように、大
容量 DRAM を使用する場合、DRAM のセグメントサイズは大きくする方がシステムコス
トを下げることができる。理由はリンクトリストに使用する高価な高速 SRAM に比べて、
大容量 DRAM はビット単価が圧倒的に安価であるためである。安価な DRAM に無駄が生
じても、高価な高速 SRAM で構成されるリンクリストのリソースを減らすことができる。 
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表 3-2 アドレス発生方式比較 
 
図 3-9 に従来のリンクリストで、SRAM/DRAM のハイブリッドメモリシステムのアドレス
を発生させた時の概念を示している。リンクリストは Header Pointer と Tail Pointer にキ
ュー毎の先頭と最後のアドレスを保存し、リンクリストでアドレスを数珠つなぎにする。
読みだす時は、Header Pointer にアクセスし、キューの先頭アドレスを読みだす。このア
ドレスと実際のデータが保存されているパケットバッファのアドレスが対応させる。リン
クリストには、次のアドレスが記載しておく。このようにアドレスを数珠つなぎにする。
読みだした後は、リンクリストに記載していた次のアドレスを Header Pointer に書き戻す。 
書き込むときは空きアドレス管理から、書き込むべきアドレスを読み出し、パケットデー
タを書き込む。同時にキューに対応する Tail Pointer からリンクリストの最後のアドレスを
読みだし、そのアドレスに空きアドレス管理からリリースされたアドレスを書き込み、数
珠つなぎを伸ばす。そのため入力されるデータによって、キュー毎に蓄え可能なデータ量
はダイナミックに延び縮みする。リンクリストはパケットバッファに一致しているため、
SRAM と DRAM のハイブリッド方式では、それぞれのメモリに一致したリンクリストが必
要となる。 
Header/Tail Pointer は、各キューに対して必要であるため、容量は表 3-2 に示しているよ
うに Q x Log2(N)になる。リンクリストはセグメント数の個数必要で、N x Log2(N)となる。
ここで Q は表 3-2 と同じキュー数、N はセグメント数である。例えばセグメントサイズが
320B で 5Gb のパケットバッファを構築すると、セグメント数は 5Gb÷320B÷8b=2M と
なり、リンクリストの容量は 2M x 21 = 41Mb となる[41]。 
大容量のパケットバッファを構築するためには、リンクリストの容量も同様に大きくなる。
そのため SRAM/DRAM ハイブリッドシステム用のリンクリストとして、図 3-8 の下図の構
成を提案する。特徴は、SRAM と DRAM のアドレスを共通にしたことと、SRAM のセグ
 Circular Buf. Address FIFO Linked List 
# Queue Q 
# Segment N 
Data Storage 64Byte x N 
Head Ptr. Q x Log2(N/Q) Q x Log2(N) 
Tail Ptr. Q x Log2(N/Q) Q x Log2(N) 
Substance - Q x N x Log2(N) N x Log2(N) 
Vacant Mem. N x Log2(N/Q) N x Log2(N) 
Total Capacity 
(N + 2xQ) 
x Log2(N/Q) 
(N + 2xQ + QxN) 
x Log2(N) 
(2xN + 2xQ) 
x Log2(N) 
Max. Que. Length N/Q x 64Byte N x 64Byte N x 64Byte 
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メントサイズに比べて、DRAM のセグメントサイズを大きくしたことである。SRAM のセ
グメントサイズは、図 3-7 で示した転送速度から 320B に、DRAM のセグメントサイズは
4 倍の 1.2kB にした。1.5kB のパケットサイズまで、一つのアドレスで対応できる。 
DRAM のセグメントサイズを大きくすると、パケットバッファとして使用する DRAM に
使用されないメモリ空間が多く発生する。320B 以下であれば SRAM しか使用されず、
DRAM にはデータが蓄えられないことになる。アドレスを発行するリンクリストが、SRAM
と DRAM で共通のアドレスしか発行しないためである。DRAM の空間は無駄にはなるが、
高価な SRAM で構成するリンクリストの容量が減少する。結局は、標準 DRAM の価格は、
高速 SRAM に比べビット単価が安いため、システム全体でのコストは下げることが可能と
なる。 
 
 
 
図 3-9 リンクリスト概念 
 
図 3-10 は高機能メモリコントローラのブロック図である。提案したリンクリスト機能を搭
載している。外部から入力されるのはアドレスではなく、キュー番号とパケットデータの
みで、通常のメモリのようなアドレスは入力されない。入力されたパケットデータサイズ
を内部でカウントして、スタックしておく。データが読みだされる時は、スタックしてお
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いたデータを使用して、パケット単位で出力する。読み出しコマンドは一度入力すれば、
パケットのサイズに関わらず出力される。高機能メモリコントローラを制御するネットワ
ークプロセッサは、パケットのサイズを管理する必要がなくなる。今までネットワークプ
ロセッサが管理していたメモリのアドレス管理、パケットサイズ情報、バッファされてい
るパケット数を高機能メモリコントローラに移すことになる。 
 
 
図 3-10 高機能メモリコントローラのブロック図 
 
高機能メモリコントローラを使用したシステムを構築する場合、ネットワークプロセッサ
で管理が必要なのは、キュー番号の割り付けのみである。外部から入力されたデータをキ
ューに振り分ける方法は、多種の提案がある[42,43]。例えば Weighted Fair Queuing [44]、 
Self-Clocked Fair Queuing. [45]が公平性に優れている。しかしこの方式を適応し、パケッ
トごとにキュー番号決定するには、各キューの情報、すなわち各キューに溜まっている情
報が必要である。 
キューの情報を持つことはメモリのリソースが必要である。ネットワークプロセッサが情
報を持つことは可能であるが、高機能メモリコントローラも、データを出力するためにキ
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ュー情報を保持している。FIFO 的に入力されたパケットのサイズを保持しておかないと、
データ出力の制御ができないためである。また制御に使用するため、読み書きを高速で行
う必要がある。コマンドが入力されたときに、SRAM と DRAM のアドレスをすぐに読み出
していないとアクセス時間が遅れる。そのため内蔵メモリに情報を保存する。内蔵メモリ
からの読み出しは、外部メモリへのアクセスに比べて格段に速い。理由は外部メモリのレ
イタンシが遅いことも一因であるが、非同期設計をする必要があることである。外部メモ
リとのデータ転送を高速に行うために、ソースシンクロナス方式を採用している[46]。CLK
とデータを同じ方向に出力することで、ボード遅延をキャンセルする方法である。転送レ
ートを上げることが可能であるメリットがあるが、データを受け取る側では、内部の CLK
とは違う CLK でデータを受け取るため、非同期になる。そのための対策として図 3-10 に
も示しているように FIFO を挿入する必要がある。FIFO を挿入するため、FIFO のレーテ
ンシーが、外部メモリの読み出しレーテンシーに加算されることになる。 
内蔵メモリからキュー情報を読み出すため、図 3-11 に示すように通常のパケットデータよ
り短いレーテンシーで読み出すことが可能である。このキュー情報を使い、ネットワーク
プロセッサ側では、パケットをどのキューに入れるべきか、次はどのキューからデータを
読み出すべきかの判定が可能となり、公平なトラヒック制御ができる。 
 
 
図 3-11 キュー情報の出力 
 
従来のメモリシステムは、アドレスの発生もネットワークプロセッサ側で行っていた。メ
モリ側は、指定されたアドレスに従い、同じデータサイズを読み書きしていた。このよう
なシステムでパケットバッファを高速で行うためには、ランダムサイクルが早く、大容量
な機能が必要である。これは高価なメモリになる。また制御回路をネットワークプロセッ
サに入れるため、チップサイズが大きい高価なネットワークプロセッサが必要となる。今
回の提案はネットワークプロセッサが制御していた部分の一部をメモリ側に持ってきたこ
とになる。この切り口が大切で、すべてをメモリ側に持ってくると、汎用性がなくなる。
例えばキュー管理までメモリ側に持ってくることは可能であるが、コアールータからエッ
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ジルータまですべてを網羅することはできない。それぞれにキュー管理に方法も異なるし、
キュー数も異なる。そのため今回は汎用性も考慮して、キュー管理は含めないアーキテク
チャが最適であると判断した。 
逆に今回の試作したシステムでは高機能メモリコントローラを追加したが、高機能メモリ
コントローラをネットワークプロセッサに搭載することも可能である。同様の性能を得る
ことができる。ネットワークプロセッサは、コストが上昇するが、高機能メモリコントロ
ーラであるデバイスを省略できるメリットがある。 
 
3.6 試作と評価結果 
今回提案した高機能メモリコントローラの実証のために、ネットワークシステムを試作し
た。高機能メモリコントローラの回路を FPGA に搭載し、図 3-6 のメモリ構成のパケット
バッファボードを作成した（図 3-12）。バッファサイズは標準 DRAM を用いて、2GB であ
る。標準のソケットでボードを構築しているので、更なる大容量DRAMのSO-DIMM(Small 
Outline Dual In-line Memory Module)に変更することは可能であるが、3.3 章で述べたリ
ンクリストの容量制限のため、バッファサイズの上限を 2GB としている。しかしターゲッ
トのラインレートが 20Gbp/s であるため、C x RTT のルールは満足する充分な容量を実現
している。 
特殊なメモリを用いず、汎用品のみで構築したため、安価なシステムである。サポートし
ているキュー数は 16k、FPGA の内部メモリを用いてリンクリストは動作させた。FPGA
ではなく、内部メモリのサイズを大きくできる LSI で作成すれば、キュー数を増加させる
ことは可能である。また大容量の外部メモリをコントロールできるように、発生するアド
レスが多いリンクリストも構築できる。 
図 3-12 のようにラインカードにパケットバッファボードを搭載し、アラクサラネットワー
クス社高機能スイッチ AX6300S でシステム評価を実行した。64B から 1.5kB までのパケ
ットサイズのデータを入力して評価した結果が図 3-13である。ラインレートは 20Gbp/sで、
frame check sequence(FCS) エラーが０、すなわちパケットロスがないという良好な結果
が得られた。 
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図 3-12 パケットバッファボード 
 
 
 
図 3-13 システム評価結果 
 
今回構築したシステムの性能は 20Gbp/s である。[47] では 40Gbps のパケットバッファ
を実現しており、速度の観点からは半分の性能にとどまっている。しかしながらこれは、
LSI よりも性能が劣る FPGA によるシステム試作であるためであり、本提案による LSI を
実装すれば、100Gbps の速度も達成可能である。以下にその理由を述べる。図 3-7 に示し
たように、外部メモリのデータ転送速度が律速した。システム性能を例えば 100Gbp/s にす
るためには、最低でも 100Gbp/s の速度で書き込み、同時に 100Gbp/s の速度で読みだす必
要がある。商用の高速 SRAM の速度は IO１本で、約 1Gbp/s/pin が 2013 年最高性能であ
DDR2 DRAM
QDR II SRAM
FPGA
(Intelligent Memory Controller）
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る。1Gbp/s/pin の IO を 200 本、メモリコントローラと接続する必要がある。同様に商用
の高速 DRAM の転送速度は 1.3Gbp/s/pin であり、高速 DRAM との接続も 200 本必要であ
る。FPGA のピン数の制限で、400 本外部メモリに接続することは不可能である。 
本提案のパケットバッファシステムは、外部メモリとの転送速度を上げれば、システム性
能を向上させることができる。ピン数による律速は、貫通ビア技術を用いることで増加さ
せることが可能である[48]。本提案の DRAM/SRAM ハイブリッド手法と、貫通ビアによる
IO 配線の増加で、100Gbp/s 以上の性能を達成することは可能である。 
 
3.7 バッファシステム消費電力見積もり 
今回提案の DRAM/SRAM ハイブリッド方式は、大容量、多量キューのサポート、高速でも
パケットロスを発生させないという高性能でありながら、省電力である。図 3-14 は横軸に
メモリに読み書きするパケットサイズ、縦軸は外部から 20Gbp/s で連続して読み書きした
時の消費電流である。ショートパケットを高速で読み書きできるパケットバッファを実現
するためには、従来はランダムサイクルの短い高速 SRAM でシステムを構築していた。図
3-14 は従来の高速 SRAM だけでシステムを構築した場合と、本提案のハイブリッド方式を
比較している。高速 SRAM のみでパケットバッファを構築した場合、パケットサイズに依
存せず、同じ動作で読み書きすることになる。若干パケットサイズの短い時の方が消費電
流は少なくなるのは、パケットバッファに転送する必要ないパケットとパケットの間のギ
ャップの最中、SRAM は動作しないためである。短いパケットの場合は、パケット間ギャ
ップで SRAM が動作しない割合が増える。そのためパケットサイズの小さい時の方が若干
消費電流は減少する。 
今回提案した DRAM/SRAM ハイブリッド方式では、パケットサイズが 320B までは、
DRAM は動作せず、SRAM だけの動作となる。したがって SRAM だけの動作と同じにな
るが、スタンバイ状態で待機しているメモリ数と種類が異なる。DRAM/SRAM ハイブリッ
ド方式では、32 個の DRAM のみ、それに対して SRAM のみでパケットバッファを構築す
ると、SRAM の容量が小さいので 256 個の SRAM が必要となる。SRAM のスタンバイ電
流の合計が大きくなり、消費電流が多くなる。パケットサイズが 320B 以上では、SRAM
だけではなく、DRAM も動作する。そのため消費電流は増える。320B を 1b でも超すと
DRAM が動作し、128B のデータサイズで読み書きできるが、1b のデータしか読み書きし
ないためである。パケットサイズがさらに増えると、DRAM 特有の動作であるページモー
ドが活用でき、動作電流を減らすことができる。パケットサイズの増加に伴い、消費電流
が下がる。 
従来の高速 SRAM 方式に比べ、消費電流は 20%以下に抑えることが可能である。これは先
端プロセスを使用した SRAM はスタンバイ電流[49]が多く、大容量化することでスタンバ
イ電流が大きくなるためである。 
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図 3-14 では、SRAM だけを用いたメモリシステムと比較した。DRAM だけでパケットバ
ッファを構築すると、本提案と同程度の消費電流になる。しかし DRAM のみのシステムで
は、システム性能が低いため、同じ性能で比較できない。 
 
 
 
図 3-14 消費電流比較 
 
3.8 統計情報 
多量キューによって、メモリ容量が大きくなる部材はパケットバッファだけでなく、統計
情報メモリも同様である。キュー毎の入力されたパケット数、パケットサイズ、エラー数
等を情報として蓄える。そのためキュー増加は統計情報メモリの容量も増加させる。パケ
ット数等は 64 ビットもあれば充分であるので、パケットバッファよりトータルのメモリサ
イズは小さくなる。例えばキュー数が 16k、項目がパケット数、パケットサイズ、エラー数
の３種類であると、16k x 3 x 64b = 3Mb。高速 SRAM のみで十分入る容量である。  
統計情報を読みだすときは、ネットワーク全体のコントロールを変更する時、例えばある
パスのみ混雑しているので、データの流すポートを変更したりする。もしくはネットワー
クが落ちた時に原因を調査するために使用する。したがってパケットバッファのように書
き込みと読み出しが同時には発生しない。データの更新のみである。 
データの更新をするためには、一度データを読みだして、読みだされたデータにパケット
の個数等加算し、再度書き込む必要がある。単なる書き込みではなく、データが往復する。
かつパケット数等の項目ごとにデータの更新が必要である。項目数がある分、パケットバ
ッファより転送速度が要求される。 
統計情報をコントローラ内部に一部保存して、複数回ごとにメモリのデータを更新する手
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法が考えられる。コントローラ内部のメモリ容量は、ロスをしないワーストケースで計算
する必要がある。ワーストケースは図 3-3 同様、均等にパケットが入力されたときである。
図 3-3 との相違点は、パケットデータではキューにたまったすべてのデータを書き込むこと
はできない。しかし統計情報では、２進数で表し、すべてのデータを更新でき、コントロ
ーラ内部の、更新された項目のデータはゼロにすることができる。 
3.3 章同様、メモリの更新回数を b 回に１回、データが n 個たまっている時に更新されるデ
ータ量が n の項目数を na とすると、 
1/)1(  nn abba  
等比数列で表わされる。 
bbbQa nn /}/)1{(
1  
この na の総和は、下記式で表わされる。m は各キューにたまるデータ量となる。 
]}/)1{(1[
/}/)1{(
1
1
m
m
m
k
k
m
bbQS
bbbQS




 
1QSm の時が m の値となり、代入すると 
)}1/(log{/log  bbQm  
M は 2 進数で表示できるので、パケットバッファの時のようにデータ量とは違う。したが
ってメモリのサイズ圧縮でき、サイズは 
バッファサイズ = Qxlog2(log𝑄/ log{
𝑏
𝑏 − 1
}) 
 
この式より、バッファのサイズは項目数と書き戻し頻度(b)によって決まる。 
例えば、項目数が 10k、書き戻し頻度を 8 回に１回にすると、バッファのサイズは 80k と
なる。実際に統計情報を保持するために必要なメモリは  
一項目で必要なメモリサイズ = 64 x Q 
項目数が 10k であれば、640k となる。バッファサイズは 1/8 のサイズとなる。 
この計算の意味するところは、コントローラ内部にメモリを設け、複数回に１回の更新を
する方法は、内部メモリの容量を効率的に使用可能で有効である。 
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さらに有効なのは Smart Memory[50]のように、メモリ側で加算するような機能を設ける
ことである。Smart Memory は汎用メモリではないため、高価になることが懸念されるが、
１度の書き込みで完了するため、書き戻し頻度を小さくできる。内部に設けるバッファの
サイズをさらに圧縮可能である。 
理論上は複数回に１回、データを更新することで統計情報を扱うことは可能である。更新
回数を減らすことで、消費電流も減らすことは可能である。多量キューで統計情報を扱う
安価なシステムを実際に構築することは、今後の課題である。 
 
3.9 結言 
パケットバッファに求められる性能である、C x RTT を満足する大容量、パケットロスを
しない、多量キューをサポートできる DRAM/SRAM ハイブリッド方式を提案した。ハイブ
リッド方式を実現するための高機能メモリコントローラを試作、ハイブリッド方式に対応
したアドレス発生させるリンクリストを提案した。この方法はリンクリストで使用する高
速メモリのリソースを減少させることができる。 
また従来の高速SRAMだけで構築していたシステムよりも消費電流は 20%と大幅に下げる
ことができた。標準メモリのみを用い、高価な SRAM は最小限度の使用としたため、安価
なシステムが構築できる。 
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第 4 章 検索エンジンの省電力化 
 
4.1 諸言 
第１章で述べたように、ルータ内部のデバイスで、一番消費電流が多いのは検索エンジン
である。この章では検索エンジン用デバイスの消費電力を下げるだけではなく、検索エン
ジンデバイスに求められる性能を満たし、かつ省電力化可能な仕様を考察する。現在検索
エンジンに使われているTCAM(Ternary Content Addressable Memory)による電力消費量
が著しく大きいため、TCAM の構造に捉われない検索エンジン LSI を提案し、低消費電力
化を実現する。単なるデバイスの回路工夫より大きく省電力化が可能であることを既存の
報告データと比較して述べる。 
 
4.2 検索エンジンの背景 
宛先検索技術について、最長一致検索(Longest Prefix Match)に係る管理とルーティングテ
ーブルを提供するメモリというそれぞれが独立して処理する方式では、本論文が目的とす
る安定した高いスイッチ能力と省電力性に対して限界を呈する。本論文においては、最長
一致検索からルーティングテーブルまでを包括して管理制御する新しい LSI アーキテクチ
ャを研究し、安定して高いスイッチ能力を有する宛先検索技術を確立する。かつ検索エン
ジンの問題点である消費電力を解決する。 
スマートフォンに代表されるように、ネットワークに接続されるデバイス数が急増し、そ
れに伴いデータを送付するあて先が増えている。このため、ネットワークルータやスイッ
チの検索テーブルが大規模化している。図 4-1 はオレゴン大学が研究用に公開している検索
テーブルのエントリ数[51]である。エントリ数が年々増加していることが解る。図 4-1 から
も明らかなように大容量の検索テーブルに対する要求が大きい。図 4-1 から解ることは、
1M エントリは現在でも必要であるということ。かつ年々増加していることを考慮すると、
1M エントリ以上のテーブルサイズが求められている。 
エントリ数を増やすことは、検索エンジンのテーブルサイズを大きくし、これは消費電力
が増大する。消費電力の大きいデバイスはノイズ源となるため、システム構築の難易度を
上げる。 
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図 4-1 検索テーブルのエントリ数 
 
TCAM は検索能力にすぐれ、グローバルマスク、ローカルマスクなどネットワーク検索エ
ンジンとして必要な機能も備える。唯一で最大の問題点は消費電力が大きいことである。
TCAM はテーブルサイズに比例して消費電力が増大するため、大容量化するとさらに消費
電力が大きくなる。また出力はアドレスであるため、TCAM 以外に、ルーティングテーブ
ルが保存されているメモリが必要である。ルーティングテーブルに TCAM の出力アドレス
を入力し、あて先ポート番号を読みだす。これは検索に必要とする時間、レーテンシーを
延ばすことになる。 
TCAM の欠点である消費電力を減少させる研究が数多く報告[52-61]されている。すべて回
路技術とプロセス技術の改善による省電力への提案である。 
TCAM セルを用いないアルゴリズム検索手法もいくつか提案されている。このアルゴリズ
ム検索は、大きく 3 つに分類することが出来る。1 つは“tree-based methods[62]”、2 つ目
に“range search methods[63,64]”、3 つ目に“hashing-based methods[65]”である。こ
のようにアルゴリズム CAM の性能を改善させる方法も提案され、省電力化については
TCAM より大幅に減少しているが、改善されても性能が TCAM には及ばない。IPv6 が普
及しつつあり、検索するビット数が増えている。そのためアルゴリズム検索のように、数
ビットずつ検索していく手法は、IPv6 のように検索キーが長くなるとレーテンシーも長く
なるという問題もある 
 
4.3 RAM BASE の検索エンジン 
検索エンジンは、パケットやフレームのヘッダ情報に基づいて転送のポートを決定する。IP
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アドレスは IPv4で32ビット、IPv6で128bである。例えば IPv4の32ビットの場合、232=4G
のエントリが実現できれば、シンプルなメモリで検索が実現できる。ただし最長一致検索
(Longest Prefix Match)をせずに、完全一致検索の場合である。検索方法は図 4-2 に示すよ
うに検索アドレスをデコードし、そのワード線（エントリ）にポート番号を保存すること
で、検索テーブルが完成する[66]。検索アドレスが入力され、検索を実行する時は、そのア
ドレスのワード線（エントリ）を活性し、そこにポート番号を保存されているポート番号
を読み出す。出力されたポート番号にパケットデータを送信すれば、フォワーディングが
完了する。通常のメモリ動作と同じ動作であるので、標準メモリと同じく消費電力も TCAM
に比べて大きく減少できる。 
標準メモリで実現でき、最適な方法に思えるが、欠点は大容量なメモリが必要になること
である。2013 年現在、検索に使えるような書き換え回数にほとんど制限がないメモリは、
研究レベルでも 4G ビット DRAM[38,39]が最大容量である。しかし 4G のワード線に、ポ
ート番号のビット数を８ビットとすれば、4G ビット DRAM を８個搭載する必要がある。
IPv4 のあて先検索だけで 32G ビット必要であり、マルチキャストを実現するためには、あ
て先アドレスだけではなく、送信元のアドレスも必要であり、64b の検索を実行する必要が
ある。これを上記のシンプルな方法で実現するには 264本のワード線が必要であり、現在の
技術ではこのような大容量のメモリは半導体では実現不可能である。ハードディスクのよ
うなメモリを用いると実現できるが、ハードディスからの読み出し速度が遅いため、ネッ
トワークの検索性能として要求に耐えられない。またハードディスには書き込み回数に制
限があり、テーブルが頻繁に書き換わる検索テーブルには使用できない。 
半導体の研究者が検討すると、この方法は不可能で終わる。上記述べたように大容量メモ
リは物理的に不可能である。しかしネットワーク全体で考えると、別の解がある。検索の
ビット数を減らすか、テーブルのワード線（エントリ数）を減らせば、シンプルな動作で
実現できる。検索のビット数を減少させるのは、Fujikawa らが提案[67]しているように、
ネットワークアドレスを階層化することである。このようにすることで検索のアドレスを
減少させることができる。もう一つの方法は、Sasao らが提案[68]するようにテーブルを圧
縮することである。ネットワークアドレスを階層化する方法と同様にアドレスを減少でき
る。 
メモリからデータを読みだすため、ポート番号のようなアクションをテーブルに書き込ん
でおくことができる。TCAM とは異なり、ルーティングテーブルを必要としない検索エン
ジンを構築できる。１つのデバイスでシステムを構築できるため、検索のレーテンシーを
短くできる。またテーブルのメンテナンスも１度の書き込みで可能であり、コントロール
がシンプルとなる。デバイス数も減少し、システムコストが下がることが期待できる。 
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図 4-2 シンプルメモリの検索エンジン 
 
4.4 検索アルゴリズム 
検索データのビット数を減少させた時の、省電力で 100Gbp/s を帯域保証する検索エンジン
LSI のアーキテクチャの検討、及び性能見積もりを行った。図 4-3-が検索エンジン LSI の
ブロック図である。検索方法は、4.3 章で述べたシンプルなメモリ方式である。検索エンジ
ンに必要な最長一致検索を実現するために、メモリアレイをプリフィックス長毎に分割し、
プリフィックス長毎にグループ化したことが特徴である[69]。そのためメモリ容量は増大す
るが、大容量が実現可能な eDRAM(embedded DRAM)[70,71]を採用することでこの問題点
はクリアした。ヘッダの情報である検索キーは eDRAM メモリのグループすべてに入力さ
れ、それぞれのグループから出力される検索結果をプライオリティコントロールで最長一
致のデータのみを選択する。出力はテーブルに書き込まれているデータである。テーブル
データは 24 ビットの容量を持っているので、ルール用メモリのアドレスもしくはポート番
号のようなアクションを保存できる。 
eDRAM を用いた検索エンジンの報告もされている[72,73]。ただし eDRAM を用いて
TCAM セルを作成した報告であり、標準の eDRAM を使用して検索エンジンの機能を実現
した本論文とは相違がある。TCAM セルと同一の動作になるため、eDRAM の特徴である
小さいセルを実現しても、消費電力はメモリサイズの縮小に準じて、縮小するだけである。 
 
検索データ
00101001
001
データ(ポート番号)
000
100
110
00000000
00000001
00101001
11111111
メモリ
ポート番号
100
ワード番号
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図 4-3 検索エンジン LSI のブロック図 
 
検索アドレスは、図 4-3 の Address gen.でデコードされ、検索アドレスにしたがってメモ
リのワード線を活性する。プリフィックス長毎にグループ化されているため、すべてのグ
ループの検索アドレスに対応したワード線を活性させる。 
今回新規に開発した検索エンジン LSI は、図 4-4 に機能図を示すように内部に優先比較回
路を設けている。そのためテーブル作成時に最長一致検索を意識することなくテーブルを
作成できる。図 4-4 はプリフィックス長が４までとして記載している。検索キーが入力され
ると、すべてのビットでプリフィックス長４のグループでヒットかミスを判定する。図 4-4
の P４の個所である。４ビットすべて使用するので、24＝16 種類のデータを設ける。プリ
フィックス長３のグループは、3 ビットで検索を実施する。そのため 23=8 種類のデータを
設け、入力された検索キーの上位 3 ビットでヒットかミスの判定を行う。プリフィックス
長が３では、上位３ビットのみで検索するため、下位のビットはドントケアーになる。図
4-4 のように４ビットの検索では、4-3=1 で下位 1 ビットが検索判定に使用しない。図 4-4
の P3 の個所である。同様にプリフィックス長 2,1,0 も設ける。それぞれのテーブルの判定
結果をまとめ、最もプリフィックス長の長いヒット結果を出力する。ミスは無視される。
こうすることで、最長一致検索を実現できる。プリフィックス長が何ビットでもテーブル
の容量を確保できれば、拡張可能である。 
また大容量が可能である eDRAM を用いることで、すべてのエントリを格納することが可
能である。23b 一致検索では 8M のエントリ数があれば、すべてのエントリを網羅すること
になる。22b 一致検索は４M のエントリ数、21b 一致検索では 2M のエントリ数を検索エ
ンジン LSI では格納することが可能であればすべてのエントリを格納できる。またプリフ
ィックス長毎に検索テーブルが存在し、すべてのエントリが格納できる。TCAM の場合は
エントリ毎に管理せず、優先順位のみである。したがって図 4-5 に示めすようなメンテナン
A
d
d
re
s
s
 G
e
n
. eDRAM
Prefix_23
Prefix_0
Write driver
Search
key
Data base
(port no.)
Prefix selectorPrefix no.
Data base
(port no.)
12 3
D
e
c
is
io
n
 c
ir
c
u
it
P
ri
o
ri
ty
 e
n
c
o
d
e
r
45 
 
ス時、優先順位に従って並べ替えが必要であり、優先順位をコントローラが管理する必要
がある。今回提案する検索エンジンはテーブルの並び替えが不要であり、単にテーブルに
ポート番号を書き込むだけ、もしくは Enable から Disable にすることでメンテナンス作業
が終了する。eDRAM の書き込みは 5ns であるので、通常の検索動作と同じ速度でメンテ
ナンス作業を実行できる。これは TCAM より優位な点である。TCAM の場合、並べ変えが
発生することを避けるために、余裕をもって検索テーブルを作成するか、もしくはメンテ
ナンス時に並べ替えをする。並べ替えに発生する時間は、サポートするプリフィックス長
に依存する。例えば 32 ビットまでサポートすると、ワーストケースでは、32 回の読み出し、
書き込みが発生する。読み出し書き込みが 5ns であれば、5ns x 32 x 2 = 320ns 間、検索が
止まることになる。この検索が止まらないのは、今回提案する検索エンジンの大きな優位
点である。 
 
 
図 4-4 優先順位判定 
 
 
図 4-5 優先順位のための並べ替え 
 
4.5 検索テーブルの eDRAM マクロへの配置 
通常の内蔵メモリはメモリマクロで構成される。かつ eDRAM のように特殊なメモリは、
機能に合わせて多種の構成を持つことは困難である。これはビット線のセンスアンプのタ
イミングなと、構成によって変わり、同一チップ上ではワーストに合わせるため速度が遅
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くなる。もしくは歩留りを落とすことになる。そのため同じメモリマクロで LSI を構成す
る方が性能的に有利である。今回は標準的に用意されている eDRAM マクロは IO が 256
ビット、ワード方向の深さが 32k の 8M ビットの容量を持つ。この一種類の eDRAM マク
ロに効率よく検索テーブルを作成する必要がある。 
検索エンジン LSI は検索長毎にグループ化されているため、図 4-6 に示すようにそれぞれ
のグループのメモリ容量が異なる。例えばテーブルに保持するデータを 24 ビット、23 ビッ
トの検索長の場合、必要となるメモリサイズは 223 x 24 ビットである。22 ビットの場合は
222 x 24 ビットとなり半分になる。21 ビットの場合は更に容量が半分となる。このように
メモリ容量が異なるグループを効率よく配置することが必要である。 
今回提案の検索エンジンは、eDRAM で試作した。SRAM よりも大容量が可能であること
が理由である。しかし標準DRAMを用いると、さらに大容量な検索エンジンが可能である。
ただし標準 DRAM のランダムサイクルは約 50ns である。工夫無に使用すると、50ns に一
回の検索、すなわち 20Msearch/sec.の性能になる。これは今回目標としている
250Msearch/sec.より大幅に遅い。そのため複数のメモリ、もしくは複数のバンクに同じデ
ータを保存し、同じ検索テーブルを構築する必要がある。250Msearch/sec.を実現するため
には 13 の同じ検索テーブルを作成する必要がある。同じテーブルを記載することは、実質
的な検索テーブルのサイズを小さくする。DRAM の容量が 1/13 であれば、eDRAM で実現
できる容量と差はほとんどない。むしろ eDRAM でチップを製造する方が、検索テーブル
の容量は大きくなる。汎用DRAMは、検索速度が求められないシステムでは有効であるが、
検索性能を求めらるシステムでは eDRAM の方が優位である。 
 
 
 
図 4-6 検索長毎の容量 
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それぞれのグループ毎に eDRAM マクロを割り当てると、メモリ容量が小さい検索長で無
駄が生じる。プリフィックス長が 18 の場合は、256k ワード x 24 ビットである。IO 方向
に折り曲げると 32k ワード x 256 ビットの eDRAM マクロ１つに入ることになるが、32k
ワード x 192 ビットで入るため、残りが無駄になる。そのため図４-7 のように１つのマク
ロに複数の検索長を配置する方が得策である。今回の eDRAM マクロの構成では、プリフ
ィックス長毎のグループを、１つ飛ばしでまとめると、無駄が少なくなる。 
図 2-8 が検索エンジン LSI のプリフィックス長毎の配置である。プリフィックス長が 15 以
下では、２つのグループをまとめてもメモリ空間に空きが生じるので、３つのグループで
まとめている。さらにプリフィックス長が 6 ビット以下は内蔵 SRAM を使用せず、レジス
タに格納され、レジスタのデータ量は 12kb 使用する。 
 
図 4-7 eDRAM マクロへの割り当て方法 
 
 
 
図 4-8 プリフィックス長グループの配置図 
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eDRAM マクロの配置は電源ノイズを考慮して検討した。同時に活性されるマクロが集中し
ないように考慮した結果が図 4-9 の配置図である。検索動作を行う時は色分けしたマクロか
ら一つだけ活性される。検索動作時は７個の eDRAM マクロが同時に活性されることにな
る。パッケージのフレームの制限で、パッドはチップの周辺になる。電源パッドもチップ
の周辺に配置されるので、動作する eDRAM マクロは電源パッドの側に配置すると電源ノ
イズを緩和できる。したがって必ず動作するプリフィックス長 18 の eDRAM マクロは周辺
に配置した。 
eDRAM は容量を大きくできるというメリットがあるが、DRAM 同様リフレッシュ動作が
必要である。リフレッシュ動作は、データを読み出し、そのデータを書き戻すことで終了
する。eDRAM の場合も、ワード線を活性させ、センスアンプを動作させる。この一連の動
作を行うことで、活性されたワード線に接続されているメモリセルのデータがリフレッシ
ュ、すなわちキャパシタの電位を最初の電位に戻される。 
リフレッシュ動作は、すべての eDRAM マクロを同時にリフレッシュ動作するのがシステ
ムの性能劣化を最小限にできる。これはリフレッシュコマンドの入力回数を減らすことが
可能であるからである。しかし同時に活性することでピーク電流が増加し、電源ノイズが
大きくなる。したがってシステム性能を満足でき、かつ電源ノイズが大きくならないよう
にリフレッシュする eDRAM マクロ数を設定することがポイントである。リフレッシュコ
マンドによる検索エンジン LSI の性能劣化が 10%以下を目標とし、同時活性 eDRAM マク
ロ数は 13.5 個に設定した。通常の DRAM を用いたシステムのリフレッシュによる性能劣
化に基づき決定した。今回の設定ではリフレッシュコマンド入力による性能劣化は
200MHz 動作で約 8.2%になる。 
電源ノイズを減少させるためには、リフレッシュ動作時に同時に活性される eDRAM マク
ロのアレイを分散配置する必要がある。集中すると局所的な電圧ドロップが発生し、特性
の劣化を招く。具体的には動作下限電圧が高くなったりする。図 4-9 はリフレッシュ動作時
の活性マクロを示した図である。グループは４つに分割され、それぞれ 14 個の eDRAM マ
クロ、もしくは 13 個の eDRAM マクロが同時に活性される。図 4-9 の赤く色塗りされてい
るマクロが活性される。図 4-9 に示すように、活性される eDRAM マクロが集中していな
いことが解る。電圧ドロップをシミュレーションした結果が表 4-1 である。すべてのグルー
プにおいて約 13mV であり、eDRAM マクロの設計ターゲットである 20mV を満足してい
る。図 4-10 は電圧ドロップがワースト時のグループ２における電源のドロップシミュレー
ション結果、図 4-11 は同様にグループ２におけるグランドの電源ノイズのシミュレーショ
ン結果である。電源パッドから遠い中央部で電源ドロップが最大である。 
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図 4-9 リフレッシュ動作時の活性マクロ 
 
表 4-1 リフレッシュ時の電圧ドロップ 
 
 
Group Power Vcc Gnd 
Drop Drop Rate Drop Drop Rate 
#1 3317mW 12.39mV 1.03% 4.30mV 0.35% 
#2 3238mW 13.34mV 1.11% 4.65mV 0.39% 
#3 3317mW 12.59mV 1.05% 4.36mV 0.36% 
#4 3238mW 13.21mV 1.10% 4.58mV 0.38% 
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 図 4-10 グループ２における電圧変動シミュレーション結果 
 
4.6 検索エンジンの消費電力見積もり 
検索エンジン LSI は、テーブルが検索長毎にグループ化されている。そのためそれぞれの
グループでは検索キーをデコードして、通常のメモリのアドレスのように扱うことが可能
となる。すなわちメモリの一部を読み出すことで、検索機能が実現可能である。これはす
べてのメモリセルでデータを比較する TCAM と大きく異なる特徴である。 
TCAM も検索テーブルにデータを書き込むときは、通常の SRAM と同じである。図 4-11
に示すように、ワードラインを活性し、ワード線が活性されているメモリセルにビット線
からデータを書き込む。テーブルデータを読みだす時も同様に、ワード線を活性し、活性
されているメモリセルのデータを、ビット線を介して読み出す。 
それに対して検索動作は、すべてのメモリにアクセスして、検索結果を出力する。検索動
作は入力された検索キーデータを、サーチラインドライバーを介してメモリセルに転送す
る。メモリセルでメモリセルに書き込まれているデータと比較する。ワード線で活性され
ているメモリセルのように部分的な動作ではなく、すべてのメモリセルにアクセスする。
こうすることでメモリセルすべてのデータを検索キーデータと比較する。比較した結果を
サーチラインから読み出す。サーチラインから出力されるデータは検索キーに対するヒッ
トかミスである。この結果をプライオリティエンコーダで、優先順位の高いヒットのアド
 電圧ドロップ(Vcc） 電圧ノイズ（Gnd） 
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レスを読み出す（図 4-11）。TCAM の場合、検索を実行するためにマッチライン、サーチ
ラインの活性が必要である。すべてのメモリにアクセスするため、マッチライン、サーチ
ラインはメモリセル上を隙間なく配線し、検索時はすべてのマッチライン、サーチライン
を活性させる必要がある。そのためマッチライン、サーチラインの消費電力は大きい。ま
た出力されたすべてのデータから優先度が高い結果を選択するためのロジックも必要であ
る。 
 
 
図 4-11 TCAM 構成 
 
新たに考案した検索エンジン LSI はメモリの一部しかアクセスしないため、消費電力を減
少できる。図 4-12 は eDRAM ではなく既存の TCAM が採用している標準 SRAM のプロセ
スでシミュレーションした結果である。条件は室温、電源電圧は 1.1V、40nm プロセスで
ある。TCAM の大きい消費電力の要因は、上記で述べたようにサーチラインとマッチライ
ンの消費電流である。全消費電流のうち約 60%がマッチライン、約 30%がサーチラインで
ある。それに対し、今回提案する検索エンジン LSI は通常のメモリ動作と同じである。そ
のためワード線が活性され、ビット線にデータが読み出され、それを増幅して読み出す。
それぞれのワード線、ビット線、センスアップが活性するのは一部である。図 4-12 はエン
トリ数が 64k でのシミュレーション結果であるが、従来の TCAM に比べて消費電流は約
5%になる。 
マッチラインとサーチラインの電流が大きすぎるため隠れているが、スタンバイ電流も減
少している。スタンバイ電流の原因はトランジスタのオフリークが大半である。トランジ
スタのオフリークはトランジスタゲートのチャネル長が短い時に起こる。TCAM とか今回
考案した検索エンジンのようにメモリアレイが大きい LSI では、メモリアレイでトランジ
スタのオフリークが流れる。TCAM と今回考案した検索エンジンのメモリの容量を比較す
るとスタンバイ電流の差がでる。TCAM は図 4-11 に示すように、TCAM セルは２つの
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SRAM セルと１つの比較回路で形成される。今回提案した検索エンジンは、図 4-6 に示す
ように、セルは１つの SRAM で形成される。しかしそれぞれの Prefix 長毎にメモリセルを
設ける必要がある。実質のセルは以下の式で表される。 
メモリセル数 = ∑(
1
2
)
𝑛
∞
𝑛=0
 
      =2 
今回提案の検索エンジンも１つの情報を持つために２ビット必要である。これは TCAM と
同じである。TCAM もワイルドカードをサポートするために２ビット要する。したがって、
TCAM と提案した検索エンジンの面積差は TCAM に存在する比較回路のみである。比較回
路のない提案した検索エンジンの方が TCAM に比べて約 20%小さくなる。面積差でスタン
バイ電流も約 20%削減される。 
ロジック部の電流は、TCAM の場合プライオリティエンコーダである。マッチラインに出
力されるヒット/ミスの判定結果で、一番優先順位の高いヒット信号を選ぶ。かつ選択した
マッチラインのアドレスをエンコードする回路である。すべてのマッチラインにロジック
が付加されるため、大きな電流値となる。マッチラインはエントリ数と同じ、もしくは分
割している場合はエントリ数の数倍である。このサーチラインごとに回路が付加されるこ
とになる。マッチラインとサーチラインの電流値が大きいため、目立たないが無視できな
い電流値である。TCAM に対して、提案した検索エンジンは、Prefix 長毎に出力された判
定結果から Prefix 長が長いヒット結果を出力するだけである。今回試作した LSI は Prefix
長が 23 までであるので、23 の判定結果から優先順位を付ける回路であり、消費電力も小さ
い。 
 
 
図 4-12 消費電力分析 
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図 4-13 の横軸はエントリ数、縦軸は消費電流である。図 4-12 と同じく、同じプロセスで
比較している。赤色の実線が従来の TCAM、青色が今回提案の検索エンジンのエントリ数
vs 消費電流である。同じプロセスで比較しているので、消費電力としても割合は変わらな
い。 
従来の TCAM はメモリ容量に比例して消費電流が増加する。それに対し、考案した検索エ
ンジンは、メモリの一部しか活性しないため、メモリ容量が大きくなっても、消費電流の
増加は少ない。ただしこれはメモリアレイのみで比較した結果であり、実際のデバイスの
ように周辺回路が付加した場合は、それぞれの消費電流に、周辺回路の電流が加算される。
エントリ数が大きくなればなるほど、従来 TCAM と提案した検索エンジンとの消費電流差
が大きくなる。 
消費電流の増大が従来の TCAM の大容量化が困難である理由である。消費電流が大きすぎ
ると LSI 化できない理由は２つある。１つは消費電流による発熱で LSI の信頼性を保証で
きなくなる。現在のパッケージ、ボード設計を考えると、20A 程度が限界である。したが
って 1M エントリに既存の TCAM の限界がある。もう一つの理由は、電流変化による発生
するボード上のノイズである。ボード上の電源は、DC-DC のレギュレータで電圧を与えら
れる。レギュレータはフィードバック回路であり、消費電流が急に変化するとフィーダバ
ック回路が間に合わない。そのためでカップルコンデンサを用い、電圧を保つようにする
が、消費電流の変化が大きすぎるとカップルコンデンサで補償できない。信頼性と同じ 20A
程度に限界がある。消費電流の変化によるノイズであるため、検索動作を行わないスタン
バイ状態でも電流を流し続ける提案もされているが、省電力化に反する。逆に提案の検索
エンジン LSI は容量が大きくなっても消費電流は大きくは増えないので、大容量化に適し
ている。消費電力増加を抑え信頼性を確保できる。 
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図 4-13 エントリ数に対する消費電力 
 
図 4-14 は作成したヘッダ処理 LSI の論理回路を用いてのシミュレーション結果である。検
索コマンドを入力するとテーブルに書き込まれているデータが出力される。検索コマンド
は CLK のすべての立ち上がりエッジで入力可能である。メモリからのアクセス時間、プラ
イオリティ回路と入出力バッファでの時間等が必要で、検索結果のレーテンシーは９クロ
ックである。 
ルータでパケットを転送する時間は、ノード間で 300ms 以下であれば問題ないとされる。
300ms 以上は音声の会話で、音声が遅延したために人間が不快に感じる遅延量である。
250MHz、すなわち 4ns サイクルで検索エンジン LSI は動作可能であり、9 クロックは 36ns
である。300ms に対して無視できるほど小さな遅延量である。 
 
 
図 4-14 論理シミュレーション結果 
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4.7 検索エンジン LSI 
図 4-15 が今回試作した検索エンジン LSI のチップ写真である。54 個の 8M ビット eDRAM
マクロを配置、ワイヤーボンディングするパッドはチップの周辺に配置した。制御回路は
高速に動作させるために真ん中に配置し、中央のコントローラから端の eDRAM マクロを
駆動するためにマクロとマクロの間にバッファを置いた。配線長が長い信号線を駆動する
ためには、バッファを間に入れることで、高速動作と省電力が期待できる。配線長が長い
とトランジスタの貫通電流が流れる中間電位の時間が長くなるためである。 
使用したプロセスは 40nm eDRAM プロセスで、電源電圧は 1.1V、配線は８層である。
eDRAM は MIM(Metal Insulator Metal)構造[74]である。 
 
 
 
図 4-15 試作した検索エンジンのチップ写真 
 
図４-16 が検索エンジン LSI を評価した結果である。横軸がクロック周期、提案した検索エ
ンジンは毎クロック検索コマンドを入力可能であるので逆数にすると動作周波数になる。
縦軸が電圧、”*”マークはパスを示している。空白はフェイルであり、正常動作ができなか
った条件になる。標準電圧である 1.1V では、クロック周期が 4ns、すなわち 250MHz で動
作可能で、250Msps(search per second)の性能である。パケットの最小サイズが 64B、パ
ケット間ギャップ等が 20B であるとすると、パケットの最小単位は合計 84B になる。最小
単位が 84B で、250Msps 動作の場合、 
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250M x 84B x 8b = 168Gbp/s 
の転送速度になる。検索エンジンはパケットサイズが最小の時が速度のワーストであり、
パケットサイズが大きいと 168Gbp/s 以上になる。 
電圧の下限は 0.92V で、LSI 内部での電圧ドロップはシミュレーション通り、小さい値、
すなわち電圧ドロップがほとんどないと推定できる。一度に動作する eDRAM マクロは、
検索動作よりリフレッシュ動作の方が多い。したがって電圧ドロップもリフレッシュ動作
の方が大きい。図 4-16 の測定結果は、検索コマンドだけでなく、検索コマンドの間にリフ
レッシュコマンドを入力しながらのテストパターンである。したがって、リフレッシュ時
の電圧ドロップを評価しても、電圧下限 0.92V である。1.1V の製品では、通常は 1.1±0.1V
であり、下限電圧にマージンがあるということになる。 
 
図 4-16 検索動作のシュムー結果 
 
表 4-2 は検索エンジン LSI の諸元である。250MHz で検索コマンドを連続で入力した時の
動作電流測定結果が 478mA である。検索エンジンの動作電流を比較する場合、電源電圧、
動作速度、検索テーブルの容量で変化するため、動作電流に電圧をかけ動作電力に、この
値から検索エンジンのテーブル容量と検索速度で割った値である Energy Metric[75]で比
較する。試作した検索エンジン LSI の Energy Metric は 
478mA x 1.1V ÷ 192Mb ÷ 250Msps = 0.01fJ/bit/search 
である。 
チップサイズは 12mm x 12mm で高い歩留りで生産できるサイズである。エントリ数は 8M、
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これは 4.1 章で述べたように、市場の要求よりも大きく、従来の TCAM に比べても大きい。 
LSI チップ構築に使用した標準 eDRAM マクロは 32k ワード x 256 ビットです。ビット幅
が合わず無駄が生じています。eDRAM マクロを本提案の検索エンジンに最適化を行えば、
チップサイズは縮小できる。例えば IO 数が 240 ビットのマクロであれば、チップ面積を約
5%縮小することは可能である。 
 
表 4-2 検索エンジン LSI 諸元 
 
 
4.8 消費電力とエリアペナルティ比較 
検索エンジンの消費電力を減少させる報告は多数発表されている。 
TCAM の消費電力の分析を行い、最も消費電流が大きいサーチラインへの対策回路工夫が
多い。サーチラインを小振幅にしてチャージ、ディスチャージ電流を減少させる方法[54,61]。
この手法は効果的であるが、小振幅を増幅するために、アンプが必要になる。またアンプ
を動作するための制御信号が必要で、制御信号の電流を無視できない。メモリアレイのみ
で比較すると良好な結果を出すが、LSI デバイスにするとチップ面積の増大のデメリットが
出て、消費電流の改善が小さくなることが推定できる[77]。サーチラインを階層化する方法
も[55,56]同様である。階層化するために途中にスイッチが必要となる。また検索速度が遅
くなる。 
TCAM のセルを NOR から AND[58,59]に変更する方法は、ミス時に動作させていたものを
逆にミス時に動作させない。ほとんどのサーチラインは通常の動作ではミスになるので非
常に有効である。しかし AND はサーチラインに直列にトランジスタを並べる必要があり、
サーチラインを長くできない。長くすると動作速度が遅くなることと、動作が不安定にな
Process
Technology
40-nm eDRAM
Process
Chip Size 12 mm x 12 mm
Configuration 8M x 23
Entry Number 8 million entries
Supply Voltage 1.1 V
Searching 
throughput
250 million
searches/sec.
Current 
consumption
478 mA
(R.T., 1.1V, 250MHz)
Energy metric 0.010 fJ/bit/search
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る。これはサーチラインの小振幅化と同じで、メモリアレイを小さくして、間に回路を挿
入することになり、メモリアレイの増大となる。サーチラインの電荷をリサイクルさせる
方法も提案されている[60]。電荷をリサイクルさせるための時間が冗長となる。プロセス的
にオフリークを減らし、消費電力を削減する手法は[54]、プロセス変更を伴い、開発費を圧
迫し、歩留りを落とす。 
上記のように多くの研究者が TCAM の省電力化に取り組んでいる。ただし報告されている
デバイスはすべて回路技術で省電力化に取り組んだ結果である。そのため本論文のように
ネットワーク全体から見て、省電力化を検討した結果ほど消費電力を実現していない。図
4-18 は、縦軸に Emery Metric、横軸に検索速度で 比較した結果である。検索速度に関し
ては本論文よりも早いものがあるが、消費電力は本論文の方が圧倒的に少ない。省電力を
テーマにしている多くの論文に比べ、１ケタ以上 Enegy Metric が小さい。他論文で一番消
費電力が小さい[58]は、Huang らの発表である。省電力を実現させるために、TCAM セル
を AND タイプにし、かつマッチラインを分割して短くする手法である。AND タイプであ
るため、ヒットしたマッチラインしか充放電しないので、動作するマッチラインは少なく
なる。またマッチラインが短いので、高速でありかつ省電力化を実現できる。その結果が
図 4-17 で際立つ結果である。しかし分割を増やし、回路を増やしているためチップ面積は
大きくなる。これはコストを上げる結果となる。 
提案した検索エンジンの動作周波数律速は、メモアレイである。eDRAM のメモリアレイの
動作速度は 250MHz、すなわち 4ns の検索速度が限界である。他論文のように SRAM セル
でメモリアレイを構成すれば、さらに高速化が可能である。もしくはメモリアレイの分割
を増やせば、高速化が可能である。しかしチップサイズの増大になるため、コストが上昇
する。性能とコストのバランスを取ることが大切であり、市場の要求に合わせるべきであ
る。 
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図 4-17 検索時間と消費電力比較 
 
本論文のもう一つの利点は、標準メモリセルで実現できるため、同じプロセス、同じ面積
で比較した時の容量が大きくなることである。TCAM の研究は、問題点である消費電流を
記載している論文は多いが、メモリアレイの容量とメモリアレイ面積を記載している論文
は少ない[67]。数少ない論文で比較した結果が表 4-3 である。論文として数が少ないが、記
載している理由は、一定面積における容量に対して優位性を持った研究である。しかし表
4-3 に示すように、提案した検索エンジンが同じプロセス、同じ面積で比較した時に最も容
量が大きいことが解る。同じ容量のデバイスであれば、チップ面積を小さくすることが可
能で、安価なデバイスを供給できる。 
提案した検索エンジンは、どのようなメモリセルでも実現できる。メモリセル内に特殊な
回路を必要としないためである。今回はセル面積の小さい eDRAM プロセスを採用した。
そのためエリアペナルティに優れた結果になった。ただし eDRAM の欠点は動作速度であ
り、そのため他論文に比べて見劣りするのはすでに述べたとおりである。性能は 168GEther
まで対応でき、チップサイズも他論文に比較しても小さい、バランスのよい研究結果であ
る。 
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表 4-3 一定面積の容量比較 
 
Design TCAM [60] TCAM [76] TCAM [56] This Work 
Technology 0.18um 0.18um 40nm 40nm 
Configuratiom 256 x 128 256 x 128 128 x 128 8M x 23 
Density[Mb/mm2] 0.048 0.041 0.84 1.28 
Normalized Density 1.00 0.82 0.84 1.28 
 
今回提案した検索エンジンは、独立行政法人情報通信機構の光パケット・光パス統合ネッ
トワークに採用され、システムでの動作も確認された[78]。 
 
4.9 結言 
ネットワーク機器で、最大の消費電力デバイスである検索エンジンの省電力化を研究した。
単なる回路技術の研究ではなく、ネットワークシステム全体から見て、省電力に適した仕
様を包括的に提案した。今までの省電力化の研究結果を凌駕する結果である。 
今回開発した検索エンジン LSI は、従来の検索に使用されている TCAM に比べて、約 10%
の消費電力を達成した。また検索速度も、ほぼ同等であり、性能は劣化していない。エリ
アペナルティにも優れており、安価なデバイスとして供給することが可能である。 
試作した検索エンジン LSI は、250Msps で検索動作を実現し、8M のエントリで消費電力
は 430mA、Power Metric は 0.001fJ/search/bit を実現した。 
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第５章 スライス化による省電力化 
5.1 諸言 
システムの動作中でも、必要な構成要素以外の電源を遮断する“ノーマリーオフ(Normally 
off)”によって省電力を実現することが報告されている[79]。コンピューティングシステ
ムでは積極的に研究されている技術である。しかし同じ技術をネットワーク機器に適応す
ることは難しい。ネットワーク機器はトラヒックを止めることができないことが理由であ
る。3章、4章ではネットワーク機器の中で消費電力が大きいコンポーネントであるパケッ
トバッファと検索エンジンの省電力化の研究成果を述べた。5章では各コンポーネントに特
化した省電力ではなく、コンポーネント全般に対して適用できる省電力化について研究し
た。考え方はノーマリーオフと同じである。必要な構成要素以外はできるだけ消費電力の
少ないモードにする。かつ必要な構成要素をできるだけ少なくなるように内部のトラヒッ
クをコントロールする。ネットワーク機器で対応することを研究した。 
ネットワーク機器で省電力を実現できるように、ルータにおける機能コンポーネントをLSI
レベルまで細分化した（スライス化）アーキテクチャを提案した。トラヒックが減少する
時間帯は、ポートを止めることで省電力化を実現する方法も報告されている[80-83]。本論
文はトラヒックを止めずに、トラヒック変動に適応的に追従可能な省電力制御によって、
スライス毎に制御して低消費電力化を実現する。ルータの低消費電力化を目的として、主
要な役割を担うメモリベースのLSIのスライス化とスライスの待機時は、電力消費を完全に
遮断するコールドスタンバイと復帰時間の短いホットスタンバイの導入によって動的な制
御を示し、効果的な省電力効果を実現した。２つのスタンバイモードの導入とスタンバイ
モードをコントロールするトラヒック予測技術で、トラヒックの止まらないネットワーク
において、必要最小限しか動作させず、かつパケットロスのないシステム構築の研究結果
である。 
 
5.2 LSI 待機時の消費電力 
図5-1は、40nmCMOSテクノロジを用いてカスタム型メモリLSIの消費電力を速度性能毎にシ
ミュレーションしたものである。パラメータとしてネットワークトラヒック帯域を0Gbp/s, 
10Gbp/s, 20Gbp/s, 40Gbp/sと与え、最少フレームが連続して処理された場合の電流値を示
している。シミュレーション条件は電圧が1.1V、高温、標準のトランジスタパラメータで
ある。帯域が増すにつれ消費する電琉は線形的に増加するが、注目すべきは、帯域0Gbp/s
時、即ちLSIにとって待機時の電流はゼロ値を示さず、40Gbp/s帯域のおよそ60％を占める。
この傾向は昨今の40nmや28nmなど先端テクノロジを用いたLSIでさらに顕著であり、トラン
ジスタの微細化に伴うオフリークとCLK Powerと呼ばれるCLK信号の充放電に起因する[84]。
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今回のシミュレーションは標準のトランジスタパラメータを用いたが、ベストのトランジ
スタパラメータを使用すると、オフリークは増加する。これは多量に生産した時のばらつ
きとして現れる。今回の結果はセンター値で、さらに電流が多いデバイスも存在すること
を意味する。CLK Powerの原因であるCLK信号は、同期式の回路を構成するためにチップの
隅々まで配線される。そのため配線容量が大きいことと、CLKは止められないことに起因す
る。CLKを止めるとパイプライン動作が崩れ、復帰に時間がかかる。そのためLSIとしては
何も処理していなくても、CLK信号は入力される。このためCLK Powerは無視できない消費
電流となる。 
一般的にバッファ等によく使われているeDRAMやDRAMはスタンバイ電流に加えてデータを
保持するためリフレッシュ電流も外部の速度に依存しない定常電流として付加される。リ
フレッシュ動作の頻度は、一般的には外部から与えられる。リフレッシュはメモリセルに
データとして保存されている電荷が徐々にリークするために必要である。リークはトラン
ジスタのオフリーク、PNジャンクションへのリーク、キャパシタの層間膜へのリークと様々
である。そのためプロセスのばらつきによってリフレッシュが必要な頻度、すなわちリフ
レッシュが必要な時間は変わるが、外部からリフレッシュコマンドを与えられるためデバ
イス自体では変更できない。通常はワースト条件の頻度でリフレッシュコマンドが入力さ
れる。そのためリフレッシュ頻度が多くなり、消費電流は無視できないほど大きくなる。 
トランジスタのオフリーク電流とデータを保持するためのリフレッシュ電流が、動作して
いなくても流れる電流である。従って、使用帯域によってLSIの動作周波数を制御する手法
も提案されているが[3]、このオフリークとリフレッシュ電流を常時消費するため、有効な
省エネルギー効果を得ることができない。動作周波数を制御するとCLK周波数を下げるため
CLK Powerは減少する。 
微細化されたプロセスでデバイスを製造することは性能を向上させるために効果がある。
トランジスタのスイッチグ速度が向上し、トランジスタの面積と配線の面積も小さくなる
ため、回路を接続する配線による遅延も小さくなるためである。しかし上記述べたように、
微細化により益々オフリークは増加する。 
 
63 
 
 
図 5-1 データ転送レート vs. 電流 
 
このような問題に鑑みて、３つの提案をする。１つはLSI内部を小規模の複数スライスに分
割し、スライス単位の動作制御をする。動作が不要なスライスは停止させる。２つめは動
作の停止にトラヒックに追従可能な復帰時間を優先したホットスタンバイと、復帰時間は
長いが電力消費を伴わないコールドスタンバイという２つの待機状態を制御するアーキテ
クチャである。２種類のスタンバイモードが必要な理由は、ネットワークは止めることが
できないことに一因する。すぐに復帰できるスタンバイモードだけでは、電流削減効果が
小さい。しかし電源を遮断するような消費電力が小さい。消費電力を削減しつつ、ネット
ワークのトラヒックを停止させない。この２つのスタンバイモードを分割した各スライス
に持たせる。３つめはトラヒック予測を用いて、スタンバイモードをコントロールする。
かつ予測が外れてもパケットロスしないようにバッファを設け、バッファへのデータの溜
まり方をスタンバイモードのコントロールにフィードバックする。 
例えば、帯域40Gbp/sに対応できる装置で、４スライスに分割した場合、帯域予測値が
20Gbp/sであれば、４スライスのうち２スライスが動作し、１スライスは完全に電源を遮断
するなコールドスタンバイ、残り１スライスはホットスタンバイで急激にトラヒックが増
加し、予測が外れた場合に備える。スライスの半分をスタンバイモードにできるので効率
的な省電力効果を得る。ここでスライス化LSI自身は、能動的にスライスの動作制御が出来
ないため、統計情報に基づくトラヒックの予測技術が必要になる。トラヒック予測に基づ
く管理機構によって、各スライスの動作・待機を制御しなければならない。このように、
スライス化した省電力ルータは、主要コンポーネントとなるLSIにコールドスタンバイとホ
ットスタンバイという異なる待機状態を導入する。スライス化と２つのスタンバイモード
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を制御するために、トラヒックの予測と予測が外れた場合のハード的な対応で、効率的に
制御することによって省電力化を実現する。 
 
5.3 コールドスタンバイとホットスタンバイ 
電力消費を伴わないコールドスタンバイモードと復帰時間を優先したホットスタンバイモ
ードの具体的実現手法について示す。図5-2は提案するホットスタンバイモードとコールド
スタンバイモードの具体的実現方法を示した図である。コールドスタンバイモードは、電
源レギュレータを制御し内部への電源供給を遮断する。LSI内部でこのレギュレータ制御を
行った場合の消費電力合計は、ホットスタンバイモード値と比較して、1%以下であること
はシミュレーションによって実証済である。但し、動作までの復帰時間は100us未満となる
ためコールドスタンバイモードによる待機だけではトラヒックに追従することが困難であ
り、ネットワークルータとしての品質が問題となる。そのため高速に動作モードに復帰が
可能なホットスタンバイモードを追加導入する。ホットスタンバイモードは図5-2に示す
LSIの内部メモリアレイと同様にスライス化し、それぞれから分岐分配する内部CLK網を遮
断し、各アレイで消費されていたリフレッシュ電流と内部CLKによる充放電流(CLK Power)
の削減を図る。内部CLKを停止することで、CLKをトリガーにして動作している制御信号も
停止するため省電力となる。 
それぞれのスタンバイの状態からの復帰時間を図5-3に示す。動作状態であるアクティブか
らそれぞれのスタンバイ状態に遷移するのは、制御信号を変化させるだけであるので、ほ
ぼ0nsで遷移できる。同様にホットスタンバイ状態から動作モードに遷移するのは、止めて
いたクロックを動作させるためクロックを１度トグルする必要がある。CLKを止めることで
パイプラインが止まるので、リセットするために必要なCLK数となる。１CLKのトグルであ
るためホットスタンバイモードから動作状態に遷移する時間は10ns未満である。 
遷移時間が短いホットスタンバイモードに対し、コールドスタンバイモードから、ホット
スタンバイモードか動作状態に遷移するのは約100us必要である。これは遮断していた内部
回路に、電圧を供給するため、電位が安定するまでの時間である。急速に電流を流しこむ
と、オーバーシュートが発生し、高電圧が印可されてしまうので信頼性の問題も発生する。
オーバーシュートの発生は逆に安定するまで時間がかかる。オーバーシュートが発生しな
いように最初は多くの電流を流し、電流を絞っていく。内部の電位に比例させて供給電流
を変える。内部電位追随型電流供給で内部電位が通常の電位に戻るまでの時間は約100usと
なる。 
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図 5-2 コールドスタンバイとホットスタンバイ 
 
 
図 5-3 スタンバイからの復帰時間 
 
2つの待機時を有するスライス化LSIによる消費電力低減効果のシミュレーション結果を図
5-4に示す。何も省電力化の対策をしない動作モード、しかもトラヒックの処理をしていな
い動作モードから、ホットスタンバイモードに遷移することで約28%の省電力化が実現でき
る。コールドスタンバイモードでは、スタンバイ電流が1%以下になるため、更に71%の消費
電力が削減できる。ホットスタンバイの消費電力削減は、デバイスごとに変わる。内部の
CLK配線容量の大きさは、デバイスごとに変わるためである。図5-4のシミュレーション結
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果は、メモリ用バッファである。ロジック用LSIではさらにCLK配線による電流が大きく、
ホットスタンバイの効果はさらに大きくなる。 
 
 
図 5-4 ホット＆コールドスタンバイの電流値 
 
5.4 ルータの各処理部とスライス化 
本章は、省電力スライス化のルータへの組込み、適用について議論する。ルータは、回線
を搭載するラインカード上にパケットの処理、制御LSIを搭載する分散型アーキテクチャと、
各ラインカードを集約する上位ファブリック側で集中管理と処理、制御する集中型アーキ
テクチャに大別される。いずれのアーキテクチャにおいても基本的なパケット処理は同じ
であるが、要求される性能やコストによってそのいずれかが採用される。先ずルータ内部
の基本処理部について、スライス化導入の検討を行った。 
図5-5はルータの基本処理と処理を担当するLSIの構造についてまとめたものである。ハー
ドウェアによりパケットレートで処理を行う領域と、ルーティングプロトコルなどCPUによ
って処理を行う領域に分けられる。消費電力は、LSIが多く搭載され高速動作を求められる
パケットレートでの処理部において支配的である。CPUによる処理は、動作頻度が少なく消
費電力も多くない。ここではさらにハードウェアの構造からレイヤー２/レイヤー3(L2/L3)
処理などカスタムロジックをベースとしたLSIによる電力消費と、セルを繰り返しアレイ配
置したメモリベースのLSIによる電力消費に分類することができる。図5-5のグレー部がロ
ジックベース、黄色がメモリベースのデバイスである。種類だけでもメモリベースのデバ
イスの方が多いが、メモリベースのLSIは複数個使用されることが多い。例えばパケットバ
ッファは容量を確保するために複数個使用される。第１章でも述べたように、メモリベー
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スLSIは性能を満たすために同じデバイスを複数個使用するため、ルータで消費電流が多い
デバイスである。 
 
 
図 5-5 ルータの構造 
 
図5-6は、ロジックベースのLSIについて本論文のよるスライス化の概念の適用を示したも
のである。図5-6の左図は、並列度＝1で40Gbp/s性能を処理するL2/L3エンジン、図5-6の右
図は、10Gbp/s性能の処理能力を有するスライスを並列度＝4で搭載した例である。 
この図において、それぞれの消費電力はハードウェア動作領域に比例すると考えられる。
スライス化したハードウェアでは、トラヒック量に合わせて、動作領域を変動できる。た
だしFIFOで構成されるトラヒックのコンバータが必要であるが、単なるFIFOで構成できる
ので消費電力は大きくない。コンバータは図5-7に示すように偏ったトラヒックを平らにす
る機能である。40Gbp/sの能力がある装置には、40Gbp/sでトラヒックが入力される。入力
が10Gbp/sというのは、平均化した値である。すなわち40Gbp/sの期間に対して、0Gbp/sの
期間が３倍ある場合もある。時間的にトラヒックが分散している場合、コンバータで平均
化させる。平均化させないとスタンバイモードを頻繁に切り替えることになる。その場合、
スタンバイモードの制御が間に合わない、かつ制御を頻繁に行うことは消費電力の増大に
なる。ただしコンバータで平均化させる時間が長すぎると、装置のレーテンシーを伸ばす。
長ければ良いということではなく、各要因を考慮する必要はある。スライス化したロジッ
クの利点は、動作しない領域を省電力のためにスタンバイモードにできることである。 
図5-8にスライス化している場合としていない場合の動作を示す。横軸は時間、縦軸は領域
である。図5-8では一例として40Gbp/sを処理できるLSIで4つのスライス化、入力トラヒッ
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クは10Gbosとして記載している。40Gbp/sを処理することができる能力のある装置は、能力
に余裕があるので途中で処理しないアクティブスタンバイ状態が存在する。スライス化し
たLSIでは、入力部のコンバータで動作ピークがなだらかになるため、動作領域は一部にな
る。したがって動作しない領域はスタンバイモードにすることが可能である。スライス化
していないLSIでは、動作していな時間はアクティブスタンバイである。5.2章の“LSI待機
時の消費電力”で述べたようにアクティブスタンバイモードの消費電流は、動作時に比べ
て約60%の消費がある。ロジックベースのLSIで、スライス化し、スタンバイモードに遷移
することで消費電力を減少させることができる。図5-8では、すべての動作していない領域
をコールドスタンバイにせず、一部ホットスタンバイモードにしている。これは急なトラ
ヒック変動に対応するためである。 
 
図 5-6 ロジック部のスライス化 
 
 
図 5-7 トラヒック平均化 
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図 5-8 ロジック部スライス化の動作 
 
5.5 メモリベース LSI のスライス化 
図5-5で示したとおり、ルータ内部ではメモリベースのLSI構造による処理が多く存在する。
図5-9は、集中型アーキテクチャルータによるファブリックスイッチについて示した例であ
る。従来技術ではクロスバースイッチと呼ばれる特殊なアレイ構造LSIが用いられていたが、
現在は高速メモリ技術の進歩により単純な二次元アレイ配列メモリへの書込み・読出し制
御によって見かけ上のクロスバースイッチの代替を提供する。加えて、ネットワークの帯
域性能に追従した処理をハードウェア搭載するよりも、処理が追いつかない場合に安価な
メモリを用いて待ち行列を形成することで性能低下を回避することが可能である。メモリ
によれば、ハードウェアコストも抑制することが可能となるため、これらがルータ各処理
においてメモリをベースとした構造が多く見られる理由となっている。 
このような待ち行列理論におけるメモリをベースとする構造は、ロジックベースとは異な
る。メモリの場合、データが保持されている領域は、スタンバイモードに入れないからで
ある。書き込み時は、スタンバイモードの領域には書き込まないアドレス制御を実施する
ことが可能である。しかし読み出しは、保存されているデータを出力する必要があり、デ
ータが保存されている領域はスタンバイモードにするとデータを読みだすレーテンシーが
伸びる。特にDRAMのようにリフレッシュ動作をしないと内部データが消滅するメモリでは
ホットスタンバイ状態で、内部データが消滅する。そのためデータを保持していない領域
を作り出す必要もある。図5-10にメモリベースLSIのスライス化システムを示す。メモリへ
の書き込み制御をするMMU(Memory Management Unit:メモリ管理ユニット)にスライス化す
るための機能を追加する必要がある。MMUは外部から入力されるデータに、アドレスを割り
振りメモリに書き込む、また読み出し命令に対してアドレスを発行してメモリからデータ
を読み出すことを実行する。このMMUにメモリ領域をスタンバイモード状態にするために、
データが書き込まれていない領域を作り出す機能を追加する必要がある。 
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図 5-9 ファブリックスイッチ 
 
 
図 5-10 メモリベースのスライス化システム 
 
MMUに必要となる追加機能は、空きアドレス管理に機能追加することで実現できる。図5-11
はMMUに搭載される空きアドレス管理のブロック図である。上図が従来の方法、下図がスラ
イス化したメモリに対応した空きアドレス管理のブロック図を記載している。空きアドレ
ス管理は、メモリにデータが保存されていないアドレスを管理する。空きアドレス要求が
あれば、使用していないアドレスを出力する。動作は、FIFOでアドレスを管理し、書き込
むためのアドレスを使用する、すなわちメモリにデータを書き込むとFIFOからアドレスデ
ータを消す。メモリからデータが読み出され、メモリのアドレスが解放されると、FIFOに
アドレスを追加する。このような動作で、メモリの空きアドレスを管理する。FIFOで管理
できるのでシンプルな動作であり、メモリ空間を順次使用していく。 
スライス化に対応した空きアドレス管理は、スライス単位でFIFOを設け、優先順位を決め
ることである。図5-10のような４つのスライスに分離したシステムで、例えばスライス#1
の優先を１位に、その後スライス#2が２位、以下同様にスライス#3が3位、スライス#4が4
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位である場合、データは優先的にスライス#1に書き込まれる。スライス#1がすでにすべて
のメモリ領域に書き込まれ、空きアドレスが存在しない時にスライス#2に書き込まれる。
同様にスライス#2がいっぱいになっているときは、スライス#3と続く。そのためデータは
優先順位の高い領域に優先的に保持される。書き込みと読み出しの時間差が、入力される
パケットによって違うため、必ず優先順位でデータは保存されているとは限らないが、書
き込みは優先順位で実行できる。 
従来の空きアドレス管理に比べて、追加される回路は、戻ってきたアドレスをどのFIFOに
戻すかの選択回路が一つある。これは上位ビットをチェックするだけの単純な回路である
ため、追加する回路規模は小さい。データを書き込むときに、すなわちFIFOからアドレス
データを読みだす時に、アドレスを決定するための優先判定回路が追加する必要がある。
この回路も、FIFOから出てきたアドレスを、FIFO#1からアドレスがあれば、FIFO#1と使用
する。なければFIFO#2と使用するという単純な動作であり、ロジック規模は小さい。 
FIFOは４個に増えるが、データを保存するアドレスにしたがってFIFOの規模が変わる。し
たがってスライス化するとそれぞれのメモリの容量も減るため、FIFOの容量も減る。スラ
イス化が４の場合は、メモリ容量もアドレス管理に使用するFIFOの容量も1/4になる。した
がってFIFOは規模を1/4にして、４個並列に並べるだけであるので、追加規模はほとんどな
い。スライス化に対応するようにMMUを変更しても、追加回路は小さい。またパケットロス
をしないために新規に必要となるロジックがあるが、詳細は5.6章のスライスコントロール
で述べる。 
第３章で述べたようにキューの制御によって、書き込む順番と読み出す順番が違う場合も
ある。図5-4に示したルータ内部のパケット待機が、順番の変わる箇所になる。このような
メモリでは、優先順位を付けて書き込むことと、内部に保持されているデータを監視しな
がら、スライスのスタンバイモードへの遷移をコントロールする必要がある。 
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図 5-11 空きアドレス管理 
 
メモリベース LSI も、ロジックベース同様、使用していないメモリアレイをスタンバイモ
ードにすることが可能である。スライス数が４、40Gbp/s の実力があるメモリをスライス
化させ、それぞれのメモリアレイの実力が 10Gbp/s の時の動作を図 5-12 に示す。横軸が時
間、縦軸がその時のスライスの状態である。外部から 10Gbp/s のデータが書き込まれると、
従来はすべてのメモリアレイに一度に書き込まれ、残り時間はアクティブ状態、すなわち
何も動作していない NOP である。それに対し、スライス化したメモリシステムは MMU で
データ転送速度を平均化させ、40Gbp/s を 10Gbp/s x 4 にして書き込むことが可能となる。
そのため書き込まれないメモリアレイはスタンバイ状態に保持することが可能で消費電力
を減少できる。スタンバイ状態に可能なメモリアレイは、すべてコールドスタンバイにす
るのではなく、トラヒック量が変化した時に対応できるようにここでは１つはホットスタ
ンバイにしている。この場合、12 個のアクティブスタンバイ（NOP）が、8 個のコールド
スタンバイと 4 個のホットスタンバイになる。この例ではホットスタンバイを１つにした
が、実際のコントロールでは、トラヒック予測にしたがってホットスタンバイの個数も決
める。 
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図 5-12 スライス化メモリの状態遷移 
 
図 5-12 のように、必ず一つはホットスタンバイ状態を保持するコントロールで、消費電流
をシミュレーションした結果が図 5-13 である。シミュレーション条件は 40nm プロセス、
電源電圧は 1.1V、高温である。メモリ LSI は eDRAM コアーを用い、288Mb 搭載、スラ
イスは４、それぞれのスライス化されたメモリアレイの転送速度の最大は 10Gbp/s である。
したがってすべてのメモリアレイが動作すると 40Gbp/s までのトラヒックに対応可能であ
る。 
横軸にメモリへの読み書きの速度、縦軸がメモリ LSI の消費電流である。ホットスタンバ
イもコールドスタンバイも使用しない時の消費電流が青色のライン、ホットスタンバイの
み使用した場合が赤色のラインである。スタンバイ状態にできるメモリアレイはすべてホ
ットスタンバイ状態にした時の消費電流である。緑色のラインは、ホットスタンバイにコ
ールドスタンバイモードを追加した消費電流である。スタンバイモードのうち、１つは必
ずホットスタンバイモード、残りをコールドスタンバイモードにした。10Gbp/s の速度で
は、スタンバイ状態を使用しない場合、40Gbp/s の動作に比べて消費電流の削減は 32%で
ある。ホットスタンバイモードのみでは 42%の減少、コールドスタンバイモードまで採用
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すると 65%消費電流が削減する。10Gbp/s の転送速度では、スライス化してスタンバイモ
ードを採用することでメモリ LSI の消費電流が約 50%になる。ネットワークのトラヒック
量が少なる時間では、スライス化により省電力化効果が期待できる。 
 
 
図 5-13 メモリ LSI の転送速度と消費電流 
 
5.6 スライス化デバイスの試作結果 
図 5-13 は試作したスライス化対応のチップ写真である。第３章で述べたパケットバッファ
と同じ 8Mbマクロの eDRAMを採用した。Padは周辺に配置している。スライス数は４個、
それぞれのスライスには９個の eDRAM マクロがある。したがって各スライスの容量は
72Mb である。スライス化したアレイは、分散させずにスライス毎に固めた。これは CLK
信号の制御（Gated CLK）をした時に、CLK 信号を短くできるためである。各スライスが
マクロ９個である理由は、今回使用した汎用の eDRAM マクロの IO 数が ECC ビットを持
っていない 256 ビット IO のためである。そのためマクロの数を９個にして、１個のマクロ
を ECC のパリティビットのデータを保存した。 
 
 
0
50
100
150
200
250
300
350
400
0 10 20 30 40
w/o Stand-by
w/ Hot Stand-by Mode
w/ Hot and Cold Stand-by Mode
Data Rate [Gbps]
C
u
rr
e
n
t 
C
o
n
s
u
m
p
ti
o
n
 [
m
A
]
32%
42%65%
75 
 
 
図 5-14 スライス化したチップ写真 
 
図 5-14 はスライス化したデバイスの評価結果である。デバイスは図 5-13 で、288Mb 全ビ
ットへのアクセス結果である。横軸がクロック周波数、すなわち動作周波数の逆数である。
縦軸はデバイスに印加する電源電圧、測定条件は室温である。＊がパス領域、空白がフェ
イル領域である。測定結果では、電源電圧が 1.1V で動作速度は 250MHz まで動作可能で
ある。 
このデバイスの電流評価結果が図 5-15 である。横軸が転送速度である。試作したデバイス
の IO ピン数は 36 で、このうち 4 ビットは ECC 用のチェックと修正に使用するビットで
ある。250MHz で Double Data Rate(DDR)での転送である。したがって最大転送速度は、
32b x 2b x 250MHz = 16Gbp/s になる。 
図 5-16 は 166MHz で測定した消費電療である。横軸が転送レートで、166MHz での測定
であるため最大 10Gbp/s となる。図 5-16 の横軸の最大値である。その後各スライスをホッ
トスタンバイ状態にする時としない時で、電流を測定した。ホットスタンバイモードを導
入している時が、赤色の実線、ホットスタンバイを導入してしない通常の動作が、青色の
実線である。10Gbp/s で動作している消費電流に比べて、動作していない転送速度が０の
時の消費電流がホットスタンバイを導入しない時で 39%減少、ホットスタンバイを導入す
ると 71%の削減である。図 5-12 の Simulation 結果より若干差が大きい。Simulation だけ
でなく、実測でもホットスタンバイの効果が実証できた。 
今回の試作結果での反省点は、ホットスタンバイ時に CLK だけではなく、Data 配線もス
ライスごとに分離するべきであったことである。各スライスに配線が伸びることで、動作
した時のデータ線の充放電流が大きくなる。 
トラヒック量でスライスをコントロールする場合、各スライスと DQ ピン群が１対１で接
続される。例えば試作したチップのような構成であれば、Slice#0 ⇔ DQ0～8、Slice#1 ⇔ 
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DQ9～17、Slice#2 ⇔ DQ18～26、Slice#3 ⇔ DQ27～35 のように接続する。このように
接続すると入力バッファで止めれば無駄な電流消費がなくなる。今回の失敗のような Data
線を各スライスに分配する必要はない。今回の試作したチップは本論文のトラヒック変動
によるスライス制御の他に、バッファのデータ蓄積量によるスライス化の研究用途[85]にも
使用予定である。そのためトラヒック量が減っても、同じスライスにアクセスするのでは
なく、データの状態によって使用するスライスを振り分ける。そのためすべてのスライス
毎に Data 線の接続が必要であった。 
データ蓄積量によるスライス化を検討する時は、スライス化したデバイスのアーキテクチ
ャを再検討する必要がある。 
表 5-1 にスライス化メモリの電気特性をまとめる。プロセスは４章で述べた検索エンジンと
同じである。 
今回開発したパケットバッファのスライス数は４である。パケットバッファは大容量化を
実現するために複数個使用される。4Gb の大容量を実現するために 16 個持ちられると、ス
ライス数は 64 個になる。 
 
図 5-15 スライス化デバイス評価結果 
         4.000NS   5.000NS   6.000NS   7.000NS   8.000NS (RATE)
(VCC)                           V
            +---------+---------+---------+---------+-
 1.300V    +*****************************************+
 1.280V    !*****************************************!
 1.260V    !*****************************************!
 1.240V    !*****************************************!
 1.220V    !*****************************************!
 1.200V    +*****************************************+
 1.180V    !*****************************************!
 1.160V    !*****************************************!
 1.140V    !*****************************************!
 1.120V    !*****************************************!
 1.100V   >+*****************************************+<
 1.080V    !.****************************************!
 1.060V    !.****************************************!
 1.040V    !. ***************************************!
 1.020V    !.  **************************************!
 1.000V    +. . .************************************+
 980.0MV   !.     ***********************************!
 960.0MV   !.       *********************************!
 940.0MV   !.         *******************************!
 920.0MV   !.         .  ****************************!
 900.0MV   +. . . . . . . . .************************+
            +---------+---------+---------+---------+-
                                ^
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図 5-16 スライス化デバイスの消費電流 
 
表 5-1 スライス化チップ諸元 
 
Process Technology 40nm eDRAM Process 
Chip Size 10 mm x 12mm 
Configuraation 8Mb x 36 IO 
Supply Voltage 1.1V 
Operation Frequency 250MHz 
Data Rate 500Mbp/s/pin 
Operation Current 200mA [166MHz] 
Stand-by Current w/o Hot Stand-by 120mA [166MHz] 
Stand-by Current w/ Hot Stand-by 60mA [166MHz] 
 
5.7 スライス化ルータ 
スライス化したLSIでシステムを構築する場合、スタンバイモードの制御がキーになる。ト
ラヒックに合わないスタンバイモードの数にすると、処理できずにパケットロスが発生す
る。ロスしないようにスライス数を制御するためにトラヒック量の予測[86]が必要となる。
トラヒック量は通常時間軸（Time Slot）に対して或る特異性を示すため、統計情報取得か
ら、 
Vt = Pt + ２γ x Et 
Vt ：予測値 
Pt ：予測基本値 
Et ：予測誤差 
電
流
[m
A
]
[Vcc=1.1V, 166MHz, H.T.]
Data Rate [Gbps]
w/o Hot Stand-By
w/ Hot Stand-By
400
0 2.5 5 7.5 10
39%
71%
0
200
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を得て、Vt値によって動作スライス、ホットスタンバイ、コールドスタンバイの制御を行
う。VtとVt-1の時間間隔は、予測を行う間隔である。この予測を実行する間隔がタイムス
ロットになる。予測基本値であるPtは以下の式にした。式にあるmtは現在のトラヒック量で
ある。2のべき乗にしている理由は回路の作成容易のためである。2進数で表される回路の
信号線を、シフトすることで２べき乗は得られる。予測基本値は現在のトラヒック量と、
１タイムスロット前の予測値、すなわち現在の設定の間である。αが１の時は現在のトラ
ヒックと１タイムスロット前の予測値の平均になる。 
予測誤差も同様である。１タイムスロット前の予測誤差と現在のトラフィクと現在予測基
本の差の間になる。 
  = (1 −
1
2 
)   −  
1
2 
   
              = (1 −
1
2 
)   −  
1
2 
   −    
予測基本値であるPtがアクティブスライス数、2γ x Etがホットスタンバイスライス数に相
当する。γを大きくすることで、ホットスタンバイスライス数を多くできる。すなわち予
測が外れてもホットスタンバイをアクティブに変えて、パケットロスを発生しないシステ
ムを構築できる。しかし大きくし過ぎると、コールドスタンバイが少なくなり、消費電力
が減少しない。 
このトラヒック予測を用いたスライス化のラインカードシステムブロック図が図5-17であ
る。パケットバッファにスライス化したメモリを設ける。外部からのトラヒック量に応じ
て、予測回路でスタンバイ状態にするスライス数を決定する。予測回路からの信号を受け
て、スライスコントロール回路でスライス化に対応したメモリをコントロールする。また
メモリコントローラにアクティブになっているスライス情報を送る。メモリコントローラ
では、アクティブになっているスライスにデータを書き込む動作を行う。5.3章の“コール
ドスタンバイとホットスタンバイ”で述べたようにコールドスタンバイモードからアクテ
ィブに遷移するには100usという時間が必要である。この遅延を考慮したコントロール(図
5-18)をしている。メモリコントローラでは、スタンバイコントローラからスライスがアク
ティブモードという要求が発生しても、メモリの状態を考慮しながらメモリにアクセスす
る。ホットスタンバイモードからアクティブモードという情報がきた場合は、すぐにアク
セスするが、コールドスタンバイモードからの復帰の場合、100us経ってアクセスするよう
にコントロールする。コールドスタンバイモードから帆とスタンバイモード、アクティブ
モードに遷移した場合も、コールドスタンバイからの時間をカウントする。タイムスロッ
トの間隔よりもホットスタンバイモードからアクティブモードに遷移する時間の方が長い
ため、タイムスロット内で閉じない長い期間での制御が必要となる。 
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図 5-17 スライス化システム構成 
 
 
図 5-18 遅延を考慮したコントロール 
 
外部から入力されたデータはBrigade Bufferで一旦バッファされる。バッファは最大10us
のFIFO機能を持っている。このバッファは予測が外れた時にパケットロスしないように必
要である。予測が外れ、パケットバッファの準備ができていない時に、すなわちパケット
バッファがスタンバイ状態で書き込みができない時にデータを待たせることができる。も
しスタンバイ状態からアクティブ状態への遷移時間が短い場合、Brigade Bufferがあれば
予測回路は不要となる。また逆にBrigade Bufferの容量を増やし、スタンバイ状態からア
クティブ状態の時間以上のFIFOを設けると予測技術は不要となる。先読み技術でスライス
コントロールが可能である[87,88]。外部からパケットが到着し、実際にパケットバッファ
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に書き込まれるまで100us以上必要になる。これはルータ内部でのレーテンシーが長くなる
ことになる。一般的にルータ内部でのレーテンシーは100us以下である必要がある。これは
IP電話なので声の反応が遅れて人間が不快に感じる時間である。したがってFIFOで100us時
間を使うと、ルータとしてのレイタンシをオーバーする。Brigade Bufferの時間は50usが
限度である。 
コンバータは5.4章のロジックベースLSIでも述べたが、トラヒックをなだらかにする。ロ
ジックベースでも、メモリベースでも同じである。制御は上記でも述べたタイムスロット
間隔で行う。パケット入力が、タイムスロット時間内で偏った時に、例えばタイムスロッ
トの前半にトラヒックが集中した場合、タイムスロット内で平均化する必要がある。タイ
ムスロット間隔でしかスタンバイコントロールは制御できないため、平均化したトラヒッ
クとしてスライスのスタンバイ状態をコントロールする。タイムスロット内でトラヒック
が多い時間が存在すると、パケットバッファに書き込むことができない。トラヒックを平
均化して、タイムスロット内では、一定のトラヒック量でデータを転送させる。 
タイムスロットは1usに設定した。40Gbp/sのトラヒックで、1us間に40kbのデータが流れる。
タイムスタンプを短くすることは可能であるが、制御信号の活性、非活性が頻繁に発生す
るため、消費電流が増える。省電力化をする制御が、消費電流を増やしてしまう。したが
ってトラヒックの処理に対して、タイムスロットを長くすることで制御回路の消費電流は
無視できるように、かつトラヒック予測からの制御が遅れ、パケットロスが発生しないよ
うに設定した。 
トラヒックの予測に従い、アクティブかスタンバイ状態か設定する。図5-14は横軸が時間、
それぞれの区切りはタイムスロットで記載している。青色の実線がトラヒック量を示して
いるが、実際のトラヒックではなく一例として示している。枠はタイムスロットにおける
各スライスの状態である。トラヒック量が増えれば、トラヒック予測に従い、スタンバイ
状態からアクティブに遷移させる。逆トラヒック量が減れば、アクティブからスタンバイ
に変更する。実際のメモリは、遷移時間があることと、メモリにデータが残っているとス
タンバイにはできない。書き込むときは図5-14のようにトラヒック予測にしたがって動作
する。データが残っているためアクティブ状態にあるメモリには、書き込みは可能である
が、書き込まない。このようなポリシーで動作しないと、データが残り、スタンバイモー
ドに遷移することができない。 
トラヒックの予測は統計的に実行しているため、完全に予測できるわけではない。上記に
記載したように外れてもパケットロスしないようにBrigade Bufferを設けている。図5-18
の上図はBrigade Bufferの状態を示している。トラヒックに急激な変化がなく、予測が外
れていない時は、Brigade Bufferにデータは貯まらない。しかしスパイクのような急激な
変化が発生し、トラヒック予測が外れると図5-18に記載しているようにBrigade Bufferに
保持されるデータが増加する。これは緊急事態であるので、このBrigade Bufferのデータ
量が増加すると、ホットスタンバイをアクティブ状態にする。パケットバッファとしてア
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クティブのスライスが増加するので、書き込み能力がアップする。タイムスタンプごとの
制御ではなく、緊急事態でトラヒック予測に関係なく、非同期で制御させる。この制御動
作でBrigade Bufferの容量を減少させることができる。容量が減少できるということは、
レーテンシーを短くできる。 
トラヒック予測の予測が外れた時、パケットロスが発生しないための対処方法を再度まと
める。方法は２つである。１つは、Brigade Bufferにデータを保持し、スライス化された
パケットバッファのスタンバイ状態からアクティブ状態になるまでデータを保持する。２
つめはBrigade Bufferのデータ量が増加するのは、緊急事態なので、スライスコントロー
ラに情報を送り、緊急事態であることを伝達する。これによってホットスタンバイのスラ
イスをアクティブ状態にする。ホットスタンバイからアクティブ状態に遷移するのは、時
間が短いので、すぐにアクティブ状態のスライスを増加させることができる。これによっ
てBrigade Bufferに保持するデータ量を少なくできる。これはBrigade Bufferによるレー
テンシー増加を抑えることができる。 
 
 
図 5-19 ホットスタンバイからアクティブ 
 
5.8 シミュレーション結果 
図5-17のスライス化したシステムで、スライスの状態をコントロールするモデルでシミュ
レーションを実施した。トレースデータは大阪市立大学のキャンパスネットワークを24時
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間取得した。図5-20がトレースデータを用いたシミュレーション結果である。横軸が時間、
緑色の実線がトラヒックの推移、軸は左側である。赤色の実線がパケットバッファの電力
削減を表している。100%のトラヒック時の消費電力を100%として、割合で示している。軸
は右側である。トラヒック予測のパラメータは、α＝３、β＝１、γ＝１である。消費電
力は、トラヒックの負荷によって変動している。実トラヒックを入力したシミュレーショ
ン結果も、図5-12のデバイスの消費電力シミュレーション結果と同様の結果であった。す
なわち、トラヒック量が25%で、消費電力が約40%である。またトラヒック負荷に消費電力
が追随して、減少するべき時は減少している。パケットロスしないための対策が効力を発
揮し、このシミュレーションではパケットロスは発生しなかった。またスタンバイモード
を活用しなかった場合に比べて、平均で20%消費電流を削減した。また夜間等の低利用率時
において、最大 65% の省電力化が達成できた 
大学のキャンパスネットであるため、トラヒックは昼間に多く、夜に少ない。また１週間
単位で見れば、休日は少ないのは容易に推測できる。当然逆のネットワーク、すなわち夜
間とか休日の方がトラヒックの多いネットワークも存在する。しかし常にトラヒックは最
高性能で動作していない。提案したスライス化と予測技術を用いるとトラヒックが少ない
時に、追随して消費電力を減少させる。本論文で提案したスライス化ごとのスタンバイモ
ードのコントロールは、トラヒックの変動で省電力化を実現させ、省電力に有効である。
本提案は、トラヒックが常に100%の状態では、効果がないが、実際のルータはワーストケ
ース、すなわちトラフィクが多くなっても耐えられるように余裕をもたせる。すなわち最
高性能より低い状態でトラヒックが推移することが多く、スライス化は有効である。 
 
 
図 5-20 シミュレーション結果 
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5.9 メモリ使用量に対するスライス化 
5.8 章まではトラヒック量に対するスライス化を述べた。ロジックベース LSI ではスライス
化できないが、メモリベース LSI ではメモリ使用量によるスライス化も可能である。パケ
ットバッファでは、輻輳が発生し、パケットロスが行ったときにパケットバッファにデー
タが貯める。通常の輻輳が発生しない時は、パケットバッファのメモリ使用容量は少ない。
緊急用として大容量なパケットバッファが準備される。したがって使用されていない容量
が通常は存在する。トラヒック量によるスライス化同様にメモリをスライス化して、使用
していないメモリアレイをスタンバイモード状態に遷移させる。一部をスタンバイモード
にすることで省電力化が期待できる。 
スライス毎に制御する CLK 配線、スライス毎の電源遮断は、トラヒック量によるスライス
化と同じ LSI 仕様である。違いは図 5-21 に示すように、スライス化されたメモリアレイと
IO をつなぐデータ線の接続方法である。データ線のような、バスの配線はできるだけ短く
して配線容量を減らす必要がある。充放電流が無視できず、消費電力を大きくするからで
ある。そのためトラヒック量によるスライス化では、トラヒック量によって使用する IO も
制限させる。トラヒック量が少ない時は、少ない IO 数でデータ転送が可能となる。またス
タンバイの状態における使用する IO が決まり、メモリコントロールもシンプルになる。こ
うようにすることでデバイス間接続の信号線のトグルも少なくなる。図 5-21 の上図のよう
に IO 毎にスライス化されたメモリアレイが対応し、データ線も一対一で配線される。 
それに対して、メモリ容量でスライス化させた時は、すべてのトラヒック量ですべてのス
ライスにアクセスする必要があるため、図 5-21 の下図になる。できるだけデータ線の充放
電流を減少させるため、入出力バッファの側で、書き込むメモリスライス選択回路で使用
するデータ線を選択する必要がある。 
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図 5-21 メモリ容量方向のスライス化 
 
5.10 結言 
IT ネットワークは、常に最高性能では動作していない。時間的にトラヒックが少ない時間
が存在する。トラヒックが少ない時に省電力化ができるように、ネットワークシステムの
動作中でも、必要な構成要素以外スタンバイモードにする方法を提案した。スタンバイモ
ードは、完全に電源を遮断するコールドスタンバイモードと復帰時間は短いが、消費電力
の削減は大きくないホットスタンバイモードを活用する。デバイスの微細化に伴い増加し
ているオフリークの対策にもなる。 
システム上で通常の活性状態、ホットスタンバイ、コールドスタンバイの制御を行うため
にトラヒックの予測を導入した。トラヒック量がスパイク的な急激に変化し、予測が外れ
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た場合は、入力部分に FIFO で構成された Brigade Buffer を設け、急なトラヒックの変化
を緩和させる。また Brigade Buffer にデータが溜まり始める予測が外れたことを感知して、
復帰時間の短いホットスタンバイモードを動作モードに遷移させる。上記動作で急激なト
ラヒック量変化にも対応でき、大阪市立大学のキャンパスネットワークの実データを用い
てシミュレーション実行した結果でもパケットロスは発生しなかった。40nm の微細化され
たプロセスでの見積値ではデバイスの消費電流を 20%削減できる。これはメモリベースの
コンポーネントだけではなく。ロジックレベルのコンポーネントにも適応可能である。 
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第６章 結論 
 
本論文は、ネットワーク機器の省電力を実現させる研究をまとめたものである。省電力を
実現し、かつ性能を向上させ、低価格を実現させる挑戦でもある。性能向上と省電力は相
反する事象であるが、本論文の成果を用いれば性能向上と省電力を同時に実現できる。 
第２章では、アプリケーション毎に必要とされる仕様が違うことを述べた。そのためコン
ピューティングシステムに使用されているデバイスをそのままネットワークシステムに使
用すると性能のボトルネックとなる。 
第３章と第４章では、包括的に見て省電力のために必要なデバイスを研究した。ネットワ
ークシステムから必要とされる機能を実現させるために、システムのアーキテクチャ、デ
バイスの仕様まで検討した。第３で述べたパケットバッファの省電力化は、汎用メモリを
用いたハイブリッド構成を構築することで、パケットバッファに求められる大容量、処理
速度、多量キューを実現させ、かつ消費電流は約 10%と大きく向上させた。デバイスの回
路研究だけでは達成できない性能であり、ネットワーク通信を考慮して、包括的に検討し
た結果である。 
第４章では、ルータ装置の中で最も消費電流が多い検索エンジンの省電力化に関する研究
を行った。検索エンジンの消費電流の大きいことが問題であることは、多くの研究者の共
通認識であり、多くの研究発表がされている。しかしほとんどの発表が回路工夫による省
電力化である。本論文は、ネットワーク通信を考慮して、検索エンジンの検索キーのサイ
ズを小さくする、すなわち一部機能を絞ることで過去の発表を凌駕する省電力化を実現さ
せた。半導体設計の専門家が、ネットワーク通信を学習することで実現できた結果である。
従来の検索エンジンに使用されていた TCAM に比べて消費電流は 10%以下である。研究で
試作したデバイスは、光パス/光パケット統合ネットワークに採用され、システムレベルで
の動作も確認されている。 
第５章はすべてのコンポーネントに対応できるスライス化について述べた。不要の時は分
割したスライスをスタンバイモードにすることで省電力化が期待できる。トラヒック処理
を止められないネットワークで省電力効果を最大限に出すために、２つもスタンバイモー
ドを提案した。１つは電源を遮断し、消費電力を通常の待機モードに比べて無視できるほ
ど小さくしたコールドスタンバイモード。２つ目は復帰時間を重視したホットスタンバイ
モード。約 30%の消費で力の削減効果がある。スタンバイモードをコントロールするため
にトラヒックの予測技術、またスパイクのような急激なトラヒックの変化に対応するため
の Brigade Buffer と Brigade Buffer からもスタンバイモードをコントロールすることで、
パケットロスが発生しないシステムを構築できた。 
上記、省電力化に対する研究を実際のルータに適応した場合の見積もり結果が表 5-1 である。
様々な種類のルータ、スイッチが存在し、それぞれのルータでコンポーネントごとの消費
87 
 
電力は異なる。またそれぞれのコンポーネントごとの消費電力は公開されていない。今回
は、第１章で記載したルータでの見積もり結果である。 
 
表 5-1 ルータの消費電力分析 
 
 
コンポーネントの最適化は、第２、３章で述べたパケットバッファと検索エンジンの省電
力化である。２つのコンポーネントの消費電力は減少することで、電源とシャーシのファ
ンで消費される消費電力も比例して減少する。合計としては、約 50%になる。 
コンポーネントの最適を行ったルータにスライス化を導入すると、さらに消費電流が削減
される。スライス化の効果は、メモリベースのコンポーネントだけではなく、ロジックベ
ースのコンポーネントにも有効である。すべてのコンポーネントの消費電力削減が期待で
き、合計約 60%の削減となる。 
ネットワーク機器の省電力化が必須の状況で、本論文成果で省電力化が期待できる。省電
力化と性能という通常は相反する項目を同時に実現した。また特殊なデバイスを必要とし
ないアーキテクチャを提案した。もしくはデバイスの変更が必要でもチップ面積が小さい
提案である。省電力、高性能、低価格を実現した。 
少し大げさな言い方になるが、著者は日本の半導体メーカーの復活のヒントがこの研究に
あると考えている。半導体の設計者は、設計するデバイスが使用されるシステムを理解し、
そのシステムに適したデバイスを提案できるのも半導体の設計者である。イノベーション
は包括的に考える方が良い物を思いつき、包括的に考えられたアイデアにコンポーネント
に特化したイノベーションでは、性能等すべての面で勝てない。 
本論文の今後の課題は、第４章の検索エンジンである。今回研究した検索エンジンはフォ
ワーディング機能を実現する。しかしルータにはフィルタリング用の検索が必要である。
フィルタリングは不要なパケットデータをドロップしたりすることで、セキュリティに使
用される。特に近年はデータセンターのサーバーに多く使われ、消費電力も大きい。これ
は最長一致検索では対応できず、今回開発した検索エンジンではデバイスを使用できない。
比較するための検索キーにワイルドカード（Don’t Care）が必要である。例えば、あて先と
発信元の記載れているデータからあて先は見なくする。現在は TCAM を使用してシステム
コンポーネント
の最適
スライス化
33% 17% 14%
検索エンジン 32% 3.20% 2.6%
バッファ 3.5% 0.70% 0.6%
入出力 6.5% 6.50% 5.2%
15% 15% 12%
10% 10% 8.0%
100% 52% 42%
ラインカード 42%
従来
合計
コントロールプレーン
スイッチファブリック
電源およびシャーシ
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が構築されている。このフィルタリングに対応した省電力検索エンジンを研究するのが今
後の課題である。  
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