This is the peer reviewed version of the following article: Codina, E. "A variational inequality reformulation of a congested transit assignment model by Cominetti, Correa, Cepeda and Florian", which has been published in final form at Trans. Sci. (2012) B 40, 437-459], the computation of equilibrium is performed heuristically by the minimization of a gap function, using the method of successive averages. In this paper, a reformulation of this congested transit equilibrium assignment model is performed, demonstrating that the problem can be expressed as an equivalent variational inequality. The case of strictly capacitated transit networks is explored under the scope of this new reformulation, and new, broader conditions for the existence of solutions to this congested transit assignment model are determined.
Introduction
The development of transit assignment models of increasing complexity has been driven mainly by the inclusion of congestion effects caused by the complexity of passengers' behavior and limitations in the physical capacity of transportation vehicles. However, public transportation is seen as an appropriate way to mitigate the increase in demand for transportation and its associated environmental effects. Despite this observation, the development of congested transit assignment models has previously received less attention when compared, for example, with traffic assignment models. Thus, the number of contributions in the field of transit assignment can be considered more limited than in the case of traffic assignment models and in the applications that require them, such as matrix adjustment methods and continuous network design problems. One explanation for these limitations stems from the compact formulation of user equilibrium using variational inequalities (VIs) for the traffic assignment problem, as shown in Smith (1979) . This VI formulation, has not been achieved for previous transit assignment models but in their simpler instances. Advantages for using VI formulations are also discussed in Marcotte (1995) .
A brief description of the evolution of transit assignment models will be presented at this point. The paper by Chriqui and Robillard (1975) introduced the notion that passengers can select a subset of attractive lines and board the first vehicle arriving at a stop to minimize the expected sum of waiting trips from i to d will be denoted by g d i . By W , the set of active origin-destination pairs ω = (i, d) on the network is denoted, i.e., those pairs for which some trip exists:
The set of destinations in the network will be denoted by D.
and the set of origin nodes for a fixed destination d ∈ D will be denoted by O(d)
Often, when referring to a given destination d ∈ D, the set of nodes in the network excluding destination d will be denoted by N d , i.e., N d = N \ {d}. In general, for a node i ∈ N , the set of emerging links will be denoted by E(i), and the set of incoming links by I(i). The network will be considered in its detailed expanded form, following Spiess (1984) and Spiess and Florian (1989) , as shown in figure 1. In this representation, transit stops are associated with a node for which some of the outgoing links will play the role of boarding links to a transit line, and some of the incoming links will play the role of alighting links from a transit line. Each transit line with vehicles halting at the stop will have a single boarding link from the stop and a single alighting link to the stop. Non-boarding or non-alighting links incoming to or outgoing from nodes representing transit stops will model connections to other transportation modes, such as pedestrian or pedestrian connections to other transit stops.
Because the model can be stated as a multi-destination network flow, v d a will denote the flow at link a ∈ A with destination d ∈ D. Then, the following notation will be used for the various types of vector flows and origin-destination volumes:
..; a ∈ E(i)) ∈ IR

|E(i)| +
, i ∈ N , d ∈ D is the vector of flows with destination d at emerging links of node i.
• v • v = (.. With previous definitions, the feasibility set for the congested transit equilibrium problem can be formulated as:
where each set V d is defined as:
In addition, the feasible set V of total link flows v can be defined as:
Boarding links a from stop i are associated with a unique transit line and have associated a nonnegative efff f a (·) : V → IR for that line, which will generally depend on the total flows of some neighbor links and on the total flow of link a. Effective frequency are the inverse of the expected waiting time at the stop until boarding onto a vehicle of the line. Because of the finite capacity of vehicles, this boarding may not happen on the first arriving vehicle seen by the passenger. This gives rise to a bulk service type of queuing process for passengers at stops. Mean waiting times for a boarding, or the inverse of effective frequencies, will be denoted by σ a (·) = 1/f a (·). Thus, the role of efff at boarding links is to model the limitation in the capacity of transit vehicles. Although no predetermined functional form is assumed in either Cominetti and Correa (2001) or Cepeda et al. (2006) , it can be assumed that functions f a (·) are finite for flows v ∈ V that verify some type of (typically linear) inequality c a (v) <c a , vanish at flows that verify strict equality c a (v) =c a , have a maximum value for flows that verify c a (v) = 0 and remain undefined at flows such that c a (v) >c a .
Travel times on links will be modeled by general functions t a (v), a ∈ A, which remain bounded on V,
The subset of nodes for which emerging links exist with a bounded from above (finite) efff on V will be denoted byN .
For simplicity of formulas, the setsN ∈N , a ∈Ê(i) } will also be used. For nodes i ∈ N , the subset of emerging links with finite effective frequency will be denoted bŷ
and the set of boarding links at a stop i ∈N with positive destination flows will be denoted by:
A strategy for passengers at node i ∈N will be represented simply by a subset of links E(i) ⊆Ê(i).
Figure 1
Line segments as well as pedestrian, transfer and non-transit facilities will be represented by links a ∈ A with either constant or flow-dependent travel time functions t a (·) and infinite frequencies, f a = +∞. The same will apply for links a ∈ I(i) , i ∈N , representing alighting at stops.
For V.I. formulations used in the paper, the following notation will be used. If C ⊆ IR n is a convex set, then for an operator Φ : IR n → IR n , a V.I. will be formulated in its classical form, i.e., find
This VI will also be referred to as VI(Φ, C), and its solution set by Sol VI(Φ, C).
In formulas or expressions describing optimization problems, the Min or Max operator will be subscripted with vectors or variables that play the role of "decision variables" or optimization variables appearing in the body of the problem, with some or all of their sub/superscripts probably suppressed for legibility. In this way, a clear distinction between optimization variables and parameters of the problem can be made. Additionally, when considered convenient, immediately after a constraint, dual variables or multipliers for that constraint may appear after a bar "|". In other words, v ≤ wr, | θ indicates that θ is the dual variable for constraint v ≤ wr.
3 A brief summary of the C3F model
The common-lines problem with congestion
The C3F model can be considered an extension to the case of general multi-destination networks of the so-called common-lines problem (CLP in the following) when effects of congestion are reflected as a drop of the line frequencies experienced by passengers. This problem can be summarized as follows. Let us consider a simple network consisting of a single origin node connected to its destination by means of a set of bus lines ν = 1, 2, ..., n with effective frequencies f ν (·), which are decreasing functions of the boarding flows v ν , vanishing at a maximum flow or capacityv ν . Assume that the trip demand from origin to destination is x = ∑ n ν=1 v ν . Assume that t ν < +∞ is the in-vehicle travel time for line ν from the origin node to the destination. Then, users choosing to board on a subset of lines (or strategy) E will experience an average origin-destination travel time given by:
Let y E denote the flow of users choosing strategy E. If E ν ⊆ P({1, ..., n}) is the set of strategies containing line ν, then the total flow v ν of line ν will be given by:
A vector y = ( ..., y E , ...; E ∈ P({1, ..., n}) ) of flow strategies determines a unique vector of line flows (..., v ν , ...; 1 ≤ ν ≤ n), and the concept of an equilibrium flow vector strategy y * is defined by:
} is the origin-destination minimum travel time at equilibrium. The congested common-lines problem is examined in Cominetti and Correa (2001) , in which the existence of equilibrium solutions is proved to exist for any x ∈ ]0, ∑ n ν=1v ν [, showing additionally that, in this case, equilibrium solutions are such that v ν <v ν and that consequently, origin-destination travel times at equilibrium remain bounded. Also in Cominetti and Correa (2001) , the equilibrium notion for the congested CLP is extended to the case of general transit networks with multiple origin-destination pairs.
If we consider now the CLP for the case in which some of the lines, for example, lines n − k to n, work with infinite frequency and finite in-vehicle travel times,T (v) would need to be defined as:
However, the same concept of equilibrium expressed in (12) would be more difficult to define, although in essence, it would also hold.
Notion of equilibrium on general multidestination networks. The C3F model
Let us consider a general transit network with multiple origin-destination pairs. Using definitions in section 2, let v be a feasible vector of per-destination flows, and let v be its corresponding feasible flow vector of total flows. For vector v, consider the congested CLP at 
As a generalization of expression (10), now origin-destination travel timesτ 
The set of solutions for the previous fixed-point problem (16) will be denoted by V * on the space of per-destination link flows and by V * on the space of total flows on links. Cominetti and Correa (2001) Assumption 3.2 ensures that, no matter how large the origin-destination trip volumes may be, it will be always possible to allocate them on the network without allowing for the infeasibility of the problem, and consequently, origin-destination travel times will be bounded from above. Paths γ referred to in assumption 3.2 play the role of unlimited capacity paths. Links in these paths may be transfer links from stop to stop or simply pedestrian links from a realistic representation of an urban area. This is a device frequently used by practitioners when modeling transfers from station to station, and the interactions with the pedestrian network, which operates conjointly with the transit facilities.
Although (16) is a characterization of equilibrium in terms of a fixed-point problem, it was not considered as an operative formulation to solve for solutions by Cepeda et al. (2006) . Instead, building on the results of Cominetti and Correa (2001) , Cepeda et al. (2006) prove that their general multidestination network equilibrium transit notion is equivalent to the minimization of the following non-convex, nondifferentiable gap function G CCF (v)
over the feasible set of destination flow vectors V; in other words, solutions of (16) are also global minima of the problem
Then, in Theorem 3.2 in Cepeda et al. (2006) , it is proved that the gap function G CCF vanishes at equilibrium, as does each of its component functions
For the purposes of this paper, the following theorem from Cepeda et al. (2006) is also of interest. 
An equivalent formulation of equilibrium by means of variational inequalities
The objective of this section is to prove formally that the C3F model exposed previously in section 3 can be equivalently formulated as a VI in a finite dimensional space.
From an intuitive point of view, the role of paths described in assumption 3.2 is to guarantee that part of the demand will be absorbed on these paths if necessary. If it is assumed that solution flows will be bounded, then travel time on these paths cannot be +∞, in which case, it seems a reasonable conjecture that efff's f a (·) at C3F equilibrium flows will always remain strictly positive:
The reformulation as a V.I. of the C3F model will be performed in this section under the scope of assumption 3.2. However, this does not imply that the resulting V.I. is only valid under assumption 3.2. In section 5, where conditions for the existence of solutions are examined, it will be shown that less restrictive assumptions also guarantee the existence of solutions for this new V.I. formulation of the C3F model, also ensuring that
Linear programs (21) 
It will be shown in this section that solution flows of the transit equilibrium model C3F satisfy the following sets of relationships:
where, λ 
It should be noticed that programs (21) are duals of the following ones:
so that optimal function values w (21) can be expressed also as:
The following complementarity conditions must hold for programs (27)
It will be assumed that there exist solutions for the system of equations (23) through (26). In fact, this will follow automatically because it will be proved in theorem 4.5 below that solutions of the system of equations (23) through (26) are global minima of the minimization problem (18) and vice versa. Let us now consider the following sets for any feasible flow v ∈ V:
The following two properties are readily verified: 
the vector of total link flows, for any set E(i) of emerging links at node
Proof: Proof follows directly because of complementarity conditions (29) and (30) and dual feasibility condition (31) at v * . 2 The following lemma proves that solutions of the system of equations (23) through (26) are also global minima of the gap function G CCF .
Lemma 4.3 Let θ ∈ Θ(v) be the solution set of linear programs (21), and assume that
2. the values of (λ, v) verify the following generalized Bellman relationships: 
The gap function
At this point, it must be remarked that expression (35) for origin-destination travel times is equivalent to the one given in Cominetti and Correa (2001) or in Cepeda, Cominetti and Florian (2006) , although it appears to be differently formulated because of the explicit treatment for infinite frequency links given in this paper.
Proof of lemma 4.3: Because of (30) and (31),
Because of linear programs (24) and the complementarities (26),
and thus, for a given destination d ∈ D, summing all the emerging links of node i ∈N d ,
whereas for a node
where it has to be taken into account that λ
Then, summing from (40) and (41) for i ∈ N and taking into account (42)
where, because of (21), 
where (44) is verified with equality if a
Now, letλ (23) 
Relationships (49), (50) and (51) show that, as 0 < f a (v) < +∞,
and r d i > 0 can be chosen so that:
Additionally, from (49), (50) and (51):
Thus, it has been proved that relationships (24) 
Reformulation as a VI
Let us consider the convex and non-differentiable function H n (·) :
Recall that because of assumption 3.2, it can be conjectured that f a (v) > 0 at the solutions of (23) 
where
where Ψ d a are defined as:
With these new variables ζ and taking into account that
, system of equations (23) through (26) can be rewritten as:
where ζ (60) through (63) can be interpreted as a set of coupled variational inequalities parametrized by ζ:
where, as usual, (57) will also verify the following variational inequalities parametrized by flows v:
} associated with node i ∈N d and taking into account previous VIs (64) and (65), the following VI is readily derived:
and
The following is a restatement of previous theorem 4.5.
Theorem 4.6
The following two statements are equivalent:
(v, ζ) ∈ V × S is a solution of previous VI (VI) in (66)
the dual variables defined by the system of equations (60) through (63), are the expected origindestination travel times from node
Remark 4.7 When frequencies f a (·) = r a , a ∈Ê(i), i ∈N are flow independent and constant and travel costs t a (v) at links a ∈ A have a diagonal and positive semi-definite jacobian, or equivalently, t a (v) = t a (v a ), it can be shown that models developed in Spiess (1984) and in Spiess and Florian (1989) 
.; a ∈Ê(i))
. Now, because of (28) and (56):
This implies that VI (VI) in (66) can be simply stated as:
which are, in fact, first-order conditions of the following optimization problem for the semicongested transit assignment problem in Spiess and Florian (1989) :
Additionally, (70) to (73) are optimality conditions for the transit assignment model in Spiess (1984) for t a (v a ) = t a = ctant, which will be designated by [PL](r, t):
Relationship of G CCF with the primal gap function
The functional (66) is:
or more explicitly: (66) will be rewritten simply as:
and its primal gap function G P (x) will be:
Let us, for simplicity, denote x = (v, ζ) and y = (u, z) for x, y ∈ V × S. Then, it must be noted that if F (·) is the functional defined in (77),
The following theorem 4.9 states the relationship between the gap G CCF in Cepeda et al. (2006) and the primal gap function G P for (VI) in (66). For convenience, the gap function G CCF (v) in (17) will expressed as the difference of two functions, namely:
where G (0
CCF (v) and G
(1 CCF (v) are defined as:
and τ 
Proof: The optimization problem in the right-hand side of (84) 
is, in fact, the linear problem [PL](f (v), t(v)).
Because of duality in linear programming, its optimal objective function value is
, there follows (84). 2 As a consequence of previous lemma 4.8, another convenient way of expressing gap function G CCF will be:
where function φ(·, ·) is defined as:
and obviously, G (0 u, v) . Theorem 4.9 Let v ∈ V be a feasible flow. Then,
Proof:
Equality (1) Rockafellar (1972) ). Again, linear problems (57) appear. The last equality (3) follows directly from previous lemma 4.8. 2
Proposition 4.10 ( Characterization of C3F equilibrium as a fixed-point inclusion ). Let [PL](r, t )) be the linear program defined in (75) for the uncongested transit assignment model with constant frequencies r and travel times t. Then, v
* ∈ V * iff:
Proof: Proof is immediate because of lemma 4.8 and the definition of gap function G CCF , which vanishes at equilibrium points of the C3F model. 2
Remark 4.11 Notice that, in view of proposition 4.10, the MSA heuristic procedure to solve the C3F model used in Cepeda et al. (2006) can be interpreted as the calculation of a solution for the fixed-point point inclusion (89).
Existence of solutions and capacitated models
Because it has been proved in previous sections that the C3F model can be formulated as a VI, in this section, the question of the existence of solutions is explored from this perspective using general and wellknown results from the classical theory of variational inequalities. Assumptions required for the existence of solutions are, under this scope, much less stringent than those stated in Cominetti and Correa (2001) . The existence of solutions for models with additional constraints on which travel time and efff functions become +∞ on the boundaries imposed by these constraints is also analyzed in a very general setting. Specifically for this section the following notations will be used: If M is a convex polyhedron, let vertex(M ) and ray(M ) denote its set of vertexes and rays, respectively, andM = Hull(vertex(M )) and − → M = Pos(ray(M )) denote the convex hull of all vertexes and the cone of all rays, respectively, in the set M .
By B a , B a , IB a it will be denoted balls with radius a on IR n centered at 0, for
n , its topological interior will be designated by int M , and its frontier will be designated by fr(M ), i.e., fr(
it is known that if solutions x
* exist, then they verify the following inclusion (see, for example Goh and Yang (2002) , page 194):
Taking into account relationship (80), inclusion (90) for an arbitrary V.I. can be expressed for VI(F, V) in (66) as:
The first linear program in (91) can be expressed as:
whereas the second one decomposes into:
Models without explicit capacity bounds
In this subsection, congested models without sharp capacity bounds will be considered. These are models with efff's that decrease with increasing flows but do not vanish and with travel times that may increase but remain finite at any point in the feasible set of flows V. Proof: Note that V may be an unbounded set because of possible cycles on the expanded transit network. Consider now VI in (66) but defined on
. Because functional (77) is continuous on V ′ = V ∩ C, which is a convex and compact set, this newly defined
. To see that ∥ v * ∥ 2 < ρ, simply notice that v * must also be a solution of the linear problem 
and v
* ∈ int C, v * must also be a solution of minimizing the objective function in (94) over the set V ∩ B ρ and (v * , ζ * ) must be a solution of VI(F, (V ∩ B ρ ) × S), i.e., VI (66) defined on (V ∩ B ρ ) × S. Finally, applying theorem 4.2 in Kinderlehrer and Stampacchia (1980) (chapter 1, page 13), v * is also a solution of (VI) in (66). 2 Note that for congested models without sharp capacity bounds, it is not necessary that special paths exist, similar to those described in assumption 3.2, and only continuity and positivity are required for functions t a (·), a ∈ A, σ a (·), a ∈Â, on the space of acyclic path flowsV.
Models with explicit capacity bounds
Generally, functions modeling effective frequencies f a (·) at stops depend on total flows on links close to the boarding link a. When the C3F model must reflect the strict limitations of vehicle capacities, it seems logical that effective frequencies depend on total flows of links a, c, b and e as shown in figure 2 below and vanish when these flows are such that vehicle capacity is reached. In general, it seems reasonable to consider functional forms of the type:
if v e < µc 0 otherwise (95) where ϕ a (·) is a decreasing function, c is the vehicle capacity and µ is a factor related to the time horizon of the planning model being used. In general, the ratio ρ a at boarding link a ∈Ê(i), i ∈N is given by
and can be interpreted as the loading factor of passenger queues that are boarding segment e at stop node i. An explicit capacity limitation would then be ρ a < 1, or equivalently, v a < µc − v m(a) . It seems appropriate to use functions ϕ a (·) so that ϕ a (1) = 0. For example, Cepeda et al. (2006) consider in their numerical tests efff, for which ϕ a (x) = µ(1 − x β ). Motivated by previous considerations, although not limited at all by the functional forms presented for the efff functions, consider now the case of a polyhedron X defined by explicit linear constraints that (possibly) model capacity limits imposed at some links of the network. To avoid further complexities, the case of nonlinear constraints has not been considered.
where 
Consider v ∈ fr(V ∩ intX), i.e., a feasible flow v on the frontier imposed by constraints that define X. Then, the following two subsets of links in the expanded network associated with v will be used in this subsection:
If assumption 5.2 is verified, then, for ϵ, 0 ≤ ϵ ≤ ϵ 0 , consider
Proposition 5.4 Assume that ray(V) ̸ = ∅ (i.e., the expanded transit network contains cycles). Under assumption 5.
Proof: It suffices to notice that rays in − → V are made by flows on cycles on the expanded network and the expression for F v given in (77). 2
Consider now (VI) in (66) Proof:
because it is defined on a compact and convex set and because V ∩ X ϵ ⊂ V ∩ int X, F is continuous on V ∩ X ϵ . Now, the following equalities must hold:
where (101), and consequently, they will never be reached in solutions of the first. 2
Primal gap function G P for problem VI(F, (V ∩ X ϵ ) × S) will also verify theorem 4.9 (simply consider V ∩ X ϵ instead of V in theorem 4.9). If functions t a (·) and inverse efff's σ a (·) are continuous and finite onV ∩ X, then theorem 4.9 will also apply for problem VI(F, (V ∩ X) × S). For these two problems, the Cepeda, Cominetti and Florian gap function will be denoted byĜ ϵ CCF (·) andĜ CCF (·), respectively. It should be noted that the gap functionĜ CCF (·) defined below in (103) for the capacitated case is of special algorithmic interest.
The following relationships will be verified: v, v) , and
Note that g(ϵ)
is a continuous function near 0 and that the point-to-set map ϵ → Sol VI(F, (V ∩ X ϵ )) × S is upper semi-continuous near 0 (as a direct consequence of theorem 2.2.2, page 14, in Fiacco (1983) ). Because of lemma 5.5, solution flows v * of VI(F, (V ∩ X ϵ ) × S) are such that v * ∈V, and thus an analysis based on acyclic paths, which is necessary for subsequent results in this subsection, can be made. Consider Γ ω , the set of acyclic paths joining origin-destination pair ω ∈ W on the expanded transit network, and let H ω be the polytope of the acyclic path flows joining origin-destination pair ω ∈ W :
Thus, (106) will hold at solution h * of problem VI(F, (V ∩ X ϵ ) × S) and for path γ ∈ Γ ω referred to in point 1 of the lemma E d ∆ γ = 0, and:
Because no link in path γ is included in constraints Ev ≤ c and 0 ≤ ζ d a ≤ 1, inequality in (107) follows for flows v * ϵ . Now, because of (106) and complementarities,
BecauseĜ
(1,ϵ CCF (v * ϵ ) can be expressed as in (109), summing for d ∈ D in (111) there follows (108) for functionĜ
If it is taken into account that functions G (0 CCF and functions t a (·), σ a (·) are continuous on V ∩ intX and also that the point-to-set map ϵ → Sol VI(F, (V ∩ X ϵ )) × S is upper semi-continuous near 0, it follows that,
and results 1 and 2 in theorem follow. Because
Because of (113) for any sequence {ϵ ℓ } → 0+, its associated sequence of solutions {x ϵ ℓ } will have a limit point For explicitly capacitated transit networks, result 3 in theorem 5.8 cannot be obtained by simply imposing assumptions such as 5.7 on functions σ a (·) and the stronger one in 5.6 is required, as the following simple example shows.
Consider the small network shown in figure 3 . In-vehicle times for lines 1 and 2 from A to C are 18 and 20, respectively. Boarding and alighting links are assigned a travel time function t a = 1. Effective frequency functions for line 1 and 2 at stop node A are given by: and average travel time from B to C is ∞. Note that all efff's remain uncongested. Note also that adding a new link from B to C with a continuous, increasing and finite travel time function would guarantee that origin-destination travel time from B to C would always remain finite by absorbing part of the flow B → C, which now can only pass through line 2 to its destination. 
Conclusions and further research
In this paper, it has been proved that the equilibrium model for congested transit networks developed by Cominetti and Correa (2001) and Cepeda et al. (2006) referred to in this paper as the C3F model, can be formulated as a variational inequality problem. Previously, Cepeda et al. (2006) reformulated this equilibrium model as the minimization of a non-convex and non-differentiable gap function and solved it heuristically by means of the classical mean successive averages method. For proof of the equivalent formulation in variational inequalities of the C3F model, partial results in Cepeda et al. (2006) have been used. Conditions for the existence of results of the new VI reformulation of the C3F model are developed in this paper, and the case of a strict capacity constrained congested transit model is examined. It is proved that, under the assumptions shown in this paper, solutions exist and that transit volumes will remain under capacity, avoiding infinite origin-destination travel times and completely saturated links. Furthermore, it is shown that for this case, it is also possible to consider a gap function for the problem that has been derived in a natural way from the one derived in Cepeda et al. (2006) for the uncapacitated case. The contribution in this paper opens the door to the wide spectrum of algorithmic methods for variational inequality problems in order to solve the C3F model, and an in-depth exploration of the algorithmic alternatives opened by this reformulation in variational inequalities is a task that will be developed in a forthcoming paper. 
