Abstract. We present an asynchronous bundle-trust-region algorithm within the context of 4
Introduction. We consider the Lagrangian dual decomposition (DD) of two-
Here, x j ∈ R n1 and y j ∈ R n2 are decision variables associated to scenario j ∈ J := 21 {1, . . . , N }. The matrices H j are such that (1b) represent the nonanticipativity con-22 straints x 1 = x 2 = · · · = x N . We define the feasible sets:
23
G j := {(x, y) : Ax ≥ b, T j x + W j y ≥ h j , x ∈ X, y ∈ Y } , j ∈ J, 24 25 and assume that these sets are bounded and nonempty. We also define mixed-integer 26 sets for x j and y j of the form X := R n1−p1 × Z p1 and Y := R n2−p2 × Z p2 , respectively.
27
The DD of (1) is obtained by applying a Lagrangian relaxation of the nonantici- problems. We prove that our incremental bundle method is convergent for any work- 
99
The remainder of the paper is organized as follows. In Section 2 we present the 100 bundle-trust-region method for Lagrangian DD and associated convergence analysis. We recall that H j x i j ∈ ∂D j (λ i ) for j ∈ J and B k,l is a set of cut indices at iteration 116 (k, l). We also recall that the model function m k,l (·) outer-approximates D(·) (i.e., 117 m k,l (λ) ≥ D(λ) for all λ ∈ R N n1 and (k, l)).
118
At iteration (k, l), the master problem is given by where λ k is the TR center and ∆ k,l > 0 is the TR size. The master problem (6) finds 123 a new trial point λ k,l to evaluate D(·). We define the predicted increase of D(·) as:
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The TR center is updated as
is satisfied, where ξ ∈ (0, 1/2). We call this type of iteration a serious step. In this 130 case, the master problem (6) is resolved with the updated TR center. Otherwise,
131
a new set of cuts(5b) is added to improve the model m k,l (λ). We call this type of 132 iteration a null step. The method terminates whenever
holds for some ∈ R + .
136
The TR size ∆ k,l need to be carefully updated to accelerate performance. For 137 example, if the TR size is too large, a number of null steps must be taken before each 138 serious step is taken. On the other hand, if the TR size is too small, the algorithm 139 takes serious steps at almost all iterations with only marginal improvements in the 140 lower bound. We thus devise tests for detecting whether the TR size is too large or 141 too small. To do so, we define the model approximation error at iterate (k, l) as: where,
By construction, δ k,l j ≥ 0 holds. We define the maximum model variation as:
We deem the TR size too large if either D(λ k ) − D(λ k,l ) or the approximation error 151 δ k,l are much larger than V k . By construction, we have that:
Consequently, it is sufficient to test whether
holds in order to determine whether the TR size is too large. We now let
and let τ k count the iterations in which the TR size is not reduced. We then update 162 the TR size as follows:
2. If ρ >ρ or (ρ ∈ (0,ρ) and τ ≥ρ), then set τ k+1 := 0, and
167
We deem the TR to be too small if a larger (i.e., better) Lagrangian function value is 168 found and if the solution is bounded by the TR constraint. That is, whenever Algorithm 1 Bundle-Trust-Region Method Solve the master (6) to λ k,l .
6:
Solve the Lagrangian subproblem (4) to find D j (λ k,l ) and x k,l j for all j ∈ J.
7: 
12:
13:
14:
k ← k + 1 and l ← 0.
15:
else
Null step
16:
17:
Update m k,l+1 by adding cuts (5b).
18:
l ← l + 1.
19:
end if 20: end loop 2.1. Algorithmic Steps. We now summarize the steps of Algorithm 1. The 175 BTR algorithm is initialized using the dual λ 0 and parameters ∆ k,l , ξ, and (line 1).
176
For a given λ 0 , the Lagrangian dual function is evaluated by solving the subprob- 
We assume that Q j (x) = ∞ if there does not exist recourse y ∈ Y such that W j y ≥ 191 h j − T j x (i.e., the candidate x is infeasible). We recall that obtaining an optimal 192 upper bound requires an exhaustive branch-and-bound scheme [5, 12] . We now show that the algorithm does not perform an infinite number of null steps. Proof. To establish a contradiction, suppose that the algorithm takes infinitely 205 many null steps at major iteration k. Then, we have for l ≥ 0
Let θ k,l j be the solution of the model m k,l (λ k,l ). There exists some j ∈ J such that 212 linear inequalities generated at iteration (k, l),
220
Here, the first and second inequalities hold due to (22) and (21), respectively. By
221
Lemma 2.1, we have that either (21) or (22) will be violated after a finite number of 222 null steps, contradicting the assumption.
223
We adapt the approach that obtains the lower bound of the predicted increase,
224
as shown in [17] .
225
Lemma 2.3. For k ≥ 0 and l ≥ 0, we have that
Proof. We need only to show that (24) holds for the ∞-norm, because · ∞ ≤ 229 · p ≤ · r for p > r > 0. Suppose that we obtain an optimal step size α k,l of the
233
We have
where the first inequality holds because λ k,l is the maximizer of m k,l , the second 239 inequality holds because m k,l is an outer approximation of D(·), and the last inequality
, the optimal step size is given by
Therefore, (24) is obtained from (25) and (26).
247
We now show that Algorithm 1 finds an optimal Lagrangian dual bound.
248
Theorem 2.4. Algorithm 1 delivers a dual iterate sequence {λ k } satisfying
250
Proof. Let l k be the iteration index in which λ k,l k takes a serious step and thus
above by z LD , we have that
Moreover, from Lemma 2.3 we have that
265
From (29) and ∆ k,l > 0, we have that
266
Theorem 2.4 implies finite convergence to an -optimum for > 0. In other words, i ∈ B k,l is added to the model. We define the model function
where the cuts (30b) are generated only for a subset of scenarios J i . Note that
and (k, l).
284
At iteration (k, l), the master problem of the asynchronous variant is given by
While the master problem (31) is a natural extension of (6), it is not straightforward 288 to guarantee convergence under this setting. In particular, existing algorithms assume 289 full scenario synchronization before updating the TR (i.e., by checking (8), (16), and 290 (18)), and terminating the algorithm (9). We now describe necessary modifications 291 to ensure convergence.
292
We consider a set of processes that consist of a master process and multiple worker be the maximum number of elements in the queue Λ k,l at any iteration (k, l).
305
We denote the predicted increase at iteration (k, l) by
The serious steps and null steps are taken only when a trial point is evaluated by 309 all worker processes. Otherwise, we update the model functionm k,l+1 (·) by adding 310 cuts (30b). In particular, if there exists
we update the TR center λ k+1 ←λ k,l . Otherwise, a null step is taken to update the 317 model functionm k,l+1 (·). We terminate the algorithm if
We devise tests for adjusting the TR size ∆ k,l while still retaining convergence. For 321 a small TR size, we can use the criterion (18) and update (19). In the asynchronous 322 variant, not all scenario information is available at most null steps. To handle this 323 case, we deem the TR to be too large if
We define
328 329
and decrease the TR size as follows:
, then set τ k+1 ← 0, and point to evaluate in the queue, the current trial point is sent to the worker process
349
(line 19).
350
We note that the master process does not wait for all the worker processes to note that for Π = |Π|, Algorithm 2 is equivalent to Algorithm 1. Therefore, we assume 368 that Π ∈ (0, |Π|) and we assume that = 0 throughout this section. At every major
We first show that Algorithm 2 takes only a finite number of null steps.
371
Lemma 3.1. Suppose that Algorithm 2 takes a null step at iteration (k, l (1) ).
372
There exist a finite number i > 1 such that the algorithm either makes a serious 373 step or terminates at iteration (k, l (i) ).
374
Proof. Suppose for contradiction that the algorithm takes null steps at iteration
Let (k i , l i ) be the iteration at whichλ k,l (i) was obtained by the master (31) so
such that k I = k and l I = l (I) for i < I < ∞. Therefore, we need only to consider 384 the case that k i = k and l i ≤ l (i) . In such a case, there exists some j ∈ J such that 385 the linear inequalities generated at λ ki,li ,
395
Here, the second inequality holds because λ ki,li is a maximizer ofm ki,li and the third 396 inequality holds becausem k,l is nonincreasing within a given major iteration k. From
397
Lemma 2.1, the algorithm violates either (39) or (40).
398
Algorithm 2 Asynchronous Bundle-Trust-Region Algorithm Solve the master (31) to find λ k,l .
6: 
11:
end if
13:
for π ∈ Π k,l do Send dual variables to processes
Choose an element (λ q , s q ) ∈ Λ k,l such that s q π = ready.
16:
Send λ q to process π.
17:
s q π ← assigned.
18:
Send λ k,l to process π.
20:
21:
Π k,l ← Π k,l \{π}.
22:
end for
23:
repeat Receive subproblem solutions from processes
24:
Receive D j (λ q ) and x q j for j ∈ J π from any process π ∈ Π.
25:
26:
serious ← false.
29:
if ∃(λ, s) ∈ Λ k,l such that s π = evaluated ∀π ∈ Π then
34:
Choose Λ k+1,0 ⊆ Λ k,l .
35:
Set
serious ← true.
37:
else Null step 38: if serious = false then Model update
42:
Update the model functionm k,l+1 by adding cuts (30b).
43: Receive new trial point λ from the master process.
3:
Solve the Lagrangian subproblem (4) to find D j (λ) and x j for all j ∈ J π .
4:
Send D j (λ), x j for j ∈ J π to the master process. 5: until the master process terminates.
Analogous
Proof. The proof follows the steps in the proof of Lemma 2.3.
404
We now show that Algorithm 2 finds the Lagrangian dual bound in the limit.
405
Theorem 3.3. Algorithm 2 delivers a sequence of dual iterates {λ k } satisfying
Proof. Let l k be such thatλ k,l k takes a serious step and thus λ k+1 =λ k,l . Since 
Moreover, by Lemma 3.2 we have
421
From (45) and 
475
The load is calculated by the amount of total system load subtracted by total import 476 power and renewable power, excluding wind power (see Figure 1) . In addition to the 477 eight day types, we use 160 scenarios of wind power generation at each wind farm and Solve the master (31) to find λ k,l .
13:
for π ∈ Π k,l do Dynamic allocation of dual variables to processes
14:
if ∃(λ q , s q ) ∈ Λ k,l such thats q j = ready for any j ∈ J then
15:
Choose an element (λ q ,s q ) ∈ Λ k,l such thats q j = ready for some j ∈ J.
16:
Send λ q to process π. Send λ k,l to process π.
20:
21:
22:
23:
24:
Receive D j (λ q ) and x q j from any process π ∈ Π.
25:s
q j ← evaluated if (λ q , ·) ∈ Λ k,l .
26:
Π k,l ← Π k,l ∪ {π}.
27:
until |Π k,l | ≥ Π
28:
29:
if ∃(λ,s) ∈ Λ k,l such thats j = evaluated ∀j ∈ J then
34:
35:
Set λ k+1 ←λ k,l ,m k+1,0 ←m k,l , Π k+1,0 ← Π k,l , k ← k + 1 and l ← 0.
36:
37:
else Null step
38:
Choose ∆ k,l+1 ∈ (0, ∆ k,l ]. if serious = false then Model update
42:
43:
44:
end if 45: end loop
This manuscript is for review purposes only. mission lines to and from bus n ∈ N , respectively. We use G n , D n , I n , R n , and W n to 482 denote sets of generators, loads, import points, renewable generators, and wind farms 483 at bus n ∈ N , respectively. We also define G := n∈N G n and denote by G S the 484 set of slow generators that should be scheduled a day ahead. Let u gts , v gts , and p gts 485 be the decision variables for unit commitment, generator start, and power generation 486 amount, respectively, for g ∈ G, t ∈ T , s ∈ S. Let f lts be the decision variables for 487 power flow on transmission line l ∈ L, and let θ nts be the decision variables for phase 488 angles at bus n ∈ N . Let d jts , m its , r its , and w its be the slack variables representing 489 load shedding, import spillage, renewable generation spillage, and wind generation 490 spillage, respectively.
491
The formulation of the SUC problem is given by the following two-stage stochastic 492 mixed-binary program,
where equations (46b) and (46c) are the nonanticipativity constraints on the first-513 stage variables u gts and v gts for g ∈ G S , t ∈ T , s ∈ S (i.e., commitment decisions for where t max pk andt pk are the maximum and mean subproblem solution times, respec-542 tively, for problem instance p over all worker processes at iteration k. We also define This manuscript is for review purposes only. performance ratio r pc is within a factor τ of the best possible ratio. In other words,
We compare the performance of the synchronous and asynchronous BTR strategies 572 with different algorithmic settings. In our numerical experiments, we vary the maxi-573 mum queue sizeΛ ∈ {1, 2} and the minimum number of worker processes to receive 574 bundle information Π ∈ {1, 4, 8}.
575 Figure 4 shows the performance of the synchronous and asynchronous BTR al-576 gorithms forΛ = 1 and Π ∈ {1, 4, 8}. We label the synchronous method "Sync" and 577 label the asynchronous method withΛ = m and Π = n "Async-QmPn." We see 578 that the asynchronous algorithm results in higher probabilities than the synchronous 579 counterpart for any factor τ . In Figure 4a we present profiles for all instances; we can see that Async-Q1P1 has the most wins (with a probability of 0.41) and that
581
Sync has the least wins (with a probability of 0.11). In Figure 4b we profile the 582 solvers for highly imbalanced instances (µ p ≥ 50%); we see that the probability that Async-Q1P1 is the best solver increases to 0.66, whereas the probability that Sync is 584 the best solver becomes zero. We also observe that the asynchronous algorithms tend 585 to be less competitive with a large value of Π. We also note that the asynchronous 586 algorithm with Π = 16 is equivalent to the synchronous counterpart.
587
In Figure 5 we present results for the case in which we allow for more capacity 588 for the queue of trial points (Λ = 2). We see that the asynchronous method is faster 589 than the synchronous method in 87% of the problem instances. Async-Q2P4 is more 590 competitive than Async-Q2P1 for the highly imbalanced problem instances. Async-
591
Q2P8 has a lower number of wins than Sync, but the performance becomes much more 
597
In particular, we compare different strategies for choosing trial points (i.e., FIFO vs.
598
LIFO) and for allocating subproblems to worker processes (i.e., static vs. dynamic). Moreover, we showed that the asynchronous algorithm achieves strong scaling.
666
If the master problem is relatively more time-consuming than the evaluation of 667 the subproblems, the computational benefit of the asynchronous approach will not 
