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Abstract 
Cloud computing, and particularly Software-as-a-Service (SaaS), has been widely adopted in 
Saudi Arabia, but how organisations are impacted and changed by the adoption needs greater 
understanding. The growing number of enterprises especially small and medium enterprises 
(SMEs) that have adopted cloud services, i.e. SaaS creates an urgent need to understand the 
implication of SaaS adoption. As a result, the research looks beyond the adoption phase and 
investigates the post-adoption consequences and implications of Software-as-a-Service on small 
and medium enterprises.  
The research aims to develop a conceptual model of post-adoption consequences of SaaS on SMEs 
in Saudi Arabia. It mainly aims to (a) investigate how the adoption of SaaS changes the 
organisation’s structure, (b) determine the implications of SaaS adoption on the organisation’s 
processes. 
To achieve the research’s objectives the research used a mixed methodology. The first part of 
conducting the mixed method is a qualitative method of investigation. Semi-structured interviews 
were conducted with participants from different organisations. The study found three distinct 
stages of consequences that occur after the initial adoption. These were synthesised into a cohesive 
model. 
The model consists of (a) Initial Consequences, which are the most immediate changes that occur 
in the organisation after SaaS adoption and are mostly due to the characteristics of the solution 
itself. Initial Consequences are System Availability, System Performance, Security, Change in IT 
Infrastructure, Change in Implementation and Capital Investment Need, Focus on Core Business 
and Employee Productivity (b) Organisational Transformations, which are the changes the 
organisation goes through, after a period of time, to transform their business structures, processes 
and IT roles and operations. Organisational Transformations stage has three consequences that are 
Change in Organisational Processes, Change in Organisational Structure and Change in IT 
Department Role, (c) Optimisation Consequences, which are the changes and impacts to the 
organisation mostly regarding business optimisation. Those consequences are Top Management 
Involvement, Business Flexibility and Workforce Optimisation. 
  v 
The second stage of the methodology was a quantitative method of investigation. Based on the 
emerged model a survey was designed. The main purpose of the survey was to validate the 
qualitative outcomes and to generalise the findings. The model developed can help organisations 
to identify and consider the implications of Software-as-a-Service both before and after adoption. 
The research contributes theoretically and practically to the cloud computing and organisational 
change research. From the theoretical perspective, the research provides a tested theoretical model 
describing the post-adoption consequences of Software-as-a-Service on small and medium 
enterprises in the Saudi Arabian context. On the other hand, the practical perspective, the research 
provides a set of guidelines for potential adopters of Software-as-a-Service to understand the 
implications of adoption and implementation on their organisation in the medium term in Saudi 
Arabia. 
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 Introduction 
This study is an in-depth investigation of the post-adoption consequences of Software-as-
a-Service (SaaS) on Small and Medium Enterprises (SMEs). It investigates the post-
adoption consequences of SaaS, such as financial, organisational, managerial and security 
consequences. It explores the impact of the SaaS service model on SMEs beyond the 
adoption phase to gain a deeper understanding of its opportunities and drawbacks. 
Cloud Computing (CC) is a relatively different technological concept and has now been 
widely adopted by many organisations. There has also been excessive marketing and 
advertisements that claim CC, and in particular, SaaS services, are the solution for 
everyone with few costs or drawbacks. Many organisations have rushed to embrace CC 
services (especially SaaS) with possibly high expectations. 
Despite the hype surrounding SaaS technology and its widespread adoption, the 
consequences of SaaS in organisations, and especially SMEs, has still not been explored 
in-depth. Relatively few studies have empirically examined the implications of SaaS post-
adoption both Saudi Arabia or globally. This study contributes a deeper understanding of 
the post-adoption consequences of SaaS adoption by SMEs. 
1.1 Motivation of the Research 
The motivation to undertake this study is to investigate the possible post-adoption 
consequences of SaaS on SMEs. The need for such an investigation was driven by the 
emergence of several reasons. First of all, the increasing numbers of businesses that have 
fully or partially adopted CC, and in particular, SaaS-based services, have not been 
investigated in depth (El-Gazzar, Hustad & Olsen 2016; Martins et al. 2019). 
Second, the lack of empirical studies that show the implications and the consequences of 
SaaS adoption. There is a lot of existing literature on the cloud and cloud adoption 
(Alharbi 2014, Alkhater and Wills and Walters, 2014, Alshamaila and Papagiannidis and 
Li, Low and Chen and Wu, 2011, Gutierrez and Lumsden, 2014, Oliveira and Thomas 
and Espadanal, 2014, Haselmann and Vossen, 2011).  
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However, these studies have focused on the barriers and determinants of cloud adoption, 
and some of them have investigated the economic impact theoretically. The impact of 
SaaS on the organisation has not been studied in detail. Therefore, it is essential to explore 
the real changes brought by SaaS services and investigate the potential post-adoption 
consequences of SaaS on organisations. 
Third, CC is a somewhat different technological concept, and there is a lack of 
understanding of the impact of CC in the SME context. Marketing and advertisements 
claim CC, and in particular SaaS, is the solution for everyone, with little costs or 
drawbacks. Some organisations may have rushed to embrace SaaS services with 
potentially unrealistic expectations. Thus, introducing practical guidelines on what SMEs 
might potentially encounter when adopting SaaS services is essential. Also, it could help 
to assist them in their decision on whether they should or should not adopt SaaS. 
 Why Software-as-a-Service? 
Some computing models have promising capabilities to deliver the vision of utility 
computing, such as grid computing, cluster computing, and the lately emerged and the 
most promising, CC  (Armbrust et al. 2010; Buyya, Chee Shin & Venugopal 2008). The 
emergence of CC has transformed the computing world. It has changed the rules and ways 
of dealing with distributed systems’ soft applications, data storage, and resource services. 
Thus, due to its many capabilities,  shifting organisations’ systems to the cloud has  
become preferable to  running systems on-premises  (Low, Chen & Wu 2011). 
Plummer et al. (2008) define CC as a style of computing where massively scalable IT-
related capabilities are provided as a service using Internet technologies to multiple 
external customers. According to the National Institute of Standards and Technology 
(NIST), CC consists of three service models: Infrastructure-as-a-Service (IaaS), Platform-
as-a-Service (PaaS) and Software-as-a-Service (SaaS) and has five essential 
characteristics; on-demand self-service, broad network access, resource pooling, rapid 
elasticity and measured service (Liu, F et al. 2011). 
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However, “at the core of cloud computing  is a simple concept: software-as-a-service, or 
SaaS” (Erdogmus 2009). Generally, the concept of SaaS is about application delivery, 
which is provided by the cloud service provider instead of installing software on pre-
owned computers and servers. The cloud service provider supplies the whole 
infrastructure and the client connects to the provider’s services via a web portal or third-
party middleware. The most common pricing model for licensing and access to the 
service(s) is pay-per-use (Limbăşan & Rusu 2011). The SaaS model makes it possible for 
the vendors to deliver the same software instantly to multiple customers at the same time, 
which enables the providers to charge the subscribers as they use the service (Capachin 
2010). 
Many studies have been published that investigate CC adoption and implementation. 
Other studies focus on the factors that affect CC adoption in large, small and medium 
scale businesses and many theoretical frameworks have been used to describe these 
factors. Despite the rich literature on the adoption of CC, few studies have looked beyond 
the adoption phase and how the decision to move to the cloud, affects organisations past 
the immediate adoption period. 
Some studies have investigated and revealed the economic effects of SaaS, which affect 
whole market structures in many sectors (Bressler & Bressler 2006; Burinskienė & 
Burinskas 2010; Etro 2009; Gatautis & Vitkauskaite 2008; Shah Alam, Ali & Mohd. Jani 
2011; Zafer Acar & Zehir 2010). It has also impacted many businesses, especially small 
and medium enterprises (SMEs). However, few of these studies have investigated the 
long-term implications of the adoption. 
Other studies have focused on the factors that affect the decision to adopt SaaS in 
organisations by presenting a range of theoretical frameworks (Alharbi 2014; Alkhater, 
Wills & Walters 2014; Alshamaila, Papagiannidis & Li 2013; Barth 2015; Ray 2016). 
These studies have also focused on the determinants and barriers towards the adoption of 
SaaS. These studies are useful for businesses that are willing to adopt SaaS services 
(Gutierrez & Lumsden 2014a; Haselmann & Vossen 2011; Low, Chen & Wu 2011; 
Oliveira, Thomas & Espadanal 2014). 
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 Why Small and Medium Enterprises? 
Small and medium enterprises play a crucial role in countries’ economies because they 
are primary sources of income and employment, they also drive growth and increase 
innovation. Small and medium enterprises make up more than 99% of businesses across 
the Organization for Economic Cooperation and Development (OECD) countries (Filipe, 
Grammatikos & Michala 2016; OECD 2017; Woodward 2009). 
Despite the fact that SaaS services are available to everyone, the organisation’s size plays 
an essential role in the decision to adopt new Information Technology (IT) innovations 
(Oliveira, Thomas & Espadanal 2014). Large, medium and small businesses are the same 
in that, SaaS brings more opportunities and helps them roll out new ideas. However, 
SMEs may see higher benefits from SaaS-based services as it provides them with high-
end services and cutting-edge technology with minimal cost and risk (Srinivasan 2013). 
Some studies have even suggested that SaaS-based services are more relevant to SMEs 
than other cloud service models (Alshamaila, Papagiannidis & Li 2013; Haselmann & 
Vossen 2011; van de Weerd, Mangula & Brinkkemper 2016)  
This is partly because SMEs are more responsive to rapid changes in technologies. They 
usually have limited resources and simple IT requirements and need less support 
compared to large businesses. Many of them are happy to pass IT operations on to a third-
party provider, which makes them more flexible and gives them the ability to focus on 
their core business (Bose & Sugumaran 2008; Taylor, Young & Macaulay 2010; Vijeikis 
& Makstutis 2009). 
Therefore, it is important to explore and understand the implications of adopting the SaaS 
model, particularly, the ways the SaaS model affects SMEs, as they are major adopters of 
SaaS-based services and strong economic drivers of economies (Bhardwaj, Jain & Jain 
2010; Sultan, N 2010). 
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1.2 Research Aims and Questions  
The research aimed to develop a conceptual model of post-adoption consequences of 
SaaS on SMEs. It mainly aimed to (a) investigate how the adoption of SaaS changes an 
organisation’s structure; (b) determine the implications of SaaS adoption on an 
organisation’s processes; (c) provide a tested theoretical model describing the post-
adoption consequences of SaaS on SMEs; and (d) provide a roadmap for potential 
adopters of SaaS to understand the implications of adoption and implementation on their 
organisation in the long term. 
To achieve the objectives of the research, a primary research question was formulated as 
follows: 
• What are the Post-adoption consequences of Software-as-a-Service (SaaS) on 
Small and Medium Enterprises (SMEs)? 
Also, two secondary questions were proposed to help to answer the primary question of 
the research: 
• How have organisations changed their processes and structure to align with the 
new system? 
• How does timing influence the occurrence of SaaS post-adoption consequences? 
1.3 Research Methodology 
As there is no previous or existing model of post-adoption consequences of SaaS on 
SMEs and the real situation of SaaS adoption is not well understood, this study was 
exploratory in nature. Grounded Theory was therefore used in this study as the first stage 
to understand and describe the real situation of post-adoption consequences of SaaS. A 
theory was then developed to describe the phenomenon (Strauss and Corbin 1998). Case 
studies that were recruited for this study were SMEs that had implemented SaaS-based 
services for at least six months. The interviews were coded using open and axial coding. 
These codes were then refined and categorised into categories. Then, the categories were 
synthesised into a cohesive model. the model was entirely a result of the grounded theory 
analysis and not influenced by the previous theories or literature. 
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After developing the model, a quantitative approach was used with the use of survey data 
collected from SMEs that had adopted SaaS-based services. The survey was used to test 
the model and to generalise the findings. Finally, the findings that emerged from the 
qualitative and the quantitative data analysis were compared and triangulated with the 
literature to draw conclusions and to answer the research question. 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 Research process overview 
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1.4 Research Contribution and Findings 
This study contributes knowledge to the field of SaaS adoption and usage and Information 
Systems, both theoretically and practically. Theoretically, the research contributes to the 
field by proposing and validating a conceptual framework for post-adoption 
consequences of SaaS on SMEs.  
This study helps to advance the literature on information systems and SaaS post-adoption 
by helping academics and practitioners to understand the implications of SaaS adoption 
and how it may impact the businesses’ processes and structures.  
This study is among the first in the field to propose a comprehensive post-adoption 
consequences framework of SaaS for SMEs. Overall, the revised framework provides an 
effective tool for practitioners to develop a deeper understanding of the implications of 
SaaS adoption. Also, it helps to assess the success factors that influence adoption. 
Another major contribution of this study is the finding that consequences don’t all occur 
at the same time but there are actually three stages of consequences over time, which has 
not been discussed previously in other studies. The three stages identified are: Initial 
Consequences, Organisational Transformation Consequences and Optimisation 
Consequences. 
The Initial Consequences are the immediate impacts that generally occur after adoption 
of SaaS. This study has identified ten consequences in the initial stage; System 
Availability, System Performance, Support, Security, Change in Implementation, Change 
in IT Infrastructure, Capital Investment, Focus on Core Business and Employee 
Productivity. 
Organisational Transformations Consequences are changes that the organisation makes 
after a period of time, when they realise new possibilities due to changes from the initial 
consequences. This contribution of this stage is discussed further in the next sub-section. 
Optimisation Consequences are mostly optimisations to business models such as 
refocusing on the core business or workforce optimisation. These may occur after 
organisational transformation or directly after the initial consequences have made an 
impact. The framework identified three Optimisation Consequences: Top Management 
Involvement, Business Flexibility and Workforce Optimisation. 
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The framework provides new insights into the timing of post-adoption consequences of 
SaaS. Organisations should not expect consequences to occur all at once at the same time. 
They may need to go through a stage of Organisation Transformation to realise the 
maximum benefits available from SaaS Services. The importance of this contribution is 
that it can help organisations to assess their expectations of outcomes after adoption. 
1.5 Structure of the Thesis 
This thesis consists of nine chapters. The remaining chapters are organised in the 
following manner: 
Chapter Two: In this chapter, an extensive review of the literature is provided in the 
areas of CC, SaaS, the impact of the cloud services on organisations and the literature on 
the adoption process. An investigation on the areas that SaaS has impacted in other 
disciplines, such as management and computer science will also be provided. It also 
discusses and illustrates the need to develop sufficient understanding of post-adoption 
consequences. 
Chapter Three: This chapter describes the research method. It provides an overview of 
the research paradigm and describes in detail the research method and the rationale for 
choosing the research method. Insight into the implementation of the research method is 
presented along with the development of the research instruments, recruiting case studies 
and sampling, the data collection process, and the data analysis process. 
Chapter Four: This chapter reports the findings that emerged from the qualitative data 
analysis. It also illustrates the analysis process of the qualitative data that was collected 
from the interviews with the SMEs. Steps and procedures that were undertaken to analyse 
the interviews data are shown. Then, Grounded Theory techniques, qualitative data 
analysis software and the coding procedures are discussed. 
Chapter Five: This chapter has three sections that investigates the relationships among 
the constructs of the Conceptual Framework of Post-Adoption Consequences of SaaS. 
Firstly, it investigates the relationships that were identified between the constructs within 
the Initial Consequences stage. Second, investigates the relationships that identified 
between the constructs within the Organisational Transformation stage. Then investigates 
the constructs’ relationships in the Optimisation Consequences stage. 
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Chapter Six: This chapter reports the findings that emerged from the quantitative data 
analysis. It also illustrates the analysis process of the quantitative data that was collected 
from the surveys. Steps and procedures that were undertaken to analyse the survey data 
are shown. Then, survey development procedures and quantitative data analysis software 
are discussed.  
Chapter Seven: A discussion is provided on the findings. This chapter has three sections, 
the first section presents the Post-Adoption Consequences of SaaS Service Framework. 
The second discusses the findings that have emerged from the qualitative and quantitative 
stages and compares the two set of findings and reports similarities and differences. The 
section then compares the findings with the literature.  
Chapter Eight: The chapter presents the theory literature enfolding. In this section 
similar theories from the literature are examined and compared to the study’s framework. 
The comparison’s findings are then discussed. 
Chapter Nine: This chapter summarises this study and shows how the post-adoption 
consequences of SaaS framework answers the research questions. First, the essence of the 
theory is explored. Then a discussion on how this theory answers the research questions 
is presented. The contributions of this current are then highlighted.  
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 Literature Review 
This chapter reviews the related literature that is associated with CC and in particular the 
SaaS service model. As emphasised in the introduction, this study investigates the post-
adoption consequences of SaaS on SMEs. The review of the literature is important in 
order to emphasise the significance and the need for this study. 
This chapter is structured as follows. First, an overview of the literature on CC. Then, the 
chapter will illustrate the status of cloud adoption by SMEs. This will be followed by 
looking at the literature on cloud adoption. The post-adoption consequences of SaaS are 
then discussed. Finally, a comprehensive discussion is presented on the post-adoption 
consequences of SaaS. The identified consequences are going to be discussed and listed 
based on the emerged model from the qualitative design stage, which was entirely a result 
of the grounded theory analysis and not influenced by the previous theories or literature. 
2.1 Background 
In this section, the cloud computing background and its characteristics and service models 
are discussed. Then the cost and benefits of the cloud are presented along with an 
overview of Software-as-a-Service delivery model. 
 Cloud Computing 
Cloud computing is an ambiguous technological term. One reason behind the ambiguity 
is that the cloud can be used in many different applications and scenarios. Another reason 
is that CC is promoted and hyped up by businesses looking to advertise their selves and 
therefore applied to product and services that are only marginally related to CC (Qian et 
al. 2009). 
Nevertheless, looking at the literature, one can see that there is more than one definition 
of CC. Researchers have tried to find the most appropriate definition by taking technical, 
economical and other aspects into account (Alharbi 2012). For example, Gartner Inc. 
defines CC where large scalable IT-related capabilities are provided via Internet 
technologies (web browsers) to customers as a service (Bittman 2009).  
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While others  prefer to consider CC as a pool of massive scalable, abstracted infrastructure 
that has the ability and capability to host customers’ applications, which are billed 
according to their consumption (Erdogmus 2009). Furthermore, Buyya, Chee Shin and 
Venugopal (2008) define CC as “…a type of parallel and distributed system consisting of 
a collection of interconnected and virtualised computers that are dynamically provisioned 
and present as one or more unified computing resources based on service-level 
agreements established through negotiation between service provider and customer”. 
While (Wang, L et al. 2010) define CC as “a set of network enabled services, providing 
scalable, QoS guaranteed, normally personalised, inexpensive computing platforms on 
demand, which could be accessed in a simple and pervasive way”. Plummer et al. (2008, 
p. 3) define CC as “a style of computing where massively scalable IT-related capabilities 
is provided as a service using Internet technologies to multiple external customers”. 
Plummer’s definition was adopted in this study, as it briefly describes the key features of 
CC from a service-related angle and takes technical and end-user aspects into account. 
Taking the definition of the National Institute of Standards and Technology (NIST) into 
account, CC consists of three service models: IaaS, PaaS, and SaaS. It also has five 
essential characteristics: on-demand self-service, broad network access, resource pooling, 
rapid elasticity, measured service (Liu et al. 2011).  
Regardless of the many definitions of CC, researchers agree that CC is not a new 
technological idea (Howie, 2010). There were trials before CC came to its current shape. 
The first attempt was in 1955. It began by proposing a new approach that tried to provide 
computing services for public utilities, such as water, electricity, and gas (Parkhill 1966). 
For about 40 years the endeavours never stopped to achieve such a project. Along the way 
in the early 90s grid computing attempted to connect supercomputers to take advantage 
of their capabilities by facilitating access to all organisations that may need them (Foster 
& Kesselman 2003). These efforts have culminated in CC as we know it today — in terms 
of providing service models, such as IaaS, SaaS and PaaS. 
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Whenever an innovation hits the market, businesses are among the first that try to gain 
the new innovation’s advantages. With regards to CC, for businesses, its services are 
considered to be the fifth utility, along with electricity, gas, water and the telephone 
(Buyya, Chee Shin & Venugopal 2008). One of CC’s benefits is its ability to merge itself 
within new technologies (Polyviou, Pouloudi & Pramatari 2014), such as application and 
virtualisation (SaaS), with platforms (PaaS), and hardware, networks and other devices 
(IaaS) (Goscinski & Brock 2010). 
The benefits of CC for organisations are quite similar. However, it has provided a new 
and promising era for SMEs (Haselmann & Vossen 2011). It has been predicted that by 
2020, the percentage of American SMEs that will adopt CC will rise to 78% compared to 
37% in 2015 (Forbes 2015). By 2020 the projected revenues of cloud computing will 
exceed $380B compared to $246B in 2017 (Gartner 2017) 
There are several studies that have reviewed and classified CC’s overall themes (Asatiani 
2015; Géczy, Izumi & Hasida 2012; Low, Chen & Wu 2011). While other studies have 
focused on specific contexts (Bajenaru 2010; Capachin 2010; Limbăşan & Rusu 2011; 
Lloret Romero 2012; Yamin & Al Makrami 2015). There have also been several studies 
on the adoption and implementation of CC (Barth 2015; Nuseibeh 2011; Vidhyalakshmi 
& Kumar 2016).  Together, these studies provide a full picture of CC. 
Despite the large amount of literature on CC (Alharbi 2014; Alkhater, Wills & Walters 
2014; Alshamaila, Papagiannidis & Li 2013; Barth 2015; Gutierrez & Lumsden 2014b; 
Low, Chen & Wu 2011; Oliveira, Thomas & Espadanal 2014), there is a lack of studies 
that look beyond the adoption and implementation phases and how CC changes 
organisations’ processes. 
In summary, CC is where large scalable IT-related capabilities are provided via Internet 
technologies. Cloud computing is replacing traditional IT and outsourcing with a more 
flexible approach. Cloud computing technology has three distinct services, IaaS, PaaS 
and SaaS. It also has five essential characteristics: on-demand self-service, broad network 
access, resource pooling, rapid elasticity, and measured service. These five characteristics 
will be explored further in the next section. 
   32 
 Characteristics and Service Models of Cloud Computing 
As with all other technologies, CC has its unique characteristics and varying models (See 
Figure 2-1). In this section CC’s essential characteristics, its service and deployment 
models will be presented. According to the NIST, CC has five essential characteristics 
which are: 
 
Figure 2-1 Visual Model of Cloud Computing, Source: Lee, Tang, & Sugumaran 2012, p.2. 
On-demand self-service: A customer can gain computing capabilities, such as server time 
and storage when needed, with no human interference (Mell & Grance 2011). 
Broad network access: Capabilities are accessible and available through the Internet and 
accessed over standard mechanisms that promote the use of heterogeneous platforms 
(laptops, mobile phones, tablets, and PCs) (Mell & Grance 2011). 
Resource pooling: The provider’s computing properties are shared to serve many 
consumers, with different physical and virtual resources dynamically assigned and 
reassigned according to consumer demand. There is a sense of location independence in 
that the customer generally has no control or knowledge over the exact location of the 
provided resources but may be able to specify a location at a higher level of abstraction 
(country, state, or datacentre). Examples of resources include storage, processing, 
memory, and network bandwidth (Mell & Grance 2011). 
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Rapid elasticity: Capabilities can be elastically provisioned and released, in some cases 
automatically, to scale outward rapidly and to commensurate inward with demand. To the 
consumer, the capabilities available for provisioning should be unlimited and can be 
appropriated in any quantity at any time (Mell & Grance 2011). 
Measured service: Cloud systems automatically control and optimise resource use by 
leveraging a metering capability at some level of abstraction that is appropriate to the type 
of service (storage, processing, bandwidth, and active user accounts). Resource usage can 
be monitored, controlled, and reported, providing transparency for both the provider and 
consumer of the utilised service (Mell & Grance 2011). 
These five essential characteristics apply to CC’s three service models which are: SaaS, 
PaaS, and IaaS. The three service models are illustrated in Figure 2-1. 
Software-as-a-Service: provides the end-customer access the providers’ different 
software applications, which can be accessed through the client’s devices and interface 
(web browser or email) (Low, Chen & Wu 2011). In this scenario, the client does not 
have the capability to manage the underlying infrastructure associated with the required 
services. However, it is possible that the client possesses limited control over specific 
application configuration settings. The billing method is usually pay-per-use (Mell & 
Grance 2011). 
Platform-as-a-Service: provides the end-customer with capabilities to deploy customer-
created or acquired software/applications onto the CC providers’ infrastructure (Mell & 
Grance 2011). In this scenario, the consumer has access to a range of computers, storage, 
and databases within a virtualised platform (Low, Chen & Wu 2011). 
Infrastructure as a Service: provides an organisation the ability to outsource its 
supported equipment. However, the cloud provider has the responsibility of providing the 
organisation with processing, storage, networks, and other fundamental computing 
resources (Mell & Grance 2011). 
In terms of deployment, according to the NIST, there are four main models. These four 
models are shown in (Figure 2-1). These models are different from each other and this 
differentiation comes from the different characteristics of IT resource ownership. 
However, they share common features, such as on-demand provision, resource 
distribution, and accessibility through networks (Géczy, Izumi & Hasida 2012). The four 
models are: 
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Private Cloud: This type of cloud refers to the information technology resources and 
services, which are owned and held by the organisation that uses them (Orakwue 2010). 
Public Cloud: This type of cloud is where the organisation does not own or have the IT-
core resources and services on its premises. Instead, it is the provider that owns the 
resources and provides the services required by the organisation (Hofmann & Woods 
2010). The resources and services are not specially tailored to suit the exact need of the 
organisation as there are many other organisations that have different needs. Thus, 
organisations must have the flexibility to adjust and align themselves (Géczy, Izumi & 
Hasida 2012). 
Community cloud: This type of cloud is exclusively used by specific communities of 
customers or organisations that have the same thoughts or share something in common 
(Mell & Grance 2011). 
Hybrid Cloud: This type of cloud is when the cloud infrastructure is a combination of 
two or more distinct clouds — private, public or community (Mell & Grance 2011). 
Furthermore, an organisation’s non-critical information and services are outsourced and 
can be operated by a third-party provider whilst maintaining full control and influence 
over its critical services and information as they are hosted and operated in-house 
(Sotomayor et al. 2009). Outsourced services and information can be accessed via the 
Internet, while critical resources and services are accessed through an internal intranet  
(Géczy, Izumi & Hasida 2012). 
In summary, this section discussed the essential characteristics of CC, the service models 
and deployment models in greater depth. This section showed that cloud technology has 
five essential characteristics: on-demand self-service, broad network access, resource 
pooling, rapid elasticity, measured service. Furthermore, this section presented CC’s four 
different deployment models: The Private cloud, the Public cloud, the Community cloud, 
and the Hybrid cloud. Finally, this section also explored CC’s three different service 
models: IaaS, PaaS, and SaaS. 
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 Cost and Benefits of Cloud Computing 
There are many advantages associated with CC. The main and most desired advantages 
are: satisfying business requirements on demand, improving the efficiency of resource 
management, lowers costs and energy-saving (Qian et al. 2009). Other researchers claim 
that easy management, cost reduction, uninterrupted services, and disaster management 
are among the most attractive advantages of the CC (Idris et al. 2014; Jadeja & Modi 
2012). 
Many CC advantages have been reported with specific references to cost saving 
(Garrison, Kim & Wakefield 2012; Jackson & Williams 2011). This is very useful for 
businesses who have no stable level of demand for their services. This helps to cut their 
expenditure as they only pay for their exact usage (Duffy 2012). In addition, initial costs 
that are invested in infrastructure are minimal, which make cloud services even more 
attractive (Sharon 2012). Another benefit of CC is that customers can enjoy the most 
advanced protection technologies and procedures available from the cloud providers, 
which lead to more in-depth experiences and knowledge (Lloret Romero 2012). Agile 
updating is another benefit of CC. This is where CC providers host the application, and 
system updates occur smoothly with no maintenance downtime schedule.  
However, CC has drawbacks and concerns, which have made some organisations hesitate 
to adopt cloud services (Gutierrez & Lumsden 2014b). The drawbacks include maturity, 
downtime, service outage, and performance issues as well (Dutta, Peng & Choudhary 
2013; Sharon 2012). Also, a very important disadvantage of CC — which is sometimes 
discarded when assessing the cloud—is dependency. This situation — where an 
organisation is completely dependent on the cloud provider — is also known as vendor 
lock-in (Tsagklis 2013). 
In summary, CC technology brings advantages to organisations and individuals that adopt 
its services. The advantages relate to cost, fast implementation, more in-depth knowledge 
and experiences and less IT infrastructure. However, cloud technology has its negative 
side as well. Depending on the type of service or deployment model that an organisation 
chooses, there are inherited drawbacks associated with each, such as fluctuating system 
performance and dependency. Therefore, organisations have to assess the adoption 
properly. The next sections will first briefly discuss SaaS and then explore its 
consequences.  
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 Software-as-a-Service (SaaS) 
Software-as-a-Service is one of CC’s service models. This model provides the customer 
with application delivery, instead of installing software on pre-owned computers and 
servers. The cloud provider provides the whole infrastructure architecture and the client 
can connect to the provider’s services via a web portal or third-party middleware.  
Software-as-a-Service facilitates pay-per-use, which is the most common pricing model 
for license and access (Limbăşan & Rusu 2011). Pay-per-use or subscription pricing 
models, give the organisations the flexibility to control their expenditures. This is because 
following such a pricing structure reduces cost and initial investment as there is no need 
to purchase, install, and maintain complex local servers and computers (Wang, L et al. 
2010). Additionally, the SaaS model makes it possible for SaaS providers to deliver the 
same software instantly to several customers on the same-shared resource at the same 
time, which enables them to charge customers as they use the service.  
The SaaS model makes application implementation more flexible and reduces the cost 
burden associated with traditional deployments, such as licensing, hardware and software 
maintenance (Capachin 2010). It offers a variety of services—such as services offered by 
Google Docs, and Salesforce.com—that grant thousands of users to gain access to the 
applications (Khan, KM & Malluhi 2010). The SaaS model is useful for specific business 
needs, such as businesses that benefit from Office360 or Google Docs for office work and 
file processing, Customer Relationship Management (CRM) offered by Saleforce.com, 
security through TrendMicro, and electronic financial transactions with PayPal (Chang et 
al. 2010). 
However, there are certain issues associated with SaaS. The first is that customers are not 
able to configure the software due to customisation limits (Capachin 2010). Off-shelf 
SaaS applications such as SalesForce.com’s CRM have limited ability to customise the 
application according to the organisation’s needs (Louridas 2010). SalesForce.com 
customers have to trust the SaaS provider’s developers to customise their needs because 
the customer cannot make changes on the application independently (Omondi John, 
Shawon & Abdulhameed 2014). 
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Another issue is that it may create distrust between organisations and their clients due to 
loss of control over the organisation’s resources and information as they are kept under 
third-party care compared to traditional on-premises resources (Bhardwaj, Jain & Jain 
2010). These are just two negative consequences of SaaS; the following sections will 
explore the positive and negative consequences of the SaaS model. 
2.2 SaaS Adoption Studies 
There have been many studies that have researched and examined the adoption of cloud 
computing and SaaS (See Table 2-1). Many theoretical foundations have been used in 
these studies to constitute their frameworks and models. However, two dominant theories 
were found to be used extensively: TOE (Technology, Organisation and Environment) 
and DOI (Diffusion of Innovation). The aim of most of these studies was to produce 
models to help better understand the factors that influence the adoption of cloud 
computing. 
The main themes that were investigated by these studies were determinants and 
challenges, such as: factors influencing the adoption process, determinants of SaaS 
diffusion process, intention to adopt cloud computing services, critical factors affecting 
the decision to adopt cloud computing, drivers and inhibitors of cloud computing 
adoption and cloud success factors. 
The most cited factors in the studies regarding the adoption of cloud computing were: 
Security and Privacy (24 papers), Management Support (12 papers) Relative Advantage 
(12 papers), Normative Pressures (9 papers), Complexity and Cost (7 papers), Flexibility 
(5 papers), Partner Pressure (5 papers) and Technology Readiness (5 papers). 
These studies were conducted in a range of contexts, using different methods and provide 
valuable insights into the factors that influence the adoption process, including pre-
adoption, intentions and decision making. However, few of these studies investigated the 
short or long term post-adoption consequences of cloud computing, or how cloud 
computing and its application may impact service adopters. 
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Table 2-1 Software-as-a-Service Adoption Studies 
Author (s) Theory Context Method Factors 
(Benlian, Koufaris & 
Hess 2010) 
TAM Germany Survey 
Customer satisfaction and SaaS continuance intentions SaaS 
Service Quality (Rapport, Responsiveness, Reliability, 
Flexibility, Features and Security/ Privacy). 
(Benlian & Hess 2011) TRA Germany Survey 
Perceived Risks (Performance; Economic; Strategic; 
Security and Managerial), Perceived Opportunities (Cost, 
flexibility, Focus on core competencies and Quality).  
(Nuseibeh 2011) 
TCT, 
RDT, DOI 
- 
Literature 
Review 
 
(Bharadwaj, S & Lal 
2012) 
DOI, CT, 
DCT, 
TAM 
India Interviews 
perceived usefulness and ease of use, relative advantage, 
vendor credibility, org. technology orientation 
(Park & Ryoo 2013) TFT* Korea Survey 
Expected Benefits (omnipresence and collaboration) 
Expected costs (incumbent IT and breadth use of incumbent 
IT ). 
(Tripathi & Jigeesh 
2013) 
Conceptua
l 
- 
Literature 
Review 
Security Standardization of API, 
Interoperability/Interconnectivity, Customization and Safe 
Data Storage 
(Park & Ryoo 2013) TFT* Korea Survey 
Expected Benefits (omnipresence and collaboration) 
Expected Costs (incumbent IT and breadth use of incumbent 
IT ). 
(Saedi & Iahad 2013) TOE, ANT Malaysia Interviews 
Human Actors (managers, Friend, IT specialists), Non-
Human Actors (CC, SMEs, Suppliers, govt., Competitor 
and Business) 
(Alshamaila, 
Papagiannidis & Li 
2013) 
TOE UK Interviews 
relative advantage, risk, compatibility, reach, trialability, 
firm size, top mgt. support, innovation bias, prior experience, 
external computing support, industry, market scope, supplier 
efforts 
(Nkhoma, Dang & De 
Souza-Daw 2013) 
TOE 
13 
Countries 
IBM 2012 
Survey 
Adopter’s style has a significant negative direct impact on the 
Intention to adopt cloud computing 
(Gupta, P, 
Seetharaman & Raj 
2013) 
TOE India Survey 
Cost Reduction Ease of Use, Convenience, Data Security, 
Data Privacy. 
(Lian, Yen & Wang 
2014) 
TOE, HOT Taiwan Survey 
Critical factors affecting the decision to adopt cloud 
computing data security, perceived technical competence, 
cost, top manager support, and complexity 
(Oliveira, Thomas & 
Espadanal 2014) 
TOE, DOI Portugal Survey 
Relative advantage; top management support; complexity; 
technology readiness; organizational size. 
(Polyviou, Pouloudi & 
Pramatari 2014) 
DOI, Mgt. 
Fashion 
Europe Interviews 
 
(Peng & Gala 2014) 
Conceptua
l 
India Interviews 
Benefits of cloud ERPs (Reduced cost, support, 
performance, upgrade, mobility). Barriers cloud ERPs 
(privacy, security, Vendor lock-in, Integration, 
organisational challenges) 
(Omondi John, 
Shawon & 
Abdulhameed 2014) 
Conceptua
l 
USA Survey 
The study’s results indicate that a decision to adopt Cloud 
computing in the enterprise depends on managers’ perception 
of security, cost-effectiveness, and IT compliance 
requirements 
(Alotaibi 2014) TAM 
Saudi 
Arabia 
Survey 
The study integrated Trust (TR), Anxiety (ANX) and 
Perceived Risk (PR) into TAM to determine user 
acceptance. PU affected by (ANX, PR), PEOU affected by 
(TR, ANX and PR) and BI affected by (TR and PR) 
(Alkhater, Wills & 
Walters 2014) 
TOE, DOI, 
INT 
Saudi 
Arabia 
Interviews 
Technological (Availability; Reliability; Security; Privacy; 
Trust; Relative advantage; Compatibility; Complexity), 
Organisational (Top management support; Organisation 
size; Technology readiness) and Environmental 
(Compliance with regulations; Competitive pressure; 
Physical location) 
(Gutierrez & 
Lumsden 2014b) 
TOE UK Survey 
Competitive pressure, complexity, technology readiness and 
trading partner pressure 
(Hsu, Ray & Li-Hsieh 
2014) 
TOE, DOI Taiwan Survey 
Technology Factors (Perceived Benefits, Business 
Concerns), Organisation Factor (IT Capability) 
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Author (s) Theory Context Method Factors 
(Trinh, Pham & Tran 
2015) 
TOE, DOI, 
PMT 
- 
Literature 
Review 
SaaS Security risk is an important factor to consider in 
adoption decision 
(Prasad & Green 
2015) 
TOE Australia Survey 
Strategic and incremental intent, organizational structure 
and culture, human resource capacity, external factors 
(Gangwar, Date & 
Ramaswamy 2015) 
TAM, 
TOE 
India Survey 
Technology (Relative advantage, Compatibility and 
Complexity), Organisation (Organisational competency, 
Top management support and Training and education). 
Environment (Competitive pressure and Trading partner 
support). Perceived ease of use, and Perceived usefulness  ® 
Adoption intention 
(Gutierrez, Boukrami 
& Lumsden 2015) 
TOE UK Survey 
Competitive pressure, complexity, technology readiness and 
trading partner pressure 
(Yang, Z et al. 2015) 
TAM, 
TOE 
China Survey 
Technological readiness (Relative Advantage, Simplicity, 
Compatibility and Experienceability), Organizational 
readiness (IT Infrastructure and Management support), 
Environmental Readiness (Normative pressures) 
(Asatiani 2015) 
Conceptua
l 
- 
Systemati
c Review 
Drivers (Cost, Fast implementation, Opportunities for 
innovation, flexibility, Focus on core competences, 
Accessibility, Trialability, Relative advantage and Online 
collaboration), Inhibitors (Security, Performance, Economic 
and Lock-in), Organization (Management support and 
Attitudes towards technology), Cloud providers (Provider 
reputation), External environment (Partner pressure). 
(Trinh, Pham & Tran 
2015) 
TOE, DOI, 
PMT 
- 
Literature 
Review 
SaaS Security risk is an important factor to consider in 
adoption decision 
(Martins, Oliveira & 
Thomas 2016)** 
TOE, DOI, 
INT 
Portugal Survey 
Determinants affect the intention (relative advantage, 
complexity, technology competence, top management 
support, and normative pressures). SaaS adoption 
(technology competence, coercive pressures, normative 
pressures, and intention to adopt SaaS), SaaS routinization 
(top management support, normative pressures, and SaaS 
adoption) 
(Al Isma'ili et al. 2016) 
TOE, DOI, 
ANT 
Australia Interviews 
Adoption influencers: security concerns, cost savings, 
privacy, geographical restrictions 
(Liu, S, Yang & Ran 
2016) 
FIU China Interviews 
Value-creating potential of cloud computing comes mainly 
from flexibility of usage, ubiquity of customer access, and 
capacity for integration, which create organisational agility 
(Kumar, Samalia & 
Verma 2017) 
TAM, 
TOE, DOI 
India Survey 
Influential factor to adopt CC (relative advantage, security 
concerns, top management support, external pressure and 
service providers’ support) 
(Senarathna et al. 
2018) 
TOE, DOI Australia Survey 
Factors Influence Adoption of Cloud Computing (Cloud 
relative advantage, service quality and awareness of cloud) 
(Ali, Soar & Shrestha 
2018) 
TOE, DOI, 
DF 
Australia Interviews 
Anticipated benefits (better services, cost reduction, IT 
infrastructure, access, DR and backup, flexibility, 
availability, staff optimisation, productivity). Anticipated 
Risks (ineffective network, security, control over data, data 
storage, cost, availability of providers, backup, privacy, 
integration, ignorance of policy-makers, lack of 
understanding of services, trust; and business 
transformation). 
(Valdebenito & 
Quelopana 2019) 
TOE  
Literature 
Review 
Technological Factors (Perceived value, Security concerns, 
Configurability and customization), Organizational Factors 
(Organizational readiness, Top management support), 
Environmental Factors (Competitive pressure and Vendor 
qualities) 
(Martins et al. 2019) 
TOE, INT, 
DOI, O-R 
framework 
Portugal Survey 
SaaS	use	is	influenced	by	(Normative	pressures	and	Top	management	support),	findings	perceived	opportunities	influenced	by	(cost	saving),	perceived	risks	influenced	by	(security).	
(Matias & Hernandez 
2019) 
TOE, DOI 
Philippin
e  
Survey & 
Interviews 
Factors influences cloud adoption (Competitive pressure and 
regulatory support)  
(Oliveira et al. 2019) TOE Portugal Survey Technological, organizational, and environmental contexts 
are significant influencers of SaaS adoption 
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2.3 Consequences of Software-as-a-Service adoption 
Cloud computing has become one of the most popular topics in the IT world. It has been 
predicted that by 2020 the projected revenues of cloud computing will exceed $380B 
compared to $246B in 2017 (Gartner 2017). This boom in CC was due to the Internet, 
which enables information to be stored, implemented, and retrieved online as a service to 
the customers in a pay-per-use manner (Taylor, Young & Macaulay 2010). It is well 
known that any changes in IT affect the entire market structure of many organisation due 
to the economic effects (Bressler & Bressler 2006; Burinskienė & Burinskas 2010; Etro 
2009; Gatautis & Vitkauskaite 2008; Shah Alam, Ali & Mohd. Jani 2011; Zafer Acar & 
Zehir 2010). This impact affects all organisations, especially SMEs. The economic effect 
makes businesses — especially large scale ones — build their own technological 
capabilities to gain and maintain a competitive advantage by offering value to their 
customers (Christauskas & Miseviciene 2012).  
However, SMEs are more responsive to the rapid changes in technology. Small and 
medium enterprises usually have simpler IT requirements and need less support compared 
to large businesses. Also, many of them are happy to pass IT operations to third-party 
providers, which makes them more flexible and gives them the ability to focus on their 
core businesses (Bose & Sugumaran 2008; Taylor, Young & Macaulay 2010; Vijeikis & 
Makstutis 2009). 
Small and medium enterprises can benefit from Enterprise Systems (ES)—such as 
Enterprise Resource Planning (ERP) systems—as these business tools serve to enhance 
organisational growth (Reuther & Chattopadhyay 2004). However, there is a need to 
distinguish between financial and non-financial benefits, which may occur when adopting 
ES in the organisation. Return on investments or cost reduction — or other impacts that 
affect spending positively — can be considered as financial benefits, whereas, efficiency 
and organisational effectiveness along with improvement in decision-making processes 
can be considered as non-financial benefits. Enterprise systems generally make SMEs 
more responsive to market changes (Gupta, A 2000). Enterprise resource planning 
systems increase the business’s value and make huge improvements to the business’s 
processes (Shaio Yan et al. 2009). 
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Therefore, ERP systems are essential tools and important to modern businesses that have 
become empowered with digital tools and information. It is hard for a business to compete 
if not equipped with such systems. Enterprise systems support business processes and 
operations thereby making the organisation more flexible and more initiative, so it can 
compete with other businesses. Enterprise systems can be integrated with the business’s 
processes, which make the exchange of information and data across the organisation more 
effective and done in real time. Thus efficiency and effectiveness are associated with ES, 
which helps organisations to be more flexible and competitive (Stuart, Udechukwu & Al 
2010).  
Flatter organisational structures and decentralised decision-making are two features that 
ES promotes. Enterprise systems also enhance information flow, producing accurate 
information, which leads to various improvements, such as decision-making, 
improvement in customer service (Madapusi & D'Souza 2012), low inventory level and 
improved global operations (Beheshti & Beheshti 2010). However, the success of these 
factors must be assessed, otherwise, organisations will fail to get the full benefits of its 
adoption (Jha & Saini 2011). 
Where, SMEs previously had no ability to obtain such ES to support their operations, 
with the emergence of cloud services—-such as SaaS—SMEs can now compete with the 
larger organisations more effectively. SaaS-based services help SMEs to focus more on 
their core businesses and lower the cost of ownership. Also, it makes it easy for SMEs to 
choose and select the applications where access is required. Moreover, it gives the SMEs 
the ability to get access to cutting-edge technologies with no upgrade obligation. 
Furthermore, it enhances the overall business process and enables SMEs to carry out data 
transactions along the value chain (Low, Chen & Wu 2011). 
It also provides real time benefits and support from the SaaS provider without the need 
to hire professional staff to maintain the business process or to monitor IT activities. 
Moreover, cloud ES are faster than traditional ES in terms of implementation as there are 
less IT implementation problems (Lewandowski, J., Salako, A. O. & Garcia-Perez, A. 
2013). 
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In general, SaaS services has impact on SMEs and there are several consequences that 
have been identified to have a major impact on adopting SMEs. The identified 
consequences are going to be discussed in the next section and they are listed based on 
the emerged model of the qualitative design stage. There are 17 possible consequences 
that have been identified; System Availability, System Performance, Security, 
Dependency, Support, Change in IT Infrastructure, Change in Implementation, Capital 
Investment, Change in Organisational Processes, Change in Organisational Structure, 
Change in IT Role, Top Management Involvement, Business Flexibility, Focus on Core 
Business, Workforce Optimisation, Productivity and Cost. Although Cost is one of the 
consequences, it will not be discussed separately as it pervasive across most of the other 
consequences. therefore, it will be discussed in relation to other consequences. 
It should be noted that there is an alignment between this section of the literature review 
and the framework which is a key result of this research. This alignment is deliberate and 
has been used to ensure that the two aspects can be more easily understood in conjunction 
and also to ensure that the enfolding of the literature and the other research results can 
take place in an effective manner. 
 System Availability 
The system must be operational all the time to perform business-critical operations with 
minimal delays or downtimes. By implementing the SaaS model, organisations aim to 
achieve desired results from the cloud. System availability is among those desired results. 
The availability of the system is vital for businesses. Srinivasan (2013) stated that SaaS 
services offer a high level of system reliability and availability. SaaS is capable of 
allowing  users to access the organisation’s services regardless of the platform that they 
use as long as they have access to the Internet (Iyer & Henderson 2010). Thus, the location 
of the server is irrelevant in the SaaS model, the employees can work from anywhere even 
if they are mobile (Saa et al. 2017).  
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The ability to access the organisation’s services and processes from anywhere and at any 
time leverages the organisation and its employees with mobility, which is reflected in 
system availability. The location restrictions that in-house solutions use lead to delays 
and errors in entering data (Peng & Gala 2014). Also, the inability to check updated data 
when visiting partners or customers outside the premise. In addition, if an organisation 
has remote access it could add additional cost with less reliability. Compared to the in-
premise solutions, SaaS-based solutions offer employees more flexibility and more 
accessibility. SaaS based solutions are more practical to solve issues, so information is 
checked immediately in real time. Therefore, SaaS-based solutions increase mobility 
accessibility of the system, which contribute to the overall system availability (Peng & 
Gala 2014). 
Studies show that there is a strong connection between implementing the SaaS model and 
increases in the availability of the organisation’s system. Organisations that  adopt the  
SaaS model gain benefits, such as information visibility and real-time data (Seethamraju 
2015). Rupčić and Ivešić (2018) stated that by deploying a SaaS based ERP system, 
system availability increased. Also, the ability to access to real time information helped 
employees to perform better as information availability enabled employee empowerment 
(Davenport 1998). 
However, some studies have reported contradictory findings. Sun et al. (2014)) 
investigated the issue of availability in SaaS-based services. The study cited the issues 
and challenges that organisations encounter when adopting SaaS-based services. One 
challenge for SMEs that rely on SaaS-based services is data storage in physical locations. 
In cloud-based services data can be stored in trans-border servers, which are strictly ruled 
by the local laws. Therefore, the host country’s laws could limit or affect the availability 
of the data. Also, the study argued that damage of servers or hard disks or damage from 
fire could limit the availability of system. 
 In addition, although Desale et al. (2013) report many positive aspects of SaaS service 
regarding system availability, the study also cites challenges that arise from SaaS service 
multi-tenancy concept. As mentioned earlier, in SaaS delivery model the tenants or clients 
share the servers, which aims to lower operational costs.  
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However, the number of clients and the number of services they use at the same time 
could restrain the availability of the solution to some of the tenants. For instance, it could 
slow the information retrieval speed from the servers, which implies low system 
availability. In addition, SaaS-based services depend on the Internet, which makes it 
inherit most of the issues related to Internet availability.  
Several studies report that not all SaaS-based services will guarantee system availability 
and this is associated to Internet availability issues (Krebs, Momm & Kounev 2012). This 
suggests that multi-tenancy and relying on the Internet could restrain the availability of 
the system, especially regarding the issues that the Internet might face (Krebs, Momm & 
Kounev 2012). Furthermore, failure in a SaaS service environment is another issue that 
is inherited from the Internet and poses challenges to system availability (Ahuja, Mani & 
Zambrano 2012).  
As Marston et al. (2011) claim, SaaS’s application availability and quality are not 
guaranteed all the time. Thus, cloud services are subject to failure, outage or data loss just 
like any other services. 
Although some studies argue that the location of the servers is irrelevant in cloud 
environments (Iyer & Henderson 2010; Saa et al. 2017), other studies have shown the 
importance of location when taking SaaS-based services adoption into consideration. Sun 
et al. (2014), argue that the awareness of the service servers’ location is crucial. The study 
showed that an appropriate understanding of the cloud’s storage location can help in 
transparent storage services, which decreases the complexity of the cloud significantly. 
Similarly, Benson, Dowsley and Shacham (2011) investigated the perceptions towards 
the understanding of the geographic location of the servers among users. The study 
identified that the geographic location of the service influenced the users’ views about 
availability. However, SaaS service location has not received thorough and deep 
investigation in academic research and may require a further study to investigate the real 
impact of it on system availability. 
In summary, this section reviewed the literature regarding one of the consequences of 
adopting the SaaS model — system availability. The review showed the two-sided nature 
regarding system availability. Although some of the literature supported the notion of 
improved availability, others argued that in some cases the SaaS-based solution constrains 
system availability.  
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Also, SaaS providers should ensure the reliability of the hardware and software to avoid 
disconnections and clients’ inconvenience due to system unavailability. However, the 
issues regarding system availability provided by SaaS-based services remains 
controversial. Thus, SMEs should assess the capabilities of the SaaS provider to ensure 
that they will not experience availability issues after adopting the service. 
 System Performance 
System performance is essential for organisations when considering implementing a new 
system, whether the system is in-house or in the cloud. System performance is defined by 
(Venkatesh et al. 2003) as “the degree to which an individual believes that using the 
system will help him or her to attain gains in job performance”. In a CC context, 
performance is the ability of the CC service to respond to the system’s requirements (Stahl 
et al. 2013). 
Internet speed limitations and the reliability of connections raise concerns about the 
SaaS’s performance (SaaS ERP). Also, concerns regarding the software’s ability and 
reliability also count as a major concern by businesses that require high and consistent 
performance (Johansson et al. 2014). However, SaaS has many benefits regarding 
systems’ performance, such as reliable system performance with no downtime. Some 
researchers claim that productivity increases by “a gain of one hour of productivity per 
day” (Khalil, Winkler & Xiao 2017). Therefore, it can be said that, productivity can 
increase when the system’s performance increases. 
 It has been found by Peng and Gala (2014) that in-premise ERP systems often have 
inadequate IT infrastructure (obsolete servers, network deficiency or lack of data storage 
capacity) to support the systems, which affects system performance negatively. These 
factors, along with data from daily operations that accumulate can reduce the system’s 
performance significantly. In addition, in-premise ERP systems can be slow and time 
consuming when trying to perform mission-critical tasks. Thus, in-premise ERP systems 
make it difficult for organisations to perform effectively and respond to business and 
market changes (Peng & Gala 2014). 
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Contrary to in-premise ERP systems, SaaS ERP systems can provide much higher 
response time, which implies better system performance. The system performance 
improvement is due to the capabilities of SaaS providers, which can offer powerful IT 
infrastructure to run the system. Also, due to the scalability of SaaS, which means that 
there will be no shortage of computing power or data storage capacity. Software-as-a-
Service ERP systems can perform multiple tasks at the same time without slowing down 
the entire organisation’s system as it runs on the SaaS provider’s servers (Peng & Gala 
2014). Which in turn, increase the system’s performance, reliability, and efficiency 
(Bhardwaj, Jain & Jain 2010).  
On the other hand, a study conducted by Yanpei et al. (2015)) investigated multi-tenancy 
and its effects on system performance. The study revealed that increases in the number of 
clients using the cloud might affect system performance for other clients significantly 
because of the limitations of computing resources. Similarly, Kim et al. (2009)) noticed 
that performance challenges in the SaaS-based services increased with the increase of 
users because it affected the communication between the server and the client’s computer. 
Due to that reason SMEs may discard SaaS-based services and revert to their in-house 
solutions if they experience long waiting times and delayed response. 
Also, frequent data exchange with the cloud consumes the network bandwidth 
significantly, which can lead to reduction in system performance. In addition, Puthal et 
al. (2015)) outlined the performance issues associated with workflow scheduling in SaaS. 
While CC offers considerable opportunities for solving problems, it also faces serious 
challenges related to performance failures and variations. Variations may affect system 
performance through influencing execution time of the workflow. Although attempts 
have been made to address the issue (Abrishami, Naghibzadeh & Epema 2013; Puthal et 
al. 2015). The problems with variations and failures continue to affect system 
performance. However, Jayarani, Sadhasivam and Nagaveni (2009) proposed a way of 
optimising system performance through a back-filling strategy with the use of a Virtual 
Machine scheduler. 
There are other issues related to system performance. According to Tsyganov (2018) 
Client-side code that runs in the browser is often slower than native applications on the 
same platform. Moreover, studies have revealed that system performance issues that are 
related to SaaS-based services have a direct correlation with the current web technologies.  
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So, SMEs with high performance applications may face challenges to maintain high 
levels of performance of the system. In their study, Al-Refai and Pandiri (2011) combined 
the aspects of load balancing, availability zones, and server location to discuss system 
performance in a SaaS delivery model. The study found that the location of the SaaS can 
influence the performance of the systems. As was expected, the SaaS solutions — that 
were running on different availability zones — affected system performance differently, 
despite the fact that they were in the same geographical location. Thus, the study 
suggested that the use of an appropriate load balancer can help mitigate system 
performance issues. 
In summary, some studies have shown that the adoption of SaaS-based services can 
improve system performance. Other studies have revealed that several aspects of the SaaS 
delivery model can limit system performance. SMEs should thoroughly evaluate the SaaS 
providers and their system performance. Also, SMEs should understand system 
performance regarding the cloud environment and the internal communication bandwidth 
requirements related to the transfer of large data volumes. Moreover, SMEs should seek 
SaaS-based solutions that meet their demand and that guarantee service continuity.  
 Support 
Software as a Service (SaaS) is developed, managed and delivered by the service provider 
on behalf of the client organisation or business via the Internet (Mell & Grance 2011). In 
this software usage environments, SaaS depending more on the Internet, data security, 
and availability which is increasingly important. SaaS service providers need to focus 
more on support, service quality management and implementation which encourage 
organisation to accept and move to the cloud (Benlian, Koufaris & Hess 2011). In addition 
to this, with SaaS services the organisations have no control over the features and 
development of the solution to customise and support. So, SaaS service providers need to 
assure their customers that they can maintain support the solution (Seethamraju 2015).  
A study by Johansson and Ruivo (2013) showed that support is an important factor for 
organisation regarding SaaS adoption. They highlighted that the customer experience and 
the support that they get from their service provider is important as the solution itself if 
not more. They also claim that customer loyalty is becoming more important than the 
solution features in SaaS environment (Johansson & Ruivo 2013). 
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Lansing, Schneider and Sunyaev (2013) suggested that customer support quality act as an 
assurance for the customers. Although customer support may come in different ways, the 
existence of the support in any form is positively affect the customers. This is due to the 
impression that there is someone available 24/7 who can be contacted and assists when 
issues regarding the SaaS arise. The failure of SaaS service providers to meet the 
expectations of their customers in term of service quality and support is major reason that 
organisations discontinue SaaS services usage (Benlian & Hess 2011). 
Thus, getting sufficient support from the SaaS service provider is a major factor that plays 
a crucial role in the overall customer satisfaction and experience (Burda & Teuteberg 
2015) 
Cloud software service providers’ objectives are to ensure high system reliability, and 
dependability by offering autonomous support to clients (Gupta, P, Seetharaman & Raj 
2013). Di Martino et al. (2017) explained that system failures occur despite having the 
appropriate safeguards in place, and more robust surveillance is necessary to repair faults 
as they occur in real time Schubert, Borkowski and Schulte (2018) concurred, stating that 
the distributed nature of cloud computing requires the inter-operation of such services 
across all existing platforms, data centres, and service levels. Cloud component 
infrastructure is changing from a focus on service delivery (service-oriented 
architectures) to improving quality and reliability of service level agreement standards. 
Hence, part of the contract sets out financial penalties for excessive violations made to 
the agreement. However, Schubert et al. pointed out the need for the agreement to 
establish measures, for example, response times, that were reliable for all stakeholders 
involved (Schubert, Borkowski & Schulte 2018) 
Having the support of many organisations has helped with guaranteed success in 
continuance of their operations within the cloud computing environment. Rapid elasticity, 
reasonable prices, and the setting up of networking systems are the major aspects of a 
cloud environment. All these functions and services make it easier for cloud computing 
to effectively improve any given capabilities in this perspective without investing in new 
infrastructure (Alsaleh, 2018).  
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According to (Peng & Gala 2014) argued that the cloud solution can be upgraded by the 
service provider with minimal or no interference from the organisations’ IT department. 
Their study stated that automatic upgrades on the solution or one of its features will be 
released by cloud providers on a regular basis. Also, the solution will not be affected and 
will be able to function while the service provider upgrades it. Further, the support from 
the SaaS service provider ensures a more positively related adoption (Alshamaila, 
Papagiannidis & Li 2013). Furthermore, in the cloud the organisation does not need to 
license and support the software in traditional ways, and neither is it required to purchase 
and support the infrastructure that the application runs on (Bhardwaj, Jain & Jain 2010). 
SaaS service adoption help the organisations to offload low-level administration. The 
organisation can get rid of the system infrastructure e.g. hardware maintenance, spare 
parts, new servers, and infrastructure software being taken care of using the cloud. Also, 
the organisation can outsource the backup to the cloud providers that are responsible in 
its execution. As well, one single application can be used by all of the users. These 
processes are authorised through higher management practices and tasks of how these 
application processes should be undertaken, and these include: application support; 
upgrade issues; and user management which is not at present included as moving towards 
utilising current cloud services (Azarnik et al. 2013). 
Finally, adopting SaaS services help organisations to offload their complex and 
sophisticated IT-related infrastructure and tasks. Therefore, the organisations need to 
thoroughly understand the required knowledge and skills to maintain their IT 
infrastructure (Azarnik et al. 2013). 
 Security 
An important consequence in the current IT environment is the effect on security when 
adopting CC service models. According to the NIST (2010, p. PE.1). PE.1 confidentiality 
is defined as “preserving authorized restrictions on information access and disclosure, 
including means for protecting personal privacy and proprietary information”. 
Additionally, privacy is “the aspect of information technology (IT) that deals with the 
ability an organisation or individual has to determine what data in a computer system can 
be shared with third parties” (McCallister, Grance & Scarfone 2010).  
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However, cloud data is stored on the SaaS provider’s database. Thus, the organisation 
and its clients’ information is in third-party hands (Gutierrez & Lumsden 2014a). Losing 
control over your data and information can cause uncertainty about the privacy and 
confidentiality of the data (Armbrust et al. 2010). This factor makes it difficult for some 
organisations to decide on whether to move to the cloud or not (Al-lawati & Al-Badi 
2016; Armbrust et al. 2010; Dutta, Peng & Choudhary 2013; Esteves & Rong 2010; 
Gutierrez & Lumsden 2014a; Lloret Romero 2012; Mohammed & Munir 2015; 
Trigueros-Preciado, Pérez-González & Solana-González 2013; Tripathi & Jigeesh 2013). 
Furthermore, security issues associated with Service Oriented Architecture (SOA) can 
also be found in PaaS services. Challenges such as DOS, XML, MITM, and injection 
attacks are the main challenges associated with PaaS services (Birk & Wegener 2011; 
Sandikkaya & Harmanci 2012) In contrast, with IaaS services the main concerns are about 
shared network infrastructure with the same server, which may lead to more 
vulnerabilities. Also, virtual machine boundaries must be secured by isolating VM from 
other VM resources (Damshenas et al. 2012; Freet et al. 2015; Subashini & Kavitha 
2011). On the other hand, IaaS services are considered more safe and reliable as the 
operating environment is under control (Azarnik et al. 2013; Khajeh-Hosseini, 
Greenwood & Sommerville 2010). 
Regarding SaaS-based service security issues, it has been found that data security is the 
main concern for SMEs when they consider moving to the cloud. They hesitate in handing 
over their data to the SaaS provider with no control over it. This is mainly because they 
do not know how the SaaS provider handles their data and what the actual security 
measures are (Khan, N & Al-Yasiri 2016). Mujinga and Chipangura (2011)) studied CC 
concerns in developing economies. The study found that many SMEs only moved their 
low-risk business processes to the cloud because of their concerns about data security. 
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Privacy and secure data storage were the main security issues that were mentioned by the 
SMEs, which hindered cloud adoption success in developing countries. Dillon and 
Vossen (2014)) compared SaaS adoption and perceptions about security among SMEs in 
Germany and New Zealand, which are developed countries. The study found that the 
security issues limited SaaS service adoption in Germany and but had no major effect on 
SMEs in New Zealand towards SaaS adoption. However, one can argue that the maturity 
of the IT infrastructure in different countries changed the security perceptions of the 
SMEs. Sahandi, Alkhalil and Opara-Martins (2012)) provided another perspective 
regarding security issues associated with the adoption of SaaS, that the adoption of SaaS 
implies that the organisation loses control over their data to the SaaS provider.  
Even though it is the responsibility of the SaaS, provider to maintain data security, most 
SLAs lack the explicit obligation of the SaaS service in ensuring the security of the 
client’s data, which poses significant security issues. In addition, technical security risks 
can affect SMEs that adopt SaaS-based services negatively. The delivery model forces 
the clients to use the SaaS provider’s API to connect and interact with the solution. 
Malicious attacks including SQL injections, cross-site scripting, and field manipulation  
could easily occur in such situations if attackers identify weaknesses in the API 
(Subashini & Kavitha 2011). 
additionally, Subashini and Kavitha (2011) found that network security, data security, 
data integrity, data access, and data segregation were among the crucial issues that created 
security challenges with the adoption of SaaS. Similarly, Soofi et al. (2014)) found that 
data security was the most cited security issue in the SaaS delivery model. According to 
the study, SMEs may face security risks related to the data that is collected from their 
computers and unique traceable information, which include hardware, personal identity 
information and IP addresses.  
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Despite the many studies that have cited data security and privacy as major issues for 
organisations when considering SaaS, other studies have found that the security concerns 
are exaggerated or simply not applicable in the context of SMEs. The security and privacy 
issues might be true for large businesses as they have huge volumes of data regarding the 
business itself and their industry (Saa et al. 2017); Seethamraju (2015). However, 
organisations with huge investments in IT are able to deploy sophisticated security 
equipment and procedures. Also, they are able to hire specialised and talented personnel 
to operate and maintain the IT infrastructure and apply strong security and privacy 
measurements. 
In a study conducted by Seethamraju (2015), although identifying security as a major 
concern that could limit the adoption of SaaS-based services among SMEs, SaaS 
providers are considered safer and more reliable than the SMEs own in-house solutions. 
Data is considered to be more secure with SaaS providers compared to in-house solutions. 
This is because SaaS providers are more capable of delivering secure environments to 
their organisations Seethamraju (2015).  
Nevertheless, SaaS ERP security raises some issues regarding the data’s confidentiality 
and integrity. However, the majority of SMEs gain benefits from SaaS ERP security and 
are not concerned about security issues (Saa et al. 2017). Either they believe that the issues 
are irrelevant or because they are unable to provide the same high-level security provided 
by the SaaS provider. The reason behind the latter is that SMEs lack expert IT personnel 
and high-grade security measurements that they cannot implement in their own in-house 
solution.  
Security and privacy issues do not significantly influence the cloud adoption decision-
making process (Senarathna et al. 2016). This is because SMEs are typically less 
concerned about security and privacy also, that they might not fully understand CC and 
SMEs do not have expert IT personnel who can assist in that matter (Senarathna et al. 
2016). Güner and Sneiders (2014)) argued that despite the supposed fears over security 
issues, very few SMEs have reported concerns regarding handing their data over to a 
cloud service provider and losing control over it. 
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In summary, the SaaS model is built upon PaaS and IaaS models, which implies that all 
security issues associated with the other service models are going to be inherited by the 
SaaS model. In addition, as the cloud models nature is reliant on the Internet, they are 
exposed to vulnerabilities associated with the Internet environment  (Freet et al. 2015). 
Overall, the security aspect of SaaS-based services is still controversial in the literature. 
Some studies emphasise the importance of security and advocate that the SaaS model is 
vulnerable. Other studies contradict and report that despite the concerns about security 
the cloud service providers are able to provide their clients with better security. However, 
despite the fact that the topic is controversial, the literature hints that the adoption of SaaS 
service models can have more negative consequences. 
 Dependency 
Many SMEs lack adequate resources to implement high-end solutions to accomplish their 
operations effectively. The available SaaS-based solutions include enterprise-grade 
solutions that satisfy the needs of the SMEs at low costs. The SaaS providers ensure high 
system reliability and dependability by offering technical support to the clients. However, 
this makes the SMEs depend significantly on SaaS providers. 
Different studies have shown that dependency is a crucial factor that determines the 
adoption of a SaaS delivery model (Gupta, P, Seetharaman & Raj 2013; Martin 2010). 
(Tillquist, King & Woo 2002) reported that dependency establishes asymmetrical 
relations of influence, thus establishing power relationships among those involved.  
According to the resource dependency theory, which studies the relationship between the 
organisation and its external resources, an external resource affects the behaviour of the 
organisation in both tactical and strategic ways (Pfeffer & Salancik 2003). External 
resources can have significant implications for organisations. They control and coordinate 
activities, shape the form of the organisation and also influences its strategies. 
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One consequence of CC is the dependency on a cloud service provider. In the CC context, 
businesses refer to it as vendor lock-in (Armbrust et al. 2010). Due to the immaturity of 
CC—which has led to a lack of interoperability—it is hard to change and move to another 
provider if the current provider is unreliable or if the service is unsatisfactory. If the cloud 
user wants to migrate its huge volume of data to another provider, it will take a huge effort 
and there are no guarantees that all of the data will be migrated without any loss or 
infidelity (Armbrust et al. 2010; Gutierrez & Lumsden 2014a; Trigueros-Preciado, Pérez-
González & Solana-González 2013; Tripathi & Jigeesh 2013; Tsagklis 2013). In some 
cases, data recovery is hard or impossible. Thus, dependency is a major deterrent for 
SMEs when considering adoption of SaaS ERP solutions (Seethamraju 2013). 
Another type of dependency on external resources is Internet connectivity. Adequate 
Internet bandwidth is a major factor for the success of CC. The Internet is the primary 
channel of connecting to the provider’s applications and transferring and exchanging data 
through the web  (Avram 2014). Other factors related to the Internet connection are speed 
and the quality, which both depend on the provider’s service quality (Al-lawati & Al-
Badi 2016; Opara-Martins, Sahandi & Tian 2014; Sharon 2012; Weinman 2011). 
Therefore, organisations that wish to adopt SaaS have to be careful in their choice of 
cloud service provider (Peng & Gala 2014). Also, to take into account the difficulties that 
may emerge when they decide to change the service provider.  
Peng and Gala (2014) suggested that the change might cost the organisation both 
financially and strategically as the transition operation between service providers might 
not be always smooth and easy. Their study identified three main issues have been 
identified that are associated with a difficult migration process and transitioning from one 
provider to another. To begin with, the migration process to another service provider can 
be costly and time-consuming due to infrastructure and service complexity.  
Second, are the legal issues that can restrain data retrieval or the data to be relocated to 
another service provider. Lastly, introducing new services or solutions to the organisation 
will impact and reshape the organisation’s culture, processes, and structure (Peng & Gala 
2014). Consequently, an organisation may find it difficult or beyond their capability to 
change their service provider, even if they dislike them. These findings were supported 
by another study that stated that 73% of the study respondents perceived vendor-lock as 
a significant risk and that it had a high probability of occurrence (Dutta, Peng & 
Choudhary 2013). 
   55 
In addition, the loss of physical control over the data and resources raises many issues for 
organisations. Outsourcing shifts the responsibilities and control over the data to the cloud 
service providers. As a result, the data might be handled poorly and stored in managed 
remote servers (Wang, C et al. 2010). Shayan et al. (2014) argue that outsourcing projects 
is usually associated with increased dependency on the cloud service provider. Therefore, 
some organisations may hesitate to migrate to the cloud due to the loss of control over 
their resources. 
The loss of control over the data is a concern for the organisation as the cloud service 
provider cannot guarantee the data’s specific location (Marston et al. 2011). Furthermore, 
data privacy regulations are different from one country to another, which might raise legal 
issues if the organisation does not comply with the local laws (e.g. the UK’s laws compel 
providers to keep data within the country) (Shayan et al. 2014). 
However, despite the fact that the vendor-lock and dependency on SaaS solutions are true 
(Armbrust et al. 2010), it arguably has less dependency when compared to traditional in-
house solutions considering the high cost of the migration and the cost of software and 
licensing (Benlian & Hess 2011).  
Mwaniki & Ondiek (2018) suggests that this is because the limited options to customise 
SaaS-based solutions reduce the dependency on the SaaS-based solution compared to an 
in-house solution. Their study also suggests that although the positive effects of the SaaS 
adoption outweigh the negative effects, any small change in the dependency of the SaaS-
based services can affect the decision to adopt significantly. 
In summary, the level of system dependency depends on the SLAs that the SaaS provider 
offers. As discussed earlier, SaaS leads organisations to rely on the SaaS provider to 
provide them the services. However, the limited options to customise the SaaS solution 
— based on the organisation’s internal processes — limits the dependency on the 
services. Nevertheless, using SaaS service models can lead organisations to be vulnerable 
to vendor lock-in, as they depend on the cloud provider’s platform. As well, the 
organisation becomes more dependent on the connectivity provided by the relevant ISPs 
in relation to the SaaS provider. Both of these issues can reduce the ability of the 
organisation to change strategic directions.  
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 Change in IT Infrastructure and Change in Implementation 
IT infrastructure capabilities are very important to organisations regardless of their size. 
It has been found that IT infrastructure significantly impacts an organisation’s 
performance and capabilities (Mithas et al. 2004). IT infrastructure plays a crucial role in 
the organisation as it is the backbone that all the organisation’s functions and operations 
depend upon. The more capable the IT infrastructure, the faster the organisation is in 
performing business related operations. The IT infrastructure capabilities allow the 
organisation to use resources with more efficiency and effectiveness (Lewis & Byrd 
2003). The IT infrastructure also affects the business’s strategies. Thus, organisations 
should develop effective IT infrastructure capabilities to deliver systems resources with 
efficiency whilst controlling the IT related costs (Ross, Beath & Goodhue 1995). Previous 
research has shown that CIOs perceived the  ability to develop an efficient and flexible 
IT infrastructure as important to the organisation in order to enable innovation and 
achieve better performance (Bhatt et al. 2010). However, it is not easy to establish and 
build IT infrastructure—even for large organisations.  
In addition, the need for high system availability may lead to hardware redundancy, due 
to the inability to share resources with others. Resource sharing focuses on IT 
infrastructure reduction along with other related responsibilities and costs. The inability 
to share resources results in poor utilisation of the server in the data centres, according to 
Armbrust et al. (2010) the resources’ utilisation in conventional data centres is low, and 
estimated the resource utilisation at only 20% meaning that they waste 80% of their 
resource capabilities. 
Taking all this into account, organisations and especially SMEs, struggle to maintain their 
IT infrastructure and are usually not able to utilise higher technology or acquire business-
grade solutions. This is because when an IT infrastructure or solution has been 
implemented in an organisation, it may create a problem associated with appropriate 
financing due to the high cost of purchasing and maintaining hardware and software 
(Pazowski & Pastuszak 2013). This poses a negative impact on the organisation. 
However, these problems can be solved by adopting CC. The organisations can shift their 
capital expenses to operating expenses. 
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Even though SaaS is a relatively new service delivery model that provides IT 
infrastructure with a minimum need for customisation, the ability of organisations to 
adopt SaaS depends on the maturity of their internal IT architecture. Small and medium 
enterprises with immature IT infrastructure might have to change their systems 
significantly through customisation to enable effective adoption of SaaS (Goyal 2013; 
Jeong & Choi 2013; Xin & Levina 2008). However, Marston et al. (2011) says that CC 
has the capability to deliver more efficient and effective IT infrastructure. Also, suggests 
that it has the ability to provide more efficient computation power through scalable 
hardware and software resources. (Bharadwaj, AS 2000) claims that flexibility of the IT 
infrastructure combined with skilled IT personnel can become a strong organisational 
capability Also, with the responsibility for IT infrastructure and maintenance being 
shifted to the SaaS provider, adopting SaaS-based solutions can decrease the need for 
complex and sophisticated IT infrastructure. Furthermore, adopting a SaaS delivery 
model can help to further reduce network and administration infrastructure (Seethamraju 
2015). 
As a result, organisations can offload the majority of their IT infrastructure to the cloud 
service provider including systems’ hardware, software, maintenance, network, and spare 
parts and do not have to worry about future expansions. Likewise, backup storage, policy, 
and execution can be offloaded. Thus, moving to a SaaS service model can impact the 
organisations’ IT infrastructure dramatically (Azarnik et al. 2013). 
It is clear that using SaaS-based services can have a positive impact on an organisation’s 
IT infrastructure. However, the change in IT infrastructure is mainly due to the change in 
system implementation and delivery. The main idea behind the SaaS model according to 
Limbăşan and Rusu (2011) is “about application delivery which instead of installing 
software on pre-owned computers and servers, the cloud provider provides the whole 
infrastructure architecture and the client can connect to the provider’s services via a web 
portal or third-party middleware and pay-per-use”. The previous explanation is consistent 
with other explanations and definitions: “A style of computing where massively scalable 
IT-related capabilities are provided as a service using Internet technologies to multiple 
external customers” (Plummer et al. 2008). These explanations illustrate and emphasise 
that the change in IT infrastructure is due to the change in the delivery model that occurs 
after migrating to the SaaS service model. 
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SaaS-based solutions implementation can be far faster than traditional in-house solutions. 
The implementation is faster due to the fact the solution is already implemented in the 
SaaS provider’s infrastructure. The organisations do not need to implement any software 
in their machines. So, there is no need for organisations to acquire, install and test the 
solution. The SaaS-based services help organisations to implement new SaaS-based 
solutions faster with less effort. They also provide the seamless upgrade of the solution 
to the latest version without the traditional deployment and installation cycle issues 
(Bhardwaj, Jain & Jain 2010; Saa et al. 2017). 
The organisations just need to subscribe to the service and have a proper Internet 
connection to access it. On the other hand, the traditional in-house solutions need to be 
built, customised and tailored for specific customers’ needs. It has to go through the whole 
development cycle, which takes a long time and cause delays to the solution’s deployment 
(Armbrust et al. 2010). 
In summary, this section discussed that the adoption of the SaaS model can offer 
significant benefits to organisations. Furthermore, moving to a SaaS service model can 
save the organisation resources, which can be redirected to other venues to support the 
organisation’s operation. The ability of the organisation to complete its operations within 
the virtual environment increases the possibility of SMEs changing to a SaaS provider’s 
IT infrastructure, especially in immature organisations (Goyal, 2013). Also, changes in 
the IT infrastructure is mainly driven by the nature of the SaaS-based services 
implementation cycle. The implementation cycle changes influence the organisation’s 
needs to build or acquire expensive IT infrastructure to support the adopted solution.   
 Change in Capital Investment 
One evident impact of CC in general, and SaaS-based services in particular is the 
reduction of the need for upfront capital investment. These services need significantly 
less amount of upfront money compared to traditional in-house solutions (Armbrust et al. 
2010). All CC deployment models—including SaaS—change the way organisations deal 
with expenses as it utilises pay-per-use or pay as you go method. Moreover, installing 
appropriate SaaS-based solutions implies that the organisation will acquire the preferred 
services at lower costs because it would only pay based on the demand for services.  
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Additionally, the installation of appropriate SaaS-based solutions implies that the 
organisation will acquire the preferred services at lower costs because it would only pay 
based on its demand for services (Seethamraju 2015; Sultan, N 2010). The utilisation of 
such a concept dramatically converts capital expenses to operational expenses (CapEx to 
OpEx) (Armbrust et al. 2010). 
In the past, organisations tended to spend large upfront capital investments and a lot of 
fixed costs on their IT infrastructure. Most of the investment would go to the technology 
itself and to the workforce that operated it. Organisations would purchase various IS 
components, such as computers, data storages, network equipment and software to be 
able to build their own IS solution and data centres. They would also hire skilled 
personnel to operate and maintain the solutions (Carr 2005).  
In contrast, moving to a SaaS service model does not require the organisation to invest in 
huge IT infrastructure or data centres. Basically, this comes from that fact that there is no 
need to have a huge and sophisticated IT infrastructure to run SaaS-based solutions. The 
hardware and software costs are shifted to the SaaS provider. Therefore, organisations 
eliminate the need to secure huge funds to initiate IT infrastructure, rather they can use 
the method of pay-per-use (Berman, S et al. 2012).  
Using the SaaS cloud service model not only helps new organisations to save on IT 
infrastructure costs, but it also helps organisations to reduce and offload their current IT 
infrastructure. Also, SaaS-based services contribute to the reduction of costs associated 
with energy consumption. The energy that was used to run IT infrastructure is reduced 
due to the delegation of the IT infrastructure to the cloud service provider (Marston et al. 
2011). According to Armbrust et al. (2010) there are large waste in energy and in the 
computation power of data centres. The study revealed that moving to a SaaS provider, 
reduced server utilisation in data centres as the consumption ranged from 5% to 20%, 
which is extremely low. These savings allow the organisation to redirect their expenditure 
to their core business operations (Pazowski & Pastuszak 2013). 
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As mentioned above, traditional in-house solutions are costly compared to SaaS cloud 
services. In the past, the need for upfront capital was the main obstacle for smaller 
organisations to enter the industry. With SaaS cloud services, SMEs can enter and 
compete in the areas that were exclusive to larger organisations. This is due to the ability 
of SMEs to utilise more powerful and high-end solutions with minimal cost. The SaaS-
based services also take the burden of maintaining and upgrading the service (Senarathna 
et al. 2016). 
Small and medium enterprises can utilise SaaS-based services and benefit from cutting-
edge technologies to perform critical operations and extensive electronic transactions. 
The ability to do so was not available previously unless SMEs hugely invested in their IT 
infrastructure and personnel. So, the SaaS model leverages SMEs with the capabilities to 
compete with large businesses with dramatically less upfront capital investment in IT 
infrastructure (Marston et al. 2011; Saa et al. 2017).  
Consequently, this lowers the entry barriers for SMEs significantly (Stieninger et al. 
2014). For instance, while the in-house ERP for the implementation needs significant 
costs for the implementation, the emergence of SaaS ERP solutions including Oracle and 
SAP has scaled down the costs significantly (Seethamraju 2015) thereby allowing SMEs 
significant flexibility to accomplish their business operations — through the systems that 
are provided and maintained by the SaaS provider — at a low cost. 
In addition, the SaaS-based solutions leverage SMEs with high availability through the 
web at any time and from anywhere. As discussed in Section 2.3.1, research has shown 
that SaaS-based services can improve accessibility and availability of the applications 
without the need for SMEs to invest in the installation of a new IT infrastructure. The 
upfront capital goes beyond the initial capital expenditure that is required to run the 
applications, maintenance costs and server upgrades required for the adoption of SaaS 
(Kim et al. 2009). Seethamraju (2015) suggests that fewer computers and servers in the 
organisation mean that the organisation will spend less on the maintenance of the systems.  
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Since most SMEs do not have a mature IT infrastructure, adopting SaaS-based solutions 
can help mitigate these costs. They transfer the costs of managing the hardware, software 
and the communications network to the SaaS provider, which means that they will not 
spend money on training their employees about the management of the systems. 
However, the adoption of CC — especially SaaS — offloads the administration 
responsibilities of the systems’ infrastructure to the cloud service provider (Stieninger et 
al. 2014). The costs associated with the initial capital expenditure are reduced because 
SaaS utilises a multi-tenancy approach (Goyal 2013). The SaaS provider also provides all 
the systems that the different organisations require to complete the migration. 
The time associated with system implementation may also impact the need for capital 
investments. Obviously, in-house solutions and SaaS-based solutions have significant 
differences relating to capital expenditure and implementation time. The in-house 
solutions require skilled personnel for the implementation of the solutions, which implies 
that the organisation will have to invest to acquire or hire skilled personnel to conduct the 
implementation process (Godse & Mulik 2009). 
Also, the lack or unavailability of personnel can increase the costs because the 
implementation time will increase and require the recruitment of new individuals to 
implement the solution. Furthermore, the in-house solutions need to contract personnel to 
complete the goals (Joint & Baker 2011). 
On the other hand, the implementation of SaaS can reduce the possibility of such 
instances. In the SaaS service model, the SaaS provider would have already installed or 
customised the infrastructure according to standardised methods. This saves the initial 
costs that the organisation would have had to spend on implementation time. Therefore, 
the need for capital expenditure in the SaaS service model reveals significant gains. The 
organisations avoid the direct and indirect costs, which implies that adopting SaaS is one 
of the most cost effective ways for SMEs to compete effectively because of the low capital 
expenditure (Armbrust et al. 2010; Marston et al. 2011). 
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 Changes in Organisational Processes 
The SaaS model comes with a multi-tenant environment where businesses share a single 
model of application or software. The advent of the SaaS model has eased the way for 
developing and implementing new ES in the organisation that is provided by SaaS 
providers. One advantage of such a concept is to provide SMEs with the ability to access 
the latest and most advanced ES. It enables SMEs to take advantage of various functions 
of the ES to support their value chain activities (Gill & Bunker 2014; Lewandowski, 
Jacek, Salako, Adekemi O & Garcia-Perez, Alexeis 2013). The sharing concept brings 
changes to the business’s operation and how the organisation performs. The change in a 
business’s operations implies changes in the current business processes of the adopting 
organisation as they adapt to a standardised business environment. 
Davenport and Short (1990) define a business process as “…a set of logically related tasks 
performed to achieve a defined business outcome”. Hassine et al. (2002) suggest that: 
“… Faced with rough market competition, companies must increasingly change. 
They are constantly obliged to adapt to new needs, to make their products evolve, 
to change their development process and establish new collaborations. These 
evolutions require the implementation of flexible information systems, adaptable 
to evolution of the business products and business processes”. 
Adopting new technology such as SaaS-based ES solutions, allows organisations to have 
access to the latest and cutting-edge technology and ES such as ERP, CRM and HRM 
(Rajendran 2013).  
Adopting all these ES software or one of them this will make a huge impact on the 
organisation’s operations and processes (Shaio Yan et al. 2009; Stuart, Udechukwu & Al 
2010; Zhao, Scheruhn & von Rosing 2014). According to (Rajendran 2013) Change in 
the business operation model may inevitably lead to a change in organisational culture 
and structure. Thus, it could change the existing business processes. 
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Hugos & Hulitzky (2010) argues that there is also a possibility that the business will shift 
from having tight control over its resources to being collaborative, which will be more 
profitable as the business will work closely with partners and suppliers. As a result, 
businesses that used to have full control over their centralised IT department management 
need to respond to change and adapt to the possibility of a more open and collaborative 
environment ((Rajendran 2013). 
Changes in business processes — after moving to the cloud — is a key challenging 
element. This is because it requires changes to the existing business model, which affects 
its value proposition, delivery of service and  pricing (Ahokangas, Juntunen & 
Myllykoski 2014). However, this is not the only consequence that can affect business 
management when adopting CC, there are areas, such as control of rights and governance 
rules (Rajendran 2013).  
The change can come in many forms and it may be positive or negative. It depends upon 
the strength of the standardised business processes relative to the existing business 
processes (Khajeh-Hosseini, Greenwood & Sommerville 2010). Also, the change 
influences the organisation based on its size and industry as there are behavioural 
differences between large businesses and SMEs regarding ES solution adoption and 
implementation (Mabert, Soni & Venkataramanan 2003).  
Mabert, Soni and Venkataramanan (2003) also suggests that small and medium 
enterprises are more likely to change and transform their business processes to adapt to a 
new system. In contrast, larger businesses are more likely to customise the system to fit 
their needs. Furthermore, SMEs tend to implement the entire system or several major 
modules at the same time. Whereas, larger businesses are more likely to follow an 
incremental approach for their system implementation (Mabert, Soni & Venkataramanan 
2003).  
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Introducing ES into an organisation is largely linked with business process change and 
improvement, as it offers process automation and more complex planning capabilities and 
increases the organisation’s value (Law & Ngai 2007; Yan Huang et al. 2009). One of the 
major impacts of an ES solution on an organisation is business process automation. 
Business process automation is important to the organisation to develop and expand their 
operations. Business process automation occurs when an organisation automates its 
processes to improve its operations and reduce the margin of error. It also helps to execute 
processes seamlessly and improve the quality of the processes  (Lynn et al. 2014). 
However, business process automation is also about simplifying and improving 
businesses’ workflows. The ability of ES solutions to reduce the business process 
complexity is a major advantage that is sought by organisations when adopting ES 
solutions. The processes’ simplification is achieved by solving legacy systems’ associated 
problems and presenting new efficient and effective ways to handle processes. Also, 
facilitating the transactions of information among the business departments and units 
whilst eliminating complexity (Karim, Somers & Bhattacherjee 2007; Lynn et al. 2014). 
Enterprise systems offer best practises in terms of business processes and how business 
should operate. Implementing such solutions can help organisations to replace or improve 
their existing processes (Seethamraju & Sundar 2013). Gattiker and Goodhue (2002) 
reported that the adoption of ES adoption is associated with changes in organisation 
processes. Their study found that enterprise systems’ solutions have a positive impact on 
the organisation’s business processes. The change in the organisation’s processes is 
mainly because the ES solutions are developed and pre-configured by an external 
software provider. 
The ES solutions are not developed and specifically tailored to fit specific organisations. 
Therefore, the need to change the organisations’ business processes is often necessary to 
align with the ES solution. Thus, organisations that are willing to adopt ES solutions are 
required to adapt their business processes to the ES solution (Gattiker & Goodhue 2002).  
Adopting pre-configured ES processes helps with business process optimisation. A 
business’s process optimisation replaces manual transactions, multiple systems, and 
interfaces with a standardised, cross-functional and automated system. When the data and 
procedures are not standardised, the organisation will not be able to effectively generate 
and analyse reports. 
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On the other hand, it takes little effort to generate meaningful reports when implementing 
an ES solution. Also, it helps the organisation to be compatible with other partners’ 
systems, which provides smooth dataflow (Deed & Cragg 2013). Therefore, 
implementing ES solutions will optimise a business’s rules, operations and information 
formats across the organisation, which leads to overall business process optimisation 
(Hendricks, Singhal & Stratman 2007; Seethamraju & Sundar 2013).  
There are several other changes that have been observed when introducing ES solutions 
to an organisation. For instance, the order cycle time can be reduced, which speeds 
delivery time of products (Hendricks, Singhal & Stratman 2007). Also, ES solutions 
support business process efficiency and help the organisation to become more 
competitive (Lewandowski, Jacek, Salako, Adekemi O & Garcia-Perez, Alexeis 2013). 
Furthermore, adopting cloud based ES solutions can help to improve the organisation’s 
value chain, by improving the organisation’s ability to collaborate with partners and 
increase operational efficiency (Saul et al. 2012). Also, it helps the organisation to apply 
some transformation to its value chain operations and change roles (Saul et al. 2012). 
Moreover, ES solutions help with operational transparency which allows managers to 
have a clear view of the entire performance of the organisation. This is made possible 
through business function integration, information exchange and sharing among different 
departments within the organisation. Furthermore, this gives managers the advantage to 
identify the areas that need to be improved in order to improve the organisation’s overall 
business process (Hendricks, Singhal & Stratman 2007; Lewandowski, Jacek, Salako, 
Adekemi O & Garcia-Perez, Alexeis 2013). 
An organisation can acquire tangible and intangible benefits when adopting SaaS-based 
ES solutions. SaaS-based ES solutions give organisations the ability to improve their 
processes’ efficiency and effectiveness. Also, it is often associated with organisation 
performance enhancement. This enhancement is caused by establishing new procedures 
and introducing new processes (Nicolaou 2004). 
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Accoeding to Karim, Somers & Bhattacherjee (2007) another positive outcome is that 
implementing ES solutions creates business value that affects business processes in three 
different ways. The first is automation effect, which refers to process efficiency. The 
second is the informational effect, which refers to process effectiveness. Last is the 
transformational effect, which refers to ES solution’s ability to support process innovation 
and transformation which result in process flexibility.  
 Changes in Organisational Structure 
Organisations’ process integration is a crucial matter for any organisation. It has become 
a key issue for many organisations in order to expand their business processes. To achieve 
such a goal they have to integrate, coordinate, standardise and streamline their processes 
internally and externally. Enterprise systems consist of processes, methods, plans, and 
tool, which help the organisation to integrate their business processes. So, implementing 
ES makes it easier for the organisation to integrate and expand its processes (Da Xu 
2011). The investment in IT solutions—to automate and integrate the business’s 
processes—provides the organisation with several benefits (Shange & Seddon 2002). 
These benefits come in various forms, such as accelerating operation’s processes, 
increasing the volume of operations and substituting employees. Hence, most 
organisations consider ES as a key technological change—a change that remarkably 
transforms the organisation (Boudreau & Robey 1999). 
Enterprise systems are developed to integrate business processes. They allow for smooth 
data flows among the organisation’s departments and units. Enterprise systems help 
organisations to consolidate all their operations and activities in one integrated system. 
This makes it easier to standardise scattered systems within the organisation and make all 
the activities operate as one coherent process.  
In contrast, traditional IS solutions provide independent and disparate platforms for 
functional units. Therefore, traditional IS solutions cannot provide integrated business 
processes and operations (Devadoss & Pan 2007).  
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Enterprise systems are equipped with the best practise processes in the industry. However, 
they often conflict with the organisation’s current processes. Undoubtedly, implementing 
ES involves modifications to the organisation’s internal processes. Moreover, to 
accommodate the ES standardised processes the organisation needs to  adapt to the 
changes and alter their current processes to take advantage of the new solution (Fui-Hoon 
Nah, Lee-Shang Lau & Kuang 2001; Morton & Hu 2008). Adopting ES solutions may 
change managerial autonomy and process integration. To avoid the conflict caused by the 
adoption of an ES, the organisation has to change its organisational structure (Markus & 
Tanis 2000).  
Based on the previous discussion, ES have major impacts on the organisation’s processes, 
which in turn may have an impact on the business’s organisational structure.  For 
example, Davenport (1998) states that “An enterprise system, by its very nature, imposes 
its own logic on a company's strategy, organisation, and culture”. Thus, introducing ES 
into the organisation will impact every level of the organisation (Davenport 2000). These 
changes will reach every corner in the organisation and there will be no place that is 
immune to change. Furthermore, Davenport (2000) states that “Business processes, the 
way work gets done in an organisation, change dramatically. Organisational structure and 
culture, the behaviours of workers throughout the company, and even business strategy 
all have to be restructured”. 
However, these changes might conflict with the organisation. On the one hand, 
introducing ES increases the information flow among the organisation’s functional units, 
because of that, it helps the organisation to be flatter and more flexible. On the other hand, 
centralisation of control over information and standardisation of processes promotes a 
more centralised organisational structure. There is a link between increased level of 
centralisation and the implementation of an ES (Davenport 1998; Morton & Hu 2008). 
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Implementing ES make significant changes in an organisation’s structure, organisational 
operations, and processes sequencing. Jobs should be redefined and redesigned, and 
create new procedures or reconstructing the existing ones (Boudreau & Robey 1999; 
Markus & Tanis 2000). The integration of the processes that is brought about by ES 
improves and empowers the employees’ communication and speeds up the development 
of the common vision. Consequently, facilitating the way for the organisation to adopt a 
flatter organisational structure. Also, ES improves the process operation and how it 
should be done. Another benefit that the integration of the processes provides is 
organisational culture change. 
The consolidation of the processes should lead the organisation to adapt and change their 
culture (Shang & Seddon 2002). Moreover, ES benefits the organisation by freeing their 
employees and makes them more flexible. Granting low-level management, worker, 
customer, and supplier the ability to access operation information. Accordingly, this helps 
organisations to reform their organisational structure (Bharadwaj, S & Lal 2012; 
Davenport 1998). 
 Changes in IT Department Role for an organisation 
Small, medium and large organisations handle their IT departments and services with 
different levels of management. These differences are mainly due to the organisation’s 
financial capabilities. Organisations that move to CC services such as SaaS brings 
changes that can reshape the landscape of their IT department as well as the way they 
manage it (Srinivasan 2013). These changes impact the IT role and responsibilities, and 
this may lead to even further changes down the road. Additionally, these changes 
considerably impact IT strategies and performance. The changes in the IT roles and 
responsibilities affect the operation of the IT department and how the department 
performs (Loebbecke, Thomas & Ullrich 2012). 
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The adoption of SaaS can have major consequences for the roles and responsibilities of 
the IT department in an organisation. Yanosky (2008) argues that the adoption of SaaS-
based solutions challenges IT department authority. The IT department loses its power 
and influence over the users and other departments. This is due to the fact that SaaS 
empowers the user. The empowerment changes and challenges the old ways of dealing 
with the system. In his argument Yanosky (2008, p. 130) states that “Cloud computing 
[is] turning users into choosers”. This can also be applied to IT departments in other 
organisations. Thus, the IT departments’ power over its original activities will shift to the 
business side of the organisation (Yanosky 2008). 
However, the IT departments can cope and respond to these changes by transforming their 
roles (Yanosky 2008). Research recommends that they should redefine their roles and 
responsibilities in order to adapt to the change. They should not resist the changes that 
have occurred by adopting cloud-based services (i.e. SaaS solutions). Instead, they should 
reassess their roles, which will provide full support to better control and monitor the 
services that are being used in SaaS. Alternatively, the IT department could provide 
certification to programmes, where they limit their support to certified services only 
(Yanosky 2008). 
According to Culley and Panteli (2015) the role and responsibilities of the IT department 
will certainly be changed after adopting SaaS. This change will impact every aspect of 
the IT department’s operations. Previously, IT departments used to be full of employees 
who coded, built, monitored and maintained the systems. After SaaS adoption, most of 
the IT department’s role and responsibilities are shifted and transferred to the CSP. To 
adapt to these changes, Yanosky (2008) and Culley and Panteli (2015) suggests that IT 
departments should focus on information related to the business rather than focusing on 
the technology itself and maintaining it. They also suggested some new roles for IT 
departments, which include governance, strategic business links, design IT solutions and 
delivery of the service. 
Although SaaS solution adoption can change the IT departments’ role and 
responsibilities, it can also impact the role of IT personnel. The changes in IT departments 
is not restricted or limited to their roles and responsibilities. According to Azarnik et al. 
(2013) the change and the impact of SaaS solution adoption go further beyond the 
technical aspect to impact human resources. The change can impact the staff and shift 
their role to become more strategic than technical. 
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SaaS solution adoption transfers the burden of maintaining and supporting the 
organisation’s systems and infrastructures to the CSP. Thus, SaaS-based solutions can 
have a major positive impact as it offloads maintenance and other daily IT responsibilities 
to SaaS providers, which leads to a change in the overall IT department’s responsibilities 
(Azarnik et al. 2013; Berman, SJ et al. 2012). 
Offloading technical burdens helps the IT personnel to focus and pay more attention to 
making sure that the business functions efficiently (Al-lawati & Al-Badi 2016; Avram 
2014). Therefore, SaaS solution adoption enables the IT department to become more 
effective and efficient. It helps them to become business partners who provide plans and 
strategies to the businesses in terms of technological solutions that serve the businesses’ 
needs (McKendrick 2011). 
Lacity and Reynolds (2014) reported that cloud computing adoption allows in-house IT 
personnel to shift their duties to focus more on improving the business process. The 
change in duties and being free from technical support also made them more strategic. 
However, not all organisations experience the same outcomes. Some organisations do not 
report major changes in the duties of their IT personnel. Nevertheless, reporting no change 
is expected from organisations that only swap the IT contractor that runs their IT 
resources and move to the cloud (Lacity & Reynolds 2014). 
Furthermore, new technologies pace of advancement can be faster than the businesses’ 
ability to keep up. With the advent of SaaS, the abilities and skills of the IT personnel 
will put to the test. Thus, the IT department personnel need to improve their skills to keep 
up with the advancement (Lin & Chen 2012). Moreover, to cope with the new changes 
and overcome the emerging challenges successfully, IT personnel need to update their 
knowledge of the areas that are related to CC. They must understand the cloud’s 
architecture, development, implementation, and operation. This will help to improve the 
personnel’s competencies, which will be reflected in the IT department and overall 
business process (Oredo & Njihia 2014).  
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These changes can impact all employee levels from higher management to the lower-
ranked staff. These modifications will allow the IT personnel’s duties and responsibilities 
to change accordingly. McKendrick (2011, para. 3) states that (regarding SaaS solution 
adoption) “In many cases, it is elevating the role of IT-savvy managers within many 
enterprises”. CIOs are not isolated from these implications as they are part of the 
organisation. Delivering efficient and flexible IT systems is one of the CIO’s major 
concerns in order to help the organisation to be more agile. With SaaS-based services, 
their capability to deliver efficient and flexible system means that the CIO does not need 
to be concerned about efficiency. The CIO can move his attention to the strategic level 
rather than the operational level (Malladi & Krishnan 2012). 
Fisher (2014) argues that the CIO’s role will receive a huge and significant shift due to 
the migration to the cloud. This shift is with regards to the transformation of the role from 
the chief of information officer to a chief innovation officer. 
The shift in duties and the transformation of the CIO role needs a full understanding of 
the business and its supporting technology. This includes understanding the business’s 
processes and other functions within the organisation. This understanding of the business 
operations will help the CIO to apply better assessment and ensure that the cloud solution 
meets their requirements (Fisher 2014). 
 Top Management Involvement 
Top Management Involvement is about how the organisation’s top and mid-level 
management and decision-makers monitor and are involved with lower-level 
management and employees. SMEs require a high degree of monitoring to ensure that the 
employees can achieve and accomplish their tasks. Top and middle-level management 
have to monitor the operations of the organisation closely to ensure that the lower-levels 
of management and the employees achieve high performance and meet the organisation’s 
objectives (Pedersen & Dalum 2004). The literature emphasises the need for management 
engagement to improve the strategic planning of SMEs (Günther & Menzel 2012; Kraus, 
Reiche & Reschke 2008; Majama & Israel Magang 2017). The adoption of SaaS-based 
solutions can influence top management visibility in the organisation. It can help to 
facilitate monitoring the operations.  
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The adoption of SaaS-based solutions provides a ubiquitous platform to help top 
management become involved with the lower management and employees in the 
organisation. Consequently, the adoption of SaaS-based solutions allows the top and 
middle-level managers to be connected to the business operations in real-time, which 
improves their control over the activities of the lower-level management and employees. 
However, the increase of business visibility can have both positive and negative effects 
on the employees, because SaaS-based solutions allow top management to have real-time 
information about the operations and activities of the employees. 
Adoption of SaaS-based solutions, such as SaaS-based ERP increases the visibility of the 
management in the organisation because of the better access to information (Ahmad & 
Cuenca 2013). The visibility of the management in the daily operations of SMEs can have 
a significant impact on the decision-making process. For instance, the real-time 
information provided by the SaaS-based solutions can offer crucial support in the 
decision-making process. As a result, several SaaS-based decision support systems (DSS) 
and ERPs have emerged in the market. 
The adoption of cloud-based decision support systems could improve the communication 
and the monitoring in the organisation, which could offer substantial benefits in the 
decision-making process (Benatia et al. 2016). The adoption of SaaS-based solutions in 
SMEs also increases business management engagement. SaaS-based ERP solutions 
integrate the business process, which implies that the management has a broader reach, 
view, and control over the business operations. Additionally, the integration of business 
intelligence tools in the SaaS model can help in acquiring knowledge, which can help the 
management to effectively operate the business’s activities (Dziembek & Zora 2014). The 
adoption of SaaS-based ERP solutions helps to integrate the business process, which 
allows the management to have a broader reach in observing and controlling business 
operations. Successful implementation of SaaS-based solutions can provide enhanced 
business intelligence to the management (Chow et al. 2009; Ramgovind, Eloff & Smith 
2010). 
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Business management engagement also involves monitoring employees’ activities. The 
monitoring of the employees’ activities has both positive and negative effects on 
employees and on the organisation. Monitoring employees using trust-based approaches 
can enhance the employees’ performance significantly. It could even be argued that 
increased visibility of the management is aimed at linking employees to the business 
strategy. Monitoring the activities of the lower-level management and employees can help 
in associating involvement with business demands. The use of SaaS-based solutions can 
facilitate knowledge management processes because the top and middle-level 
management have adequate knowledge to engage in their departments’ operations (Al-
Hakim & Hassan 2011; Sultan, NA 2011). The involvement can be designed to motivate 
the employees to meet the organisations’ objectives. Furthermore, SaaS-based solutions 
provide real-time information that can help to assess the employees’ performance levels, 
which the management can use to develop proper talent management systems 
(Samarakone, 2010).  
On the other hand, increasing monitoring and visibility from top management could affect 
employee motivation negatively. Trust in the management  mediates the relationship 
between motivation and monitoring (Bernstrøm and Svare (2017). Monitoring the 
employees closely affects the level of trust with the management, which affects the 
employees’ commitment to work. Therefore, monitoring the employees closely could 
reduce their performance through the negative pressure that they perceive from the 
undesirable interference of the management. Alternatively, delaying electronic 
monitoring could improve satisfaction and task performance (Stanton and Barnes-Farrell 
(1996). Real-time monitoring of employees may reduce the levels of trust with the 
management because the employees have to keep watching their actions. Additionally, 
having such managerial involvement has a significant relationship with employees’ 
ability to focus on value-producing activities (Mayer & Gavin 2005). Furthermore, 
employee monitoring reduces their levels of trust and confidence in implementing their 
creative ideas in work processes (Karlsson 2012). Thus, it can be argued that real-time 
monitoring could produce negative effects on the employees if they always have to worry 
that the management is watching them. 
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In summary, adopting SaaS-based solutions can affect business management 
engagement. SaaS-based solutions offer crucial benefits in the decision-making processes 
because they bring top management closer to the lower-levels of the organisation. SaaS-
based solutions allow top management to have real-time information about the daily on-
going operations in the organisation. However, the levels of visibility and monitoring that 
the solutions provide to top management may affect the lower-level managers and 
employees negatively. For instance, employees could perceive the levels of monitoring 
of their activities as undesired interfere, which can reduce their motivation and work 
commitment. The double-sided effect of SaaS-based solutions in influencing business 
management engagement implies that SMEs should choose the right approach while 
enhancing their visibility at the same time. 
 Business Flexibility 
Responding to quick changes in a business environment is vital nowadays. It is important 
to the organisations to be highly competitive to increase their chances of becoming 
successful. In order to cope with rapid changes, organisations have to be flexible. In this 
study, the term business flexibility and business agility share the same essence and thus 
used interchangeably. Business flexibility is “the ability of a business to adapt rapidly and 
cost-efficiently in response to changes in the business environment” (VMware 2012). 
Cloud providers advertise business flexibility gains as a prominent feature of the cloud 
(i.e. SaaS). For example, Oracle claims that “for businesses serious about agility 
therefore, technologies such as Oracle Cloud Platform are an absolute must” (Oracle 
2015). In addition, Salesforce (2017) claims that “Cloud computing increases a small 
business’s flexibility”. Therefore, SaaS users need to understand the potential flexibility 
benefits when deploying SaaS. The next part discusses based on whether SaaS impacts 
business flexibility positively, negatively or has no impact. 
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Currently, most organisations depend on IS to operate. Flexibility in an IS is critical in 
achieving overall flexibility in the business (Bhatt et al. 2010). A number of studies are 
sceptical about SaaS and its ability to meet clients’ technical requirements and to deliver 
sufficient flexibility for the outsourced task (Benlian, Koufaris & Hess 2010, 2011; 
Lewandowski, Jacek, Salako, Adekemi O & Garcia-Perez, Alexeis 2013). Sawas and 
Watfa (2015)  surveyed CIOs, CTOs, IT managers and professionals from 78 different 
organisations that used any of the CC services by using questionnaires to measure agility 
changes, brought to the IS by CC.  
They surveyed agility in four different categories namely Technical Infrastructure Agility 
(TIA), IT Processes Agility (IPA), Human Characteristics (HC), and Business Aspects 
(BA). The study found that there was no association between the adoption of SaaS-based 
solutions and any agility categories. The researchers attributed the dissociation to the fact 
that SaaS-based services were perceived as a cost saving choice rather than an agility 
improvement (Sawas & Watfa 2015). 
However, there are differences between the cloud deployment model, and flexibility is 
determined based on the deployed model. For example, in the IaaS model, the changes 
can be straightforward. While in the SaaS model the change depends on the software and 
its functionality so it might take longer to be noticed (Yang, H, Huff & Tate 2013). On 
the other hand, the SaaS model has the potential to deliver some sort of flexibility that is 
originally inherited from the IaaS model, which is what the SaaS model is built upon 
(scalability, computation power, storage). This implies that SaaS-related flexibility 
depends on how the organisation utilises it but that it does not provide flexibility itself  
(Yang, H, Huff & Tate 2013) 
Alternatively, it could be said that the cloud does not introduce flexibility directly into 
the organisation, it helps to increase it by offering other services (e.g. focus on core 
business and outsourcing) (Shayan et al. 2014). Flexibility is also derived from the so-
called IT efficiency where the computation power is utilised through scalability. Which 
helps the IT to leverage from rapid deployment, the use of compute-intensive business 
analytics and parallel batch processing. The efficiency in IT will be reflected in the 
business’s flexibility and minimise the need for upfront investment. Therefore, using the 
cloud the organisation will be able to use computing resources effectively (Marston et al. 
2011). 
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The SaaS model increases the organisations’ flexibility by migrating the IT Infrastructure 
management and other irrelevant activity burdens to the cloud provider. Offloading 
irrelevant IT activities can help the organisations to enhance and improve their operation 
through the new cloud solution (Shayan et al. 2014). 
Flexibility is also related to the ability of the user to customise and alter the solution to 
their needs, which is hard in the case of SaaS-based services as it is difficult to offer 
different configurations to tenants. Thus, flexibility is largely affected by the SaaS 
provider. Therefore, SaaS-based solutions are less flexible compared to in-house ones 
(Seethamraju 2015). However, this can be remedied by the SaaS provider offering 
services in a flexible way (e.g. contractually and technically), which gives more flexibility 
to the adopters (Chou & Chiang 2013). Many support the notion that SaaS-based solutions 
have no impact on the organisation’s flexibility or that they have little to offer. 
Others do claim that the cloud helps the organisation to increase their business’s 
flexibility. Some state that most organisations have adopted CC specifically to increase 
their flexibility. They claim that flexibility increases as CC allows employees to be more 
flexible (Xue & Xin 2016). Furthermore, the cloud could help the organisation to handle 
their business demands more effectively, which leads to an increase in the organisation’s 
flexibility (Devasena 2014). The flexibility from SaaS-based services allows 
organisations to manage their resources and to provision extra resources at peak times. 
This helps organisations to deliver high quality services to the clients on demand with no 
financial or administrative hassle (Tripathi & Jigeesh 2013). 
In terms of flexibility, the adoption of SaaS-based services could offer new capabilities 
for organisations to execute strategy-oriented activities (Malladi and Krishnan (2012). 
Strategic flexibility is significantly associated with the adoption of SaaS-based services 
(Benlian & Hess 2011). Furthermore, strategic flexibility is highly perceived as an 
opportunity to adopt SaaS-based services adoption. Therefore, the adoption of SaaS-
based services provides more flexibility with regards to software selection.  
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SaaS-based services allow users to share the IT infrastructure efficiently due to scalability 
provided by the cloud. The cloud leverage users to self-service provisioning, automation, 
and workload management, all of which can increase agility (Pazowski & Pastuszak 
2013). The agility and convenience that is brought by SaaS-based services are believed 
to be better than conventional EDI. The superiority of the SaaS-based services is due to 
its scalability, flexible pricing model and different deployment models (Yu, Cao & 
Schniederjans 2017). Distinct from conventional EDI, the cloud gives the organisation 
the ability to access the solution from different devices. The platform independence that 
the cloud offers to access the solution enhances the organisation’s agility (Yu, Cao & 
Schniederjans 2017). 
SaaS-based services contribute to the business’s flexibility through the provisioning and 
release of resources when needed. It helps the business with seasonal high demands and 
allows them to scale up or down based on their needs with no extra cost. It leverages 
organisations with more flexibility to expand, shrink and try new technology with 
minimum costs and risks (Srinivasan 2013). In addition, the flexibility that is provided by 
SaaS-based services offers the organisations greater flexibility regarding resources’ 
utilisation. Flexibility makes it easier for the organisation to adapt and respond to the 
continuous changes in the business and market. That is due to the ability to handle the 
fluctuation in demand (Benlian & Hess 2011).  
There are different benefits of the SaaS services that can enhance overall business agility. 
For example, economic flexibility, which refers to the flexible payment model that the 
cloud offers. Process flexibility is the ability to change applications quickly and 
proactively to adapt to the change in the business environment. Also, market flexibility 
— the time required to introduce a new product to the market (Bharadwaj, S & Lal 2012). 
There is a clear relationship between flexibility and SaaS-based services solutions. 
To conclude, this section has attempted to provide a summary of the literature relating to 
business flexibility. There are two different views regarding how SaaS contributes to 
business flexibility. The first view argues that SaaS has little or no impact on business 
flexibility. While the second view claims that SaaS improves and enhances business 
flexibility. Therefore, it can be said that flexibility is increased by SaaS deployment in 
certain situations while having less or no impact in other situations. 
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 Focus in Core Business 
According to the resource-based view, the utilisation and managing of the resources — 
which include physical, human and organisational capital resources — can help the 
organisation to achieve a competitive advantage (Barney 1991). IT infrastructure is also 
described as a key business resource and a key source for the organisation’s competitive 
advantage (Bharadwaj, AS 2000) . However, SMEs face resource limitations, which 
hinders the organisation from focusing on their core business. SaaS-based solutions 
provide significant capabilities that increase and improve resource utilisation. The 
solutions provided by SaaS can help organisations to transform their business processes 
by providing links between management requirements and the IS. All this can be achieved 
by enabling the redirection of the resources to their core business operations (Dillon & 
Vossen 2014; Oliveira, Thomas & Espadanal 2014; Palos-Sanchez, Arenas-Marquez & 
Aguayo-Camacho 2017; Ratten 2016).  
The idea of outsourcing the infrastructure, support, training, and security to an external 
provider implies that the organisation can focus more on core business operations (Clair 
2008). For example, the organisation can focus largely on creating and enhancing 
relationships with customers by improving the quality of the services or the products 
rather than managing and storing customers’ data. Studies in the literature promote the 
outsourcing idea of business operations to SaaS providers. 
SaaS-based solutions can help to increase in the organisation’s value of core business 
operations (Faasen, Seymour & Schuler 2013). This is due to shifting the control of 
overhead and support operations to the SaaS provider and allowing the IT department to 
focus on high-value and business goal alignments. High-value and business goal 
alignments are just two factors — out of many — that the organisation benefits from by 
transferring the supporting operation to the cloud. Additionally, migration to the cloud 
helps organisations to outsource operations and activities that might affect the 
performance of core business operations. 
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In addition, the main goal for any organisation is to improve and enhance its operations 
at the lowest cost possible. The adoption of SaaS-based solutions contributes to 
significant cost saving for organisations. Most SMEs do not have significant financial 
capabilities compared to large organisations, the financial resources saved could be used 
in the improvement of core business activities (Armbrust et al. 2010; Bhardwaj, Jain & 
Jain 2010; Marston et al. 2011). The adoption of SaaS-based solutions can help the 
organisation to focus on its core business operation by saving the costs of establishing in-
house IT infrastructure. Improved performance in core business activities can also be 
achieved through the direct influence of SaaS-based solution on the processes. 
SMEs can benefit from high-end SaaS-based solutions that incorporate workforce 
optimisation tools. The workforce optimisation tools can help in improving productivity, 
as well as operational efficiencies (Fuggetta & Di Nitto 2014). For instance, the tools can 
help SMEs to automate training, reducing redundancy, simplifying the hiring process, 
providing real-time information and feedback and delivering reporting. Benefits such as 
simplifying the hiring process can help the human resource department to focus more on 
workforce improvement rather than on the hiring process. 
Several studies have investigated the SaaS-based ERP solutions and their impact on 
SMEs (Faasen, Seymour & Schuler 2013; Gerhardter & Ortner 2013; Hintsch et al. 2015; 
Johansson et al. 2014; Lechesa, Seymour & Schuler 2012; Meganathan & Jeyanthi 2016; 
Peng & Gala 2014). Basically, the purpose of the adoption of SaaS ERP solutions is to 
improve efficiency and to achieve strategic business goals (Lechesa, Seymour & Schuler 
2012). Due to the scalability and availability of SaaS solutions, the adoption of SaaS ERP 
is linked to efficiency improvement in the organisations. SaaS-based ERP solutions help 
organisations to focus on their core business operations because most or all of the business 
supporting operations are outsourced (Elmonem, Nasr & Geith 2016. They also provide 
flexibility to the employees in their work. It follows then, that the implementation of 
SaaS-based solutions improves the employees’ focus on core business operations because 
they can access them based on the privileges granted (Meganathan & Jeyanthi 2016).  
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Moreover, information management and communication with the internal and external 
stakeholder is one of the business support operations that consume significant resources 
in SMEs. Resource limitation and inadequate IT diffusion within the organisations can 
lead the employees to rely on informal methods of communicating with external 
stakeholders (Seethamraju 2015). SaaS-based ERP solutions can reduce the resources 
allocated to such communications and redirect the resources to core business activities 
(Welker, van der Vaart & van Donk 2008). Also, SaaS-based solutions provide high 
levels of management integration, which can help the organisation to focus on core 
business operation though distributing the resources effectively (Bednarzewska & 
Pastuszak 2014).  
Two studies revealed that SMEs had a high rate of SaaS-based solutions adoption for their 
business supporting operations (Benlian 2009; Benlian, Hess & Buxmann 2009). The 
study associated this favouring to adopt SaaS solution for business supporting operations 
to the level of privacy and security that the core business operations need (Benlian 2009). 
In other words, SMEs tend to outsource their business supporting operations to the SaaS 
provider because of their low privacy and security concerns. Due to that, the organisations 
can focus their attention on the management issues that could affect the core business 
operations.  
SaaS-based solutions have effects on the core business operations, which can be related 
to the SMEs’ value chains optimisation. The value chain has primary functions which are: 
the inbound logistics, operations, outbound logistics, marketing, and services. Also, it has 
the support services which include: procurement, technology, human resource 
management, and organisation of the IT infrastructure. Basically, the adoption of SaaS-
based solutions SaaS-based solutions means that SMEs transfer and outsource the 
organisation of the IT infrastructure and support activities associated with technology to 
the SaaS provider. The SaaS provider provides the installation, customisation, and 
maintenance services for the IT infrastructure. Thus, SMEs can focus on their primary 
operations while delegating most of their support activities to the SaaS provider. 
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On the other hand, delegating business supporting operation to a SaaS provider has its 
own issues and challenges. Dependency on the service provider for the smooth running 
of business supporting operations can pose a risk to the core business operation 
(Applegate, Austin & McFarlan 2006). Organisations have to maintain an appropriate 
alignment between core business operations and business supporting operations. Inability 
to do so can put the core business operation’s objectives at risk as they are relying on the 
business supporting operations. 
Also, compatibility issues between the SaaS-based solutions and the in-house solutions 
can limit the benefits of the SaaS-based solutions (Johansson & Ruivo 2013; Karabek, 
Kleinert & Pohl 2011; Salleh, Teoh & Chan 2012; Sultan, NA 2011). This indicates the 
need for appropriate alignment between business supporting operations and core business 
operations for the organisation to achieve success in performance improvement in core 
business activities. 
To conclude, SaaS-based solutions help SMEs to utilise resources, which can help to 
create value by focusing on the core business activities. However, SMEs should be careful 
in adopting SaaS-based solutions because of the above-mentioned drawbacks. They 
should ensure that the supporting operations that are migrated to the SaaS provider are 
aligned with the core business operations. With this consideration, SMEs will obtain 
significant benefits from the SaaS-based solutions that they adopt. Also, based on the 
literature, it is important to note that the benefits of SaaS-based solutions related to 
improving core business activities exceed the disadvantages. 
 Employee Productivity and Workforce Optimisation 
Enhancing and improving employee productivity is vital for organisations, because of the 
associated benefits related to the organisation’s profitability (Hanaysha 2016). High 
employee productivity can help organisations to maximise their competitive advantage 
via high quality output and cost reductions (Hill, Jones & Schilling 2014). The technology 
advancement—provided by SaaS—provides many opportunities for SMEs to improve 
their employees’ productivity and effectively compete to get more share of the market. 
Organisations can increase their productivity by leveraging the mobility advantages that 
SaaS-based solutions offer (Gangwar, Date & Ramaswamy 2015). 
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SaaS-based services offer many opportunities to help increase employee productivity. 
Also, SaaS-based services can help in workforce optimisation, which focuses on the 
utilisation of the workforce based on an organisation’s needs. The need for workforce 
optimisation has increased due to many businesses requiring their employees’ 
performance data to help in decision-making processes. So, SMEs can benefit 
significantly from SaaS-based solutions through workforce optimisation. 
SaaS-based services can improve employees’ productivity through the automation of 
operations. Automation maximises employee’s productivity by eliminating routine 
manual tasks. As Yaghi and Barakat (2014) state, the elimination of repetitive tasks 
increases control and flexibility of the employees, which leads to an improvement in 
productivity. Several empirical studies assessed the degree to which automation through 
modern technologies—including SaaS-based services—improve employee productivity. 
Automating technology and administrative tasks improves employees’ quality of working 
life, which significantly improves their productivity (Keshtmand, Nowrozian and Hatami 
(2016). Office activities automation improves productivity through improving task 
completion, lowering the number of resources required to complete an activity and 
eliminates offline data storage (Yaghi & Barakat 2014).  
Office automation improves communication, which can improve performance and 
productivity (Ansari et al. 2016). Automation can also improve employee productivity 
considerably in order-to-cash processes in ERP systems (Hintsch et al. 2015). Thus, the 
automation process that is provided by SaaS-based solutions can free employee time that 
was spent to complete the routine work manually. Employee productivity improves 
significantly in areas related to revenue generating and core business functions. Many 
SaaS-based solutions automate processes critical to the business, which eliminates time-
consuming tasks that consume employee energy. In addition, SaaS-based solutions 
benefit SMEs through sales automation (Kaplan 2007). It has been found that sale 
automation improves salespersons’ effectiveness in distribution organisations (Berisha 
Qehaja, Kutllovci and Berisha Namani (2016). SaaS-based solutions facilitate automation 
by using the solution as part of sale automation, which can improve the utilisation of the 
workforce significantly. For instance, the solutions can help in real-time supervision in 
which the supervisors view the contact centre operation from different angles (Brown & 
Tim 2005). 
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Cloud computing, in general, and SaaS, in particular, offers many opportunities to 
empower the workforce, which is crucial to optimise the organisation’s workforce. As 
discussed earlier, SaaS increases the management’s visibility in daily operations through 
real-time information (Seethamraju 2015). Also, the workforce gets real-time information 
through integrated system portals that capture all their activities. The integrated system 
allows the management to provide real-time information about employee performance to 
empower them (Marston et al. 2011). It can be said that the integrated systems that collect 
information about employees help management in making informed decisions about 
employee improvement, thereby potentially increasing employee productivity 
(Seethamraju 2015). The integration of different departments and operations can help 
management to provide instant feedback to the employee to improve their performance 
(Laudon & Laudon 2016). Therefore, SaaS-based solutions allow more functionality 
across groups and teams and also across different site locations. These functionalities help 
to provide the SMEs with the opportunity to improve human resources by ensuring 
effective utilisation. For instance, real-time information could be used in adjusting job 
roles.  
In addition, adopting SaaS-based solutions can also improve employee productivity by 
offering more transparency (Gerhardter & Ortner 2013). As discussed earlier, SaaS-based 
solutions offer management with increased visibility by providing real-time information 
about operations. Also, adopting SaaS-based solutions, such as time tracking solutions 
provide and improve visibility on how the employees spend their time and their actual 
productivity (Hughes et al. 2017). Thus, the incorporation of SaaS-based solutions and 
resource utilisation can significantly improve employee productivity by enabling 
effective task management. 
Small and medium enterprises face financial loss due to ineffective resource utilisation 
or talent loss because of overworking (Acar et al. 2005; Malik et al. 2010). Poor work 
scheduling of the employees and poor resource utilisation results in leakage in revenue 
that is associated with redundant overtime payments. SaaS-based services provide online 
solutions that offer real-time information about the employee’s skills and availability, 
which can help the SMEs to manage different projects effectively. 
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SaaS-based solutions help the management to utilise time and resources via online 
collaborative solutions that provide a holistic view of the workforce, which can facilitate 
effective scheduling. Thus, employees will be assigned with tasks that relate to their skills 
which are expected to lead to improved employee productivity. Effective scheduling of 
the workforce also reduces the tedious and repetitive tasks and activities.  Devasena 
(2014) showed that the flexibility offered by SaaS-based services allow the employees to 
work from anywhere, which can have positive impacts on their work life balance and 
their productivity. 
Small to medium enterprises require high quality procedures to forecast and plan the 
expected coming workload (Franchini et al. 2001). With in-house solutions, the prediction 
of workload and workforce assignment is usually done manually and is based on the 
manager’s experience. However, this unoptimised work environment leads to delays 
when responding to demands. SaaS-based solutions can help to solve the problem by 
allowing automated predictions of workforce requirements and transaction counts 
(Serengil & Ozpinar 2017). Small and medium enterprises can predict and foresee 
unexpected workload and group employees into different groups based on their skill, 
which SaaS-based machine learning can enhance. Thus, this can help to shift employees 
from one department to another or reduce the workforce requirements (Serengil & 
Ozpinar 2017).  
Small and medium enterprises can leverage from opportunities that are provided by the 
real-time access to information to engage in collaborations effectively (Safari, Safari & 
Hasanzadeh 2015). This is associated with the increased visibility of information aligning 
employees with the managements’ objectives. Prompt accessibility to information means 
that the employees can collaborate with the management and work together to achieve 
team and organisation objectives. Integrating SaaS-based context-awareness solutions 
can help the organisation to reach an effective collaboration in the supply chain (Abedi, 
Fathi & Rawai 2012). The collaborative work can help the stakeholders to deal with 
emerging issues promptly, which leads to overall improvement in productivity. 
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Furthermore, that data that is acquired from SaaS-based solutions can help management 
in their decision-making processes. As discussed earlier, cloud-based decision-support 
systems enhance communication and monitoring, which are crucial to the decision-
making process (Benatia et al. 2016). It can be argued that improving visibility on human 
resources performance data can provide crucial support to the management’s decisions 
about the organisation’s human resources. For instance, the decision-support solution can 
help management to review their investment in employee development. So, the 
management can implement strategies for employee improvement, which can help to 
increase their productivity. Implementing automated SaaS-based solutions can help in 
performance evaluation decision-making (Yen et al. 2017). Effective performance 
evaluation has been associated with improvement in employee productivity (Mwema & 
Gachunga 2014; Zayum, Aule & Hangeior 2017). Suitable evaluation techniques increase 
the employees’ engagement in the organisation’s goals and the understanding of 
responsibilities, which contribute to an improvement in productivity (Zayum, Aule & 
Hangeior 2017). So, SMEs can leverage from the benefit of real-time data that SaaS-
based solutions offer to make performance evaluations that aim to improve employee 
productivity. 
On the other hand, adopting SaaS-based solutions may pose challenges to employee 
productivity. The implementation of SaaS-based services leads to significant changes in 
the tasks and activities that are associated with the core business processes (Jede & 
Teuteberg 2015). The tasks’ complexity after the changes in the core business processes 
can lead to negative reactions towards the systems (Venkatesh, Bala & Sykes 2010; 
Volkoff, Strong & Elmes 2007), which can cause a decline in productivity. Although 
many SMEs do not consider SaaS-based solutions as complex technology, the employees 
can face challenges when using the solution if there is not enough training (Stieninger et 
al. 2014). This can hinder the employees and reduce their efficiency to complete the tasks 
and can lead to a reduction in their overall productivity. Similarly, the adoption of SaaS-
based solutions can limit the employees’ flexibility to implement their ideas due to 
management visibility, which can affect their productivity negatively (Bysted 2013; 
Kakabadse, Kouzmin & Kakabadse 2017). 
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In summary, as shown above, adopting SaaS-based solutions can affect employee 
productivity in different ways. It can provide benefits in workforce optimisation 
compared to in-house solutions. Adopting SaaS-based solutions can help organisations to 
significantly improve their employees’ productivity and help to utilise them as needed. 
While other studies suggested that adopting SaaS-based solutions can challenge employee 
productivity. However, it is important that SMEs provide adequate preparation and 
training to the employees prior to adopting SaaS-based solutions. This will help the 
organisations to avoid any complexities that negatively affect employee productivity.  
2.4 Chapter Summary 
This chapter presented a review of the literature that informed this study. First, an 
overview of the literature on cloud computing was presented. The cloud computing 
background and its characteristics and service models were discussed. Second, the cost 
and benefits of the cloud were presented along with an overview of Software-as-a-Service 
delivery model. Then, looking at the literature on cloud computing adoption, the chapter 
illustrates the status of cloud computing adoption by SMEs. The post-adoption 
consequences theories of SaaS were then discussed. Finally, a comprehensive discussion 
is presented on the post-adoption consequences of SaaS in the literature. 
There have been very few studies investigating the post adoption consequences of SaaS 
services, and these have provided valuable insights. None of these studies, however, has 
cohesive theory of online the post adoption consequences of SaaS services. This study 
sought to generate such a theory and was therefore exploratory in nature. 
The next chapter outlines the research approach taken to generate this theory and answer 
the research questions. It will discuss the methods, the data collection, sampling, how the 
data analysed. 
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 Research Method 
This chapter describes the study’s research paradigm, design, methods and techniques. It 
begins by presenting the research questions and then discusses the research paradigm 
related to IS. The research methodology is also discussed. Then, the chapter reviews and 
highlights several research methods and illustrates their benefits and limitations for this 
study. 
As there is no existing model of consequences regarding SaaS adoption on SMEs and 
thus the real situation is not well understood, this study was exploratory in nature. Hence, 
Grounded Theory was used in this study to understand and describe the real situation; 
then, theory was developed to describe this phenomenon (Strauss, A & Corbin, J 1998). 
A Grounded Theory is “inductively derived from the study of the phenomenon it 
represents (Strauss, A & Corbin, J 1998). That is, it is discovered, developed, and 
provisionally verified through systematic data collection and analysis of data pertaining 
to that phenomenon” (Strauss, A & Corbin, J 1998). Then, a quantitative approach was 
used to examine and test the relationships among the variables of the developed theory. 
Therefore, the study used mixed methods, which is an increasingly accepted approach for 
extending the study range and yielding better results and outcomes for the investigated 
theme (Creswell 2013; Tashakkori & Teddlie 1998). 
A mixed methods approach was used in this study for the following reasons: 
1. It increases the validity of the study by allowing triangulation of multiple 
data sources and with the literature. Also, it increases the interpretability 
by showing the aspects of different phenomena (Greene, Caracelli & 
Graham 1989). 
2. Using both qualitative and quantitative numerical data allowed for a 
deeper answering of the research questions.  
3. Using mixed methods adds breadth and depth to the study and to its results 
and outcomes. Also, this approach allows for an exploratory, inductive 
process and as well as a confirmatory, deductive process (Rocco et al. 
2003). 
 
 
   88 
3.1  Research Questions 
This study seeks to answer the following question: 
What are the Post-adoption consequences of Software-as-a-Service (SaaS) on 
Small and Medium Enterprises (SMEs)? 
The study also aims to address the following sub-questions, which are related to the main 
question: 
• How have organisations changed their processes and structure to align with the 
new system? 
• How does timing influence the occurrence of SaaS post-adoption consequences? 
The sub-questions were used as they are strongly associated with the main question. The 
main question addresses the “What” aspect of the question and the sub-questions address 
the “How” part. While, the main question tries to quantify the post adoption 
consequences, the sub-questions try to reveal the underlying changes the consequences 
cause and when. 
3.2 Research Design 
The research design is a logical sequence of collecting, analysing and interpreting data in 
order to answer the research questions. According to Yin (2013), “a research design is a 
logical plan for getting from here to there, where here may be defined as the initial set of 
questions to be answered, and there is some set of conclusions (answers) about those 
questions”. 
 Research Paradigm 
Classical research theory concerns the research environment and the selection of an 
appropriate theory to address the research problem. In this study, the main research 
question is as follows: ‘What are the Post-adoption consequences of Software-as-a-
Service (SaaS) on Small and Medium Enterprises (SMEs)?’ The study also seeks to 
answer sub-questions, which are related to the study’s central question (a) How have 
organisations changed their processes and structure to align with the new system? (b) 
How does timing influence the occurrence of SaaS post-adoption consequences? 
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These questions inform the nature of this research, which is discussed in this section. 
Good research considers ontologies, epistemologies, methodologies and research design. 
Sarantakos (2012) describes the relationships between these concepts in the context of 
social research, as shown in (Figure 3-1). 
 
Figure 3-1 Foundations of social research. Sarantakos, 2012, p. 28 
Ontology gives the logic of the research, otherwise known as the research paradigm. 
Paradigms in research refer to the researcher’s world view or adopted position from which 
he or she conducts research (Guba & Lincoln 1994). The positivist paradigm is an 
approach that emphasises realism using empirical studies that mostly collect numerical 
data and conduct mathematical analyses. Thus, data is collected and analysed 
numerically. Whilst the positivistic paradigms of numerate data collection and analysis 
reigned until the mid-20th century, such emphasis has all but disappeared from the social 
sciences, such as management science.  
Constructivism is a research paradigm that answers research questions through qualitative 
data collection and analysis by themes with a mutual understanding of the reality. Mixed 
methods research designs came from the realisation that both paradigms have their place 
(Creswell 2013). However, some maintain that positivist and 'non-positivist paradigms 
are structurally different world views and cannot be used in conjunction with each other 
(Aliyu et al. 2014). 
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The concerns that researchers have regarding positivist studies are that whilst the research 
results can be validated and duplicated in a similar population sample, the anonymity of 
participants prevents further elaboration on the research questions and thus the scope of 
the results (Sarantakos 2012). Emerging in the mid-20th century, non-positivist 
paradigms refer to constructivist research where the data is collected more widely and a 
dialogue with the study participants that can result in a more flexible and comprehensive 
response to the research questions (Guba & Lincoln 1994). Later, post-positivist 
paradigms were developed so that researchers could use both numerical data for 
validation and verbal data for elaboration (mixed methods) (Creswell 2013).  
Constructivist research does not seek absolute truths and according to Saratakos (2012, 
p.38), “research focuses on the construction of meanings; (and) meanings are not fixed 
but emerge out of people’s interaction with the world. This paradigm was appropriate for 
answering the study’s research questions, as the decision-makers in the organisations 
came to separate conclusions from several different directions in terms of their use of 
cloud computing services, which influenced their changes in processes. The study’s 
participants constructed their world views from which the data for this study was drawn.  
The epistemology for the constructivist world view is interpretivist, as the researcher 
interprets the data derived from the literature and the primary analysis and then develops 
answers to the research questions (Hlady‐Rispal & Jouison‐Laffitte 2014). This results in 
the methodology, which relates to the research design and data collection and analysis. 
 Research Approach and Method 
While the methodology is important in qualitative research, Pettigrew (2013) observes 
that attention must be given to the outcome of the research rather than the means. 
Scholarly contribution rarely depends on the methodology for its impact, rather, 
contributions result from tackling substantive problems (Pettigrew 2013). 
A research design can be approached from a quantitative and qualitative perspective 
(Bryman & Bell 2015). In case studies, qualitative collection and analysis of data are the 
norms; however, a quantitative (positivistic) design can also be employed (Charmaz 
2014).  
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Charmaz’s description of a mixed methods research design suggests that qualitative 
studies can achieve a higher level of validity and generalisability by using numerical data 
to support the study’s outcomes. Case studies can also use mixed methods analysis 
(Charmaz 2014). Due to the nature of the study, a mixed method research design was 
used. The case study approach was selected to answer the research questions, and this 
was strengthened using grounded theory to extract meaning from the data. Then, a 
quantitative approach was employed to validate the developed theory with a larger 
population and also to extend and deepen the constructs in the developed theory. 
 Mixed Methods 
 
Figure 3-2 Mixed methods typologies, Source: Plano Clark et al. 2008, p. 1551 
Research designs comprising of mixed methods were explored in the 1980s and later 
(Guest 2013; Tashakkori & Teddlie 1998). Guest (2013) explains that classifications are 
used to provide a conceptual framework to allow a clear path for the research process. 
However, the classifications involve quantitative and qualitative approaches. Leech and 
Onwuegbuzie (2009) structured a mixed method approach first along a qualitative – 
quantitative continuum of research designs, whereby the designs were minimally mixed 
so that either quantitative or qualitative methods predominated or were equal.  
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This can occur during the data gathering process either sequentially or concurrently, and 
emphasis can be placed on either of the strategies. Plano Clark et al. (2008) present a 
framework of mixed method approaches (See Figure 3-2). As this study was exploratory 
in nature, it was considered that the exploratory design approach was the most appropriate 
for this study. This involved collecting interpretative data in the first phase and using this 
to develop survey questions that could be quantitatively measured to validate the answers 
to the research questions. 
3.3 Research Process 
As an exploratory mixed methods design approach was chosen as the most appropriate 
for this study, a high-level mixed methods research process plan was developed (see 
Figure 3-3). 
 
Figure 3-3 A High-level mixed methods research process plan 
In order to improve and increase the validity of the study’s results, a more detailed 
research plan was developed based on the research process described by Eisenhardt 
(1989), which was expanded by Yin (2013).  
According to Eisenhardt’s roadmap, there are several steps to extracting theory from a 
case study design: 
• Getting started 
• Selecting cases 
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• Crafting instruments and protocols 
• Entering the field 
• Analysing data 
• Shaping hypotheses 
• Enfolding literature 
• Reaching closure (Eisenhardt 1989) 
 
Figure 3-4 Research Plan: theory building process (Eisenhardt 1989) combined with Grounded 
Theory (Strauss & Corbin 1998) (adapted from (Bruno 2011)) 
Eisenhardt’s steps were further augmented with conceptual components from Grounded 
Theory – open coding, axial coding and selective coding (Strauss & Corbin 1998). The 
plan also highlights points where iterative loops occur in the research process. (Figure 
3-4) presents the plan and the rest of this section expands on the steps.  
 
1. Getting started: Early attention to the research questions is required. An 
initial definition of the research question is needed, at least broadly. 
Preliminary focus is important as the research may be overwhelmed by the 
amount of data. Specifying constructs can be useful. Although the 
identification of the initial question and the construct is important and 
useful, it is important to realize that these are tentative, as the constructs 
can be changed, and the questions may shift. The research questions were 
discussed in section 3.1. 
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2. Selecting cases (sampling): Because of the nature of inductive research, 
it is imperative to avoid statistical sampling due to the research design and 
suggested theoretical sampling. Researchers must be explicit in their 
sampling units (Gentles et al. 2015). For example, case studies differ from 
other data collection methods, as units comprising organisations or entities 
must first be identified and then internal data sources as sampling units 
can be identified in the next level. The data may be factual or primary from 
the sampling units. Furthermore, data can emerge from data sources, or 
examples of concepts: that is, prior modelling or theory can be retrieved 
as data (Charmaz 2014; Gentles et al. 2015). Refer to 3.4.6 for further 
discussion. 
3. Crafting instruments and protocols: Diverse sources, such as factual, 
quantitative and qualitative are recommended for data collection. These 
may be exclusive or combined to produce triangulation or validation. In 
this study, the mechanism for gathering data was defined. See Section 
3.4.7 for further discussion.  
4. Entering the field: It is recommended that data be concurrently collected 
and coded. Several iterations of this process allow for implementing data 
collection in the multilevel structure of cases and cells, as shown in Figure 
3-5 Continual referral through the pyramid to the base codes to gain 
insights regarding higher analytics is recommended at this stage 
(Moghaddam 2006). Also, note taking is useful at this stage while 
performing data collection. Furthermore, data analysis and transcription 
can be conducted along with data gathering. 
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Figure 3-5 Iterative coding, Spydnamh 2016, p.1. 
 
5. Analysing Data: Data analysis is an important aspect of building theory 
from case studies because it helps to bridge the gap between the data and 
the study findings. There are two forms of analysis: within-case and cross-
case (Eisenhardt 1989). Within-case commences with assembling the data 
and writing a report that may be a ‘narrative description’ (Eisenhardt 
1989). The purpose is to become” intimately familiar with each case as a 
stand-alone entity” and allow the inherent patterns to emerge before 
comparison or contrast of these patterns to other cases (Eisenhardt 1989).  
6. Shaping Hypotheses: From the analysis of the case study as well as 
various cross-case analysis tactics and overall impressions, tentative 
themes, concepts and possible relationships between concepts begin to 
emerge. Then, a highly iterative process is used to systematically compare 
the emergent theory with the evidence in each interview in order to 
evaluate how well the theory fits with the case data. The central idea is 
that researchers constantly compare theory and data, thus iterating toward 
a theory that closely fits the data. One step in shaping hypotheses is the 
sharpening of constructs. This is a two-part process involving (1) refining 
the definition of the construct; and (2) building evidence that measures the 
construct in each case. The second step in shaping hypotheses is verifying 
that the emergent relationships between constructs fit with the evidence in 
each case. 
7. Building Theory: As the hypothesis develops, it evolves into a theory. 
Selective coding from grounded theory involves selecting one major 
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theme from the concepts as the focus of the theory. This provides 
cohesiveness to the theory so that all the concepts fit together in a 
meaningful way and also ensures that the theory fits with all the cases that 
have been investigated. 
8. Enfolding Literature: An essential part of theory building is to compare 
the emergent concept, theory and hypotheses to the existent literature. This 
requires determining which similarities support or contradict the emergent 
theory. Examining literature that conflicts with the emergent theory is 
important, as this enhances the theory’s internal validity, generalisability 
and theoretical level. This view has been supported by many subsequent 
authors.  
9. Reaching Closure: In this stage, there are two important tasks. The first is 
determining when to stop adding more cases, and the second is when to 
stop iterating between theory and data. It is better to stop adding cases 
when theoretical saturation is reached. 
 Literature Review and use of existing knowledge 
Although classic Grounded Theory advocates against the review of the literature (Glaser 
and Strauss, 1967), the use of literature was inevitable as conducting a literature review 
is one of the PhD requirements. Also, Strauss and Corbin (1998) recommend that 
researchers to consult the literature at every stage. They argue that literature is very useful 
at the beginning of a research “to formulate questions that act as a stepping off point 
during initial observations and interviews” (Strauss and Corbin, 1998, p. 51). 
So, the researcher started conducting this study by reviewing the literature. Despite the 
fact that at this point there was no well-defined research question, a general set of 
questions regarding cloud computing and SaaS adoption were identified. Reviewing the 
literature allowed the researcher to formulate the final research main question and support 
questions. The literature review process was then paused after defining the research 
questions and the efforts shifted toward data collection. 
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The review of the literature was not extensive at the beginning of the research, it was used 
to help formulate the research question and to assist in the interviews’ questions. So, the 
framework that emerged from this study was a result of the grounded theory analysis and 
not influenced by the previous theories or literature. After the framework has emerged, 
the researcher reviewed the literature and compare the emerged result of this study with 
the literature. As a result, the final structure of the literature review derives from the initial 
grounded theory analysis as modified by the quantitative research and the enfolding of 
the literature. This was done to ensure that the literature review aligned with the research 
outcomes. 
3.4 Qualitative Stage Design 
A qualitative design methodology includes samples from singular populations or 
stratified classes such as age cohorts, gender, location, professions, or individuals with 
common interests (Creswell 2013). Samples can also be taken from populations of 
organisations, where selected characteristics of organisations can be stratified or grouped 
to profile the study problem (Hatch & Cunliffe 2013). Data collection then varies to suit 
the size of the sample and the nature of the problem: factual and statistical information, 
group interviews (focus groups), single interviews and observations (Denscombe 2014).  
Different methods of investigation are available for conducting qualitative research. 
Myers (2009) describes four research methods appropriate for qualitative research in 
business: case studies, ethnography, action research and grounded theory. The advantages 
and limitations of each one of these methods are discussed in this section. 
 Ethnography 
In organisational research, ethnography assists the researcher in gathering data otherwise 
not available “to identify core individuals and key processes” (Boll & Rhodes 2015). It is 
a research design that observes individuals in the organisation from separate perspectives 
and thus builds a model of the internal culture. Boll and Rhodes (2015) suggest that by 
interviewing throughout the organisation, views from individuals who may think they 
have been ignored or misrepresented are given a voice throughout the research process. 
Thus, ethnographers must adopt multiple roles as researchers and accept that there is no 
generalisation from the analysis (Boll & Rhodes 2015). 
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For this study, an ethnographic design was not considered appropriate nor feasible. The 
study did not intend to observe individuals or organisations in their workplace as the study 
sought to explore the impact of SaaS adoption after the fact.  
 Action research 
Action research is widely regarded as a methodology in education disciplines (Calvert & 
Sheen 2015; Glanz 2014). Stringer (2013) broadens this to social work and health care. 
He claims that “Action research seeks to engage people directly in formulating solutions 
to problems that they confront in their daily and organisational lives” (Stringer 2013). 
The researcher’s position is to guide the process by supporting and facilitating the group, 
rather than directing the research entirely. Thus, action research includes all stakeholders 
in a project or a process. This study did not seek to engage directly with organisations and 
change their behaviour, so action research was not an appropriate methodology. 
 Case study 
A case study is an intensive and in-depth analysis of an individual unit – e.g., a person, 
group or event – which is particularly useful for helping the researcher understand 
complex phenomena, including the behaviour of organisations, groups and societies (Yin 
2013). A fundamental characteristic of case studies is that the subject or phenomenon of 
study is observed and examined within its natural setting rather than being ‘controlled’. 
Hence, the data typically analysed in case study research is characterised by its richness, 
unlike the data derived from other types of studies, which is often constrained to a limited 
number of variables.  
There is a multitude of methods that can be used for case study research. Some of the 
most common approaches include the use of questionnaires, interviews, archival records, 
documentation, physical artifice and even direct observation. The use of these techniques, 
and the case study in general have been prevalent in a wide-ranging spectrum of 
disciplines, including psychology, sociology, political science, anthropology, social 
work, business, education, nursing, community planning and information systems.  
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Case studies are one of the most common qualitative methods used in information systems 
research (Alavi & Carlson 1992; Orlikowski & Baroudi 1991). A case study approach 
was selected for this study because it involved a critical analysis of the details of a single 
case; the research design was concerned with extracting information and meaning from 
the processes of an organisation or an event (or both) (Bryman & Bell 2015).  
Regarding the selection of a research design, Yin (2013) reports that case studies are 
emerging as the preferred research design, as the case study approach is applicable when 
‘how’ or ‘why’ research questions are asked. As this study sought to investigate the 
impact of SaaS adoption on SMEs, a case study approach was chosen as this is an 
appropriate method of exploring organisations such as SMEs. The case study approach 
was combined together with Grounded Theory, discussed next. 
 Grounded theory 
Grounded theory was developed in the mid-20th century in response to the evolution of 
qualitative enquiry (Glaser & Strauss 1968). As constructivist research emerged, the 
emphasis turned to data collection techniques that were still informed by the dominant 
quantitative regimes of reliability and validity (Charmaz 2014).  
In qualitative research, data can be collected and analysed in either an inductive or 
deductive research design (Elo et al. 2014). With deductive reasoning, a researcher starts 
with a theory and then sets out to empirically prove it (Elo et al. 2014). Thus, the research 
process includes data collection, data organisation and reporting results. Inductive 
reasoning commences with organising the data, finding patterns and developing a theory. 
Thus, the research process is to apply open coding, create categories and conduct 
abstraction (Elo et al. 2014).  
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In Grounded Theory, the process begins with a microscopic analysis of the collected data, 
which may be qualitative, quantitative or secondary. The analytic tools include 
questioning, which occurs during interviews through the collection of primary data. 
Strauss and Corbin (1998) classified these questions as sensitising, theoretical or 
practical. Sensitising questions gather data on and about the context, observers, dynamics 
or events, and add to these interpretations by the interviewees, such as establishing 
definitions of concepts and events. Definitions agreed in this manner between the 
interviewer and the interviewee includes validation of events, consequences, and how 
these factors compare with similar situations. Theoretical questions are those that build 
relationships within the data, draw connections, seek structural issues or problems and 
include an element of time or duration. The next set of questions relate more to the 
conduct of the study by the researcher, such as taking the next steps on issues drawn from 
the interviewees or gathering more secondary data (Strauss & Corbin, J 1998). 
Microanalysis, as noted, comprises the first step of examining the collected data, a line-
by-line examination to generate categories and their characteristics (properties) and to 
make preliminary associations between these elements; this constitutes a form of both 
open and axial coding. Open coding is the initial step, where codes are derived from the 
data and ends when a core category is identified while axial coding creates links between 
categories and their characteristics, such as causes, conditions and consequences (Strauss 
& Corbin, J 1998).  
There are two aspects to the microanalysis: factual data is recounted as observances or 
events by the study’s participants (sensitising questions) and factual data from secondary 
sources (Strauss and Corbin 1998). The analysis is augmented by memos, where the 
researcher makes detailed notes of thoughts, interpretations, observances, questions, lines 
of enquiry to pursue and concepts of note (Thomas 2015). The main purpose of analysis 
is to gain a full understanding by uncovering unexpected meaning, such as significance 
in the data or connections through the codes (Strauss and Corbin 1998). 
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Strauss and Corbin (1998) explained the close comparison of data characteristic as 
comparing items with items, and occurrences with occurrences, and seek similarities and 
differences (Charmaz, 2014). However, theoretical comparisons of category 
characteristics can identify unknown properties or dimensions which not evident 
immediately, that is gaining insight during analysis. Strauss and Corbin (1998) nominated 
some techniques such as 'flip-flop', when extremes or opposites considered, systematic 
comparison through the literature or previous experience; and 'waving the red flag' which 
is identifying the bias of oneself or others. Drawing back and considering the 
conditional/consequential matrix is an overview technique used at various times to draw 
more knowledge from the interplay between the codes and the categories. 
The theoretical sampling begins when the concepts that emerged from the developing 
theory recognised. It is a form of purposive sampling, where the research questions drive 
the sampling process (Bryman 2015). Strauss and Corbin (1998) emphasise that it is 
difficult for the researcher to know where to start sampling, and which sources of 
knowledge are the next step in the research. Therefore, the need of sampling consistency 
and the focus on the research questions may make the issue more complicated. However, 
focus shifted from collecting data and then using open and axial coding to determine the 
categories into seek differences with original analysis, refining the categories and their 
characteristics. Sampling could be highly discriminate, when the researcher pursuit 
information or to make specific comparisons, which finally leads to theoretical saturation. 
Strauss and Corbin (1998) emphasise that the theory will not be developed well, and it 
will be lacking substance and completeness, without that all categories are saturated in 
their properties and dimensions 
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 Data Collection  
Data collection for grounded theory takes a number of forms. Interviewing or intense field 
observation of the study participants and organisations are the most preferred to fully 
understand the culture of the organisation and social behaviours. In this form of data 
collection, a group or a site must be selected that is either the focus or representative of 
the population (or event) for the research question. The data collection and analysis occur 
in sequence. Next, there is a decision regarding the manner of collecting the data, which 
includes interviews, observation, biographies, audio visual, memos or other forms of 
record. The final consideration is time and the length of the study, specifically whether 
initial data collection and follow-up is conducted, or data collection and analysis is 
conducted day-to-day. The data collection process for this study is discussed further in 
the research journey section (See Section 3.6). 
 Sampling for case studies 
Sampling related to data includes gathering further data into categories to understand the 
characteristics of the category and determining its fit for theory building (Strauss and 
Corbin 1998). Multiple cases can be useful in identifying similar and contrasting trends 
and themes in the data and establishing a theoretical framework (Yin 2013). With 
conventional sampling, selection of an appropriate number of samples to reflect a 
population size for multi-case studies was discussed by Stake (2006) and Yin (2013). 
Eisenhardt (1989) explained that eight cases were selected for each of the two studies. 
Stake (2006) stated that between four and ten cases should be explored in a multi-case 
study although the researcher’s circumstances could change these guidelines. Yin (2013) 
is less precise regarding the number of members in the sampling unit of a single case: 25 
to 50 interviewees, depending on the complexity of the research problem.  
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For this study, 16 people from 11 different organisations who met the recruiting criteria 
were interviewed. All of these organisations had implemented SaaS-based solutions for 
at least six months. The organisations were contacted in June 2017 for permission to 
interview their owners and staff regarding their shift to the cloud. Permission was 
obtained to interview several decision-makers in each organisation. These included the 
owners/executives who made the final decision as well as other employees. The 
individuals selected for interviews were involved either in the early stages of decision-
making, such as IT directors and managers or were users of the solution. 
The interviewees who were recruited for this study came from various sources. Some 
were reached personally based on the core business of their respective company. Others 
were reached with the assistance of a major cloud provider, which acted as an 
intermediary to facilitate the communication between the researcher and the targeted 
company. Also, the researcher used his personal contacts to attain other potential 
interviewees. 
Table 3-1 Sampling 
# Firm Size Industry SaaS Type 
Number of 
Participants Position 
Years in 
Company 
Degree of 
Involvement 
1 Medium Retail & Distribution ERP 1 
IT 
Director 6 High 
2 Medium Pharmaceutical ERP 1 IT Mgr 10 High 
3 Small Training 
Databases
/ Web 
Service 
1 CEO 5 High 
4 Small Internet Portal Web Services 1 CEO 4 High 
5 Small Business Incubator ERP 2 
IT Mgr 
/Shared 
Services 
Mgr 
4/5 High/Medium 
6 Medium Software Development ERP 2 
Project 
Mgr/ 
Product 
Mgr 
5/4 High/High 
7 Medium Electric Company CRM 1 IT Mgr 7 High 
8 Small Software Development 
ERP/CR
M 1 
Co-
Founder 6 High 
9 Medium Retail & Distribution CRM 1 
App 
Team 
Mgr 
5 Medium 
10 Medium Retail & Distribution CRM 3 
Strategy 
Develop
ment / 
GM     / 
PMO 
3/4/6 
Medium / 
Medium 
/High 
11 Medium Agriculture Services 
Tracking 
System 2 IT Staff 2/4 Low/Low 
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The interviewees came from 11 different organisations, each from a different industry. 
This diversity of organisational backgrounds allowed the researcher to explore the real 
situation of SaaS adoption in depth and from different perspectives. Above is an 
explanation of the organisations to give some understanding of the different perspectives. 
Table 3-1 provides details regarding the organisations to provide an understanding of the 
different perspectives involved in the study. 
 Qualitative Semi-structured interviews 
Interviews are one of the most important data gathering techniques for qualitative 
research. They are the technique of choice in most qualitative research methods and allow 
the gathering of rich data from people in various roles and situations (Myers 2009). In a 
qualitative case study, collecting data in person is becoming increasingly difficult; in 
response, several options for conducting interviews using technology have become 
available. However, directly engaging an interviewee face-to-face may reveal some body 
language or encourage more openness than a technological interface may provide. 
Cooperation is key in these interviews (McMahan & Grele 2015). 
Organisation managers rarely have time for formal appointments offsite and such 
cooperation with researchers would have to be viewed as assisting the organisation or at 
least its industry (Rowley 2012). To engage the interviewee in a face-to-face interview 
and retain the individual’s attention, the researcher should conduct practice interviews 
with colleagues to improve interviewing techniques and to ensure that the interview 
questions are addressed adequately and comprehensively. Novice interviewers may 
become stressed during an interview, lose rapport with the interviewee and fail to reach 
the potential of the interviewee’s experiences and views. In remote interviewing, which 
uses smart phones, social media or email, Irvine et al. (2013) investigated the issues and 
benefits associated with remote and in-person forms of interviewing. They found that the 
interviewing technique using text messages had similar outcomes as telephone 
interviews—they lack the immediacy of face-to-face interviews. 
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According to Eisenhardt, questions to produce data for the case study model must answer 
the researcher’s own questions (Eisenhardt 1989). The questions that are essential to the 
research problem would, therefore, include industry context, history of data management 
at the organisation, options open to the decision-makers at the time, how the decision-
makers managed the change and what outcomes resulted from the change. The semi-
structured interview questions derived from the research questions were broadly the 
following: 
• What are the structural introductory questions that establish the nature of 
the organisation? 
• What are the characteristics of the organisation, including size and the 
presence/location of a branch office or head office? 
• Information about the interviewee. 
• What did you adopt, how did you adopt it and why? 
• What did you need to change? 
• What worked well and what did not work so well? 
• Having gone through the experience, what would you do differently? 
• How does IT fit into the overall organisational structure? 
• What were the factors that motivated you to shift to the cloud? 
• What type of cloud service do you have? Why do you use these services? 
• What changes has the adoption of this SaaS caused? 
• What changes were made and how well has your staff coped with the new 
system? 
• Were the outcomes satisfactory and were the expectations met?  
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 Reliability and Validity 
For this study, all interviews were established through formal organisational processes. 
The interviews took place over July, August and September 2017. The interviews were 
conducted face-to-face and on the premises of the participants’ respective organisations. 
The interview durations varied; however, the interviews tended to last between 45 to 75 
minutes. The researcher followed the ethics requirements as approved by the relevant 
ethics committee, obtaining informed consent from the participants to record the 
interview. Several semi-structured questions were used to assist the interviewee whereas 
the rest were open-ended questions based on the interviewee’s answers, which provided 
interviewees with room to elaborate on what they thought was important. All interviews, 
except for three, were recorded in Arabic due to the nature and culture of the people in 
Saudi Arabia; then, the interviews were transcribed and revised many times to ensure 
consistency and quality. 
Conducting research and producing results does not mean that the research or the result 
are worthwhile. Verification strategies to establish trustworthiness have to be used to 
ensure study rigour. Verification is a process used during the research to ensure reliability 
and validity. The process has to be considered in every stage of the research process 
(Morse et al. 2002).  
Morse et al. (2002) suggested in order for a study to increase rigour it should follow 
verification strategies. These strategies include: investigator responsiveness, 
methodological coherence, theoretical sampling and sampling adequacy, an active 
analytic stance, and saturation. 
Investigator responsiveness is the researcher’s creativity, sensitivity, flexibility and skill 
in using the verification strategies. It is important for the researcher to remain open 
throughout the study and use sensitivity, creativity and insight and not rely on previous 
assumptions to guide the thoughts (Morse et al. 2002). For this study the researcher 
ensured that he was open to new concepts emerging from the data. For instance, one 
interviewee was taking about the evaluation process to choose their cloud provider and 
he mentioned data control. This made the researcher ask further questions and in probing 
the interviewee about the issue, realised that the organisation was not clear about who 
owns the data and who has the right to control the data. 
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Methodological coherence is to ensure consistency between the research question and the 
research methods. The research question has to be consistent with the method, therefore 
the research question may have to be changed or the method to be modified as the research 
unfold (Morse et al. 2002). For this study the research method was not changed or 
modified. However, the research question has evolved after conducting the data analysis. 
Sample must be appropriate which means that the participants recruited for the study 
have to best represent or have proper knowledge in the research topic. Selecting an 
appropriate sample ensures efficient and effective saturation of categories. “Sampling 
adequacy, evidenced by saturation and replication means that sufficient data to account 
for all aspects of the phenomenon have been obtained” (Morse et al. 2002, p18). The 
study sampling process and procedures were discussed in Section 3.4.6. 
Theory development according to Morse et al. (2002) is to move between micro 
perspective of data and macro conceptual/theoretical understanding. Further, instead of 
being adopted as a framework to move the analysis, Morse et al. (2002) suggested that 
theory should developed as an outcome of the research process and also as a template for 
comparison and further development of the theory. 
The theory developed by this study evolved from a micro perspective to a macro 
theoretical understanding. The initial analysis generated many concepts. These concepts 
then refined and categorised into higher concepts which also experienced further 
refinements to become higher level themes.  
A rigorous research plan ensures that the developed theory is reliable to represent the 
found concepts from the data. Therefore, this study has ensured that the theory developed 
reliably represents the concepts found in the data and that the theory makes a solid 
contribution to the understanding of Software-as-a-Service post adoption consequences. 
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 Research Analysis  
The grounded theory analysis that was used in this study followed Strauss and Corbin’s 
(1998), which considers the literature review, research questions and other standard 
elements differently (emerging theory). Memos, diagrams and field notes may be written 
as Thomas (2015) described, using a tablet or a laptop to develop the codes, categories 
and conceptualising theory. Thus, memos and notes can be used online to link codes, 
build categories, link categories (axial coding), develop core categories from saturated 
data (selective coding) and build theory from the emerging patterns. The coding process 
has been likened to a pyramid, where open coding of codes at the base gives way to axial 
coding that engenders subsequently fewer concepts from which core categories and 
theory emerge (Moghaddam 2006).  
In grounded theory, Strauss and Corbin (1998) took a tabula rasa view of the research 
problem. While the structures of the thesis may follow the pattern of developing a 
research problem, conducting a literature review to define a gap in a theoretical model 
and conducting data collection and analysis for empirical evidence relevant to the theory, 
the researchers’ view was that the collected data from any source regarding the problem 
formed the environment from which the theory emerged.  
The procedures are outlined in Section 3.4.4. As the data analysis produces categories, 
sampling produces increasingly more data to the categories and through axial 
categorisation, themes and theory can emerge. Writing a thesis can begin as a detailed, 
logical outline and this yields the presentation of theory (Strauss and Corbin 1998). 
Thinking intently on a few key phrases or sentences that form the underlying logic of the 
theory has been advocated because what emerges is sometimes unknown to the author. 
These key sentences or concepts are often found in the introduction, which sets the study 
environment, and the end chapter, which concludes the research. Each chapter in the 
thesis must follow a similar logical construction where there are key concepts, which are 
explained by similar story lines that flow through the thesis.  
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As noted throughout, this study adopted the thesis structure advocated by Strauss and 
Corbin (1998) to study the post-adoption consequences of SaaS on SMEs. The use of 
multiple case studies was the preferred means of collecting data across organisations and 
industries, and this inclusion of different experiences led to the decision to use grounded 
theory as outlined by Strauss and Corbin (1998). For the research structure, Eisenhardt’s 
(1989) research planning steps were used. 
3.5 Quantitative Stage Design 
This stage was conducted using a survey questionnaire. According to Fowler (1998), a 
successful data collection begins with a rigorous survey instrument design. A high-quality 
survey development requires the researcher to be able to form the survey questions in a 
way that they are easily understood by respondents and to provide them with needed 
information. Also, the quality of the survey is important to make the respondent more 
willing to complete it (Baker 1999). To ensure a high-quality survey, the questioner has 
to include four parts that are the preamble, the background data part, the questionnaire 
proper and instructions (Chow 2005). The preamble is a declaration that clarifies and 
explains the aim and the purpose of the study and what the researchers want to achieve 
by collecting data. The background section includes a set of questions to identify the 
participants’ demographic characteristics. 
However, this section should be developed cautiously and should not ask questions that 
are sensitive or unethical (Chow 2005). The next part of the survey is the questionnaire 
proper, this section is organised in the form of structured questions and uses different 
measurements to answer the questions. Lastly, are the survey instructions, which are the 
statements that are given after a Yes-No question to either continue or not. For this study, 
the first three parts were used in the survey design.  
 Questionnaire Design 
Following the steps suggested by Chow (2005), the survey instrument developed for this 
research included three parts: the preamble, background information, and the 
questionnaire proper (which was divided into two sections). These are discussed below 
(Appendix E). 
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The preamble: To adhere to the RMIT University Ethical Committee’s requirements the 
survey questionnaire started with a participant consent form that clearly explained the 
purpose of the survey. It started with the heading “What does my participation involve”, 
which consisted of 10 parts that answered all the participants’ questions or concerns 
(What is the purpose of this research? What does participation in this research involve? 
Do I have to take part in this research project? What are the possible benefits of taking 
part? What are the risks and disadvantages of taking part? What if I withdraw from this 
research project? What happens when the research project ends? What will happen to 
information about me? Who is organising and funding the research? Who has reviewed 
the research project?) Each section had a brief description of what it involved.  
The Background Information: This section contained questions about the demographic 
characteristics of the respondents. In addition, there were questions about participants’ 
experiences with using SaaS-based services. In this part of the questionnaire, seven 
questions that were directly relevant to the research were asked to identify participants’ 
gender, age, education level, work experience, position, SaaS usage experience and the 
type of SaaS that was used. Age was measured using six categories: 18-25, 26-35, 36-45, 
46-55, 56-65, 65 years and above. Education level was measured using five categories: 
High School, Diploma, Graduate, Postgraduate and other.  
The Questionnaire Proper: the questions in this section were relevant to the research 
model constructs. The type of questions used in this part were closed questions and the 
respondents had to provide one answer for each question. Closed questions were chosen 
because they suit a survey questionnaire the best (Fowler 2009). Furthermore, closed 
questions help to increase the number of responses from respondents who are willing to 
complete the questionnaire because they are easy to answer. Closed questions can be 
asked in six different ways: Likert-scale items, fixed-option questions, Yes-No items, 
rating-scale items, true false items and funnel questions. In this study Likert-scale items 
were used to answer the questionnaire, using a seven-point scale ranging from “Strongly 
agree” to “Strongly disagree”. This type of question is usually recommended when 
investigating participants’ perceptions of a certain issue when the participants are most 
likely not to have the same opinions (Chow, 2005). 
16 constructs were identified from the emerged model from the qualitative findings. Then 
the researcher defined what to include or exclude in the domain of the constructs. The 
next step was item generating process which performed by consulting the literature. 
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The main purpose of item generating process is to develop a set of items that captures 
each of the dimensions of the measured construct. Also, some questions were adopted 
from the interviews. After generating enough items for each construct, the researcher 
performed the pretesting process through expert panel and pilot study (See Section 3.5.2). 
Further, discussion on the constructs’ questions and validation was presented in detail in 
(See Chapter 6) 
 Pre-testing the Questionnaire 
Pre-testing a survey questionnaire is an important step before administrating the survey 
to the actual participants. After determining the constructs domain, generating the survey 
items pool and selecting the most appropriate format for the measurement, the next step 
is to show the chosen and generated items to an expert panel for a review of the items. 
An expert panel is a group of people who have knowledge in the content area.  The expert 
panel review can serve the researcher to maximise the content validity in several ways 
(DeVellis 2016).  
Validity concerns whether the variables measure what they are supposed to measure. 
Content validity concerns item sampling adequacy, which is the extent whether the items 
represent the tool and what it intends to measure. This is an initial step in establishing 
validity (Bryman & Cramer 1997).  
Also, according to Van Teijlingen and Hundley (2001), “The term ‘pilot studies’ refers 
to mini versions of a full-scale study (also called ‘feasibility’ studies), as well as the 
specific pre-testing of a particular research instrument such as a questionnaire or 
interview schedule”. A pre-test can be done in two ways, first to identify any issues with 
clarity, design, and layout. Second, is to imitate the field conditions (Baker 1999).  
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For this study, both the expert panel and pilot study were performed. Five academic staff 
at RMIT University were recruited and participated in the study as an expert panel in the 
first pre-test. They were chosen due to their familiarity with similar research projects 
involving data collection using surveys. The second phase, which was performing the 
pilot study, seven Ph.D. candidates from RMIT University were recruited and participated 
in the pilot study, all participants have had previous experience using SaaS services. One-
to-one pre-tests were performed in which each participant was requested to look carefully 
at the questionnaire and provide his/her comments on the clarity of items as well as the 
survey structure and design. 
 Questionnaire translation 
Back-translation is the most common and recommended technique to translate surveys 
across cultures. Back translation is the best technique to generate a survey in other 
languages (Brislin 1970). Back‐translation is to translate from the source language (e.g. 
English) to the target language (e.g. Arabic) and then back to the source language. The 
researcher then evaluates the similarities between the source and the target (Brislin, 
1970).  
For this study, all the questions were in English, so the researcher used the back-
translation technique. The purpose of back-translation was to translate the original 
English text to Arabic and then back to English and compare the results. This technique 
was used to increase the survey’s reliability, and subsequently, it was helpful to overcome 
sensitive translation problems across cultures and to ensure the exact same meaning was 
achieved in both languages. The researcher translated the survey into Arabic and 
consulted professionals regarding this matter. Then the survey was sent to a professional 
translator to translate it back to English and then the researcher compared the results. 
Figure 3-6 presents a pictorial depiction of the process.   
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Figure 3-6 Back Translation Process 
 Survey Analysis Technique 
There are two forms of analysis: descriptive and inferential (De Vaus 2013). Descriptive 
analyses plot patterns in the sample data, such as age cohorts or work experience. 
Inferential analyses take these patterns, or themes, to a level where the results can be 
generalised from the sample to the population. Due to the mixed methods design, a 
descriptive analysis only was employed for the quantitative phase of the study. 
Presentation of the results of a descriptive analysis can take the form of tables for 
frequency and proportions, graphs or text as a single number. The value of a descriptive 
analysis is in the relationships between the results and thus a graphical presentation most 
effectively conveys that value (De Vaus 2013).  
   114 
 Survey Data Analysis 
The analysis of the survey data was performed using the Statistical Package for the Social 
Sciences (SPSS). The software used mainly to test the constructs’ reliability and to 
generate descriptive analysis of the constructs’ frequencies, mean, median and mode. The 
survey’s data was imported electronically to the SPSS and the data gone through the 
cleaning process for missing and outlier’s data. SPSS assists in determining the constructs 
reliability by calculating both the item-total correlations and Cronbach’s alpha for each 
construct (See Section 6.3). It also used to produce descriptive analysis the for each 
construct (See Section 6.4). 
3.6 Research Journey 
This section is to describe how the research has been conducted and how the developed 
theory has evolved. The research process demonstrates the analysis steps taken in each 
stage. As the study was based on mixed method methodology, two approaches were used. 
The first approach was a qualitative approach, which was based on Grounded Theory. 
This approach provided the primary data collection, data analysis and the results. Next, 
the quantitative approach which used to validate, generalise and bring more rigour to the 
qualitative results. 
Although classic Grounded Theory advocates against the review of the literature (Glaser 
and Strauss, 1967), the use of literature was inevitable as conducting a literature review 
is one of the PhD requirements. Also, Strauss and Corbin (1998) recommend that 
researchers to consult the literature at every stage. They argue that literature is very useful 
at the beginning of a research “to formulate questions that act as a stepping off point 
during initial observations and interviews” (Strauss and Corbin, 1998, p. 51). 
So, the researcher started conducting this study by reviewing the literature. Despite the 
fact that at this point there was no well-defined research question, a general set of 
questions regarding cloud computing adoption were identified. Reviewing the literature 
allowed the researcher to formulate the final research main question and support 
questions. The literature review process was then paused after defining the research 
questions and the efforts shifted toward data collection.  
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For the data collection the ethics approval was obtained (Appendix 1), to start conducting 
interviews. The interviews adhered to the research ethics and procedures according to 
RMIT University ethics policy. For this research, 16 interviews were conducted from 11 
different organisation that have adopted Software-as-a-Service services for at least six 
months. The interviews were then transcribed, using a professional transcription service 
to perform the transcription. All interviews were conducted according to the interviewees’ 
preferred language. Most of the interviews were conducted in Arabic and transcribed 
accordingly, and only three interviews were in English. The researcher read, edited and 
engaged closely in the transcription process to ensure the reliability of the transcribed 
text. 
In order to sort and deal with the vast amount of data gathered from the adopters’ 
interviews, the researcher used a qualitative analysis tool. The tool used was Atlas.ti, 
developed by Atlas.ti Scientific Software Development GmbH. The selected software 
supports both left-right and right-left based languages. The tool was primarily chosen 
over Nvivo, developed by QSR International, because Atlas.ti handles Arabic text better 
than Nvivo. The qualitative analysis software helps the researcher in the analysis process 
as it has the capacity to arrange, reassemble, and manage materials and data in systematic 
ways. The qualitative analysis software became an invaluable assistance during the 
analysis process as it supports the researcher and provide access to the source data 
(Bazeley 2007). Both Arabic and English-based interviews were coded in English using 
a Grounded Theory data analysis method. 
The researcher then performed the first step of the qualitative data analysis described by 
the Grounded Theory which is open coding. Open coding is the initial step, where codes 
are derived from the data using microanalysis that comprises the first step of examining 
the collected data, a line-by-line examination to generate categories and their 
characteristics (properties) and to make preliminary associations between these elements 
(Strauss and Corbin 1998). The result of the initial analysis was the generation of 209 
broad concepts (Appendix F). The concepts were then re-examined to ensure the 
consistency of the concept usage across the interview materials.  
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After that, the researcher moved to axial coding which is the second step suggested by 
Grounded Theory analysis technique. Axial coding generates fewer concepts and the 
main categories and finally the theory emerges (Moghaddam, 2006). The concepts were 
categorised based on the essence of each concept resulting in 23 narrower concepts 
(categories) (See Appendix G). Not all of the concepts that emerged from the initial 
analysis were used in the grouping process. They were either not relevant, or they merged 
with another concept as they shared the other concept’s essence. 
Axial coding also makes links between categories and their characteristics (causes, 
conditions, and consequences) (Mills et al., 2006). The newly emerged categories were 
further categorised into three main categories (Initial Consequences, Organisational 
Transformation and Optimisation Consequences) based on the Time of occurrence and 
based on the concept’s nature. Furthermore, using memos and cross-concept matrix 
queries (generated by Atlas.ti), the researcher was able to examine the relationships 
among the concepts (See Chapter 5) and (Appendix H). 
After the model emerged from the qualitative analysis (See Chapter 4), the researcher 
moved to the next stage of the study which was the quantitative stage. Based on the 
emergent model the researcher developed a survey. Some of the survey’s questions were 
adapted from the literature while others were developed from the interviews and based 
on their findings (See Chapter 6). The questions were all in English, so the researcher 
performed a back-translation technique. The purpose of back translation is to translate the 
original English text to Arabic and then back to English and compare the results. This 
technique is used to increase the survey’s reliability, and subsequently it is helpful to 
overcome sensitive translation problems across cultures and to ensure the exact same 
meaning is achieved in both languages.  
The researcher translated the survey into Arabic and consulted professionals regarding 
this matter. Then the survey was sent to a professional translator to translate it back to 
English and then the researcher compared the results (Section 3.6.3).  
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Then, the questions were tested by an expert panel (Section 6.2), and after that was done 
the researcher ran a pilot test of the survey before the official launch. All concerns and 
comments were addressed, and the survey received approval from RMIT University’s 
ethics committee (Appendix B). For the purpose of survey distribution, the researcher 
used the Qualtrics platform which is recommended by RMIT University to create and 
distribute the survey. The distributed survey comprised both Arabic and English 
languages to suit the targeted audience. After collecting the data from the survey, data 
cleaning was conducted using the Statistical Package for the Social Sciences (SPSS). 
Also, the item-total correlations and Cronbach’s alpha were both calculated for each 
construct. Cronbach’s alpha coefficient is the basic to determine the reliability (Churchill, 
1979). For further discussion on the qualitative part of the study and more details about 
the reliability (See Chapter 6). 
3.7 Chapter Summary 
In summary, this study adopted the grounded theory method associated with Strauss and 
Corbin (1998) regarding theory emergence from the data through the research questions. 
This approach was strengthened by a mixed method design to incorporate quantitative 
descriptive analysis. A constructivist methodology was selected, gathering data through 
case studies, following Yin’s (2013) view that the case study approach was applicable 
for ‘how’ and ‘why’ research questions. Eisenhardt’s (1989) road map was then 
discussed. The quantitative phase of the research was then discussed, indicating sample 
selection and data gathering and analysis procedures.  
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 Case Study Findings 
As described in the previous chapter, this study sought to explore the post-adoption 
consequences of SaaS services on SMEs in depth. A qualitative study was conducted that 
involved interviewing 16 SaaS services practitioners about their SaaS adoption 
experience and what changes that they have observed moving to SaaS services. The 
interviews were transcribed and analysed using a Grounded Theory methodology.  
In this regard, the researcher performed the first step of the qualitative data analysis 
described by the Grounded Theory which is open coding. Open coding is the initial step 
(Strauss and Corbin 1998). The result of the initial analysis was the generation of 209 
broad concepts (Appendix F). The concepts were then re-examined to ensure the 
consistency of the concept usage across the interview materials. It should be noted that 
the concepts identified in the literature review played no part in the work done in this 
chapter. All of the coding and analysis was generated entirely from the interview data 
After that, the researcher moved to axial coding which is the second step suggested by 
Grounded Theory analysis technique. Axial coding generates fewer concepts and the 
main categories and finally the theory emerges (Moghaddam, 2006). The concepts were 
categorised based on the essence of each concept resulting in 23 narrower concepts 
(categories) (See Appendix G). The newly emerged categories were further categorised 
into three main categories (Initial Consequences, Organisational Transformation and 
Optimisation Consequences) based on the Time of occurrence and based on the concept’s 
nature. 
This chapter presents the Conceptual Framework of Post-Adoption Consequences of 
SaaS (See Figure 4-1) that that emerged from the case study’s findings which was entirely 
a result of the grounded theory analysis and not influenced by the previous theories or 
literature. It also discussed the framework stages and constructs in depth.  
The model shows three levels of consequences that influence and interact with each other 
both directly and indirectly. These three levels of consequences are time-dependent and 
generally happen in a sequential manner as indicated in the model. 
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Figure 4-1 A Conceptual Framework of Post-Adoption Consequences of SaaS 
The initial consequences are the immediate changes that occur to the organisation after 
the adoption of SaaS-based solutions. These are mostly due to the characteristics of the 
on-demand solution itself, such as System Availability and IT Infrastructure. 
Once the SaaS-based solution has been implemented, and after a period of time, some 
organisations realise that because of the new functionalities now available to them, they 
are able to transform their business Structure, Processes and IT Roles and operations. 
These changes have been labelled as the organisational transformations in the model. 
The organisational transformations then lead to further consequences, which have been 
labelled as Optimisation Consequences. These are mostly optimisations to the business 
model, such as Focus on Core Business or Workforce Optimisation. 
The consequences can also be highly iterative. The initial consequences lead to 
organisational transformations, which then produce Optimisation Consequences, but 
these changes can then further impact the initial consequences. All these levels of 
consequences contribute to the overall Cost Impact in the organisation. In some cases, the 
consequences may not simply be due to the SaaS adoption per se, but rather the specific 
type of SaaS-based solution that was adopted (e.g. CRM, ERP). 
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4.1 Consequences relating to Cost 
By offering access to enterprise grade solutions based on subscription, SaaS-based 
solutions allow SMEs to compete with larger companies by deploying high-end solutions 
at significantly less cost. Analysis of the interviews conducted found that the primary goal 
of adopting SaaS-based solutions in the case studies was Cost reduction. Direct costs were 
reduced through requiring less on-site IT Infrastructure but there are also indirect Cost 
reductions via changes related to the organisation’s processes and organisational 
structure. This was indicated by one of the participants: 
R3-01 “By adopting cloud services, we saved up to 70% of the total annual costs. 
This saving helped us to leap forward rapidly compared to other competitors who 
rely on in-house technology. We managed to hire exceptional and high talented 
people and diverted the funds to our core business”. 
This consequence differs from the other consequences in that it is pervasive across all 
three stages. This is indicated by its appearance in the Initial Consequences, 
Organisational Transformation Consequences and Optimisation Consequences. All the 
interviewees have admitted that cost reduction was on the top of their motives to shift to 
SaaS services and they reported that they have experienced noticeable cost reduction. 
4.2 Initial Consequences 
According to the interviews, after adopting a SaaS-based service, the adoption is usually 
associated with immediate changes due to the inherent attributes of cloud services. These 
attributes influence and affect the overall experience of an organisation with regards to 
dealing with the new innovation. These changes do not have to happen at the same time 
or at the same degree. However, they share similar characteristics that happen in the same 
timeframe and serve as an introduction to the upcoming changes.  
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 System Availability 
System Availability is the ability to access the solution and to perform business operations 
anytime and anywhere, and that the solution will work as required and when required. 
The concept of System Availability has three separate aspects and all three are important 
and contribute to its definition. All these three aspects together represent the concept of 
System Availability. For that reason, each of these aspects needs to be described in order 
to simplify and clarify the concept of System Availability. 
For the system to be available it must be reliable, accessible and mobile. The first aspect 
is reliability, which means that the system is reliable. It also refers to the ability to use the 
system. However, being reliable and usable is not enough to be available; the system must 
be reachable in order to use it. This ability to reach the system is due to the ability to use 
multiple platforms to access the solution. Thus, accessibility is an important aspect along 
with reliability. Finally, the third aspect is mobility, which represents the ability to reach 
and use the system anywhere. 
R7-01 “Just login and all of your data details are available. You do not need your 
network within the organisation. I can connect from any place and at any time 
and it is OK. I just I need a smart device - either an iPad or maybe sometimes a 
mobile phone or anything”. 
System Availability has a major impact on the overall organisation and is the main trigger 
for further changes in the organisation. System Availability is one of the main advantages 
that is sought and heavily considered by organisations when adopting SaaS. Based on the 
interviews, System Availability plays a major role in the organisation by increasing 
productivity and facilitating communication and collaboration among the organisation’s 
different departments as stated by participants. 
R5-02 “Previously, the user’s access to the main server and services was 
restricted and limited to on-site operations only. Compared to now, everyone has 
their own mobile device and can get access to emails, their diary, calendar and 
other related applications. It is a huge change”. 
   122 
 System Performance 
System Performance is the ability of a solution to accomplish a task or set of tasks based 
on the expectations of an organisation and is primarily related to the speed and quality of 
the service. One of the main drivers to migrate to the cloud and adopting SaaS services is 
System Performance. Moving to the cloud benefits SMEs in terms of System 
Performance. The reason is that, with the cloud, SMEs can access enterprise grade 
solutions supported by powerful Infrastructure.  
The ability of the SaaS provider to provide large and powerful Infrastructure that can 
handle sophisticated solutions is key to the system’s Performance. Small and medium 
enterprises have limited capabilities to cope with rapid technological advances. The cloud 
is the only solution for SMEs in order to maintain and improve their System Performance 
within their limits. 
R8-01“With the cloud application, the performance was totally new for our end 
users. In comparison with the old applications, you do not need as much time to 
download your data”. 
Small and medium enterprises might already have their in-house solution running and 
functional. However, much of their infrastructure is obsolete or not deployed properly. 
The lack of expertise and the limitations in terms of financial capacity hinder the system’s 
maintenances and improvement. There are other technical issues, such as outdated 
solutions that have not been updated to their latest versions. Inconsistent data is another 
issue due to the use of different solutions to different modules. Consequently, these issues 
can affect the speed of the system severely. Also, it can damage the quality of the system’s 
operation. This leads to factors such as speed and quality affecting the overall system’s 
Performance. Thus, moving to the cloud can help SMEs to increase their system’s 
Performance dramatically and maintain a high level of quality. 
R7-01 “The in-house application and the technology behind it were inadequate 
because data is constantly increasing and with the infrastructure of the in-house 
application, you need to have multiple servers, multiple connections and multiple 
data transfers. This really affects the whole application performance in a bad way, 
and it creates a lot of data inconsistency and we started to notice that”. 
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System Performance is one of the major desired consequences of SaaS adoption. It has 
major impacts on the overall functions of the organisation and together with system 
Availability they are the main drivers of organisational transformation. 
 Support  
Support is the set of services that the service provider offers to organisations based on the 
service’s agreements. The Support can be technical (e.g. hardware, software and training) 
or it could be operational, such as consulting and advice. Support can affect the 
organisation in either a positive or negative way. If the organisation’s service provider 
can provide high quality Support, this will enhance the organisation’s processes and 
operations. However, it could be the opposite if otherwise. 
According to the interviewees, SaaS-based services provided more Support to their 
organisation. They also provided higher quality and instant operational Support, which 
helps the organisation to improve its effectiveness. This Support comes mainly in two 
different types. The first is technical Support, which helps the organisation to maintain 
the solution by fixing issues that affect the system’s performance 
R3-01 “Amazon advised us on how to use the cloud in terms of database and 
clustering to reduce cost and become effective. They do not really care about how 
much money they earn from you. They look at us as a success story that needs to 
be enhanced. Our success is their success”.  
The second type is updating, which is mainly the presenting of new features. Presenting 
new features gives the organisation the ability to use the latest in the market and allows 
SaaS providers the ability to enhance the organisation’s experience. 
R1-01 “Every day they introduce a new feature and it is ready to be used. You get 
notified by the system that there are new features. We focus on our business and 
Microsoft takes care of the other stuff”. 
On the other hand, it is not always that SaaS providers give proper Support to their 
customers. There might be some issues with support especially when they have different 
locations. For example, the weekend in Saudi Arabia used to be Thursday and Friday. 
Now, it has become Friday and Saturday to minimise the difference gap with the world’s 
financial markets. This difference can cause some issues regarding urgent support, 
scheduling downtime or upgrades. This also applies to time differences. 
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Another issue is local language support, either within the solution itself or with the SaaS 
provider support team. This issue causes communication problems, especially with native 
Arabic speakers.  
R7-01 “The time difference between Europe and the Middle East and off days 
were a problem in the beginning. For example, Europe has Saturday and Sunday 
while we have Friday and Saturday but now these issues have been resolved. Now 
they work on Saturdays regarding upgrades and downtimes”. 
Furthermore, Support and upgrades are not necessarily free or come in the box with the 
solution. Some SaaS providers limit their customer-oriented Support and others charge 
you directly or indirectly for their Support or upgrades. 
R11-01 “Every three months they will have an upgrade for the solution, with this 
upgrade, you are getting new features, new enhancements. Let us say you are not 
directly paying for this. For sure you will pay for maintenance or other costs 
associated with the upgrade”. 
 Security 
Security is the protection of information and data to maintain the integrity of the data, its 
privacy and confidentiality. When moving to the cloud, security preservation and 
maintenance responsibilities are transferred to the SaaS provider. This change removes 
the security issues and burdens from the organisation’s shoulders. Although this move is 
seen and considered as a privilege and an advanced step for the organisation, it should be 
assessed thoroughly and carefully.  
Security is a major aspect in the field of information systems and is one of the 
determinants of CC adoption. Using another organisation’s solutions and depositing all 
data and information in their server is a huge risk. This is because the organisation hands 
its data and information to another organisation to keep and protect. However, this is not 
the case in the context of the SMEs.  
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It has been found that adopting SaaS-based services, increases the security of the 
organisation’s data. Small and medium enterprises tend to have trivial or limited capacity 
to fund or maintain cutting-edge technologies. So, they cannot implement powerful tools 
and procedures to protect their data privacy and confidentiality. Cloud computing benefits 
the SMEs because they can obtain more advanced technologies and solutions, which are 
beyond their financial and expertise capacities. Moreover, adopting SaaS-based services 
helps the organisations to deploy and implement more advanced security tools and 
procedures.  
Although most of the participants admitted that security is a major factor to be considered, 
yet they showed minor or no concerns about security when considering SaaS. The reasons 
given were that they have a high level of trust in the SaaS providers. Also, they reported 
that they believed the SaaS provider was more secure than an in-house legacy system. 
They said that they were convenient with the SaaS provider’s security measures and 
procedures. A lack of expert staff and an inability to hire talented personnel to deploy 
powerful security tools were among the reasons why they trusted their SaaS provider.  
R5-01 “I cannot hire better security teams than a giant SaaS provider such as 
Microsoft or Oracle. Their teams are bigger, more talented and beyond my hiring 
ability. Also, they are dedicated teams just for security and there is no way that I 
can be near that”. 
Consequently, security has less influence on SaaS adopters compared to in-house servers. 
In terms of privacy and security, users can be divided into two major groups. The first 
group represents users who have security concerns with no proper knowledge, so they 
become more conservative.  
The second group represents users who are very comfortable with SaaS-based solutions 
and very trusting of their SaaS provider, so they do not ask questions. However, both have 
no proper knowledge about the cloud concept and multi-tenant technologies. Their 
opinions are shaped based on what they have heard or what they imagine.  
R1-01 “I simply trust Microsoft. I trust their confidentiality and their security 
procedures and therefore I don’t worry much about security because it is 
Microsoft”. 
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Even though few businesses have concerns regarding adopting SaaS services, the lack of 
regulations concerning, and governing cloud services gives them no choice but to trust 
their SaaS provider. These regulations would bring mandates that would reshape the 
whole industry. However, such regulations would encourage people to move to the cloud. 
Moreover, the regulations would help the market to grow and reach maturity rapidly 
under umbrella laws. 
R9-01 “One of the fears, when we talk about the cloud, is data security. Most 
companies do not want to share financial data with anyone else….it does not 
provide comfort to the business that the data is very secure. However, the 
information that we are storing in the cloud is not very sensitive. It is not financial 
information”.  
 Dependency 
Dependency is the state where two or more objects have a relationship with one being 
dependent on or subordinate to the other. In organisations, context dependency exists 
when organisations depend on external providers to deliver its IT service’s needs.  
This type of dependency in which a CPS provides SaaS services to an organisation is 
called “vendor lock-in”. Vendor lock-in is an IT term that refers to resource dependency. 
However, the lock-in is a virtual concept to describe the issues that might rise with 
outsourcing and being dependent on another organisation to provide IT services. 
Furthermore, the extant of the vendor lock-in is determined based on the organisation’s 
dependency level. 
Dependency might also result in a loss of data. Organisations’ platforms/systems differ, 
and this can make the change/migration hard, complex and expensive or sometimes 
impossible. Compatibility issues might appear when moving the data to a SaaS provider 
and this might cause damage to the data or losing the data completely. 
R9-01“We never talked about it [laughing]. But because now all the information 
is stored on one cloud, I mean our C4C cloud, I do not know how difficult it would 
be to extract all that information. It would be a difficult decision, I guess, to move 
to a new application”. 
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Another aspect of Dependency is who is the actual owner of the data. To what extend can 
the organisation control the data and information within the solution. Moreover, it is not 
clear how to obtain the data logs, which in some cases, is more important than the data 
itself.  
Although Dependency can have a major effect on the organisation’s mid-term and long-
term strategies, most of the participants showed no interest or lack of understanding of 
the concept. Despite the concept’s importance, in the interviews, it was absent or simply 
ignored by the participants.  
R10-03 “I cannot tell you, legally, who owns that data. But we do not control it 
that is for sure. So, we are reliant on a good relationship with the SaaS provider 
to maintain access to our history, to our data. Imagine if that relationship fell 
apart, you are in a very weak negotiating position to be able to get your data back 
and migrate it somewhere else and continue to use the information that comes 
from having the history all in one place. That is a risk, but it is a risk we must be 
willing to take. It is a trade-off against the flexibility and the lower costs that come 
with a cloud-based solution rather than a local solution”. 
Additionally, another type of Dependency is that the organisations have no choice but to 
subscribe to other SaaS-based services. This is because SaaS providers tend to offer their 
solutions via the cloud only and try to force or attract organisations to adopt or move to 
their new services. 
R10-01 “You don’t have a choice but to move. Why? Because the solution you 
want to implement is only cloud based”. 
One participant argued that vendor lock-in does not really occur in practice. According 
to this perspective, even though SaaS providers know that they are going to lose a 
customer, no SaaS provider would force you to stay with them or to hold you back from 
moving to another provider. They usually help and facilitate migrating your data to the 
new provider. However, the problem with vendor lock-in lies within the organisation. 
R3-01 “If you build your IaaS, PaaS or SaaS based on their specification and 
environment it will cost you time and money to rebuild your services to comply 
with the new SaaS provider; it is a strategic and crucial decision to make. So, this 
terminology is only true when it refers to the organisation”. 
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 Change in Implementation 
Change in Implementation refers to the changes in the organisation’s system 
Implementation cycle and requirements. This construct is intertwined with the next 
construct, which is changes in IT Infrastructure.  
The notion behind the cloud concept is all about implementation and delivery methods. 
The legacy’s method of implementing a new solution was time and effort consuming. The 
system functions needed to be developed and tested before the final rollout. Furthermore, 
it takes time to rollout the new system and there are no guarantees that it will be a success 
the first time. In addition, it needs to have enough Infrastructure to run the system 
smoothly and needs to be maintained and updated consistently. Failing to update the IT 
Infrastructure or the system will have huge negative impacts on the system’s 
Performance, which will be reflected on the organisation business Performance. 
R7-01 “The main thing that we have found with the cloud was the change of the 
method of Implementation. The pre-configured system gives us a system that is 
almost ready to be used, we just need to activate/deactivate some functions and 
we are in”. 
On the other hand, the Implementation cycle and requirements are changed in the cloud. 
So, when an organisation adopts a SaaS-based solution they do not need to go through 
the traditional Implementation cycle to deploy the new solution. The idea is that the 
solution is pre-installed on the SaaS provider’s machines and the organisation has the 
right to access and use the solution. Moreover, the new Implementation concept does not 
require the organisation to have Infrastructure as there is no need to install or save data 
in-house. The only need is to have internet connectivity and a personal computer or other 
supported platforms to get access to the solution. 
R10-01 “The shortest Implementation you can do in terms of ERP was this SaaS-
based solution. While previously we had to buy servers, install the application 
within our network, the connection, the integration. It was very hard. Whereas 
now you just need a URL link then login and you are in! You can start your 
application from the first day”. 
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All the interviewees showed similar impressions regarding Implementation changes. 
Participants reported that there was a huge change regarding the introduction of new 
services or features. According to the participants, the Implementation Processes 
completely changed and became easier, faster and more flexible. By reducing the number 
of Implementation steps, and saving time, the adoption of SaaS and changes in the 
Implementation process contribute directly to Infrastructure changes. 
 Changes in IT Infrastructure: 
Changes in Infrastructure refers to the changes in the organisation’s Infrastructure that 
affect hardware, requirements, Structure and network topography after adopting SaaS. As 
discussed in the previous section, the notion behind the cloud concept is all about the 
Implementation and the delivery methods. When moving to the cloud, there is no need to 
implement or deploy any software in the organisation’s Infrastructure. So, the change in 
the organisation’s infrastructure tends to be reduced rather than increased or maintained. 
Of course, this change in the organisation’s IT infrastructure is due to the change in the 
implementation requirements. Therefore, as stated this concept intertwines with the 
previous one. 
After the adoption of the SaaS-based solutions, all the interviewees showed similar 
impressions regarding the change in the IT infrastructure and implementation. They 
expected some changes and the SaaS met their expectations, as there was no longer a need 
to have some of the previous infrastructure, such as dedicated servers and networking 
infrastructure. 
Change in an organisation’s Infrastructure has two dimensions. The first is a direct 
consequence of SaaS adoption. This dimension has been discussed and illustrated above. 
The second dimension is to consider the concept as motivation to move the entire 
organisation to cloud services. The motivation is that when moving to the cloud the IT 
related infrastructures are reduced. So, the organisations gain immediate benefits by 
reducing the financial costs associated with infrastructure procurements and 
maintenances. Moreover, it removes the burden of maintaining the Infrastructure and all 
associated issues. Therefore, the concept change in the Infrastructure can be considered 
as a motivator to move to the cloud and at the same time as a desired consequence. 
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R9-01 “They want to get rid of their current Infrastructure and its overhead costs. 
Furthermore, they want to reduce the overall cost”. 
Also, due to the scalability, which is one of the cloud’s features the organisation can cope 
with seasonal loads and demands of their services by increasing the capacity of their SaaS 
instantly. So, there is no need to expand or invest more in their current infrastructure. 
R3-01 “It was impossible to rent many servers just to test our applications on a 
distributed environment. However, in the cloud, we could simulate real life 
scenarios by testing on as many servers as we needed. This helped us to mitigate 
risks and shortened the number of testing steps”. 
 Changes in Capital Investment 
These are the changes of the IT department’s needs in terms of capital investment. This 
also includes the change of ownership of the software and resources after adopting SaaS. 
This construct is intertwined with the previous two constructs (change in Implementation 
and changes in IT Infrastructure). 
Before the cloud, the need for the upfront capital investment was a must. Businesses could 
not start without solutions to use. The solutions needed to be purchased in order for them 
to be used. However, before purchasing the solution the business needed to prepare and 
setup enough infrastructure, which was not cheap. In addition, the need for human 
resources to implement the solution and deploy it in the infrastructure and then maintain 
it added to the overall upfront costs. 
R4-01 “Capital investment is no longer a need, as long as you do not need to 
purchase hardware or software licenses. You simply pay as you use”. 
On the other hand, the concept of CC has minimised the need for upfront capital 
investment. The delivery method of the cloud, which is based on a subscription pricing 
model makes it easier to start a business with no or minimum upfront capital. The change 
also relates to change in implementation as the business does not need to invest in expert 
human resources to implement and deploy the new solution. Similarly, the change in the 
IT infrastructure liberates the business from the need to purchase expensive infrastructure 
to install the new solution. 
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R2-01 “Specifically talking about IT again: reduced costs of ownership, reduced 
human resources, overheads—I guess these are the main two factors we 
considered”. 
All the interviewees showed similar impressions regarding capital Investment and 
ownership changes. They also reported changes in licensing and ownership requirements, 
which differ from the old in-house models. 
R7-01 “Cost of ownership also became better. For use of the cloud, we do not 
need a big IT team to handle the application. SAP is always the back-support 
team”. 
Participants reported that there was a huge change regarding the need for capital 
investment. With SaaS, there is no longer a need to invest largely in technological 
Infrastructure. The subscription model of SaaS helps SMEs to cope with rapid changes in 
technology and ES. This change has a huge positive impact on the organisation’s 
intentions to move to cloud services. All these changes—whether in the need for capital 
investment or in IT infrastructure—directly contribute to overall Cost reduction.  
R5-01 “By moving to cloud services, we saved up to 70% of our total annual costs. 
This saving helped us to leap forward rapidly compared to other competitors who 
rely on in-house technology. We managed to hire exceptional and high talented 
people and diverted the funds to our core business”. 
4.3 Organisational Transformation 
Organisational transformation represents potential business transformations that may 
happen within the organisation after they have adopted SaaS. After a period, they realise 
that due to new functionalities now available to them, they can transform their business 
Structures and Processes. The transformation is mostly driven and influenced by the 
initial consequences as they are a trigger of change. Therefore, the degree of the 
transformations is dependent on the level of diffusion of the system among the 
organisation’s personnel and departments. So, the more the organisations embrace the 
cloud, the more they need to change their business Processes, Structure and roles. The 
cloud itself does not bring the change with it, it is the services that they use that bring the 
change. 
   132 
 Change in Organisational Process 
These are the changes or transformations that occur to the organisation’s processes 
because of SaaS adoption. Introducing SaaS solutions within organisations helps to 
enhance and improve their processes. SaaS services offer a wide range of solutions 
targeting organisation such as ERP, CRM and other collaborative solutions. 
Implementing these solutions can change and improve the entire business process. These 
changes can be an entirely new change on processes (i.e. presenting completely new 
processes to deal with certain tasks). Or, it can come in the form of replacing old processes 
with improved ones.  
However, it is not always the case that the organisations experience a radical or obvious 
change in their processes. Sometimes, the change simply occurs in work activities and 
not the process itself. To illustrate, work activity in this context refers to the ways of 
handling the processes. In other words, changes in work activities might be reducing the 
steps needed to accomplish the process. Furthermore, change might be in the form of 
switching paper-based processes to electronic forms. Systematising processes, well-
defined procedures and steps to follow and criteria to comply with are also considered 
changes in work activities rather than a change in the process itself. Participants reported 
huge and desired changes in their organisational processes after adopting SaaS-based 
services. 
R5-02“Previously, some tasks had to go through multiple systems to be 
accomplished, which cost us time and effort. Now, we can handle them quickly 
with ease. For example, in the old process if we received 5-6 new users, we had 
to prepare their account and set up the environment then we had to check 
everything was correctly set up to make instances on our directory. This process 
was time and effort consuming. It took about 70% of the process just to setup an 
account. Now, this 70% is gone and everything now is a wizard through the 
application. The remaining 30% is to support the incubatees and to monitor the 
systems. We are now focusing on our main mission, which is serving the 
incubatees and controlling and developing our environment and network”. 
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 Change in Organisational Structure 
This refers to changes or transformations that occur to the businesses’ organisational 
structure or management structure. The change in the businesses’ organisational structure 
refers to physical changes in the business. This change affects the business organisational 
structure by adding or terminating departments or units. This change may occur due to 
shifts in duties from one department or unit to another or simply because of the change in 
the processes, which was discussed earlier.  
On the other hand, the change in the business’s management structure refers to the 
reformation of responsibilities and the workflow within the business (i.e. who reports to 
whom and who is responsible for whom). 
SaaS solutions help to enhance overall efficiency by optimising businesses’ processes. 
Also, it can contribute to the businesses’ efficiency by helping them to change their 
organisational structure based on the best practises in the industry. This will help the 
business to assist the departments properly, so they can decide whether to initiate or 
terminate departments or to merge them. Similarly, it helps businesses to distribute the 
work and duties efficiently among the departments, apply policies and boundaries and 
define responsibilities more clearly. 
These changes in the business’s organisational structure and in management structure are 
basically due to the changes that occur in the processes. This relationship will be 
discussed in the relationship section thoroughly.  
According to the interviewees, implementing SaaS solutions within the organisation, 
along with the SaaS provider’s technical and consulting support, helped to change their 
business’ Organisational Structure. 
R10-02 “It has helped us to become a flatter organisation. For example, we used 
to have a product manager and a sales reps and they were reporting to what we 
call the segment manager who also had an area manager to report to, and then 
we had a division manager. Now, we have only the division, segment and product 
managers. We used to have 21 division managers in the organisation, now we 
only have three”.  
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As mentioned previously, these changes can lead to changes in the businesses’ 
management structure (e.g. expand, reduce or shift on department’s duties to other 
department/departments or simply to cancel the entire department). 
R6-01 “We no longer need some departments such as maintenance and 
installation; we removed these teams and shifted some of their employees to other 
departments where needed”. 
 Change in IT Role 
These are changes or transformations that occur to the organisation’s IT department roles 
and responsibilities as a result of the adoption of SaaS-based solutions. From the IT 
department’s participants’ point of view, the cloud is a disruptive technology. However, 
it is not just disruptive technology-wise but is also a game changer that disrupts the IT 
department’s job requirements, responsibilities and roles. 
R1-01 “We told our IT staff: you are going to be more flexible, more valuable and 
your responsibilities and roles will be to supervise and envision the quality of 
services and how to deliver the services effectively”. 
The IT department is considered as a key business enabler in the business value chain. 
The IT department’s main goal is to support business processes. Therefore, any change 
or changes that occur within the IT department’s role and responsibilities will certainly 
affect the way the IT department operates. Consequently, the IT department is going to 
operate differently when adopting SaaS services.  
Although the changes in operations are not because of the adoption itself, it is because of 
the changes that are brought to the organisation’s processes. The changes in processes 
affect the IT department’s role and responsibilities, which in turn affects how the IT 
department operates based on their new role. 
 R7-01 “Our job is to mainly rollout new processes, enhance the existing 
processes, implement the new features that come from the cloud and to give new 
ideas to SAP to build their strategy and vision”. 
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4.4 Optimisation Consequences  
Optimisation Consequences are the second round of changes that are caused by and occur 
after the initial consequences and the organisational transformations. As with 
organisation transformations, the consequences here, also depend on the degree of 
adoption and transformation that occurs in the organisation. These types of consequences 
are primarily a result of organisational transformations but are also influenced somewhat 
by the initial consequences. 
 Top Management Involvement 
Top Management Involvement refers to how an organisation’s top and mid-level 
management and decision-makers monitor and are involved with lower-level 
management and employees. SaaS-based services bring significant advantages with 
it, one of which is business engagement. With SaaS solutions, management can get 
more real-time updates.  
R9-01 “They improved transparency for management to look at what is going on 
the ground. That is very valuable to us”. 
This will privilege higher management with more visibility over their department and 
staff and allow them to engage as necessary. Management and managers now can see 
the work in real-time and can identify the problems whereas previously they would 
wait for the report and could not take immediate action due to a lack of information. 
R10-02 “Good. Why? Because they feel that they have support now. If they fail to 
promote the products to the account, they do not have to explain much they just 
need to ask for help from their managers, so their managers cannot blame them 
any more about why they did not inform them. They have support in terms of 
immediate engagement from other departments”. 
However, it also could cause negative effects on the daily activities of employees. 
Although it could be a process improvement, it might be considered as surveillance by 
the employees. The exposure of the employees’ activities to their superiors might lead to 
undesirable interference. The exposure might put more negative pressure on the 
employees, which might lead to negative outcomes. 
   136 
R10-02“Salesmen are not free agents to do what they want without any visibility 
anymore. They are very much part of a machine and need to comply with a process 
that fits with CRM. So, their activities will change, their responsibilities will be 
better defined, and the responsibilities will extend in a formal way into planning 
and reporting in a way that we did on an ad-hoc basis in the past”. 
R10-01“Huge changes, People who do nothing are now exposed. Some reps cover 
their target by securing just one or two accounts with high budgets! Now we ask 
them to work and secure more accounts, not just to cover their target. We 
discovered some reps that are knowledgeable, so we offered them better places 
based on their capabilities. So, in brief, it allows us to segregate our staff based 
on their performance”. 
R10-03 “The CRM will allow the sales director to have a lot more visibility into 
the activities of this salesman and much more control over those activities. 
Previously, the sales director just did not know what his guys were up to, he could 
only see the orders that they had put into the system”. 
 Business Flexibility 
Business Flexibility represents the ability of the business to change, adapt and respond to 
the continuous changes in both an organisations’ environment and in market changes, 
promptly and as needed.  
The internal environment in the organisation is about the organisation’s structure, 
resources, culture and strategies. SaaS-based solutions help facilitate changes in terms of 
organisational structure as discussed previously. Also, SaaS-based solutions help the 
organisation to utilise its resources and gives them the ability to scale up or down based 
on the organisation’s needs. The utilisation of resources helps the organisation to cope 
with the high demand seasonality of its services with no extra costs. Furthermore, the 
SaaS-based solution gives the organisation the ability to define its processes properly, 
which will be reflected in the organisation’s strategies. 
R3-01 “Part of the success that we reached half a million students is attributed to 
the use of cloud computing. Without it, we would have been out of business due to 
the costs of the datacentres. The use of cloud computing was one of the main 
reasons why we still operate and thrive” 
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In addition, enterprise grade SaaS-based solutions (e.g. CRM, ERP) contribute heavily to 
Business Flexibility in the organisation’s external environment settings. Economic and 
market changes are the main issues that organisations struggle to predict in order to be 
prepared. SaaS-based solutions bring many features, such as forecasting and data analysis 
tools. Features that support SMEs to cope with economic and market changes. Also, 
SaaS-based solutions equip them with the latest technology in the market, so SMEs can 
take advantage of this advancement.  
Giving the organisation the ability to perform time consuming complex processes with 
ease is a huge advantage for organisations. Furthermore, SaaS-based solutions aid SMEs 
to comply with public policy and regulation (e.g. encryption, ISO standards and national 
regulations). Most of the SaaS providers provide high quality and standardised services 
that comply with regulations and the latest requirements in the industry.  
R9-01 “CRM, then, allows us to run a more professional organisation in terms of 
managing the resources in the business”. 
Therefore, the adoption of SaaS-based solutions can give organisations the ability and 
flexibility when dealing with their internal environment and staff. Flexibility to change 
or alter processes and to utilise resources. Also, it gives the organisation the capacity to 
respond to changes in its external environment (market competition) and react 
accordingly. The reaction might be an expansion or a shrinking in the organisation’s 
operation. So, SaaS-based solutions equip SMEs with capabilities to change and react 
rapidly to respond to market changes with no extra Cost.  
Based on the interviews, SaaS-based solutions were considered as business enablers in 
terms of helping business to be adaptive to their internal and external environments.  
R3-01“After adopting Cloud Services, the benefits were huge for the 
organisation, the expansion was fast. Last semester we accommodated 30,000 
users in only 2 weeks smoothly and without any problem” 
R7-01 “we were having some experience that some managers were traveling 
outside the country, and we need to approve some orders some service requires, 
so previously we have to dedicate someone in behalf of them, now the manager 
can approve order anytime anywhere everything in the application all of the time 
right” 
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R10-03 “It also presumably allows distributed activity to be done more efficiently 
than if we installed Salesforce on our own servers. What we like about this is that 
because it is being used by people on the move, they can get the full benefits of 
CRM wherever they are”. 
 Focus on Core Business 
Focus on Core Business is the ability of the organisation to dedicate most of the time and 
resources towards its primary business operation. This dedication is to improve the 
organisation’s activity, enhance and maintain a strong position among competitors. When 
adopting SaaS, one of the major benefits is the ability of the organisation to delegate many 
of the supporting services to the SaaS provider. Delegating such services, allows the 
organisation to dedicate its resources to serve the business’s needs. 
 R2-01 “So, the cloud helps us not to worry about backups, not to worry about 
disasters, not to worry about people who manage the systems; not to worry about 
the current infrastructure we have”. 
Also, there is no need to waste time and money on IT related procurements and hiring. 
Furthermore, applying SaaS-based solutions allow SMEs to easily eliminate system 
downtimes and other related problems. Thus, reverting supporting and fixing efforts in 
order to focus more on business operations. 
R1-01 “Our staff now are available and dedicated to serving the users more than 
ever [….] we focus and determine all our time to serve our users and to develop. 
Why? Because the system maintains itself, we do not have to worry about 
downtimes or sudden problems”. 
R5-01 “The process is to support the incubatees and to monitor the systems. We 
are now focusing on our main mission, which is serving the incubatees and to 
control and develop our environment and network”. 
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 Workforce Optimisation 
Companies can reduce the number of employees or shift their duties to other departments. 
The adoption of SaaS-based solutions can change the organisation’s hiring needs. Also, 
it may cause some changes in the job descriptions within the organisation. Thus, the result 
of this change can vary depending on the need. It could cause duties to shift from one 
team to another or be transferred to another department. Some employees who are no 
longer needed may simply be laid off.  
These optimisations in the workforce are due to initial changes in the organisation’s 
processes and organisational structure. For instance, when the organisation restructures 
departments there will be shifting in duties, which can lead to moving, transferring or 
service termination. This optimisation will help the organisation to respond quickly and 
flexibly to the rapid change in the market. 
R6-02 “Of course, the staff numbers are going to be reduced especially system 
admin and infrastructure staff”. 
SaaS-based services contribute to workforce optimisation in two ways, directly and 
indirectly. The direct way is the obvious and most common one. The direct way is because 
of the automation and/or the replacement of human resources. For instance, when 
adopting SaaS services, technical support is no longer a need for the organisation. The 
indirect impact of SaaS services impacts on the workforce is through helping the 
organisations to best define their processes. The changes in processes helps the 
organisation to utilise its resources. 
R6-01“There are some employees that have already shifted to other departments 
and some have become consultants. We might also shift some of our programmers 
to support services to benefit from their experience”. 
Also, it helps the organisation to reshape and reform its organisational structure. As a 
result, most of the organisations find themselves in a situation that requires them to take 
action to utilise their human resources. Therefore, SaaS adoption helps the organisations 
to optimise their human resources either directly or indirectly. 
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 Employee Productivity 
Employee Productivity is the amount of work that the employees can do efficiently in a 
certain timeframe. SaaS services adoption is associated with an increase in Employee 
Productivity. Adopting SaaS solutions provide areas in the organisation with cost-
effective systems, which help to boost the productivity of staff and departments. For 
SMEs, it was hard to implement an integrated system for the organisations’ departments. 
Thus, the productivity was obstructed by the system capabilities. In contrast, SaaS 
solutions help to overcome this issue and facilitate the integration and communication 
within departments. 
R5-02 “Also, shared folders become easier to access. Like the finance or HR 
department can get access anytime anywhere and download or edit the files. This 
increases our productivity and gives us some space and work freedom”.  
4.5 Chapter Summary 
This chapter introduced the post-adoption consequences of SaaS services framework that 
was developed from analysing the interviews of 16 SaaS services practitioners. Then the 
chapter discussed the post-adoption consequences of SaaS services stages and also 
discussed in depth the foundation elements for each stage. 
The three stages that have been identified are: 
• Initial Consequences consisting of 
o System Availability 
o System Performance 
o Dependency 
o Security 
o Support 
o Change in IT infrastructure 
o Change in Implementation 
o Change in Capital Investment 
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• Organisational Transformation consisting of 
o Change in Business Processes 
o Change in Organisational Structure 
o Change in IT Department Role 
• Optimisation Consequences consisting of 
o Top Management Involvement 
o Business Flexibility 
o Focus on Core Business 
o Workforce Optimisation 
o Productivity 
Chapter 5 then investigates the relationships among the constructs of the Conceptual 
Framework of Post-Adoption Consequences. It will explore the relationships between the 
constructs of the initial consequences stage, the relationships between the constructs of 
the organisational transformation stage and also the relationships between the constructs 
of the Optimisation Consequences stage. 
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 Model Relationships 
This Chapter consists of three sections that investigates the relationships among the 
constructs of the Conceptual Framework of Post-Adoption Consequences of SaaS. The 
relationships investigated by using grounded theory analysis techniques i.e. Axial coding. 
Axial coding makes links between categories and their characteristics (causes, conditions, 
and consequences) (Mills et al., 2006). Furthermore, using memos and cross-concept 
matrix queries (generated by Atlas.ti), the researcher was able to examine the 
relationships among the concepts (Appendix H). 
The framework emerged from this study was entirely a result of the grounded theory 
analysis and does not derive from the literature review. Concepts from the literature 
review are enfolded in to the overall analysis in Chapters 7 and 8. The first section is 
regarding the relationships that identified between the constructs within the Initial 
Consequences stage. The second section is regarding the relationships that identified 
between the constructs within the Organisational Transformation stage. Then the 
constructs relationships of Optimisation Consequences stage were discussed. Lastly, the 
conclusion is presented in the chapter summary.  
5.1 Initial Consequences  
This section investigates the relationships among the constructs of the Initial 
Consequences stage. In the Initial Consequences stage there are seven relationships that 
has been identified between the constructs. The relationships are discussed below,  
Figure 5-1 depicts the relationship among the constructs of Initial Consequences stage. 
 
Figure 5-1 Initial Consequences Relationship 
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 System Performance Increases System Availability 
The System Availability of the service or the solution has a direct relationship with the 
System Performance of the organisation’s overall system. System Availability has been 
defined as the ability to access the solution and to perform business operations anytime 
and anywhere and that the solution will work as required and when required. The concept 
of System Availability has three separate aspects, and all three affected by the System 
Performance in different ways. 
These three aspects together represent the concept of System Availability. To simplify 
and clarify the relationship between System Performance and System Availability, a 
breakdown of the System Availability concept and an illustration of how each aspect 
impacted by System Performance will be presented. 
In order for the system to be available, it must be reliable, accessible and mobile. A 
reliable solution must be functional and running all the time and it must also work as 
required with minimum or no faults. If the solution is not reliable enough, it could cause 
downtime and thus, decrease the System Availability. By improving reliability that 
maintained by System Performance, the result will be an increase in the System 
Availability.  
R5-01 “Before the cloud, we used to experience no less than four major 
downtimes a year. Ever since we changed to the cloud services a year and a half 
ago, we have not faced any downtime problems in our systems”. 
However, being reliable is not enough to be available; the system has to be reachable in 
order to use it. Accessibility refers to the ability to reach the solution across different 
platforms (e.g. personal computer, mobile or tablet). This facilitates access through 
different platforms without restricting it to one. Thus, System Performance plays a critical 
role in the system being reachable across different platforms which in turn contributes to 
the increase in System Availability. 
R10-02 “After moving to the cloud, I can use my mobile phone on the weekend 
and see the progress of my reps. So, I do not have to wait for the reps form other 
regions to send their forms to review or to have a look at. I only need my mobile 
phone anywhere at any time to check whether they are doing well or not”. 
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Finally, mobility represents the ability to reach and use the system anywhere on a number 
of supported devices. By having these features, one can exploit the full availability of the 
system and can perform whatever task that is needed at any given time no matter where 
the user is. The role of System Performance is to ensure that the system will perform as 
required regardless of the user location. Therefore, mobility is important to System 
Availability along with reliability and accessibility.  
R7-01 “You do not need your own network. I can connect from any place and at 
any time. I just need a smart device either an iPad or a mobile”. 
R10-01 “The first motivation for us was the mobility, any device can have access 
to the system you don’t need certain machines or devices to work with it. For 
example, if the salesman goes to a medical centre and sees a doctor to introduce 
a new product. He can use his smart phone to enter all the inputs and check with 
the supply chain if the sample is in stock or not”. 
 Support enhances System Availability: 
Support enhances system Availability by improving reliability, accessibility and mobility. 
By providing technical Support, the CSP can maintain the solution’s reliability. This 
means that the CSP carries the burden of making sure that the system is running and 
functional. The CSP can also contribute to System Availability through enhancing 
accessibility and mobility by introducing a cross-platform version of the solution. 
Providing these types of support will help to maintain the solution’s System Availability. 
Furthermore, support can be technical or operational. However, the type of support is 
determined by the SLA between the parties. 
R2-01 “My core business is manufacturing, so why should I bother myself with 
all these headache-causing services and go through this hassle? What I need and 
want is that all my services are running, and I do not care who is managing and 
doing that”. 
Additionally, Support provides users with useful tools and advice to tackle challenges, 
such as setting accounts up properly and assigning privileges accordingly. As well as, 
providing advice regarding load balancing, the inner network of the organisation and 
educating personnel on how to use the solution. Providing such support, the organisation 
can improve its system availability. 
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R5-01 “I cannot hire support like the one Microsoft offers, to maintain my system 
and to maintain my availability”. 
 Support increases System Performance: 
Support will have a positive effect on the organisation and increases System performance. 
If the organisation’s CSP is able to supply high quality support, this is going to enhance 
the organisation’s System Performance and its overall processes. Regarding support, 
there are some ways in which the CSP can increase the organisation’s system 
performance.  
First, the CSP can improve the solution through continual updates to equip the solution 
with the most recent technology and apply best practice procedures. Second, the support 
also needs to fix any technical issues promptly. As a result, updating and fixing technical 
issues are important to increase the system’s performance. Thus, the CSP’s support is 
essential to the solution’s performance. 
R1-01 “The main feature with this cloud solution is that it offers something new 
every once in a while, you just need to subscribe, and you get all the features and 
support. Previously, we had to sign separate contracts, for example, if we wanted 
to update from Exchange 2010 to let us say 2013, we had to go the same route as 
buying it new”. 
Updates augments System Performance: 
Updates are a type of support provided by the CSP, which helps the solution to maintain 
and improve its performance. Updates include providing new features to the solution and 
augmenting it with the best practise services and functions in the market. Hence, support 
is important for the increase in System Performance.  
R11-01 “Every three months they will have an upgrade for the solution, with this 
upgrade, you are getting new features, new enhancements.”. 
Also, good support will constantly enhance the solution’s functionality, which leads to an 
increase in the solution’s performance. 
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R1-01 “Every day we have something new from Microsoft. For example, we were 
suffering from spam emails and one day Microsoft offered a new feature called 
Inbox Clutter! How can we manage to provide all these features with our own 
email service? How can we conduct our own R&D? We simply focus on our 
business and Microsoft takes care of the other stuff”. 
Technical Support maintain System Performance: 
Another aspect of Support is technical support. This type of support helps the organisation 
to focus more on their business. Technical support is usually concerned with the current 
status of the solution—fixing the emergence of technical issues and keeping up with the 
organisations’ technical inquiries. It is also about providing organisations with 
instructions so that they are able to solve problems that they may face. Furthermore, by 
giving the CSP full control over the solution’s technical issues, this will help the CSP to 
apply best practise support, which will maintain the solution’s performance.  
R7-01“Any issue that appears after this upgrade, you just need to test if the issue 
is still there. Anyway, solving issues is not our problem it is their duty”. 
 Support accelerates Change in IT Infrastructure: 
The amount of support that the organisation gets from their SaaS provider is important 
because it determines how much the IT infrastructure is going to change. The more 
support provided the more changes will be required. 
R10-01 “With the cloud, you don’t need your technical infrastructure at all”. 
Small and medium enterprises usually face difficulties acquiring high technology and 
trained human resources. Lacking the ability to have proper IT infrastructure is one of the 
main reasons that lead SMEs to the cloud. SaaS providers offer reliable and scalable IT 
infrastructure that is far more advanced than those owned by the SMEs. Thus, with all the 
provided support, it is likely to encourage them to migrate completely or at least mostly 
to the cloud.  
R2-01 “The cloud helps us not to worry about backups, not to worry about 
disasters, not to worry about who will manage the systems; not to worry about the 
current structure—the current infrastructure we have. The cloud helps us to use 
its services—and pay only for those services”. 
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R5-02 “Our plan is to expand and have incubators all around the country. Now, 
we do not need to invest in our IT infrastructure. Everything is controlled by cloud 
provider”. 
 Change in Implementation Reduces IT Infrastructure: 
The concept behind SaaS is about using a solution, which is not installed on users’ 
machines. This concept changes the traditional method of implementing new systems. 
Previously, in-house system implementation needed to go through long implementation 
cycles. Traditional implementation cycles required more hardware, software and human 
resources. Furthermore, implementation required sufficient IT infrastructure to test and 
rollout the new system. 
In contrast, the SaaS model does not need to have large IT infrastructure to implement or 
rollout new systems or features. The SaaS providers offer advanced and scalable IT 
infrastructure that is highly beneficial for SMEs.  
R10-01“The main thing that we found in the cloud is that it has changed our 
method of implementation. A pre-configured system allows us to use it 
instantaneously, we just need to activate/deactivate some of the functions, and we 
are in”. 
Therefore, implementing a new solution only needs internet connectivity and a service 
subscription. Consequently, the new implementation approach is completely different 
from the legacies. More importantly, it reduces the IT infrastructure within an 
organisation.  
 Changes in IT Infrastructure increase System Performance: 
In the context of SMEs, this has to do with the organisations’ ability to acquire the best 
IT infrastructure. For most SMEs, this acquirement is near impossible for them to 
implement, given their limited resources and capabilities. IT infrastructure capabilities 
affect system performance positively and increase it.  
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R7-01 “That is because the data is increasing and the infrastructure of an in-
house application, which is not cloud-based, needs to have multiple servers, 
multiple connections, multiple data pushes and incoming data. This type of data 
push really affects the whole application performance in a bad way and at the 
same time it creates a lot of data inconsistency” 
Software-as-a-Service providers provide scalable and sophisticated IT infrastructure to 
handle their clients’ needs. So, SMEs could benefit from this positively. Thus, changes 
in IT infrastructure affect System Performance positively. 
R2-01 “If I want to upgrade our system it will be a headache and time consuming. 
Many things have to be done starting from releasing field procedures, to having 
a test form to apply the batch management. It takes time and there are many risks, 
and there are no guarantees that it will succeed the first time. If the test fails, you 
have to roll back to the previous version. However, now with our cloud solution, 
all this is behind us and our system is running smoothly”. 
 Changes in IT infrastructure reduce Capital Investment  
Changes in IT infrastructure have an effect on capital investment. This relationship can 
be described as causality when IT infrastructure has reduced, the changes in the need for 
the capital investment follows and vice versa. If the organisation needs to build new IT 
infrastructure or acquire new hardware to expand its current one it needs to invest. The 
amount of monetary Investment will depend on the amount of change that is required. 
R7-01 “Cost of ownership also somehow becomes better, we do not need a big IT 
team to handle the application. SAP is the support team”. 
However, in the context of SaaS, SME organisations not only reduce their IT 
infrastructure but also tend not to invest largely in their IT infrastructure. These changes 
have an effect on their monetary investment. As stated earlier, there is no need to invest 
in or run large and sophisticated IT infrastructure to test and deploy the new system.  
R2-01 “For example, when we first realised that we had to have two nodes of 
Exchange servers to act as the main and backup servers in case of failure, which 
was common. Including all the hassles that come with it: disaster management, 
batch management, exchange lines…we did not have the budget to do all of this”. 
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Additionally, with the SaaS-based solution pre-installed on the CSP servers, the 
solution’s ownership changes. The organisations no longer own the solution, they just 
have the right to access and use it based on a subscription pricing model. Therefore, they 
are not responsible for its maintenance, which costs money. 
Hence, it can be concluded that any reduction in the SMEs’ IT infrastructure will lead to 
a further reduction in their capital investment.  
R2-01 “If we do a little math, we have no choice but to move to the cloud. 
Otherwise, we have to spend a lot of money on our infrastructure to get the same 
services and availability that SaaS provides us with for a fraction of the cost”. 
5.2 Organisational Transformation 
This section investigates the relationships among the constructs within the Organisational 
Transformation stage. In the Organisational Transformation stage there are two 
relationships that identified between the constructs. The relationships are discussed 
below, Figure 5-2 depicts the relationship among the constructs of Organisational 
Transformation stage. 
 
Figure 5-2 Organisational Transformation Relationships 
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 Organisation Processes influence Organisational Structure 
SaaS-based services offer a wide range of solutions targeting organisations, such as ERP, 
CRM and other collaborative solutions. Introducing SaaS-based solutions in an 
organisation brings changes or transformations to the organisation’s processes. These 
changes can come in the form of introducing completely new processes or improving the 
current ones.  
Thus, changes in the organisation’s processes influence changes in the organisation’s 
departments and management structure. These changes can be actual changes—adding or 
terminating departments or sections—or they can be a reformation of the organisation’s 
departments, such as shifting responsibilities and/or employees from department to 
another. 
The changes in the reporting hierarchy and data flow are also considered as a change in 
the organisation’s managerial structure, which is influenced by the changes in the 
Organisation Processes. Hence, the influence of the Organisation Processes on the 
Organisation Structure can be viewed as the following: 
Change in Employees’ Activities: 
The usage of a SaaS solution can change the way in which employees perform their 
activities. This change can affect the way the employees perform a certain task or a set of 
tasks. Implementing a SaaS solution can help simplify and/or reduce the steps associated 
with the tasks. 
R10-03 “The solution has reduced the number of steps taken to complete tasks. It 
makes the process more efficient and removes the need for additional resources 
and handover. It should reduce the error rate because there is no converting of, 
in this case, orders from the manual version into an electronic version. There is 
only one step. But it does not change the process itself, fundamentally”. 
The changes in employees’ activities encourage the organisation to adjust its departments 
to adapt to the change brought by the solution. Also, the solution enables the organisation 
to take advantage of the change so that work becomes more efficient.  
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R6-01 “We no longer need some departments such as maintenance and 
installation; we terminated these departments and shifted some of their employees 
to other departments as needed”. 
Change in the business’ organisational Structure: 
Changes in an Organisation Processes helps the organisation to automate more processes 
and adjust other processes. Adding or removing a process is not an easy task for the 
organisation to do. However, organisations sometimes find themselves in a situation in 
which it must take action to keep up with the changes. Furthermore, adding, removing or 
altering processes require changes in the organisational structure to maximise the benefits 
from the reformation. 
R8-01 “Back office administration used to have a team to collect data on data 
entry, balance, and auditing. In the past, we had to double check the errors 
because we did not trust this department completely. Now, this department is shut 
down. Why? Because everything is live now and anyone from the head office can 
generate the needed reports”. 
These changes can lead the organisation to restructure the organisational units. Thus, 
Changes in the Organisation Processes influence Changes in the Business Organisation 
Structure.  
Changes in the organisation data flow: 
As discussed previously, changes in the Organisation Processes influence changes in the 
Organisation Structure. However, the changes in the Organisation Processes do not 
necessarily lead the organisation to restructure its organisational units. Rather, it can 
affect the way the organisation deals with data flow and how to handle the processes. This 
involves changes in the departments’ duties and shifting responsibilities from one to 
another.  
R9-01 “It is real-time. So, the structuring of the Projects Department itself has 
streamlined a lot. What I mean by that is: previously before this application, 
people were scattered—so management did not know until it was reported 
specifically what prospective leads that we were waiting for, what is available in 
the market, what kind of projects we were waiting for. Now, all these kinds of 
information are flowing directly to management. So, it is a big leap for us”. 
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 Organisation Processes change IT Role 
Changes in an organisation Processes impact the IT department’s role and operations. 
The IT department is structured to support the entire organisation’s processes. However, 
when the organisation decides to change its processes to align with the new solution the 
IT department also needs to do change in response. So, the changes in the organisation’s 
processes lead to a restructuring of the IT department’s role and operations. 
R8-01 “The IT department must act as a business enabler and stay away from the 
complicated technical tasks”. 
IT role and responsibilities: 
Changes in an Organisation Processes affect the IT department’s role and responsibilities. 
As the IT department’s role and responsibilities are set based on the needs of the 
organisation, it has to change when the organisation’s needs change. The IT department’s 
role and responsibilities shift from being technical to be more strategic. In other words, 
from technical support to business enabler. 
R6-02 “Today, all our time is dedicated to our clients. The systems maintain 
themselves, so we do not need to monitor the system for degradation, slowness, 
disconnection and failures”. 
 After adopting a SaaS-based solution the IT department has fewer responsibilities and 
control over the solution. Therefore, its role changes from maintaining and developing 
the system to dedicating more time to support the organisation’s operation. 
 R7-01 “The IT department has less responsibility after they go live. Previously, 
the IT department was there and was a must. We were the implementers; we were 
the guys who did the Implementation. But now, we feel that there is less 
responsibility”. 
IT operations: 
The IT department operates based on its role and responsibilities. When these roles and 
responsibilities have changed, the way the IT department operates must change to cope 
with the new changes. 
   153 
R7-01 “As the IT team, our jobs include the rollout of new processes, enhancing 
the existing processes, implementing the new features that come from the cloud 
and giving new ideas to SAP to build their strategy vision”. 
This will make the IT department operate differently by adding or eliminating some 
operations. For instance, maintaining the IT infrastructure, batch management, and 
security threat operations are no longer needed. Instead, the IT department cooperates 
with the SaaS provider and reports the problem.  
R2-01 “The cloud helps us not to worry about backups, not to worry about 
disasters, not to worry about who will manage the systems; not to worry about the 
current structure—the current infrastructure we have. The cloud helps us to use 
its services—and pay only for those services”. 
5.3 Optimisation Consequences: 
This section investigates the relationships among the constructs within the Optimisation 
Consequences stage. In the Optimisation Consequences stage there are six relationships 
that identified between the constructs. The relationships are discussed below, Figure 5-3 
depicts the relationship among the constructs of Optimisation Consequences stage. 
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 Business Flexibility increases Top Management Involvement: 
The Optimisation Consequences are many and are depicted in Figure 5-3. Business 
Flexibility brought by SaaS-based solution increases Top Management Involvement. The 
SaaS-based solution improves an organisation’s processes. Also, it enables the 
organisation to be more collaborative, which means more flexibility. Likewise, Business 
Flexibility gives the organisation the ability to improve itself and/or to respond to changes 
in the industry more effectively  
R9-01 “Half of the information was lost meanwhile. Then, there was another of 
level of VPs—VP sales for projects the manager was getting about 25% of the 
actual ground information. The big issue was missing information—incomplete 
information. The effect was the loss of business. Now, after implementation, 
salesmen carry the application on their mobile devices captures the information 
automatically and it is on the sales manager’s desktop or on his mobile device”. 
Moreover, Business Flexibility gives the managers and decision-makers visibility over 
their employees’ activities. With visibility managers and decision-makers have the ability 
to interact and cooperate with the other departments in the organisation. So, Business 
Flexibility will increase the ability of management to engage and interact with employees 
and other departments in the organisation. 
R10-01 “CRM allows the sales director to have a lot more visibility into the 
activities of the salesmen and much more control over those activities. Previously, 
the sales director did not know what his guys were up to, he could only see the 
orders after they had put them into the system”. 
 Business Flexibility facilitates Focus on Core Business 
Business Flexibility, which is increased by the SaaS-based solution has an impact on the 
organisation’s capability to focus on its core business. Focus on Core Business is the 
dedication of most of the organisation’s time and resources to serve its primary goal. 
Outsourcing Infrastructure and delegating other unnecessary supporting functions will 
contribute and lead the organisation to dedicate more time and resources towards the 
business’s main operations. 
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R3-01 “Our costs were reduced significantly, now we have more time to focus on 
our core business. We no longer have a lot of resources to manage”. 
R5-01 “Our staff is available and dedicated to serving the users more than ever 
[….] we focus and determine all our time to serve our users and to develop. Why? 
Because the system maintains itself, we do not have to worry about downtimes or 
sudden problems”. 
Consequently, it will help the organisation to improve its Focus on Core Business. Also, 
by focusing on its core business the organisation will maintain a robust competitive 
advantage. So, based on the discussion it is clear that business Flexibility facilitates the 
way of the organisation to Focus on its Core Business. 
R2-01 “Our main job here as IT in our pharmaceutical company is to manage 
manufacturing, compliance manufacturing machine [….] 70% is dedicated to the 
manufacturing and the rest to our other services”. 
 Business Flexibility boosts Employee Productivity: 
Business Flexibility boosts Employee Productivity. Becoming a more flexible 
organisation empowers employees. The empowerment comes from the ability of the 
employees to reach and utilise data and information. A flexible organisation can easily 
provide its employees with all the necessary information to accomplish their tasks. 
R10-02 “It empowers the salesman himself by giving him the information at his 
fingertips to quickly make the appropriate sale to the customer that he is 
responsible for”. 
Providing all necessary information in real-time gives the employees the ability to 
perform better and carry out more tasks efficiently. Thus, Business Flexibility increases 
Employee Productivity. 
R1-01 “Previously a task had to pass through multiple systems and move from 
one team to another to be accomplished. Now it is one click away”.  
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 Top Management Involvement enhances Employee 
Productivity: 
Top Management Involvement allows managers and decision-makers to have greater 
visibility over the organisation and employee’s operations. This visibility gives the 
organisation’s management the ability to enhance and improve their employees’ 
Productivity.  
R10-02“For example, if one rep sends or writes in his report that he needs 
somebody to help him in the marketing team I just ask somebody to accompany 
him. Sometimes I do it myself in my spare time. I go to the CRM and choose one 
of my reps and inform him that I will join him on his next visit to be with him and 
to assist him if needed”. 
Tracking employees’ activities and providing real-time Support and assessments will help 
the employees to fulfil their goals efficiently. Thus, Top Management Involvement 
enhances Employee Productivity. 
R10-01“Huge changes, people who do nothing are now exposed. Some reps cover 
their target by securing just one or two accounts with high budgets! Now we ask 
them to work and secure more accounts, not just to cover their target. We 
discovered some reps that are knowledgeable, so we offered them better places 
based on their capabilities. So, in brief, it allows us to segregate our staff based 
on their performance”. 
R9-01 “Most of the solutions allow much better understanding from the sales 
manager of what the salesman is actually up to in terms of the activities he is 
engaged in during the day, the activities he has planned for the week ahead, down 
to the orders that he has in hand, the prospects that he has in his funnel that he 
thinks he can close”. 
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 Focus on Core Business improves Employee Productivity: 
It has been found that most SMEs cannot afford to have enterprise grade solutions to help 
their business. Similarly, they struggle to maintain and keep their in-house system running 
efficiently all the time. However, after the adoption of SaaS, the organisation does need 
to be concerned about maintaining and running the solution and can focus on its core 
operations. As well, employees do not have to suffer downtimes or face technical 
problems that hinder their work. Instead of spending too much time and effort on 
supporting operations, focus on the core business will help the organisation utilise its 
human resources effectively. 
R2-01 “My core business is manufacturing, so why should I bother myself with 
all these headache-causing services and go through this hassle? What I need and 
want is that all my services are running, and I do not care who is managing and 
doing that”. 
Releasing staff from doing unnecessary jobs will be reflected in their productivity as they 
will have more time to concentrate and perform their jobs. Furthermore, releasing the 
organisation from unnecessary burdens and focusing on its core competences can 
contribute to the overall productivity of the organisation. However, the overall 
improvement in the organisation’s productivity cannot be reached unless employee 
productivity is improved. 
R1-01 “Our staff is now available and dedicated to serving the users more than 
ever. Previously, when contacting one of our staff members to report that someone 
had a problem either with a personal computer or a network, the usual reply was 
‘we have bigger issues let us solve those then we will see’. It was true we were 
scattered and damaged, our priority was to keep the system running. Now, we 
focus and determine all our time to serve our users”. 
Hence, allowing the organisation to Focus on its Core Business will contribute to 
improving Employee Productivity. 
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 Focus on Core Business affects Workforce Optimisation: 
Focusing on the core business allows the organisation to enhance and improve its 
workforce. This relationship has two aspects—one is to lay-off employees the other is to 
shift the duties. The organisations have more employees than they should due to the 
adoption of SaaS. After migrating to SaaS, organisations realise that they do not need to 
maintain their systems or IT infrastructure. Of course, this change will cause surpluses of 
labour, which will lead to either laying-off employees or shifting their tasks and duties. 
To elaborate more this optimisation is divided into two major aspects and will be 
discussed below. 
Laying-off employees: 
The SaaS-based solution helps the organisation to focus on its core business. This is due 
to the fact that the organisation outsources its supporting and unnecessary functions. The 
move or migration to SaaS will help the organisation to get rid of its current IT 
infrastructure or most of it. Furthermore, the migration will minimise the responsible 
department’s roles. Similarly, it will minimise the importance of the responsible 
department’s staff. 
R6-01 “We will be getting rid of our data centres, we will be getting rid of most 
of our IT support staff”.  
Moving to cloud and focusing on the core business will result in the organisation having 
more employees than required. It needs fewer employees to maintain its IT resources 
compared to legacy systems. In this case, the organisations tend to keep less staff and lay-
off the rest as there is no need for them.  
R10-02 “What I can say is that we do not need them anymore, the CRM take lots 
of the work, so we do not need as many workers to get the job done. It is like, for 
example, as though you were using paper to send and receive emails and getting 
a guy to deliver them! You do not need this job”. 
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Shifting employees’ tasks: 
The other way that Workforce Optimisation works is shifting employee’s duties to other 
sections or departments. Shifting employees’ duties can give the organisation the ability 
to utilise their employees’ experience where needed. This shifting of duties might be due 
to organisational unit closure or creation. Additionally, allowing the organisation to focus 
more on its core operations gives it the ability to shift its employees’ duties easily. 
Therefore, focusing on the core business helps the organisation to optimise its workforce. 
R6-02 “We shifted our programmers’ duties to customer support. The most that 
will suffer are installation technicians as there is no need for them. Training is 
conducted through the internet portal instead of visiting and training on-
premises; it will be like an academy”. 
5.4 Chapter Summary 
This Chapter introduced the relationships among the constructs of the Conceptual 
Framework of Post-Adoption Consequences of SaaS. The first section explored the 
relationships among the constructs of the Initial Consequences stage. In the Initial 
Consequences stage there are seven relationships that have been identified between the 
constructs (See  
Figure 5-1). 
The second section explored the relationships among the constructs within the 
Organisational Transformation stage. In the Organisational Transformation stage there 
were two relationships identified between the constructs (See Figure 5-2).  
Then the relationships among the constructs within the Optimisation Consequences stage 
were explored. In the Optimisation Consequences stage there are six relationships that 
identified between the constructs (See Figure 5-3). 
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 Quantitative Findings 
As described in the research method chapter, this study sought to explore the post-
adoption consequences of SaaS services on SMEs in depth by deploying a mixed method 
approach. The first approach of the study, the qualitative design was conducted and 
discussed in previous chapters (Chapter 4 & Chapter 5). 
This chapter discuss the second approach of this study, the quantitative design. The 
chapter present the survey development, journey and procedures. It also, present the 
findings from the survey analysis and discuss them. 
 
Figure 6-1 A Conceptual Framework of Post-Adoption Consequences of SaaS 
The main purpose of the survey is to test and examine the concepts presented in (Figure 
6-1). It aims to examine the timing of occurrence of the consequences and whether the 
survey supports the importance of the concepts. It is important to note that the survey 
does attempt to validate the relationships between consequences found in the qualitative 
model via the use of correlations, it doesn’t try to identify any causal relationships 
between the consequences 
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6.1 Identification of Survey Questions 
The first step proposed is that the researcher has to defined exactly what to include or 
exclude from the domain of the construct Churchill (1979). It the determination of the 
what the researcher wants to exactly measure. The researcher has to specify and be clear 
about what to include and exclude in the measure (DeVellis 2016). The second step is to 
choose items that reflect the previously defined construct purpose. The selected items 
should reflect the targeted construct (DeVellis 2016). Churchill (1979) stated that “those 
techniques that are typically productive in exploratory research, including literature 
searches, experience surveys, and insight- stimulating examples, are generally productive 
here”. The early stage of the item generating process is to develop a set of items that 
captures each of the dimensions of the measured construct. Also, because the original list 
is going to be refined to produce final measures, the researcher needs to add more items 
and be over inclusive. Moreover, the more items added to the item pool the researcher 
can choose the most appropriate items to measure the scale (Churchill 1979; DeVellis 
2016). 
In addition, the researcher cannot use all of the items that collected in the item pool. He 
or she can only use a sample of them that are perceived to have a high correlation with 
the true score. The selection of the items that are going to be used in the construct from 
the characterising of the good and bad items.  
A good item is clear and unambiguous. In contrast, items that confuse the respondent 
must be removed. Lengthy and difficult to read items should also be removed along with 
ambiguous pronoun reference and using adjective form instead of noun form. Further, the 
most important type of items that the researcher should avoid is the so called double 
barrelled item. These are items that have two or more ideas embedded within them, so 
endorsement of the item imply endorsement to both ideas and vice versa (DeVellis 2016). 
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6.2  Pre-testing of the Questionnaire 
As described in the research method chapter regarding pre-testing the questionnaire  (See 
Section 3.5.2), After receiving the comments from the expert panel, many questions were 
eliminated from the collected questions pool and other were reworded based on the 
suggestions of the panel in order to improve the questions clarity and the measures. Table 
6-1 shows the used items. 
After that, a pilot study was conducted and to imitate the field situation and to assess the 
reliability of the constructs. It was clear that the survey structure and overall design did 
not attract many comments and the constructs reliability was fine to launch the survey.  
Table 6-1 Item Used in the Survey for Each Construct 
Item Measures 
System Availability 
• Our SaaS provider has acceptable availability (Rashidi and 
Movahhedinia,2012) 
• Our SaaS provider maintains availability even if one server or 
datacentre went down (Rashidi and Movahhedinia,2012) 
• I can access the SaaS application anytime (Interviews) 
• I can access the SaaS application anywhere (Interview) 
System Performance 
• The new SaaS solution is faster compared to the old solution 
• We experience slower response times from our SaaS solution 
• The new SaaS solution’s performance is more stable compared 
to the old one (Davidson, 2000) 
• Overall, by adopting SaaS solutions, the quality of system 
services has been improved (Davidson, 2000) 
Support 
• The SaaS solution and other related apps are updated regularly 
(rolling upgrades) 
• Our SaaS provider offers in-house and/or online training for the 
new cloud-based solution 
• Our SaaS provider regularly analyses SaaS usage and offers 
ways to optimise operations 
• The SaaS provider responds to our requests very quickly 
• Our organisation is satisfied with the level of support that the 
SaaS provider offers 
Security 
• Our organisation trusts the SaaS provider (Interview) 
• Our organisation has experienced data breaches in our SaaS 
application 
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• In our organisation, it's important to know where the SaaS 
provider stores our data (Rashidi and Movahhedinia,2012) 
• Our SaaS provider stores our data in places which are consistent 
with our organisation’s data privacy and security requirements 
(Rashidi and Movahhedinia,2012) 
Dependency 
• It is easy to change the SaaS provider for our organisation 
• Our organisation’s is heavily dependent on our SaaS provide 
• The adoption of SaaS application means our company has lost 
know-how that will be required to remain competitive in future 
markets 
• Adopting SaaS solutions allows our company to reduce vendor 
lock-in 
• If we ended our organisation’s SaaS subscription, our 
organisation can retrieve all our data easily (Rashidi and 
Movahhedinia,2012) 
Change in IT 
Infrastructure 
• Our organisation needs fewer infrastructure resources to operate 
our IT related solutions 
• After SaaS adoption, our organisation’s IT infrastructure has 
change 
• In our organisation, we don’t need huge or large and 
sophisticated IT infrastructure for the SaaS solution 
• The new SaaS solution can easily be added to, modified, or 
removed from the existing IT infrastructure with very few 
problems (Chung et al, 2005) 
Change in System 
Implementation 
• Implementing a new solution is easier with SaaS 
• Adopting SaaS solutions allows our organisation quicker 
implementation for the solution 
• A SaaS provider is able to deliver solutions services in shorter 
release cycles than our organisation can 
Capital Investment 
• SaaS based solutions are cost-effective compared to other 
solutions 
• Adopting an in-house solution need more investment than 
adopting a SaaS solution 
• In-house solutions are more cost effective in the long term 
(Karem et al.,2007) 
• Our organization's level of capital investment in IT is still high 
since adopting the SaaS application (Chung et al, 2005) 
Change in 
Organisational Processes 
• SaaS adoption simplifies our processes (Karim et al., 2007, 
Bouckenooghe et al., 2009 
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• The SaaS solution has improved work processes (Karim et al., 
2007, Bouckenooghe et al., 2009, Davidson, 2000) 
• The operational processes become more formally documented 
as a result of the SaaS adoption (Stratman and Roth, 2002) 
• Our business process design is driven by the SaaS solution 
(Stratman and Roth, 2002) 
• Changes had to be done to some processes (e.g. Administration, 
Finance, Marketing, IT) to align it with the new SaaS solution 
(Karim et al., 2007, Terziovski et al., 2003) 
• SaaS has had no impact on our organisation’s business process. 
Change in 
Organisational 
Structure 
• In our organisation, the actual organisation structure has 
changed since the adoption of SaaS 
• SaaS adoption made our organisation flatter 
• SaaS adoption led to terminating one or more departments/teams 
• SaaS adoption led to creating one or more departments/teams 
• SaaS adoption has caused changes in the flow of departments’ 
data (Stratman and Roth, 2002) 
Change in IT Roel 
• The use of standard SaaS solution has removed IT as a 
competitive advantage (Fink and Neumann, 2009) 
• After adopting the SaaS solution, our IT department plans have 
been redesigned to be aligned with the new solution (Terry 
Anthony Byrd, 2000, Stratman and Roth, 2002, Davidson, 2000) 
• IT role and responsibilities have been changed since SaaS 
adoption 
• Since SaaS adoption, the IT department has less control over the 
solution 
• Since SaaS adoption, the IT department has less technical 
responsibilities 
Top Management 
Involvement 
• After SaaS adoption, higher management has been more 
involved in operational activities (Karim et al., 2007, 
Bouckenooghe et al., 2009, Stratman and Roth, 2002) 
• After SaaS adoption, our employees have had more support and 
help from their managers (Stratman and Roth, 2002) 
• After SaaS adoption, Employees feel that the managers and 
upper management are watching and surveilling them 
• After SaaS adoption, Involvement from higher management has 
been considered more productive by the employees 
Bouckenooghe et al., 2009, Hung, 2006) 
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• After SaaS adoption, top management more actively 
communicates to employees on how best to manage core 
processes (Bouckenooghe et al., 2009) 
Business Flexibility 
• SaaS solution makes the organisation more flexible (Karim et 
al., 2007) 
• SaaS solution makes the organisation become more competitive 
(Stratman and Roth, 2002) 
• Our organisation can respond to change quicker since adopting 
the SaaS solution (Karim et al., 2007, Chung et al., 2005) 
• After adoption of SaaS-based solutions our company has lost its 
ability to react flexibly to changes in the market (Stratman and 
Roth, 2002) 
• SaaS adoption makes it easier to coordinate and share data and 
information among departments (Terry Anthony Byrd, 2000) 
Focus in Core Business 
• The SaaS solution makes our organisation dedicates its 
resources to its core business 
• Adopting SaaS solution has been a good way to foster the 
company's concentration on its core competencies 
• By adopting SaaS solution, our company can concentrate better 
on putting its strategies into action 
• The SaaS solution has provided new functionalities that help our 
organisation to improve its core business 
Workforce optimisation 
• Our organisation has reduced staff numbers due to SaaS 
adoption (Terziovski et al., 2003) 
• There were shifts in the staff positions among our organisation’s 
departments as a result of adopting SaaS (Stratman and Roth, 
2002) 
• Our organisation needs to hire more skilled staff to operate the 
new SaaS solution (Stratman and Roth, 2002) 
• Since adopting SaaS, Our IT personnel have the ability to work 
more cooperatively in a project team environment (Terry 
Anthony Byrd, 2000, Chung et al., 2005) 
Employee Productivity 
• After adopting SaaS, employees can accomplish more tasks per 
day 
• SaaS adoption has hindered collaborating among employees 
• After adopting SaaS, the time of completing a task has been 
increased 
• SaaS adoption make it easier to communicate with team 
members and other teams (Bouckenooghe et al., 2009) 
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• After SaaS adoption, the employees’ productivity has been 
increased (Stratman and Roth, 2002) 
Cost 
• Implementing SaaS has lowered our cost of operation (Karim et 
al., 2007, Davidson, 2000) 
• Our company has become better in reducing the staff costs after 
adopting the SaaS solution 
• Our company has increased capital expenditure since adopting 
the SaaS application 
 
6.3 Reliability 
Reliability is an important factor when developing scales. Reliability is referring to the 
amount of variance linked to the latent variable true score. Also, it refers to the 
repeatability, stability or consistency of items. There are different methods to measure the 
reliability, e.g. Internal consistency, test-retest. Internal consistency is about the 
homogeneity of items in the scale (Hair, 2010). 
Internal consistency is determined by calculating two indicators; Cronbach’s alpha 
coefficient and item-total correlation (Jack & Clarke 1998). Also, it measures a construct 
through a variety of items within the same instrumentation. If the scores from each of the 
items correspond highly with each other, then the construct can be said to demonstrate 
acceptable reliability (Straub et al. 2004). To test the construct reliability, Cronbach’s 
alpha is commonly used. The closer the Cronbach’s alpha value is to 1.00, the greater the 
reliability of the item in the survey instrument (Hair et al. 2010). According to Churchill 
(1979), Cronbach’s alpha coefficient is the basic test to determine reliability. 
Furthermore, Churchill (1979) stated that “Coefficient alpha absolutely should be the first 
measure one calculates to assess the quality of the instrument. It is pregnant with meaning 
because the square root of coefficient alpha is the estimated correlation of the k-item test 
with errorless true scores”.  
The coefficient has to be high otherwise it indicates that the items are contouring 
negatively on the reliability. Also, low alpha coefficient implies that the items fail to 
capture the measured construct. So, the poorly performed items need to be removed and 
to develop new items. Cronbach’s alpha is preferred to be greater than 0.70 for a 
developing tool and 0.80 for a more established tool (Bryman & Cramer 1997).  
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The total-item correlation indicates if a single item is reliable in representing the 
construct. The low correlation between items indicates that the items do not represent the 
same construct (Straub et al. 2004). The correlation should be high and if the correlation 
value is less than 0.3 that indicates that the corresponding item does not correlate very 
well with the scale overall and therefore maybe dropped (Hair et al. 2010).  
For this study, the item-total correlations and Cronbach’s alpha were both calculated for 
each construct. In the next part it shows tables of each construct which consist of; the 
item-total correlation coefficients, the Cronbach’s alpha if item deleted and the 
Cronbach’s alpha of the constructs. The item-total correlation cut-off value is 0.3 unless 
it effects the Cronbach’s alpha coefficient negatively or effects other item-total 
correlation among the construct’s items. This indicates that each item has strong internal 
consistency with other construct’s items. The Cronbach’s alpha values of the constructs 
are all greater than 0.7 except for one construct which is VEST (need for capital 
Investment). However, VEST construct Cronbach’s alpha is 0.595 which almost reaches 
the threshold of 0.6 for exploratory constructs (Nunnally 1978). 
Table 6-2 Items Reliability, Cronbach Alpha Scores 
Item Alpha  
System Availability .909 
System Performance .909 
Support .885 
Security .718 
Dependency .757 
Change in IT Infrastructure .874 
Change in Implementation .926 
Change in Capital Investment .612 
Change in Organisational Processes .764 
Change in Organisational Structure .900 
Change in IT Role 727 
Top Management Involvement .812 
Business Flexibility .907 
Focus on Core Business .828 
Workforce Optimisation .723 
Employee Productivity .714 
Cost .748 
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 System Availability Construct Reliability 
The table shows the item-total correlation of each item in the System Availability scale 
(AVA). It also shows that the construct’s alpha which is 0.903 and as seen from Table 
6-3, there is no item will increase the construct alpha if one item deleted. For this construct 
the alpha exceeds the threshold of 0.7 and the item-total correlations are above 0.250 
which indicate high correlation and reliability. Therefore, there is no need to eliminate 
items from the construct  
Table 6-3 System Availability Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
AVA1 .840 .855 
. 903 
PERF1 .795 .890 
.909 
AVA2 .690 .909 - - - 
AVA3 .855 .850 PERF3 .808 .879 
AVA4 .759 .885 PERF4 .854 .840 
 System Performance Construct Reliability 
System Performance construct (PERF) has total of four items that are represent the scale. 
one item (PERF2R) has affected the alpha and the not correlated very well with the other 
items within the scale (See Table 6-4). The item correlation score is 0.163 which is way 
below the threshold of 0.3 and it implies that the item may not measure the scale properly, 
so the item was dropped from the scale which also led to increase in the construct alpha. 
Table 6-4 System Performance Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
PERF1 .722 .639 
. 766 
PERF1 .795 .890 
.909 
PERF2R .288 .909 - - - 
PERF3 .676 .660 PERF3 .808 .879 
PERF4 .754 .623 PERF4 .854 .840 
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 Support Construct Reliability 
Support construct (SUPP) has five items in the scale. Although the construct has high 
alpha score of 0.77, one item (SUPP2) has affected the alpha and the not correlated very 
well with the other items within the scale (See Table 6-5). The item correlation score is 
0.163 which is way below the threshold of 0.3 and it implies that the item may not 
measure the scale properly, so the item was dropped from the scale which also led to 
increase in the construct alpha.  
Table 6-5 Support Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
SUPP1 .668 .698 
. 774 
SUPP1 .677 .879 
.885 
SUPP2 .163 .885 - - - 
SUPP3 .699 .678 SUPP3 .814 .828 
SUPP4 .670 .700 SUPP4 .715 .866 
SUPP5 .730 .671 SUPP5 .806 .830 
 Security Construct Reliability 
The Security construct (SEC) has originally 4 items. From the original state of the 
construct it is obvious that the item SEC2 has affected the overall construct correlation 
and reliability (See Table 6-6). Adhering to the rule, the elimination of item SEC2 will 
increase the overall alpha from 0.577 to 0.718. Also, the item SEC2 correlate poorly with 
other items in the scale with item-total correlation of 0.137. Therefore, to increase the 
scale correlation and reliability item SEC2 has been dropped. From Table 6-6 it shows 
the before and after dropping statistics. 
Table 6-6 Security Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
SEC1 .379 .502 
. 577 
SEC1 .600 .573 
.718 
SEC2 .137 .718 - - - 
SEC3 .532 .350 SEC3 .424 .801 
SEC4 .494 .412 SEC4 .629 .521 
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 Dependency Construct Reliability 
Although Dependency Construct (DEP) originally had five items which represent the 
scale, the scale needed to be refined in order to increase its correlation among its items as 
they poorly correlated. For both items DEP2 and DEP5 their item-total correlation is 
below 0.2 which affects the overall alpha score of the scale (See Table 6-7). After 
dropping the items (DEP2, DEP5) the item-total correlation and the construct alpha have 
increased from 0.620 to 0.757. 
Table 6-7 Dependency Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
DEP1 .490 .507 
. 620 
DEP1 .582 .690 
.757 
DEP2 .183 .643 - - - 
DEP3 .419 .542 DEP3 .515 .755 
DEP4 .590 .427 DEP4 .689 .488 
DEP5 .199 .641 - - - 
 Change in Implementation Construct Reliability 
Change in Implementation construct (IMPL) has only 3 items within the scale. Similar to 
the Change in IT Infrastructure (INFR) construct, all the items in the scale shows very 
high item-total correlation and high alpha coefficient 0.92 which implies high internal 
consistency. Therefore, there is no item dropped in the scale (See Table 6-8). 
Table 6-8 Change in Implementation Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
IMPL1 .872 .873 
. 926 
   
 IMPL2 .891 .857    
IMPL3 .787 .941    
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 Change in IT Infrastructure Construct Reliability 
Change in IT Infrastructure construct (INFR) has four items in the scale. All the four 
items have very high item-total correlation which implies that the items measure the same 
underlying characteristics of the scale. Also, the construct alpha coefficient is high 
scoring 0.874 for this construct (INFR) so no item was dropped (See Table 6-9). 
Table 6-9 Change in IT Infrastructure Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
INFR1 .780 .820 
. 874 
   
 INFR2 .740 .836    
INFR3 .819 .804    
 Change in Capital Investment Construct Reliability 
Change in Capital Investment construct (VEST) has a total of four items that are represent 
the construct. One item (VEST1) has affected the alpha and the not correlated very well 
with the other items within the scale (See Table 6-10). The item correlation score is 0.239 
which is below the threshold of 0.3 and it implies that the item may not measure the scale 
properly, so the item was dropped from the scale which also led to increase in the 
construct alpha (Table 6-10). 
Table 6-10 Capital Investment Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
VEST1 .239 .612 
. 595 
- - - 
.612 
VEST2 .398 .514 VEST2 .142 .815 
VEST3 .385 .524 VEST3 .561 .278 
VEST4 .509 .404 VEST4 .624 .164 
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 Change in Organisational Processes Construct Reliability 
The Change in Organisational Processes construct (PRCC) has a total of six items. All 
items in the scale are highly correlated as shown in the table and the alpha coefficient is 
also high 0.764 (See Table 6-11). It indicates that all items are consistent, and suit 
measure the same scale. Therefore, no item dropped from the scale as they are all meet 
the criteria. 
Table 6-11 Change in Organisational Processes Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
PRCC1 .689 .704 
. 764 
   
 
PRCC2 .570 .728    
PRCC3 .593 .709    
PRCC4 .610 .705    
PRCC5 .484 .736    
PRCC6 .325 .797     
 Change in Organisational Structure Construct Reliability 
Change in the Organisational Structure construct (STRC) has five items and similar to 
change in IT Infrastructure (INFRA) and Implementation (IMPL) constructs the (STRC) 
has high correlated items almost above 0.7 and with a very high alpha coefficient scoring 
0.9 (See Table 6-12). the high correlations and alpha implies that there is no need to 
change anything regarding the scale’s internal consistency.  
 
Table 6-12 Change Structure Organisational Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
STRC1 .693 .893 
. 900 
   
 
STRC2 .781 .872    
STRC3 .824 .862    
STRC4 .795 .868    
STRC5 .693 .892    
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 Change in IT Role Construct Reliability 
Change in IT Role construct (ITR) has total four construct and similar to the previous one 
it has no issues with the items-total correlations and the construct alpha. It can be easily 
noticed that item (ITR1) has least correlation with other items and if deleted will increase 
the alpha from 0.727 to 0.771. However, the item exceeds both thresholds of the item-
total correlation score .303 and construct alpha already above 0.7 (See Table 6-13), 
therefore, the decision was made to keep the item.  
Table 6-13 Change in IT Role Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
ITR1 .303 .771 
. 727 
   
 
ITR2 .602 .648    
ITR3 .594 .654    
ITR4 .405 .713    
ITR5 .655 .606    
 Top Management Involvement Construct Reliability 
Top Management Involvement (TOPM) has highly correlated items. Similar to the 
previous construct (ITR) there is one item which is (TOPM4) has the least correlation 
with other items and it will increase the alpha from 0.812 to 0.870 (See Table 6-14). 
Although, the item-total correlation for (TOPM4) might be the lowest among other 
scoring only 0.339, still it exceeds the determinant of 0.3 and supported by high scale 
alpha which does not need to be increase further. Therefore, there is no need to drop the 
item. 
Table 6-14 Top management Involvement Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
TOPM1 .751 .730 
. 812 
   
 
TOPM2 .782 .720    
TOPM3 .495 .805    
TOPM4 .339 .870    
TOPM5 .744 .737    
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 Business Flexibility Construct Reliability 
Business Flexibility construct has five items one of which is a reversed item. The 
construct’s item-total correlations are high except for one item (FLEX4R). The item 
(FLEX4R) is the fourth item in the scale and the letter R indicate that the item is a reversed 
item. The item (FLEX4R) has low correlation with other items within the construct and 
also affects the coefficient alpha which only scored 0.57. As obvious from the table (See 
Table 6-15), by dropping (FLEX4R) the coefficient alpha increased to 0.907 and the item-
total correlation is also increased between the remaining items. Therefore, dropping the 
item (FLEX4R) result in increase in both item-total correlation and the coefficient alpha 
which lead to more internal consistency.  
Table 6-15 Business Flexibility Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
FLEX1 .639 .363 
. 574 
FLEX1 .836 .863 
. 907 
FLEX2 .649 .350 FLEX2 .809 .873 
FLEX3 .664 .332 FLEX3 .831 .865 
FLEX4R .216 .907 - - - 
FLEX5 .566 .429 FLEX5 .698 .911 
 Focus on Core Business Construct Reliability 
The Focus on Core Business construct (CORE) has four items and all the items in the 
scale are highly correlated as shown in the table and the alpha coefficient is also high 
0.828 (See Table 6-16). It indicates that all items are consistent, and suit measure the 
same scale. Therefore, no item dropped from the scale as they are all meet the criteria 
Table 6-16 Focus on Core Business Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
CORE1 .662 .781 
.828 
   
 
CORE2 .711 .764    
CORE3 .579 .857    
CORE4 .777 .744    
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 Workforce Optimisation Construct Reliability 
Workforce Optimisation construct (OPT) has four items in the scale. The scale has low 
alpha score that barely exceed the alpha threshold by scoring only 0.602. From the table 
(See Table 6-17) it can be seen that one item (OPT3) has affected the alpha and the not 
correlated very well with the other items within the scale. The item correlation score is 
0.184 which is way below the threshold of 0.3 and it implies that the item may not 
measure the scale properly, so the item was dropped from the scale which also led to an 
increase in the construct’s alpha. After dropping the item (OPT3) both item-total 
correlation and the coefficient alpha has increased, and the alpha scored 0.723, which lead 
to more internal consistency (See Table 6-17).  
Table 6-17 Workforce Optimisation Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
OPT1 .438 .486 
.602 
OPT1 .614 .550 
.723 
OPT2 .536 .420 OPT2 .566 .606 
OPT3 .184 .723 - - - 
OPT4 .489 .487 OPT4 .484 .710 
 Employee Productivity Construct Reliability 
Employee Productivity construct (PRDC) has five items in the scale two of which are 
reversed item (PRDC2R and PRDC3R). All five items have high item-total correlation 
which implies that the items measure the same underlying characteristics of the construct. 
Also, the construct alpha coefficient is high scoring 0.714 (See Table 6-18). Therefore, in 
this construct (PRDC) no item was dropped. 
Table 6-18 Employee Productivity Construct Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
PRDC1 .430 .689 
.714 
   
 
PRDC2R .546 .643    
PRDC3R .554 .638    
PRDC4 .477 .677    
PRDC5 .479 .670    
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 Cost Impact Construct Reliability 
Cost construct (COST) has three items in the scale. The correlation between the items is 
very poor. However, when removing one item (COST3) from the scale, the correlation 
increased dramatically along with the coefficient alpha which raised from 0.335 to 0.748 
and the correlation boost to 0.623 coming from 0.234, therefore COST3 was dropped to 
increase the internal consistency of the scale. 
Table 6-19 Cost Reliability 
Before After 
Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha Item Item-Total Correlation 
Alpha if 
Item 
Deleted 
Alpha 
COST1 .465 -.107 
.335 
COST1 .623 . 
.748 COST2 .234 .171 COST2 .623 . 
COST3 .020 .748    
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6.4 Descriptive Analysis of Constructs 
The sample included N = 83 participants who gave consent to participate in the study. 
Most of participants were males, and most of the sample was between 26 and 45 years 
old. More than a half of the sample had a graduate or a postgraduate degree. Participants 
varied in years of experience, with a few of them having more than 20 years of experience. 
The sample included staff, middle level managers, directors (senior management), 
partners or owners, and very few executives (Table 1). 
Table 6-20 Distributions of demographic variables gender, age, education, experience, and position 
Variable Level Frequency Percent (%) 
Gender 
Male 70 84.3 
Female 13 15.7 
Age 
18 – 25 12 14.5 
26 – 35 38 45.8 
36 – 45 22 26.5 
46 – 55 6 7.2 
56 – 64 2 2.4 
> 65 3 3.6 
Highest education 
High School Graduate 7 8.4 
Diploma 8 9.6 
Graduate (BA) 35 42.2 
Postgraduate 30 36.1 
Other 3 3.6 
Experience (years) 
1 - 3 11 13.3 
4 - 6 20 24.1 
7 - 10 21 25.3 
11 - 20 24 28.9 
21 - 30 6 7.2 
> 30 1 1.2 
Position 
Staff 33 39.8 
Manager - Middle Level 24 28.9 
Director - Senior Management 11 13.3 
Executive 2 2.4 
Partner or Owner 13 15.7 
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Regarding the SaaS usage (Table 2), one in three participants had been using it between 
three and four years. The most used solution types among the sample were ERP 
(Enterprise Resources Planning), and CRM (Customer Relationship Management), as 
well as HRM (Human Resources Management) and Marketing. 
Table 6-21. Sample distribution by SaaS usage and solution type 
Variable Level Frequency Percent (%) 
SaaS usage (years) 
< 1 year 13 15.7 
1 - 2 years 14 16.9 
3 - 4 years 29 34.9 
5 - 6 years 17 20.5 
More than 6 years 10 12.0 
SaaS solution type 
ERP (Enterprise Resources Planning) 15 18.1 
CRM (Customer Relationship Management) 15 18.1 
HRM (Human Resources Management) 9 10.8 
SCM (Supply Chain Management) 5 6.0 
Accounting 7 8.4 
Project management 5 6.0 
E-Commerce 4 4.8 
Payments 1 1.2 
Marketing 9 10.8 
Virtualization 3 3.6 
Content Management 1 1.2 
Maps drawing 1 1.2 
Office productivity 4 4.8 
Transportation 1 1.2 
All 1 1.2 
Other 1 1.2 
Not applicable 1 1.2 
This section discusses the descriptive analysis of the constructs and showed frequencies 
of the constructs and their mean, median and mode. 
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 System Availability Construct Frequency 
 
Figure 6-2 System Availability Construct Frequency 
Table 6-22 System Availability Construct Mean, Median and Mode 
Mean Median Mode 
1.99 1.75 1.00 
The central tendency measures of the System Availability construct suggest that the 
distribution of the data was right-skewed, as the mean was higher than the median, and 
the median was higher than the mode. The mean of 2.00 suggests that participants mostly 
agreed with the System Availability items, and that most of the scores and the answers 
were distributed around 2 = Agree. However, the median, was slightly lower, and equal 
to 1.75. As the median is a measure of central tendency less sensitive to extreme values 
than the mean, it can be concluded that there were more scores that were lower than 2.00, 
than those that were higher, and that those higher were more extreme, and hence affected 
the mean. The mode of 1.00 means that the most frequent score was equal to 1.00, and 
hence the most frequent answer given by the participants was 1 = Strongly Agree. Overall, 
the survey found that an increase in System Availability was a positive consequence of 
SaaS adoption. 
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 System Performance Construct Frequency 
 
Figure 6-3 System Performance Construct Frequency 
Table 6-23 System Performance Construct Mean, Median and Mode 
Mean Median Mode 
2.12 2.00 1.00 
System Performance construct had a right-skewed distribution. Specifically, the mean of 
the scores was equal to 2.12, suggesting that on average participants agreed with the 
Performance factor. The median of 2.00 was a little lower than the mean. Based on that, 
the mean was affected by a few extreme values higher than 2.00, although most of the 
scores were lower. Finally, the mode of 1.00 shows that, in fact, most of the sample had 
the lowest possible average scores on the Performance scale, and hence that the most 
frequent answer to the items of the Performance scale was 1 = Strongly Agree. Overall, 
participants mostly had very positive scores on the Performance factor. Overall, the 
survey found that an increase in System Performance was a positive consequence of SaaS 
adoption. 
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 Support Construct Frequency 
 
Figure 6-4 Support Construct Frequency 
Table 6-24 Support Construct Mean, Median and Mode 
Mean Median Mode 
2.44 2.00 2.00 
Based on the central tendency measures analysis, the Support construct was right-skewed, 
with the mean higher than the median and mode. Specifically, the mean value was equal 
to 2.45, suggesting that on average participants agreed to somewhat agreed with the 
Support scale items. However, the median of 2.00, reveals that the average participant 
averagely agreed with the Support factor as a whole, although it does not say anything 
about the specific scores on each item separately, except that their average value tended 
to be close around 2 = agree. Moreover, the most frequent average Support construct 
value amongst the participants was equal to 2.00. Based on this, it can be concluded that 
despite most of the participants on average agreed with the Support factor, the mean was 
affected by the extreme scores, and hence a bit higher than 2.00. Overall, the survey found 
that an increase in Support was a positive consequence of SaaS adoption. 
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 Security Construct Frequency 
 
Figure 6-5 Security Construct Frequency 
Table 6-25 Security Construct Mean, Median and Mode 
Mean Median Mode 
2.30 2.00 2.00 
Based on the central tendency measures analysis, with the mean higher than median and 
mode, the data distribution of the Security construct was somewhat right-skewed, with 
the participants mostly agreeing with the Security items. Most of the scores were 
distributed around 2, and hence the most frequent answers of the participants to the 
Security items were around 2 = Agree. That is obvious from the mode value of 2.00, 
showing the most frequent average score amongst the sample of 83 participants, as well 
from the median of 2.00. However, the mean, as the central tendency measure, which is 
most sensitive to extreme values, was slightly higher, M = 2.30, suggesting that there 
were few very high scores that affected the average score for the whole sample, although 
most of the scores were closer to around 2.00. Overall, the survey found that an increase 
in Security was a positive consequence of SaaS adoption. 
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 Dependency Construct Frequency 
 
Figure 6-6 Dependency Construct Frequency 
Table 6-26 Dependency Construct Mean, Median and Mode 
Mean Median Mode 
4.38 4.33 6.00 
Based on the analysis of the three central tendency measures, mean, median, and mode, 
distribution of the Dependency construct of the participants is not so obvious, while in 
the context of the 7-point Likert scale it is left-skewed. The mean of the Dependency 
average scores of the sample was equal to 4.38, suggesting that on average participants 
neither agree not disagree with the overall Dependency construct. The median, was very 
close to the mean, and equal to 4.33, suggesting the same. However, it does not mean that 
most participants on average neither agreed nor disagreed with the overall Dependency 
construct. That is due to the mode of 6.00, showing the most frequent average score 
amongst the sample. In fact, most of the participants on average disagreed with the 
Dependency items in total. Still, only the analysis of each item separately for each 
participant would show if the most frequent participants’ answer to the Dependency items 
was 6 = Disagree. Overall, the survey found that a change in System Availability wasn’t 
a consequence of SaaS adoption. 
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 Change in Implementation Construct Frequency 
 
Figure 6-7 Change in Implementation Construct Frequency 
Table 6-27 Change in Implementation Construct Mean, Median and Mode 
Mean Median Mode 
2.22 2.00 1.00 
Like the other constructs analysed so far, the Change in Implementation construct was 
right-skewed as well, with the mean value as the highest, and the mode value as the lowest 
of the three observed central tendency measures. Specifically, the mean value of the 
average participants’ scores on the scale was equal to 2.22, indicating that on average the 
sample mostly agreed with the Implementation factor items. The median score was 2.00, 
meaning that the middle score of the ranked average scores of the participants was equal 
to 2.00. As the mean value was slightly higher than median, it suggests that there were 
some extreme average scores, higher than 2.00, that affected the mean. Finally, the mode 
value was equal to 1.00, which means that the most frequent average score, and hence the 
most frequent answer on the Change in Implementation scale items was 1 = Strongly 
Agree. So, despite the fact that the most frequent score was 1.00, median and mean are 
2.00 and 2.22 respectively, as they were affected by the higher, extreme scores on the 
scale. Overall, the survey found that an improvement in Changes in Implementation was 
a positive consequence of SaaS adoption. 
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 Change in IT Infrastructure Construct Frequency 
 
Figure 6-8 Change in IT Infrastructure Construct Frequency 
Table 6-28 Change in IT Infrastructure Construct Mean, Median and Mode 
Mean Median Mode 
2.35 2.00 1.75 
According to the analysis of the central tendency measures, the Change in IT 
Infrastructure construct distribution of the data was right-skewed. Out of the three 
observed values, the mean value was the highest, and equal to 2.35, showing that the 
average total scale score indicated agreement to somewhat agreement of the sample with 
the Change in IT Infrastructure factor in general. The median value, as the central of the 
ranked participants’ Change in IT Infrastructure construct, was equal to 2.00, revealing 
that the average participant agreed with the Change in IT Infrastructure construct. Finally, 
mode was the lowest of the three values, and equal to 1.75, which means that the most 
frequent score on the Change in IT Infrastructure construct amongst the sample was 1.75. 
So, as the median value is slightly affected by the extreme scores, it was a little higher, 
and as the mean value is affected by the extreme values, it was, in this case, the highest. 
Overall, the survey found that a reduction in IT Infrastructure was a positive consequence 
of SaaS adoption. 
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 Change in Capital Investment Construct Frequency 
 
Figure 6-9 Change in Capital Investment Construct Frequency 
Table 6-29 Change in Capital Investment Construct Mean, Median and Mode 
Mean Median Mode 
3.40 3.50 4.00 
As the opposite to the previous construct, based on the central tendency measures 
analysis, the Change in Capital Investment construct is close to normal and slightly left-
skewed, as the mode value is the highest, and the mean value the lowest of the three 
central tendency measures. However, in the context of the 7-point Likert scale, as the 
central tendency measures were equal to 4.00 or lower, the distribution is slightly right-
skewed. Specifically, the mean value is equal to 3.40, suggesting that on average 
participants were somewhere between Somewhat Agree with the Change in Capital 
Investment construct and Neither agree nor disagreeing with the presented statements. 
The median was 3.50, being a little higher than the mean, showing that the middle of the 
ranked scores for all 83 participants was exactly between Somewhat agree and Neither 
agree nor disagree. Finally, the measure of central tendency that is least sensitive to the 
extreme values, mode, was equal to 4.00, suggesting that most of the scores of the 
participants were around the middle point of the Likert scale for the items, 4 = Neither 
agree nor disagree. Overall, the survey found that a change in Capital Investment was not 
a consequence of SaaS adoption. 
 
   187 
 Change in Organisational Processes Construct Frequency 
 
Figure 6-10 Change in Processes Construct Frequency 
Table 6-30 Change in Processes Construct Mean, Median and Mode 
Mean Median Mode 
2.95 3.00 3.67 
With the mode higher than the median, and the mean lower than the median, the Change 
in Organisational Processes construct for this sample appeared to be slightly left-skewed. 
However, as the central tendency measures were lower than the middle point of 4.00 of 
the 7-point Likert scale, the distribution was rather right-skewed The most frequent 
average score on the scale amongst the 83 participants was equal to 3.67, which means 
that on average participants were between Somewhat Agree and Neither agree nor 
disagree with the items of the Change in Organisational Processes scale. Median was 
slightly higher, and equal to 3.00, as affected by the extreme values lower than 3.67, 
indicating the middle one of the ranked scores for all participants. Finally, the least robust 
measure of central tendency, mean, was equal to 2.95, which suggests that on average 
participants somewhat agreed with the items of the Change in Organisational Processes 
construct, as affected by the lower extreme scores, although most of the participants on 
average were closer to neither agree nor disagree with the construct. Overall, the survey 
found that a change in Organisational Processes was a moderate consequence of SaaS 
adoption. 
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 Change in Organisational Structure Construct Frequency 
 
Figure 6-11 Change in Organisational Structure Construct Frequency 
Table 6-31 Change in Organisational Structure Construct Mean, Median and Mode 
Mean Median Mode 
2.63 2.40 1.00 
The Change in Organisational Structure construct scores distribution was right-skewed, 
as the mean value was higher, and the mode value lower than the median obtained. In 
fact, most of the scores of 83 participants of the sample were equal to 1.00, due to the 
mode value of 1.00, and hence most of the answers to the items were 1 = Strongly Agree. 
However, as influenced by the values from the other side of the 7-level Likert scale, 
median and mean value were somewhat higher. The median value of 2.40 indicated that 
the central score of all the average scale scores of the participants ranked was 2.40. Less 
robust central tendency measure, mean, was equal to 2.63, for the Change in 
Organisational Structure construct. Based on this, although the most frequent answers to 
the Change in Organisational Structure construct were 1 = Strongly Agree, on average, 
the sample was mostly between 2 = Agree and 3 = Somewhat Agree on the Change in 
Organisational Structure construct. Overall, the survey found that a change in 
Organisational Structure was a consequence of SaaS adoption. 
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 Change in IT Role Construct Frequency 
 
Figure 6-12 Change in IT Role Construct Frequency 
Table 6-32 Change in IT Role Construct Mean, Median and Mode 
Mean Median Mode 
3.03 3.20 3.20 
The score distribution of the Change in IT Role construct for the sample of 83 participants 
was slightly left-skewed, based on the central tendency measures analysis, as the mean 
value was slightly lower than mode and median. The distribution of this construct was 
rather right-skewed. Specifically, the mean value of 3.03 suggested that on average 
participants somewhat agreed with the IT Role construct. The median, was slightly 
higher, and equal to 3.20, which means that the middle-ranked participant was, on 
average, between Somewhat Agree and Neither agree nor disagree with the Change in IT 
Role construct. Finally, most robust measure of central tendency, mode, was equal to the 
median value of the data distribution. So, most of the participants had the average score 
on the scale of 3.20. Based on this, it can be concluded that the mean value was slightly 
affected by the scores lower than 3.20, but still very close to the central and to the most 
frequent score. Overall, the survey found that a change in the IT Role was a consequence 
of SaaS adoption. 
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 Top Management Involvement Construct Frequency 
 
Figure 6-13 Top Management Involvement Construct Frequency 
Table 6-33 Top Management Involvement Construct Mean, Median and Mode 
Mean Median Mode 
2.88 2.80 3.40 
The Top Management Involvement construct as can be seen in Figure 6-13 was somewhat 
negatively skewed, as the mode was over half a point higher on the 7-point Likert scale 
than the mean or median. However, the mean was also a little higher than the median, so 
an accurate conclusion about the skewness of the distribution cannot be made. In fact, in 
the context of the 7-point Likert scale ranging from 1 to 7, the Top Management 
Involvement construct distribution was overall positively skewed. Specifically, the mode 
value of 3.40 indicates that most frequent average score of 83 participants indicated that 
most of the participants were between Somewhat Agree and Neither Agree nor Disagree 
with the items of the Top Management Involvement construct. However, due to the 
extreme values on the left side of the distribution, the median was lower and equal to 
2.80. Finally, the mean was equal to 2.88, indicating that on average participants were 
rather Somewhat Agree than Agree with the Top Management involvement construct. 
Overall, the survey found that an increase in Top Management Involvement was a 
consequence of SaaS adoption. 
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 Business Flexibility Construct Frequency 
 
Figure 6-14  Business Flexibility Construct Frequency 
Table 6-34 Business Flexibility Construct Mean, Median and Mode 
Mean Median Mode 
2.30 2.00 2.00 
The central tendency values of the Business Flexibility construct were somewhat right-
skewed. In fact, the most frequent average score amongst the sample, presented as the 
mode value, was equal to 2.00, which means that most of the participants on average 
agreed with the Business Flexibility construct. Besides that, the same score of 2.00 was 
the median. However, due to a few higher extreme values, the mean value was slightly 
higher than mode and median, and equal to 2.30, suggesting that, on average, participants 
were between Agree and somewhat Agree with the overall Business Flexibility construct. 
Overall, the survey found that an increase in Business Flexibility was a positive 
consequence of SaaS adoption. 
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 Focus on Core Business Construct Frequency 
 
Figure 6-15 Focus on Core Business Construct Frequency 
Table 6-35 Focus on Core Business Construct Mean, Median and Mode 
Mean Median Mode 
2.69 2.75 2.50 
In the context of 7-point Likert scale used for the items of the Focus on Core Business 
construct, the distribution of the data was right-skewed. Based on the comparison of the 
central tendency measures, an accurate conclusion about the skew cannot be made, as the 
median value is higher than both mean and mode. Specifically, the mean value of 2.69 
suggests that, on average, participants were between Agree and Somewhat Agree with 
the Focus on Core Business construct items. However, the median was slightly higher, 
and equal to 2.75, suggesting that the mean value was affected by some lower scores that 
gathered around 1.00 or 2.00. Finally, the mode was exactly between 2 = Agree and 3 = 
Somewhat Agree, being equal to 2.50. So, although the median scored 2.75, the mean 
score was somewhat higher due to some extreme higher scores, but still lower than the 
median, due to some extreme lower scores. Overall, the survey found that an increased 
Focus on Core Business was a consequence of SaaS adoption. 
 
 
 
 
   193 
 Workforce Optimisation Construct Frequency 
 
Figure 6-16 Workforce Optimisation Construct Frequency 
Table 6-36 Workforce Optimisation Construct Mean, Median and Mode 
Mean Median Mode 
2.59 2.33 2.00 
Based on the comparison of the central tendency measures, the Workforce Optimisation 
construct is positively skewed. The lowest central tendency measure was the mode of 
2.00, suggesting that most of the participants on average agreed with the Workforce 
Optimisation construct. The median was somewhat higher and equal to 2.33, indicating 
that amongst the ranked scores of all 83 participants, the central score was between 
agreeing and somewhat agreeing with the construct. Finally, the least robust central 
tendency measure, mean, was equal to 2.59, indicating the right skewness of the 
distribution. Overall, the participants mostly agreed with the Workforce Optimisation 
construct, but the mean participant rather Somewhat Agree, due to the influence of the 
values on the opposite extreme of the Likert scale. Overall, the survey found that 
Workforce Optimisation was a consequence of SaaS adoption. 
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 Employee Productivity Construct Frequency 
 
Figure 6-17 Employee Productivity Construct Frequency 
Table 6-37 Employee Productivity Construct Mean, Median and Mode 
Mean Median Mode 
2.11 2.00 2.00 
For the Employee Productivity Construct, the median and mode were equal, while the 
mean value was somewhat higher on the Employee Productivity construct. As all three 
values were around 2.00, the distribution of this scale was right-skewed. First of all, the 
mode was equal to 2.00, indicating that most of the answers gathered around 2 = Agree. 
The median, was also equal to 2.00, suggesting that the central tendency measures were 
not importantly affected by the values from the other extreme of the scale. That 
assumption is supported by the mean of 2.11, which was just slightly higher than the 
median and mode. Overall, on average and most frequently participants agreed with the 
overall Employee Productivity construct statements as a whole. Overall, the survey found 
that an increase in Employee Productivity was a consequence of SaaS adoption. 
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 Cost Construct Frequency 
 
Figure 6-18 Cost Construct Frequency 
Table 6-38 Cost Construct Mean, Median and Mode 
Mean Median Mode 
2.18 2.00 1.00 
Based on the analysis of the central tendency measures obtained for the Cost construct, 
as well as in the context of the 7-point Likert scale, the distribution skewed. Specifically, 
the mode was equal to 1.00, and hence the most frequent answer to the items was 1 = 
Strongly Agree. So, most of the participants Strongly Agree with the Cost construct as 
indicated by the scale. As the central tendency measure less robust to the extreme values, 
the median was one whole point higher, and equal to 2.00. So, the modal participant, on 
average Agree with the construct items. Finally, the mean value was somewhat higher 
than the median, and equal to 2.18. In conclusion, on average participants Agree with the 
Cost construct, due to some higher scores, however, most of the participants Agree or 
strongly Agree with the Cost construct. Overall, the survey found that a decrease in Cost 
was a strong consequence of SaaS adoption. 
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6.5 Items Correlation 
This section explores the correlation among the items of each of the consequences stage. 
Then it explores the total item correlation which examine the correlations across the 
stages. 
 Initial Consequences Correlation table 
Within the Initial Consequences table (See Table 6-39) there is first eight subscales: 
System Availability (AVA), System Performance (PERF), Dependency (DEP), Security 
(SEC), Support (SUPP), Change in IT Infrastructure (INFR), Change in Implementation 
(IMPL), and Capital Investment (VEST). 
Table 6-39 Initial Consequences correlation 
 AVA SEC DEP PERF SUPP INFR IMPL VEST 
AVA 1.000        
SEC .320** 1.000       
DEP -0.061 0.166 1.000      
PERF .499** .383** -0.169 1.000     
SUPP .342** .535** -0.099 .652** 1.000    
INFR .552** .386** -0.075 .606** .566** 1.000   
IMPL .528** .543** -0.082 .568** .644** .681** 1.000  
VEST 0.195 .300** .724** -0.121 -0.018 0.108 .233* 1.000 
System Availability had high positive correlations with Change in IT Infrastructure and 
Change in Implementation (r ≥ .50) and the correlations with Security, System 
Performance, and Support were positive and of a moderate size (.03 ≤ r < .05). System 
Availability did not correlate significantly with Dependency and Capital Investment. 
Besides moderate correlation with System Availability, Security had high correlations 
with Support and Change in Implementation, moderate correlations with System 
Performance, Change in IT Infrastructure, and Capital Investment, and did not correlate 
with Dependency. Dependency had high correlation with Capital Investment and not 
significantly correlating with another variable of the Initial Consequences (See Table 
6-39). 
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Besides moderate correlations with System Availability and Security, System 
Performance had high positive correlations with Support, Change in IT Infrastructure, 
and Change in Implementation. System Performance did not correlate with Dependency 
and Capital Investment at statistically significant level. Besides moderate correlation with 
system Availability, and high correlation with Security and system Performance, Support 
had also high positive correlations with Change in IT Infrastructure and Change in 
Implementation. Support did not correlate with Dependency and Capital Investment 
(Table 6-39). 
Change in IT Infrastructure is highly correlated with System Availability, System 
Performance, Support, and moderately with Security as mentioned above. It also had a 
high correlation with Change in Implementation. Change in IT Infrastructure did not 
correlate with Dependency. Change in Implementation also had high correlations with 
System Availability, Security, System Performance, Support, and Change in It 
Infrastructure, also, had low positive correlation with Capital Investment (.01 ≤ r < .03). 
Change in Implementation did not correlate with Dependency (Table 6-39). 
Finally, as it can be seen from Table 6-39, that Capital Investment had only one high 
correlation – with Dependency and moderate correlation with Security and low 
correlation with Change in Implementation. Capital Investment did not correlate with 
System Availability, System Performance, Support, and Change in IT Infrastructure. 
 Organisational Transformation Correlations 
Organisational Transformation (See Table 6-40) includes intercorrelations amongst 
Change in Organisational Processes (PRCC), Change in Organisational Structure(STRC), 
and Change in IT Role (ITROLE) (See Table 6-40). Within this table Change in IT Role 
correlated highly with Change in Organisational Processes (r = .54, p < .01)., and 
moderately with Change in Organisational Structure. However, there was no statistically 
significant correlation between Change in Organisational Processes and Change in 
Organisational Structure, which makes Change in IT Role a mediator between these two 
constructs. 
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Table 6-40 Organisational Transformation Correlation 
 PRCC STRC ITROLE 
PRCC 1.000   
STRC 0.030 1.000  
ITROLE .538** .406** 1.000 
 Optimisation Consequences table 
The Optimisation Consequences includes Top Management Involvement (TOPM), 
Business Flexibility (FLEX), Focus on Core Business (CORE), Workforce Optimisation 
(OPT), Employee Productivity (PRDC), and Cost (COST). There are high positive 
correlations between Top Management Involvement and Focus on Core Business, 
moderate correlations of Top Management Involvement with Business Flexibility and 
Workforce Optimisation, and a low correlation with Employee Productivity. Top 
Management Involvement did not correlate with Cost (See Table 6-41). 
Table 6-41 Optimisation Consequences Correlation 
 TOPM FLEX CORE OPT PRDC COST 
TOPM 1.000      
FLEX .452** 1.000     
CORE .535** .401** 1.000    
OPT .328** .436** 0.062 1.000   
PRDC .281* .508** 0.206 .551** 1.000  
COST 0.215 .371** 0.039 .519** .512** 1.000 
Business Flexibility correlated significantly with all the variables of the group. Besides a 
moderate correlation with Top Management Involvement, Business Flexibility had a high 
correlation with Employee Productivity, and moderate correlations with Focus on Core 
Business, Workforce Optimisation, and Cost. Apart from correlations with Top 
Management Involvement and Business Flexibility, Focus on Core Business did not have 
any other significant correlation with the table variables. Workforce Optimisation 
correlated with all the variables from the group, except for Focus on Core Business, as 
mentioned above. Correlations with Top Management Involvement and Business 
Flexibility were of moderate size correlation. While the correlation is high with Employee 
Productivity and Cost. 
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Employee Productivity correlated with all the variables except for Focus on Core 
Business. Correlations with Business Flexibility, Workforce Optimisation, and Cost were 
high while the one with Top Management Involvement was low. 
Finally, as it can be seen from the above analysis that Cost correlated moderately with 
Business Flexibility and highly with Workforce Optimisation and Employee Productivity. 
There were no statistically significant correlations with Top Management Involvement 
and Focus on Core Business. 
 Total Items Intercorrelations Table 
This section discusses the items intercorrelations for all the items in all three stages. It 
examines the intercorrelations between Initial Consequences and Organisational 
Transformation, the Organisational Transformation and Optimisation Consequences. 
Also, between the Initial and the Optimisation Consequences (See Table 6-42). 
Besides the described correlations of System Availability within the Initial Consequences 
table, it correlated only with one item from the two other tables, the Organisational 
Transformation table and the Optimisation Consequences table. Specifically, System 
Availability did not correlate with Change in Organisational Processes, Change in 
Organisational Structure, Change in IT Role, Top Management Involvement, Business 
Flexibility, Focus on Core Business, Workforce Optimisation, and Employee 
Productivity. However, it had a moderate positive correlation with Cost, significant at 1% 
level of statistical significance.   
Besides the other items from the Initial Consequences table, Security correlated positively 
and at the moderate level with Business Flexibility and Focus on Core Business from the 
Optimisation Consequences table. It did not correlate with the rest of the variables of the 
Optimisation Consequences table and not with the variable from the Organisational 
Transformation table. 
As a difference from System Availability and Security, besides the other variables of the 
Initial Consequences table, Dependency correlated highly and positively with Change in 
Organisational Processes, moderately and negatively with Change in Organisational 
Structure and positively and with the low correlation with Change in IT Role from the 
Organisational Transformation table. It also correlated at moderate level with Focus on 
Core Business (positively), and with Employee Productivity (negatively). 
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Besides correlations with the other items from the Initial Consequences table, System 
Performance correlated moderately with Change in Organisational Structure from the 
Organisational Transformation table and low with Business Flexibility, moderately with 
Workforce Optimisation and Employee Productivity, and highly with Cost from the 
Optimisation Consequences table. Correlations with the other variables from 
Organisational Transformation and Optimisation Consequences table were not 
significant. 
Regarding the relationships with the Organisational Transformation and the Optimisation 
Consequences table, Support had a high correlation with Change in Organisational 
Structure and Employee Productivity, and moderate correlations with Business 
Flexibility, Workforce Optimisation, and Cost. Other correlations were nonsignificant. 
Besides few other items from the Initial Consequences table, Change in IT Infrastructure 
correlated highly with Change in Organisational Structure and moderately with Change 
in IT Role from the Organisational Transformation table. It also correlated low with Top 
Management Involvement, moderately with Business Flexibility, Workforce 
Optimisation and Employee Productivity and highly with Cost from the Optimisation 
Consequences table. However, it did not correlate significantly with Change in Processes 
and Focus on Core Business. 
Change in Implementation showed a few significant correlations with the items from the 
Organisational Transformation and Optimisation Consequences table. It had a moderate 
correlation with Change in Organisational Structure, Change in IT Role, Business 
Flexibility, Employee Productivity and Cost and low correlations with Top Management 
Involvement, Focus on Core Business and Workforce Optimisation. The only 
nonsignificant correlation was with Change in Organisational Processes from the 
Organisational Transformation table. 
Change in Capital Investment had both positive and negative correlations with the items 
from Organisational Transformation and Optimisation Consequences table. All 
correlations were low or a moderate level. Positive correlations were with Change in 
Organisational Processes, Change in IT Role, Top Management Involvement and Focus 
on Core Business, while the negative ones were with Change in Organisational Structure, 
Employee Productivity and Cost. 
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Regarding the correlations of the Organisational Transformation and Optimisation 
Consequences table, all significant correlations were positive. Change in Organisational 
Processes had high correlation with Top Management Involvement and Focus on Core 
Business, and a low correlation with Business Flexibility. Change in Organisational 
Structure correlated moderate with Business Flexibility, and high with Workforce 
Optimisation, Employee Productivity, and Cost. IT Role correlated with all the items 
from the Optimisation Consequences table. Correlation with Employee Productivity was 
low and correlations with Top Management Involvement, Business Flexibility, Focus on 
Core Business, Workforce Optimisation and Cost were moderate. 
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Table 6-42 Total Items Intercorrelations 
 
AVA
SEC
DEP
PERF
SUPP
INFR
IMPL
VEST
PRCC
STRC
ITROLE
TOPM
FLEX
CORE
OPT
PRDC
Cost
AVA
1.000
SEC
.320**
1.000
DEP
-0.061
0.166
1.000
PERF
.499**
.383**
-0.169
1.000
SUPP
.342**
.535**
-0.099
.652**
1.000
INFR
.552**
.386**
-0.075
.606**
.566**
1.000
IMPL
.528**
.543**
-0.082
.568**
.644**
.681**
1.000
VEST
0.195
.300**
.724**
-0.121
-0.018
0.108
.233*
1.000
PRCC
0.153
.253*
.551**
-0.127
0.097
0.173
0.149
.499**
1.000
STRC
.315**
0.083
-.336**
.464**
.532**
.540**
.386**
-.304**
0.030
1.000
ITROLE
0.203
.219*
.275*
0.066
0.216
.399**
.310**
.252*
.538**
.406**
1.000
TOPM
0.063
.280*
.280*
0.075
0.161
.256*
.228*
.217*
.549**
0.184
.490**
1.000
FLEX
.220*
.390**
-0.017
.277*
.371**
.369**
.363**
-0.006
.279*
.369**
.314**
.452**
1.000
CORE
0.205
.421**
.497**
-0.028
0.034
0.117
.265*
.452**
.623**
-0.140
.399**
.535**
.401**
1.000
OPT
0.117
.224*
-0.103
.303**
.387**
.425**
.277*
-0.106
0.118
.690**
.479**
.328**
.436**
0.062
1.000
PRDC
.277*
.240*
-.327**
.499**
.536**
.476**
.452**
-.316**
-0.029
.586**
.245*
.281*
.508**
0.206
.551**
1.000
COST
.319**
0.179
-0.187
.604**
.363**
.517**
.363**
-.223*
-0.057
.609**
.311**
0.215
.371**
0.039
.519**
.512**
1.000
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6.6 Chapter Summary 
This chapter discuss the quantitative findings of this study. The chapter presented the 
survey development, journey and procedures. It also, presented the findings from the 
survey analysis and discuss them. The chapter presented how the researcher had identified 
the survey question and how he conducted the pretested the survey’s question. 
It also discussed the reliability assessment of the constructs and the elimination criteria 
of taking a question off the construct questions. The criteria for the elimination suggested 
that the item-total correlation cut-off value is 0.3 unless it affects the Cronbach’s alpha 
coefficient negatively or affects other item-total correlation among the construct’s items. 
The Cronbach’s alpha values of the constructs are all greater than 0.7 except for one 
construct. 
The chapter then discussed the descriptive analysis of the constructs and showed 
frequencies of the constructs and their mean, median and mode. All the consequences 
were found to be important and participants mostly had positive scores except for one 
construct which was Dependency. Lastly the chapter presented the item correlation 
among the constructs of each of the identified consequences stage and between 
consequences stages. It is clear that from the chapter that the item correlation of the 
qualitative stage suggested different correlations among constructs compared to the 
qualitative stage. 
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 Discussion and Comparison 
This chapter has two sections, the first section presents the Post-Adoption Consequences 
of SaaS Service Framework. The second discusses the findings that have emerged from 
the qualitative and quantitative stages and compares the findings and reports similarities 
and differences.  
7.1 SaaS Post Adoption Consequences Framework 
This study explores the SaaS Post-Adoption Consequences. A qualitative study was 
conducted that involved interviewing 16 people from 11 different SMEs organisations. 
The interviews were transcribed and then analysed using a Grounded Theory 
methodology. Concepts and themes emerged from the data are presented in the conceptual 
framework of post-adoption consequences of SaaS (See Figure 4-1). Then, a quantitate 
study was conducted to validate and generalise the findings that have emerged from the 
qualitative study. 
In this section, the Post-Adoption Consequences of SaaS framework is discussed, how 
the theory has evolved and what changes had happened to the conceptual framework that 
emerged from the qualitative study stage of this study. 
 
   205 
 
Figure 7-1 The Post-Adoption Consequences of SaaS Framework 
The quantitative stage of this study has enhanced the findings and examined the existence 
of the constructs and the time of their occurrence. The final refinement of the model 
(Figure 7-1) suggested that the constructs “Focus on Core Business and Productivity” are 
occurring at an earlier time and should belong to the Initial stage of consequences rather 
than Optimisation stage.  
Also, the findings from the quantitative stage suggested that the sequence transition is not 
necessary. An organisation can exploit the Initial Consequences benefits and then move 
to the organisation transformation stage, or if the transformation is not required it can 
exploit the Optimisation Consequences stage. The transition to next stages can also occur 
in parallel as the organisation does not need to perform it sequentially.  
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7.2 Triangulation of Framework, Survey and Literature 
This section compares and contrasts the framework that was developed in the qualitative 
stage of the study to the findings from the quantitative survey stage of the study. This is 
done to further develop the framework and also to increase the validity and 
generalisability of the framework. The combined findings will then be compared and 
contrasted with the relevant concepts from existing knowledge presented in chapter 2 to 
enfold the elements of the framework within the literature. 
The structure of this section will be as follow, first for each construct of the framework 
the qualitative findings and the quantitative findings will be compared. The comparison 
will be in term of construct existence and importance. Then the timing of the construct 
occurrence is discussed. The relationship examination and what is the similarity and 
contrast then discussed. After that, the findings are compared with literature. Lastly, the 
discussion conclusion is presented.  
 System Availability  
System Availability is the ability to access the solution to perform business operations 
anytime and anywhere. Moreover, that the solution will work as required and when 
required. It has three different aspects, namely, reliability, accessibility and mobility 
(Section 4.2.1). This study has found that System Availability plays a crucial role in 
business operations and is one of the SaaS’s most prominent and immediate 
consequences. This is because System Availability is an important factor for business 
continuity. The analysis of the interviews confirmed the importance of system 
Availability and that its consequential effects can be noticed shortly after the adoption.  
The survey’s outcomes confirmed the interviews’ findings. Respondents acknowledge 
that System Availability is an important consequence of SaaS post-adoption. System 
Availability construct’s (Mode = 1.00) which means that the most frequent selected score 
was Strongly Agree. Also, the construct’s (Mean = 2.00), suggesting that most 
participants agreed with the System Availability construct being one of the consequence 
of SaaS post-adoption (Section 6.4.1).  
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Also, the survey showed that 92% of respondents agreed that adopting SaaS based-
solutions had increased their System Availability. Only 2.7% of the respondents explicitly 
disagreed that their System Availability increased after the adoption and 2% were 
Somewhat disagreeing. Additionally, 94% of the respondents reported that they could 
access the SaaS-based solution anytime and 90% could access it anywhere. These results 
suggest that SaaS adoption is strongly associated with an increase and improvement in 
System Availability. 
Timing  
The analysis of the interviews suggested that the change in System Availability can be 
noticed immediately after the solution’s deployment. Similarly, the data from the survey 
showed that 82% of the respondents noticed its consequences within six months after the 
implementation, 60% of which noticed it within the first three months (See Figure 7-2). 
So, it suggests that in general an organisation notices the increase in the System 
Availability quickly. 
 
Figure 7-2 System Availability Construct Time Frequency 
Relationships 
From the analysis of the interviews, System Availability was found to have a strong 
relationship with several other consequences, such as System Performance and Support 
(Section 5.1). The survey’s findings confirmed the interviews’ relationships; they showed 
that Availability correlated with:  
• System Performance (r = .499, p < .01),   (Section 5.1.1) 
• Support (r = .342, p < .01).     (Section 5.1.2) 
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New relationships 
The survey found that System Availability also correlated strongly with: 
• Change in IT Infrastructure (r =.552, p < .01), 
• Change in Implementation (r = .528, p < .01), 
So, it can be observed that System Availability has positive correlations with another two 
consequences (Section 6.5.4). The strong correlations with Changes in IT Infrastructure 
and Changes in Implementation are probably because they contribute positively to the 
increase in System Availability. The analysis of the interviews suggested that by 
providing appropriate and sufficient IT Infrastructure and a highly integrated solution, the 
organisation is likely to notice an increase in System Availability.  
Literature 
The findings of this study are consistent with previous studies, which found that SaaS 
increases System Availability (Section 2.3.1). The literature supports that reliability is an 
important factor that contributes to overall system Availability (Srinivasan 2013). The 
ability to access the solution anytime and from different platforms is another factor that 
the literature recognises as important to maintain and increase System Availability (Iyer 
& Henderson 2010; Peng & Gala 2014). Mobility is also important when it comes to 
system Availability and the literature supports the view that the ability to access the 
solution while mobile is a major advantage of the cloud and contributes to an increase in 
System Availability (Davenport 1998; Seethamraju 2015). 
On the other hand, there are some studies that (Ahuja, Mani & Zambrano 2012; Desale 
et al. 2013; Sun et al. 2014) argue that there are some challenges and issues regarding 
System Availability with SaaS-based services. Challenges include the physical location 
of data storage, the multi-tenancy concept and internet issues associated with 
connectivity. Based on the analysis of the interviews, these aforementioned concerns 
were not found to have a significant impact on System Availability. Also, these concerns 
tend to be theoretical and have a minimum practical impact.  
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Conclusion 
This study revealed that the adoption of SaaS-based solutions facilitates a remote working 
environment. It also found that adopting SaaS-based solutions makes it easier to perform 
task across different platforms (Platform-Independent Solution). Based on these findings 
the study strongly suggests that the adoption of SaaS-based solutions is associated with a 
rapid increase in System Availability and is one of the most sought consequences of SaaS 
services according to the interviewees. 
The increase in system Availability is notable and is an immediate consequence of SaaS 
adoption. Also, the study found that system Availability had strong correlations with—
and influences— System Performance, Support, Change in IT Infrastructure and Change 
in Implementation. 
 System Performance 
System Performance is the ability of a solution to accomplish a task or set of tasks based 
on the expectations of an organisation, primarily related to the speed and quality of the 
service. Analysis of the interviews showed that improved System Performance is one of 
the major desired consequences of SaaS adoption (Section 4.2.2). Moreover, the analysis 
of the interviews indicates that the participants strongly believe there is a significant 
improvement in System Performance after adopting SaaS-based services.  
The survey’s outcomes confirmed the interviews’ findings. Respondents acknowledge 
that System Performance is an important consequence of SaaS post-adoption. System 
Performance construct’s (Mode = 1.00) which means that the most frequent selected score 
was Strongly Agree. Also, the construct’s (Mean = 2.12), suggesting that most 
participants agreed with the System Performance construct being one of the consequence 
of SaaS post-adoption (Section 6.3.2). 
The survey also found that 90.4% of the respondents agreed that SaaS-based solutions are 
faster than on-premise solutions. Furthermore, nearly 87% of the respondents agreed that 
SaaS-based solutions are more stable, and 90.4% reported that the quality of the system’s 
services improved. However, there were about 6% that did not recognise any 
improvement in their System Performance or they believed that their System Performance 
had decreased. This might be because the sample already had decent System Performance 
prior to the SaaS solution adoption. 
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Timing 
The analysis of the interviews found that System Performance consequence was noticed 
shortly after deploying the SaaS-based solution. The survey’s findings showed that 35% 
of the respondents perceived System Performance increased within the first three months 
after SaaS adoption. Another 38% noticed the consequence within 3-6 months (See 
Figure 7-3). So, it can be said that 73% of the respondents noticed an increase in System 
Performance within six months, which can be considered as a relatively quick 
consequence. 
 
Figure 7-3 System Performance Construct Time Frequency 
Relationships 
From the analysis of the interviews, System Performance was found to have strong 
relationships with System Availability, Support and Change in IT Infrastructure (Section 
5.1). The survey’s outcomes confirmed the interviews’ relationships, they showed that 
Performance correlated with  
•  System Availability (r = .499, p < .01),    (Section 5.1.1) 
• Support (r = .652, p < .01),     (Section 5.1.3) 
• Change in IT Infrastructure (r = .606, p < .01).  (Section 5.1.6) 
New Relationship 
The survey findings revealed more correlations. It was found that System Performance 
correlated strongly with: 
• Change in Implementation (r = .568, p < .01) 
• Cost (r = .604, p < .01), 
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The findings suggest strong correlations with both Support and Change in IT 
Infrastructure. The first correlation may indicate that System Performance is affected by 
the amount of Support that SaaS providers offer either positively or negatively. Similarly, 
the quality and the System Performance of the system is no longer related to the 
organisation’s IT Infrastructure and its Implementation. So, it may indicate that the more 
quality in System Performance they get from their SaaS provider—which does not require 
Implementation—the more willing they become in reducing their IT Infrastructure. Based 
on the above argument, it is clear that the increase in System Performance has an impact 
on the Implementation and the IT Infrastructure, which when combined together, all 
contribute to reducing cost. 
So, the correlation between System Performance and Cost may imply an inverse 
correlation, which is the more System Performance increases, the less Cost and vice versa. 
Literature 
The literature on System Performance is debatable. Many studies have shown that 
migrating to the cloud and adopting SaaS-based services is associated with an increase in 
System Performance (Bhardwaj, Jain & Jain 2010; Johansson et al. 2014; Khalil, Winkler 
& Xiao 2017; Peng & Gala 2014). Other studies show the opposite, that is, the System 
Performance is not always guaranteed with SaaS-based services (Al-Refai & Pandiri 
2011; Kim et al. 2009; Tsyganov 2018; Yanpei et al. 2015). This study advocates the 
importance of System Performance and also advocates that SaaS-based services are more 
stable and increase System Performance.  
The interviews’ and survey’s outcomes strongly suggested that migration to SaaS-based 
services is associated with an increase in System Performance for SMEs. Taking the 
opposing studies’ findings into account, they mainly refer to insufficient resources on the 
SaaS provider’s side, which impacts System Performance negatively. So, their argument 
is not about the SaaS model’s inability to deliver quality and increased System 
Performance, rather they argue that it is the providers’ capabilities. Even though the 
argument may be valid, it is not inevitable. To mitigate the risks associated with the SaaS 
provider’s capabilities, the organisation must assess the provider’s capabilities thoroughly 
prior to the adoption. 
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This study found the vast majority of interviewees and respondents had experienced an 
increase and improvement in their System Performance and recognised it as a post-
adoption consequence of SaaS. 
Conclusion 
This study revealed that adopting a SaaS-based solution is associated with an increase in 
System Performance for SMEs. Although this study’s findings do not support some 
aspects of the literature that claim SaaS-based services do not increase System 
Performance, they are consistent with a considerable amount of studies that suggest 
otherwise. Therefore, this study supports the notion that an increase in System 
Performance is one of the post-adoption consequences of SaaS, and that it is one of the 
most sought consequences of SaaS-based services (Section 4.2.2). 
The increase in System Performance is notable and is an immediate consequence of SaaS 
adoption. The study found that System Performance had strong correlations with, and 
influences, System Availability, Support, Change in IT Infrastructure, Change in 
Implementation and Cost. 
 Support 
Support is the set of services that the SaaS services’ provider offers to the organisations 
based on the service’s agreements. The Support can be technical (e.g. hardware, software 
and training) or it could be operational, such as consulting and advice. Support can affect 
the organisation in either a positive or negative way. If the organisation’s SaaS service 
provider can deliver a high-quality support, this will enhance the organisation’s processes 
and operations. However, it could be the opposite if otherwise (Section 4.2.3). The 
analysis of the interviews found that interviewees admitted that their organisations have 
received more support after adopting SaaS solutions. 
The survey’s outcomes confirmed the interviews’ findings. Respondents acknowledge 
that Support is an important consequence of SaaS post-adoption. Support construct’s 
(Mode = 2.00) which means that the most frequent selected score was Agree. Also, the 
construct’s (Mean = 2.44), suggesting that most participants agreed with the Support 
construct being one of the consequences of SaaS post-adoption (Section 6.4.3). 
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Further, 87.7% of the respondents reported that their organisations are satisfied with the 
level of support that their SaaS provider offers. Further, 85.5% indicated that their SaaS 
provider responds to their requests very quickly. Also, 91.6% of the respondent agreed 
that their SaaS solution and other related apps are updated regularly (rolling upgrades). 
The interviews’ and survey’s results suggest that SaaS services adoption is strongly 
associated with an improvement in Support delivered by the service provider. 
Timing 
The analysis of the interviews found that Support consequence was noticed shortly after 
deploying the SaaS-based solution. The survey’s findings showed that 36% of the 
respondents perceived Support increased within the first three months after SaaS 
adoption. Another 30% noticed the consequence within 3-6 months (See Figure 7-4). 
So, it can be said that 66.3% of the respondents noticed an increase in System 
Performance within 6 months timeframe, which can be considered as a relatively quick 
consequence. 
 
Figure 7-4 Support Construct Time Frequency 
Relationships 
From the analysis of the interviews, Support was found to have a strong relationship with 
several other consequences, such as System Availability, System Performance and 
Change in IT infrastructure (Section 5.1). The survey’s findings confirmed the 
interviews’ relationships; they showed that Support correlated with:  
• System Availability (r = .342, p < .01),   (Section 5.1.2) 
• System Performance (r = .652, p < .01),   (Section 5.1.3) 
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• Change in IT infrastructure (r = .566, p < .01).  (Section 5.1.4) 
New Relationship 
The survey findings revealed more correlations. It was found that Support correlated 
strongly with: 
• Change in Implementation (r = .644, p < .01) 
• Change in Organisational Structure (r = .604, p < .01) 
• Employee Productivity (r = .536, p < .01) 
The survey also found a strong correlation with Change in Implementation. The 
correlation suggests that Support changes Implementation. The analysis of the interviews 
suggested that the amount of Support that client organisation gets from the SaaS Service 
providers may facilitate the solution implementation as they provide technical and 
operational support. Also, the nature of the SaaS solutions that are almost ready to use 
help in changing in the implementation. So, the direction of the relationship starts with 
Support towards Changes in Implementation.  
Another strong correlation with Change in Organisational Structure is revealed by the 
survey outcomes. The correlation suggest that the SaaS Services provider might have 
impact on the adopting organisation. This impact comes as an advice to how utilise the 
solution to maximise its benefits which may involve change some aspects of the 
Organisational Structure. Another possible explanation is that the organisation might 
realise that they get a solution with best practise procedures in the industry and thus they 
comply with it which may involve altering their organisational structure. 
The correlation with Employee Productivity is most likely to be regarding amount and 
the quality of the support that the employees get from the service provider. The higher 
the quality of the support provided, the more productive the employees become. The 
Support amount and quality directly reflected on the Employee Productivity. 
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Literature 
The findings of this study are consistent with previous studies that found adopting SaaS-
based solution is associated with an increase in the Support provided by the service 
provider Section (2.3.3). The literature showed that Supports in SaaS-based solutions is 
faster and easier to obtain compared to traditional on-premise solutions (Benlian, 
Koufaris & Hess 2011; Di Martino et al. 2017; Johansson & Ruivo 2013; Schubert, 
Borkowski & Schulte 2018; Seethamraju 2015).  
Conclusion 
In conclusion, this study revealed that SMEs that have adopted SaaS-based services are 
more likely to have better and grater Support from the service provider compared to 
traditional on-premise solutions. Also, it revealed that Support is among the post-adoption 
consequences of SaaS as both participants and respondents considered Support as a 
consequence of SaaS adoption. Based on the analysis of the interviews and the survey, 
the Support were notable within the first six months. Adopting SaaS-based solutions was 
strongly associated with System Availability, System Performance and Change in IT 
infrastructure. The study also found that Support had strong correlations with Change in 
Implementation, Change in Organisational Structure and Employee Productivity 
 Security 
Security is the protection of information and data to maintain data integrity, privacy and 
confidentiality. Analysis of the interviews found that while Security is important to SaaS 
services adopters, the adopters do not pay much attention to it, and showed no concerns 
regarding the Security of SaaS-based solutions when considering migration to the cloud. 
This is probably because SMEs believe that SaaS service providers can provide better 
Security compared to the organisation’s in-house solution. SMEs usually have limited 
resources to maintain their system Security compared to a SaaS service provider. So, any 
Security improvement is considered an advantage and as a motivation to migrate (Section 
4.2.4).  
   216 
The survey’s outcomes confirmed the interviews’ findings. Respondents acknowledge 
that Security is an important consequence of SaaS post-adoption. Security construct’s 
(Mode = 2.00) which means that the most frequent selected score was Agree. Also, the 
construct’s (Mean = 2.30), suggesting that most participants agreed with the Security 
construct being one of the consequences of SaaS post-adoption (Section 6.4.4) 
The survey confirmed the importance of Security and showed that the respondents 
believed that Security is an important aspect when considering SaaS solutions. The survey 
found that 94% of the respondents trusted their SaaS provider and nearly 87% believed 
that their SaaS provider complied with the organisations’ privacy and security 
measurements, whereas only 7% disagreed. 
Timing  
The analysis of the interviews found that the Security consequence is noticed in the early 
stages after deploying the SaaS-based solution. The survey showed that 36% perceived 
increases in Security occurred within the first three months after the SaaS adoption (See 
Figure 7-5).  
Another 40% noticed the consequence within a 3-6-month timeframe. So, it can be said 
that 76% of the respondents noticed the consequence and an improvement in their system 
Security within 6 months (Figure 7-5), which can be considered a relatively quick 
consequence. Organisations can benefit from the rapid increase and improvement in 
Security. 
 
Figure 7-5 Security Construct Time Frequency 
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New Relationship 
The analysis of the interviews did not find any correlations with other consequences, 
neither within the initial consequences nor with the Optimisation Consequences. 
Conversely, the survey findings revealed more underlying correlations. It was found that 
Security correlated strongly with: 
• Support (r = .535, p < .01), 
• Change in Implementation (r = .543, p < .01), 
The findings showed that Security had strong correlations with Support and Change in 
Implementation, which may suggest that the amount of Support the organisation gets 
from the SaaS provider contributes to Security positively. Similarly, the different nature 
of the cloud’s implementation may help to minimise the risk of Security threats that are 
related to insufficient IT infrastructure and poorly implemented solutions. 
Literature 
The literature associated with cloud Security, and especially SaaS, is still controversial. 
Many studies have shown that data integrity, security and confidentiality are major 
concerns of the organisations when it comes to the cloud (Khan, N & Al-Yasiri 2016; 
Mujinga & Chipangura 2011; Sahandi, Alkhalil & Opara-Martins 2012; Soofi et al. 2014) 
Other studies have shown the opposite, that security is not relevant to SMEs. The study’s 
findings are consistent with the literature that advocates that Security is important and 
sometimes can affect or limit SaaS adoption and at the same time. However, Security is 
not considered as a major concern and might not strongly relevant SMEs as they consider 
moving to the cloud is much safer.  
Several studies (Saa et al. 2017; Seethamraju 2015; Senarathna et al. 2016) have reached 
the same conclusion, which is consistent with this study’s findings. This study found that 
most of the concerns are applicable to large enterprises and not applicable to SMEs due 
to their relatively small amount of critical data and their inability to secure them properly. 
Larger organisations have larger volumes of critical data and have the financial and 
resource capability to build solid Infrastructure to maintain their system Security, which 
may make them hesitant in handing their data over to someone else.  
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Conclusion 
In conclusion, this study revealed that SMEs that have adopted SaaS-based services tend 
to have high levels of trust in their SaaS provider. Also, they perceived that adopting 
SaaS-based services is associated with an improvement in Security. Also, the study 
identified the increase in Security as one of SaaS post-adoption consequences and that 
tends to be noticed quickly after the adoption. 
This study found that SME people value their data security and data privacy, yet, they are 
willing to hand it over to the SaaS provider either because they believe that the service 
provider can maintain and provide better security, or simply because they think the 
security issues are irrelevant. 
Furthermore, both the survey and interview outcomes confirmed that the consequence of 
increased Security is important to the adopters. Compared to the interviews that did not 
find any relationships with Security, the survey found two strong correlations. It was 
found that Security correlated strongly with Change in Implementation and Support. 
 Dependency 
Dependency is the state where two or more objects have a relationship with one being 
dependent on or subordinate to the other. In organisations, Dependency exists when 
organisations depend on external providers to deliver their IT service’s needs (Section 
4.2.5). The analysis of the interviews found that interviewees showed a lack of 
understanding of the Dependency consequence. The interviewees ignored the 
Dependency concept even though they admitted that it was important. The survey’s 
findings suggest that respondents do not perceive Dependency as a major issue 
The survey’s outcomes confirmed the interviews’ findings. Respondents did not 
acknowledge that Dependency is an important consequence of SaaS post-adoption. 
Dependency construct’s (Mode = 6.00) which means that the most frequent selected score 
was Disagree. Also, the construct’s (Mean = 4.38), suggesting that most participants 
disagreed with the Dependency construct being one of the consequences of SaaS post-
adoption (Section 6.4.5).  
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The survey showed that 40% of the respondents thought that they could easily change 
their SaaS provider. The majority of the previous sample thought that adopting SaaS-
based solutions allowed their organisations to reduce vendor lock-in. On the other hand, 
48% of the respondents perceived that it was hard to change SaaS providers. However, 
nearly all (88%) of the 48% who felt it was hard to change SaaS providers have answered 
that they think by adopting SaaS solution their organisation reduces vendor lock-in. The 
contradictory answers suggest that the respondents might not fully understand the concept 
or that they are unfamiliar with the concept. Another possible explanation is that vendor 
lock-in is greater with in-house solutions  
Timing  
The analysis of the interviews found that Dependency can be noticed early after deploying 
the SaaS-based solution. The survey showed that 31% of the respondents noticed that 
Dependency occurred within the first three months after the SaaS adoption. Another 42% 
noticed the consequence within 3-6 months (See Figure 7-6). 
So, it can be said that 73% of the respondents noticed the consequence within the first six 
months of the adoption, which can be considered a relatively quick consequence. The 
rapid increase in the reliance of the organisation on their SaaS providers suggests that 
organisations tend to depend on external providers quickly. 
 
 
Figure 7-6 Dependency Construct Time Frequency 
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New Relationship 
Analysis of the interviews did not find any relationship with the other consequences. 
Conversely, the survey’s findings revealed more underlying correlations. It was found 
that Dependency correlated strongly with: 
• Change in Capital Investment (r = .724, p < .01), 
• Change in Organisational Processes (r = .551, p < .01),  
Interestingly it correlated negatively with: 
• Change in Organisational Structure (r =. -336, p < .01), 
• Employee Productivity (r =. -327, p < .01).  
The findings show that Dependency has a strong correlation with Change in Capital 
Investment, which may indicate that the more the organisation invests in SaaS-based 
services the more dependent it becomes. A strong correlation with the organisation’s 
Change in Organisational Processes might imply that the organisation becomes dependent 
on the SaaS provider as they use their solution. In other words, using a specific solution 
means that the client organisation has to adjust its processes to align with the solution to 
get maximum benefits.  
Another possibility is that different SaaS-based solutions have different approaches in 
handling a specific process, which makes changing the solution—after becoming familiar 
with the way it works—an inconvenience. 
Although, the survey’s outcomes suggest more correlations with the rest of the 
consequences, the information from the interviews and survey do not suggest any 
plausible explanation. Therefore, this study supports further and thorough investigations 
of these correlations. 
Literature 
Although the literature has discussed Dependency as a consequence of SaaS-based 
services adoption, it does not discuss how it occurs and how it relates to the other SaaS 
post-adoption consequences. The literature emphasises the importance of Dependency 
and how it may affect the organisations’ strategic plans (Armbrust et al. 2010; Gutierrez 
& Lumsden 2014a; Trigueros-Preciado, Pérez-González & Solana-González 2013; 
Tripathi & Jigeesh 2013; Tsagklis 2013).  
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However, the findings from this study’s interviews are not consistent with the literature 
in terms of the consequence’s existence and importance. Furthermore, the survey’s 
outcomes also support the interviews’ contradiction with the literature in terms of the 
consequence’s existence and importance.  
Also, there are some studies that support the idea that dependency in the SaaS model has 
less impact compared to on-premise solutions due to fewer costs associated with changing 
providers (Benlian & Hess 2011; Mwaniki & Ondiek 2018). Nevertheless, the interviews’ 
and survey’s outcomes show that the concept is not necessarily valid for SMEs. The 
analysis of the interviews was consistent with the survey’s outcomes that suggest there is 
a lack of understanding of Dependency and that organisations underestimate it. 
Conclusion 
The study revealed that SMEs that have adopted SaaS-based services consider 
Dependency to be irrelevant. Furthermore, the study revealed that Dependency might 
exist, and it is important for the organisations to take it into account when considering 
adopting SaaS-based services. It also revealed that there is a misunderstanding of the 
concept and sometimes awareness of the concept is completely absent.  
Another interesting finding is that many SMEs people are aware of the importance of 
Dependency, nevertheless, they do not take the matter into consideration and think that 
dependency is not a major concern. These findings suggest that SMEs are not fully aware 
of the underlying issues associated with the SaaS model. The decision-making process in 
SMEs seems to overlook the issue either in favour of cost-saving promises, underestimate 
it or consider it trivial. Another possible explanation is that they have no other choice but 
to adopt SaaS-based solution for whatever reason. The study’s outcomes strongly support 
the idea that SMEs are unaware and/or unfamiliar with the concept.  
Even though, the study found that Dependency had correlations with other consequences, 
this study and based on the empirical evidence did not recognise the Dependency factor 
among the consequences of SaaS post-adoption. 
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 Changes in Implementation  
These are the changes in the organisation’s system Implementation cycle and 
requirements. This consequence is intertwined with the next construct, which is a Change 
in IT Infrastructure (Section 4.2.6). The analysis of the interviews found that 
implementation of SaaS-based solutions was easier and faster compared to in-house 
solutions. This is because SaaS-based solutions are pre-installed on the SaaS providers’ 
servers and organisations can connect to the solutions via the Internet. Therefore, the 
traditional implementation cycle is not applicable to SaaS model. 
The survey’s outcomes showed that respondents believe adopting SaaS-based solutions 
changes the methods of implementation. The survey’s outcomes revealed that Changes 
in Implementation construct’s (Mode = 1.00) which means that the most frequent selected 
score was Strongly Agree. Also, the construct’s (Mean = 2.22), suggesting that most 
participants agreed with the Changes in Implementation construct being one of the 
consequences of SaaS post-adoption (Section 6.4.6) 
Further, the survey found that 90% of the respondents reported implementing new 
solutions was easier with the SaaS model. In addition, 91.5% admitted that 
implementation of SaaS-based solutions was faster than traditional methods. However, 
6% disagreed. 
Timing  
The analysis of the interviews suggested that most commonly the change in 
implementation is noticed quickly after the solution’s deployment. The data from the 
survey showed that 70% of respondents perceived that Changes in Implementation 
occurred within a six-month timeframe (See Figure 7-7). It suggests that organisations 
notice changes in the Implementation of the system relatively quick. 
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Figure 7-7 Change in Implementation Construct Time Frequency 
Relationships 
From the analysis of the interviews, Change in Implementation was found to have a strong 
relationship with Change in IT Infrastructure (Section 5.1).  
The survey findings also showed that Implementation strongly correlated with: 
• Change in IT Infrastructure (r = .681, p < .01),   (Section 5.1.6) 
New relationships 
The survey found that Implementation also correlated strongly with: 
• System Availability (r = .528, p < .01),   (Section 7.2.1) 
• System Performance (r = .568, p < .01),   (Section 7.2.2) 
• Support (r = .644, p < .01),     (Section 7.2.3) 
• Security (r = .543, p < .01),     (Section 7.2.4) 
The findings from the interviews and survey show that there is a strong correlation with 
Change in IT Infrastructure. The strong bond between the Changes in Implementation 
and the Change in IT Infrastructure can be explained by (Sections 4.2.64.2.7 and 5.1.5) 
the relationship between needing less IT Infrastructure to operate the system effectively 
and efficiently. Thus, the proposed relationship is that the Changes in Implementation 
reduces the amount of IT Infrastructure.  
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Literature 
The findings of this study are consistent with previous studies that found adopting SaaS-
based solution changes the implementation approach, which in turn contributes to further 
changes (a reduction in IT Infrastructure (Section 2.3.6)). The literature supports the idea 
that implementation of SaaS-based solutions is faster and easier compared to traditional 
on-premise solutions (Armbrust et al. 2010; Bhardwaj, Jain & Jain 2010; Saa et al. 2017).  
Conclusion 
This study revealed that one of the post-adoption consequences of SaaS is the ability of 
an organisation to deploy and run new high-end solutions faster and easier than ever. 
Based on the analysis of the interviews and the survey, the Changes in Implementation 
were notable within the first six months. Moreover, both participants and respondents 
considered change in system Implementation as a consequence of SaaS adoption. 
Adopting SaaS-based solutions was strongly associated with Changes in system 
Implementation. The study also found that Change in Implementation had strong 
correlations with Change in IT Infrastructure, System Availability, System Performance, 
and Support. 
 Changes in IT Infrastructure 
This section relates to the changes in the organisation’s IT Infrastructure that affect 
hardware, requirements, structure and network topography after adopting SaaS-based 
solutions (Section 4.2.7). This construct is intertwined with the Changes in system 
Implementation (Section 7.2.6). The analysis of the interviews found that adopting SaaS-
based solutions contributes to a reduction in IT Infrastructure. As discussed previously 
(Section 7.2.6), changes in system Implementation impacts the amount of IT 
Infrastructure needed to operate the solution. Therefore, adopting SaaS reduces IT 
Infrastructure.  
The survey’s outcomes confirmed the interviews’ findings. Respondents acknowledge 
that Change in IT Infrastructure is an important consequence of SaaS post-adoption. 
Change in IT Infrastructure construct’s (Mode = 1.75) which means that the most frequent 
selected score was Agree. Also, the construct’s (Mean = 2.30), suggesting that most 
participants agreed with the Change in IT Infrastructure construct being one of the 
consequences of SaaS post-adoption (Section 6.4.7) 
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The survey’s outcomes are also consistent with the findings of the interviews in which 
88% of the respondents agreed that their organisation needed fewer IT Infrastructure 
resources to operate their SaaS-based solutions. Furthermore, 85.5% agreed that their 
organisation’s IT Infrastructure had changed after adopting SaaS. Moreover, 89.2% of 
the respondents revealed that they did not need huge and sophisticated IT Infrastructure 
for the SaaS-based solution. Finally, 77% perceived that their new SaaS-based solution 
could easily be modified or removed from the existing IT Infrastructure without any 
issues. Those who opposed ranged from 6% - 11%, this is possible as not all the 
respondents had experienced the same major changes in IT Infrastructure. This could be 
explained by some SMEs that start their business using cloud services from the beginning 
(born in the cloud).  
Timing  
The findings from the interviews suggest that Changes in IT Infrastructure are noticed 
relatively quickly after the solution’s deployment. The survey’s outcomes showed that 
only 54% of respondents perceived changes in IT Infrastructure within a six-month 
timeframe (See Figure 7-8). Unlike the other consequences that belong to the Initial 
consequences group, the changes in the IT Infrastructure are not noticed as quickly as the 
analysis of the interviews suggests. However, the combination of the interviews’ findings 
and the fact that more than half of the survey’s sample believed that it could happen within 
the first six months suggests that organisations can see the change relatively fast. 
 
Figure 7-8 Change in IT Infrastructure Construct Time Frequency 
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Relationships 
Based on the analysis of the interviews, Change in IT Infrastructure was found to have 
strong relationships with System Performance, Change in Implementation and Capital 
Investment (Section 5.1). The survey findings confirmed the interview’s findings, and 
showed that Infrastructure strongly correlated with: 
• System Performance (r = .606, p < .01),   (Section 5.1.6) 
• Change in Implementation (r = .681, p < .01),  (Section 5.1.5) 
• Support (r = .566, p < .01),      (Section 5.1.4) 
Interestingly, the survey showed that IT Infrastructure had no significant correlation with: 
• Change in Capital Investment (r = .108),   (Section 5.1.7) 
New relationships 
The survey also found that Infrastructure also correlated strongly with: 
• System Availability (r = .552, p < .01),   (Section 7.2.1)  
• Change in Organisational Structure (r = .540, p < .01) (Section 7.2.6) 
• Cost (r = .517, p < .01),  
The findings from the interviews and the survey showed that there is a strong correlation 
with Change in Implementation. The strong bond between the Changes in IT 
Infrastructure and the Changes in Implementation can be explained in the light of previous 
discussions (Sections 2.3.6 and 5.1.5). This study proposes — based on the interviews — 
that the Changes in system Implementation affect the amount of IT Infrastructure needed 
to operate the system effectively and efficiently. Thus, the proposed correlation is an 
inverse correlation because the changes in Implementation reduces the amount of IT 
Infrastructure that organisations require. 
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Similarly, the findings from the survey found correlations with System Availability, 
which was discussed in (Section 7.2.1), System Performance (Section 5.1.6) and Change 
in Organisational Structure (Section 7.2.6). The survey also found a strong correlation 
with Support. Similar to Change in system Implementation, this suggests that Support 
affects the amount of IT Infrastructure that an organisation requires. So, the direction of 
the relationship starts with Support towards system Implementation. Furthermore, the 
amount and the quality of Support that the organisation gets form their SaaS provider may 
impact the system Implementation process either positively or negatively, which in turn 
affects the IT Infrastructure. 
The changes in IT Infrastructure are likely to have an impact on Cost as there is less effort 
to maintain the new solution.  
Literature 
The findings of this study are consistent with previous studies that found adopting SaaS-
based solutions change the system implementation approach, which in turn contributes to 
Changes in IT Infrastructure (Section 2.3.6). The literature supports the view that SaaS 
adoption impacts the organisation’s IT Infrastructure and leads to a reduction in the 
current and future needs of IT Infrastructure expansion (Armbrust et al. 2010; Azarnik et 
al. 2013; Bhardwaj, Jain & Jain 2010; Marston et al. 2011; Saa et al. 2017; Seethamraju 
2015). Compared to traditional on-premise solutions, the SaaS adopters needs less IT 
Infrastructure to operate and maintain the solution. 
Conclusion 
This study revealed that one of the post-adoption consequences of SaaS is the ability of 
an organisation to adopt enterprise grade solutions without any addition to their existing 
IT Infrastructure. In addition, SaaS adoption is associated with a reduction in IT 
Infrastructure by taking advantage of the CSP’s advanced IT Infrastructure. The 
interviews and the survey’s outcomes confirmed that the Changes in IT Infrastructure are 
most likely to be noticed within the first six months. Moreover, it was considered as a 
consequence of SaaS adoption. Adopting SaaS-based solutions was strongly associated 
with the Changes in IT Infrastructure. In addition, the study found that Change in IT 
Infrastructure had strong correlations with Change in Implementation, System 
Availability, System Performance, Support, Change in Organisational Structure and Cost. 
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 Change in Capital Investment 
The section is about the change in needs of upfront Capital Investment of the IT 
infrastructure (Section 4.2.8). The analysis of the interviews found that the adoption of 
SaaS—especially at the beginning—reduces the need for upfront Capital Investment 
compared to in-house solutions. This is because SaaS-based solutions are pre-installed on 
SaaS provider’s servers and the organisations connect to the solutions via the internet. 
Therefore, there is no need to build and setup large IT infrastructure, purchase solutions 
and hire experts to deploy them. The new approach dramatically influences the 
organisation’s need to invest in IT infrastructure. 
Surprisingly, the survey’s outcomes did not match with the interviews’ findings. Based 
on the outcomes the respondents did not recognise that change in the organisation's needs 
for upfront Capital Investment as an important consequence of SaaS post-adoption. 
Change in Capital Investment construct’s (Mode = 4.00) which means that the most 
frequent selected score was Neither Agree nor Disagree. Also, the construct’s (Mean = 
3.40), suggesting that most participants are leaning toward Neither Agree nor Disagree 
rather than Somewhat Agree. Thus, the Change in Capital Investment construct is not 
recognised as being one of the consequences of SaaS post-adoption (Section 6.4.8) 
The survey’s outcomes confirm the change in the organisation's needs for upfront Capital 
Investment for IT Infrastructure. It showed that the respondents believe that adopting 
SaaS-based solutions do not need upfront Capital Investment; 89.2% of the respondents 
agreed that SaaS-based solutions are more cost-effective compared to on-premise 
solutions. Despite the above finding, 66.5% out the of 89.2% sample reported that their 
organisations’ Capital Investment for IT was still high after adopting the SaaS-based 
solution. The inconsistency may indicate that while it is true that SaaS-based solutions 
are more cost-effective, however, the adoption may need some sort of Capital Investment 
in IT infrastructure. Another possible explanation is that respondents did not differentiate 
between cost-efficiency and the need for upfront Capital Investment. However, 78.3% of 
the respondents’ reported that adopting an on-premise solution requires more Capital 
Investment than adopting a SaaS-based solution.  
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Timing  
The analysis of the interviews suggested that the change in the need for Capital 
Investment in IT infrastructure was noticed immediately and, in some cases, even prior 
to the adoption. The data from the survey shows that 48.2% of respondents perceived a 
reduction in the need for Capital Investment within the first three months and 26% 
between 3-6 months (See Figure 7-9). This suggests that organisations will notice the 
change in the need for Capital Investment relatively quickly. 
 
Figure 7-9 Change in Capital Investment Construct Time Frequency 
Relationships 
From the analysis of the interviews, Capital Investment was found to have a strong 
relationship with Change in IT Infrastructure (Section 5.1). The survey outcomes did not 
support the interviews’ findings, they showed that the Change in IT Infrastructure 
correlation with Capital Investment was not significant: 
• Change in IT Infrastructure (r = .108)   (Section 5.1.7) 
New relationships 
The survey found that Capital Investment also correlated strongly with: 
• Dependency (r = .724, p < .01).    (Section 7.2.5) 
It correlated negatively with: 
• Change in Organisational Structure (r =. - 304, p < .01), 
• Employee Productivity (r =. - 316, p < .01). 
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The findings from the survey found correlations with Dependency, which has already 
been discussed (Section 7.2.5). The survey revealed that there was a negative correlation 
between Capital Investment and Change in Organisational Structure, which could 
indicate that the more Change in the Organisational Structure, the greater the need for 
Capital Investment in IT Infrastructure. Another possible explanation is that more Change 
in Organisational Structure makes it hard for the organisation to benefit from the reduced 
need for Capital Investment in IT infrastructure. Similarly, Capital Investment correlated 
negatively with Employee Productivity. However, the correlation with Employee 
Productivity needs further investigation as there is no clear explanation for why it is a 
negative correlation. 
Literature 
The findings of this study’s interviews are consistent with previous studies, which found 
that adopting SaaS-based solutions reduced the need for Capital Investment in IT 
infrastructure (Section 2.3.7).  
The literature supports the view that SaaS adoption requires less Capital Investment in 
the organisations’ IT Infrastructure and, as a result, organisations are more likely to 
convert capital expenses to operation expenses (CapEx to OpEx) (Armbrust et al. 2010; 
Carr 2005; Goyal 2013; Marston et al. 2011; Saa et al. 2017; Seethamraju 2015; 
Senarathna et al. 2016). However, the survey findings do not support the literature and 
the findings from this study’s interviews. 
There were two negative correlations between Change in Organisational Structure and 
Employees’ Productivity. However, the correlations were not strong, and they were not 
supported by the interviews’ findings nor by the literature. 
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Conclusion 
This study revealed that SaaS adoption can facilitates market entry for smaller 
organisations as they do not have to secure large upfront Capital Investment to establish 
IT Infrastructure, purchase solutions and hire trained personnel. As a result, the 
organisation can redirect its funds to other departments, which in turn contributes 
significantly to the organisation's success. The survey findings do not agree with the 
literature and the findings from this study’s interviews. It was evident in the literature and 
in the interviews analysis that organisations need less upfront Capital Investment when 
choosing to move to SaaS. Therefore, this study supports the idea that migrating or 
starting with SaaS need less upfront Capital Investment. 
The change in the need for upfront Capital Investment was noticed immediately and, in 
some cases, prior to the adoption e.g. born in the cloud businesses. In addition, this study 
found that Capital Investment had a strong correlation with Dependency but had negative 
correlations with Change in Organisational Structure and Employee Productivity. 
 Change in Organisational Processes 
This section is about changes and transformations that occur to Organisational Processes 
as a consequence of SaaS adoption. The analysis of the interviews found that the adoption 
of SaaS-based solutions may cause Change in Organisational Processes. As discussed 
previously (Section 4.3.1) the Change in Organisational Processes that SaaS adoption 
imposes on the organisation may come in different ways. It could come as introducing 
completely new processes or it could present improvements to the existent processes. It 
could also mean changes in work activities, such as, how to handle certain processes. 
However, not all the organisations that adopt SaaS-based solutions experience the same 
sort of changes, they may not experience any changes at all. 
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The survey’s outcomes support the outcomes that emerged from the analysis of the 
interviews, that adopting SaaS-based solutions have an impact on organisations’ 
processes. Respondents acknowledge that Changes in Organisational Processes is an 
important consequence of SaaS post-adoption. Changes in Organisational Processes 
construct’s (Mode = 3.67) which means that on average participants were between 
Somewhat Agree and Neither Agree nor Disagree. However, the construct’s (Mean = 
2.95), which suggests that on average participants somewhat agreed with the items of the 
Change in Organisational Processes construct being one of the consequences of SaaS 
post-adoption (Section 6.3.9) 
The survey’s outcomes showed that 94% of the respondents agreed that their processes 
simplified after adopting the SaaS-based solution. Moreover, 96.4% reported an 
improvement in work processes. And 81.9% of the survey’s respondents admitted that 
their organisation’s business process design was driven by the SaaS-based solution. 
Furthermore, 84.3% reported that they had to make changes to some of their 
organisational processes to align them with the new SaaS-based solution. Finally, 63% 
believed that adopting SaaS had an impact on their organisations’ processes whereas 33% 
believed that there was no impact.  
Interestingly, the same sample of 33% that reported that SaaS adoption had no impact on 
their organisations’ processes reported that SaaS adoption had simplified and improved 
their organisational processes. A possible explanation for this inconsistency is that the 
respondents may have misinterpreted the questions, or they might not have fully 
understood the concept within the context of this study. Otherwise, there is no valid 
explanation that can help to understand this contradiction in answers. 
From the analysis of the interviews and the survey’s outcomes, it can be argued that the 
Change in Organisational Processes is mainly driven by the SaaS-based solution. So, in 
order to exploit the full benefit of SaaS-based solutions, organisations have to adjust their 
processes to conform to the SaaS-based solution. 
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Timing  
The analysis of the interviews suggested that the Change in Organisational Processes was 
noticed after a while. The Change in Organisational Processes belongs to the 
Transformation group of consequences, which sequentially comes after the Initial group 
of consequences. The analysis of the interviews suggested that the Transformation group 
of consequences comes after a period when the organisation recognises the Initial 
Consequences. Therefore, Change in Organisational Processes will not be noticed quickly 
but rather it will take time until the organisation notices that they need to adjust their 
processes. 
The data from the survey showed that nearly 59% of respondents perceived the Change 
in Organisational within 6-18 months compared to 35% who perceived the change to 
occur in the first six months. Based on the outcomes of the interviews and survey, the 
Change in Organisational Processes occurred after a period (See Figure 7-10). 
 
Figure 7-10  Change in Organisational Processes Construct Time Frequency 
Relationships 
From the analysis of the interviews, Change in Organisational Processes was found to 
have strong relationships with Change in Organisational Structure and Change in IT Role 
(Section 5.2). The survey outcomes supported one correlation: 
• Change in IT Role (r =.538, p < .01),    (Section 5.2.2) 
The survey outcomes did not support 
• Change in Organisational Structure (r =.030).  (Section 5.2.1) 
 
   234 
New relationships 
The survey found that Change in Organisational Processes also correlated strongly with: 
• Dependency (r = .551, p < .01),    (Section 7.2.5) 
• Top Management Involvement (r = .549, p < .01), 
• Focus in Core Business (r = .623, p < .01), 
The findings from the survey found a strong correlation with Dependency, which has 
already been discussed (Section 7.2.5). There were other strong correlations with Top 
Management Involvement and Focus in Core Business. The correlation with Top 
Management Involvement may suggest that adopting a SaaS-based solution requires more 
Change in Organisational Processes, which in turn forces Top Management Involvement. 
It may also indicate that in order to enable Top Management Involvement, the 
organisation needs to adjust its processes. Another strong correlation is with Focus on 
Core Business. The correlation probably indicates that in order for the organisation to 
dedicate more time and resources to its core competences, it needs to adjust its processes 
to serve that purpose. 
Literature 
The findings of this study from the interviews’ analysis and the survey’s outcomes are 
consistent with previous studies, which found that adopting SaaS impose some Change 
in Organisational Processes (Section 2.3.8). The literature supports that SaaS adoption 
can facilitate and sometimes requires the organisation to make changes in their processes 
(Davenport & Short 1990; Gattiker & Goodhue 2002; Lewandowski, Jacek, Salako, 
Adekemi O & Garcia-Perez, Alexeis 2013; Mabert, Soni & Venkataramanan 2003; 
Marston et al. 2011; Rajendran 2013; Seethamraju & Sundar 2013). 
However, one of the survey’s findings did not support the relationship between Change 
in Organisational Processes and Change in Organisational Structure which supported by 
the interviews and the literature. However, evidence from the interviews’ outcomes and 
the literature strongly suggest that there is a strong relationship between Change in 
Organisational Processes and Change in Organisational Structure and that change in one 
may lead to a change in the other.  
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Conclusion 
The study revealed that one of the post-adoption consequences of SaaS is the ability of 
the organisations to improve and optimise their existing processes with less effort. In 
addition, the study found it is easier for SMEs to standardise their processes and 
procedures and to follow the industry’s best practises without extra costs by adopting 
SaaS-based solutions. 
The study agrees with the literature, that adopting SaaS-based services enhance the 
organisations’ overall functionality. However, it may not be evident straightaway 
compared to other consequences, it may take up to 12 months to be realised. 
The study also found that Change in Organisational Processes correlated strongly with 
Dependency, Change in Organisational Structure, Change in IT Role, Top Management 
Involvement and Focus on Core Business.  
 Change in Organisational Structure 
This section is regarding changes and transformations that occur to SMEs’ organisational 
structure (solid change) and/or management structure (soft change). The change in SMEs’ 
organisational structure is regarding the physical changes in the business (create and/or 
terminate department or units). Changes in management structure refers to the 
reformation of responsibilities and workflow within the business (who reports to whom 
and who is responsible for whom) (Section 4.3.2). The analysis of the interviews showed 
that a Change in Organisational Structure is one of the post-adoption consequences of 
SaaS. Moreover, the analysis of the interviews showed that adopting SaaS-based 
solutions can have a positive impact on the SME’s organisational and management 
Structures.  
The survey’s outcomes confirmed the interviews’ findings. Respondents acknowledge 
Change in Organisational Structure as an important consequence of SaaS post-adoption. 
Change in Organisational Structure construct’s (Mode = 1.00) which means that the most 
frequent selected score was Strongly Agree. Also, the construct’s (Mean = 2.63), 
suggesting that most participants agreed with the Change in Organisational Structure 
construct being one of the consequences of SaaS post-adoption (Section 6.4.10) 
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Also, the survey outcomes showed that 80% of the respondents agreed that their actual 
organisation’s structure changed as a result of SaaS adoption. In addition, 79.5% agreed 
that SaaS adoption made their organisation flatter, which means less hierarchy. 
Furthermore, 75.5% of the sample indicated that they experienced both termination and 
creation of departments/teams within their organisation after adopting SaaS-based 
solutions. 
Additionally, regarding the change in the business’s management Structure, 83% of the 
respondents reported that SaaS adoption had caused changes in the flow of departments’ 
data. These outcomes imply a strong relationship between SaaS adoption and change in 
businesses’ organisational and management Structure.  
Timing  
Like Change in Organisational Processes, the analysis of the interviews suggests that 
Change in Organisational Structure is not noticed straightaway. Change in Organisational 
Structure belongs to the Transformation group of consequences, which comes 
sequentially after the group of Initial Consequences. The analysis of the interviews 
suggests the consequences from the Transformation group occur after a period after the 
organisation recognises the Initial Consequences. Therefore, Change in Organisational 
Structure is not noticed quickly, and it takes time for the organisation to notice that they 
need to adjust their business’s organisational structure and/or management structure. 
Data from the survey showed that 24.1% of respondents perceived Changes in 
Organisational Structure within 12-18 months whereas 30% reported that they perceived 
it to occur after 18 months (See Figure 7-11). Also, the survey findings may suggest that 
a sizable minority might not notice any change regarding their organisational structure at 
all. 
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Figure 7-11 Change in Organisational Structure Construct Time Frequency 
Based on the findings from the survey and interviews, the Changes in Organisational 
Structure come after Changes in Organisational Processes. This finding strongly supports 
the argument that suggests Changes in Organisational Structure is a result of Changes in 
Organisational Processes (Section 4.3.2 and Section 5.2.1). So, it is clear that Changes in 
Organisational Structure are one of the post-adoption consequences of SaaS. However, it 
usually becomes evident after about 18 months of the adoption. 
Relationships 
From the analysis of the interviews, Changes in Organisational Structure was found to 
have a strong relationship with Changes in Organisational Processes. However, the 
survey outcomes did not support this relationship and showed that Changes in 
Organisational Structure did not correlate with: 
• Changes in Organisational Processes (r =.030).  (Section 5.2.1) 
New Relationship 
The survey’s findings revealed more correlations. It was found that Structure correlated 
strongly with: 
• Support (r = .532, p < .01),     (Section 7.2.3) 
• Changes in IT Infrastructure (r = .540, p < .01),  (Section 7.2.7) 
• Workforce Optimisation (r = .690, p < .01), 
• Employees’ Productivity (r = .586, p < .01) 
• Cost (r = .609, p < .01) 
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The survey’s outcomes found that Changes in Organisational Structure correlated 
negatively with: 
• Dependency (r =. -336, p < .05),    (Section 7.2.5) 
• Capital Investment (r =. -336, p < .05),   (Section 7.2.8) 
The correlations with Dependency (Section 7.2.5), Capital Investment (Section 7.2.8) and 
Changes in IT Infrastructure and Implementation (Section 7.2.7) have already been 
discussed. The findings from the survey found a strong correlation with Workforce 
Optimisation. This correlation probably suggests that the Changes in Organisational 
Structure result in more Workforce Optimisation. For instance, if an organisation 
create/terminate a department/unit as a result of SaaS adoption, it will allow the 
organisation to gain maximum benefits from its workforce. Another example is that when 
the organisation changes its management structure it will allow for fewer people to 
become involved in certain tasks, which optimises the workforce. The positive correlation 
with Employee Productivity suggests that Changes in Organisational Structure may 
increase Employee Productivity. 
Changes in Organisational Structure is strongly correlated with Cost. The correlation 
indicates that Changes in Organisational Structure reduce the organisation’s overall costs. 
As changes in the organisation’s structure are made, it involves other aspects of change 
(e.g. Changes in Organisational Processes, Workforce Optimisation, Change in IT 
Infrastructure and System Implementation), which in turn impacts overall Cost positively. 
Literature 
The findings of this study are consistent with previous studies, which found that adopting 
SaaS changes the organisational structure (Section 2.3.9). The literature supports the idea 
that the adoption of SaaS-based solutions can facilitate and sometimes require the 
organisation to make changes in to their structure, whether it be organisational structure, 
management structure or both (Da Xu 2011; Davenport 1998, 2000; Devadoss & Pan 
2007; Fui-Hoon Nah, Lee-Shang Lau & Kuang 2001; Morton & Hu 2008; Shang & 
Seddon 2002). 
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Although the survey’s findings did not support the relationship between Changes in 
Organisational Structure and Changes in Organisational Processes, evidence from the 
literature and from the interviews strongly supported that relationship. The literature 
supports the argument that they are strongly correlated, which confirms the outcomes of 
the interviews. 
Conclusion 
This study revealed that adopting SaaS-based solutions empower the organisation and 
facilitate changes in organisational Structure. It also facilitates soft changes, such as 
changes in the organisation’s management structure. Furthermore, this study found that 
by adopting SaaS-based solutions the organisation will be able to optimise its workforce 
which reduce its overall costs. Thus, leading to a reduction in Cost and an increase in 
Workforce Optimisation. 
It also found that Changes in Organisational Structure may not be evident straightaway 
compared to other consequences, it may take up to 18 months or longer to occur. The 
study confirms that Changes in Organisational Structure is one of the post-adoption 
consequences of SaaS. It also supports the literature, that adopting SaaS-based solutions 
improves business functionality by increasing overall Employee Productivity. 
Furthermore, the study found that Changes in Organisational Structure had correlations 
with other consequences. It correlated strongly with Changes in Organisational Processes, 
Support, Changes in IT Infrastructure, Workforce Optimisation, Employees’ Productivity 
and Cost. On the other hand, the survey outcomes found that Changes in Organisational 
Structure correlated negatively with Dependency and Capital Investment. 
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 Change in IT Role 
This section is regarding changes or transformations that occur to the organisation’s IT 
department roles and responsibilities as a result of SaaS adoption. However, the changes 
in operations are not because of SaaS adoption itself, it is because of the Changes in 
Organisational Processes. Changes in Organisational Processes affect the IT department’s 
role and responsibilities, which in turn affects how the IT department operates based on 
the new role (Section 4.3.3). The outcomes of the interviews suggest that adopting SaaS-
based solutions will change the IT department’s role. Additionally, the interviews’ 
findings suggest that the change in the IT department’s role is mainly due to the Changes 
in Organisational Processes. 
The survey outcomes support the outcomes of the interviews. Respondents acknowledge 
that Changes in IT Role is an important consequence of SaaS post-adoption. Changes in 
IT Role construct’s (Mode = 3.20) which means that the participants were, on average, 
between Somewhat Agree and Neither agree nor disagree. The construct’s (Mean = 3.03), 
suggested that on average participants Somewhat Agreed with the Changes in IT Role 
construct being one of the consequences of SaaS post-adoption (Section 6.4.11) 
The survey showed that 87% of the respondents believed that their IT department plans 
had to be redesigned to align with the SaaS-based solution. A further 88% reported that 
their IT department’s role and responsibilities had changed since the SaaS adoption. 
Also, the indication of the responses to the indirect questions was consistent with the 
responses of the direct questions. A large portion (73.5%) of the responses agreed that 
their IT department had less control over the SaaS-based solution. Furthermore, nearly 
80% reported that their IT department had less technical responsibilities. Interestingly, 
the survey outcomes revealed that 53% of the respondents viewed that their IT department 
— due to the SaaS-based solution — maintain its position as a competitive advantage. 
This may have been associated with the fact that the IT department had less control over 
the solution. Also, it may have suggested that having less responsibility means having 
less importance in the respondents’ opinions, especially those who are more familiar with 
the traditional centralised IT department. 
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Timing  
Because IT Role belongs to the Transformation group of consequences means that its 
effects are not noticed immediately based on the analysis of the interviews. Like 
Processes and Structure, the analysis of the interviews suggested that the changes in the 
IT department’s role are noticed after some time. The data from the survey showed that 
35% of respondents perceived the changes in the IT department’s role to happen within 
6-12 months, 23% reported that they perceived it to occur within 12-18 months and 10% 
after 18 months (See Figure 7-12).  
 
Figure 7-12 Change in IT Role Construct Time Frequency 
Based on the survey’s and interviews’ findings, the changes in the IT department’s role 
come after the Changes in Organisational Processes. This finding strongly supports the 
argument that the changes in the IT department’s role are a result of the Changes in 
Organisational Processes (Section 4.3.3 and Section 5.2.2). Thus, it is clear that the 
changes in the IT department’s role are one of the post-adoption consequences of SaaS 
and that it usually becomes evident within 6-18 months of the adoption.  
Relationships 
From the analysis of the interviews, changes in the IT department’s role were found to 
have a strong relationship with Change in Organisational Processes. Both the survey’s 
and interviews’ findings supported this relationship and showed a strong correlation. 
•  Change in Organisational Processes (r = .538, p < .01). (Section 5.2.2) 
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Literature 
The findings of this study are consistent with previous studies, which found that adopting 
SaaS-based solutions changes the IT department’s Role (Section 2.3.10). The literature 
supports the view that adopting SaaS-based solutions have a positive impact on the 
organisation’s IT department’s role and responsibilities (Al-lawati & Al-Badi 2016; 
Avram 2014; Fisher 2014; Lacity & Reynolds 2014; Loebbecke, Thomas & Ullrich 2012; 
Malladi & Krishnan 2012; Srinivasan 2013; Yanosky 2008). The literature and the 
outcomes of this study also support the argument that the changes in the IT department’s 
role are triggered by the Change in Organisational Processes.  
Conclusion 
This study revealed that adopting SaaS-based solutions has an impact on the 
organisation’s IT department’s role and responsibilities. It also found that the changes in 
the IT department’s role may not be evident straightaway, compared to other 
consequences, Change in IT Role may be evident within 12-18 months’ timeframe. The 
study confirms that changes in the IT department’s role is one of the post-adoption 
consequences of SaaS. It also supports the literature’s view, that adopting SaaS-based 
solutions changes how the IT department operates. 
 Top Management Involvement  
Top Management Involvement is how an organisation’s top and mid-level management 
and decision-makers monitor and are involved with lower level management and 
employees (Section 4.4.1). The analysis of the interviews showed that an increase in Top 
Management Involvement is one of the post-adoption consequences of SaaS. Moreover, 
the analysis strongly indicated that there was a significant change in the way top managers 
interacted with their employees after adopting SaaS.  
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The survey’s outcomes support the outcomes of the interviews. Respondents 
acknowledge that Top Management Involvement is a consequence of SaaS post-adoption. 
Changes in Top Management Involvement construct’s (Mode = 3.40) which means that 
the participants were, on average, between Somewhat Agree and Neither Agree nor 
Disagree. The construct’s (Mean = 2.88), suggested that on average participants 
Somewhat Agreed with the Top Management Involvement construct being one of the 
consequence of SaaS post-adoption (Section 6.4.12) 
The survey’s outcomes showed that 84.3% of the respondents agreed that higher 
management became more involved in operational activities after the adoption of SaaS. 
Further, 79.5% reported that they had more support and help from their managers. 
Additionally, 51.8% considered the involvement of their higher managers as productive 
while only 2.5% considered otherwise. Also, 84.3% perceived that their Top Management 
was more active in communicating how best to manage core processes. This indicates 
that the adoption of SaaS-based solutions might facilitate communication within the 
organisation and ease the work.  
However, an increase in manager involvement was not always desired or positive. From 
the managers’ perspective, they reported that they had more visibility on employees’ 
activities and that the employees were more exposed, which was considered as a positive 
effect. However, from the employees’ perspective, the survey’s outcomes found that 
85.5% of the respondents felt that managers and upper management were watching them. 
The exposure of the employees’ daily activities might add negative pressure and made 
them feel uncomfortable in their work environment. Furthermore, it may lead to 
unnecessary interference from managers, which may hinder employees’ work. 
Timing  
The analysis of the interviews suggested that Top Management Involvement was noticed 
later after deploying the SaaS-based solution. Top Management Involvement belongs to 
the Optimisation group of consequences. The findings from the interviews suggest that 
the Optimisation Consequences tend to occur after the Initial and Transformation 
consequences. So, regarding the time of occurrence, it depends on how fast or slow the 
Initial and the Transformation Consequences occur. 
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Although the survey’s outcomes showed that the Optimisation Consequences occur at a 
later stage, they did not suggest that they occur after the Transformation consequences. 
Contrary to the interviews’ outcomes, the survey suggested that the Transformation and 
the Optimisation Consequences can occur at the same time and that they are independent 
of each other. 
The data from the survey showed that 28% of respondents perceived that Top 
Management Involvement to occur within 3-6 months, 42% reported that they perceived 
it to occur within 6-12 months, and 12% perceived it within 12-18 months (See Figure 
7-13). 
 
Figure 7-13 Top Management Involvement Construct Time Frequency 
Based on the interviews’ and the survey outcomes, it can be observed that Top 
Management Involvement may occur after the Initial Consequences within 6-12 months’ 
timeframe. 
Relationships 
The analysis of the interviews suggested that Top Management Involvement had strong 
relationships with Business Flexibility and Employees’ Productivity (Section 5.3). The 
survey’s findings moderately support these two relationships, they showed that Top 
Management Involvement correlated with: 
• Business Flexibility (r = .452, p < .01),    (Section 5.3.1) 
• Employees’ Productivity (r = .281, p < .05),    (Section 5.3.4) 
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New Relationship 
The survey’s findings revealed more underlying correlations. It was found that Top 
Management Involvement correlated strongly with: 
• Change in Organisational Processes (r = .549, p < .01),  (Section 7.2.9) 
• Focus on Core Business (r = .535, p < .01),  
The findings suggest a strong correlation with Change in Organisational Processes, which 
has already been discussed in (Section 7.2.9). In addition, the findings suggest a strong 
correlation with Focus on Core Business. 
The correlation with Focus on Core Business may suggest that the higher involvement of 
the managers, the more productive the employees become. This correlation was discussed 
in the interviews and it suggests that there is a relationship between Productivity and Top 
Management Involvement (Section 5.3.4). Consequently, this will contribute 
significantly to the Focus on Core Business.  
Literature 
The findings of this study are consistent with previous studies, which found adopting 
SaaS-based solutions impacts Top Management Involvement (Section 2.3.11). Many 
studies have shown that migrating to the cloud and adopting SaaS-based services is 
associated with an increase in Top Management Involvement (Ahmad & Cuenca 2013; 
Benatia et al. 2016; Chow et al. 2009; Dziembek & Ziora 2014; Majama & Israel Magang 
2017; Sultan, NA 2011) However, other studies (Karlsson 2012; Mayer & Gavin 2005) 
have discussed the fact that the increase in Top Management Involvement is not always 
positive. It may produce negative outcomes, as it may reduce the trust relationship 
between the managers and their employees and hinder employee creativity.  
This study’s findings support the importance of Top Management Involvement and also 
supports the idea that SaaS-based services are more stable and increase Top Management 
Involvement. However, the outcomes of the interviews and the survey found that the 
increase in Top Management Involvement can have a negative impact on the employee 
management relationship if misused.  
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Conclusion 
This study revealed that adopting SaaS-based solutions supports the organisations’ 
decision-making process. It improves the decision-making process by increasing the real-
time feedback of information. The study also revealed that there is an increase in 
communication and monitoring in the organisation after adopting SaaS-based solutions.  
This study’s findings indicate that there is a strong relationship between Top Management 
Involvement and adopting SaaS-based solutions. Therefore, the study confirms that a 
change in Top Management Involvement is one of the post-adoption consequences of 
SaaS. 
In addition, it supports the literature that claims adopting SaaS-based solutions improve 
and increase Top Management Involvement. However, the study’s findings from the 
interviews showed that Top Management Involvement may not be evident and take up to 
12 months. Finally, the study found that Top Management Involvement correlated 
strongly with Change in Organisational Processes and Focus on Core Business. 
 Business Flexibility 
Business Flexibility refers to the ability of the business to change, adapt and respond to 
the continuous changes in both the organisations’ environment and in the market, 
promptly and as needed (Section 4.4.2). The outcomes of the interviews showed that SaaS 
adoption increases Business Flexibility and is one of the post-adoption consequences of 
SaaS. 
The survey’s outcomes support the outcomes of the interviews. Respondents 
acknowledge that Business Flexibility is a consequence of SaaS post-adoption. Changes 
in Business Flexibility construct’s (Mode = 2.00) which means that the participants were, 
on average, Agree. The construct’s (Mean = 2.30), suggested that on average participants 
Agreed with Business Flexibility construct being one of the consequences of SaaS post-
adoption (Section 6.4.13) 
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The survey’s findings showed that 92.8% of respondents agreed that SaaS adoption 
makes the organisation more flexible. A further 88% believed that adopting SaaS-based 
solutions helped their organisations to become more competitive. Similarly, 88% thought 
that their organisations could respond to changes faster since adopting the SaaS-based 
solution. Lastly, 95% admitted that SaaS adoption made it easier to coordinate, share data 
and information among departments. This strongly suggests that adopting SaaS-based 
solutions contributes to the increase in business Flexibility. 
Timing  
The analysis of the interviews suggested that Business Flexibility was noticed at a later 
stage after deploying the SaaS-based solution. Like Top Management Involvement, 
Business Flexibility belongs to the Optimisation group of consequences. So, the time of 
its occurrence depends on the occurrence of the Initial and the Transformation 
consequences. Although the survey outcomes show that Business Flexibility happens at 
a later stage, it does not suggest that it happens after the Transformation consequences. 
Contrary to the interviews’ outcomes, the survey suggests that Business Flexibility may 
occur earlier. 
The data from the survey showed that 18% of the respondents perceived the change in 
Business Flexibility within 3-6 months, 31.3% reported that they perceived it to occur 
within 6-12 months, and 26.5% perceived it within 12-18 months (See Figure 7-14).  
 
Figure 7-14 Business Flexibility Construct Time Frequency 
Based on the interviews’ and the survey outcomes, it can be seen that Business Flexibility 
happens after a while and not at the same time as the Initial consequences. This study 
suggests that Business Flexibility is more likely to occur within 6-12 months’ timeframe. 
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Relationships 
The analysis of the interviews suggested that Business Flexibility had strong relationships 
with Top Management Involvement, Focus on Core Business and Employees’ 
Productivity (Section 5.3). The survey findings support the interviews’ relationships, it 
showed that Business Flexibility correlated with: 
• Top Management Involvement (r = .452, p < .01)  (Section 5.3.2,5.3.3,5.3.1) 
• Focus on Core Business (r = .401, p < .01)    (Section 5.3.2)  
• Employees’ Productivity (r = .508, p < .05)    (Section 5.3.3). 
Literature 
The findings of this study — from the interviews and survey — are consistent with 
previous studies that found adopting SaaS-based solutions increased Business Flexibility. 
The findings are also consistent with a considerable amount of studies that have shown 
migrating to the cloud and adopting SaaS-based services are associated with an increase 
in Business Flexibility both directly and indirectly (Benlian & Hess 2011; Bhatt et al. 
2010; Marston et al. 2011; Shayan et al. 2014; Tripathi & Jigeesh 2013; Xue & Xin 2016).  
On the other hand, there are some studies that argue SaaS-based solutions do not bring 
flexibility to the organisation. These studies suggest that SaaS-based solutions are less 
flexible compared to in-house ones (Chou & Chiang 2013; Seethamraju 2015) while other 
studies suggest that SaaS related agility depends on how the organisation utilises it and 
that the solution itself does not provide agility (Yang, H, Huff & Tate 2013). However, 
even if in-house solutions are more flexible than SaaS-based solutions in terms of system 
customisation, SaaS-based solutions have other advantages that contribute to Business 
Flexibility, such as scalability and pay-per-use subscription methods.  
While, it may be true that SaaS-based solutions do not provide complete flexibility in 
customisation of the solution, and at the same time this is equally true of in-house 
solutions. No solution provides Business Flexibility per se, it is about the services and 
features that enable Business Flexibility. 
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Conclusion 
This study revealed that adopting SaaS-based solutions supports organisations to become 
more adaptive to business’ environmental changes and to become more competitive. 
Adopting SaaS-based solutions increase coordination among the organisation’s 
departments and divisions. The study’s findings indicated a strong relationship between 
Business Flexibility and adopting SaaS-based solutions. Therefore, the study confirms 
that an increase in Business Flexibility is one of the post-adoption consequences of SaaS.  
In addition, this study supports the literature that has found adopting SaaS-based solutions 
improve and increase Business Flexibility. However, the study showed that Business 
Flexibility may not be evident until 6-12 months (See Figure 7-14). Furthermore, the 
study found that Business Flexibility correlated with Top Management Involvement, 
Focus on Core Business and Employees’ Productivity. 
 Focus on Core Business 
Focus on the Core Business is the ability of the organisation to dedicate most of its time 
and resources towards its primary business goals (Section 4.4.3). The analysis of the 
interviews showed that an increase in the organisation’s ability to Focus on its Core 
Business is one of the post-adoption consequences of SaaS. In addition, the analysis 
strongly indicated that there was a significant change in the organisation’s ability to Focus 
on the Core Business after adopting SaaS-based services. 
The survey’s outcomes support the outcomes of the interviews. Respondents 
acknowledge that Focus on the Core Business is a consequence of SaaS post-adoption. 
Focus on the Core Business construct’s (Mode = 2.50) which means that the participants 
were, on average, were between Agree and Somewhat Agree with the Focus on Core 
Business construct. The construct’s (Mean = 2.69), suggested that on average participants 
were between Agree and Somewhat Agree with Focus on the Core Business construct 
being one of the consequences of SaaS post-adoption (Section 6.4.14) 
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The findings of the survey showed that 93% of the respondents agreed that SaaS-based 
solutions helped their organisation dedicate its resources to its core business. Also, 90% 
agreed that adopting SaaS-based solutions was a good way to foster their organisation’s 
concentration on its core goals. Similarly, 90% admitted that SaaS-based solutions 
provided new functionalities that helped their organisations to improve their core 
business. However, the survey’s respondents did not strongly support the suggestion that 
adopting SaaS helps organisations to put their strategies into action with only 56.6% 
agreement.  
Timing  
The analysis of the interviews suggested that Focus on Core Business was noticed at a 
later stage after deploying the SaaS-based solution. Like Business Flexibility, Focus on 
Core Business belongs to the Optimisation group of consequences as suggested by the 
interviews’ findings. So, the time of its occurrence depends on the occurrence of the 
Initial and Transformation consequences. However, the survey outcomes did not support 
this suggestion.  
The data from the survey showed that 23% of respondents perceived the change in the 
Focus on Core Business within the first three months, 37% reported that they perceived 
it within 3-6 months, and 21.7% perceived it within 6-12 months (See Figure 7-15). 
 
Figure 7-15 Focus on Core Business Construct Time Frequency 
Based on this study’s outcomes, it can be observed that Focus on the Core Business 
happens earlier than what the interviews indicated. Therefore, this study suggests that 
Focus on the Core Business is more likely to occur within the first six months of SaaS 
adoption. 
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Relationships 
The analysis of the interviews suggests that Focus on Core Business has strong 
relationships with business Flexibility, Workforce Optimisation and employees’ 
Productivity (Section 5.3). The survey’s findings supported one of the interviews’ 
relationships:  
• Business Flexibility (r = .401, p < .01)    (Section 5.3.2),  
But did not support the rest as it showed that no significant correlations with: 
• Employees’ Productivity (r = .206)     (Section 5.3.5)  
• Workforce Optimisation (r = .062)    (Section 5.3.6) 
New Relationship 
The survey’s findings revealed more underlying correlations. It was found that Focus on 
Core Business correlated strongly with: 
• Change in Organisational Processes (r = .549, p < .01) (Section 7.2.9) 
Literature 
The findings of this study are consistent with the literature that has found that adopting 
SaaS-based solutions increases Focus on the Core Business. The findings are also 
consistent with previous studies that have shown that migrating to the cloud and adopting 
SaaS-based services are associated with an increase in Focus on the Core Business. Many 
studies suggest that SaaS adoption allows the organisation to redirect its resource to its 
core business operations. (Dillon & Vossen 2014; Oliveira, Thomas & Espadanal 2014; 
Palos-Sanchez, Arenas-Marquez & Aguayo-Camacho 2017; Ratten 2016). Also, the cost 
saving associated with SaaS adoption enables the organisation to use its financial 
resources to improve its core business activities (Armbrust et al. 2010; Bhardwaj, Jain & 
Jain 2010; Marston et al. 2011). 
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Furthermore, outsourcing their business supporting operations to the SaaS provider 
allows organisations to focus their attention on management issues that may affect core 
business operations (Benlian 2009; Oliveira, Thomas & Espadanal 2014; Peng & Gala 
2014; Salleh, Teoh & Chan 2012; Seethamraju 2015; Sultan, NA 2011). This insight from 
the related literature supports and confirms the outcomes of the study. Therefore, the 
study strongly advocates that adopting SaaS-based solutions is associated with an 
increase in the ability of the organisation to Focus on its Core Business 
Conclusion 
In conclusion, this study revealed that organisations can improve their competitive 
advantages when adopting SaaS-based solutions. Also, it enables the organisations to 
minimise unnecessary operational activities, which can distract from the main operation 
within the organisation. The study found that the adoption of SaaS-based solutions 
increases Focus on the Core Business. Therefore, the study confirms that Focus on Core 
Business is one of the post-adoption consequences of SaaS. It also supports the literature 
that states that adopting SaaS-based solutions improve and increase Focus on the Core 
Business.  
In addition, the study’s findings suggest that Focus on Core Business is likely to occur 
within the first six months of SaaS adoption. Furthermore, the study found that Focus on 
Core Business correlated strongly with Change in Organisational Processes and Business 
Flexibility.  
 Workforce Optimisation 
Workforce Optimisation is the ability of the organisation to reduce the number of 
employees or shifting their duties to other departments thereby improving the workforce. 
This is due to changes in the organisation’s hiring needs and changes in job descriptions. 
Furthermore, some employees who are no longer needed may simply be laid off (Section 
4.4.4). The outcomes of the interviews’ analysis recognise that SaaS adoption causes 
Workforce Optimisation, and it is one of the post-adoption consequences of SaaS.  
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The survey’s outcomes support the outcomes of the interviews. Respondents 
acknowledge that Workforce Optimisation is a consequence of SaaS post-adoption. 
Workforce Optimisation construct’s (Mode = 2.00), suggesting that most of the 
participants on average Agreed with the Workforce Optimisation construct. The 
construct’s (Mean = 2.59), suggested that on average participants between Agree and 
Somewhat Agree with Workforce Optimisation construct being one of the consequence 
of SaaS post-adoption (Section 6.4.15) 
The survey’s outcomes reported that adoption of SaaS-based solutions causes Workforce 
Optimisation. The survey’s outcomes showed that 79.5% of respondents agreed that their 
organisation had reduced staff numbers due to the adoption of SaaS-based solutions. Also, 
82% agreed that there were shifts in the staff’s positions as a result of the adoption. 
Furthermore, the survey showed that 86.7% believed IT personnel had the ability to work 
more cooperatively in a project team environment. The outcomes of the study’s 
interviews strongly suggest that the adoption of SaaS-based solutions enhanced 
Workforce Optimisation.  
Timing  
The analysis of the interviews suggests that Workforce Optimisation was noticed at a later 
stage after deploying the SaaS-based solution. Workforce Optimisation belongs to the 
Optimisation group of consequences, which usually occur after the Initial and 
Transformation consequences. Although the survey’s outcomes showed that Workforce 
Optimisation occurs at a later stage, it does not suggest that it occurs after the 
Transformation consequences. Contrary to the interviews’ outcomes, the survey suggests 
that Workforce Optimisation may occur earlier. 
The data from the survey showed that 26.5% of respondents perceived the change in 
Workforce Optimisation within 6-12 months, another 26.5% reported that they perceived 
it within 12-18 months, and 13.3% perceived it as taking more than 18 months (See Figure 
7-16). 
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Figure 7-16 Workforce Optimisation Construct Time Frequency  
Based on the findings from the interviews and the survey, it can be observed that 
Workforce Optimisation occurs after the Initial consequences. This study suggests that 
Workforce Optimisation is more likely to occur within a 6-18-months’ timeframe. 
Relationships 
The analysis of the interviews suggests that Workforce Optimisation consequence has a 
strong relationship with Focus on Core Business (Section 5.3). The survey findings did 
not support this relationship, it showed that Workforce Optimisation correlated with: 
• Focus on Core Business (r = .062)     (Section 5.3.6). 
New Relationship 
The survey findings revealed more underlying correlations. It was found that Workforce 
Optimisation correlated strongly with: 
• Productivity (r = .551, p < .01), 
• Cost (r = .519, p < .01), 
The correlation with employees’ Productivity may imply that the ability of an 
organisation to optimise and utilise human resources improves and enhances 
Productivity. Another possible explanation is that improvement in employees’ 
Productivity optimises the workforce. The correlation with Cost may suggest optimising 
the workforce contributes to organisational improvement in different areas, which in turn 
lead to Cost reduction. So, Workforce Optimisation influences Cost positively. 
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Literature 
The findings of this study, from both the interviews and survey, are consistent with the 
literature that found adopting SaaS-based solutions enhance Workforce Optimisation. 
The findings are also consistent with previous studies that have shown that adopting SaaS-
based services is associated with a direct increase in Workforce Optimisation (Berisha 
Qehaja, Kutllovci & Berisha Namani 2016; Marston et al. 2011; Seethamraju 2015; Yaghi 
& Barakat 2014). And indirectly through other features and enhancements that SaaS-
based solutions provide (increases in Performance and Productivity) (Hughes et al. 2017; 
Laudon & Laudon 2016; Seethamraju 2015; Serengil & Ozpinar 2017; Yen et al. 2017; 
Zayum, Aule & Hangeior 2017).  
Conclusion 
In conclusion, this study revealed that adopting SaaS-based solutions helps organisations 
to increase the utilisation of human resources. Furthermore, it revealed the adoption of 
SaaS-based services can facilitates change within the organisations. This study’s 
interviews’ outcomes found that there was a strong relationship between Workforce 
Optimisation and adopting SaaS-based solutions. Therefore, this study confirms that 
Workforce Optimisation is one of the post-adoption consequences of SaaS.  
The study’s findings are also consistent with the literature that claims adopting SaaS-
based solutions improve and increase Workforce Optimisation. However, the study’s 
outcomes showed that Workforce Optimisation may not be evident until 6-18 months or 
sometimes longer. 
Finally, the study found that change Workforce Optimisation correlated strongly with 
Top Management Involvement, Focus on Core Business and Employees’ Productivity. 
 Employee Productivity 
This section represents the amount of efficient work that employees can do in a certain 
timeframe (Section 4.4.5). The outcomes of the interviews recognised that SaaS adoption 
increased Employee Productivity, and that it is one of the post-adoption consequences of 
SaaS. The survey’s outcomes confirmed the interviews’ findings and reported that there 
was a direct impact on Employee Productivity. 
   256 
Also, the survey’s outcomes support the outcomes of the interviews. Respondents 
acknowledge that Employee Productivity is a consequence of SaaS post-adoption. 
Employee Productivity construct’s (Mode = 2.00), suggesting that most of the 
participants on average Agreed with the Employee Productivity construct. The 
construct’s (Mean = 2.11), suggested that on average participants Agree Employee 
Productivity construct being one of the consequences of SaaS post-adoption (Section 
6.4.16) 
The survey showed that 90% of the respondents agreed that adopting SaaS had increased 
Employee Productivity. A further, 95.2% of the sample reported that after the adoption 
of SaaS-based solutions, employees accomplished more tasks per day. Finally, 93% of 
the respondents admitted that the adoption of SaaS-based solutions increased Employee 
Productivity indirectly by making it easier for team members to communicate with other 
teams. The outcomes of the study strongly suggest that SaaS adoption increases 
Employee Productivity.  
Timing  
The analysis of the interviews suggests that Employee Productivity was noticed at a later 
stage after deploying the SaaS-based solution. Employee Productivity belongs to the 
Optimisation group of consequences, which supposedly occur after the Initial and 
Transformation consequences.  
Contrary to the interviews’ outcomes, the survey suggests that Employee Productivity 
may occur earlier. The survey’s outcomes showed that Employee Productivity occurred 
in the early stages after the adoption, along with the Initial group of consequences. 
The data from the survey showed that 19.3% of respondents perceived the change in 
Employees’ Productivity within 1-3 months, 29% within 3-6 months and 35.5% reported 
that they perceived it within 6-12 months, the rest perceived it within more than 12 
months (See Figure 7-17). 
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Figure 7-17 Employee Productivity Construct Time Frequency 
Based on the interviews’ and the survey’s outcomes, it can be observed that Employee 
Productivity occurs a while after SaaS adoption. The Employee Productivity consequence 
might occur at the same time as the Initial consequences. However, this study suggests 
that Employees’ Productivity is more likely to occur within the first six months of the 
adoption which is relatively quick. 
Relationships 
The analysis of the interviews suggests that Employee Productivity had strong 
relationships with Top Management Involvement, Business Flexibility and a Focus on 
Core Business (Section 5.3). The survey findings found that Employee Productivity had 
positive relationships with: 
• Business Flexibility (r = .508, p < .01),    (Section 5.3.3) 
• Top Management Involvement (r = .281, p < .05),  (Section 5.3.4) 
 But showed no significant correlation with: 
• Focus in Core Business (r = .206),    (Section 5.3.5) 
New Relationship 
The survey findings revealed more underlying correlations. It was found that Employee 
Productivity correlated strongly with: 
• Support (r = .536, p < .01),      (Section 7.2.3) 
• Change in Organisational Structure (r = .586, p < .01), (Section 7.2.10) 
• Workforce Optimisation (r = .551, p < .01),    (Section 7.2.15) 
• Cost (r = .519, p < .01), 
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The correlation with Cost may suggest improvements in Employee Productivity 
contributes to improvements in different areas, which in turn lead to Cost reduction. So, 
the increase and improvement in Employee Productivity influences Cost positively. 
Literature 
The findings of this study are consistent with literature that found adopting SaaS-based 
solutions increased and enhanced Employee Productivity. The findings are also consistent 
with previous studies that have shown that adopting SaaS-based services is associated 
with a direct increase in Employee Productivity (Hughes et al. 2017; Laudon & Laudon 
2016; Seethamraju 2015; Serengil & Ozpinar 2017; Yen et al. 2017; Zayum, Aule & 
Hangeior 2017). Also, indirectly through Workforce Optimisation (Berisha Qehaja, 
Kutllovci & Berisha Namani 2016; Marston et al. 2011; Seethamraju 2015; Yaghi & 
Barakat 2014).  
Conclusion 
In conclusion, this study revealed that adopting SaaS-based solutions reduces the work 
load and eliminates routine tasks that consume a large portion of employees’ time. 
Furthermore, the study revealed that SaaS adoption facilitates and increases cooperation 
among the organisation’s teams. The study’s outcomes found that there was a strong 
relationship between the increase in Employee Productivity and adopting SaaS-based 
solutions. Therefore, the study confirmed that Employee Productivity is one of the post-
adoption consequences of SaaS.  
The study’s findings are consistent with the literature that supports the notion that 
adopting SaaS-based solutions improve and increase Employee Productivity. The study’s 
survey’s findings showed that Employee Productivity may not belong to the group of 
Optimisation Consequences, rather it may belong to the Initial group of consequences as 
it occurred within the first six months of SaaS adoption. 
Furthermore, the study found that Employee Productivity correlated strongly with 
Support, Change in Organisational Structure, Workforce Optimisation and Cost. 
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 Cost 
Cost is a consequence that is pervasive across all three stages. This is indicated by its 
appearance in the Initial Consequences, Organisational Transformation Consequences 
and Optimisation Consequences (Section 4.1). The analysis of the interview showed that 
all of the interviewees have admitted that cost reduction was at the top of their list of 
motives to shift to SaaS services and they reported that they have experienced noticeable 
cost reduction. 
The survey’s outcomes showed that respondents believe adopting SaaS-based solutions 
reduced the Cost. The survey’s outcomes revealed that Cost construct’s (Mode = 1.00) 
which means that the most frequent selected score was Strongly Agree. Also, the 
construct’s (Mean = 2.18), suggesting that most participants agreed with the Cost 
construct being one of the consequences of SaaS post-adoption (Section 6.4.17) 
Further, 77.1% of the respondents reported that their organisations have lowered the cost 
of operations after implementing SaaS. Also, 66.5% admitted that their organisation has 
become better in reducing the staff costs after adopting the SaaS solution. The interviews’ 
and survey’s results suggest that SaaS services adoption is strongly associated with a cost 
reduction and expenditure improvements. 
7.3 Chapter Summary 
This chapter presented the Post-Adoption Consequences of SaaS Framework. The 
changes and refinement to the theory developed by this study was discussed. The chapter 
compared the findings that were developed in the qualitative stage of this study with the 
findings from the quantitative survey stage of the study. This chapter also triangulated 
both the qualitative and quantitative findings with findings from the literature. This was 
done to further develop the framework and also to increase the validity and 
generalisability of the framework.  
The triangulation suggested that the constructs are consequences of SaaS post-adoption 
except for Dependency. The comparison revealed that the construct Dependency is not 
one of the consequences.  
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The triangulation also suggested that there are some differences in the timing of the 
consequences between the qualitative model and the survey results. It has been found that 
Focus on Core Business and Employee Productivity more likely belong to the Initial 
Consequences Stage and not in Optimisation Consequences Stage. As well, the 
quantitative stage has provided evidence for the validity of many of the relationships that 
emerged from the qualitative stage except for the following relationships: Change in IT 
Infrastructure with Capital Investment, Change in Organisational Structure with Change 
in Organisational Processes, Focus on Core Business with Employee Productivity and 
Focus on Core Business with Workforce Optimisation. 
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 Enfolding of the Literature 
This section compares the theory’s findings developed by this study with other high-level 
theories, concepts and findings. This enfolding of the literature is done as part of the 
research process as it is an important part in the grounded theory approach described in 
chapter 3. It is important to note that the previous section enfolded the specific literature 
for each of the consequences and therefore is not included in this section. 
Comparing this study’s framework to other frameworks from previous study aims to 
strengthen this study’s findings. The comparison is to demonstrate the aspects of 
similarities and differences between the developed framework and other frameworks. 
Several post adoption frameworks from the literature are presented and discussed. The 
presentation of the post adoption frameworks will assist to compare and contrast the 
outcomes with this study’s framework. Therefore, it is important to explore and 
understand the previous literature that looked beyond the decision-making and the 
adoption phase. The post adoption theories are discussed below. These frameworks were 
chosen to be compared to this study’s framework because they represent how cloud 
computing in general and SaaS affect the adopting organisation. It is important to explore 
and compare similar frameworks in the previous literature to inform and strengthen this 
study’s findings 
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 IT Capabilities Model (Garrison, Wakefield & Kim) 
 
Figure 8-1 The Framework of Effects Of IT Capabilities on Cloud Computing Success and Firm 
Performance (Garrison, Wakefield & Kim 2015) 
The IT Capabilities Model (See Figure 8-1) developed by (Garrison, Wakefield & Kim 
2015) examined the effect of relational, managerial and technical IT capabilities on cloud 
computing success. The study defined Managerial IT capability as “the extent to which 
IT managers have the necessary business acumen and technical skills to foresee emerging 
technologies and leverage them effectively in the alignment of business processes with 
organizational goals”.  
IT technical capability is defined “as the ability to deliver technical solutions in a quick 
and effective manner that will enable the firm to efficiently integrate new IT into an 
existing infrastructure”. Relational IT Capabilities is regarding “inter-firm trust as an 
indicator of the health and functioning of the firm-provider relationship, a measure of 
relational IT capability, since trust is a governance tool to protect an established 
relationship”.  
The model suggests that cloud success is an outcome of managerial, technical and 
relational IT capabilities. Cloud success then influences firm performance. 
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Comparing the developed model with the IT Capability model (See Figure 8-1) there are 
similarities in term of the outcomes of the study. The IT Capability model suggests that 
successfully implementing cloud computing is going to lead to an increase in a firm’s 
performance. In their study (Garrison, Wakefield & Kim 2015) encapsulate several 
concepts within firm performance that used in the Capability model. It represents 
(Strategic benefits, Economic benefits and Technological benefits). In the study strategic 
benefits are about focus in core competences which is similar to the construct (Focus in 
core Business) in the developed theory. Also, according the Capability model economic 
benefits represent utilising the vendor’s expertise. This aspect of the Capability model 
relates to the construct (Support) in the developed theory as they shared similar meaning 
and attributes.  
The third was technological benefit which is about the ability of the firm to access and 
utilise the latest technology without the risk of technological obsolescence. When 
compare the technological obsolescence factor to the developed theory it connected to 
two constructs. technological obsolescence is linked with Change in IT infrastructure and 
change in Implementation. Also, it is similar to the cost impact that occurred in the Initial 
Consequences stage. Lastly, according to Garrison, Wakefield and Kim (2015) IT is used 
to support and enhance the business’ core competencies which contributes to the firm 
performance. This is similar to the concept Change in IT Role under the Organisational 
Transformation.  
Although the IT Capability model encompassed different aspects of performance, it is not 
clear whether they happen at the same time or over different time frames. This study has 
further investigated the post adoption consequences of SaaS and categorised them based 
on their time of occurrence. Also, this study identified a wider range of aspects related 
firm performance such as System Performance, Business Flexibility and Workforce 
Optimisation.   
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 Cloud Computing and Organisational Flexibility (Bharadwaj & 
Lai) 
 
Figure 8-2 Model for Cloud Computing Adoption to Achieve Organizational Flexibility, (Bharadwaj, 
S & Lal 2012) 
The Model for Cloud Computing Adoption to Achieve Organizational Flexibility (See 
Figure 8-2), developed by (Bharadwaj, S & Lal 2012). The model aimed to understand 
the drivers of cloud computing adoption and their impact on organizational flexibility. 
The theoretical foundations of the model were DOI, TAM, DCT and Contingency theory.  
The model suggests that the decision to adopt cloud computing is influenced by factors 
such as: Relative Advantage, Perceived Usefulness, Perceived Ease of Use, Vendor 
Credibility and organization's Attitude towards Using Technology. Also, it suggests that 
adopting cloud computing has an impact on organisational flexibility. The model breaks 
down organisational flexibility into four sub-categories (economic flexibility, process 
flexibility, performance flexibility and market flexibility). 
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Economic flexibility represents flexibility in payment options for using a service. Process 
flexibility represents flexibility to adopt changes in applications quickly and proactively 
in response to or in anticipation of changes in external environments, especially when 
demand is uncertain. Performance flexibility represents performance of an IT application 
or service that can be judged on parameters like availability, trustworthiness, reliability 
and speed. Market flexibility is the time to introduce a new product or service to the 
market. The study concluded that adopting cloud computing has an impact on all four 
organisational flexibility dimensions. 
The Cloud Computing Adoption and Organisational Flexibility Model by Bharadwaj, S 
and Lal (2012) suggests that cloud adoption impacts organisational flexibility (see Figure 
8-2). Their model describes organisational flexibility as a multidimension construct that 
encompassed four different aspects. The first aspect is Economic Flexibility which is 
related to Change in Capital Investment and Cost Impact. Economic Flexibility is similar 
to the Cost Impact concept that occurs in the Initial Consequences stage of the SaaS post-
adoption theory developed in this study. 
The second aspect is Process Flexibility which according to Bharadwaj, S and Lal (2012) 
is related to Business Flexibility and Change in Organisation Processes. Their study 
defines the Process Flexibility as “a flexibility to adopt changes in applications quickly 
and proactively in response to or in anticipation of changes in external environments” 
(Bharadwaj, S & Lal 2012). Similarly, Business Flexibility in the SaaS Post-Adoption 
Theory represents the ability of the business to change, adapt and respond to the 
continuous changes in both an organisations’ environment and in market changes, 
promptly and as needed (See Section 4.4.2). The Process Flexibility construct also has 
similarities to the SaaS Post-Adoption Theory construct of “Change in Organisation 
Processes” which is the changes or transformations that occur to the organisation’s 
processes (See Section 4.3.1).  
Performance Flexibility is the third aspect of organisational flexibility suggested by the 
Cloud and Organisational Flexibility model. According to Bharadwaj, S and Lal (2012) 
Performance Flexibility is regarding performance of the application. They suggested that 
in order to assess the application performance certain parameters should be employed 
such as availability, trustworthiness, reliability and speed of the application. Performance 
Flexibility has similarities to the concepts of System Availability and System 
Performance found in this study.  
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The SaaS Post-Adoption Theory suggests that System Availability is the ability to access 
the solution and to perform business operations anytime and anywhere, and that the 
solution will work as required and when required. For the system to be available it must 
be reliable, accessible and mobile (See Section 4.2.1). 
System Performance is the ability of a solution to accomplish a task or set of tasks based 
on the expectations of an organisation and is primarily related to the speed and quality of 
the service (See Section 4.2.2). Although the Bharadwaj, S and Lal (2012)  model tried 
to breakdown the Organisational Performance into narrower concepts, they are still broad, 
and each aspect encompassed different aspects defined by this study. 
Lastly, Market Flexibility represents the time to introduce new products to the market. 
Comparing to the SaaS Post-Adoption Theory, Market Flexibility is related to three 
constructs: Business Flexibility, Productivity and Workforce Optimisation. These three 
constructs contribute to the Market Flexibility and to the overall organisational flexibility. 
The findings of this study are consistent with the findings of Bharadwaj, S and Lal (2012) 
in that adopting cloud computing increases organisational flexibility. As mentioned 
earlier Bharadwaj, S and Lal (2012) tried to break down organisational performance in 
the model into narrower concepts. However, they still represent high-level concepts as 
each concept involves different sub-concepts. Bharadwaj, S and Lal (2012) study focused 
on the flexibility and categorised concepts accordingly. This study went further and 
analysed the post-adoption consequences that might impact the organisation as a whole 
and investigated a wider range of aspects.  
In summary, there are some similarities between the cloud computing adoption and 
organisational flexibility model and the SaaS Post-Adoption Theory model when 
comparing at the construct level. However, this study presents a more in depth 
understanding of each concept and suggests that changes in capital investment, cost 
impact, business flexibility, organisation processes, system availability, system 
performance, productivity and workforce optimisation all contribute to organisational 
flexibility. This study also found differences in the timing of the consequences which was 
not previously investigated. 
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 Cloud Computing and Entrepreneurship (Ross & Blumenstein) 
 
Figure 8-3 Cloud computing and Entrepreneurship, (Ross, PK & Blumenstein, M 2015) 
The model of Cloud computing and Entrepreneurship (See Figure 8-3), developed by 
(Ross, P & Blumenstein, M 2015), examined how Cloud Computing facilitates SME 
entrepreneurship by providing better access to global markets, reducing opportunity costs 
and supporting collaboration and innovation.  
The model divided the outcomes into two groups. The first group are cloud drivers 
(increased global collaboration, reduced opportunity costs, scalability and access to 
global markets) that underpin dynamic market changes and facilitate innovation and 
entrepreneurship. 
The second group of outcomes are innovation & entrepreneurship (increased innovation, 
Support, increased agility and increased potential global market). Together, innovation & 
entrepreneurship factors contributed to an increase in entrepreneurial activities by SMEs.  
The Cloud Computing and Entrepreneurship model developed by Ross, P and 
Blumenstein, M (2015) (See Figure 8-3) presents a set of drivers resulting from the 
adoption of cloud computing and their influence on Entrepreneurial factors of 
organisations. The drivers include: increased global collaboration, reduced opportunity 
costs, scalability and access to global markets. 
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Comparing these drivers to the SaaS Post-Adoption Theory, the construct of “Reduced 
Opportunity Costs” is related to the concepts of “Cost Impact”, “Change in Capital 
Investment” and “Change in IT Infrastructure”. 
The Scalability construct described in their model incorporates several aspects: IT 
infrastructure scalability and production scalability. The Scalability construct is therefore 
similar to the concepts of “Business Flexibility” and “Change in IT Infrastructure” 
developed in this study. The constructs of Access to global Markets and Increased Global 
Collaboration in the Entrepreneurship model could be considered aspects of the “Business 
flexibility” construct in the SaaS Post-Adoption Theory model. 
The model also presents a set of Entrepreneurial impacts: Increased innovation, start-up 
firm support, increased business agility and increased potential global market. The only 
construct from this set that has similarities with the model in this study is that of 
‘Increased business agility’ which is similar to the “Business flexibility” construct in the 
SaaS Post-Adoption Theory model. 
In summary, the Cloud Computing and Entrepreneurship model has some construct 
similarities to the SaaS Post-Adoption Theory model, but the focus of the models are 
quite different. The Cloud Computing and Entrepreneurship model focusses only on 
entrepreneurial outcomes whereas the model developed in this study considers a much 
wider range of consequences. 
   269 
 Cloud Computing impact on IS Agility (Sawas & Watfa) 
 
Figure 8-4 Framework for the impact of cloud computing on information systems agility, (Sawas & 
Watfa 2015) 
The framework of Cloud Computing Impact on IS Agility (See Figure 8-4) developed by 
(Sawas & Watfa 2015), measured the impact of cloud computing on the information 
system agility, and the agility changes in the organisations. The framework presented 
different agility aspects (Technical Infrastructure Agility (TIA), IT Processes Agility 
(IPA), Human Characteristics (HC), and Business Aspects (BA)). 
The study hypothesised that “There is no association between using a software model as 
a cloud service model and improving the IS Agility category of the IS”. The study 
revealed that there was association between using IaaS model and improving the technical 
infrastructure agility or the IT Process Agility of the IS. Also, found that there was 
association between using PaaS as a cloud service model and improving the Human 
characteristics or the Business Aspects of the IS. Interestingly, the study found that using 
a SaaS service model wasn’t associated with any agility categories.  
Therefore, the agility categories represented in the model were related to two cloud 
service models i.e. IaaS and PaaS and not relevant to the SaaS service model.  
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The Cloud Computing Impact on IS Agility framework developed by (Sawas & Watfa 
2015), that is described in Section 2.3.4, suggested that adopting cloud computing impacts 
the information systems agility of an organisation. In their IS agility framework, Sawas 
and Watfa (2015) have four main categories; Technical Infrastructure Agility (TIA), IT 
Processes Agility (IPA), Human Characteristics (HC), and Business Aspects (BA). 
Comparing the Post Adoption Consequences of SaaS Framework with the Cloud 
Computing Impact on IS Agility framework (See Figure 8-4), there are some similarities. 
Technical Infrastructure Agility (TIA) encapsulates Application Agility which is similar 
to the “Change in Implementation” construct in the Post Adoption Consequences of SaaS 
Framework. Also, it encapsulates Information Agility which is similar to the “System 
Availability” construct developed by this study. The third construct in Technical 
Infrastructure Agility is Compatibility & Interoperability which is related to the construct 
of “Dependency” developed by this study. Lastly, the Elasticity construct is similar to the 
“Business Flexibility” construct in the Post Adoption Consequences of SaaS Framework. 
IT Processes Agility (IPA) constructs are: Maintenance Process Agility, Planning Process 
Agility; and Monitoring and Assessment Process Agility. Comparing these constructs to 
the Post Adoption Consequences of SaaS Framework, the construct of Maintenance 
Process Agility is similar to “Support” and “Change in Infrastructure” constructs 
developed by this study. Also, the Planning Process Agility construct is similar to 
“Business Flexibility” construct in the Post Adoption Consequences of SaaS Framework. 
Human Characteristics (HC) is the third category in the Cloud Computing impact on IS 
Agility framework. It has two constructs: The Training and Staff construct which is 
similar to “Workforce optimisation” developed by this study, and the Business and 
Technical Skills construct, which is similar to the “Change in IT Role” construct in this 
study. 
Lastly, the Business Aspects (BA) category has three constructs. The first construct is 
Response which is similar to “Business Flexibility”. The second, Customer Service is 
similar to the construct “Focus on Core Business” developed by this study. Finally, 
Competitive Status which is similar to the “Business Flexibility” construct in the Post 
Adoption Consequences of SaaS Framework.  
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There are considerable similarities in the constructs of the compared models within the 
context of information systems and agility, and this study largely confirms the findings 
of Sawas and Watfa (2015). The Cloud Computing Impact on IS Agility Framework, 
however, was based on cloud computing in general whereas the theory developed in this 
study is more specifically focussed on SaaS. The model developed in this study also 
considers a much wider range of consequences. 
One major difference is that Sawas and Watfa (2015) did not find any positive association 
between SaaS and information systems agility, whereas this study found many of the 
constructs have an influence within the context of SaaS. 
 Socio-Technical impacts of SaaS (Jede & Teuteberg) 
 
Figure 8-5 Model of Socio-Technical Impacts of Software-as-a-Service Usage in Organisations (Jede 
& Teuteberg 2015) 
Drawing on Socio-Technical Systems Theory (STS), the model (See Figure 8-5) 
developed by (Jede & Teuteberg 2015) examines the perceptions of IT professionals in 
internal IT departments regarding the effects of SaaS.  
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The study attempted to answer two question which are (a) does SaaS, when used for core 
business processes, influence IT professionals’ job perceptions; and (b) if so, do these 
perceptions markedly differ from the perceptions of end users? Also, according to the 
study it presumed that “there will be organizational misalignments and/or instabilities in 
the STS equilibrium as direct consequence of implementing public SaaS and associated 
IT processes for core business processes. The study argues that there are different levels 
of task changes between IT-professionals and end users when implementing SaaS. In 
addition, undesired instabilities are more probable for a company’s IT professionals than 
for end users”. 
The model has two dependent variables, perceived individual process performance (PIPP) 
which is “the degree to which an individual think that he or she is in a position to perform 
effectively and efficiently”, and perceived individual job outcomes (PIJO) is regarding 
job satisfaction, job acceptance, and job significance. 
The study hypothesised that the more the company uses SaaS, the higher the perceived 
changes in (a) security, (b) interface configurations and the overall (c) IT architecture, as 
well as (d) the perceived technical change radicality, and (e) the perceived IT 
organizational change. Further, the higher the perceived changes in (a) IT security, (b) 
interface configurations, and (c) IT architecture due to SaaS usage, the more perceived 
technical change. Also, the more perceived technical change, the greater the influences 
on the perceived IT organizational change. Similarly, the higher the perceived IT 
organizational and technical changes caused by SaaS adoptions, the higher the negative 
influence on (a) perceived job outcomes and (b) perceived process performance. The 
model hypothesis was supported except for (H2b and H4B). 
The Socio-Technical Impacts of SaaS model (See Figure 8-5) has identified four distinct 
impacts of SaaS usage on an organisation, primarily focussed on the impact on IT 
professionals. One of the constructs they investigated was “perceived individual process 
performance” (PIPP) which is the degree to which an individual in the organisation thinks 
that he or she is in a position to perform effectively and efficiently. This construct can be 
considered similar to the SaaS Post-Adoption Theory concept of “Productivity” as they 
both explore the efficiency of individuals in the organisation. 
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Another construct in their study was “perceived individual job outcomes” (PIJO) which 
is regarding job satisfaction, job acceptance and job significance. This has some similarity 
to the SaaS Post-Adoption Theory concept of “Workforce Optimisation”, which is 
regarding the changes that occurred to the employees’ job description and other related 
issues (See Section 4.4.4). 
The Socio-Technical Impacts of SaaS model includes two other constructs, which are 
“perceived IT organisational change” (PIOC) and “perceived technical change radicality” 
(PTCR). Comparing these two constructs to the SaaS Post-Adoption Consequences 
model, it can be considered that PIOC is very similar to “Change in Organisation 
Structure” and PTCR is similar to “Change in Organisation Processes”. 
While, this study investigated the post-adoption consequences of SaaS services on the 
organisation level, Jede and Teuteberg (2015) investigated the impact of SaaS usage on 
the individual level. This study largely confirms the findings of Jede and Teuteberg 
(2015) in that SaaS adoption does have an impact on Productivity, Workforce 
Optimisation, Organisation Structure and Processes. The model developed in this study, 
however, considers a wider range of consequences and explores them in more depth. 
8.2 Chapter Summary 
This chapter discussed the enfolding of the literature on related theories to the framework 
developed in the thesis. This section compares and contrasts the Post-Adoption 
Consequences of SaaS Service framework with high-level theories from previous studies. 
This was done by demonstrating where aspects of the findings in this study confirmed 
findings from previous studies and also where aspects of the findings in this study differed 
from those of previous studies. This help to highlight the gaps in the literature and the 
contributions to the body of knowledge made by this study.  
Comparing the model from this study to other theories from previous studies has revealed 
some similarities. It has been found that the firm performance construct in the Capability 
model (Figure 8-1) which encapsulates (Strategic benefits, Economic benefits and 
Technological benefits) is similar to the constructs developed by this study(Focus on Core 
Business, Support, Change in IT Infrastructure and Change in Implementation). Although 
the IT Capability model encompassed different aspects of performance, it is not clear 
whether they happen at the same time or over different time frames. 
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It was also found that the Cloud Computing Adoption and Organisational Flexibility 
Model (Figure 8-2) has some similarities to the model developed by this study. the model 
describes the organisational flexibility as a multidimension construct that encompassed 
four different aspects. The first aspect is Economic Flexibility is related to Change in 
Capital Investment and Cost Impact. Process Flexibility is related to Business Flexibility 
and Change in Organisation Processes. Performance Flexibility has similarities to the 
concepts of System Availability and System Performance found in this study. Lastly, 
Market Flexibility is related Business Flexibility, Employee Productivity and Workforce 
Optimisation. The Cloud Computing Adoption and Organisational Flexibility Model 
(Figure 8-2), attempted to break down organisational performance in the model into 
narrower concepts. However, they still represent high-level concepts as each concept 
involves different sub-concepts. 
The model of Cloud Computing and Entrepreneurship’s (See Figure 8-3) Scalability 
construct incorporates several aspects: IT infrastructure scalability and production 
scalability. The Scalability construct is therefore similar to the concepts of (Business 
Flexibility and Change in IT Infrastructure) developed in this study. The constructs of 
Access to Global Markets and Increased Global Collaboration can be considered aspects 
of Business Flexibility. Increased Business Agility is similar to the Business Flexibility 
construct in the SaaS Post-Adoption Theory framework. Although, the Cloud Computing 
and Entrepreneurship model has some constructs’ similarities to the SaaS Post-Adoption 
Theory framework, the focus of the models are quite different. 
In regard to The Cloud Computing Impact on IS Agility Framework there were 
considerable similarities in the constructs of the compared models within the context of 
information systems and agility, and this study largely confirms the findings of the model. 
The Cloud Computing Impact on IS Agility Framework, however, was based on cloud 
computing in general whereas the theory developed in this study is more specifically 
focussed on SaaS. The model developed in this study also considers a much wider range 
of consequences. 
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Finally, the model of Socio-Technical Systems Theory investigated the impact of SaaS 
usage on the individual level while, this study investigated the post-adoption 
consequences of SaaS services on the organisation level. This study largely confirms the 
findings of the model of Socio-Technical Systems Theory in that SaaS adoption does 
have an impact on Employee Productivity, Workforce Optimisation, Organisational 
Structure and Organisational Processes. 
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 Conclusion 
This study developed a new framework on the post-adoption consequences of SaaS for 
SMEs. The framework provides a deeper insight into the post-adoption consequences of 
SaaS for adopters and potential adopters. The framework can help organisations to 
identify and consider the implications of SaaS before and after adoption. The framework 
was the result of a grounded theory analysis that involved interviewing 16 adopters about 
their use, implications and opinions of SaaS-based services. Strauss and Corbin’s (1998) 
Grounded Theory was used as the methodology for the study’s qualitative stage. This 
allowed the researcher to explore and investigate the actual and potential post-adoption 
consequences of SaaS. The outcomes of the analysis of the case studies were then 
synthesised into a cohesive model. The framework was developed independently of 
previous literature and theories relating to SaaS adoption. 
The second stage of this study was conducted using a survey questionnaire. The aim and 
main purpose of the survey was to validate the qualitative framework and to generalise 
the findings. Eighty-four respondents participated in the second stage, and the data was 
analysed using the Statistical Package for Social Science (SPSS) software.  
SaaS-based services are now widely used especially by SMEs. Nevertheless, it is 
important for organisations to assess the adoption of new innovations. However, it is not 
clear how organisations are impacted when adopting SaaS services, with relatively few 
studies investigating the post-adoption effects. The framework of post-adoption 
consequences of SaaS, which was developed by this study helps to fill this gap.  
This chapter summarises this study and shows how the framework of post-adoption 
consequences of SaaS answers the research questions. First, the essence of the framework 
is explored. Then a discussion on how this framework answers the research questions is 
presented. The contributions of this current are then highlighted.  
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9.1 The essence of the research 
The essence of this research is encapsulated in the framework of post-adoption 
consequences of SaaS, which is presented in detail throughout Chapters 4, 5 and 6. 
Fundamentally, the emerged framework provides answers to the research questions that 
were presented in Chapter 1. The framework that was synthesised by this current study 
was based on three major stages (Chapter 4). 
 
Figure 9-1 A Revised Conceptual Framework of Post-Adoption Consequences of SaaS 
The conceptual framework of post-adoption consequences of SaaS, which is reproduced 
in Figure 9-1, depicts the three stages of consequences, which influence and interact with 
each other both directly and indirectly. These three stages of consequences are time-
dependent generally but do not necessarily occur in a sequential manner as indicated in 
the model. 
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• Initial consequences are the immediate changes that occur in the organisation 
after SaaS adoption. These are mostly due to the characteristics of the SaaS-based 
solution itself, such as System Availability and Changes in IT Infrastructure. 
These types of consequences generally occur within 1-6 months’ timeframe.   
• Organisational Transformation. Once the SaaS-based solution has been 
implemented and after a period of time, some organisations realise that, because 
of the new functionalities now available to them, they are able to transform their 
business structures, processes and IT roles and operations. These changes are 
labelled as the organisational transformations in the model. However, not all 
organisations necessarily need or realise the need for the transformation. many 
organisations are just small to go through the transformation stage or because they 
are very well-structured. These types of consequences generally occur within 6-
18 months’ timeframe.   
• Optimisation Consequences. The Organisational Transformations then lead to 
further consequences, which have been labelled as Optimisation Consequences. 
These are mostly optimisations to business models such as refocusing on the core 
business or Workforce Optimisation. However, the organisations do not need to 
go through the Organisational Transformation stage to benefit from the 
Optimisation Consequences. They can realise the benefit without the 
transformation stage and can move from Initial Consequences to Optimisation 
Consequences directly as shown in (Figure 9-1). These types of consequences can 
occur at the same time with the consequences of the Organisational 
Transformation which is generally within 6-18 months’ timeframe.   
The consequences occurrence can vary depending on the organisation’s setting and 
maturity. All these stages of consequences have some impact on costs in the organisation. 
In some cases, the consequences may not simply be due to the SaaS adoption per se, but 
rather the specific type of SaaS-based solution that was adopted (e.g. CRM, ERP).  
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 Research Questions 
This section presents the research questions that were presented in Chapter 1 and answers 
each question considering the framework generated by this study. The study sought to 
answer the following research questions: 
What are the Post-Adoption Consequences of Software-as-a-Service (SaaS) on 
Small and Medium Enterprises (SMEs)? 
This study identified 16 potential consequences that were categorised into three distinct 
stages which are shown in Figure 9-1. These post-adoption consequences of SaaS are 
varied. The consequences are different from each other, yet, one may lead to another or 
capitalise its impact. Also, the post-adoption consequences have different stages and can 
be categorised based on their nature and time of occurrence.  
How have organisations changed their processes and structure to align with the 
new system? 
The framework of Post-Adoption Consequences of SaaS suggests that for an organisation 
to exploit the maximum benefits of SaaS-based solutions, it should make changes in its 
processes and structure. The second stage of the framework—Organisational 
Transformations—answers this question directly. Implementing SaaS solutions can 
change and improve the entire business process. These changes can be entirely new 
processes being added or replacing old processes with improved ones. Sometimes, the 
change simply occurs in work activities and not the process itself. 
These changes in a business’s organisational structure may involve adding or terminating 
departments or shifting duties from one department or unit to another. There can also be 
changes in the business’s management structure, with reformation of responsibilities, 
reporting lines and workflows within the business. These changes in the business’s 
organisational structure and in management structure are mostly due to the changes that 
occur in the Processes. 
The changes in processes affect the IT department’s role and responsibilities, which in 
turn affects how the IT department operates based on their new role. IT departments 
generally move from an operational focus to a more strategic focus. 
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How does timing influence the occurrence of SaaS post-adoption consequences? 
As mentioned previously, there are three main stages in the framework: Initial 
consequences, Organisational Transformations and Optimisation Consequences. In 
general, the three stages were found to occur sequentially. However, it is not the case for 
all organisations to experience the consequences in a sequential manner. Some 
organisations may not have the need to utilise the Organisational Transformation Stage, 
rather they benefit from the Initial and Optimisation type of consequences. Other 
organisation may utilise the Organisational Transformation stage last. 
The Initial Consequences were the most immediate changes to occur in the organisation 
after SaaS adoption. These were mostly due to the characteristics of the on-demand 
solution itself, such as System Availability and Changes in IT Infrastructure. 
After a period of time, some organisations realise that because of the new functionalities 
now available to them, they can transform their business structures, processes and IT roles 
and operations. This is where the organisational transformations occur.  
The changes that are brought by the Initial Consequences and Organisational 
Transformations lead to further consequences after a period of time. These changes are 
mostly optimisations to the business models. These group of changes are Optimisation 
Consequences. Therefore, the Initial Consequences lead to Organisational 
Transformations, which together then produce Optimisation Consequences. 
9.2 Contribution of this research 
This study contributes knowledge to the field of SaaS adoption and usage and Information 
Systems, both theoretically and practically. Theoretically, the research contributes to the 
field by proposing and validating a conceptual framework for post-adoption 
consequences of SaaS on SMEs.  
This study helps to advance the literature on information systems and SaaS post-adoption 
by helping academics and practitioners to understand the implications of SaaS adoption 
and how it may impact the businesses’ processes and structures.  
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This study is among the first in the field to propose a comprehensive post-adoption 
consequences framework of SaaS for SMEs. Overall, the revised framework provides an 
effective tool for practitioners to develop a deeper understanding of the implications of 
SaaS adoption. Also, it helps to assess the success factors that influence adoption.  
Framework of Post-Adoption Consequences of SaaS Services 
Although some studies have attempted to investigate the post-adoption impact of cloud 
computing, relatively few studies have explored the impact of SaaS-based services 
adoption, especially on SMEs. Compared to previous studies, the new framework 
developed in this study investigates the effects of the adoption of SaaS-based services and 
how they might impact the adopters. 
While many of the consequences that arose from this study have been investigated by 
previous studies, the framework developed in this study considers a wider range of 
consequences than previous studies and brings them all together in a unified and cohesive 
framework. 
This study also explored many of the consequences in more depth than previous studies. 
The majority of previous studies looking at post-adoption consequences of cloud 
computing have been quantitative. While they have provided valuable insights, by using 
a mixed methods approach, this study was able to explore the consequences in a much 
richer manner and in more depth. 
Stages of Consequences 
Another major contribution of this study is the finding that consequences don’t all occur 
at the same time but there are actually three stages of consequences over time, which has 
not been discussed previously in other studies. The three stages identified are: Initial 
Consequences, Organisational Transformation Consequences and Optimisation 
Consequences. 
The Initial Consequences are the immediate impacts that generally occur after adoption 
of SaaS. This study has identified ten consequences in the initial stage; System 
Availability, System Performance, Support, Security, Change in Implementation, Change 
in IT Infrastructure, Capital Investment, Focus on Core Business and Employee 
Productivity. 
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Organisational Transformations Consequences are changes the organisation makes after 
a period of time, when they realise new possibilities due to changes from the initial 
consequences. This contribution of this stage is discussed further in the next sub-section. 
Optimisation Consequences are mostly optimisations to business models such as 
refocusing on the core business or workforce optimisation. These may occur after 
organisational transformation or directly after the initial consequences have made an 
impact. The framework identified three Optimisation Consequences: Top Management 
Involvement, Business Flexibility and Workforce Optimisation. 
The framework provides new insights into the timing of post-adoption consequences of 
SaaS. Organisations should not expect consequences to occur all at once at the same time. 
They may need to go through a stage of Organisation Transformation to realise the 
maximum benefits available from SaaS Services. The importance of this contribution is 
that it can help organisations to assess their expectations of outcomes after adoption. 
Organisational Transformation Stage 
The Organisational Transformations stage is also a contribution within itself, as it has not 
been recognised and described in the literature previously. The framework presented in 
this study highlighted the changes that occurred in the organisations after the adoption. 
The framework thoroughly identified these changes and how SaaS-based services change 
organisations. Also, it categorised them under one new concept that was not previously 
described as a consequence of SaaS adoption. These consequences are: Change in 
Organisational Processes, Change in Organisational Structure, and Change in IT Role. 
Mixed-Methods research of post-adoption consequences 
This study also contributes to the literature by providing an example of the use of mixed-
methods methodologies to investigate technology adoption. It demonstrates how a 
qualitative approach and quantitative approach can be employed together in investigating 
the post-adoption consequences of innovative technologies by organisations to produce a 
richer theoretical outcome. 
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9.3 Implications of the Research 
This section outlines the potential implications that the findings of this study may have to 
all stakeholders in the context of SaaS adoption by SMEs: researchers, organisations 
(both large and small), SaaS service providers and IT practitioners.  
This study extends existing knowledge of cloud computing by providing new insights 
into the post-adoption consequences of SaaS services. The framework developed in this 
study advances understanding in several disciplines: information systems, information 
technology, management and organisational studies. Future studies looking at post-
adoption consequences of SaaS or cloud computing in general case use the framework 
developed in this research as a framework or guide. The framework also highlights the 
three different stages of consequences which can help future researchers in planning and 
designing their studies. The framework could also have potential applications in studies 
looking at post-adoption consequences of other innovative technologies. 
The framework developed in this study can help organisations gain greater benefits from 
the adoption and usage of SaaS solutions. Organisations, especially SMEs, should 
consider these potential consequences in order to increase the success of their SaaS 
solutions. Organisations should pro-actively plan for and deal with them in their 
implementation plans. The framework can help organisations in assessing their needs and 
better predict the transformations that could occur from the adoption of SaaS services. 
This framework could benefit both organisations that wish to adopt or have already 
adopted SaaS solutions. 
Cloud services providers can also benefit from the framework developed in this study 
when assisting the adoption process of their clients. By having a greater understanding of 
the potential consequences, they can provide a better planning and implementation 
service to organisations adopting their software platforms. 
This study also contributes to IT practitioners significantly. Decision makers and 
managers responsible for the adoption of SaaS can utilise the framework to define a more 
effective management approach. The study also highlights the changes that IT 
practitioners can expect to their own role within the organisation. The IT role may change 
from an operational focus to a more strategic focus. 
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9.4 Limitations of the Research 
Despite the significant contribution of this study, it does have some limitations. These 
limitations need to be considered when utilising the framework. These include: 
• The study was conducted in Saudi Arabia and focused on SMEs. the population 
was small, so the framework cannot be statistically generalised to represent the 
experience of all organisations. Although the findings may not be applicable to 
other settings, however, being grounded in both the data and the literature, the 
theory can be analytically generalised (Yin 2003) and has the potential to explain 
the consequences of SaaS post-adoption on other settings and be used in other 
contexts that might have similar settings e.g. (Gulf Cooperation Council 
Countries, Middle Eastern countries) 
• The study interviewed 16 people who met the selection criteria. Although 
saturation was reached, there may have been other perspectives to be discovered 
if more interviews had been conducted. 
• As a major part of the research was qualitative, there was the potential for 
researcher bias during the analysis process. By being aware of this potential, the 
researcher made efforts to minimize any biases by following a rigorous and 
iterative research plan. 
9.5 Future Research 
Future research can utilise the framework developed by this study and help to extend its 
findings in several ways. 
• Future research could apply and test the framework developed by this study in 
different regional settings and contexts to confirm the constructs identified from 
the interviews. 
• Future research could quantitatively test the framework developed, using 
quantitative testing methods e.g. SEM. 
• Future research could apply and test the framework developed by this study in 
other emergent innovations.  
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Appendix C: Invitation and Participant Information Sheet 
 
 
 
 
INVITATION TO PARTICIPATE IN A RESEARCH PROJECT 
 
Dear Participant, 
 
I am a PhD student in the School of Business Information Technology and Logistics, RMIT 
University, Australia. I hereby kindly invite you to participate in a research project that aims to 
study how Saudi Small and Medium Enterprises (SMEs) adopt cloud computing services 
especially Software as a Service (SaaS) and what are the consequences of this adoption and how 
it affects the organisation’s business processes and behavior. The research is supervised by Dr. 
Martin Dick and Dr. Arthur Adamopoulos. You were chosen to participate in this research as you 
are a relevant member of an organization that has agreed to be part of the research program and 
that organization has nominated as you as a person who has relevant knowledge about the research 
topic. 
 
Your participation into this research project will involve attending an interview, which should 
take between 45-60 minutes of your time and will be tape-recorded if you permit. This interview 
is the main research activity for my PhD degree and the title of this study is “The consequences 
of Software-as-a-Service (SaaS) adoption on small and medium enterprises (SMEs) in Saudi 
Arabia”. The interview aims to investigate and examine the adoption experience of these 
enterprises and the results of the adoption. There are no apparent or hidden risks for participating 
in this research. You may choose not to answer any particular questions during the interview. 
Your participation in this research is totally voluntary and you may withdraw from this interview 
at any time. 
 
The research project is subject to the Ethics policy of RMIT University and any enquiries or 
concerns about the project can be directed to Khalid Alshammari, School of Business IT: Tel +61 
478 844 782; email Khha.alshammari@rmit.edu.au or the Ethics Officer of the RMIT University, 
GPO Box 2476V Melbourne 3001, Tel:(03) 9925 2251 or email human.ethics@rmit.edu.au. 
Should you agree to participate, I can assure you that any data or information supplied will be 
treated in complete confidence, although the finding may be written up in the project report or in 
relevant academic journals. In any event neither individuals nor their organizations will be 
identified without their express permission. A summary of the research findings will be made 
available to all participants who require it. 
 
I very much appreciate your support in this endeavour of mine. 
 
Yours faithfully, 
Khalid Alshammari 
PhD Student 
 
 
 
 
 
 
School of Business 
Information Technology 
and Logistics 
Building 80 Level 9 
445 Swanston Street 
Melbourne VIC 3000 
Australia 
 
S35556
   288 
INVITATION TO PARTICIPATE IN A RESEARCH PROJECT 
& PROJECT INFORMATION STATEMENT 
  
Project Title: 
 
The consequences of Software-as-a-Service (SaaS) adoption on small 
and medium enterprises (SMEs) in Saudi Arabia 
 
Investigators: 
 
Dr. Martin John Dick 
School of Business Information Technology and Logistics 
Phone: +613 99055976 Email: martin.dick@rmit.edu.au 
 
Dr. Arthur Adamopoulos 
School of Business Information Technology and Logistics 
Phone: +61 3 9925 5782 Email: arthur.adamopoulos@rmit.edu.au 
 
Mr. Khalid Alshammari  
School of Business Information Technology and Logistics 
Email: Khha.alshammari@rmit.edu.au 
 
Introduction 
 
I am a PhD student at the School of Business Information Technology, RMIT University, 
Melbourne, Australia. You are kindly invited to participate in my research project aiming to 
answer how Saudi’s Small and Medium Enterprises (SMEs) adopt cloud computing services 
especially Software as a Service (SaaS) and what are the consequences of this adoption and how 
it affects the organisations’ business processes and behaviours. This study aims to develop both 
a theoretical model and a practical set of guidelines that will assist small to medium enterprises 
in obtaining the greatest possible business value from the adoption of this type of service.  
 
The interview is semi-structured with open-ended questions to seek your opinions to provide the 
researcher a clear, in-depth and general understanding of the topic of Software-as-a-Service 
adoption and its consequences on the enterprise in Saudi Arabia. This information sheet describes 
the project in plain English. Please read this sheet carefully and be confident that you understand 
its contents before deciding whether to participate in the interview or not. If you have any 
questions about the project please do not hesitate to contact me. 
  
Who is involved in this research project? 
 
The following members are involved in this research project: 
 
• Khalid Alshammari is the principal research student of this project. He is a PhD 
candidate from the School of Business Information Technology and Logistics in RMIT 
University in Australia.  
 
• Dr. Martin Dick from the School of Business Information Technology and Logistics is 
the chief investigator of this research project 
• Dr. Arthur Adamopoulos from the School of Business Information Technology and 
Logistics is the co-investigator of this research project. 
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Why is it being conducted? 
 
Cloud Computing and SaaS are being rapidly adopted in Saudi Arabia and around the world. The 
adoption of this technology promises significant benefits for those organisations that have 
implemented it. This study is being conducted to determine what are the positive and negative 
consequences of SaaS adoption by SMEs in Saudi Arabia. Given the large investment of time and 
money made by these organisations to adopt SaaS, it is important that these consequences are 
examined and theory and guidelines developed to ensure that the benefits are maximised and the 
costs are minimised. 
 
Why have you been approached? 
 
The researchers are seeking to interview employees of an organisation that has adopted cloud 
computing, holding the following positions: SaaS user, senior or middle managers, Information 
System specialist, Information Technology Managers and cloud providers who have at least one 
year of experience in the use, support, implementation or management of cloud computing. 
 
Therefore, you were invited to participate in this research as a relevant organization has agreed to 
participate in this project, and they have nominated you as a person within the organisation who 
has the relevant knowledge and experience about the research topic. 
 
What is the project about? What are the questions being addressed? 
This exploratory research will study cloud computing adoption, in particular Software-as-a- 
Service (SaaS) adoption in Small and Medium Enterprises (SMEs) in Saudi Arabia and what are 
the consequences of this adoption and how it is going to change and benefit the Small and Medium 
Enterprises. This research is expected to contribute to the body of knowledge of Information 
Systems and Information Systems Management as the development of new theory and a practical 
contribution is expected, where new insights and vision to cloud computing investors to improve 
their services. This study seeks a holistic approach towards cloud adoption with focus on the 
strategic level of decision-making as well as the implementation level in different public and 
private organisations rather than on a single organisation. This study aims to develop both a 
theoretical model and a practical set of guidelines that will assist small to medium enterprises in 
obtaining the greatest possible business value from the adoption of this type of service. 
 
Research Questions 
If you agree to participate, the researcher will interview you to seek your views on what you see 
are the consequences of Software-as-a-Service adoption on Small and Medium Enterprises, and: 
o How did your organisation change its processes to align it with the new 
system?  
o What are the cost and benefits of Software-as-a-Service adoption for 
SMEs?  
o How did the adoption process influence the ongoing usage of the new 
system? 
If I agree to participate, what will I be required to do? 
 
During the interviews, you will be asked about your ideas, experiences, values and perceptions in 
relation to cloud adoption and its cost and benefits in to the enterprise that you work for. You will 
also be asked about how your organisation changed its processes to align them with the new 
system and how did the adoption process influence the ongoing usage of the new system. The 
interview is expected to last for an approximately of 45 to 60 minutes and will be tape-recorded 
if you permit. This interview will be recorded (Audio Only) and you (the participant) have the 
right to request that recording cease at any stage during the interview. You may choose not to 
answer any particular question. 
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What are the risks or disadvantages associated with participation? 
 
There are no apparent or hidden risks in participating in this research as it only involves a 
discussion of your experiences of the adoption of cloud computing for Small and Medium 
enterprises in Saudi Arabia. If any questions may cause you concern, you are free not to answer 
them. You will not be asked to provide any personal information and personal records. If you (the 
participant) are unduly concerned about your responses to any of the interview questions or if you 
find participation in the interview distressing you should advise the researcher that you either 
want to strike that discussion from the record or discontinue the interview. The researchers will 
discuss your concerns with you confidentially and suggest appropriate follow-up if necessary. 
Any data or information that you provide to the researchers will be treated confidentially and 
specifically none of your comments will be communicated to your employer. 
 
What are the benefits associated with participation? 
 
This study is aiming to develop both a theoretical model and a practical set of guidelines that will 
assist small to medium enterprises in obtaining the greatest possible business value from the 
adoption of this type of service. Small and medium enterprises (SMEs) will find the research 
useful in assisting their decision to adopt cloud service provision for their business processes. 
Also, The research can produce a set of recommendations that would help all information 
technology practitioners and information systems specialist 
 
Therefore, your contribution is considered as important since you are one of the employees of the 
organization that have adopted the cloud computing services or one of the decision makers for 
adopting cloud computing service. Participating in the interview is a valuable opportunity for you 
to express how the organisation has handled the adoption and use of the new system? The 
researcher is happy to make available to you, the participant, any results, papers, and other 
outcomes from this research. 
 
What will happen to the information I provide? 
 
All recorded data will be transcribed and encrypted and archived. The transcribed data will be 
kept during the analysis phase of the research on the primary researcher’s profile network 
computer and will be stored at RMIT in the School of Business Information Technology with 
password protection. A USB storage device will be used to back-up the encrypted data, and stored 
in a secure place (off-site at primary researcher’s residence). All the data will be kept for 5 years 
upon completion of the project, after which it will be destroyed. 
 
 
All information obtained from the interview will be used for research purposes only, and will be 
stored in a locked filing cabinet in my office at the university for a period of five years as 
prescribed by RMIT University regulations. Only my supervisors and I will have access to this 
data. The interview data will be treated in a strictly confidential way and will only be viewed by 
the researchers involved in this project. Any outcomes from this research will be of a general 
nature without any details of specific participants disclosed. Where a participant’s words are 
directly quoted in a publication, it will be with absolute anonymity and pseudonyms will be used. 
If you have any questions or concerns about this interview, please feel free to contact any of the 
investigators; their contact information is provided above 
 
What are my rights as a participant? 
 
As a participant, you have the right to: 
 
• Withdraw your participation at any time, without prejudice. 
• Have any unprocessed data withdrawn and destroyed, provided it can be reliably 
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identified, and provided that so doing does not increase the risk for you. 
• Have any questions about the interview answered at any time. 
• Have time to discuss off-topic issues after concluding the interview. 
• Choose not to answer any of the interview questions. 
• Request that audio recording be terminated at any stage during the interview 
 
Whom should I contact if I have any questions? 
 
If you have any questions or would like to receive a copy of the summary of findings of this 
research please call me on the following phone number +61 478 844 782 or E-mail at: 
khha.alshammari@rmit.edu.au; or contact my senior supervisor Dr. Martin John Dick, Phone: 
+61 3 99055976 Email: martin.dick@rmit.edu.au 
 
 
 
If you have any concerns about your participation in this project, which you do not wish to 
discuss with the researchers, then you can contact the Ethics Officer, Research Integrity, 
Governance and Systems, RMIT University, GPO Box 2476V VIC 3001. Tel: (03) 9925 2251 
or email human.ethics@rmit.edu.au 
 
 
What other issues should I be aware of before deciding whether to participate?  
The main constraints in this study are the interview time, which is expected to last for 45 to 60 
minutes. However the researcher is ready to discuss with participants the most convenient time 
in his/her busy schedule and the participants hold the right to withdraw or to re-schedule the 
interview if anything came up before the interview time.  
 
 
If you have any complaints about your participation in this project please see the complaints 
procedure at Complaints with respect to participation in research at RMIT  [ctrl + click to 
follow]/ http://www.rmit.edu.au/research/human-research-ethics   
 
 
 
  
Thank you very much for your contribution to this research. 
  
Yours sincerely, 
 
 
Investigator   Senior Supervisor 
Khalid Alshammari, PhD Candidate, 
School of Business IT & Logistics 
Principal Researcher 
Dr Martin John Dick, PhD, Senior Lecturer, 
School of Business IT & Logistics 
Primary Research Supervisor 
 
 
Signature: ……………………………………. 
 
 
Signature:…………………………………………….. 
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Appendix D: Participant Consent Form 
Consent Forms 
 
 
 
 
 
 
 
 
 
 
 
 
Prescribed Consent Form for Persons Participating in Research Projects Involving Interviews 
 
COLLEGE OF Business 
  
SCHOOL/CENTRE OF       Business IT & Logistics 
  
 
Name of Participant: 
 
 
Project Title: The consequences of Software-as-a-Service (SaaS) adoption on small and medium enterprises (SMEs) in Saudi 
Arabia. 
 
 
Name(s) of Investigators:  (1)      Khalid Alshammari       Phone:+61 478 844 782 Saudi +966 560 097 647 
  
 
 
 
1. I have had the project explained to me, and I have read the information sheet. 
2. I agree to participate in the research project as described. 
3. I authorise the investigator to interview me. 
4. I give my permission to be audio taped:      Yes       No 
5. I give my permission for my name or identity to be used:      Yes       No  
6. I acknowledge that: 
 
(a) I understand that my participation is voluntary and that I am free to withdraw from the 
project at any time and to withdraw any unprocessed data previously supplied (unless 
follow-up is needed for safety). 
(b) The project is for the purpose of research. It may not be of direct benefit to me. 
(c) The privacy of the personal information I provide will be safeguarded and only disclosed 
where I have consented to the disclosure or as required by law.  
(d) The security of the research data will be protected during and after completion of the 
study. The data collected during the study may be published, and a report of the project 
outcomes will be provided to RMIT University. Any information, which will identify me, 
will not be used unless I have given my permission (see point 5). 
Participant’s Consent 
Name:  Date:     
  
(Participant) 
 
 
School of Business 
Information Technology 
and Logistics 
 
Building 80 Level 9 
445 Swanston Street 
Melbourne VIC 3000 
Australia 
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Name:  Date:     
  
(Witness to signature) 
 
Where participant is under 18 years of age: 
I consent to the participation of in the above 
project. 
 
Signature: (1) (2) Date:     
  
(Signatures of parents or guardians) 
 
Name:  Date:     
  
(Witness to signature) 
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Appendix E: Survey’s Questions 
Section 1: Demographic Data 
Gender 
o Male 
o Female 
Age 
o 18-25 
o 26-35 
o 36-45 
o 46-55 
o 56-64 
o >65 
What is your Highest Education 
o High School 
o Graduate 
o Diploma 
o Graduate (BA) 
o Postgraduate 
o Other, Please Specify: 
How many years have you been in workforce 
o 1-3 
o 4-6 
o 7-10 
o 11-20 
o 20-30 
o >30  
What is your position 
o Staff 
o Manager – Middle Level 
o Director – Senior Management 
o Executive 
o Partner or Owner 
How long have you personally used SaaS? 
o <1 year  
o 1-2 years 
o 3-4 years 
o 5-6 years 
o More than 6 years 
Choose the type of SaaS Solution that you are 
answering about. 
o ERP (Enterprise Resources Planning) 
o CRM (Customer Relationship 
Management) 
o HRM (Human Resources Management) 
o SCM (Supply Chain Management) 
o Accounting 
o Project management 
o Billing and Billing 
o E-Commerce 
o Payments 
o Cooperation 
o Marketing 
o Virtualization 
o Content Management 
 
 
o maps drawing 
o Office productivity 
o Other (please specify) 
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Section 2: Exploration of the Consequences of SaaS Post-Adoption Constructs. 
Availability is your ability to access the cloud-based system anytime and anywhere 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
Our SaaS provider has acceptable 
availability  
○ ○ ○ ○ ○ ○ ○ 
Our SaaS provider maintains 
availability even if one server or 
datacentre went down 
○ ○ ○ ○ ○ ○ ○ 
I can access the SaaS application 
anytime 
○ ○ ○ ○ ○ ○ ○ 
I can access the SaaS application 
anywhere 
○ ○ ○ ○ ○ ○ ○ 
Performance is the ability of a system to accomplish a task, primarily related to speed and quality of services. 
(Please make a comparison between your new SaaS and the way these services were provided prior to its 
adoption) 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
The new SaaS solution is faster 
compared to the old solution 
○ ○ ○ ○ ○ ○ ○ 
We experience slower response 
times from our SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
The new SaaS solution’s 
performance is more stable 
compared to the old one 
○ ○ ○ ○ ○ ○ ○ 
Overall, by adopting SaaS 
solutions, the quality of system 
services has been improved 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on the support that the organisation gets 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
The SaaS solution and other 
related apps are updated regularly 
(rolling upgrades)  
○ ○ ○ ○ ○ ○ ○ 
Our SaaS provider offers in-house 
and/or online training for the new 
cloud-based solution  
○ ○ ○ ○ ○ ○ ○ 
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Our SaaS provider regularly 
analyses SaaS usage and offers 
ways to optimise operations  
○ ○ ○ ○ ○ ○ ○ 
The SaaS provider responds to our 
requests very quickly  
○ ○ ○ ○ ○ ○ ○ 
Our organisation is satisfied with 
the level of support that the SaaS 
provider offers  
○ ○ ○ ○ ○ ○ ○ 
Security is the protection of information and data, and to maintain data integrity, privacy and confidentiality 
for your organisation 
 
Strongly 
Agree 
Agree Somewhat 
agree 
Neither agree 
nor disagree 
Somewhat 
disagree 
Disagree Strongly 
disagree 
Our organisation trusts the SaaS 
provider 
○ ○ ○ ○ ○ ○ ○ 
Our organisation has experienced 
data breaches in our SaaS 
application 
○ ○ ○ ○ ○ ○ ○ 
In our organisation, it's 
important to know where the 
SaaS provider stores our data 
○ ○ ○ ○ ○ ○ ○ 
Our SaaS provider stores our data 
in places which are consistent 
with our organisation’s data 
privacy and security 
requirements 
○ ○ ○ ○ ○ ○ ○ 
Dependency is the extent to which your organisation is tied to a single cloud service provider 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
It is easy to change the SaaS 
provider for our organisation 
○ ○ ○ ○ ○ ○ ○ 
Our organisation’s is heavily 
dependent on our SaaS provider 
○ ○ ○ ○ ○ ○ ○ 
The adoption of SaaS application 
means our company has lost 
know-how that will be required to 
remain competitive in future 
markets 
○ ○ ○ ○ ○ ○ ○ 
Adopting SaaS solutions allows 
our company to reduce vendor 
lock-in 
○ ○ ○ ○ ○ ○ ○ 
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If we ended our organisation’s 
SaaS subscription, our 
organisation can retrieve all our 
data easily 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your system implementation process 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
Implementing a new solution is 
easier with SaaS 
○ ○ ○ ○ ○ ○ ○ 
Adopting SaaS solutions allows 
our organisation quicker 
implementation for the solution 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your organisation’s IT infrastructure 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
Our organisation needs fewer 
infrastructure resources to 
operate our IT related solutions  
○ ○ ○ ○ ○ ○ ○ 
After SaaS adoption, our 
organisation’s IT infrastructure 
has changed 
○ ○ ○ ○ ○ ○ ○ 
In our organisation, we don’t need 
huge or large and sophisticated IT 
infrastructure for the SaaS 
solution  
○ ○ ○ ○ ○ ○ ○ 
The new SaaS solution can easily 
be added to, modified, or removed 
from the existing IT infrastructure 
with very few problems 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on organisation’s IT investment needs 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
SaaS based solutions are cost-
effective compared to other 
solutions 
○ ○ ○ ○ ○ ○ ○ 
Adopting an in-house solution 
need more investment than 
adopting a SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
In-house solutions are more cost 
effective in the long term 
○ ○ ○ ○ ○ ○ ○ 
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Our organization's level of capital 
investment in IT is still high since 
adopting the SaaS application 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your organisation's processes 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
SaaS adoption simplifies our 
processes 
○ ○ ○ ○ ○ ○ ○ 
The SaaS solution has improved 
work processes 
○ ○ ○ ○ ○ ○ ○ 
The operational processes become 
more formally documented as a 
result of the SaaS adoption 
○ ○ ○ ○ ○ ○ ○ 
Our business process design is 
driven by the SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
Changes had to be done to some 
processes (e.g. Administration, 
Finance, Marketing, IT) to align it 
with the new SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
SaaS has had no impact on our 
organisation’s business process. 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your firm's organisational structure 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
In our organisation, the actual 
organisation structure has 
changed since the adoption of 
SaaS 
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption made our 
organisation flatter 
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption led to terminating 
one or more departments/teams 
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption led to creating one 
or more departments/teams  
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption has caused changes 
in the flow of departments’ data  
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on the role of your organisation's IT department  
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
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The use of standard SaaS solution 
has removed IT as a competitive 
advantage 
○ ○ ○ ○ ○ ○ ○ 
After adopting the SaaS solution, 
our IT department plans have 
been redesigned to be aligned with 
the new solution 
○ ○ ○ ○ ○ ○ ○ 
IT role and responsibilities have 
been changed since SaaS adoption 
○ ○ ○ ○ ○ ○ ○ 
Since SaaS adoption, the IT 
department has less control over 
the solution 
○ ○ ○ ○ ○ ○ ○ 
Since SaaS adoption, the IT 
department has less technical 
responsibilities 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting SaaS on how the top management level interact with lower 
level management and employees 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
After SaaS adoption, higher 
management has been more 
involved in operational activities 
○ ○ ○ ○ ○ ○ ○ 
After SaaS adoption, our 
employees have had more support 
and help from their managers 
○ ○ ○ ○ ○ ○ ○ 
After SaaS adoption, Employees 
feel that the managers and upper 
management are watching and 
surveilling them 
○ ○ ○ ○ ○ ○ ○ 
After SaaS adoption, Involvement 
from higher management has 
been considered more productive 
by the employees 
○ ○ ○ ○ ○ ○ ○ 
After SaaS adoption, top 
management more actively 
communicates to employees on 
how best to manage core processes 
○ ○ ○ ○ ○ ○ ○ 
Organisation flexibility is the ability of your organisation to change, adapt and respond to the continuous 
changes in your organisation’s internal and external environment 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
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SaaS solution makes the 
organisation more flexible 
○ ○ ○ ○ ○ ○ ○ 
SaaS solution makes the 
organisation become more 
competitive 
○ ○ ○ ○ ○ ○ ○ 
Our organisation can respond to 
change quicker since adopting the 
SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
After adoption of SaaS-based 
solutions our company has lost its 
ability to react flexibly to changes 
in the market 
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption makes it easier to 
coordinate and share data and 
information among departments 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your organisation's ability to focus on core 
business 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
The SaaS solution makes our 
organisation dedicates its 
resources to its core business 
○ ○ ○ ○ ○ ○ ○ 
Adopting SaaS solution has been a 
good way to foster the company's 
concentration on its core 
competencies 
○ ○ ○ ○ ○ ○ ○ 
By adopting SaaS solution, our 
company can concentrate better 
on putting its strategies into action 
○ ○ ○ ○ ○ ○ ○ 
The SaaS solution has provided 
new functionalities that help our 
organisation to improve its core 
business 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your organisation's workforce 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
Our organisation has reduced staff 
numbers due to SaaS adoption 
○ ○ ○ ○ ○ ○ ○ 
There were shifts in the staff 
positions among our 
organisation’s departments as a 
result of adopting SaaS 
○ ○ ○ ○ ○ ○ ○ 
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Our organisation needs to hire 
more skilled staff to operate the 
new SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
Since adopting SaaS, Our IT 
personnel have the ability to work 
more cooperatively in a project 
team environment. 
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on the productivity of employees in your 
organisation 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
After adopting SaaS, employees 
can accomplish more tasks per day 
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption has hindered 
collaborating among employees 
○ ○ ○ ○ ○ ○ ○ 
After adopting SaaS, the time of 
completing a task has been 
increased 
○ ○ ○ ○ ○ ○ ○ 
SaaS adoption make it easier to 
communicate with team members 
and other teams 
○ ○ ○ ○ ○ ○ ○ 
After SaaS adoption, the 
employees’ productivity has been 
increased  
○ ○ ○ ○ ○ ○ ○ 
This set of questions asks about the effect of adopting a SaaS on your organisation's costs 
 
Strongly 
Agree 
Agree Somewhat 
Agree 
Neither agree nor 
Disagree 
Somewhat 
Disagree 
Disagree Strongly 
Disagree 
Implementing SaaS has lowered 
our cost of operation 
○ ○ ○ ○ ○ ○ ○ 
Our company has become better in 
reducing the staff costs after 
adopting the SaaS solution 
○ ○ ○ ○ ○ ○ ○ 
Our company has increased 
capital expenditure since adopting 
the SaaS application 
○ ○ ○ ○ ○ ○ ○ 
 
Section 3: Time Data 
Based on your experience, when you notice the changes in the following options in your company? 
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 1-3 months 3-6 months 6-12 months 12-18 months > 18 months 
Change in system availability ○ ○ ○ ○ ○ 
Change in security ○ ○ ○ ○ ○ 
Change in the Dependency ○ ○ ○ ○ ○ 
Change in system 
performance 
○ ○ ○ ○ ○ 
Change in support ○ ○ ○ ○ ○ 
Change in IT infrastructure ○ ○ ○ ○ ○ 
Change in implementation ○ ○ ○ ○ ○ 
Change in capital investment ○ ○ ○ ○ ○ 
Change in Organisational 
Processes 
○ ○ ○ ○ ○ 
Change in Organizational 
structure 
○ ○ ○ ○ ○ 
Change in the role of IT 
department 
○ ○ ○ ○ ○ 
Change in Top management 
involvement 
○ ○ ○ ○ ○ 
Change in Organisation 
flexibility 
○ ○ ○ ○ ○ 
Change on the focus on core 
business 
○ ○ ○ ○ ○ 
Change in Workforce 
optimisation 
○ ○ ○ ○ ○ 
Change in the productivity of 
Employees 
○ ○ ○ ○ ○ 
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Appendix F: Initial Analysis Codes 
Cost reduction 
Availability 
Flexibility 
Change in Processes 
Business Flexibility 
Cost 
Performance 
Focus on Core Business 
Efficiency 
Change in Business Operations 
Labour Cost Reduction 
Cost effective 
Security+ 
Accessible 
Increase Productivity 
Effectiveness 
Easy to Use 
Security- 
Drivers of Changes 
Collaboration 
Quality 
Privacy 
Change in IT Responsibilities 
Headache 
Ease Work 
Motivation to Changes 
Change in IT Operations 
Change in IT role 
Saving Time 
Anytime 
Reliability 
Anywhere 
Operating costs 
IT infrastructure costs 
Confidentiality 
Change in employees activities 
Mobile 
Update/Upgrade 
Reasons to Move to Cloud 
Best Practice 
Why Cloud 
Connections Issues 
Downtime 
Support 
Decrease Cost of Implementation 
Change in IT Strategies 
Vendor Lock 
Data Integrity 
More Services 
Time Consuming 
Decrease Cost of Ownership 
Capital Investment Cost 
Compatibility Issues 
Data Location 
Data Physical Location 
Laying off Employees 
Reliable Provider 
Integration 
Change Management 
Moving to another Vendor 
Reduce Duties 
Legal Issues 
Internet Issues 
Effort 
Rapidity 
Task Shifting 
Trusted 
Challenging 
Change in IT Structure 
Empower Users 
Dependency 
Lack of Trained Labour 
Scalability 
Change Resistance 
Consolidation 
Well-Known Provider 
Data Breach 
Capacity of Resources 
Integration Issues 
Indirect Cost 
Business Engagement 
Legacy Systems 
Disadvantage 
Unprofessional Practices 
Risk 
Ready to Use 
Easy to Implement 
Support Services 
Professional 
Lack of Personnel 
Concerns 
Automated 
Problems Free 
Technical Issues 
Limited Customization 
Change in Business Management 
Sync 
Fear to move 
Stability 
+Optimum exploitation of Resources 
Lack of Expertise 
Accessibility Issues 
Redundancy 
Hacking 
New Concept 
Implementation hassle free 
Simplicity 
Lack of Strategies 
Lack of Fund 
Configuration 
Maintenance cost 
Old Fashion 
Real Time 
Outsourcing 
Legacy Jobs 
Need Staff 
Migration Problems 
Non Specialised Labour 
Resources Issues 
User Friendly 
Decision Making 
Control 
Disconnected 
Awareness 
Oriented 
Customization 
Free New features 
Sync Problems 
East to Integrate 
Data Loss 
-Optimum exploitation of Resources 
Increase Cost of Implementation 
Reliability Issues 
Infrastructure Issues 
Increase Cost of Ownership 
Delay 
Change in Jobs Descriptions 
Distrust 
Training Courses 
Lack of Regulation 
Reduce Steps 
Workshops 
Third Party 
More Restrictions 
Inhibitor to Change 
Compatibility 
Unreliable 
Cutting Edge Technology 
Availability Issues 
Unawareness 
Long Develpment Cycle 
Resource Management 
Reduce Implementation Time 
Direct Relation with Vendors 
Hiring Issues 
Basic Functions 
Virtualization 
Not to Move to Cloud 
Change on Organisation Structure 
Licenses Issues 
Slow Speed 
Seasonal Load 
Uncertainty 
Fluctuating Demand 
Hiring 
Choose and Implement 
Technological Illiteracy 
Testing 
National Security 
Ready to respond 
Observing Information by Gov. 
Primitive 
Pay-per-use 
Maintenance Free 
Encryption 
Centralization 
Growing Costs 
Forensic Limitation 
Unknown Provider 
Evaluation 
Safety Agreement 
Disruptive 
Investment 
Higher Success rate 
Reformation 
Shared 
Compliance 
Consolidation of Policies 
IT not Important 
Assessment 
Information Reveal 
Validity Issues 
أﻧﺎ ال main business ﺗﺎﻋﻲ  manuf.. 
No Change on Responsibilities 
Not important factor 
Language barriers 
Link field Operations 
New Jobs Requirements 
Simulation 
Capability to self-learning 
Economic Circumstances 
Different Time Zone 
Self-Dependent 
Classification of services 
Using Strategies 
I mean, for me the logic of go.. 
Success Story 
But, that's life in 2016. If w.. 
Flat Organisation 
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Appendix G: Axial Coding 
Change in 
organisation’s 
Processes 
Change in Processes 
Change in Business 
Operations 
Change in employees 
activities 
Change in Jobs 
Descriptions 
Change in IT Role 
Change in IT role 
Change in IT 
Responsibilities 
Change in IT Strategies 
Change on 
organization’s 
structure 
Change in Business 
Management 
Change on Organisation 
Structure 
Flat Organisation 
Change in IT  
Change in IT Operations 
Change in IT Structure 
Security 
Security+ 
Security 
National Security 
Safety Agreement 
Hacking 
Encryption 
Privacy 
Privacy 
Data Breach 
Legal Issues 
Observing Information 
by Gov. 
Compliance 
Data Integrity 
Information Reveal 
Data Lose 
Data Physical Location 
Data Location 
Data Loss 
confidentiality 
Confidentiality 
Cost reduction 
Cost reduction 
Labour Cost Reduction 
Cost effective 
Decrease Cost of 
Implementation 
Decrease Cost of 
Ownership 
Outsourcing 
Pay-per-use 
Increasing cost 
Cost 
Operating costs 
IT infrastructure costs 
Investment 
Maintenance cost 
Increase Cost of 
Implementation 
Increase Cost of 
Ownership 
Growing Costs 
Capital Investment Cost 
Indirect Cost 
Availability 
Availability 
Downtime 
Real Time 
Ready to Use 
Availability Issues 
Reduce Implementation 
Time 
Delay 
Disconnected 
Accessibility 
Accessible 
Accessibility Issues 
Sync 
Sync Problems 
Mobility 
Anytime 
Anywhere 
Mobile 
Performance 
Increase Productivity 
Effectiveness 
Efficiency 
Performance 
Easy to Use 
Collaboration 
Ease Work 
Saving Time 
Best Practice 
Reduce Duties 
Rapidity 
Reduce Steps 
-Optimum exploitation 
of Resources 
Free New features 
User Friendly 
Simplicity 
+Optimum exploitation 
of Resources 
Automated 
Problems Free 
Easy to Implement 
Cutting Edge 
Technology 
Choose and Implement 
Maintenance Free 
Quality 
Quality 
More Services 
East to Integrate 
Customization 
Stability 
Features 
Scalability 
Integration 
Consolidation 
Compatibility 
Reliability 
Reliability Issues 
Oriented 
Configuration 
Tech- Support 
Update/Upgrade 
Support 
Support Services 
Implementation hassle 
free 
Different Time Zone 
Effort 
Capability to self-
learning 
Self-Dependent 
Third Party 
Technical Hurdles 
Compatibility Issues 
Connections Issues 
Internet Issues 
Integration Issues 
Legacy Systems 
Technical Issues 
Migration Problems 
Resources Issues 
Infrastructure Issues 
Licenses Issues 
Forensic Limitation 
Validity Issues 
Limited Customization 
Long Development Cycle 
Slow Speed 
Disruptive 
IT not Important 
 
HR. Hurdles 
Lack of Trained Labour 
Unprofessional Practices 
Lack of Personnel 
Fear to move 
Lack of Expertise 
Lack of Strategies 
Need Staff 
Non Specialised Labour 
Hiring Issues 
Language barriers 
Change Resistance 
Legacy Jobs 
Lack of Regulation 
Lack of Fund 
Old Fashion 
Challenging 
More Restrictions 
Not to Move to Cloud 
Economic 
Circumstances 
Providers 
Moving to another 
Vendor 
Reliable Provider 
Well-Known Provider 
Unknown Provider 
Dependency 
Distrust 
Workshops 
Training Courses 
Unreliable 
Direct Relation with 
Vendors 
Testing 
Higher Success rate 
Vendor Lock 
Trusted 
Why Cloud 
Why Cloud 
Motivation to Changes 
Reasons to Move to 
Cloud 
Drivers of Changes 
Seasonal Load 
Fluctuating Demand 
Inhibitors 
Risk 
Disadvantage 
Concerns 
New Concept 
Control 
Virtualization 
Inhibitor to Change 
Issues 
Headache 
Time Consuming 
Laying off Employees 
Change Management 
Capacity of Resources 
Professional 
Redundancy 
Resource Management 
Basic Functions 
Hiring 
Ready to respond 
Primitive 
Centralization 
Evaluation 
Reformation 
Shared 
Consolidation of Policies 
Assessment 
Not important factor 
Link field Operations 
New Jobs Requirements 
Simulation 
Classification of services 
Using Strategies 
Success Story 
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Appendix G: Matrix Query 
 
 
 
 
 
 
Availability Change investment Change infra/Imple Dependency Performance Security Support TOTALS:
0 21 43 16 72 11 32 195
21 0 51 6 31 6 17 132
43 51 0 22 69 15 37 237
16 6 22 0 17 29 15 105
72 31 69 17 0 12 41 242
11 6 15 29 12 0 12 85
32 17 37 15 41 12 0 154Support
1
Availability
Dependency
Performance
Security
Initial Consequences
Change invest./won
Change infra/Imple
IT Role/Operations Org. Processes Org. Structure TOTALS:
0 23 9 32
23 0 24 47
9 24 0 33
IT Role/Operations
2 Organisational Transformation
Org. Processes
Org. Structure
Bus. Engagement Bus flexibility Focus on Core Business Productivity Workforce Optimization TOTALS:
0 60 65 62 42 229
60 0 101 77 44 282
65 101 0 82 64 312
62 77 82 0 30 251
42 44 64 30 0 180
Subsequent Consequnces3
Workforce Optimization
Productivity
Focus on Core Business
Bus. flexibility
Bus Engagement
Availability Change invest./won Change infra/Imple Dependency Performance Security Support TOTALS:
6 8 10 3 13 1 6 79
20 14 14 3 35 4 11 148
7 7 5 2 17 3 3 77
Initial & Organisational Transformation4
IT Role/Operations
Org. Processes
Org. Structure
Availability Change invest./won Change infra/Imple Dependency Performance Security Support TOTALS:
57 20 28 6 66 7 18 202
50 31 48 7 90 9 22 257
69 66 79 15 103 13 39 459
61 14 34 11 90 8 23 241
27 38 38 10 48 11 22 194
Productivity
Workforce Optimization
Business flexibility
Business Engagement
Focus on Core Business
5 Initial & Subsequent Consequences
Bus. Engagement Bus. flexibility Focus on Core Business Productivity Workforce Optimization TOTALS:
10 15 17 8 12 62
38 39 42 30 30 179
15 23 20 12 23 241
Organisational Transformation & subsequent Consequences
Org. Structure
IT Role/Operations
Org. Processes
6
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