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Abstract
When observing a scene with multiple cameras, an important problem to solve is to automatically
identify “what camera feed should be shown and when?” The answer to this question is of interest
for a number of applications and scenarios ranging from sports to surveillance. In this thesis we
present a framework for the ranking of each video frame and camera across time and the camera
network, respectively. This ranking is then used for automated video production. In the first stage
information from each camera view and from the objects in it is extracted and represented in a way
that allows for object- and frame-ranking. First objects are detected and ranked within and across
camera views. This ranking takes into account both visible and contextual information related to
the object. Then content ranking is performed based on the objects in the view and camera-network
level information. We propose two novel techniques for content ranking namely: Routing Based
Ranking (RBR) and Multivariate Gaussian based Ranking (MVG). In RBR we use a rule based
framework where weighted fusion of object and frame level information takes place while in MVG
the rank is estimated as a multivariate Gaussian distribution. Through experimental and subjective
validation we demonstrate that the proposed content ranking strategies allows the identification of
the best-camera at each time.
The second part of the thesis focuses on the automatic generation of N-to-1 videos based on the
ranked content. We demonstrate that in such production settings it is undesirable to have frequent
inter-camera switching. Thus motivating the need for a compromise, between selecting the best
camera most of the time and minimising the frequent inter-camera switching, we demonstrate that
state-of-the-art techniques for this task are inadequate and fail in dynamic scenes. We propose three
novel methods for automated camera selection. The first method (ϒgo f ) performs a joint optimiza-
tion of a cost function that depends on both the view quality and inter-camera switching so that a
i
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pleasing best-view video sequence can be composed. The other two methods (ϒdbn and ϒutil) in-
clude the selection decision into the ranking-strategy. In ϒdbn we model the best-camera selection
as a state sequence via Directed Acyclic Graphs (DAG) designed as a Dynamic Bayesian Network
(DBN), which encodes the contextual knowledge about the camera network and employs the past
information to minimize the inter camera switches. In comparison ϒutil utilizes the past as well
as the future information in a Partially Observable Markov Decision Process (POMDP) where the
camera-selection at a certain time is influenced by the past information and its repercussions in
the future. The performance of the proposed approach is demonstrated on multiple real and syn-
thetic multi-camera setups. We compare the proposed architectures with various baseline methods
with encouraging results. The performance of the proposed approaches is also validated through
extensive subjective testing.
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Chapter 1
Introduction
1.1 Motivation
Since their first use in the 1930’s video cameras have become an integral part of our lives. With
the recent technological advances these video cameras have found their way to our mobile phones,
desktops, laptops and other devices of daily use. Their ready availability essentially allows us to
capture every moment of interest around us. Due to the abundance of video cameras usually multiple
vantage points for viewing the same site exist where some camera views might be more informative
than others. Together these camera form a network that provides video streams to a common loca-
tion (or control room). This data is then is analysed by human operators for various tasks ranging
from video surveillance to video production. However monitoring multiple simultaneous videos
can be monotonous and error-prone for humans, where the errors can be generated either due to the
dynamic nature of the content or the boredom effect on the operator. It is therefore desirable to auto-
mate this process using a framework which can (i) automatically analyse the content of each video
stream and based on this analysis can (ii) rank the views in terms of their importance which in turn
allows for (iii) the identification of the best-camera to view the site under observation at a particular
time. Given this best-camera at each time we can then produce a video that essentially contains the
salient segments of each video. However to maintain continuity in the best-camera selection video,
so that it is intelligible and pleasing to a human observer, it is essential that frequent inter-camera
switching is avoided. These two constraints, i.e., best-camera selection and the avoidance of fre-
quent inter-camera switching, facilitate data acquisition and enhance system performance [1]. For
1
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Figure 1.1: Operational steps involved in the proposed system for best-camera selection.
instance, automated surveillance systems necessitate remote identification of targets of interest. In
particular, to automatically recognize a person there is a need to acquire his high resolution images
before he leaves the scene. Thus, the analysis of content of each camera view is required. The goal
is to identify the targets/regions that can be of interest in the scene across all the cameras and capture
uninterrupted image sequences for a certain amount of time. For automated video production the
number of inter-camera switches need to be bounded. This lower bound should allow the system
to generate a pleasant and intelligible result while still aiming to show the best-camera at each time
instant.
The best-camera selection is fundamental to various applications such as object localisa-
tion [2] and tracking [1], video summarisation [3], and autonomous video generation [4]. It has
gained much attention recently as demonstrated by the extensive amount of literature (Ch. 2) and
various international projects such as APIDIS1 and My eDirector 20122. Autonomous Production
of Images based on Distributed and Intelligent Sensing (APIDIS) is an FP7 European project that
focuses on autonomous and personalized production of video summaries for controlled scenarios.
The project is demonstrated on both sports events and in surveillance scenarios. Similarly the My
eDirector 2012 concentrates on the development of an interactive broadcasting services using se-
mantic analysis enabling end-users to select focal actors and points of interest within the broadcasted
scenes.
Usually, laborious trial-and-error techniques, which require human interaction, are costly
and have limited intelligence and flexibility in complex and dynamic scenarios, are employed to
identify the optimum configuration of parameters towards content ranking and best-camera selection
for a given task. These parameters encode the information: “which camera is most important and
1http://www.apidis.org/
2http://www.myedirector2012.eu/
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when should it be shown?”. These parameters are drawn under the contextual information associated
to the camera content. We define this contextual interpretation as the “task at hand” which varies
as per setup. For instance, the features required in sports scenarios would be different as compared
to the features required in a surveillance scenario. In sports scenarios involving a ball, the ball
is of interest and hence the players closer to the ball are ranked higher than others. As a second
ranking criterion one can use the player size or location. In comparison, in surveillance scenarios
the faces of people are of more interest. The automatic ranking of content should enable us to extract
representative snapshots of a person from multiple video feeds. Then this face visibility along with
the observed activity in the scene can be used for object ranking.
In this thesis, we investigate the use of automatic solutions, for which typical operational
steps include: content analysis, content ranking and camera selection [J1]. The block diagram with
the three stages is shown in Fig 1.1. The first stage is the analysis of the content associated with each
video stream. This analysis involves the automatic extraction of information (features) from each
camera view. This information can be represented in terms of features associated to each view. The
choice of these features is dependent upon the “task at hand” such that the information can be related
to the features. For example if the best-camera is the one with the maximum number of objects then
features associated with object detection and object counting should be extracted. Another example
could be when a certain event is of interest e.g. people entering, exiting or running etc., where
features associated to such activities would be of interest. This is followed by the ranking of the
analysed content which allows us to assign a Quality of View (QoV) score to the frames of each
cameras. Finally, the best-camera selection is achieved given the ranking and task parameters while
keeping inter-camera switching low. In particular, best-camera selection in multi-camera scenarios
depends upon the content of individual cameras, which in turn is related to each object within
the camera field-of-view and the information extracted from the camera field-of-view in a holistic
manner. In particular, best-camera selection (see Fig. 1.2) in multi-camera scenarios depends upon
the content of individual cameras, which in turn is related to each object within the camera field-
of-view (object-centric) and the information extracted from the camera field-of-view (FOV) in a
holistic manner (camera-centric).
The QoV in object-centric terms refers to the quality of the instance of an object of interest
at any given time. It is constrained by the relationship between the camera and the object under the
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contextual information drawn from the task at hand. On the other hand, camera-centric QoV refers
to the quality of the entire view depending on the visibility of the features at frame level. These
features include the object-centric ranking, for the objects that exist in that frame, and the features
extracted from the frame at holistic level. It is worth mentioning here that particular features can
be regarded as both being object-centric and camera-centric, depending on the task at hand. For
instance an event can be regarded as an object-object or object-environment interaction (object-
centric) or as activity in the Field of View (FOV) of the camera (camera-centric). In the first step,
objects are detected in the camera view and then based on the features extracted from them are
assigned a score. In the next step, using a fusion strategy all the object scores are merged to obtain
a object-centric QoV for each frame. Finally, based on the frame-level information and the object-
centric QoV, camera-centric QoV is calculated.
The aim of this work is to emulate amateur video producers and assist video production
experts and security personnel by providing an automatic camera ranking. Hence the goal is to
replace the proverbial video wall. The content ranking part of the proposed framework can allow
the users to focus more on interesting cameras. Similarly the camera selection module can provide
candidate best views that can then be used for video production. However as discussed earlier
considerations need to be taken based on the “task at hand”. In surveillance, for instance, we would
be more interested in the instantaneous reporting rather than frequent switching, while in video
production, e.g., sports, frequent switching should be avoided. Moreover in surveillance, it would
be of interest to record the state of the target (a person or a region) at key time instances, e.g., when
the person enters or is about to leave the FOV of the camera. In comparison, for sports scenarios
generally the state of the game is of more interest rather than individual objects. Following such
discussion we can infer that the selected features would be different for sports and surveillance
scenarios. In surveillance we would be more interested in objects while in sports we would be
looking at information at a holistic point of view. An example of this could be the events that
we introduced earlier in this section, where based on the task at hand, it can be regarded as being
object-centric or camera-centric.
In this thesis we address the best-camera selection problem by answering the following
questions:
• Can we define and extract a set of features, which are suitable to represent the information in
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Figure 1.2: QoV estimation as a two step approach where object-centric QoV is first calculated and
then camera-centric QoV is calculated through it’s utilization.
a camera view?
• Can we devise methods for the Quality of View (QoV) assignment to each camera based on
observed content?
• Based on the QoV, can we select a single camera at each time to generate a video that matches
one generated by an amateur director?
1.2 Problem formulation
Let a site be monitored by a set of cameras C = {C1, . . . ,CN}, where N ≥ 2.
The content analysis stage involves the extraction of features ψ it for each view. These
features can be associated to the video frame ( fψ it ) or can be extracted from the objects within the
view (oψ it ). Then the feature vector for camera Ci can be represented as
ψ it = (oψ
i
t , f ψ
i
t ). (1.1)
In the content ranking stage, a QoV score, ρ it , is computed for each camera Ci at each time
t based on the observed features ψ it . Then ρ it can be represented as a measure of feature visibility:
ρ it =M (oψ
i
t , f ψ
i
t ), (1.2)
whereM (.) generates the QoV ρ it given the two feature vectors. Similar to the classification of the
features, the QoV can also be classified as being object-centric or camera-centric. Formally, if a
camera Ci observes Jit objects such that the set of object is represented as X
i
t = {X i jt : j = 1 . . .Jit},
Chapter 1: Introduction 6
then the object features extracted for X i jt can be written as oψ
i j
t where oψ it = {oψ i jt : j = 1, . . . ,Jit}.
The QoV for this object when viewed from camera Ci at time t can then be written as
ε i jt =L (oψ
i j
t ), (1.3)
where ε i jt is the object-centric QoV of X
i j
t at time t. The function L (.) maps the object-centric
features to the object-centric QoV. Thus, QoV in object-centric terms refers to the quality of the
instance of an object of interest at any given time. On the other hand camera-centric QoV refers to
the quality of the entire view depending on the visibility of the camera-centric features along with
the object-centric features. Hence we can rewrite Eq. 1.2 as
ρ it =M ε
i j
t ∀ j = 1, . . . ,Jit , f ψ it ). (1.4)
In the final stage, a best-camera scheduling mechanism is constructed as a function of
time t and ρ it . We consider that only one camera can be selected at a given time t and represent this
camera-selection as Ωit = (c1t , . . . ,cNt ) with cit = 1 in the ith location at time t if camera Ci is selected
and 0 elsewhere. Then we can represent if the camera Ci is selected at time t as:
cit =
 1 if G (ρ1t , . . . ,ρNt ) = i0 otherwise , (1.5)
where G (ρ1t , . . . ,ρNt ) represents the QoV to the selected camera mapping. The goal is to construct
this mapping such that the best-camera is selected most of the time and the frequent inter-camera
switching is avoided to make a pleasant best-camera selection video.
1.3 Contribution
The main contributions of this thesis are as follows:
1. We develop a set of techniques for feature extraction in single and multi-camera settings that
also contribute towards object localisation and tracking. The proposed methods are adapted to
scenarios when objects have low visibility due to the fast motion or high occlusions. We use
motion flow analysis for object localisation in a single view [C3] or information fusion using
Chapter 1: Introduction 7
homography in multi-view scenarios [C1]. Then features associated to these objects such as
size, location, and motion information are extracted [J1, C1, C5]. In addition, we also study
the automatic detection of objects interaction with its environment [C2, M2, M1].
2. We present two novel techniques to rank each camera view [C5, J1]. Content ranking is done
so that the visibility of features of interest is maximised. The first technique “Routing Based
Ranking” uses a weighted fusion of features to generate a frame-level rank for each view [C5].
It assumes that (i) the feature spaces are independent of each other and independent weights
can be assigned to each feature space, (ii) people in the scene have a linear motion model and
faces the direction in which they are moving. We demonstrate that these assumptions hold for
standard surveillance datasets. The second technique generates view-dependent ranking infor-
mation using a multivariate Gaussian distribution [J1]. The proposed framework normalises
each feature space based on its covariance and is applicable to a range of scenarios as it does
not require any a priori feature weighting.
3. To generate videos that can be pleasant for human observers we propose two frameworks
for best-camera scheduling. In the first framework we perform best-camera scheduling using
a sliding window that jointly optimizes a cost function depending on both the QoV and the
inter-camera switching so that a pleasing best-camera video sequence can be composed. In the
second set of proposed methods we model this problem using Markovian approaches [J1, C1]
for camera-selection. We demonstrate that using pre-defined rules for best camera-selection
does not suffice and result in a loss of information. We propose two methods for camera-
selection: in the first framework we model the camera network as a Dynamic Bayesian Net-
work (DBN), which encodes the contextual knowledge about the camera network by defining
possible camera-switching pairs. The DBN based method employs the past information to
minimize the inter-camera switches [J1]. In the second method we use the past as well as the
future information in a Partially Observable Markov Decision Process (POMDP) where the
camera-selection at a certain time is influenced by the past information and its repercussions
in the future [C1]. We provide comparison between the proposed and various baseline ap-
proaches. The effectiveness of the proposed method is also demonstrated through subjective
testing.
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The framework proposed in this thesis has been used in the demonstrator of the APIDIS
project and has appeared in the form of various deliverables throughout the project.
1.4 Organisation of the thesis
The thesis is structured as follows:
Chapter 2 discusses the related work for best-camera selection. Following the topology of Fig. 1.1,
we divide the related work into three main sections: The first section describes the most com-
mon set of features used in the state-of-the-art; followed by a discussion on the methods em-
ployed for QoV estimation and content ranking and lastly we highlight the various algorithms
for camera selection.
Chapter 3 uses the discussion of the previous chapter and makes the case for a set of features that
are applicable in a range of scenarios for best-camera selection. In this chapter we provide
the methods for feature extraction and representation so that they can be used in the content
ranking stage. In particular we describe in detail our work on multi-camera object tracking,
event detection and motion based scene analysis. We test the proposed frameworks using
standard state of the art evaluation metrics.
Chapter 4 provides the two proposed methods for QoV estimation and content ranking. The first
method is a routing based method where each feature is assigned a weight drawn from the
pre-defined contextual information, whereas the second approach models QoV as a Gaussian
Probability function. We demonstrate via extensive evaluation that the QoV generated via the
proposed ranking strategies maps to the content of the camera.
Chapter 5 motivates the need for minimising the inter-camera switching and demonstrates the
proposed frameworks for dynamic camera scheduling. We discuss in this chapter the three
proposed methods for camera selection using temporal information. The first methods uses
dynamic programming to jointly optimise a cost function based on the ranked content and
a cost associated to this camera switching. The second method models the camera network
as a Dynamic Bayesian Network, that keeps a bound on the frequent inter-camera switching
by employing information from the past decisions and the camera network topology whilst
in the third method the best-camera selection is modelled as a Partially Observable Markov
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Decision Process, which models the camera switching as an action with long term effects
on the overall utility of the camera network. This chapter also provides the quantitative and
subjective evaluation of the results for best-camera selection.
Chapter 6 draws conclusions by summarising the achievements and proposes the direction for the
future work.
Chapter 2
Related Work
2.1 Introduction
In this chapter we describe the state-of-the-art methods for the three stages of the best-camera se-
lection as shown in Fig. 1.1. In the first section we discuss the prior work on feature selection; next
we describe the techniques used for content ranking and finally we discuss the strategies used for
best-camera selection. A comparative summary of representative state-of-the-art methods based on
the set of features used for content analysis and ranking is presented in Table. 2.1. It also provides a
list of methods used for camera selection that minimise the number of switches. It can be seen that
a class of these works do not perform camera scheduling [5, 6, 7, 8] and focus on content ranking
only. These methods are used for acquiring representative instance of targets in either a multi-
camera environment or when using an active (pan, tilt, and zoom) camera. The second category
takes a decision on the best-camera either by selecting the camera with the highest score [9, 10, 11]
or by applying a ranking criterion [12, 4, 13, 14]. These works focus on the selection of the best-
camera which feeds some another vision task such as object-tracking, video summarisation, and ob-
ject recognition and identification. The last category mostly generates videos for human observers
thus restricting frequent inter-camera switching. In [15, 16, 17, 18] once a camera is selected it is
kept selected for a certain time period (scheduling interval) whilst more dynamic approaches are
presented in [19, 20].
Please note that we only cover related works for camera selection and QoV estimation.
There is a range of works that deal with target hand-off, signal strengths and optimum coverage
10
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(a) (b)
Figure 2.1: Definition of view angle and gaze direction. It can be the angle between the head and
(a) the image plane, or (b) the ground plane.
(network planning) in radars and wireless networks, which are out of the scope of this thesis. More-
over the methods used for the extraction of features can vary according to their implementation and
are not covered in the following sections.
2.2 Content analysis
Selecting the best-camera requires a representation framework which maps the information con-
veyed by the videos/images into quantifiable metrics. These metrics measure the visibility and
hence the information in the scene. The significance of a scene can thus be measured in terms of
the observable features of interest which are dictated by the task at hand [21]. These features define
the representative instances of the targets or the scene. For example, object pose can be a relevant
feature in face recognition as a pose constraint on the recognition input can enhance the system reli-
ability and performance. Similarly in surveillance tasks, if we want to extract representative images
of people entering or leaving a scene, the location of the object with reference to the exit and entry
points (deadline) would be considered as a relevant feature. A thorough review of the state-of-the-
art method yields a range of features that are repeatedly used in varying scenarios. These features
include the visibility of the face [7], size of the targets [12, 15, 19], their location [22, 18], amount
of motion they undergo [9] and audio-visual activity associated to them [10, 13]. In the remainder
of this section we discuss the various representations of these features.
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Figure 2.2: Representative snapshots of images captured under variations of the view angles θ1 and
θ2 in [7]
To capture representative instances of a persons face, the view angle or gaze direction is
used to determine the QoV [7, 23, 24, 25]. Hence the frontal view of a person is more informative
than the side views. The view angle can be represented as the angle the head of a person subtends
with the image plane (θ1). In simpler terms it identifies “where a person is looking, left or right?”.
A pictorial representation of this is shown in Fig. 2.1(a). Another measure of the view angle is
the angle (θ2) that the persons head subtends with the ground plane which represents is the person
“looking up or down” as shown in Fig. 2.1(b). Representative snapshots of these two angles is
shown in Fig. 2.2. It can be seen that at θ1 = 0o the camera has the frontal view of the person,
while at θ2 = 45o the camera is assumed to be at the head level. In [23], θ2 = 45o is fixed, by
assuming that all the cameras are fixed at head height level and θ1 is used to represent the quality
of the captured face that is then used for face recognition. The authors determine the angle by
fitting an ellipse on the segmented face pixels and θ1 is measured as the angle between the ellipse
major-axis and the image vertical axis. However the accuracy of this angle estimation drops in
cluttered backgrounds owing to the error in face pixel segmentation. Similarly in [24], θ2 = 45o is
assumed and θ1 is extracted using a Neural Network for face detection [26] by expanding its hidden
layer and the output vector with probabilities for the view angles. Thus at the output we have
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(a) (b) (c) (d)
Figure 2.3: Types of occlusions where the object of interest is occluded due to (a) a part of the same
object covering itself (b) its rotation, (c) another dynamic object in the scene, and (d) the static scene
objects.
the face location as well as the probability of the view angle. However it is assumed in [24] that
θ1 ∈ {±90o,±45o,±22.5o,0o} hence limiting the precision in the angle estimates. In comparison to
the above mentioned methods [7] uses both angles in conjunction to quantify the quality associated
to it. First θ1 is extracted, by fitting an elliptical pillar to the area of the image occupied by the person
and then setting the origin of the image axes to the centre of gravity of the person’s head. Then θ1 is
defined as the rotation between the image axis and the ellipse axis. The second angle θ2 is extracted
between the ground plane and the line passing through the camera centre and the centre of gravity
of the person’s head. However such a setup requires accurate head detection and reliable camera
calibration which is not always possible in realistic and crowded scenarios. Extending the view
angle, information about the face orientation can be determined from the pose of the person [4].
The pose with respect to a camera can be estimated using silhouettes (for frontal and side pose
discrimination) [27], appearance [28] or motion cues [29]. In [4] pose is derived from the ratio
between face pixels and the body pixels, where an error in the calculation of the size any of the two
regions (face or object) can lead to pose errors.
In [8, 2, 30, 31] the authors discuss that visibility (or the lack of it) can be measured in
terms of the occlusions of the features of interest. Occlusions can be of two kinds (i) self and (ii)
inter-object occlusions [30]. In self-occlusions the object, itself occludes the features of interest as
shown in Fig. 2.3(a, b). For instance if we are interested in the faces of the people in the scene,
occlusion can be caused by the hand covering the face as shown in Fig. 2.3(a), or the person turning
his head away from the camera (see Fig. 2.3(b)). In case of inter-object occlusions (see Fig. 2.3(c, d))
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we are more concerned with capturing the whole object and hence the layout of the scene needs to be
taken into account [2] as well as the location of other objects [8]. Owing to these occlusions we need
to select a view of the target that contains sufficient features for it to be recognised unambiguously,
where this view-selection could be in time (selection of a frame from a single camera) or across
cameras. In [8] this occlusion is determined as the probability of visibility of each part of a person in
each camera based on probabilistic estimates of the poses of all other people in the scene. The pose
is recognized using a part-recognition based approach where each part of the body is represented as
a group of voxels1, where no two voxels can occupy the same space at the same time. The object
detection is done using a system that segments, detects and tracks multiple people on a ground
plane in a cluttered scene [32]. The algorithm alternates between using segmentation to estimate
people’s ground plane positions and using ground plane position estimates to obtain segmentations;
the process is iterated until stable. The shortcoming of this approach is that it relies heavily on
accurate object detection and tracking. Moreover it is always assumed that only people are present
in the scene, hence a person with a bag can lead to erroneous detections. In contrast in [2] and [30] it
is assumed that the camera can distinguish between the object and the occluders based on the layout
of the scene and hence only static occlusions are considered. For dynamic occlusions [30] assumes
that at any given time, at least one camera sees the feature of interest and the cameras that don’t see
it face the occlusions, which is a very strong assumptions that fails in realistic scenarios. In [31]
objects are detected on the ground plane using a multi-view multi-planar approach [33, 34] and the
occlusion of an object is defined to be the number of pixels of the object that are hidden by other
objects when back-projected on to the camera plane. However they assume that the height of the
person can be estimated using calibration information. Moreover no compensation for homography
errors that can lead to errors in the occlusion estimation is included in their formulation.
The position of objects in the scene can be also considered as a feature of interest. The
position of an object carries information in terms of its contextual location [35, 23], or in terms of
its proximity to another object or region in the view [7]. Contextual location validates the objects in
pre-defined regions of interest (see Fig. 2.4(c)) e.g. a pedestrian on road, where the road is defined
a priori [C5]. Authors in [35], define a set of predefined discrete locations where each region
is manually assigned importance based on the contextual information about the site such that the
1A Volumetric Picture Element, representing a value on a regular grid in three dimensional space
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(a) (b) (c)
Figure 2.4: Position illustration: The positions of objects with respect to (a) a point of interest (b)
each other (c) contextual location in the site.
objects in the regions of higher importance are ranked higher than other objects. Similarly [23] uses
a set of rules to capture representative object instances based on its location. It is assumed that when
a person enters the camera view he/she is facing the camera. Otherwise the location of the target
view angle calculated for each camera (as described above) is used. In contrast when considering
proximity (see Fig. 2.4(a, b)), one can measure the distance between the image centre and the body
centroid on the image plane [4], or the distance between the object and the camera centre [7, 16]
or the distance between the object and a point of interest [20]. An interesting information that can
be extracted from the last metric for distance is the deadline for an object [12]. It is defined as the
minimum time that the target will take to exit the scene, based on its distance from the (known) exit
points and its motion model. Such deadlines are used in camera networks that have active (PTZ)
cameras that focus on a single target at each time and aim to capture representative instances of
the targets [12, 15] before it leaves the scene. Such works usually model the motion through linear
propagation of trajectories. Similarly towards QoV estimation, a frame which contains an object
about to exit or an object that has just entered the scene can be identified via deadlines and are
deemed more important than other frames.
The most commonly used feature in the state-of-the-art methods is the size of the tar-
gets [9, 17, 4, 31]. Various definitions for the size feature exist based on the task at hand and the
selected object representation strategy. In [4] size is measured as the ratio of the number of pixels
inside the bounding box of the person to the size of the image. Size also refers to the area (width
× height) of the bounding box around the face [17] or the object [19]. Authors in [31, 36] consider
that all the objects that are detected on the ground plane are of a certain height and when projected
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on the image plane using calibration information yield different heights. However in this case the
location of the target imparts more effect on the size of the object, rather than its actual height. The
size of the target has also been referred to closeness [9, 20] which is the number of segmented ob-
ject pixels (blob area). In [7] the distance from the camera, which effects the size is used. However
this distance calculation requires accurate knowledge of the 3D geometry of the scene, which is not
possible in complex scenarios.
Audio-visual activity or events have also been used for quantifying information in a
scene [11, 13]. In [11] a Bayesian Network (BN) for event detection is employed within each
camera. Basic features such as object location, its pose, motion information are manually anno-
tated and then employed to train the BN for event recognition. The predefined probability and the
priority of the recognized events are then used as a feature to rank views. Similarly in [13] the
authors merge events with the object and face detection results. They propose to fuse these high-
level semantics with low-level features to represent the information in each video segment and view.
In particular the low-level features include appearance based features (colour histogram [37], edge
histogram [38], and wavelets [39]). However when dealing with such low-level features, system
accuracy can be reduced due to noisy observations. Audio activity can be used to find the Visual
Focus of Attention (VFOA) [35, 23, 10] in meeting and class-room settings. It is assumed that the
source of audio is an important cue and viewers always tend to focus on the audio source.
Once the feature extraction process is complete, the next step is to assign a QoV to each
frame based on the observed features. This step is known as content ranking. In the following
section we describe the various methods used in the state-of-the-art approaches.
2.3 Content ranking
As described in Sec. 1.1 the ranking of content can be (i) object-centric or (ii) camera-centric. In
the following sections we discuss the various state-of-the-art methods for the calculation of these
two QoVs.
2.3.1 Object-centric Quality of View
The Quality of View (QoV) of an object is related to the features associated to it. Assigning QoV
to an object ensures that these features of a known object satisfy particular constraints when im-
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Figure 2.5: Multi-camera setups with master-slave configuration where the master camera can be
(a) ceiling mounted or (b) a wide field of view static camera. The slave camera is controlled by the
control information gathered by the master camera.
aged [40, 41, 42, 2]. Given multiple instances of an object, from various vantage points or as it
moves within a camera view, these constraints tend to vary. For instance, if we want to capture the
face of the target as it enters, leaves and in certain locations of the scene [23] different criteria need
to be employed at each location to define the best image instance. Most methods define these con-
straints and criteria manually [23, 10]. However a branch of camera selection and camera-network
planning algorithms aim to automatically map the constraints to criterion. In such systems first,
a search is performed in time over all object instances where each instance is hypothesized as the
highest ranking view. In the second step these hypotheses are assessed according to a matching
criterion. The matching is usually based on a cross-correlation measure between the object features
and the required constraints [43, 44, 45] where the matching confidence can be used as a measure
of the QoV. This recursive process is done until a local maxima is reached or any other stopping
condition is met [46]. In order to limit the search in the instance space, within this hypothesize-and-
verify paradigm, a discrete approximation of this space is commonly employed [47], which takes
into account contextual layout of the scene. A disadvantage of such techniques is that they draw on
a considerable amount of a priori knowledge of the objects, the cameras, and the task requirements.
Since the identities and poses of the viewed objects are known, the imaging constraints are usually
planned off-line and then used on-line when the object is actually observed rendering these methods
ineffective in dynamic or cluttered scenarios.
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Figure 2.6: Object-centric QoV estimation based on the object direction (red arrow) with respect to
the camera principal axis (black arrows).
For methods using a single static criterion or feature for identifying the best-view of an
object the derivation of QoV is straight-forward. For instance, in [19] the size of an object of
interest is used as the only feature. In [23] views are ranked as the inner product between the
direction that the object is facing and the principal axis of each camera that observes the object
(see Fig. 2.6). In [48] the goal is to acquire facial images of people in the scene. To this end a
master-slave configuration is proposed where feature extraction is done using the master (ceiling
mounted omni-directional) camera, while the slave (an active PTZ) camera is adjusted based on the
parameters extracted from the master camera (see Fig. 2.5 (a)). The QoV in this case is defined as
the percentage of the head visible to the slave camera. In case of multiple targets, those detected
first are deemed more important. Similar master-slave configurations have been used in [49, 50].
Both approaches use a static, wide field of view master camera mounted over the slave camera to
monitor a wide area and track the moving targets providing the position information to the side
camera as shown in Fig. 2.5(b). The foveal camera is used to observe the targets at high resolution.
The motion path of targets is defined a priori and the speed of the person as it moves along the path
determines the release times and deadlines for each person. The release time is the time when the
person enters a the FOV of the camera and the deadline is the time the person leaves it. There is a
strong (unrealistic) assumption that each person enters the FOV only once and it should be imaged
for certain duration before it leaves the FOV of the master-camera.
When combining multiple features it is common to use a weighted average of the fea-
tures [7, 17]. In [7] the two view angles (θ1 and θ2) are combined with the distance from the camera
with weights based on the “specific application”. Similarly in [17] the weights are empirically de-
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termined based on the user desired output. The authors propose the use of an optimization algorithm
to automatically determine these weights as future work but to the best of our knowledge no such
method has been proposed by them yet. More sophisticated frameworks for feature fusion have also
been studied [4, 31, 9]. In [9] size and appearance are used in the form of an Appearance Ratio
(AR). Authors define AR as the sum of all the pixel values in the segmented blob of an object nor-
malized by the number of pixels. In [4] each person is assigned a score which can be viewed as a
marginal contribution to the global utility, which is the summation over all camera QoVs which in
turn is the summation of all object QoVs. In [31] each object is assigned a unit score and the viewer
is given the option to assign manual scores to each object if desired. Then based on the object size
and its distance from the centre of the image the objects scores are adjusted using the weighted sum
of the features.
Content ranking for target localisation, using position estimation has been considered
in [14, 18, 6, 51]. In [18] a POMDP (Partially Observable Markov Decision Process) is used to
estimate the state (location and velocity) of the target at any time. Content ranking is done such
that the highest ranked camera minimises the estimation error in detecting the state of the target. A
similar approach is used in [6] for state estimation of the target based on noisy observations from
a single activated target. The two methods ([6] and [18]) differ in the modelling of the POMDP,
where in [6] Monte-carlo estimation, using a particle filter is used to estimate the belief state of the
target, while in [18] the authors propose the use of structure threshold polices by considering the
camera network as a simplex. In [51] objects are localised using the object and dynamic occluder
priors, the positions and shapes of the static occluders, the camera FOVs and the camera noise
parameters. They used the minimum Mean Square Error (MSE) of the best linear estimate of the
object position as a metric for localisation error. The work in [52] concentrates on active tracking:
a simple behaviour (policy) with a finite state machine is defined in order to give some form of
continuity when the currently tracked target is changed using information about the target locations
and the camera placements. However, these works only consider single targets and do not take into
account target interactions with the environment hence limiting the adaptability of the proposed
framework to more complicated scenarios.
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2.3.2 Camera-centric Quality of View
Most approaches use the sum of the object-centric QoV as a measure of the frame-centric QoV.
In [4] sum of objects scores in each camera view is used as a QoV of the camera view whereas
in [53] the object score is accumulated over 25 frames to have a smooth QoV evolution. In the latter
case authors use the distance of objects from the image centre as a weighting factor for the bounding
box size. The method is tested on a tennis match with eight side cameras and one overhead camera.
However they only consider two objects in the scene (players in the tennis match) and hence the
approach is not tested and evaluated thoroughly enough in a range of scenarios.
In contrast, as in [11], QoV can be extracted based only on the observed event probability
and priority2. This content ranking framework [11] is tested in an office environment where a view
with the highest probability is selected as an optimal one if only one event is captured at one time
segment. If two or more events are captured at the same segment, views of events with the highest
priorities are selected as candidates first, and then a view with the highest probability is selected
among the candidates. However the visibility of objects is not a part of their formulation. The
method in [54] measures visibility in terms of the observable features of interest dictated by the task
at hand. Features of interest in the environment are required to simultaneously be visible, inside the
field of view, in focus, and magnified as per the specification of the task at hand. These features
extracted from the track information are fused to obtain a global score to mark regions as interesting
on the basis of the quantisation of the Quality of View (QoV). In [17] the rank for each sensor is
estimated as a weighted sum of individual object features such as the blob area, face visibility, and
the direction of motion of the target. Since this approach does not incorporate high-level scene
analysis, it is possible that the highest rank may be given to the sensor with the largest number of
targets, whereas sensors with fewer targets but containing interesting or abnormal behaviours may
be ignored. Audio-video features [10] are fused under predefined contextual knowledge to enable
rule based view selection. Alternatively the low-level features and high-level semantics can be
fused together in a Gaussian entropy fusion model [13]. Particularly the low-level features include
appearance based features (colour histogram, edge histogram, and wavelets [37, 38, 39]) while high
level semantic features include events. The authors argue that the proposed framework is able to
2Considering the events at camera-centric level
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integrate textual and aural features. A spatio-temporal shot graph is constructed to represent the
multi-view videos.
2.4 Camera selection
The goal of a camera selection is to choose a camera in time such that QoV is maximized while the
number of inter-camera switches are limited. The first constraint essentially implies that the best-
camera is selected at a certain time t or over a temporal window [t1, t2], where t1 ≤ t ≤ t2. The most
common approach is to select the camera with the maximum value of QoV at each time t [9, 10, 11,
17, 16]. This ensures that the best camera is selected at each time instant however this introduces
frequent camera switching thus violating the second constraint. The limitation on the number of
switches whilst selecting the best-view (most of the time) has been tackled as a scheduling problem
or as an optimization problem (maximization of QoV, or its variant and minimization of switches).
In the following sections we discuss the various methods proposed in these two categories.
2.4.1 Camera selection as a scheduling problem
Given a camera network and the objects in its FOV, scheduling strategies aim at assigning cameras to
objects. The assignment in this case is restricted under the object-centric QoV and camera switching
is triggered by certain activities detected in the scene from audio-visual cues, such as an object
entering the field of view [12] or an audio event happening [10]. Such systems usually target a
single person and low-activity scenarios, and perform selection based on naive but explicit rules.
To restrict frequent camera switching a pre-defined scheduling interval is used in [15, 16,
17, 18], once a camera-object pair is created it is maintained for a fixed duration of the scheduling
interval. Thus the selected camera is not switched for entire duration of the scheduling interval.
The duration is specified a priori and has to be defined empirically. A too short scheduling interval
can cause frequent switching while too long scheduling interval can cause the loss of information
in dynamic scenarios. The camera-selection within the scheduling paradigm also draws from the
resource allocation framework [50, 49, 12], where the camera network aims to serve maximum
number of targets given constraints on scene dynamics and task-at-hand. In such strategies views or
targets are assigned priorities based on their features. In [50] a single person is tracked by an active
camera and when there is more than one person in the view of the static camera, the active camera
Chapter 2: Related Work 23
focuses on the closest target. However there is no mechanism to guarantee that there is no switching
in case of crowded scenes. Similarly [12] employs a Round Robin technique for scheduling each
target that enters the monitored area. The approach is scalable both in terms of number of cameras
and targets. The work in [49] uses greedy scheduling policies to observe people. Each person
is treated as a network packets and a routing approach based on techniques such as First Come
First Served, Earliest Deadline First and Current Minloss Throughput Optimal. However these
approaches do not include the cost associated to frequent inter-camera switching.
2.4.2 Camera selection as an optimization problem
Rather than defining explicit rules, methods in this category adaptively select the best-camera by
optimizing a cost function, the value of which depends on the current contextual configuration [2,
55]. In [19] the cost function depends on a view quality measure using features such as object size,
pose and orientation. This cost function also includes a penalizing factor to avoid frequent switches.
Dynamic programming is then used to select the best camera over a temporal window to minimize
the cost function. More details of this method are presented in Sec. 5.2.
This optimization process can also be treated in a game theoretic framework [4] where
we can consider the selection problem in two ways: firstly each camera can be considered as a
player which bargains with other cameras to be selected; secondly each camera competes with
other cameras to be selected for tracking a particular target (where there can be more than one
targets at any time). Authors consider various bargaining mechanisms for collaborations as well as
for resolving conflicts among the available cameras. Camera-centric and object-centric QoVs are
used in the process of developing the bargaining mechanisms. Similarly the optimal camera can be
found by evaluating completeness, closeness and occlusions in the scene, under the specified user
preference [20]. Each view is ranked according to the (quality of its) completeness/closeness trade
off, and to its degree of occlusions. A pictorial representation of such ranking is shown in Fig. 2.7.
The highest rank corresponds to a view that (1) makes most objects of interest visible (occlusion
and completeness), and (2) presents important objects with a high resolution (closeness) [36]. The
smoothing process is implemented based on the definition of two Markov Random Fields [56]. The
methods in [20, 36] are not tested on real data and are rendered ineffective in crowded scenarios in
which extracting accurate scene information is not always possible.
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Figure 2.7: Camera selection using completeness, closeness and occlusion in the scene [31]. The
tradeoff is a weighting function derived under the specified user preference.
Within the optimization paradigm the camera selection process can be modelled as a Par-
tially Observable Markov Decision Process (POMDP), where the decision to select a camera is
based on all the past measurements [55, 18, 57]. Within the POMDP this selection is regarded as the
control action. However this action is not for the control of state process, which is autonomous, but
it is for influencing the measurement of that process via selection of a camera [58]. The cost/reward
for a policy can be considered as the estimation entropy [55] or the sensor usage and performance
cost [18]. A similar framework is presented in [57], where dynamical sensor selection is done us-
ing a cost function that can be modified based on the task at hand. The method is demonstrated
on sensor networks for maximizing coverage or improved localization uncertainty. However these
methods fail to address the frequent camera switching problem.
2.5 Summary
In this chapter we have discussed the state-of-the-art methods for camera selection. We first pre-
sented methods for content ranking based on the features of interest. The most common object-level
features are the size and the location of the target (or the information extracted from these). These
two features are used in scenarios ranging from sports and surveillance, while other features such
as pose, face visibility and deadline are scenario specific. Common frame-level features include
amount of motion and number of objects. We discuss various methods for the extraction of these
features in detail in Ch. 4. Most methods either work with a single feature or merge multiple fea-
tures with constant pre-defined weighting. Such merging would only work if the dataset (scenario)
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is fixed and thus reduces the adaptability of the methods to other scenarios. So there is a need to
develop an approach that can combine both object- and frame-level features adaptively (Ch .4).
In the final section of this chapter we have discussed camera selection methods based
on the QoV calculated in the content ranking stage while keeping the frequent camera switching
in check. This problem can be handled in two different ways: by employing a fixed or a priori
learnt scheme or by making the decision based on the past, current and/or future QoV. Most of these
methods assume that the dynamics of the site being viewed remain constant and while minimizing
the switches they do not ensure that no (or minimal) loss of information occurs in the views that are
not selected. Thus in addition to the QoV there is a strong need to define a penalization factor for
frequent camera switching (Ch. 5).
Chapter 3
Content Analysis
3.1 Introduction
In this chapter we describe the procedures developed for content analysis which is the input to
the ranking stage described in Ch. 4. As discussed in Sec. 2.1, the selection of features for any
vision task depends on the task at hand. The task, in our case is to assign a quality score to each
camera view such that the highest scored camera best depicts the content of the site. The quality
of a view depends on the objects and their interactions with the environment, where quality of an
object instance in a camera view depends on its size, position and its proximity to a point or region
of interest within the scene. In particular we can divide the features into two main categories as
being object-centric or camera-centric. The object-centric features take into account each instance
of the object (without tracking) while camera-centric features use tracking information associated
to the object in context of the scene in addition to the frame-level information.
In the following sections we first describe the extraction and representation frame work
for both object- and camera-centric features. The latter half of this chapter focuses on validation of
the proposed frameworks for the extracted features.
3.2 Object-centric features
The first task towards extraction of object-centric features is the detection of objects in each camera
view. To first detect candidate object regions we perform background subtraction to segment
moving pixels. The steps involved are shown in Fig. 3.1. Given an image sequence Ii1,...,T , initially
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Figure 3.1: Block diagram showing the stages for the background subtraction algorithm. The ∇
symbolises a buffer which causes a delay of one frame.
a reference image Bi0 is established for each camera C
i which depicts an image at time t = 0, with
no objects. This is generated by applying the temporal mean filtering on each pixel of the image.
Figure 3.2 shows an example of background learning over time. We see that foreground objects
“fade out” in the frames as time passes. We stop updating a pixel when its value becomes stable
(does not change drastically) or the end of sequence is achieved. Then the difference image dIit is
calculated as the absolute difference between the reference image (Bit) and the input image I
i
t .
dIit =
∣∣Bit − Iit ∣∣ . (3.1)
Let a pixel at location (x,y), represented in the difference image as dIit (x,y), be classified as fore-
ground or background based on dynamic thresholding. This threshold is learned through noise
modelling which assumes an additive white Gaussian noise on each colour channel with zero mean.
The standard deviation for the noise is computed by analysing the image difference in areas without
moving objects. This method verifies when dIit (x,y) 6= 0 because of the camera noise as opposed
to other factors like moving objects or illumination changes. This is followed by morphological
operations (dilation and erosion) to reduce isolated classification noise. To compensate for global
illumination- or small background-changes, we use on-line background learning which is controlled
by the learning factor r, which defines the update rate of the background. This update of background
can be expressed as
Bit = rI
i
t +(1− r)Bit−1, (3.2)
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Figure 3.2: Results for background learning r. Starting from frame 0, the foreground objects are
removed from the frames as we move across the sequence.
The choice of the value of r is dependent on the dynamics of the scene. Figure 3.3 shows an
example of the effect of r on the learned background. With a low learning factor the system becomes
susceptible to the slightest changes in the illumination and with high values any object that stays
still for a small amount of time is regarded as a part of the background.
Let the foreground mask for Ci at time t be represented in its binary form as dit . The
object candidates are detected using connected component analysis with connectivity analysis (8
neighbours). Contextual information about the site is then exploited to classify foreground objects as
real targets or spurious detections. This contextual information includes the expected width, height
and orientation of the targets, given their locations. While observing humans, who in most cases
are upright, we only consider detections with an upright major axis (see Fig. 3.4). Hence, moving
objects such as billboards or shadows are removed. Similarly based on expected size of the objects
blob splitting and merging is performed. However still in crowded scenarios the proposed method
suffers from occlusions (Fig. 3.5(a)). Hence when objects come very close to each other and have
similar appearance they are treated as a single object. Similarly if we are unable to detect objects
in a single view due to its similar appearance to the background this leads to over segmentation as
shown in Fig. 3.5(b) and Fig. 3.5(c). Also having shadows also effects such detection and tracking
methods (Fig. 3.5(d)).
To cater for this we can use information from multiple cameras where the candidate re-
gions are fused on the ground plane [59, 34, 33] using multi-planar homography. Let dit be projected
on to the K reference planes that are defined to be parallel to the ground plane at regular intervals
(see Fig. 3.6) and up to the expected height of the targets in the FOV. Hence, for each view Ci,
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(a) (b)
Figure 3.3: Effect of learning rate r on the constructed background after 100 frames with learning
rate (a) r = 0.1 (b) r = 0.5.
Figure 3.4: Spurious objects removal. Objects not meeting the criterion for size and orientation are
classified as noise or spurious detections.
we define kH it to be the projection of the binary mask d
i
t on the k
th plane. The projection kH it is
computed by applying the homography, warping each pixel from Ci to its corresponding position
on the kth reference plane, with 0 ≤ k ≤ K. By construction, points from dit that are labelled as 1
because of the presence of a target in the kth reference plane project to the corresponding top view
position. The occupancy mask Ht is then computed as the summation of the projections obtained
at different heights and from different views. Ht is expected to highlight the top view positions of
the targets as shown in Fig. 3.7. However due to the parallax and spurious detection errors, we
may have some false peaks in the occupancy mask. We use fuzzy clustering to cluster high peaks
in Ht where the number of clusters is estimated using distributive clustering. Each cluster centre is
labelled as Xt = {X1t , . . . ,XJtt }, where Jt is the total number of clusters (classified as true positives)
at time t. Each cluster centre, X jt is labelled as the position of jth object in the overhead view. Please
note the lack of the superscript i indicating that the detections are from the site (ground plane) and
not from the individual cameras.
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(a) (b) (c) (d)
Figure 3.5: Sample errors in the single camera tracking due to (a) occlusions, (b-c) over segmenta-
tion, and (d) shadows.
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Figure 3.6: Projection of change detection mask dit on 1,...,KH
i
t planes parallel to the ground plane.
3.2.1 Object size
The QoV for a target can be defined as the visible size of the target or the visibility of face. In this
thesis, we use the size of target as an observable feature represented by a bounding box around the
object. In single camera scenarios it is the rectangular box containing the group of connected white
pixels identified using the 8-neighbour connectivity. In multi-camera scenarios, the detections Xt on
the ground plane are transferred to image planes and the width and height of the target are estimated
using the knowledge about the calibration parameters of cameras. Only the targets observed by Ci
are projected onto the image plane. Let X it ∈ Xt be the set of targets observable by Ci, such that
X it = {X i1t , . . . ,X iJ
i
t
t } where Jit is the number of targets viewed from Ci and
Xt =
N⋃
i=1
Jit⋃
j=1
X i jt pii, (3.3)
Chapter 3: Content Analysis 31
(a) (b) (c)
Figure 3.7: Sample input and output for object detection and tracking (a-b) 2D and 3D view of
multi-camera fusion mask. (c) Uniquely colour-coded cluster centres.
where pii is the projection matrix from camera Ci to the ground plane. Then the size si jt of the jth
target X i jt at time t, in camera Ci is represented as:
si jt =
1
Ai
.
wi jt ×hi jt
wi jt +h
i j
t
, (3.4)
where Ai is the imaging area of the camera Ci represented as the total number of pixels in the image,
wi jt and h
i j
t refer to the width and height of the jth object respectively. The normalisation via Ai
allows to cater for images from multiple camera with different image sizes.
The motivation for using such a size metric as compared to a common metric e.g. bound-
ing box area is that such a measure allows for size normalisation. For example, consider mul-
tiple object-classes (cars and pedestrians) as shown in Fig. 3.8; the pixel area of the car (Ac =
12684) compared to pedestrians (Ap1 = 2754, Ap2 = 4005) is considerably larger (Ac/Ap1 = 4.6051,
Ac/Ap2 = 3.167, Ap1/Ap2 = 0.6876). As a result frames containing the car will always have a
higher score than those containing pedestrians alone. In contrast to this, by using the size feature
introduced in Eq. 3.4 this difference is reduced (sc/sp1 = 2.25, sc/sp2 = 1.804, sp1/sp2 = 0.8003).
Similar comparison can be made for the two pedestrians in the scene.
3.2.2 Object position
The position can be regarded as a representation of the significance of an object based on its location
depending on the contextual information associated to the scene or other objects in the scene. For
instance, in surveillance scenarios it is important that we record images of an object just as it enters
or is about to leave the scene or when an object is in a “no-go” area. In [15, 12] the distance from the
scene exit points is used to estimate the target deadline, i.e., the approximate time before it leaves
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Figure 3.8: Example of object sizes (s) for multiple objects and multiple classes. Using the size
measure compared to an area measure (A = width × height) reduces the inter- and intra-class size
gap across objects.
the scene. Targets with shorter deadlines are more important. Similarly in sports, we are interested
in the locations of all the players and the objects of interest in the scene. Based on the position of
the object of interest some players in certain locations (e.g. penalty area) are more important as
compared to others. We can use the position information in two ways, depending on whether the
contextual region is static or dynamic as described below:
A target can be given more significance as compared to other targets based on its location
in the context of the static scene. This segmentation of the site can be done manually or by analysing
the motion pattern of the targets [60] or the classification of atomic video events [61]. When looking
at the motion patterns regions are identified by classifying the normal motion against abnormal
motion. This usually involves a trajectory grouping where trajectory outliers are used to define
abnormal motion. For video events based semantic scene segmentation the relationship between
concurrent correlations among regional object events both locally (within the same region) and
globally (across different regions) are observed. Authors in [61] argue that such modelling does not
require extensive training and the proposed system works in an unsupervised manner throughout
using automatic model order selection to estimate its parameters given video data of a scene for a
brief training period. Once a scene has been segmented into semantic regions we can assign each
region a score using its contextual information. Formally, let a camera view Ci be divided into Ki
non-overlapping regions and (xik,y
i
k) be the centroid of the k
th region of interest such that the jth
object at this point is assigned a region score γ i jt = χk,i at time t. Here χk,i ∈ [0,1], where χk,i= 1
represents the most semantically important region. As the jth object moves away from (xik,y
i
k) the
object score decreases following a Gaussian distribution. The unit-mean of this Gaussian is centred
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on (xik,y
i
k) and γ
i j
t = 0 if the object is outside the region of interest.
When considering dynamic scenes objects can also be ranked based on their proximity to
another object of interest. For instance, in games that involve a ball such as basketball or soccer,
the focus of attention is primarily on the ball and players around it. To this end the localization
of the ball in such scenarios is necessary. Ball detection methods generally estimate the position
of the ball using spatial features such as colour, shape and size. Moreover, several approaches
perform an additional temporal smoothing to filter out incorrect estimates. Methods based on spatial
features generally perform an exhaustive search for a set of features such as colour, shape and size.
Predetermined ranges of size and colour histograms can be used to estimate candidate locations
of the ball [62]. However such approaches work only to detect the ball in the regions where we
know the ball is not occluded. In cases when the ball is occluded one can use motion dynamics
for estimating the regions where the motion is converging. The assumption being that the ball is
the focus of attention and most of the players converge towards the ball. We proposed a flow-based
detection method (FBD) that employs contextual knowledge about player behaviour and provides
a first estimate for the location of the ball. Then Kalman filtering is used to smooth the candidate
location results. The details of this method and other approaches can be found in Appendix A.To
estimate proximity we calculate the Euclidean distance between each object X i jt in each camera Ci
from the point of interest (or its projection on the image-ground plane). This distance is then used
as the proximity measure Ri jt . The lower the value of proximity R
i j
t , the more important is the object
in the scene.
3.3 Camera-centric features
The aforementioned object features provide information about an object when viewed from a cam-
era. However, the objects in the scene interact with the environment and bring about change in it
which may not be directly associated to the objects but can be of interest [11]. In particular we
measure this change in two ways (1) its absolute value represented by the amount of motion and (2)
the contextual interpretation of this change represented by the events occurring in the camera view.
In the following section we discuss both these categories in detail.
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3.3.1 Amount of motion
We represent the amount (or the magnitude) of motion
∣∣dit ∣∣, for each camera Ci at time t, using the
background subtraction method presented in Sec. 3.2 which represents the total number of moving
pixels. This object-centric feature is associated to the size and the distance of the object from the
camera. Hence objects moving closer to the camera will contribute more to the amount of motion
in the scene, representing closeness [36], whereas objects afar will cause less pixels to change. In
comparison smaller moving objects will cause less pixels to change as compared to larger objects
and vice versa. However one of the shortcoming of our interpretation of the amount of motion
feature, is that we consider the reference image as the background (image at time t = 0), which
although is dynamically updated, still only detects moving pixels, without considering their speed.
3.3.2 Events
Formally, event detection identifies the actions of an object based on a series of observations and
its interactions with the environment. Let us assume that there are L possible event classes and this
set is represented as (Γ1,Γ2, . . . ,ΓL). Based on the priority of each event, which is drawn from the
contextual information the L events are assigned scores (θ 1,θ 2, . . . ,θL). Thus the event score Θit
for the camera Ci at time t is given as
Θit =
L
∑
l=1
θ l. (3.5)
Please note that when no event is detected, which we describe as a “null-event” a very low score
(θnull→ 0) is assigned to those frames. Moreover if a particular event Γl is not observed in Ci at time
t then for that t we force θ l = 0. In the following sections we describe the various methodologies
used for event detection in this thesis.
3.3.3 Event detection using state sequence modelling
In cases where we can perform object detection and tracking we can recognize events by estimating
the most likely object state sequence for which we use [C5] a Hidden Semi-Markov Model (HSMM)
with state occupancy duration modelling where the state sequence is generated using a decoding
strategy, based on the Viterbi algorithm [63]. The duration distribution enforces the state transition
after a certain time and hence better models the event transitions avoiding intervals with longer self-
transitions. In the following sections we describe the various stages of the event detection algorithm.
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Object tracking
The measurements to the event detection are provided by the object trajectories which are used as
emitting symbols for a state (see sec. below). Let us assume that we detect J¯it candidate objects
(Sec. 3.2) in camera Ci at time t, where J¯it 6= Jit such that the true number of objects is given by
Jit . Let this set of J¯
i
t candidate detections be represented as X¯
i
t = {X¯ i jt : j = 1 . . . J¯it} at time t and
v(X¯ i jt ) ∈ V (t) be the set of vertices representing the detected targets at time t. Each v(X¯ i jt ) belongs
to G = (V,E), a bi-partitioned digraph (i.e. a directional graph). The candidate correspondences at
different observation times are described by the gain g associated to the edges e(v(X¯ i jt1 ),v(X¯
ik
t2 )) ∈ E
that link the vertices such that t1 6= t2 and j ∈ {1, . . . , J¯it1} and k ∈ {1, . . . , J¯it2}.
The gain g between two vertices is computed using the information in X¯ it , where the
elements of the set X¯ it are the vectors defining the state of the object (x
i j
t ,y
i j
t , x˙
i j
t , y˙
i j
t ,w
i j
t ,h
i j
t ). Here
(xi jt ,y
i j
t ) is the centre of mass of the jth object in the ith camera; (x˙
i j
t , y˙
i j
t ) are the vertical and horizon-
tal velocity components in the image plane and (wi jt ,h
i j
t ) are the width and height of the bounding
box. The velocity is computed based on the backward correspondences of the nodes. If a node has
no backward correspondence, then (x˙i jt , y˙
i j
t ) is set to 0. The best set of tracks is computed by finding
the maximum weighted path cover of G [64]. Finally the set of objects that are tracked for at least 5
frames (t±2) is maintained as X it = {X i jt : j = 1 . . .Jit} and the remaining are discarded as spurious
detections.
Hidden Markov Model
Let {A,B,Γ} be a continuous distribution first-order Hidden Markov Model, where Γ= {Γ1, . . . ,ΓL}
represents the events (states) to be detected such that the actual state at time t is represented by Γt and
A= {ai j} represents the state transition probabilities, with ai j =P(Γt+1 =Γ j|Γt =Γi) : 1≤ (i, j)≤ L
and B are the emission probabilities. Following the notation in Sec. 3.2.1, we represent the jth object
in the ith camera at time t as X i jt and its trajectory up till time t as X
i j
1:t . However as we only consider
one object at each time so let us drop the superscripts i and j and let the trajectory be represented
as X1:t = (X1, . . . ,Xt). Then Xt provide the measurement at each time t which is used as emitting
symbols bit = P(Xt |Γt = Γi) for the ith state. Let (Γ1, . . . ,Γt−1,Γt) represent the most probable states
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from time 1 to t, then the single most probable state sequence Γt+1 at time t+1 can be obtained as
Γt+1 = argmax
1≤i≤L
(
δ it+1ai j
)
, (3.6)
where δ it is the highest probability of Γt = Γi at time t and can be represented as
δ it = maxΓ1,...,Γt−1
P(Γ1, . . . ,Γt−1,Γt = Γi,X1:t |{A,B,Γ}), (3.7)
According to the Markovian assumption, the conditional probability distribution of future states
depends on the current state only and not on past states, hence using the Forward Viterbi we have
δ jt+1 = max1≤i≤L
(
δ it ai j
)
bit+1. (3.8)
Duration modelling
This simple Hidden Markov Model is unable to completely model certain events due to the duration
distribution of the observation sequence for a certain state. The Markovian assumption constraints
the state occupancy distribution to be exponential [65]. Therefore the estimation of the most likely
path (Γ1, . . . ,Γt) is problematic, because a state with high self-transition probability aii can cause
the algorithm to stay in this state for a longer interval. To avoid such self-transitions, we use Hidden
Semi-Markov Models (HSMM) [66] to enable the explicit modelling of duration probability distri-
bution g j=1...Lt . The duration probability distribution g
j
t is the probability of staying at least for a
duration τ in the state Γ j. To compute the most likely state sequence Γ1, . . . ,Γt using the duration
distribution, we can use the forward Viterbi algorithm and solve Eq. 3.8 as
δ it+1 = max1≤τ≤D j
(
max
1≤i≤L
(
δ it ai j
)
g jτbit+1
)
. (3.9)
Given the model {A,B,Γ} and the duration probability distribution g jt , we can now use
Eq. 3.9 to compute the best state sequence by performing the HMM decoding using the Viterbi
algorithm. The state transition probabilities ai j can be defined empirically or, if there is sufficient
training data, they can be calculated using the Baum-Welch algorithm [67]. The emission proba-
bilities b jt are estimated by associating the states to structural (static) objects and hence fixed mean
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location. At each time t the emission probability b jt is computed for each moving object with respect
to each of these states given the position and size of the object. Formally, for each jth state we use
a multivariate GaussianN j(µ j,Σ j) with mean µ and covariance Σ as
b jt =
1√
(2pi)n|Σ j|
exp
(
−1
2
(Xt −µ j)TΣ−1j (Xt −µ j)
)
, (3.10)
where Xt represents the position and size of the object at time t, n = 4, µ j = {µx,µy,µw,µh} is the
mean of the state where (µx,µy) represents the (x,y) position of the state on the image and (µw,µh)
is the mean of the objects (w,h) in that region. |Σ j| is the determinant of the covariance matrix
Σ j, which we assume to be a diagonal matrix: Σ j = diag[σ2x ,σ2y ,σ2w,σ2h ]. The values for µ j and Σ j
are set based on the contextual information specific to the task at hand. Then the most likely state
sequence is determined by applying the Forward Viterbi algorithm.
3.3.4 Event detection using motion information
In complex scenarios it is not always possible to accurately detect the objects of interest. For in-
stance, if we are interested in recognizing the events in a crowded scene there will be many spurious
and missed detections. To cater for such scenarios we use a motion classification approach to detect
movements of interest (abnormal motion) based on local feature modelling within spatio-temporal
detectors. The modelling is performed using motion vectors and local detectors. The detectors are
trained independently for learning abnormal motion based on labelled samples. Each detector is
assigned an abnormality score, both in space and time, which is the basis of the final classification.
The spatial relationship across detectors is used to discriminate simultaneous occurrences of abnor-
mal motion. We have devised a motion classification approach to detect actions of interest. The
details of the proposed methods for event detection are given below.
Feature extraction and training of detectors
Let the set of motion vectors Mt = {m(i, j)t } be extracted over a grid of w×h non-overlapping mac-
roblocks of size sw× sh, centred on pixel (i, j) defined on each frame at time t. The search window
is a block of pixels which extends the macroblock by rw× rh pixels. The values of sw, sh, rw and rh
are selected such that the motion magnitude is maximum when an abnormal motion occurs at the
specific grid point. The similarity between the macroblocks is measured based on the Mean Abso-
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Figure 3.9: Block diagram of the proposed method for abnormal motion detection.
lute Difference (MAD) between block appearances. The magnitude of each motion vector
∣∣∣m(i, j)t ∣∣∣
at each macroblock centre (i, j) and time t is then normalised to compensate for scaling. The nor-
malisation is done using the median magnitude of non-zero motion vectors at (i, j) over the training
samples. The reason for using the median and not the maximum (or mean) is to reduce the impact
of erroneous motion vectors that can cause an unwanted scaling of the motion vector magnitude.
To define the L local detectors (Dlt : l = 1, . . . ,L), the macroblocks are grouped such that
the detector size is smaller than half the expected size of the object, involved in the event of interest
at that location. To estimate the average object size within a detector, the image is manually divided
into bands and the average size of the object is calculated within each band. This involves manually
labelling the object multiple times in each band. Then the sum of all the motion vectors in the
detectors is normalised by the total number of non-zero motion vectors within the detector over the
training set. Each lth detector is trained independently. This training involves the identification of
bounding boxes of positive event example with at least 50% overlap with the detector containing the
interesting motion. This leads to the learning of the classification threshold for each detector. In case
of multiple examples of interesting motion for the lth detector, multiple classification thresholds for
this detector are maintained.
Motion classification
The average motion magnitude in each detector is compared to the learned thresholds [68], as a
simple threshold-based classification tends to work better in larger datasets. Let P(E(l,n)t ) be the
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(a) (b) (c)
Figure 3.10: An example of non-connectivity of detectors over time: a spatially and temporally
isolated detector (b) is removed as no activity is detected in its neighbours (a and c).
(a) (b) (c) (d) (e)
Figure 3.11: An example of detector connectivity: a spatially isolated detector (c) is not removed
due to activity detected in its neighbouring detectors (a, b, d, and e).
abnormality score of the lth detector Dlt at time t encapsulating abnormal motion such that
P(E(l,n)t ) = 1− (
∣∣mlt ∣∣−υ(l,n)), (3.11)
where n= {1 . . .Nl} are the Nl training-examples, ∣∣mlt ∣∣ is the average normalised motion magnitude
in the detector and υ(l,n) are the learned thresholds for the lth detector. A detector Dlt is classified as
a motion abnormality candidate (E lt = 1) or not (E
l
t = 0) based on:
E lt =
 1 if ∃ P(E
(l,n)
t ) : P(E
(l,n)
t )≥ 0.5 ,n = 1, . . . ,Nl
0 otherwise
. (3.12)
For verifying motion abnormality candidates, a connected component analysis among
detectors is performed in both space and time as shown in Algorithm 1. Let us assume that no
abnormal motion is localized in a single frame and any abnormal motion triggers more than one
detector in each frame. This holds true as long as the assumption that average size of the abnormal
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Figure 3.12: Separation of simultaneously occurring abnormal motion based on the tracking of the
group of detectors.
motion is larger than twice that of the detector. Hence if a detector is isolated in space and time
then we do not confirm the abnormality hypothesis. An example of such a candidate detector is
shown in Fig. 3.10. As the detector (Fig. 3.10(b)) is isolated in space and time with no neighbouring
event candidates (Fig. 3.10(a,c)), it is discarded. As comparison, in Fig. 3.11 a person moving from
left to right of the frame activates two detectors (Fig. 3.11(a, b)), only one detector is activated in
Fig. 3.11(c) and in subsequent frames (Fig. 3.11(d, e)) neighbouring detectors are activated. As the
single detector (Fig. 3.11(c)) has spatial and temporal neighbours which are also event candidates,
it is not discarded.
Finally abnormal motion happening simultaneously is detected separately by identifying
groups of spatially disjoint detectors. To detect such groups connected component analysis is per-
formed using 8-neighbour connectivity. Two groups are merged if the distance between the two
outward-most detector centres in each group is smaller than the minimum of the height and the
width among the outward-most detectors respectively. An example is shown in Fig. 3.12, where
two people running in spatially disjoint locations are detected separately.
The final decision on the group of detectors is taken based on the confidence C k (with
C k > 0.5 signifying abnormal motion) of each kth continuous frame set as
C k =
∑t
k
2
t=tk1
∑Ll=1∑
Nl
n=1 P(E
(l,n)
t )
tk2− tk1
, (3.13)
where tk1 and t
k
2 are the start and the end frames for the k
th frame set; L is the total number of
detectors and Nl is the number of training samples for this detection. Please note that only detectors
for which E lt = 1 contribute to the calculation of C
k.
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Algorithm 1 Spatio-temporal analysis for event validation
Dlt : l
th detector at time t;
E lt : Motion abnormality of the l
th detector;
E(l,d)i : Motion abnormality of the d
th connected detector of Dlt at time i;
tw : Temporal window for connected component analysis;
vlt : Voting towards the validity of l
th detector at time t;
tk1 , t
k
2 : Start and end times of k
th event, respectively;
1: for t = tk1 to t
k
2 do
2: vlt = 0
3: for i = t− tw to t+ tw do
4: if (∃ E(l,d)i : E(l,d)i = 1 ,d = {1, . . . ,9}) then
5: vlt = v
l
t +1
6: end if
7: end for
8: if vlt ≥ tw then
9: E lt = 1
10: else
11: E lt = 0
12: end if
13: end for
3.3.5 Audio event detection
The detection of certain audio events is useful for the automated analysis of the scene. For instance,
in sports the whistle of the referee indicates that an event of interest (e.g., a foul play) has happened
whereas in surveillance the audio events can help us in identifying events like gun-shot or people
screaming. The objective here is to localize such events temporally using multi-feature analysis. In
the following section we describe the audio-event detection framework in detail.
1764
1764
Frame 1
Frame 2
Frame 3
Figure 3.13: Duration of the audio frames (in number of samples) and their temporal overlap.
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Feature extraction
First the audio signal is divided into frames, where each audio frame corresponds to one frame of
the video. Given an audio signal at 44 KHz, corresponding to a video at 25 frames per second,
each audio frame contains 1764 audio samples. Within the proposed framework, we extract audio
frames with a 50% overlap as shown in Fig. 3.13. The motivation for this, as compared to extracting
adjacent audio frames is to ensure that (in the worst case scenario) if an audio event of interest starts
in the middle of an audio frame and ends in the middle of the next audio frame it is not lost. Let this
audio frame be represented as yt = (y0t , . . .y
1763
t ) where t corresponds to the audio frame number.
Note that audio frame number is not the same as the video frame number due to the overlapping
in the audio frames. Next multiple audio features are extracted from each audio frame. As before
(Sec. 2.1) the choice of features is dependent on the model of the sound of interest. The most
common set of features applicable to a range of events based on either discriminative frequency or
amplitude characteristics are discussed below:
• The Zero Crossing Rate (zt): The zero-crossing rate is the rate of sign-changes along a
signal, i.e., the rate at which the signal changes from positive to negative or back. It is a
simple measure of the frequency content of a signal. Formally it can be expressed as
zt =
1
T
T−1
∑
n=1
sign(ynt · yn−1t < 0), (3.14)
where sign(A) is an indicator function and represents the algebraic sign of its argument A. It
is 1 if its argument is true and 0 otherwise.
• Root Mean Square (rt): The RMS of a signal is its statistical mean and corresponds to the
effective value of the signal. Particularly for an audio signal whose value oscillates between
positive and negative it corresponds to a single value that can be considered as the mean
amplitude of the audio frame. The motivation for using RMS as a feature is that it tries to
model an audio frame with the power of the signal. It is calculated as
rt =
√
1
T
T−1
∑
n=0
(
(ynt )
2
)
. (3.15)
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• Spectral Centroid (st): It indicates where the frequency centre of the signal is located. Per-
ceptually, it has a robust connection with the impression of “brightness” of a sound hence the
spectral centroid of a high-frequency signal would be in a higher frequency band and vice-
versa. Given the Fourier transform Y =F (yt) of the audio frame yt the spectral centroid is
represented as
st =
∑pi/2i=−pi/2Y (i) · |Y (i)|
∑pi/2i=−pi/2 |Y (i)|
, (3.16)
where |Y (i)| represents the magnitude of the ith bin of Y .
• Short Term Energy (et): The short time energy is the mean square of samples in each frame
which is weighted with a Hamming window h(n). It is useful for detecting the transition from
one type of segment to another, particularly detection of the transient audio frames from event
to non-event segments. It can be calculated as
et =
1
T
T−1
∑
n=0
‖ynt ·h(T −n)‖2. (3.17)
• The Mel-frequency Cepstral Coefficients (MFCC): The Mel-Frequency Cepstral Coeffi-
cients are proved to be effective in modelling the subjective pitch and frequency content of
audio signals [69]. The frequency bands are positioned logarithmically (on the Mel scale) and
approximate the human auditory system’s response more closely than the linearly spaced fre-
quency bands of Fourier Transform (FT) or Discrete Cosine Transform (DCT). The MFCCs
are computed from the FFT power coefficients that are filtered by a triangular pass filter bank
as follows:
MFCCn =
√
2
K
K
∑
k=1
(logYk)cos(n(k−0.5)pik ) (3.18)
where Yk is the output of the kth filter bank for the nth MFCC dimensions. As MFCC are very
sensitive to noise we can discard the lower amplitudes (coefficients) of the resulting spectrum.
In our experiments 24 filters and 16 MFCC dimensions were retained. These values were
empirically selected.
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Finally the feature vector A for each audio frame at time t is constructed as
At = (zt ,rt ,st ,et ,MFCC1, . . . ,MFCC16).
Sub-space projection and classification
For audio-frame classification we employ Subspace Linear Discriminant Analysis (SLDA) [70].
SLDA is the projection of the data onto a LDA (Linear Discriminant Analysis) space after applying
Principal Component Analysis (PCA). The use of LDA as a feature space is suited for the task of
event classification, especially when sufficient samples per class are available for training. LDA is a
supervised learning algorithm that targets data classification more than feature extraction and finds
the classification hyperplane that maximizes the ratio of the between-class variance to the within-
class variance, thereby guaranteeing maximal separability. The initial PCA projection allows us to
reduce the dimensionality of the data while retaining its discriminative power, which LDA further
improves upon by maximizing the class separation.
Let M be the number of training samples in the training database containing the positive
examples of the L events of interest and A = (A 1,A 2, . . . ,A M) represent the normalised feature
vectors for all the training faces. The initial PCA projection, Ω is defined as
Ω= ATA , (3.19)
where A is the transformation matrix whose columns are the eigenvectors obtained from the covari-
ance matrix of the data. We retain 98% of the energy proportion of the eigenvectors regarding the
remaining 2% as the noise. The LDA projection, Λ , is then defined as
Λ= BTΩ, (3.20)
where B hold the eigenvectors of Zw−1Zb such that Zw is the within-class covariance matrix and Zb
is the between-class covariance matrix.
For classification we project the probe audio-frame feature vector Ap into the created
LDA subspace using Eq. 3.19 and Eq. 3.20. The event-class of the audio-frame is then chosen by
calculating the Euclidean distance between the mean of each class projection of the training data
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and the projection of the Ap on to the Λ subspace.
3.4 Experimental results
In this section we evaluate the performance of the object- and event detection methods presented
in this chapter. The performance of the detection framework is evaluated at the two key stages of
the algorithm, i.e., before and after fusion from multiple cameras. For the three event detection
framework we evaluate the latter two (Sec. 3.3.4 and Sec. 3.3.5) only. The reason for excluding the
state sequence modelling based event detection (Sec. 3.3.3) from the evaluation frame work is that
it heavily depends upon accurate object tracking, which is beyond the scope of this thesis.
3.4.1 Object detection
Experimental setup
Both the before and after fusion detection methods are evaluated on a real basketball scenario shown
in Fig. 3.14; captured using five partially overlapping cameras (C1-C5) and two top-mounted cam-
eras with fish-eye lenses (C6, C7). Camera calibration information is provided with the dataset1.
The evaluation dataset consists of a 15 minutes (900 seconds) video segment at 25 frame per second
(fps). The ground truth is marked for each second at single frame per second (900 frames). For
consistent evaluation the detections from the single-camera based detection method are projected
on to the overhead plane. In particular this transformation involves the projection of the feet loca-
tion (from the bounding box around the detected objects) on to the overhead plane. By construction
the feet points from the same object in multiple camera view should project onto the same point.
Errors in projection are compensated for, by the use of Mean Shift clustering and by considering
the detections as a circle of diameter 40 cm centred on the target feet. A true detection corresponds
to the cluster centre residing within this circle.
To evaluate the performance of these algorithms we use the CLEAR evaluation metrics2.
The detection evaluation measures defined in CLEAR evaluation are Multi-Object Detection Pre-
cision (MODP) and Detection Accuracy (MODA). These scores give a weighted summary of the
detection performance in terms of False Positives (FP), False Negatives (FN). At time t, given the
jth ground truth detection GT jt and the corresponding automatic detection AD
j
t the Multi-Object
1www.apidis.org
2http://www.clearevaluation.org/downloads/ClearEval Protocol v5.pdf
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Figure 3.14: The evaluation APIDIS sports dataset from the basketball scenario with the camera
layout.
Detection Precision (MODP) for a frame at time t is defined as
MODPt =
1
Nmt
Nmt
∑
j=1
| GT jt ∩AD jt |
| GT jt ∪AD jt |
, (3.21)
where Nmt is number of targets mapped at time t between the automatic detection and the ground
truth. The numerator in Eq. 3.21 represents the overlap between the ground truth and the automatic
detection. For Multi-Object Detection Accuracy (MODA), if NFNt and N
FP
t represent the the number
of false negatives and false positives, respectively and NGTt is the number of objects in the ground
truth at time t then MODA can be represented as
MODAt = 1− cFNN
FN
t + cFPN
FP
t
NGTt
, (3.22)
where cFN and cFP are the costs associated with the false negatives and false positives. The sum
of values used for cFN and cFP for the evaluation of the proposed algorithm is 1. Note that the
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FN FP MODA MODP
MPHD 0.052 0.004 0.7825 0.896
PSCD 0.140 0.004 0.6825 0.781
Table 3.1: Average evaluation scores using the CLEAR metrics for the basketball sequences
(MPHD: Multi-Plane Homography; PSCD: Projected Single Camera Detection).
range of precision is [0 1] whereas that of accuracy is (−∞ 1]. The accuracy becomes negative
when the score deductions due to false and missed detections exceed the score obtained through true
positives. Given the final goal of automated camera ranking and selection the values of cFN = 0.75
and cFP = 0.25 are selected empirically so that missed detections are penalized more than false
positives. The motivation being that we do not want to miss any information that can be of interest
to the later stages of the content ranking and camera selection.
Results
The results of this evaluation are shown in Table 3.1.
We see that the Projected Single Camera Detection (PSCD) has a lower detection accu-
racy, indicating that the number of false and missed detections, the numerator in Eq. 3.21 is high.
This is due to the fact that the PSCD takes as input the detection results from individual cameras,
which suffer from a large number of missed and false detections. Although the precision of the over-
all system is improved due to the clustering step, the accuracy is not significantly improved. This
improvement is due to the presence of the the overhead cameras which are not always available in
realistic scenarios. In comparison the MPHD, that use information from multiple views have higher
accuracy and precision. Similarly from Fig. 3.15(b) we see that owing to the over-segmentation
and shadows in individual views, false positives appear in the overhead view while due to similar-
ity of appearance between the object and the background (Fig. 3.15(c)) single camera based object
detection can miss objects.
3.4.2 Event detection using motion information
We test the video event detection system proposed in Sec. 3.3.4 on (i) the basketball dataset (Fig. 3.14)
and (ii) from a surveillance set up in an airport scenario from the i-LIDS3 dataset (see Fig. 3.16).
3http://www.ilids.co.uk
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(a) (b) (c)
Figure 3.15: Association of detected targets with the ground truth. The blue circle shows the max-
imum radius (40 cm) on the ground plane. (red star) shows results of the MPHD system results
and yellow circles represent the PSCD results. (a) Shows a correct association between all three (b)
shows a false detection in the PSCD results and (c) shows a missed detection.
Figure 3.16: The i-LIDS dataset from the Gatwick airport with field of view and of each camera
highlighted.
Owing to the variability in the datasets the selected set of events to be detected is different for
each dataset. In the basketball dataset we aim to detect the attempt on basket event, while in the
surveillance scenario we aim to detect the person running event. We provide the comparison of
the proposed classification method, with two base-line methods, i.e., Principal Component Analysis
(PCA) and Support Vector Machines (SVM).
Experimental setup
For the sports scenario the test dataset consists of approximately 3 hours (262,500 frames at 25 fps).
As the attempt-on-basket event is localised primarily in the region around the basketball location
these locations were manually marked. We use only the 5 foveal cameras, ignoring the 2 fish-eye
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overhead cameras (see Fig. 3.14). The reason for not using the overhead cameras is due to the fact
that they bias the results by generating an event candidate whenever there is motion observed under
the basket. We use approximately 20 minutes of data per camera for training the algorithm and
defining the thresholds for the detectors. The goal was to train these thresholds for at least 3 events
per each camera region. The test-data in total consisted of 1122,375 frames in total containing 92
ground truth (GT) events instances. For the i-LIDS Surveillance Event Detection dataset a portion
of the dataset consisting of approximately 63 hours (1129989 frames at 25 fps) of video was used.
The dataset contains crowded scenes, cluttered background, large variance in viewpoints, and very
different instances of the same action (Person Runs event). There are a total of 334 GT instances.
We use 188834 frames for each camera for training the algorithm and defining the thresholds for
the detectors. For the evaluation we use the remaining 52 hours of data. A frame set is classified as
true positive if the mid-point of the frame set is within the GT duration, extended by 1 second. A
Bipartite Graph with Hungarian solution is used for GT to system association [71].
We also compared the proposed method with two baseline methods. The first method
employs Principal Component Analysis (PCA) [72] to detect motion abnormalities. The average
magnitudes within the detector in overlapping temporal windows are used as features. The underly-
ing concept being that the unusual activity will fall far from the principal component. In the second
method we train a Binary Decision Tree (BDT) to decide whether a detector contains abnormal ac-
tivity. Moreover to test the performance of the proposed system, here referred to as Motion-Based
Detection (MBD), we also participated in TRECVID 2010 [71] where the test set was composed
of approximately 44 hours. The performance is measured using the Detection Cost Rate (DCR), a
weighted linear combination of the Missed Detection Probability and the False Alarm Rate (per unit
time)4. The range of DCR is from 0 to ∞, where DCR = 0 is a perfect system and DCR = 1.0 is
equivalent to a system that outputs nothing. Formally given the number of missed events Nmiss and
the total number of events Ntarget , the miss score is represented as
Pmiss =
Nmiss
Ntarget
, (3.23)
4http://www.itl.nist.gov/iad/mig/tests/trecvid/2010/doc/EventDet10-EvalPlan-v01.htm
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Table 3.2: Results of the proposed method (MBD) and its comparison with baseline methods on the
basketball dataset (15 minutes). Key. TP: True Positives, FP: False Positives, FN: False Negatives
Sys. TP FP FN Precision Recall
PCA 67 12 25 0.753 0.728
BDT 81 32 11 0.717 0.88
MBD 83 47 9 0.638 0.902
Table 3.3: Results of the proposed method (MBD) and its comparison with baseline methods on the
i-LIDS event detection dataset (52 hours). Key. TP: True Positives, FP: False Positives, FN: False
Negatives, hr: hour.
Sys. TP/hr FP/hr FN/hr Precision Recall
PCA 3.10 25.30 3.29 0.11 0.49
BDT 3.75 20.08 2.63 0.14 0.59
MBD 5.62 17.29 0.77 0.25 0.88
and the false acceptance ratio (RFA) is represented as
RFA =
NFA
Tsource
, (3.24)
where NFA is the number of false alarms and Tsource is the duration of the video segments in hours.
Please note that when Ntarget = 0 in Eq. 3.23, i.e., no event is detect in an interval, Nmiss is undefined.
Finally the DCR is computed as
NDCR = Pmiss+
costFA
costmiss ∗RTarget RFA, (3.25)
where costmiss, costFA and RTarget are constants defining the cost of missed detections, false alarms
and the a priori rate of event observations. The values selected by NIST for 2010 evaluation were
costmiss = 10, costFA = 1 and RTarget = 20.
Results and Evaluation
The comparison of the obtained event detection results are shown in Table 3.3 and Table 3.2. We see
that in both cases MBD has the higher number of true positives and hence higher recall. The high
number of false positives is due to two main reasons. First we assume that the motion vectors caus-
ing the motion of interest have the highest magnitude along time at each macro block centre. Thus
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Figure 3.17: An example frame for attempt on basket event.
(a) (b) (c)
Figure 3.18: Examples of missed events: (a, b) simultaneous events that are close in space and time
are classified as a single event, (c) missed event due to occlusion and small object size.
any object generating similar motion vectors will be regarded as a motion of interest. For instance
people passing behind the transparent backboard in the basketball scenario, or people walking fast.
Second, to cater for the large variations in the event instances, the sensitivity of the system is kept
high. This is due to the fact that in most event-detection evaluation systems, it is preferred to have
a higher recall, irrespective of the precision. Although MBD is able to separate events of interest
happening simultaneously, in scenarios where events are spatially close to each other, e.g., people
running together MBD is unable to separate the two events (see Fig. 3.18 (a, b)). This is due to
the fact that we do not perform any object or interest point detection and features are extracted on
a grid. Moreover objects that are in the far field and are similar in appearance to the background
do not generate significant motion vectors and hence are not detected (Fig. 3.18 (c)). Within the
TrecVID evaluation campaigns [71], the proposed method MBD was ranked the best system for
2010 with the lowest DCR score (0.682). We could detect 36 out of 107 events with 223 false
positives. A snapshot of the results from the evaluation campaigns is shown in Fig. 3.19. Please
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Figure 3.19: Extracts from the result presentation from TRECVid workshop 2010. The proposed
framework “QMUL-ACTIVA” had the lowest DCR score. Full slides available from http://www-
nlpir.nist.gov/projects/tvpubs/tv10.slides/tv10.sed.slides.pdf
note that the NDCR values reported are for the “best combination” of Pmiss and RFA controlled via
the confidence associated with each event (see Eq. 3.13). The maximum number of events that the
MBD could detect5 were 89 out of 107 with 18,734 false positives with an DCR of 0.923. The
second best system, CMU 2 in Fig. 3.19 with a DCR of 0.9477 was able to detect 105 events with
25,149 false detections.
3.4.3 Audio Event detection
To evaluate the performance of the audio event detection (Sec. 3.3.5) we attempt at temporal local-
isation of a whistle blown event in (i) an in-lab and (ii) real dataset from a basketball match.
Experimental setup
The audio recording was made in the basketball match using MCE 530 cardioid condenser micro-
phones. The audio was captured at 44.1 KHz and the video at 25Hz. in both in-lab environment
and in a real basketball match. In the in-lab dataset there was an ideal situation with minimum
reverberations and ambient noise as shown in Fig. 3.20(a). From the specgram we see that most
of the frequency components are located in the higher frequency bins as compared to a silent (non-
whistle) audio frame (Fig. 3.20(c)). In comparison in the whistle frames within the “real” audio
frames from the basketball match we have a much wider range of variations in the frequency range
5Please note that this second evaluation was done in house and not by NIST.
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as depicted in Fig. 3.20(b)6. The in-lab dataset consisted of audio data of 7 audio segments each
of approximately 2 minutes, while the real-dataset consisted of a 15 minutes of audio, containing 9
whistle-blown event samples for training and 14 minutes, containing 17 whistles with two penalty
shots.
To evaluate the performance of the method, we calculate the precision and recall of the
proposed approach. We label a frame as
• True Positive T P: if the overlap between the test frame and the ground truth is more than half
the size of the audio frame (882 audio samples).
• False Negative FN: if no audio test frame has 50% or more overlap with the ground truth.
• False Positive FP: if a test frame classified as whistle frame has less than 50% of the samples
overlapping with the ground truth.
Results and Evaluation
Figure 3.21 shows the comparison between the ground truth (top row) and the automatically de-
tected whistle events in the real-dataset (bottom row). Blue indicates that a frame was a non-whistle
frame; green represents whistle frames and red represent false detections. The precision of the pro-
posed method on the real dataset was 0.77, whereas the recall was 0.83. It was found that most false
positives occurred when there were high frequency components not produced by the whistle corre-
sponding, for example to the squeaking sound of the shoes of the players. False negative correspond
to the audio frames where the whistle was not the most dominant signal either in frequency or time
domain. For the in-lab dataset we were able to detect all the whistle-events without incurring any
false detections.
3.5 Summary
In this chapter, we have described the frameworks developed and used for automated content anal-
ysis. This analysis involves the extraction and representation of information, which we label as
features. These features can be extracted at object- or at camera-level. First candidate objects are
detected using background subtraction with adaptive thresholding and dynamic background learn-
ing. Then using contextual information spuriously detected object regions are removed. We have
6The dataset can be downloaded from ftp://motinas.elec.qmul.ac.uk/pub/AudioVisualBasketBall/
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(a)
(b)
(c)
Figure 3.20: Sample input audio frames and corresponding spectrograms for (a) whistle sound
recorded in a controlled scenario (lab environment); (b) whistle sound mixed with ambient sound
during a basketball match and (c) ambient sound (non-whistle segments) during a basketball match.
demonstrated using standard evaluation metrics that the detection output at this stage is not reli-
able. The detections are improved further using multi-plane homography, where object evidence
from multiple planes is aggregated on the ground plane to construct an object occupancy mask.
The peaks in this occupancy mask correspond to objects and are detected using clustering. Next
we have discussed the strategies for the representation of object size, location, and proximity based
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Figure 3.21: Time line showing the comparison between the Ground truth (GT) and Multi-Feature
Whistle Detection (MFWD). Blue: non-whistle frames, green: true whistle frames, red: false
detections.
on contextual settings of the camera network. For camera-centric features we combined the event
information with the amount of motion. We have presented frameworks for video event detection
using (1) object tracks (2) and local motion modelling. We also provide a framework for audio
event recognition using multi feature analysis. The performance of the proposed event detection
frameworks has been demonstrated on real-challenging datasets with encouraging results. The next
step is to use these features for the generation of the QoV as described in the following chapter.
Chapter 4
Content Ranking
4.1 Introduction
Once the features have been extracted the next step is to construct a mapping from the feature
vectors to the Quality of View score (ρ it ) for each camera Ci at time t. Given the object-centric
feature oψ i jt = (s
i j
t ,γ
i j
t ,R
i j
t ) for X
i j
t , the jth object in the ith camera Ci, the goal is to construct the
mappingL to generate the object score for object ranking (see Eq. 1.3). Here si jt is the size score,γ
i j
t
is the region score, and Ri jt is the location score. Next using this object score and the camera-centric
features cψ it = (Θit ,
∣∣dit ∣∣), camera ranking for the ith camera can be generated (see Eq. 1.4). Here∣∣dit ∣∣ is the scalar value used to express the magnitude of motion i.e., number of foreground pixels
normalised by the total number of pixels (image size) and Θit is the event score. This ranking allows
us to identify the best view at each time instance. We propose two novel techniques towards such
ranking namely, Routing Based Ranking (RBR) and QoV estimation using a Multi-variant Gaussian
based distribution model (MVG). In the following sections we discuss both these techniques and the
scenarios in which these techniques would be applicable.
4.2 Routing Based Ranking
The proposed Routing Based Ranking (RBR) approach uses a set of explicit rules to estimate the
QoV of a camera based on the feature visibility. The block diagram of the proposed approach
is shown in Fig. 4.1. The algorithm is based on the analysis of objects and events associated to
them. Object analysis uses multiple features and is based on motion segmentation using colour-
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Figure 4.1: Flow diagram of the proposed approach for Routing Based Ranking. The “/” accent on
the solid line represents multi-dimensionality vector represented by the variable written below it.
based change detection and then trajectories for each target are generated using multi-frame graph
matching. Event detection employs a Hidden Semi-Markov Model with duration distribution that
generates a sequence of activities performed by each target using Viterbi decoding. For each object
size, pose and its associated events (including their duration) are used to rank each frame of a video.
The proposed method for ranking is deadline driven. The performance of the proposed approach is
demonstrated on standard multi-camera datasets as well as on simulated 3D multi-camera scenarios
(see Sec. 4.4.1). In the following section we describe the routing based approach in detail.
4.2.1 Feature fusion
The ranking of a frame from camera Ci depends upon multiple features of the objects present in
the scene. In particular we use five features, namely size si jt (Eq. 3.4), the deadline λ (X
i j
t ) and the
object direction of motion v(X i jt ), for each object X
i j
t in Ci, the event score θ
i j
m (Eq. 3.5). Please
note that here we consider the events as object-centric, hence each mth event is associated with an
object instance X i jt . The size score gives higher rank to frames in which targets are more visible.
The event score is based on the priority of the event. The higher the priority of the event, the higher
the event score; and vice versa. Formally, let that jth object in Ci undergoes mth activity and θ i jm
is the score associated with it such that θ i jm ∈ (θ i j1 , . . . ,θ i jM) and ∑Mm θ i jm = 1. Several activities take
multiple frames to complete and all the frames associated to the entire span of these activities are
important. The frame span determines an approximate remaining duration during which the event
takes place. The span score is maximum as soon as the event starts or is about to end. However, if
an event takes place for a long duration, then its priority decreases with time. The average duration
of an event is learned as prior probability. Let κ(θ i jm , ts, te, t) be the frame span associated to the
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Figure 4.2: Angle of motion estimation from object motion dynamics.
mth event of the jth object in camera Ci at time t, where ts and te are the start and the end of the
particular event, respectively. As the value of κ(θ i jm , ts, te, t) decreases, i.e., t→ te, this signifies that
the event is coming to its end. For clarity we represent this frame span as mκ i jt . The deadline is the
approximate remaining duration of the object(s) in the monitored area visibility in the monitored
site. The deadline score of the object increases as the deadline of the target is about to exhaust.
The deadline is measured from the time duration required by the target to exit the FOV from the
closest exit point. This duration is computed using the target motion model learned from the last
n frames and is updated at each time instant. The direction of motion is used to find in which
direction a person is looking, given that we usually face the direction in which we walk. We define
this direction as frontal, side or a back pose. Frames containing frontal poses (e.g., the front of
a car or the face of a person) should be given higher rank. The pose of a target with respect to
the camera with which it is being viewed can be estimated using silhouettes (for frontal and side
pose discrimination) [27], appearance [73] and motion cues [74]. In this work we use a method
similar to [74]. Let us consider the trajectory of an object X i j1:t that approaches a camera (decreasing
d) (Figure 4.2), then the pose is given as v(X i jt ) ∈ [0,1] based upon the angle φ i jt . Where φ i jt is
the angle subtended by the normal of the motion path of jth target with the image plane of camera
Ci. As
∣∣φ i jt−pi/2∣∣ → 0, pose of the target is considered as frontal and v(X i jt ) → 1. To limit
the pose variation in the captured images we define maximum variation in φ i jt as φmin such that as∣∣φ i jt−pi/2∣∣ → φmin then v(X i jt ) → 0. Thus the feature set for an object X i jt at time t is written as
oψ i jt = (sti j,v(X
i j
t ),λ (X
i j
t ),(1κ
i j
t , . . .M κ
i j
t ),(θ
i j
1 , . . . ,θ
i j
M)). (4.1)
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Algorithm 2 Routing Based Content Ranking
ε i jt : rank for object X
i j
t in camera Ci at time t;
1
oε
i j
t : visibility information score for jth target in Ci;
2
oε
i j
t : content information score for jth target in Ci;
α : weight to define balance between visibility and content;
β1···3 : weights given to event, duration and proximity respectively;
N : total number of cameras;
Jt : total number of targets;
Jit : total number of targets in camera C
i at time t;
ψ i jt : feature vector for jth target when viewed from camera Ci;
ρ it : frame rank of ith camera at time t;
1: for all t do
2: for i = 1 to N do
3: for j = 1 to Ji jt do
4: Compute: oψ i jt = (sti j,v(X
i j
t ),λ (X
i j
t ),(1κ
i j
t , . . .M κ
i j
t ),(θ
i j
1 , . . . ,θ
i j
M))
5: Visibility score : 1oε
i j
t using Eq. 4.2
6: Context score : 2oε
i j
t using Eq. 4.3
7: Object Rank : ε i jt using Eq. 4.4
8: end for
9: Frame Rank : ρ it = ∑∀ εi j≥εmin ε
i j
t
10: end for
11: end for
where (θ i j1 , . . . ,θ
i j
M) and (1κ
i j
t , . . .M κ
i j
t ) represent the event score and the span for all possible M
events that can take place. If the mth event does not take place for at time t, then we set θ i jm = 0
and mκ i jt = 0. Once the feature vector has been constructed the next step is to construct a ranking
mechanism for assigning QoV to each object and subsequently to each frame, as described in the
following section.
4.2.2 Object score
The proposed algorithm for routing based content ranking is explained in Algorithm 2. On the basis
of the features oψ i jt for a target X
i j
t , at time t, its significance oε
i j
t in the site can be grouped into two
types of QoV scores: visibility 1oε
i j
t and content score 2oε
i j
t . The visibility information contains the
size and the pose score of the object at time t, whereas the content score includes associated event
score, frame span and the deadline. The visibility score 1oε
i j
t is computed as
1
oε
i j
t = s
t
i j.v(X
i j
t ), (4.2)
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whereas, the score associated to content information 2oρ
i j
t is computed as
2
oε
i j
t = β1
(
M
∑
m=1
mκ i jt
)
+β2
(
M
∑
m=1
θ i jm
)
+β3λ (xi jt ), (4.3)
where β1 +β2 +β3 = 1, are the weights assigned to each feature and are drawn empirically from
the context of the task at hand. Finally, the score for the jth target in the view of the ith camera at
time t is computed as
ε i jt = α(1oε
i j
t )+(1−α)(2oε i jt ), (4.4)
where α ∈ [0,1] is a weighting factor. The value of α depends on whether we are more interested
in capturing the “best” snapshot of the target based on appearance or based on the contextual infor-
mation associated to it. We provide a method for estimating the value of α for a particular setup in
Sec. 4.4.1.
4.2.3 Frame score
In the field of view of a single camera all targets having a visibility score ε i jt > εmin are considered
as active targets. Thus the frame rank ρ it at time t is obtained as
ρ it =
Jit
∑
j=1
ε i jt . (4.5)
The extension of the ranking algorithm, described for single camera, to multiple cameras
is carried out by considering the whole site. The first step is to choose the high scoring target
instances. This, in case of multiple cameras, is done in two stages. In the first stage targets are
detected and a visibility score 1oρ
i j
t is assigned to each of them. However if a target X
i j
t is looked at
by more than one camera then the camera Cimax is chosen on the bases of the visibility score, which
as mentioned in Eq. 4.2 depends on the size and the pose of the target.
imax = argmax
i
1
oρ
i j
t (t), (4.6)
where Cimax is the camera having maximum visibility for target X
i j
t . Please note that we assume
that object correspondence across cameras is already established. Then the trajectory X imax j1,...,t of each
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Figure 4.3: Block diagram for content ranking using the MVG frame work.
target is mapped onto the ground plane X j∗(1,...,t) (dropping the subscript i as now the detections
are irrespective of the camera and reassigning a new id j∗ to the object). The deadline λ (X j∗t ) is
calculated using this ground plane trajectories and it represents the estimated time before the target
leaves the monitored site. Events are still considered as local information about a target and each
camera contributes to the event score.
4.3 Multi-Variant Gaussian Based Ranking
The proposed framework for Gaussian Based Ranking is shown in Fig. 4.3. Similar to Routing
Based Ranking, MVG is also extracted in two steps as discussed below.
4.3.1 Object score
The object score ε i jt is indicative of the significance of an object with in the scene which is calculated
for each object X i jt on the basis of its local (within each camera view) features. To this end we take
into account the size, location of the object and its proximity to calculate the object score. We model
the object score ε i jt for each object X
i j
t at time t as a multivariate Gaussian distribution:
ε i jt =N (µoi ,Σ
o
i , [s
i j
t ,γ
i j
t ,R
i j
t ]), (4.7)
with mean µoi and covariance Σoi . The motivation for using a multivariate Gaussian as opposed to
a linear fusion of features [C5] is to normalise each feature individually in its own feature space.
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Figure 4.4: Effect of size and location on ε i jt : change in an object score when it moves from a region
of lower interest to a region of higher interest (left to right); change in object score due to size (top
to bottom). Top row is from camera C1 and bottom row is from camera C5 of the basketball dataset
Fig. 3.14.
Moreover such fusion of features allows the extension of the feature vector to suit a specific task,
for instance, visibility of faces, team information or object associated event score.
Figure. 4.4 shows the values for ε i jt for an object according to its distance from the region
of interest in a camera view (C1) that observes the object from a distance (top row) as compared to
a close up view of the same object (bottom row) in another camera view (C5). We see that when
an object moves closer to the region of interest there is an increase in the significance of the object
from 0.42 to 0.57 and then 0.63 (left to right). This increase in the score signifies that the object
is approaching the point of interest (in this case the basket itself). For the camera which sees a
larger version of the same object ε i jt goes from 0.53 to 0.63 and then 0.78. Because of this, the
object instance in bottom right will have a higher score (larger size and in the area of interest) and
the object instance in the top left will have the lowest score (smaller size and within the area of
interest). A similar representation can be seen in Fig. 4.5 that shows the sample scores for objects
within a camera view. The objects marked 1, 2 and 3 have scores of 0.78, 0.5 and 0.71 respectively.
All of these scores are normalised to 1 over the whole dataset. Object 1 and 3 have higher score as
they are in the region of high interest, whereas object 2 is outside such region and thus has a lower
score. Similarly, the score for object 1 is higher than object 3 due to their size difference. The effect
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Figure 4.5: Example output for object scores: Objects in the region of high interest and objects
closer to the camera are ranked relatively higher than other objects in the view.
Figure 4.6: Example of object scores based on the proximity of players to the object of interest (i.e.,
the ball shown with the blue circle).
of proximity is shown in Fig. 4.6. As mentioned earlier, objects closer to the object of interest are of
more importance as compared to other objects, hence the object closest to the ball (shown in blue
circle) is given a higher rank (0.87) as compared to other objects (0.83 and 0.79).
These local features provide information about the interesting objects inside each camera
view. To evaluate the importance of the entire view, these local features need to be combined with
the global features, such as total amount of activity, number of objects and events with in the entire
view of the camera as discussed in the following section.
4.3.2 Frame score
The frame score is computed at each time t using the magnitude of motion, number of objects,
scene-centric events and the accumulated object score in the frame. The amount of activity
∣∣dit ∣∣
observed in the frame at time t is used as a cue for the amount of motion. The amount of motion
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Figure 4.7: Quality score based on the Gaussian distribution model for C1 from frame 1000 to frame
2000. Sample images at frame (a) 1140, (b) 1321, (c) 1500, (d) 1621, and (e) 1736.
in the near field of the camera is disproportionately greater than the far field due to the perspective
view. To cater for this we take into account the number of objects Jit in the view of a camera ci. To
this end, the observation vector ψ it is constructed as
ψ it = (J
i
t ,
∣∣dit ∣∣ ,E it ,Θit), (4.8)
where Ei(t) =∑Jij=1 ε
i j
t is the sum of individual object scores and Θi(t) is the total event score in the
view of the ith camera.
ρ it =N (µi,Σi,ψ
i
t ), (4.9)
with mean µi and covariance Σi specific to each camera. A snapshot of the results generated using
such ranking is shown in Fig. 4.7 for C1 of the basketball dataset. For this dataset we consider,
attempt on basket and whistle-blown as events which are identified using the methods proposed
in Sec. 3.3.4 and Sec. 3.3.5, respectively. Starting from a near zero score which indicates an
empty frame (Fig. 4.7(a)) as players start entering the view of the camera, the score starts rising
up (Fig. 4.7(b)) and reaches a higher score value when multiple players are within the view of the
camera and high activity event (Fig. 4.7(c)). The score is at its maximum, when an attempt-on-
basket event is detected (Fig. 4.7(d)). After the attempt on basket players start moving outside the
field of view which results in the decrease of the score as shown in Fig. 4.7(e).
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Figure 4.8: Effect of value of α on the performance of the system in terms of total number of objects
or events seen.
4.4 Experimental Results
Content ranking corresponds to analysing the content from a single camera and ranking the content
of each camera based on the features of interest. As mentioned previously the choice of the selection
of features is dependent on the task at hand. In the following sections we will highlight the best
combination of features for a given dataset and task.
4.4.1 Routing based ranking
Experimental setup
As mentioned in Sec. 4.2 the proposed method for content ranking is suited for surveillance scenes
where the goal is to rank more informative frames higher than frames with lesser information con-
tent. The proposed ranking algorithm is demonstrated on both real and synthetic data. The real data
is from ETISEO Evaluation Corpus 21 and consists of 2 scenarios: airport (AP-11) and building
entrance (BE-19). Each scenario consists of 2 sequences containing a total of 3583 frames. The
synthetic data is generated using [75] and consists of a 4-view set-up with semi-overlapping cam-
eras (Fig. 4.9). These video streams consist of 1816 frames per camera. These videos are available
at http://www.elec.qmul.ac.uk/staffinfo/andrea/ranking.html.
1http://www.silogic.fr/etiseo/index.html
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Figure 4.9: Configuration of the camera networks in a simulated road scenario.
From Eq. 4.4 it can be seen that α is used to decide, in which component of the video (visi-
bility or content) we are more interested. For demonstrative purposes we select α , which maximizes
the overall performance in terms of both targets and events. Similar to a ROC curve, we test for the
values of α over a control dataset. Given a certain number of targets and their associated event we
vary the values of α from 0 to 1 until a global maxima is achieved as shown in Fig. 4.8. Using this
setup a value of α = 0.57 for synthetic data and a value of α = 0.46 for real data was estimated.
For the values of β1,β2 and β3 in Eq. 4.3, 50% weight is assigned to the event score (β1 = 0.5), and
25% score assigned to frame span and proximity (β2 = 0.25, β3 = 0.25) respectivley. The motiva-
tion behind such weight allocation is so that we want more significance to be given to the event.
φmin = 300 is chosen to limit the motion-direction as frontal.
Experimental results and evaluation
The automatic ranking of content enables us to extract representative snapshots of a person from
multiple video feeds. In a surveillance scenario to observe objects we want to capture representative
instances of each target. These representative instances should be ranked on the basis of the visibility
of face and when a target entered the site or when it was just about to leave the site. Figure 4.10
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Figure 4.10: Ranking for a single target extracted from multiple cameras as it moves through the
site.
shows the ranking of a single target together with the corresponding snapshots, when observed
from multiple cameras. The two spikes at the beginning and the end of the span of the target are
due to the birth (Fig. 4.10(a)) and death Fig. 4.10(h) events associated to the target. The score
assigned to the target is zero (frame 20 to 25) when none of the cameras is able to capture the face
of the target (see Fig. 4.10(c)). A higher score is assigned when a frontal image of high resolution
is captured Fig. 4.10(e). It can also be seen from Fig. 4.10 that an object instance with higher
visibility (size, resolution) is ranked higher (Fig. 4.10(b)(d)(f)) than object instances with lower
visibility Fig. 4.10(g).
The next task is to rank frames from individual camera feeds. In this case we again
consider the same feature set as before. Let us consider a feature set consisting of the size showing
the ranking results on real data. Figure. 4.11-4.12 show normalised ranking scores for the entire
sequence and the sample frames, when there are high ranking scores. The ranking score graphs
(Fig. 4.11 (e,f) and Fig. 4.12 (e,f)) also include the events and targets detected by the algorithm.
Blue represents the proposed approach where the object ranking is done based on both events and
visibility, whereas red represents the results when only visibility is considered. The spikes in the
graph indicate the death and the birth of a target which lasts for n = 5 frames. These spikes are
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Figure 4.11: Sample frames showing ranking results for ETISEO AP-11 scenarios. (a-b) Frames
254 and 721 of camera 4. (c-d) Frames 497 and 677 of camera 7. Ranking for (e) camera 4; (f)
camera 7. Blue represents ranking with inclusion of events and red represents ranking without the
inclusion of events. (g) Row-2: Comparison of automatically generated results (AS) with Row-1:
ground truth (GT). Blue represents camera 4 and green represents camera 7.
followed by either an increase or a decrease in the score for the upcoming frames as ranking score
also depends upon the number of objects present in the scene. For the same reason the score for the
first 100 frames of BE-19 camera 1 is zero as there is no object present in the scene. The birth and
death of a target is represented both by the spike and the shift in overall frame rank. Otherwise the
rank will not represent the simultaneous births and deaths of the targets (Fig. 4.12(e)). The reason
for having different ranks for same events is due to the number of times it is occurring along with
the size, span and deadlines of the associated objects. For example in Fig. 4.11(e) the maximum
score at first few frames is due to 3 birth and 2 stopped events. Similarly the shift in rank toward
the end of AP-11 camera 4 and camera 7 sequence is due to enter zone and inside zone events.
Fig. 4.12(g) shows the ground truth for camera selection and the automatic camera selection results
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Figure 4.12: Sample frames showing ranking results for ETISEO BE-19 scenarios. (a-b) Frames 95
and 900 of camera 1. (c-d) Frames 306 and 893 of camera 4. Ranking for (e) camera 1; (f) camera 4.
Blue represents ranking with inclusion of events and red represents ranking without the inclusion of
events. (g) Row-2: Comparison of automatically generated results (AS) with Row-1: ground truth
(GT). Blue represents camera 1 and green represents camera 4.
of the algorithm.
From Fig. 4.11(e) it can be seen that at frame number 254 there is a spike followed by
a decrease in the ranking. The corresponding ground truth shows the death event around frame
254 and the snapshot of the related frame (Fig. 4.11(a)) shows the white van at the top left corner
of the scene heading toward the image border. A similar effect can be seen for Fig. 4.11(c). In
Fig. 4.11(e-f) the enter zone and inside zone events shows a shift in ranks as the vehicle enters the
zones as shown in corresponding frame 721 of camera 4 (Fig. 4.11(b)) and frame 677 of camera 7
(Fig. 4.11(d)). The spike at frame 497 in Fig. 4.11(f) is due to a car exiting the scene from the top
left corner and hence resulted in a decrease in the overall rank. Also we see that in Fig. 4.11(e-f) that
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Figure 4.13: Sample frames showing ranking results for synthetic data set with 4 cameras. (a-b)
Frames 450 and 136 of camera 1. (c-d) Frames 184 and 1352 of camera 2. (e-f) Frames 95 and 900
of camera 3. (g-h) Frames 306 and 776 of camera 4. Ranking for (i) camera 1; (j) camera 2; (k)
camera 3; (l) camera 4.
during these events the proposed method (blue) clearly is able to express the content of the scene
better then just the visibility information (red). Also we see that the visibility information (red)
is always lower than the proposed method, this is due to the fact that in both the sequences there
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Figure 4.14: Combined ranking score from all synthetic cameras.
is a stopped event. If a stopped object starts moving, then this will be shown in the proposed
method (blue) by a decrease in the ranking. However the method using only visibility information
fails to depict this change.
The building entrance scenario (BE-19) has no targets between the first 94 frames and
hence zero ranking score can be seen both in camera 1 and camera 4 (Fig. 4.12(e-f)). In frame
95 the first target i.e. a gray car is entering a scene (Fig. 4.12(a)) which is represented by a spike
followed by a rise in ranking score. Similarly, the high ranking score around frame 776 in camera
4 is due to the overlapping events of end zone and inside zone (Fig. 4.12(d)). We also see the
comparison between the red and blue curves in Fig. 4.12, that events occurring between frame 800
and 900 are not depicted while using visibility of objects only and thus results in a constant rank for
all the frames occurring in this time window.
Figure 4.13(a-d) and Fig. 4.13(e-h) gives an example of images gathered from the syn-
thetic system system. The ground truth involves the centroid of the target in a 3D world as well as
the label map for the pixels within the image. Fig. 4.13 shows camera 1-4 of the synthetic scenario.
In Fig. 4.13(h) the events that we consider are are birth, death and the road crossing (inside zone).
The inside zone event shows a very high ranking score at frame 136 and 450 and the corresponding
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images (Fig. 4.13(a-b)) shows that there is a person crossing the road which is the inside zone event.
Figure 4.13(j) does not show any significant spike as there are only birth and death events in the
camera 2. Camera 3 and 4 also have several inside zone events which are represented by spikes at
frame 111 and 522 in both camera ranks (Fig. 4.13(j-k)) and can be seen from the corresponding
images (Fig. 4.13(e-h)).
4.4.2 Multi-Variant Gaussian based Ranking
Experimental setup
We demonstrate the performance of the proposed approach in three scenarios: (i) the basketball
dataset (Fig. 3.14) without the overhead cameras; (ii) the surveillance dataset from the Gatwick
airport (Fig. 3.16) and (iii) the synthetic pedestrian scenario introduced in the previous section. The
basketball dataset consists of approximately 15 minutes (22475 frames at 25 fps) per camera. For
the surveillance dataset each video consisted of approximately 2 hours of video (188,834 frames at
25 fps). For all the datasets the regions of interest are manually labelled and the objects of interest
identified. In the basketball dataset these regions correspond to the penalty area, with its centre under
the basket and the cut-off defined by the three-point line while in the synthetic pedestrian scenario
the road is considered as the region of higher interest, with the centre at the road’s centre and the cut-
off defined by the boundary of the road. For the surveillance scenario the whole image is assigned
uniform importance. The events of interest are defined based on the contextual information, such
that attempt on basket and referee whistle-blown are considered as events of interest. For the
surveillance dataset the event considered is the person running as the event of interest. Contextual
information in the case of the pedestrian dataset included the location of the road which was used
to generate a pedestrian-on-road event. The event considered for the pedestrian dataset was the
event of an object being on the road (marked by green lines for visualization in Fig. 4.15(d-f)) for a
duration longer then β time instances (pedestrian-on-road event). For this we consider the location
of each jth object X i jt being observed from camera Ci at time t. In these set of experiments we use
a value of β ≥ 15 frames.
To carry out subjective evaluation of the results of the proposed approach, a camera selec-
tion reference video (ϒgt) was generated by 11 non-professional users for approximately 4 minutes
of the video and the mode at each time was taken as the reference ground truth for the selected
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Figure 4.15: Example scores: (a-c) for a player in the basketball dataset (a) in a region of lower
interest followed by an increase in object-score due to (b) change in size (c) entered in the region of
high interest; (d-f) for a pedestrian on road as it (d) approaches region of high interest, (e) is in the
region of interest, (g) moves away from the camera, (h) just before it leaves the region of interest.
camera.
Experimental results and evaluation
Starting with the object score, which is indicative of the importance of an object within the scene.
Figure 4.15(a-c) shows the development of the score of a single object as it moves from a region of
low interest to a region of high interest, indicated by the three point line in the basketball dataset.
The score takes values of 0.24 (Fig. 4.15(a)), 0.26 (Fig. 4.15(b)) and 0.73 (Fig. 4.15(c)). The slight
increase in object rank in Fig. 4.15(b) is due to the increase in the size of the detected player. A
significant increase in the object score is observed (see Fig. 4.15(c)) when the object enters the
region of higher significance. Similarly, Fig. 4.15 (d-g) shows the increase in the score of a target
from 0.092 (Fig. 4.15(d)) to 0.799 (Fig. 4.15(b)) as the pedestrian steps on the road. This rise in the
score of the object is due to the pedestrian stepping in the region of high interest and the pedestrian-
on-road event happening simultaneously. Hence the increase is more as compared to the basketball
dataset when the player moves into the region of high interest Fig. 4.15(b-c). However as the
pedestrian moves away from the camera (Fig. 4.15 (f)) we see a decrease in the score 0.304 due to
the decrease in its size and in Fig. 4.15(g) the object score decreases to 0.273 further demonstrating
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Figure 4.16: Comparison of selected frames based on combination of features. The feature set
involved is represented by (.) at the bottom of each image with the camera id and the percentage
(out of 11) of viewers ranking the camera view as the best-view at its top.
effect of object-size on the object ranking strategy.
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The next step in our evaluation was to verify if the best-view given by the proposed
method is the best view and to demonstrate the effect of the feature set on the ranking algorithm. To
this end we compared the output of maximum-rank ϒmax with various features combinations as the
selection criteria for this strategy is based on the current value of ρ it . The results for selection are
shown in Fig. 4.16. Starting from the top we see that 45.5% of the users ranked C5 as the best-view,
whereas C3 and C1 are the two other competing views with 27.3% and 9.1%. Users rank C5 as the
best-view as the ball can be clearly seen in this image (shown by the yellow circle) although the
number of objects in this view is less as compared to C1 and the size of the objects and the amount
of motion is higher in C3. Hence although other views might be important based on individual fea-
tures, the best-view is selected by using all the features as highlighted with the red box. Similarly in
the third row, 45.5% viewers selected C2, which is in line with our discussion that the selected view
is best described by using all the features. The two other best-view candidates, C1 and C3 were both
selected by 27.3% users each. In comparison in the last row more users (36.4%) selected C5. The
rationale behind this selection is that although C5 sees less number of objects as compared to C1
and C2, and the ball is not visible, the objects in this view are magnified. Using all the features in
this case tries to find a balance between seeing all the players (C2) and the size of the players (C5).
Hence in this case C1 is selected.
Finally to demonstrate the content ranking and hence video summarisation capabilities of
the proposed approach we test the frame work on the surveillance dataset from the Gatwick airport
(Fig. 3.16). We employ Circular Hough Transform (CHT), to find the number of circular objects
within the scene, with the assumption that the heads of the persons are circular enough. Post process-
ing such as spatial and temporal consistency of head candidates along with contextual knowledge
such as expected size and location are used to filter non-head circular objects. Figure. 4.17 shows
the results of content ranking for 2000 frames. Using only number of objects (black) as a cue for the
significance of an image can lead to erroneous results as the dataset contains segments which are
highly crowded and inaccurate detections can lead to erroneous video ranking. On the other hand
using change (red) we see that a high peak is observed at frame 1428. However in this particular
case this is due to movement in the near field of the camera. Similarly as we observe similar number
of objects in the entire segment same it is an unreliable feature if considered alone. When these two
features are merged together (blue), the corresponding ranking although informative still favours
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Figure 4.17: Content ranking: Ranking content using a multi-variate Gaussian.
the change feature (red). However when we include events as feature we see that a higher rank is
assigned to instances when an event occurs, with snapshots in Fig. 4.17 (a-d). Moreover errors in
ranking due to a single feature are removed. For instance, the peak in the ranking due to the change
feature around frame number 1650 is removed.
4.5 Summary
Based on the extracted features this chapter has presented two techniques for content ranking. Both
these techniques depend on the features extracted from each camera view and the ranking of these
features is done based on predefined criteria. The Routing based technique described in Sec. 4.2 is
more specific to surveillance as it has the assumptions that (1) targets have a linear motion model
hence move in a straight line and (2) a person approaching the camera always faces the camera.
Moreover we demonstrated that use of event detection for video ranking facilitates the ranking pro-
cedure. The ranking procedure is evaluated for both real and synthetic scenarios and we demonstrate
that the generated ranks reflect well the content of the video. These results are used to capture rep-
resentative instances of a target. Moreover, they can be used for target and camera selection. In
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comparison MVG is more generic as it does not require explicit weighting of features. Each fea-
ture space is normalised by its own covariance thus allowing all the features to contribute equally.
Moreover the proposed framework does not require a fixed set of features and is adaptable to a
range of scenarios and constraints. This adaptability is demonstrated via subjective testing in both
surveillance and sports scenarios. We also explore the possibility of the proposed framework in
video summarisation with encouraging results. In the following chapter we describe the proposed
frameworks for best-camera scheduling using the QoV score.
Chapter 5
Camera Scheduling
5.1 Introduction
Once the content from each camera has been ranked the next step is to perform the best-camera
scheduling based on this ranking. Given the N ≥ 2 multi-camera network and the QoV associated to
each camera (ρ1t , . . . ,ρNt ) at each time t, a naive best-camera scheduling method would be to select
the best-camera at each time t on the basis of the QoV. The camera selection Ωit = (c1t , . . . ,cNt ) for a
camera Ci at time t can be expressed by using Eq. 1.5, such that for i = 1, . . . ,N we have
cit =
 1 if argmax(ρ1t , . . . ,ρNt ) = i0 otherwise . (5.1)
Let us refer to this instantaneous selection as ϒmax herein after. This naive method of selecting the
best camera at each time instant does not typically yield visually pleasant videos. Noisy measure-
ment cause erroneous camera selection decisions and result in poor synthesized video with frequent
inter-camera switching1. Alternatively one can consider a fixed scheduling interval ∆> 1 such that
at the boundary of each interval we select the best-camera Ci based on Eq. 5.1 and then keep it
selected within the interval ∆ [18]. Such camera scheduling strategies work well in scenarios where
the video content remains constant, hence a value for ∆ can be chosen empirically. However if a
large value of ∆ is chosen the camera scheduling will not be suited to dynamic scenarios and smaller
values of ∆ will result in frequent inter-camera switching thus making the video unpleasant. Hence
1Please visit http://www.eecs.qmul.ac.uk/∼andrea/view-selection.html for video results.
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such selection methods are not suitable in scenarios with dynamic content.
We can cater for dynamic content by incorporating temporal information in the scheduling
process, which can be summarised as reducing inter-camera switching while selecting the best-view
most of the time. To this end we propose three variations of this optimization problem: (i) using
a sliding window with the aim to optimize the camera scheduling over the selected window via
dynamic programming (ii) using Dynamic Bayesian Networks for camera network modelling and
(iii) modelling the best-camera scheduling as a Markov Decision Process for QoV optimisation. In
the following sections we describe and discuss each of these methods in detail.
5.2 Camera scheduling using sliding windows
Such camera scheduling acts as a constrained filter that work in a sliding window that spans over a
group of frames, both from past and future. The core of the methods lies in the joint optimisation of
a cost function, that depends on both the QoV and the inter-camera switching, within this window.
Let us represent this temporal window at time t, as [t1, t2] : t1 ≤ t ≤ t2. Let a cost δ (m,n)t be assigned
to a switch from camera Cm to Cn at time t and the reward of selecting the camera Cm at time t be
the QoV ρmt ∈ [0,1]. The goal is to maximise the reward within the interval [t1, t2] while minimizing
the cost of inter camera switching. Formally this optimisation problem for a window at time t can
be expressed as
min
cit
{
t2
∑
τ=t1
(
1−ρ iτ
)
+
t2
∑
τ=t1
δ (m,n)τ s.t. cmτ · cnτ−1 = 1
}
, (5.2)
where δ (m,n)τ is the cost associated to switching from camera Cm to Cn at time τ . Its exact form can
vary based on the task at hand. Authors in [19] define δ (m,m)τ , i.e., the cost of selecting the same
camera for two successive time instances as 0, otherwise an a priori constant value is assigned to
each camera pair. This penalizes jumps from views in adjacent time instants. We refer to such
camera selection as ϒd pm.
In contrast to adding static switching cost, we can approach this optimisation problem by
adding temporal penalties. Formally, at time t, the cost δ (m,n)t for switching from camera Cm to Cn
can be expressed, such that maximum cost of δ (m,n)t = 1 is incurred if Cm is selected for a single
frame and a minimal cost δ (m,n)t ≈ 0 is incurred if Cm is selected for a very long period of time.
This modelling of the cost can be done linearly (Fig. 5.1(a)) or based on a pre-defined distribution
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Figure 5.1: Cost modelling with temporal penalties using a (a) linear modelling or a (b) pre-defined
distribution.
(Fig. 5.1(b)). We refer to such camera selection as ϒgo f .
The optimisation problem in Eq. 5.2 can then be solved using the improved Dynamic
Programming as shown in Algorithm 3. The initial selection at time t = 1 is done by selecting the
best-camera using Eq. 5.1. Then at any time t a window [t1, t2], keeping in consideration the length
of the video sequence, is selected. Given the selected camera Cn, the overall cost ωm,nt1 for selecting
Cn is calculated at each time instance. Finally the camera that minimises this cost over the entire
window is selected as the best camera at time t.
5.3 Camera scheduling using state modelling
ϒmax models best-camera selection in a static fashion, where the evidence ρt is independent of the
selected camera. We incorporate the effects of the selected camera in ϒgo f and ϒd pm by modelling
the optimisation function as described in Eq. 5.2. However in essence the camera-selection decision
is still entirely dependent on the ρt observed from each camera and no smoothing for the best-camera
selection takes place. The best-camera selection process is further affected by the noisy feature
extraction and the uncertainty about how the content can change abruptly. Thus the best-camera
selection process should be able to keep track of the current state of the dynamic environment. This
dynamic modelling of the multi-camera system can be done by modelling the state of each camera
using a random variable at each point of time. The collective snapshot of all such random variables
describes the state of our multi-camera system at each time. In other words each snapshot or “time-
slice” contains a set of random variables, some of which are observable and some of which are
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Algorithm 3 Best-camera selection using Dynamic Programming
N : Number of cameras;
t : Current time instance; T : Total number of frames;
[t1, t2] : Start time and end time for the selected time interval;
δ (m,n)t : Cost of selecting camera Cm given camera Cn is selected at time t;
1: Select best camera Ci at t = 1 using Eq. 5.1
2: for t = 2 to T do
3: for τ = max(t1,1) to min(t2,T ) do . t ∈ [t1, t2]
4: for k = 1 to N do
5: mτ−1 = argmin
m∈1,...,N
[
ω i,mτ
]
6: ωmτ−1,kτ =
(
1−ρkτ
)
+δ (mτ−1,k)τ +ω
mτ−1,k
τ−1
7: ϖkτ = mτ−1
8: end for
9: end for
10: it2 = argmin
m∈1,...,N
ωmt2
11: for τ = t2−1 to t1 do
12: iτ = ϖ
iτ+1
τ
13: end for
14: ci1t = 1 . Best camera at time t is the camera Ci1
15: end for
not.
Let us consider a simple multi-camera system with two cameras (C1,C2). At each time
instant t a single camera can be activated, and the state of the system is represented by a random
Boolean variable Xt ∈ {0,1}. At each time t, a QoV is calculated for each camera which we
represent as ρt . Here both Xt and ρt are N dimensional. We denote a sequence of integers a to
b as a : b, and the notation Xa:b represents the set of variables from Xa to Xb. For example ρ1:3
represents (ρ1,ρ2,ρ3). In a dynamic graphical model the nodes represent the random variables and
the arcs represent the conditional dependence assumption.
Particularly in a Bayesian Network (BN), an arc from node Xt to Xt+1 is treated as: Xt
“causes” Xt+1. Moreover directed cycles are disallowed thus signifying that if Xt causes Xt+1 then
Xt+1 cannot cause Xt . Hence all the graphs are Directed Acyclic Graphs (DAGs). The conditional
independence statement encoded by a BN, known as Markov blanket essentially signifies that a
single node Xt is independent of all the other nodes in the graph given its neighbours. A graphical
representation of this is shown as the shaded region in Fig. 5.2. Neighbours here refer to the node’s
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Figure 5.2: Local Markov property for directional graphical models: A node X is conditionally
independent of all other nodes, i.e., its parents (A1, . . . ,An), its children (B1, . . . ,Bn), and its children
parents (E1, . . . ,En), in the network given its Markov blanket (blue).
parents (A1, . . . ,An), its children (B1, . . . ,Bm) and the children parents (E1, . . . ,Ek). The reason to
include the children parents (E1, . . . ,Ek) can be explained by considering the BN in Fig. 5.3. Ignor-
ing the node C for the time being, we can represent the simple BN as S→W ← R. Let us assume
that all the nodes are binary, i.e., have values in {0,1}. Consider the rain node and suppose its true
(R = 1); if we observe that the grass is wet (W = 1), then it is now less likely that the sprinkler is
on; i.e., if we did not know if it was raining, i.e., P(S = 1|W = 1,R = 1) < P(S = 1|W = 1). Since
the rain has explained away the fact that the grass is wet. Hence R is correlated with its children’s
parent given its children. Hence if we topologically order the nodes (parents before children) as
1, . . .T , we can write this assumption as
P(X1, . . . ,XT ) = P(X1)P(X2|X1)P(X3|X1,X2) · · ·P(XT |X1, . . .XT−1),
=
T
∏
t=1
P(Xt |X0:t−1),
=
T
∏
t=1
P(Xt |ζ (Xt)),
(5.3)
ζ (Xt) are the parents of node Xt . The lack of the initial state X0 at time t = 0 is due to the fact that
we assume that no observation is available at this time and hence a prior probability P(X0) is set at
t = 0.
The second assumption, derived from the Markov-blanket, is that we enforce that our
Chapter 5: Camera Scheduling 83
W
SR
C
W
S
R
Figure 5.3: A simple Bayes net: S = sprinkler, R = rain, W = wet grass. The wet grass can either be
caused rain or the sprinkler.
system is a first-order Markov process. This allows us to handle large number of parents for a
given node. Formally it can be represented as
P(Xt |ζ (Xt)) = P(Xt |X0:t) = P(Xt |Xt−1). (5.4)
The state evolution is entirely governed by the transition model given by the conditional distribu-
tion in Eq. 5.4. Similar constraints can be added for the observation model as:
P(ρt |X0:t ,ρ0:t−1) = P(ρt |Xt). (5.5)
Finally the joint distribution over all the variables for any finite time period T is given as
P(X0,X1, . . . ,XT ,ρ1, . . . ,ρT ) = P(X0)
T
∏
t=1
P(Xt |Xt−1)P(ρt |Xt) (5.6)
It is worthwhile to mention here that in a Dynamic Bayesian Network (DBN), the topol-
ogy of the connections between the state X and the observation variables ρ and between successive
slices needs to be defined. Note that the term “dynamic” means we are modelling a dynamic system,
not that the network changes over time. Thus it is convenient to specify these connections for the
first slice only and then the complete DBN for T time slices can be constructed by copying the first
slice. Also we consider our system to be on-line, meaning that at time t we do not have knowledge
of the state and the observation variables at (t+1) : T .
The inference that we formulate from the DBN is the task of estimating the belief state,
which is the posterior distribution over the current state given all the evidence to time t and is
represented as P(Xt+1|ρ1:t+1). This can be regarded as a two-step approach, first the current state
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Figure 5.4: Sample Bayes network unrolled for T = 3 time slices. Coloured nodes represent the
state and clear node represent the observations.
distribution Xt is projected forward from t to t +1, then it is updated using the new evidence ρt+1.
Formally
P(Xt+1|ρt+1) = P(Xt+1|ρ1:t ,ρt+1), (5.7)
= ϕP(ρt+1|Xt+1,ρ1:t)P(Xt+1|ρ1:t), (5.8)
= ϕP(ρt+1|Xt+1)P(Xt+1|ρ1:t). (5.9)
Here Eq. 5.7 breaks up the evidence ρ1:t+1 to the two components ρ1:t and ρt+1 and the Bayes rule
is applied in Eq. 5.8, where 1/ϕ = P(ρt+1|ρ1:t) is is a normalisation term. Finally, the first part of
the Eq. 5.9, P(ρt+1|Xt+1) is obtained using the Markov constraint of Eq. 5.5, and the second part
P(Xt+1|ρ1:t) is a one-step prediction of the next state which can be obtained by conditioning the
current state Xt . Hence we can re-write the above equations as
P(Xt+1|ρt+1) = ϕP(ρt+1|Xt+1)∑
Xt
P(Xt+1|Xt ,ρ1:t)P(Xt |ρ1:t), (5.10)
= ϕP(ρt+1|Xt+1)∑
Xt
P(Xt+1|Xt)P(Xt |ρ1:t), (5.11)
where Eq. 5.11 again uses the Markov constraint offered by the Markov blanket Eq. 5.4 making it
independent of its children (ρ1:t). Please note that the summation in Eq. 5.11, this is because there
are multiple cases and we aim to sum up the probabilities of all such cases. The second part of the
summation is the current state distribution. Considering our simple 2-camera network represented
by the unrolled version of the DBN as shown in Fig. 5.4. As only one camera can be selected
at time t, the state of the camera-system can be represented by the Boolean random variable Xt ,
where Xt = 1 indicates that C1 is selected. The state nodes are shown in colour and the clear nodes
Chapter 5: Camera Scheduling 85
represent the observed QoV. For the sake of simplicity let us for now assume that the observation
ρt at any time t, can also be modelled using a binary random variable. For completeness we model
ρt = 1 if ρ1t ≥ ρ2t and ρt = 0 otherwise. Starting from t = 0, Let us start with the prior belief that
P(X0 = 1) = 0.5 and P(X0 = 0) = 0.5 then at time t = 1, the prediction from t = 0 to t = 1 can be
given as
P(X1) =∑
X0
P(X1|X0)P(X0) =
 0.7
0.3
0.5+
 0.3
0.7
0.5 =
 0.5
0.5
 .
Given that ρ1t ≥ ρ2t , hence we can update the prediction for t = 1 as
P(X1|ρ1) = ϕP(ρ1|X1)P(X1) = ϕ
 0.9
0.2
 ·
 0.5
0.5
= ϕ
 0.45
0.1
≈
 0.818
0.182
 .
Please note that the observation probabilities for the normalisation constant 1/ϕ = P(ρt+1|ρt) are
modelled using a Gaussian distribution. At t = 2 the prediction from t = 1 to t = 2 is given as
P(X2|ρ1) =∑
r1
P(X2|X1)P(X1|ρ1) =
 0.7
0.3
0.818+
 0.3
0.7
0.182 =
 0.627
0.373

and updating from the evidence from t = 2 assuming again that ρ1t ≥ ρ2t
P(X2|ρ1,ρ2) = ϕP(ρ2|X2)P(X2|ρ1) = ϕ
 0.9
0.2
 ·
 0.627
0.373
= ϕ
 0.565
0.075
≈
 0.883
0.117

Thus the probability of selecting camera C1 increases from time t = 1 to t = 2 making our simple
2-camera system to be resilient to switching, demonstrated by the increase in the state likelihood.
Next let us look at a more complicated system with N > 2 cameras, in that case Xt can N values
and instead of ρt being two dimensional is now N dimensional. The network structure consisting of
N + 1 nodes (an additional node for the absorption stage) using the adjacency matrix. This matrix
is created using the camera configuration thus defining the possible state transitions (e.g Fig. 5.5).
The parameter learning for each node is based on Expectation Maximization (EM) algo-
rithm [76]. The training is performed for each state up to n iterations or until the change in log
likelihood is less than a threshold η = 10−100. The likelihood for each state is calculated by ap-
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Figure 5.5: Bayes network defining the adjacency between the cameras where Ci is the ith state and
ζ (.) are its parents.
plying marginalization. The the camera selection probability for each camera can be represented
as
ν it =Ω(ρ
i
t |P(X it ))P(X it ) (5.12)
where Ω(.) is assumed to be Gaussian and P(X i) is the prior on the state. The final camera selection
(c1t , . . . ,c
N
t ) for a camera C
i at time t can be expressed by using Eq. 1.5, where G is argmax over
ν and ν is the state likelihood calculated from 5.12. Formally for the camera Ci at time t where
i = 1, . . . ,N we have
cit =
 1 if argmax
(
ν1t , . . .ν it
)
= i
0 otherwise
, (5.13)
5.4 Camera scheduling using utility maximisation
The transition from a selected camera Ci at time t, if the next selected camera is C j, can be consid-
ered as an action that is taken over the camera space. This action has some reward/cost associated
to it. Such action-reward modelling can be done using a Partially Observable Markov Decision
Processes (POMDP). A POMDP can be defined by the influence diagrams shown in Fig. 5.6. Let
the state of a camera Ci at time t be represented as sit ∈ R+, where the state space for the POMDP
is S = [0,1]. Thus the state for the multi-camera system at time t can be expressed as
st = (ρ1t , . . . ,ρ
N
t ) ∈ (R+)N . (5.14)
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Figure 5.6: Influence diagram describing a POMDP model. Rectangles correspond to decision
nodes (actions), circles to random variables (states) and triangles to reward nodes. Links represent
the dependencies among the components. st , Ωit , ψt , and u(.) denote the state, action, observation
and reward at time t. Information states (It and It+1) are represented by double-circled nodes. (a)
Note that an action at time t depends on past observations and actions, not on the states. (b) An
action choice (rectangle) depends on the current information state only.
Let the action space be represented by C and the action at any time be represented by the camera
transition as c jt → cit+1. Then the reward u(st ,cit) of selecting a camera cit ∈C, given the state st can
be represented by the one-step reward function of Eq. 5.2 as
u(st ,cit) = αρ
i
t +(1−α)ϑ it , (5.15)
where α ∈ [0,1] is a scaling factor and ϑ ∈ {0,1} is defined based on the previously selected camera
ϑ it =
 1 if cit−1 = 10 otherwise (5.16)
It should be noted that if α = 1, u(st ,cnt ) = ρnt thus converting this utility into the quality
score (Eq. 4.9). Hence the system will select only the best camera over a temporal window without
introducing any smoothing. The one-step cost function described in Eq. 5.15 is an integrated metric
that accounts for both camera switching and the observability of features given by the accumulated
quality score at each time k. The state space of a POMDP is continuous and estimating the current
state from such a large state space is computationally intractable. Thus approximate solutions for
state estimation are formulated [57]. These solutions assume that the space S is quantized with
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a factor g such that the quantized state is represented as sdt = g.st , where g = (g1,g2, ...,gS) and
gk+1 > gk, with k ∈ [1,S]. For clarity, we will drop the superscript d from sdt and refer to this
discrete state as st .
The solution to the POMDP is a policy that can be represented as pi = {µ(p(st |It))} such
that for each t, µ(p(st |It)) is a state feedback map that specifies an action cit → c jt+1 on C depending
on the belief state probability p(st |It). A graphical representation is shown in Fig. 5.7 where the
posterior probability distribution of the state st is conditioned on the observable history It such that
It :=
 p0 if t = 0(p0,ϖ0, . . . ,ϖt) otherwise (5.17)
Here ϖt = (Ωit ,(ψ1t , . . . ,ψNt )), where p0 is the initial probability distribution and ψ it ∈ Ψ is the
observation from Ci, drawn from the observation space Ψ, given by the observation equation as
ψ it = h(s
i
t ,wt), (5.18)
ψt = (ψ1t , . . .ψ
N
t ), (5.19)
where h represents the observation map and wt represent the randomness in the observations at time
t. We assume that wt is an independent and identically distributed (iid) random variable with zero-
mean Gaussian distribution. Then the sequence of states within the POMDP are generated such that
at time t = 0 the system starts at an initial unobservable state s0 with the given initial distribution
p0. If at any time t, the system is in state st ∈ S, and taking an action c jt−1→ cit (selecting the camera
Ci given that the camera C j was selected at the previous time instance t−1) takes the system to the
next state st+1 ∈ S and an immediate reward u(st+1,Ωit) is achieved. This state transition is governed
by the state transition equation
st+1 = f (st ,Ωit ,vt), (5.20)
where f and vt represent the state dynamics and randomness in the state transitions, respectively.
Since the state equation st is composed of two segments, the state dynamics (Eq. 5.20) can be
decomposed as f (st ,Ωit ,vt) = [ f s(st ,vt), f c(Ωit)]. All the components of f c(Ωit) are 0 but the ith
component that corresponds to the selected camera Ci. The specific form of f s represents the model
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Figure 5.7: Belief state distribution for three consecutive time steps. Please note that It(cnt ,c
m
t+1)
signifies the observable history It given cnt = 1 and c
m
t+1 = 1.
for the QoV evolution which we approximate with a Gaussian distribution [13] as
ρ it =N (µ
i,Σi,ψ it ), (5.21)
where µ i and Σi are the mean and the covariance of the Gaussian modelN for Ci.
Please note that the belief state probability p(st |It), i.e., the probability of being in state st ,
is the posterior probability distribution of state st conditioned on the observable history It . Then the
estimated belief state probability s¯t+1, given st after selecting camera Ci, and observing ψt is given
by the Bayes’ rule as
s¯t+1 = η p(ψt |st ,cit)∑
st∈S
p(st |ψt ,cit)p(st |It), (5.22)
where η−1 = p(ψt |p(st |It),cit) is a normalizing constant.
The next step calculates the optimal value µ∗(p(st |It)) and the optimal policy pi∗ that
constructs the value to action mapping
pi∗ : µ∗(p(st |It))→ C (5.23)
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These can be estimated using the Bellman equations [77]:
µ∗(p(st |It)) = max
ci∈C
∑
st∈S
u(st ,Ωit)p(st |It)+ γ ∑
ψt∈Ψ
 p(ψt |p(st |It),cit)
µ∗(p(st+1|It+1))
 , (5.24)
where γ ∈ [0,1] is a discount factor and the corresponding optimal policy selects the value-maximizing
action as
pi∗(p(st |It)) = argmax
ci∈C
∑
st∈S
u(st ,Ωit)p(st |It)+ γ ∑
ψt∈Ψ
 p(ψt |p(st |It),cit)
µ∗(p(st+1|It+1))
 . (5.25)
The optimal value function in Eq. 5.24 or its approximation can be computed using the
value iteration algorithm [78]. As demonstrated in [79], the optimal value function µ can be deter-
mined within a finite horizon by performing a sequence of value-iteration steps assuming that the
sequence of estimates converges to the unique fixed-point solution. To this end we need to rewrite
Eq. 5.22 in the value-function mapping form. Let the real-valued bounded functions µ∗ be such
that value function mapping H for all information states can be written pi∗ = Hµ∗ and the value
mapping function H can be written as
(Hµ)(p(st |It)) = max
Ci∈C
h(p(st |It),Ωit ,µt), (5.26)
where H is an isotone mapping and such that value-functions are estimated per each iteration as:
h(p(st |It),Ωit ,µt) = ∑
st∈S
u(st ,Ωit)p(st |It)+ γ ∑
ψt∈Ψ
∑
st∈S
 p(ψt |p(st |It),cit)
µ∗p(st+1|It+1)
. (5.27)
The error in the belief state is estimated using the error in the estimated and observed belief state
g(st ,Ωit) = E[‖st − s¯t‖2]+ (1−u(st ,Ωit)). (5.28)
Ideally this should continue until g(st ,Ωit) = 0. However, in practice, we stop this estimation after n
iterations, well before it reaches the limit solution (10−100). Finally, camera selection is performed
∀ t using the belief-to-action mapping of Eq. 5.24.
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Figure 5.8: Total number of frames for which a camera is selected by each of the methods.
5.5 Experimental results
In this section we provide the experimental results for the best-camera scheduling frameworks dis-
cussed above. We only consider the ρt of MVG here. This decision is motivated due its dynamic na-
ture as compared to RBR allowing us to handle dynamic scene. Moreover as discussed in Sec. 4.5,
RBR is more suited in surveillance settings where it is required to switch to the most important
(best) camera instantaneously, allowing the security personnel to the view the best-camera. Thus
ϒmax might be suited more for the best-camera selection based on the output of RBR, as is shown
in Fig. 4.11(g) and Fig. 4.12(g). In the following sections we describe the experimental set up and
the evaluation results of the proposed frameworks and provide their comparison among themselves
and with the baseline method ϒmax and the method proposed in [19] which we label as ϒd pm. We
also provide subjective evaluation in the form of a Turing test and objective comparison with the
manual best-camera selection done by non-professional users.
5.5.1 Experimental setup
We test all the camera selection frameworks in the sports scenario only, as the effect of frequent
inter-camera switching versus the best-camera selection is more visible in such scenarios. In partic-
ular we use the basketball set up with the five side cameras from Fig. 3.14, with 24,075 frames per
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Figure 5.9: Precision and recall of the for the effect of α on the number of switches. The time
range (±t) represents a window of time. Within this window if both the ground truth (GT) and the
system incur a switch (to the same camera), it is a True Positive (TP), if the system switches but GT
does not or they switch to a different camera it is a False Positive (FP) and the GT switch remains
unmapped. The number of unmapped GT switches is represented as False Negatives (FN).
camera. This dataset refers to almost a quarter (15 minutes) of the basketball dataset. Out of these,
100 frames per camera were used for training the system. The training frames for a particular cam-
era refer to the frames when that camera was selected in ϒgt . For the selected ground truth interval
the durations for which each camera is selected is given in Fig. 5.8 (orange). For comparison only,
we also provide the number of frames for which each camera is selected by the other proposed and
base-line methods. We see that in all the methods under analysis and ϒgt C1 is selected for the least
number of frames. This is due to the fact that there exist at least three other camera views C2, C3,
and C5 which have high overlap with C1 and have a closer view of the scene. C4 is the most selected
camera in all the methods as it is the only camera looking at the right-hand side of the basketball
court. Thus as a simple inference of this analysis one can choose to remove C1 and C3 or re-orient
them allowing is to better orient and place the cameras.
The adjacency matrix which defines the possible camera transitions in ϒdbn and is used to
construct the DAG is given as: 
1 1 0 1 1
0 1 1 1 1
0 0 1 0 1
0 0 0 1 1
0 0 0 0 1
 (5.29)
The sliding window for ϒd pm was chosen as [t−1, t+H], so as to replicate the method
proposed in [19], whereas the sliding window for ϒgo f was selected as [t+H/2, t−H/2]. The value
for H was empirically chosen as 25 which corresponds to 1 second of the video. The cost modelling
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Figure 5.10: Selection output for different methods for camera selection. (Key. Blue: ϒgt ; brown:
ϒmax; black: ϒd pm; cyan: ϒgo f ; red: ϒdbn; pink: ϒutil).
for temporal windows was done using Fig. 5.1 (b). To determine the optimal value of α , in Eq. 5.15
for ϒutil , it is varied from 0 to 1 and the effect of smoothing versus best view selected is observed
as shown in Fig. 5.9. The three colours (blue: 0, red: ±3, green: ±5) represent the frame span for
the decision. Within this frame span if both, ϒgt and ϒutil incur a switch to the same camera, it is a
True Positive (TP), if the ϒutil switches but ϒgt does not or they switch to a different camera it is a
False Positive (FP) and the ϒgt switch remains unmapped. The number of unmapped GT switches
is represented as False Negatives (FN). The results are represented in the form of precision( TPTP+FP )
and recall ( TPTP+FN ). We see from Fig. 5.9(a), that the highest precision is obtained around α = 0.8,
whereas the highest recall (Fig. 5.9(b)) is around α = 0.9. Finally we selected α = 0.8 in the one
step cost function of Eq. 5.15, implying that 80% contribution should come from the quality score
and 20% should be enforced towards view smoothing. Please note that in the following section
object refers to players and referee only.
5.5.2 Comparison
To evaluate the performance of the proposed (ϒgo f , ϒdbn, ϒutil) and the baseline methods (ϒmax,
ϒd pm) we compare them to the manually generated ground truth (ϒgt) generated by 11 non-professional
users for approximately 4 minutes of the video and the mode at each time was taken as the refer-
ence ground truth for the selected camera2. Figure 5.11 shows sample results of the methods under
analysis. The three frames (from each camera) are highlighted in the graph shown in Fig. 5.10 as
(a), (b) and (c). Starting from Fig. 5.11 (a), most of the players are seen by C2, C3 and C4, whereas
C1 sees only one player and the view from C5 is empty. However as most of the objects are on the
right hand side of the court and when viewed from C2 and C3 have relatively smaller sizes, C4 is
2ϒgt from Sec. 4.4.2
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C1 C2 C3 C4 C5
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
(a)
C1 C2 C3 C4 C5
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
(b)
C1 C2 C3 C4 C5
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
ϒgt ϒmax ϒd pm ϒgo f ϒdbn ϒutil
X X X X X X
(c)
Figure 5.11: Examples frames from each camera and view selected by the proposed approach.
Comparison of selected cameras from different methods for the five time instances annotated as
(a), (b) and (c) in Fig. 5.10. The same colour coding as Fig. 5.10 is used to highlight the selected
camera.
selected by all the selection methods and ϒgt . When the players start moving from the left to right
in Fig. 5.11 (b), C1 is selected by ϒgt for it shows a zoomed out version of the left side of the court
allowing to see the placement of the players as they move in its field of view. Based on ϒmax, C1 is
indeed the best camera as it sees the maximum number of objects at a reasonable size (as compared
to C2). ϒutil is able to correctly select this camera, while ϒdbn, bound by the transitions allowed in
the adjacency matrix (see Eq. 5.29) has to switch from C4 to C2 and then to C1, selects C2. ϒgo f and
ϒd pm selects C2 as well, as it sees the entire basketball court from the side and has higher accumu-
lation of the object score over time. Finally, in Fig. 5.11 (c), players have taken up positions in the
left hand side of the court leaving C4 empty. According to the ϒgt the best camera is C2, which is
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Table 5.1: Comparison of camera selection approaches on different feature sets. The numbers
represent the % of frames selected by a specific approach on a particular feature vector composition
that overlaps with the reference selection ϒgt . (Key. ϒmax: maximum-score-based; ϒd pm : DP-
based [19]; ϒgo f : optimization-based; ϒdbn : state-modelling based; ϒutil: utility based; F1−F15:
feature vector compositions; Jit : number of objects; |dit |: amount of motion; E it : accumulated object
score; Θit : event score)
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15
Fe
at
ur
es
Jit X X X X X X X X
|dit | X X X X X X X X
E it X X X X X X X X
Θit X X X X X X X X
M
et
ho
d
ϒmax 16.24 68.14 30.65 28.14 83.17 41.38 36.16 73.65 84.17 48.43 81.65 83.17 86.23 49.52 88.13
ϒd pm 4.49 70.17 24.26 17.89 78.13 40.52 27.26 83.72 74.46 47.93 83.72 82.14 74.59 45.97 83.80
ϒgo f 4.18 69.99 32.71 21.89 70.65 43.46 34.15 76.61 72.69 44.85 74.22 72.71 68.14 41.27 78.14
ϒdbn 3.39 68.37 28.14 28.37 80.17 38.39 30.39 79.37 74.37 53.06 88.42 81.34 86.53 48.49 91.35
ϒutil 4.39 70.21 29.46 32.31 81.31 48.23 30.07 78.80 78.29 44.09 88.97 83.85 90.27 51.73 95.42
also selected by ϒdbn. The best camera based on the QoV as selected by ϒmax is C5 and ϒutil while
ϒgo f and ϒd pm remain on the same camera C2.
5.5.3 Effect of features on camera scheduling
The overlap between ϒgt and the results of the methods under analysis is shown in Table 5.1 as a
function of the selected features. It can be seen that the choice of features has an impact on the
overlap score. For instance, when we use only the number of objects, Jit , in the view of each camera
(F1), there is a very small overlap. This is due to the camera layout (Fig. 3.14) as C2 observes the
whole basketball court and thus it is selected most of the time. In comparison F2, which only uses
the amount of motion |dit |, has a larger overlap for all methods as the amount of motion can be
treated as an indicator of the significance of the content. However, as discussed earlier, it does not
compensate for events that do not considerably affect the motion in the view (for instance the ball
being thrown to the basket). Moreover, it is very sensitive to noise due to illumination changes and
using it alone is not always appropriate. Similarly, the use of event information Θit alone, F4, is not
a reliable feature as events may be very sparse in time and can thus lead to decision points that are
far apart in time. In F3, the accumulated object score E it , that includes the object size and location
information has generally a larger overlap than F1. However these features are local, depend on the
objects only and do not take into account any event information.
From F5 to F10, we couple features. When |dit | is used (F5, F8 and F9) a larger overlap is
achieved. In comparison, F7 has the smallest overlap as it only takes into account the number of
objects and the event score. These features as described earlier, are either too sparse to be used alone
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Table 5.2: Mean error in the number of switches per second of the automatically generated videos,
compared to the ground truth. Please note that ∆ has no effect on ϒgo f and ϒd pm as they operates on
a sliding temporal windows and the mean error 0.019 and 0.024, respectively remains unaffected.
∆
Method
ϒmax ϒdbn ϒd pm ϒgo f ϒutil
1 1.394 0.188 0.019 0.024 0.047
5 0.404 0.183 0.019 0.024 0.047
10 0.197 0.132 0.019 0.024 0.038
15 0.141 0.103 0.019 0.024 0.038
20 0.075 0.089 0.019 0.024 0.014
25 0.061 0.066 0.019 0.024 0.009
(F4) or misleading as they would favour the selection of the camera with the maximum number of
objects (Jit ). If we include the amount of motion along with these features as in F12, the overlap
for all the methods is significantly increased as compared to F7 and F2. However, when they are
included with E it (F14), the increase in the overlap percentage is limited. The largest overlap is
achieved when all the features are used together (F15), where ϒutil has the largest overlap. The
percentage overlap for ϒgo f is the smallest as it has the minimum number of switches but does not
always select the best-view (see Fig. 5.10, black). In comparison ϒmax, although presents more
switches, still operates around the best view (see Fig. 5.10, brown).
5.5.4 Inter-camera switching
To evaluate the effectiveness of smoothing introduced by the proposed approach we compare it with
the other methods in terms of mean error in the average number of switches per second. In this
experiment we introduce the scheduling interval ∆ such that the decision is taken every ∆ frames.
This results in reducing the number of switches.
Table 5.2 shows the obtained result where the mean error in the average switches per
second for ϒmax reduces from 1.394 to 0.061 as τ increases from 1 to 25. In the case of ϒutil the
error decreases from 0.047 to 0.009 only. For ϒdbn this mean error decreases from 0.188 to 0.066.
The scheduling interval has no effect on ϒgo f as it operates on a temporal window and the mean error
0.024 remains unaffected. This shows that the proposed approach reduces the number of switches
without the need of introducing an additional parameter which may need to be adjusted based on
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Figure 5.12: Camera selection comparison of the three approaches under analysis for 2 seconds of
video. Row 1: ϒmax. Row 2: ϒdbn. Row 3: ϒutil . (Frame numbers: (a) 517, (b) 521, (c) 530, (d)
548, and (e) 560).
the dynamics of the scene.
Figure 5.12 shows the improvement achieved via temporal smoothing using the proposed
approach from frame 517 to frame 560. Figure 5.12 (a-e) shows 6 switches between C1 and C5 for
ϒmax. Using ϒdbn and ϒutil there is only one switch. However in ϒdbn this switch occurs after 59
frames, whereas in ϒutil this switch occurs at the 48th frame. This is due to the fact that ϒutil is able
to predict the next state and is able to switch to show the best view before any information is lost.
However the ball is passed outside the view of the camera (Fig. 5.12 (d) row 2) when using ϒdbn.
5.5.5 Subjective testing
To evaluate the automatically generated videos we performed a subjective test (a Turing test) using
8 videos of 5000 frames at 25 frames per seconds and 31 subjects. Out of these 8 videos, 3 videos
(M1 - M3) were generated manually by different (non-professional) users, 5 videos were generated
by using ϒmax, ϒd pm, ϒgo f , ϒdbn and ϒutil . The manually generated videos were ranked such that
the total number of switches in the end video were increasing (M1 (58), M2 (63), M3 (109)). The
motivation behind using non-professional users rather than video production experts was to gauge
how well the system performs as compared to non-professional users. Moreover It can be assumed
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Table 5.3: Summary of the subjective evaluation results based on the Turing test. “Turing %”
represents the percentage of subjects who classifed the video as manually generated.
Method
Classified as Classified as
Turing %manual automatic
M1 29 2 93.55
M2 25 6 80.65
M3 19 12 61.29
ϒmax 0 31 0.00
ϒd pm 16 15 51.61
ϒgo f 13 18 58.06
ϒdbn 24 7 77.42
ϒutil 26 5 83.87
that the videos generated by experts would be clearly identifiable by the 31 subjects, assuming that
they are used to watching such productions.
Each subject was asked to decide, for each video, whether it was generated manually (by
a human) or automatically (by an algorithm). The results of this subjective evaluation are shown in
Table. 5.3. We notice that 83.87% of the subjects misidentified the video automatically generated by
ϒutil as manually generated. None of the subjects selected the video generated by ϒmax as manual,
whereas 93.55%, 80.65% and 61.29% of the subjects were able to correctly identify M1, M2 and
M3, respectively as manually generated video.
We checked the statistical significance of results obtained based on this subjective testing.
Our null hypothesis (HO) is defined as “videos are all generated by humans” (Turing % = 100)
against the alternative that “some videos are generated by humans”. We applied the t-test [80]
on the results and statistical significance was achieved at the standard 5% significance level with
p = 0.0069, where p is the probability of null hypothesis to be true.
5.5.6 Computational complexity
Figure 5.13 shows the execution time for the methods under analysis, broken down for each major
block, for 5 camera (C1−C5). The time for each block was calculated on an Intel core i5 3.33 GHz
Pentium dual core using mostly a non-optimized serial Matlab implementation. The only part that
was optimized was for motion vector extraction which was implemented using C++ and OpenCV.
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Change detection, multi-layer projections and object detection took 0.748 seconds in total with
the maximum time (0.418 seconds) taken by multi-layer projection and 0.162 and 0.169 seconds
taken by change- and object detection, respectively. In this particular implementation 20 planes
parallel to the ground plane were taken with 5 cameras. If we increase the number of cameras to 7
the time increases to 0.821 seconds. Similarly, by doubling the number of layers, with 5 cameras
the execution time increase to 0.957 seconds. However as the object detection is performed on the
ground plane on the fusion mask, there is no effect on the time taken by this module if the number of
layers or the number of cameras is changed. Moreover, the time reported here for change-detection
( 0.162 ) is for 5 cameras, which is directly dependent on the size of image and the number of
cameras. The average time per camera per frame for an image of size 1200× 1600 was 0.0337
seconds. When the image size was halved (600× 800) the time taken is reduced to 0.029 seconds
and a further size reduction in the image size 400×300 the average time per camera per frame for
background-subtractions is reduced to 0.0875.
The object-centric feature extraction modules (size and position) took variable amount of
times per frame, given the number of objects in the frame. Per object, the time taken was negligible
(≈ 0). However frame-centric feature extraction modules, i.e., event detection using motion infor-
mation took 0.037 seconds per frame, for 5 cameras. Similar to change detection, the time taken for
motion vector extraction was dependent on the image size, the macro-block size, the search window
size and the size and the number of detectors. However for motion vector extraction we used a C++
mex implementation. Similar to object-centric feature extraction the object-ranking modules were
dependent on the number of objects in the frame. The average time taken per object was 0.008 sec-
onds, assuming an average of 10 players per frame. The QoV estimation using MVG takes on the
average 0.016 seconds per frame per camera. Given our serial implementation this time adds up to
0.016×5 = 0.08 seconds for the 5 cameras which can be avoided using a parallel implementation.
Finally for camera scheduling, each method was evaluated with 5 cameras and it was
found that the maximum time (0.366 seconds) was taken by ϒd pm where a temporal window of
[t−1, t+H] [19] was used. In comparison, when using a smaller sliding window [t+H/2, t−H/2]
, this time was reduced to 0.346 seconds per frame for ϒgo f . If the number of cameras was changed
by 2 i.e., Nnew = N±2, the time taken changed by 0.013 and 0.011 for ϒd pm and ϒgo f respectively.
In comparison the camera scheduling using state-modelling via DBN ϒdbn took half this time and
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took on the average 0.146 seconds per frame for 5 cameras. However if the stopping criteria (η)
for the EM is lowered or the number of maximum iterations are varied this execution time can
be further reduced. The shortest time was taken ϒutil which took only 0.062 seconds per frame
for 5 cameras. The latter being an optimisation process was found to be more memory hungry
and changing the number of cameras to Nnew the change in the execution time was negligible.
Hence, given an optimized GPU implementation [81] for the multi-layer projections, the POMDP
solutions and parallelization of the change-detection module the entire camera selection process can
be done in real time. Using a GPU can reduce execution times by 70%3. Moreover a parallelized
implementation can further reduce the execution time by the number of cameras for the feature
extraction module which makes up for more than 70% of the execution time. Thus for the system
to be used in real time these improvements should be considered.
In broadcast scenarios, particularly in sports a delay of 5-10 seconds in broadcast is usu-
ally inserted to have control over ”live” content. However this is a buffer, inserted at the start of the
broadcast and the subsequent processing has to be done real time. The conventional frame rate is 25
frames per second which would be the upper bound for this system to be implemented in real time.
5.6 Summary
In this chapter we have discussed three approaches for camera selection: the first approach (Group
of frames Sec. 5.2) analyses the content score for a group of frames and a selection is made such that
the overall score is maximized. The two later approaches (Sec. 5.3 and 5.4) treat the camera network
as a Bayesian network where the selection of a camera at any time corresponds to the selection of the
most likely state. The underlying difference between the two approaches is the ability of POMDP
as compared DBN is to model the action taken as a part of the state. The approaches mentioned in
this chapter are independent of the selection of features.
This chapter also presented and discussed the results and the evaluation of our proposed
best-camera selection algorithms. We have then evaluated the content ranking stage by providing
the results on on multiple real and synthetic multi-camera setups. We have demonstrated the results
of the proposed camera selection techniques on a real basketball match. We demonstrate through
subjective and quantitative evaluation that the best results are obtained when we take into account
3http://www.nvidia.com/object/cuda showcase html.html
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Figure 5.13: Relative execution time for each module of the proposed video production approaches.
the selected camera as well as the QoV.
Chapter 6
Conclusions
6.1 Summary of achievements
In this thesis we have addressed the best-camera scheduling framework as a three tier approach,
namely: content analysis; content ranking and best-camera selection.
We first discussed methods for object detection in single- and multi-camera settings. The
proposed algorithms are evaluated on a real basketball dataset using standard evaluation metrics
(MODA and MODP). It was found that we have a detection accuracy of 0.68 and 0.78 and precision
of 0.78 and 0.89 for the single and multi-camera detection algorithms, respectively. It should be
noted that the subsequent content ranking and best-camera selection steps do not require accurate
detections and any “object-like” detection is of significance to the content-ranking stage. Follow-
ing this we demonstrated a representative framework for the extraction of features of interest. These
features include the size of the targets, their positions and their proximity to a point of interest within
the site. Interaction of the objects with the site are also automatically detected using (i) a Hidden
Semi-Markov Model with duration distribution that generates a sequence of activities performed by
each target using Viterbi decoding [63] (ii) local motion feature modelling within spatio-temporal
detectors. We evaluated the proposed event detection method using local motion feature modelling
on sports and surveillance datasets with encouraging results. It was also ranked first in TRECVid
2010 evaluation campaigns for Surveillance Event Detection for the detection of the running-person
task. We also proposed a framework for audio event recognition and tested it on a quarter of a real
basketball match (14 minutes with 17 events) with high precision (0.77) and recall (0.83). Given
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the extracted features, we presented two novel content-ranking strategies. The first technique, Rout-
ing Based Ranking (RBR) uses a weighted fusion of features to generate a frame-level rank for
each view, whereas the second technique Multi-Variant Gaussian (MVG) generates view-dependent
ranking information using a multivariate Gaussian distribution. We demonstrate that the RBR is
suited for surveillance scenarios with less crowd density and requires an apriori weight assignment
whereas MVG is more relaxed as each feature is normalized on its own feature space.
Finally for best-camera scheduling, we demonstrated that to generate visually pleasant
and intelligible videos frequent cuts from one view to another should be avoided while aiming to
select the best view most of the time. Initially we extend a state of the art method [19] which
performs joint optimization of the cost function that depends on both the view quality and the
view transition smoothness so that a pleasing best-view video sequence can be composed. Our
extension to this method was in particular the cost function that spans over the past as well as future
information and takes into account the “boredom” factor associated with staying on one camera
for too long. We motivated the need for the inclusion of the selection decision into the ranking-
strategy and proposed two frameworks for dynamic best-camera selection. In the first framework
we modelled the best-camera selection as a state sequence via Directed Acyclic Graphs (DAG)
designed as a Dynamic Bayesian Network (DBN), which encodes the contextual knowledge about
the camera network and employs the past information to minimise the inter-camera switches. In the
second method we use the past as well as the future information in a Partially Observable Markov
Decision Process (POMDP) where the camera-selection at a certain time is influenced by the past
information and its repercussions in the future. We provided comparison between the proposed
approaches and various baseline approaches. The effectiveness of the proposed method is also
demonstrated using subjective testing via Turing tests.
The first novelty and major contribution of this thesis lies in the representation of the
information content in the form of quantifiable metrics. The bulk of the works in the state-of-
the-art rely on a single feature to identify. For instance, the best-camera would be the one with
most people in its view. Some works use multiple features with weighted fusion of features which
is suited to simple scenarios where the motion and the activities of the people can be predicted.
However in dynamic situations as the basketball scenario discussed in this thesis, these approaches
are ineffective. We demonstrate that using the proposed content-ranking modules we can map the
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information, such as the number of people, size, motion, activities and so on, to a single quality score
which we introduce as QoV. This score can be used for video summarisation, where video segments
of higher interest have a higher score than the rest of the video. Moreover using this QoV we can
rank cameras in terms of “how well each camera observes the site?”. This ranking is in turn used for
best-camera scheduling which leads to the second novel contribution of this thesis, i.e., to select the
best camera most of the time and avoid frequent inter-camera switching. We demonstrate that this
problem can be treated as an optimisation problem, where given the camera network architecture,
the past QoV’s and the current best-camera, we can predict the next best-camera. We demonstrate
that using the proposed framework we can produce videos that are good enough to pass as amateur-
like videos.
6.2 Future work
A summary of possible future extensions of the proposed work is provided below.
• In general, we can extend the feature set by including more events and adding the direction
of arrival sound to the proposed framework. This can assist in the localization of objects of
interest, e.g., a man shouting at the airport or a referee blowing the whistle. Particularly in
sports, ball detection can also benefit from this, given that the bouncing of the ball can be
localized in both space (where) and time (when).
• The proposed framework could be enhanced by explicitly accounting for dependencies among
features. It could be considered as a multi-objective optimization problem using more sig-
nificant features and dynamically disabling redundant features. Here feature significance can
loosely be defined as the effect it imparts upon the final camera ranking. Similarly redundancy
between two features is defined as the similarity of the effect that they individually (or as a
pair) impart upon the final camera ranking.
• The camera selection frame work could be extended to active cameras for view planning and
camera placement. This extension would involve the substitution of the binomial CPD with a
multinomial in the case of DBNs, whereas when using POMPD we can extend the hyper-plane
belief-state to a multi-dimensional simplex where each dimension would control a parameter
(pan, tilt and zoom) of the active camera. Such framework would require a master-slave cam-
era configuration (see Fig. 2.5) and real-time implementation of the proposed method.

Appendix A
Ball Detection
A.1 Introduction
Ball detection methods generally estimate the position of the ball using spatial features such as
colour, shape and size. Moreover, several approaches perform an additional temporal smoothing
to filter out incorrect estimates. Methods based on spatial features generally perform an exhaustive
search for a set of features such as colour, shape and size. Predetermined ranges of size and colour
histograms can be used to estimate candidate locations of the ball [62]. Assuming the motion of
the ball is linear, a binary map is generated where all “true” values correspond to potential can-
didate regions. This approach can be further extend to include object segmentation [82]. Circle
detection methods such as Circular Hough Transform (CHT) can be used to find the ball within the
image. The CHT is used to detect candidate regions that are then validated by a neural classifier.
However assumptions such as fixed size and circular shape of the ball do not hold any more when
the ball moves at a high speed, which makes it appear elongated. Moreover, approaches based on
spatial features tends to fail in the presence of other circular objects such as the character “O” on
advertising or certain circular logos. To detect the ball in the regions where we know the ball is
not occluded, namely the top region of the court above the player heads. Sample results for this
approach are shown in Fig. A.1. The ball is localized as a fixed size window over player heads.
The height here is shown by the yellow line. The location of the ball is shown with the white box.
Methods based on verifying the temporal consistency of candidate detections use various forms of
tracking. Liang et al. [83] extract the ball candidates from several consecutive frames (using colour,
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(a) (b) (c)
Figure A.1: Detection of the ball when it is above the player heads.
shape and size cues and template matching) and the build a weighted graph with each node repre-
senting a candidate ball position. The Viterbi algorithm is finally employed to extract the optimal
path. As an alternative, Kalman filter has been used to filter a set of disjoint ball trajectories and
remove false candidates while estimating a global trajectory for the ball [82]. Choi et al. [84], use
a first order dynamic model for the ball motion perturbed by Gaussian random noise, where the
estimated trajectory of the ball is generated using a Particle filter. Treptow et al. [85] described the
ball candidates as a state vector, the elements of which are the position, velocity, and size. The
dynamic model was implemented as a simple random walk with ”almost” constant velocity. These
methods are still dependent upon the initial detection phase, which is based on the extraction of
visual features of the ball that are not reliable because of the frequent occlusions and the similarity
with the background.
Unlike existing approaches, instead of using visual features associated to the ball, we
estimate the ball candidates based on the location of the players and their motion during attack
actions. We propose an approach for ball localization that uses contextual information to estimate
the approximate location of the ball based on the players’ behaviour. We use expected dynamics of
the game and motion flow to estimate the regions of convergence for players and map these regions
to the probable ball locations. Temporal consistency is then validated using Kalman filtering. We
test the proposed approach on a real basketball scenario, where the ball is most of the time either
partially or completely occluded, and compared it with alternative approaches.
The estimation of the ball location using motion flow analysis is divided in two steps.
First candidate regions are estimated by evaluating the convergence points of the motion flow. The
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Figure A.2: Block diagram of the proposed approach for region of interest localization.
position of the flow is used to skim the non-interesting regions. Next, the candidates are temporally
validated in order to obtain a consistent estimation of the ball location over the time. The block
diagram of the proposed approach is shown in Fig. A.2.
A.2 Generation of candidate regions
In order to obtain the candidate regions for the ball position we analyse the points of convergence
of the flow evaluated on the areas with motion flow. To extract the motion flow caused by player
movement, we calculate the motion vectors for two consecutive frames, f t and f t+1. We use two
different block sizes for block matching, i.e. 5x5 and 10x10 pixel. The smaller block size allows
detailed localization of the flow, but it is sensitive to noise. The larger block size gives a more
coarse information about the direction of the flow, but with reduced sensitivity to noise. Let the
two vector fields,
−→
Φ t1 = {
−→
φ t1,1, . . . ,
−→
φ t1,K1} and
−→
Φ t2 = {
−→
φ t2,1, . . . ,
−→
φ t1,K2}, that are associated to the
smaller and larger block size, respectively. With
−→
Φ t2 we evaluate the converging areas of the flow.
Since the larger block estimation is less noisy the information about the direction of the flow is
more consistent. Each motion vector,
−→
φ t2,i = (u
t
2,i,v
t
2,i) at a certain position (x
t
2,i,y
t
2,i), gives the
direction of the flow, we trace for each of them a straight line. The points defining the straight line
are calculated as: 
x1 = xt2,i
y1 = yt2,i
x2 = x1+ut2,i
y2 = y1+ vt2,i
, (A.1)
where ∀ i = 1, ...,K2. Figure. A.3 (a) shows a sample frame with this motion vector ex-
tension. We consider the solutions (intersections) generated by this vector extension with Gaussian
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(a) (b)
Figure A.3: An example of finding the ball candidates: (a) straights lines (green) drawn on the
motion vectors (blue) and (b) intersection lines. The position of the ball is shown with red circle.
(a) (b)
Figure A.4: Example of solution validity: (a) a solution contained in the intersection of the two
domain is a valid solution, (b) a non-valid solution. Different colours of the domains belong to the
different vectors.
elimination. The solutions we take into account are those belonging to the domain that start from
the tail of the motion vector and expand to its tip (see Fig. A.4). These solutions (see Fig. A.3 (b))
provide us with the convergence points of the flow. Since the points of convergence are spread
around the court, we are only interested on the solutions localized in the areas where there is the
presence of flow (e.g., the solutions in the second half of the court are removed because there are
no players that can cause flow). To this end we merge the 2D histograms of flow positions, given
by the vector field
−→
Φ t1 (shown in Fig. A.5 (a)), and the solutions calculated with the straight lines
(Fig. A.3 (b)). The bin size is set to 20x20 pixel in order to contain the ball. Each bin has a value
between 0 and 1 and the merging of the two histograms gives the percentage of the flow converging
in that bin. Thus each bin can be regarded as a candidate for the ball position.
Let the set of these candidate ball positions at time instant t, be represented as Ct =
{ct1,ct2, ...,ctJ}, where J is the total number of candidates. Each candidate ctj, j = 1, ...,J has a
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Algorithm 4 Path Estimation
C´t : set of candidates for ball location at time t;
c´tj : j
th candidate for ball location at time t;
ptc´ j : probability of the j
th candidate to contain the ball;
xtj : location of the j
th candidate along x direction ;
d(xtj1 ,x
t
j2) : Eucledian distance between c´
t
j1 and c´
t
j2 ;
J´ : total number of candidates;
L tj : set of candidates with x
t−1
j < x
t
i∀i = 1, . . . J´;
S tj : set of candidates with x
t−1
j > x
t
i∀i = 1, . . . J´;
E tj : set of candidates with x
t−1
j = x
t
i∀i = 1, . . . J´;
c´tB : best candidate at time t;
|.| : cardinality of a set;
1: for j = 1 to J´ do
2: if |E tj | ≥ |L tj |and |E tj | ≥ |S tj | then
3: c´tB = c´
t
j
4: else if |S tj |= |L tj | then
5: PL = ∑∀ i∈|L tj | p
t
c´i
6: PS = ∑∀ i∈|S tj | p
t
c´i
7: c´tB = argmini d(x
t−1
j ,max(PL ,PS ))
8: end if
9: if |L tj |> |S tj |and |L tj |> |E tj | then
10: c´tB = argmini d(x
t−1
j ,L
t
j )
11: end if
12: if |S tj |> |L tj |and |S tj |> |E tj | then
13: c´tB = argmini d(x
t−1
j ,S
t
j )
14: end if
15: end for
probability pctj to contain the ball, such that ∑
J
j=1 pctj = 1.
A.3 Candidate validation
Since the candidate regions are spread around the court and might be not consistent over time, we
evaluate all possible paths by choosing the most reliable entrusting on the candidate regions.
At each time instant t, the list of candidates (Ct) is sorted, and the subset of these candi-
dates C´t = {c´t1, . . . , c´tJ´} is selected such that
J´
∑
j=1
pc´tj = τ, (A.2)
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(a) (b)
Figure A.5: Visual comparison of candidate estimation using (a) motion based detection and (b) the
proposed approach without Kalman filtering. The green dot indicates the ball position.
where τ ∈ [0,1]. The threshold τ must select the most significant candidates and at the same time
remove those with low probability. An appropriate value we found empirically for their threshold
is τ = 0.6. After selecting the most probable candidates in the horizontal and vertical direction, to
approximate the spatial density of the candidates over the time we calculate the 4th order polynomial
that approximates these values. Since the polynomial gives an approximation of the concentration
of the flow over time, the closest candidates respect to the polynomial are chosen as starting points.
Example of candidates for the x coordinate and one graph for y coordinate are shown in Fig. A.7 (a)
and Fig. A.7 (b). The initial candidates are selected within the vicinity of the polynomials. The best
path for each starting position is then extracted using Algorithm. 4.
Each path is approximated with a Kalman filter (KF) (see Fig. A.7 (c) and Fig. A.7 (d)).
The state equation and the observation equation are as follows:
st+1 = Fst +wtzt = Hst + vt , (A.3)
where st is the internal state that represents the position of the ball at the instant t, F is the state
transition, and zt is the measurement and H is the observation model. wt ∼N (µw,Σw) and vt ∼
N (µv,Σv) are the process noise and observation noise, respectively. The mean and the covariance
of the noise are represented by µ and Σ.
From the estimated paths (x and y coordinates), obtained with the KF, we define a 2D
Gaussian function over time (as shown in Fig. A.6(b)) representative of the probability distribution
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Figure A.6: (a) Candidate bins without filtering and (b,c,d,e,f) the Gaussian function after Kalman
filtering.
for the ball location, i.e.
gt(x,y) =
1√
2piσ tx2σ ty2
· e
(x−µtx)2
σtx
2 +
(y−µty)2
σty
2
(A.4)
where µ tx and µ ty are the mean of the paths of the x and y coordinates, respectively, and σ tx and σ ty
are the associated variances. Fig. A.6 shows an example extracted from a real sequence.
A.4 Experimental setup
We test the proposed algorithm, flow based detection (FBD) on real basketball sequences from
the APIDIS dataset1. The video resolution is 770x430 captured at 25Hz. The experiments are
performed on five sequences (see Table A.1). We use top-view cameras and the flat view was
obtained with image warping on the ground-plane. We extracted 865 frames out of 1892 frames of
the attack phases (as described in Table A.1).
We compare the proposed algorithm with (i) a motion detection based method (MBD)
and (ii) a vector extension based method (VEB). MBD (Fig. A.5(a)) provides the estimation of the
1http://www.apidis.org/Dataset/
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(c) (d)
Figure A.7: An example of best path estimation using ball-candidates: (a,b) horizontal and vertical
coordinates of points, respectively, with groundtruth (green) and estimated positions (red). (c,d)
Estimated best path using Kalman filtering.
(a) (b)
Figure A.8: Sample images with location of the ball marked for : (a) good approximation and (b)
bad approximation.
ball position biasing its decision as the area with the highest quantity of motion. VEB provides
the estimations using the information of the flow position together with the analysis of the conver-
gence areas (see Fig. A.5 (b) and Fig. A.3 (a)). The area with highest probability is selected as the
candidate for ball location.
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Table A.1: Experimental dataset.
Seq. Total # of frames # of frames used
S1 514 267
S2 396 253
S3 394 162
S4 333 78
S5 255 105
Total frames 1892 865
Table A.2: Performance evaluation: Average distance and the Percentage accuracy for each se-
quence. Key: Motion Detection Based (MDB), Vector Extension Based (VEB), Flow based detec-
tion (FBD).
Tech.
Sequences
S1 S2 S3 S4 S5
Err. % Err. % Err. % Err % Err. %
MDB 4.68 73 4.08 76 4.28 75 4.88 72 4.84 72
VEB 3.52 80 3.64 79 2.76 84 3.92 77 4.08 76
FBD 3.20 81 3.48 80 2.44 86 2.84 84 3.12 82
A.5 Discussion
Table A.2 shows the average distance error between the groundtruth (manually extracted) and the
estimation for each method. The measure of the error is given in meters (m) where 0.045m= 1pixel.
For MBD and VEB the distance error is taken from the center of the candidate area. For the FBD
the distance errors is taken from the position of the Gaussian maximum. The percentage accuracy
for each method is shown in Table A.2.
The distance error for the motion based detection is higher because when the players
are running toward the ball the estimation is assigned in correspondence to their position and not
to the point of focus. On the other hand, the error remains limited and low, with respect to the
dimension of the court, because there are situations where the ball is present in close vicinity of
the areas with a high quantity of motion (e.g., when a player is inside the three-point area trying
to reach the basket). VEB demonstrated a higher accuracy compared to the MBD, but suffers a
degradation in performance due to the noise generated by the non-uniform movement of the players
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(see Fig.A.3(a)). Small changes in the direction of a player, rather than the movements of the
stationary players, generate wrong estimation. With FBD, the Kalman filter together with the best
path selection filters this noise and provides an improvement in the estimation thus generating a
lower estimation error. If this assumption fails then we have a false estimate about ball location.
For instance, in Fig. A.8 (a) we have a good estimate about the ball location (ball in the area of high
probability) as the players are moving toward the ball, where as in Fig. A.8 (b) the ball is in the area
of low probability due to a splitting of the positions of the players.
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