Performing signal averaging in an efficient and correct way is indispensable since it is a prerequisite for a broad variety of magnetocardiographic (MCG) analysis methods.
Introduction
Averaging has been, for many years, one of the most used methods for determining the tendency of a data set. Averaging is important for a lot of applications in a wide variety of biological signals for improving the signal-to-noise ratio (SNR). Averaging has been used for studying electrocardiographic (ECG) and magnetocardiographic (MCG) data, as well as event-related potentials (ERP) and auditory brainstem responses (ABR), to mention only a few examples.
In this study, a novel approach for averaging the data is presented. In a specific example the averaging procedure is applied to the averaging of multichannel MCG recorded heart beats. Nevertheless, due to its intrinsic properties this averaging technique and all the consequences concerning SNR can be applied to the averaging of ECG, averaging of bodysurface-potential mapping (BSPM) and averaging of magnetoencephalography (MEG) or electroencephalography (EEG) recorded events.
A broad variety of MCG analysis methods for the detection of various heart beat properties and cardiovascular diseases require temporal averaging of cardiac signals. Signal averaging is used to enhance the SNR of a representative heart beat. An important application might be the detection of magnetic signals that are associated with ventricular arrhythmias in patients with ischemic heart disease or coronary heart disease (CHD). Such abnormalities, called late fields, appear in the MCG signal as low-amplitude, high-frequency deflections following the QRS , Montonen 1995 , Mäkijärvi et al 1993 , Achenbach et al 1996 . Signal averaging is further used in MCG analysis of the intra-QRS fractionated activation, which can indicate inhomogeneities of ventricular depolarization and therefore be used as a tool for risk stratification (Endt et al 1998 , Müller et al 1999a . Last, but not least, signal averaging is a prerequisite for all localization applications in cardiomagnetism, e.g. the localization of the accessory pathways in Wolf-ParkinsonWhite (WPW) syndrome patients (Oeff et al 1993 , Fenici et al 1989 , Jazbinšek et al 1995 and the localization of the origin of ventricular tachycardia (VT) from single ectopic beats of identical morphology (Moshage et al 1995 , Weissmüller et al 1992 . An overview of the various applications of the signal-averaged multichannel MCG is given in Stroink et al (1998) . In short, the goal of all these signal-averaged techniques is to detect occult derangements of ventricular activation, or late fields (potentials in ECG) present during sinus rhythm that appears to be a hallmark for sustained ventricular arrhythmias.
Signal averaging is not trivial; in fact the following requirements must be met for temporal averaging to work effectively.
First, the averaged data only represent the stationary part of the signal (in our case the heart beat), thus the signal of interest has to be repetitive and invariable. The problem, in this case, is that signal averaging has to deal not only with the usual disturbances as white noise, non-white noise and artefacts from the environment, but also with the biological variability of the signal, and isolated signals, such as ectopic or premature beats in cardiology. Actually, disturbances are also caused by respiration, digestion and small patient movements. All these disturbances and artefacts have a negative influence on the averaging procedure and must be eliminated.
Second, the signal of interest must be time-locked to a fiducial point, generally related to the QRS complex. This point is then used as a trigger point for the averaging algorithm. However, jitters of the signal, related to the fiducial point, introduce, in the averaging procedure, a low pass filter with a time constant τ = 1/σ where σ is the square root of the jitter variance.
Third, the signal of interest and the noise must be independent and remain independent during the averaging (Cain et al 1996) .
The first impression is that the optimum performances in averaging should be obtained averaging en bloc the spatio-temporal data of the signal, but experience shows that better results are obtained by performing the 'selected' averaging channel by channel because the noise sources can affect them in different ways. This advantage compensates for the loss of strict coherence of the data. It is therefore appropriate to handle the averaging for each MCG channel separately.
Measurement protocol for test data
The examples shown here are based on MCG measurements carried out on the 55-channel magnetometer system in Ulm, Germany (Pasquarelli et al 1998) . For the cardiac measurements, a map of 55 magnetic channels, three orthogonal, patient noise limited, highresolution ECG (HRECG) leads, recorded simultaneously during the MCG measurement, and a breathing channel were used. The MCG and HRECG recordings lasted at least 300 s.
Data pre-processing: segmentation
In averaging, the first pre-processing step is the choice of a trigger. In EEG and MEG this is realized by means of any trigger signal-auditory, visual, electromyographic-whereas in ECG and MCG by means of QRS detection.
In the remainder of the text, the following notation will be used:
: measured output signal of heart beat i, containing noise components, A i (t) : biological heart beat signal, n(t) : random noise from the environment additive and uncorrelated with the heart beat, S(t) : averaged heart beat.
Beat detection from three-lead HRECG: cardiac beat segmentation
The pre-detection and segmentation of the beats for the following procedures (categorized clustering analysis and averaging) were based on the HRECG ensuring, in this way, the detection of biological events elimination of disturbances (and the selection of activations) that occur in all channels of the MCG simultaneously, but with different intensity. In HRECG the beat detection and alignment are already well-known, treated and solved problems (Rompelman and Ros 1986a , 1986b , Jane et al 1991 , Craelius et al 1986 .
The algorithms, used in this work, have already been tested on some hundred long-term HRECG measurements (Ritcher et al 1995) .
From the three channels (i = 1, . . . , 3) of the HRECG, all ventricular activations are detected using the second derivative of the signal in order to have a first guess of the beats number N 0 :
where S i (t) is the electric signal amplitude. The quantity e(t) is assumed to have its maxima during QRS. The N 0 local maxima are searched for values of e(t n ) > 5e rms , where e rms is the root mean square value of e(t). Hereby, N 0 (0 < n N 0 ) defines the number of suspected ventricular activations (at this stage not necessarily heart beats). The average of the N 0 signals in a defined time range (t n ± 150 ms) reveals the template T 0 (t) with a time duration of 300 ms.
Trigger refinement
The definition of normal beats is implemented with three iterative trigger refinements. For each beat, a scanning range of ±30 ms is taken into consideration and, subsequently, a deviation error E(n) is calculated to get an optimum matching to the template beat T 0 (t). This provides an updated list of the position of the beats activity.
Then, a new updated beat template T 1 (t) is calculated not only on the basis of the more precise fiducial points, but also eliminating the measurement where the optimum error exceeded the threshold:
where E rms is the standard deviation of E(n) and E(n) its average. With this template, the procedure is repeated resulting in a third improved template T 2 (t) for the final trigger refinement.
Rejection of artefacts
First of all, three intuitive parameters were defined to determine which signal segments should be taken into consideration for the cluster analysis. This is done because the cluster analysis is time-consuming and in this way those segments that are dominated by disturbances were eliminated. In each epoch j in each channel n,
representing the signal RMS (artefact with very large RMS value can be eliminated a priori),
representing the signal sweeps (artefact with very large excursions value can be eliminated a priori),
representing the baseline drift (segment characterized by a huge slope in the baseline can be eliminated a priori), were checked. S on and S off are the average amplitudes for the first and last 20 ms of the beat according to the previous definition of Q-onset and Q-offset. Then, the average and the standard deviation on all the beats were performed in order to get a threshold for each of them:
Obtaining the above-mentioned a priori elimination, we used the categorized clustering to get a one-dimensional scale in analogy with the noise amplitude.
Cluster analysis
It is well known that biological signals are often non-stationary. For this reason, many papers have been published to overcome this problem and many efforts made to obtain an optimal averaging method to increase the SNR using only 'selected' data segments (Hoke et al 1984 , Riedel et al 2001 , Mühler and von Specht 1996 . For data sets dominated by noise, an estimation of the noise amplitude is easy and can be used to improve the averaging process, as proposed by Mühler von Specht 1996, 1999 ). Mühler's case is, however, very singular; generally the recorded biological signals are perhaps of insufficient quality, but surely not dominated by noise. In this case, especially in cardiology, an estimation of the amplitude of the noise is almost impossible.
With the cluster analysis, a workaround for this situation becomes possible.
Categorized cluster analysis
Cluster analysis is a well-known procedure used in partitioning observations into subsets or 'clusters', such that those within each cluster are more closely related to one another than those belonging to different clusters (Erné et al 1987) . Here, the clustering analysis was used in somewhat an improper way and the hierarchical cluster analysis is used only to generate a dendrogram that assembles all elements in a single tree associating with each element an increasing dissimilarity level. In this way, starting from a distance (= dissimilarity) matrix a one-dimensional dissimilarity scale is generated that can be used to govern the averaging process.
In order to obtain this unique tree the following steps are needed. Hierarchical cluster analysis produces a series of overlapping groups or clusters ranging from separate individual data segments (heart beats) to one single cluster. As a prerequisite for this analysis, an upper-diagonal distance matrix D of size Z 2 (where Z is the number of beats) has to be formed:
where n is the MCG channel under process, i and j are any two beats and L is the length of the segment of interest. The elements of the distance matrix D (defined 1-correlation function between two beats) represent the dissimilarity of the beats on the basis of the dissimilarity of the time courses of the beats. With this distance matrix D (two-dimensional), the agglomerative clustering method produces a hierarchical tree starting with single beats, and then at each of Z − 1 stages merging two clusters to form a larger cluster, so as to have, at the end, a one-dimensional description of the quality of the segment. This process is represented by a so-called dendrogram that shows at which distance the clusters merge (figure 1). At each stage, the clusters that are closest are joined; they form a new cluster and a new distance matrix D is computed for the reduced number of clusters. The end of the clustering process is reached only when one single cluster is left. Now following the path that sets the direction with more beats (follow the arrows in the dendrogram in figure 1 ), a sequence of beats is defined with monotonically increasing 'noise' (actually dissimilarity, but, as mentioned before, we summarize to the 'noise' all biological variability, disturbances and noise).
In the following paragraph a mathematical extension of Mühler's approach von Specht 1996, 1999 ) is described that utilizes this sequence. The extension is necessary because in the original Mühler's work at any step only one segment is added to the average; here following the sequence either a single segment or a cluster of segments is to be added to the average.
SNR improvement
Consider first the well-known case of coherent averaging. Hereby, we assume we have no biological beat alteration and no biological noise, so that the noise n(t) has the following properties:
• additive and uncorrelated with the signal, • stationary, • normally distributed with zero mean and variance σ 2 . Concerning the signal A i (t) we assume:
• independent and identically distributed samples so that it is invariant with the time. Under these conditions, the signal at the time t, after i beats, is given by
S i (t) = A i (t) + n i (t).
Coherent averaging can be expressed by
In order to estimate the SNR and the improvement averaging, it is necessary to consider the statistics of any sample and then of a simple average. If we have a sequence of N samples S i (t), the mean and the variance, respectively, of any sample are, by definition,
and
Next the statistics of the averaged signal S(t) can be considered. Denote the mean of the average by µ avg and the standard deviation by σ avg . Then, since A i (t) and n i (t) are stationary Hence
Before the averaging procedure, Var
. Therefore, it can be concluded that the variance has been reduced by a factor N, and the amplitude of SNR improved by a factor of √ N , as expected ( figure 2(a) ). In practice, however, the noise is often non-stationary (Willemsen et al 1999) . In fact, it cannot be assumed for a typical MCG recording that all biological heart signals are identical and that the noise is normally distributed for each heart beat with the same variance.
In this case, the signal model for coherent averaging is
where A i (t) is the signal of interest, which is assumed, also in this case, to have an invariant morphology and to be uncorrelated with n i (t). The σ i is the noise level in the ith interval (single-event-related data or block of similar data by means of cluster analysis), generally with σ i = σ j ∀i, j , and n i (t), without losing generality, can be assumed to have zero mean and unity variance. Assume, then, that in each cluster the noise level is stationary and independent from another cluster.
Due to the biological alterations of the heart beat, artefacts and biological noise (respiration, digestion, little movements, etc) the optimum SNR is reached by averaging only certain heart beats ( figure 2(b) ). The optimum choice of heart beats should be found by selection processes that optimize the SNR. In fact, by means of the categorized cluster analysis, the data segments to be averaged are ordered according to their noise level in the following way:
Thus, the optimum SNR is now reached by:
• sorting the time segments according to the noise level and • finding the criterion which will group time segments that have to be averaged to reach the optimum SNR.
Let us consider the statistics of the averaged signal:
Since A(t) is deterministic, we can assume that all the variance is in the noise:
Now, considering the hypothesis |σ i | < |σ j | ∀i < j, we can assume that there exists a point x such that by adding a further block of data segments, the SNR does no longer improve, but becomes worse:
Since x is the number of data groups, the existence conditions x = 0 and x = −1 are always verified. The inequality can be rewritten in the following way:
where σ 
Finally, until the beat noise level is less than twice the 'mean' noise level of the previous node, an improvement of the SNR is reached, otherwise it is necessary to stop as the data are not good candidates for averaging. A representative time series in a MCG channel and its averaged signal with both conventional and after clustering methods: the average was only performed using the chosen beats (b), and using all the beats (c). Note that the signal amplitude after the selection procedure, leaving out 39 beats, is greater than that in the conventional averaging. The label N on the beats indicates that they are used in the averaging, whereas the label nc (not classified) identifies beats not used in the averaging procedure.
Results
The clustering procedure, described before, is performed for each MCG channel separately and thus, for each channel, the maximum SNR improvement is reached. Of course, the number of averaged beats differs from channel to channel depending on the noise level. The evidence for obtaining the optimum SNR is given in section 5. Due to the reason mentioned before (section 4) it is impossible to calculate the SNR and the improvement. Figure 3 shows an example of beat classification and averaging in a representative MCG channel using either classical averaging (b) or an averaging preceded by a clustering procedure (c): only 267 beats of 306 recorded activations are averaged. It could be seen that though in the classical averaging all beats were used, the signal amplitude was lower than with 39 beats left.
This procedure has been tested in some hundred MCG measurements of patients and healthy subjects showing a good reliability and execution time performance. Due to the fact that the procedure is done channel by channel, the algorithm becomes scalable and can be parallelized for a multiprocessor system drastically reducing the computation time.
Discussion and conclusion
The most used method for MCG averaging (as well as for most biological signals: ECG, EEG, MEG, ABR) is the classical technique of ensemble averaging in the time domain. However, many requirements must be fulfilled to obtain the well-known improvement of the SNR with the square root of the number of samples. In reality, the stationarity is often violated and many efforts have been made for obtaining an optimum method.
The work of Hoke et al (1984) shows how the highest SNR can be obtained if the inverse power of the noise σ 2 i of an epoch is assigned as weighting w i to sweep the signal. But it is possible that when σ i are determined from the same data set as S(t), this estimator, which includes σ i , is not biasfree, so that the signal could be underestimated (Lutkenhoner et al 1985) . von Specht (1996, 1999) have showed how the maximum of SNR can be obtained ordering the epochs according to their noise level; however, this can be done only if a good measurement of noise is possible.
In this work an alternative method is presented. With the use of established heart activation detection techniques applied on HRECG, disturbances and artefacts that appear in all channels of the MCG are simultaneously eliminated. Then, two methods are used to minimize the effects of noise instability on SNR. The first one is the common method to reject the beats exceeding a certain level of parameters, defining artefacts from the averaging process; the second one is the categorized cluster analysis that is used for sorting the beats according to their estimated global noise including biological variability starting with low-noise beats (more similar beats) and then going further adding, step by step, increased noise and a different block of beats. SNR is then estimated at each node in the hierarchical tree. This estimate starts increasing with the square root of the number of samples. By averaging more and more clusters, the dependency reaches a maximum (figure 2).
In short, taking into consideration the noise level in each MCG channel and in each clustered-group-beat added, the goal of the optimum SNR can be reached whenever the condition σ 2 x+1 > 2σ 2 avgx is verified, i.e., if the increase of noise power, represented in this case by the variance in each 'block', caused by the inclusion of a new cluster, overbalances the increase of the denominator caused by increasing the number of blocks; then a maximum can be obtained. The methods and techniques described in this work are a prerequisite for a large number of applications in cardiomagnetism (Erné et al 1999 , Schless et al 2003 ; they are fast and completely user-independent and are implemented in the OMEGA (open magnetic and electric graphic analysis) software (Müller et al 1999b) . In the future, different averaging techniques (Leski 2002, Elberling and Wahlgreen 1985) or the use of another type of variance (Werle et al 1993) could be tested according to their quality in describing the natural phenomena.
