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A PROBABILISTIC TAKENS THEOREM
KRZYSZTOF BARAŃSKI, YONATAN GUTMAN, AND ADAM ŚPIEWAK
Abstract. Let X ⊂ RN be a Borel set, µ a Borel probability measure onX and T : X → X
a Lipschitz and injective map. Fix k ∈ N greater than the (Hausdorff) dimension of X and
assume that the set of p-periodic points has dimension smaller than p for p = 1, . . . , k − 1.
We prove that for a typical polynomial perturbation h˜ of a given Lipschitz map h : X →
R, the k-delay coordinate map x 7→ (h˜(x), h˜(Tx), . . . , h˜(T k−1x)) is injective on a set of
full measure µ. This is a probabilistic version of the Takens delay embedding theorem
as proven by Sauer, Yorke and Casdagli. We also provide a non-dynamical probabilistic
embedding theorem of similar type, which strengthens a previous result by Alberti, Bölcskei,
De Lellis, Koliander and Riegler. In both cases, the key improvements compared to the
non-probabilistic counterparts are the reduction of the number of required measurements
from 2 dimX to dimX and using Hausdorff dimension instead of the box-counting one. We
present examples showing how the use of the Hausdorff dimension improves the previously
obtained results.
1. Introduction
Consider an experimentalist observing a physical system modeled by a discrete time dy-
namical system (X, T ), where T : X → X is the evolution rule and the phase space X is
a subset of the Euclidean space RN . It often happens that, instead of an actual sequence
of k states x, Tx, . . . , T k−1x for a point x ∈ X, the observer’s access is limited to the val-
ues of k measurements h(x), h(Tx), . . . , h(T k−1x), for a real-valued observable h : X → R.
Therefore, it is natural to ask, to what extent the original system can be reconstructed from
this sequence of measurements. The question has inspired a number of mathematical results,
known as Takens-type delay embedding theorems, stating that the reconstruction of (X, T )
is possible for certain observables h, as long as the measurements h(x), h(Tx), . . . , h(T k−1x)
are known for all x ∈ X and large enough k.
The possibility of performing measurements at every point of the phase space is clearly
unrealistic. However, such assumption enables to obtain theoretical results which justify the
validity of actual procedures used by experimentalists (see e.g. [KY90, HGLS05, SM90]). Note
that one cannot expect a reliable reconstruction of the system based on the measurements
of a given observable h, as it may fail to distinguish the states of the system (e.g. if h
is a constant function). It is therefore necessary (and rather realistic) to assume that the
experimentalists are able to perturb the given observable. The first result obtained in this
area is the celebrated Takens delay embedding theorem for smooth systems on manifolds
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[Tak81, Theorem 1]. Let us recall its extension due to Sauer, Yorke and Casdagli [SYC91].
In this setting, the number k of the measurements should be two times larger than the upper
box-counting dimension of the phase space X (denoted by dimBX; see Section 2 for the
definition), and the perturbation is a polynomial of degree 2k. The formulation of the result
follows [Rob11].
Theorem 1.1 ([Rob11, Theorem 14.5]). Let X ⊂ RN be a compact set and let T : X → X
be Lipschitz and injective. Let k ∈ N be such that k > 2dimBX and assume 2dimB ({x ∈ X :
T px = x}) < p for p = 1, . . . , k− 1. Let h : RN → R be a Lipschitz function and h1, . . . , hm :
RN → R a basis of the space of degree at most 2k polynomials. For α = (α1, . . . , αm) ∈ Rm
denote by hα : R
N → R the map
hα(x) = h(x) +
m∑
j=1
αjhj(x).
Then for Lebesgue almost every α = (α1, . . . , αm) ∈ Rm, the transformation
φTα : X → Rk, φTα(x) = (hα(x), hα(Tx), . . . , hα(T k−1x))
is injective on X.
The map φTα is called the delay-coordinate map. Note that Theorem 1.1 applies to any
compact set X ⊂ RN , not necessarily a manifold. This is a useful feature, as it allows
to consider sets with a complicated geometrical structure, such as fractal sets arising as
attractors in chaotic dynamical systems, see e.g. [ER85]. Moreover, the upper box-counting
dimension of X can be smaller than the dimension of any smooth manifold containing X, so
Theorem 1.1 may require fewer measurements than its smooth counterpart in [Tak81].
As it was noted above, usually an experimentalist may perform only a finite number of
observations h(xj), . . . , h(T k−1xj) for some points xj ∈ X, j = 1, . . . , l. We believe it is
realistic to assume there is an (explicit or implicit) random process determining which initial
states xj are accessible to the experimentalist. In this paper we are interested in the question
of reconstruction of the system in presence of such process. Mathematically speaking, this
corresponds to fixing a probability measure µ on X and asking whether the delay-coordinate
map φTα is injective almost surely with respect to µ. Since in this setting we are allowed
to neglect sets of probability zero, it is reasonable to ask whether the minimal number of
measurements sufficient for the reconstruction of the system can be smaller than 2 dimX.
Our main result states that this is indeed the case, and the number of measurements can be
reduced by half for any (Borel) probability measure. The following theorem is a simplified
version of our result.
Theorem 1.2 (Probabilistic Takens delay embedding theorem). Let X ⊂ RN be
a Borel set, µ a Borel probability measure on X and T : X → X an injective Lipschitz
map. Take k ∈ N such that k > dimX and assume dim({x ∈ X : T px = x}) < p for
p = 1, . . . , k − 1. Let h : RN → R be a locally Lipschitz function and h1, . . . , hm : RN → R
a basis of the space of real polynomials of N variables of degree at most 2k − 1. For α =
2
(α1, . . . , αm) ∈ Rm denote by hα : RN → R the map
hα(x) = h(x) +
m∑
j=1
αjhj(x).
Then for Lebesgue almost every α = (α1, . . . , αm) ∈ Rm, there exists a Borel set Xα ⊂ X of
full measure µ, such that the delay-coordinate map
φTα : X → Rk, φTα(x) = (hα(x), hα(Tx), . . . , hα(T k−1x))
is injective on Xα.
In the above theorem, the dimension dim can be chosen to be any of dimH , dimB , dimB
(Hausdorff, lower and upper box-counting dimension; for the definitions see Section 2). Recall
that for any Borel set X one has
(1.1) dimH X ≤ dimBX ≤ dimB X
(see e.g. [Fal14, Prop. 3.4]). Since the inequalities in (1.1) may be strict, using the Hausdorff
dimension instead of the box-counting one(s) may reduce the required number of measure-
ments. In particular there are compact sets X ⊂ RN with dimH(X) = 0 and dimB (X) = N ,
hence Theorem 1.2 can reduce significantly the number of required measurements compared
to Theorem 1.1 (in a probabilistic setting).
An extended version of Theorem 1.2 is presented and proved in Section 4 as Theorem 4.3. It
shows that the assumption k > dimX can be slightly weakened, and in addition to Lipschitz
functions φ, one can consider functions which are β-Hölder on bounded sets for suitable
β ∈ (0, 1]. Moreover, the theorem holds for any Borel σ-finite measure µ on X. For details,
see Theorem 4.3.
As it has been already mentioned, Takens theorems are used in order to justify actual
(approximate) delay map procedures in the laboratory.
Question. Has it been observed experimentally that it is sufficient to have k ≈ dimX (instead
of k ≈ 2 dimX) observations in the framework of such procedures?
Takens-type delay embedding theorems can be seen as dynamical versions of embedding
theorems which specify when a finite-dimensional set can be embedded into a Euclidean
space. Indeed, under the assumptions of Theorem 1.1, the delay-observation map φTα is an
embedding of X into Rk for typical α. Embedding theorems in various categories have been
extensively studied in a number of papers (see Section 3 for a more detailed discussion).
Recently, Alberti, Bölcskei, De Lellis, Koliander and Riegler [ABDL+18] proved a probabilis-
tic embedding theorem involving the modified lower box-counting dimension of the set (see
Theorem 3.6). We are able to improve this result by considering the Hausdorff dimension.
Below we present a simplified version of our theorem, which can be seen as a non-dynamical
counterpart of Theorem 1.2.
Theorem 1.3 (Probabilistic embedding theorem). Let X ⊂ RN be a Borel set and let
µ be a Borel probability measure on X. Take k ∈ N such that k > dimH X and let φ : RN →
Rk be a locally Lipschitz function. Then for Lebesgue almost every linear transformation
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L : RN → Rk there exists a Borel set XL ⊂ X of full measure µ, such that φL = φ + L is
injective on XL.
The extended version of the theorem is formulated and proved in Section 3 as Theorem 3.1.
In particular, we obtain the following geometric corollary (see Section 3 for details).
Corollary 1.4 (Probabilistic injective projection theorem). Let X ⊂ RN be a Borel set
and let µ be a Borel probability measure on X. Then for every k > dimH X and almost every
k-dimensional linear subspace S ⊂ RN , the orthogonal projection of X into S is injective on
a µ-full measure subset of X.
Notice that by the Marstrand–Mattila projection theorem (see [Mar54, Mat75]), if X ⊂ RN
is Borel and k ≥ dimH X, then for almost all k-dimensional linear subspaces S ⊂ RN , the
Hausdorff dimension of the image of X under the orthogonal projection into S has Hausdorff
dimension equal to dimH X.
We also provide several examples. Example 3.5 shows that in general the condition k >
dimH X in Theorem 1.3 cannot be replaced by k ≥ dimH X. Example 4.7 shows that linear
perturbations of the observable are not sufficient for Takens theorem. Section 5 contains a pair
of examples. The first one is based on Kan’s example from the Appendix to [SYC91], showing
that condition k > 2 dimH(X) is not sufficient for existence of a linear transformation into
R
k which is injective on X. As in the probabilistic setting one can work with the Hausdorff
dimension, we consider a set X ⊂ R2 similar to the one provided by Kan, which cannot be
embedded linearly into R, but after endowing with a natural probability measure, almost
every linear transformation L : R2 → R is injective on a set of full measure. The second
example provides a probability measure with dimH µ < dimMB µ, showing that Theorem 1.3
strengthens a previous result from [ABDL+18].
Organization of the paper. The paper is organized as follows. In Section 2 we introduce
notation, definitions and preliminary results. Section 3 contains the formulation and proof of
the extended version of the probabilistic embedding theorem (Theorem 3.1), while Section 4
is devoted to the proof of the extended version of the probabilistic Takens delay embedding
theorem (Theorem 4.3). In Section 5 we present examples showing how the use of the
Hausdorff dimension improves the previously obtained results.
Acknowledgements. We are grateful to Erwin Riegler for helpful discussions. Y. G. and
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2. Preliminaries
Consider the Euclidean space RN for N ∈ N, with the standard inner product 〈·, ·〉 and
the norm ‖ · ‖. The open δ-ball around a point x ∈ RN is denoted by BN (x, δ). By |X| we
denote the diameter of a set X ⊂ RN . We say that function φ : X → Rk, X ⊂ RN is locally
β-Hölder for β > 0 if for every x ∈ X there exists an open set U ⊂ RN containing x such
that φ is β-Hölder on U ∩X, i.e.
(2.1) ∃
C>0
∀
x,y∈U∩X
‖φ(x)− φ(y)‖ ≤ C‖x− y‖β.
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Similarly, we say the φ is β-Hölder on bounded sets if for every bounded set U ⊂ RN , φ is
β-Hölder on U ∩X, i.e. (2.1) holds. We say that φ is Lipschitz (locally/on bounded sets) if
it is 1-Hölder (locally/on bounded sets). Note that if φ : X → Rk is β-Hölder on bounded
sets then it is also locally β-Hölder. The converse holds if X is closed (but not for arbitrary
X ⊂ RN ). For k ≤ N we write Gr(k,N) for the (k,N)-Grassmannian, i.e. the space of all
k-dimensional linear subspaces of RN , equipped with the standard rotation-invariant (Haar)
measure (see [Mat95, Section 3.9]) . By ηN we denote the normalized Lebesgue measure on
the unit ball BN(0, 1), i.e.
ηN =
1
κN
Leb |BN (0,1),
where Leb is the Lebesgue measure on RN and κN = Leb(BN(0, 1)).
For s > 0, the s-dimensional (outer) Hausdorff measure of a set X ⊂ RN is defined as
Hs(X) = lim
δ→0
inf
{ ∞∑
i=1
|Ui|s : X ⊂
∞⋃
i=1
Ui, |Ui| ≤ δ
}
.
Note that in the above definition it is enough to consider covers by balls BN (·, ·). The
Hausdorff dimension of X is given as
dimH X = inf{s > 0 : Hs(X) = 0} = sup{s > 0 : Hs(X) =∞}.
For a bounded set X ⊂ RN and δ > 0, let N(X, δ) denote the minimal number of balls
of diameter at most δ required to cover X. The lower and upper box-counting (Minkowski)
dimensions of X are defined as
dimB X = lim inf
δ→0
logN(X, δ)
− log δ and dimBX = lim supδ→0
logN(X, δ)
− log δ .
The lower (resp. upper) box-counting dimension of an unbounded set is defined as the supre-
mum of the lower (resp. upper) box-counting dimensions of its bounded substes.
The lower and upper modified box-counting dimensions of X ⊂ RN are defined as
dim
MB
X = inf
{
sup
i∈N
dimBKi : X ⊂
∞⋃
i=1
Ki, Ki compact
}
,
dimMB X = inf
{
sup
i∈N
dimBKi : X ⊂
∞⋃
i=1
Ki, Ki compact
}
.
With this notation, the following inequalities hold:
(2.2)
dimH X ≤ dimMB X ≤ dimMB X ≤ dimBX,
dimH X ≤ dimMB X ≤ dimBX ≤ dimBX.
We define dimension of a finite Borel measure µ in RN as
dimµ = inf{dimX : X ⊂ RN is a Borel set of full measure µ}.
Here dim may denote any one of the dimensions defined above. For more information on
dimension theory in Euclidean space see [Fal14, Mat95, Rob11].
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For N, k ∈ N let Lin(RN ;Rk) be the space of all linear transformations L : RN → Rk. Such
transformations are given by
(2.3) Lx =
(〈l1, x〉, . . . , 〈lk, x〉),
where l1, . . . , lk ∈ RN . Thus, the space Lin(RN ;Rk) can be identified with (RN)k, and
the Lebesgue measure on Lin(RN ;Rk) is understood as
k⊗
j=1
Leb, where Leb is the Lebesgue
measure in RN . Within the space Lin(RN ;Rk) we consider the space ENk consisting of all
linear transformations L : RN → Rk of the form (2.3), for which l1, . . . , lk ∈ BN (0, 1). Note
that by the Cauchy-Schwarz inequality,
(2.4) ‖Lx‖ ≤
√
N ‖x‖
for every L ∈ ENk and x ∈ RN .
By ηN,k we denote the normalized Lebesgue measure on ENk , i.e. the probability measure
on ENk given by
ηN,k =
k⊗
j=1
1
κN
Leb |BN (0,1),
where κN = Leb(BN (0, 1)). The following geometrical inequality is the key ingredient of the
proof of Theorem 3.1.
Lemma 2.1 ([Rob11, Lemma 4.1]). Let L : RN → Rk be a linear transformation. Then for
every x ∈ RN \ {0}, z ∈ Rk and ε > 0,
ηN,k({L ∈ ENk : ‖Lx+ z‖ ≤ ε}) ≤ CNk/2
εk
‖x‖k ,
where C > 0 is an absolute constant.
For L ∈ Lin(Rm;Rk), where m, k ∈ N, denote by σp(L), p ∈ {1, . . . , k}, the p-th largest
singular value of the matrix L, i.e. the p-th largest square root of an eigenvalue of the matrix
L∗L. In the proof of Theorem 4.3, instead of Lemma 2.1 we will use the following lemma.
Lemma 2.2 ([Rob11, Lemma 14.3]). Let L : Rm → Rk be a linear transformation. Assume
that σp(L) > 0 for some p ∈ {1, . . . , k}. Then for every z ∈ Rk and ρ, ε > 0,
Leb({α ∈ Bm(0, ρ) : ‖Lα + z‖ ≤ ε})
Leb(Bm(0, ρ))
≤ Cm,k
( ε
σp(L) ρ
)p
,
where Cm,k > 0 is a constant depending only on m, k and Leb is the Lebesgue measure on
Rm.
To verify the measurability of the sets occuring in subsequent proofs, we will use the two
following elementary lemmas. For a measure µ on a set X and a measurable Y ⊂ X we say
that Y is of full measure µ, if µ(X \ Y ) = 0. Measure µ on set X is called σ-finite if there
exsits a countable collection of measurable sets An, n ∈ N such that µ(An) < ∞ for each
n ∈ N and
∞⋃
n=1
An = X. Recall that a σ-compact set is a countable union of compact sets.
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Lemma 2.3. Let X ⊂ RN be a Borel set and let µ be a Borel σ-finite measure on X. Then
there exists a σ-compact set K ⊂ X of full measure µ.
Proof. Follows directly from the fact that a σ-finite Borel measure in a Euclidean space is
regular (see e.g. [Bil99, Theorem 1.1]). 
Lemma 2.4. Let X ,Z be metric spaces. Then the following hold.
(a) If K ⊂ X × Z is σ-compact, then so is piX (K), where piX : X × Z → X is the
projection given by piX (x, z) = x. In particular, piX (K) is Borel.
(b) If X is σ-compact, F : X → Z is continuous and K ⊂ Z is σ-compact, then F−1(K)
is σ-compact, hence Borel.
(c) If X ,Z are σ-compact, F : X × Z → Rk, k ∈ N, is continuous and K ⊂ X is
σ-compact, then the set
{(x, z) ∈ X × Z : F (x, z) = F (y, z) for some y ∈ K \ {x}}
is σ-compact and hence Borel.
Proof. The statement (a) follows from the fact that piX is continuous, and a continuous
image of a compact set is also compact. To show (b), it is enough to notice that F−1(K) is a
countable union of closed subsets of a σ-compact space. To check (c), let piX×Z : X×K×Z →
X × Z be the projection piX×Z(x, y, z) = (x, z). Then
{(x, z) ∈ X × Z : F (x, z) = F (y, z) for some y ∈ K \ {x}}
= piX×Z
({(x, y, z) ∈ X ×K × Z : F (x, z) = F (y, z), d(x, y) 6= 0})
=
∞⋃
n=1
piX×Z
({(x, y, z) ∈ X ×K ×Z : F (x, z) = F (y, z), d(x, y) ≥ 1
n
}),
where d is the metric in X . Since d is continuous, we can use (a) and (b) to end the proof. 
3. Probabilistic embedding theorem
In this section we prove an extended version of the Probabilistic embedding theorem,
formulated below.
Theorem 3.1 (Probabilistic embedding theorem – extended version). Let X ⊂ RN
be a Borel set and µ be a Borel σ-finite measure on X. Fix k ∈ N and β ∈ (0, 1] such that
Hβk(X) = 0 and let φ : X → Rk be β-Hölder on bounded sets. Then for Lebesgue almost
every linear transformation L : RN → Rk there exists a Borel set XL ⊂ X of full measure µ,
such that the map φL = φ+ L is injective on XL.
Remark 3.2. It is straightforward to notice that if dimH X = 0, then φ can be taken to be
an arbitrary Hölder map. Note also that φ : X → Rk is β-Hölder on bounded sets provided
that φ extends to a locally β-Hölder map on the closure X. In particular, this assumption is
fulfilled if φ is defined on RN and locally β-Hölder and therefore Theorem 1.3 follows from
Theorem 3.1.
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Proof of Theorem 3.1. Note first that it sufficient to prove that the set XL exists for ηN,k-
almost every L ∈ ENk . Indeed, if this is shown, then for a given β-Hölder map φ : RN → Rk
we can take sets Lj ⊂ ENk , j ∈ N, such that ηN,k(Lj) = 1 and for every L˜ ∈ Lj the map
(φ/j)L˜ = φ/j + L˜ is injective on a Borel set X
(j)
L˜
⊂ X of full measure µ. Then the set
L = ⋃j∈N{jL˜ : L˜ ∈ Lj} ⊂ Lin(RN ;Rk) has full Lebesgue measure and for every L ∈ L
there exists j such that L/j ∈ Lj , so (φ/j)L/j = (φ + L)/j (and hence φL) is injective on
XL =
⋂
j∈NX
(j)
L/j , which has full measure µ.
By Lemma 2.3, we can assume thatX is σ-compact. Take k ∈ N, β ∈ (0, 1] withHβk(X) =
0 and a β-Hölder map φ : RN → Rk. Set
A = {(x, L) ∈ X × ENk : φL(x) = φL(y) for some y ∈ X \ {x}}.
By Lemma 2.4, A is Borel. For x ∈ X and L ∈ ENk , denote by Ax and AL, respectively, the
sections
Ax = {L ∈ ENk : (x, L) ∈ A}, AL = {x ∈ X : (x, L) ∈ A}.
The sets Ax and AL are Borel as sections of a Borel set. Observe first, that in order to
prove the theorem it is enough to show ηN,k(Ax) = 0 for every x ∈ X, since then by Fubini’s
theorem ([Rud87, Thm. 8.8]), (ηN,k⊗µ)(A) = 0 and, consequently, µ(AL) = 0 for ηN,k-almost
every L ∈ ENk . Since φL is injective on X \ AL, the assertion of the theorem is true.
Take a point x ∈ X. To show ηN,k(Ax) = 0, it suffices to prove ηN,k(Ax,n) = 0 for every
n ∈ N, where
Ax,n = {L ∈ ENk : φL(x) = φL(y) for some y ∈ Kn}
and
Kn =
{
y ∈ X : 1
n
≤ ‖x− y‖ ≤ n
}
.
Take n ∈ N and fix a small ε > 0. Since Hβk(Kn) ≤ Hβk(X) = 0, there exists a collection of
balls BN(yi, εi), i ∈ N, for some yi ∈ Kn, εi > 0, such that
(3.1) Kn ⊂
⋃
i∈N
BN(yi, εi) and
∑
i∈N
εβki ≤ ε.
Take L ∈ Ax,n and y ∈ Kn such that φL(x) = φL(y). Then y ∈ BN (yi, εi) for some i ∈ N and
‖L(yi − x) + φ(yi)− φ(x)‖ = ‖φL(yi)− φL(x)‖
= ‖φL(yi)− φL(y)‖
≤ ‖φ(yi)− φ(y)‖+ ‖L(yi − y)‖
≤ M˜n‖yi − y‖β +
√
N‖yi − y‖
≤Mnεβi
for some M˜n,Mn > 0, by (2.4) and the fact that y, yi ∈ BN(x, n + ε) and φ is β-Hölder on
bounded sets. This shows that
Ax,n ⊂
⋃
i∈N
{L ∈ ENk : ‖L(yi − x) + φ(yi)− φ(x)‖ ≤Mnεβi }.
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By Lemma 2.1 and (3.1) we have
ηN,k(Ax,n) ≤
∑
i∈N
ηN,k({L ∈ ENk : ‖L(yi − x) + φ(yi)− φ(x)‖ ≤Mnεβi })
≤ CN
k/2Mkn
1/nk
∑
i∈N
εβki ≤ CNk/2Mknnkε.
Since ε > 0 was arbitrary, we obtain ηN,k(Ax,n) = 0, which ends the proof. 
Remark 3.3. Note that the assumption Hβk(X) = 0 is fulfilled if dimH X < βk, so Theo-
rem 3.1 is indeed a Hausdorff dimension embedding theorem. Moreover, it may happen that
Hβk(X) = 0 and dimH X = βk.
As a simple consequence of Theorem 3.1, we obtain the following corollary, formulated in
a slightly simplified version in Section 1 as Corollary 1.4.
Corollary 3.4 (Probabilistic injective projection theorem – extended version).
Let X ⊂ RN be a Borel set and let µ be a Borel σ-finite measure on X. Then for every
k ∈ N, k ≤ N such that Hk(X) = 0 and almost every k-dimensional linear subspace S ⊂ RN ,
the orthogonal projection of X into S is injective on a µ-full measure subset of X (depending
on S).
Proof of Corollary 3.4. Apply Theorem 3.1 for the map φ ≡ 0. Then we know that a linear
map L ∈ Lin(RN ;Rk) of the form (2.3) is injective on a set XL ⊂ X of full measure µ
for Lebesgue almost every (l1, . . . , lk) ∈ (RN)k. We can assume that l1, . . . , lk are linearly
independent for all such L, which also implies that the same holds for Ll1, . . . , Llk. Setting
SL = Span(l1, . . . , lk)
and taking VL ∈ Lin(Rk;RN) defined by VL(Llj) = lj for j = 1, . . . , k, we have
VL ◦ L = ΠSL,
where ΠSL is the orthogonal projection from R
N onto SL and VL is injective. It follows that
ΠSL is injective on XL for almost every (l1, . . . , lk), so ΠS is injective on a µ-full measure
subset of X for almost every k-dimensional linear subspace S ⊂ RN . 
Let us note that in general, the requirementHβk(X) = 0 in Theorem 3.1 cannot be replaced
by weaker condition dimH(X) ≤ βk.
Example 3.5. Let k = β = 1, X = S1 ⊂ R2 be the unit circle and let µ be the normalized
Lebesgue measure on S1. We shall prove that there is no Lipschitz transformation φ : S1 → R
which is injective on a set of full measure µ. Let φ be such a transformation. Then φ(S1) =
[a, b] for some compact interval. As φ is injective on a set of full measure, interval [a, b] is
non-degenerate, i.e. a < b. Fix points x, y ∈ S1 with φ(x) = a, φ(y) = b. As x 6= y, there are
exactly two open arcs I, J ⊂ S1 of positive measure joining x and y such that I ∩ J = {x, y}
and I ∪ J = S1. Clearly φ(I) = φ(J) = [a, b]. Let A ⊂ S1 be a Borel set such that φ is
injective on A and µ(A)=1. As Lipschitz maps transform sets of zero Lebesgue measure to
sets of zero Lebesgue measure, we conclude that φ(I ∩A) and φ(J ∩A) are disjoint Lebesgue
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measurable subsets of [a, b] with Lebesgue measure equal to b−a. This contradiction finishes
the proof.
Theorem 3.1 strengthens the following embedding theorem, proved recently by Alberti,
Bölcskei, De Lellis, Koliander and Riegler in [ABDL+18].
Theorem 3.6 ([ABDL+18, Theorem II.1]). Let µ be a Borel probability measure in RN and
let k ∈ N be such that k > dim
MB
µ. Then for Lebesgue almost every linear transformation
L : RN → Rk there exists a Borel set XL ⊂ RN such that µ(XL) = 1 and L is injective on
XL.
In fact, in [ABDL+18] the authors introduced the notion of dim
MB
µ, denoting it by K(µ)
and calling it the description complexity of the measure. In particular, Theorem 3.6 holds
for measures µ supported on a Borel set X ⊂ RN with dimB X < k. By (2.2), we have
dimH µ ≤ dimMB µ, and in Section 5 we present an example (Theorem 5.5) showing that the
inequality may be strict. Therefore, Theorem 3.1 actually strengthens Theorem 3.6.
Non-probabilistic embedding theorems were first obtained in topological and smooth cat-
egories. The well-known Menger–Nöbeling embedding theorem (see e.g. [HW41, Theo-
rem V.2]) states that for a compact metric space X with Lebesgue covering dimension at
most k, a generic continuous transformation φ : X → R2k+1 is injective (and hence defines
a homeomorphism between X and φ(X)). Genericity means here that the set of injective
transformations φ : X → R2k+1 is a dense Gδ subset of C(X ;R2k+1) endowed with the supre-
mum metric. The dimension 2k+1 is known to be optimal. The corresponding result in the
category of smooth manifolds is the Whitney embedding theorem (see [Whi36]). It states
that for a given k-dimensional Cr-manifoldM , a generic Cr-transformation fromM to R2k+1
is a Cr-embedding (i.e. an injective immersion of class Cr).
Let us now compare Theorem 3.1 to non-probabilistic embedding theorems involving box-
counting dimension. One of the first results in this area was a theorem by Mañé [Mn81,
Lemma 1.1]. We present its formulation following [SYC91, Theorem 4.6] and [Rob11, Theo-
rem 6.2] (originally, Mañé proved that topologically generic linear transformation is injective
on X).
Theorem 3.7. Let X ⊂ RN be a compact set. Let k ∈ N be such that k > 2dimB X or
k > dimH(X − X). Then Lebesgue almost every linear transformation L : RN → Rk is
injective on X.
Remark 3.8. As noticed by Mañé and communicated in [ER85, p. 627], his original state-
ment in [Mn81] is incorrect. Namely, he assumed k > 2 dimH X + 1 instead of k >
dimH(X − X). However, this is known to be insufficient for the existence of a linear em-
bedding of X into Rk. In fact, in [SYC91, Appendix A], Kan presented an example of a
set X ⊂ Rm with dimH X = 0, such that any linear transformation L : Rm → Rm−1 fails
to be injective on X. It turns out that the assumption k > 2 dimH X is insufficient, while
k > 2dimB X is sufficient. This stems from the fact that the proof of Theorem 3.7 actually
requires the property k > dimH(X −X), and the upper box-counting dimension satisfies
(3.2) dimB (A× B) ≤ dimB (A) + dimB (B),
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for A,B ⊂ RN , hence
dimH(X −X) ≤ dimH(X ×X) ≤ dimB (X ×X) ≤ 2dimB X
(note that this calculation shows that k > 2dimB X is a stronger assumption than k >
dimH(X −X)). On the other hand, (3.2) does not hold for the Hausdorff dimension (nor for
the lower box-counting dimension), and dimH X does not control dimH(X − X). The fact
that in Theorem 3.1 we can work with the Hausdorff dimension comes from the application
of Fubini’s theorem, which enables to consider covers of the set X itself, instead of X −X.
In Section 5 we analyze Kan’s example from the point of view of Theorem 3.1.
Theorem 3.7 is also true for subsets of an arbitrary Banach space B for a prevalent set of
linear transformations L : B→ Rk (see [Rob11, Chapter 6] for details).
Note that the linear embedding from Theorem 3.1 need not preserve the dimension of X.
Indeed, the Hausdorff and box-counting dimensions are invariants for bi-Lipschitz transforma-
tions, yet inverse of a linear map on a compact set does not have to be Lipschitz. Therefore,
we only know that dimφL(X) ≤ dimX (see [Rob11, Proposition 2.8.iv and Lemma 3.3.iv])
and the inequality can be strict. For example, let φ ≡ 0 and X = {(x, f(x)) : x ∈ [0, 1]} be a
graph of a (Hölder continuous) function f : [0, 1]→ R with dimH X > 1, e.g. the Weierstrass
non-differentiable function. Then the linear projection L : R2 → R given by L(x, y) = x sat-
isfies 1 = dimL(X) < dimH X. The following theorem shows that in the non-probabilistic
setting, one can obtain β-Hölder continuity of the inverse map for small enough β ∈ (0, 1)
(see [BAEFN93, EFNT94, HK99] and [Rob11, Chapter 4]).
Theorem 3.9. Let X ⊂ RN be a compact set. Let k ∈ N be such that k > 2dimB X and let
β be such that 0 < β < 1 − 2dimB X/k. Then Lebesgue almost every linear transformation
L : RN → Rk is injective on X with β-Hölder continuous inverse.
However, this is not true in the case of Theorem 3.1.
Remark 3.10. In general, we cannot claim that the injective map φL|XL from Theorem 3.1
has a Hölder continuous inverse. Indeed, it is well-known that for n ∈ N there are examples
of compact sets X ⊂ RN of Hausdorff and topological dimension equal to n, which do not
embed topologically into Rk for k ≤ 2n (showing the optimality of the bounds in the Menger–
Nöbeling embedding theorem, see [HW41, Example V.3]). Consider a probability measure
µ on X with supp µ = X, where supp denotes the topological support of the measure (the
intersection of all closed sets of full measure). It is known that such measure exists for any
compact set. If the map φL|XL from Theorem 3.1 for k = n+1 had a Hölder continuous inverse
f = φ−1L , then we could extend f from φL(XL) to R
n+1 preserving the Hölder continuity
([Ban51, Theorem IV.7.5], see also [Min70]). Then Y = {x ∈ X : f ◦ φL(x) = x} would be a
closed subset of X with µ(Y ) = 1, hence Y = X, so φL would be homeomorphism between
X and φL(X) ⊂ Rn+1, which would give a contradiction.
4. Probabilistic Takens delay embedding theorem
In this section we present the proof of the extended probabilistic Takens delay embedding
theorem. It turns out that linear perturbations are insufficient for Takens-type theorems, see
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Example 4.7. As observed in [SYC91], it is enough to take perturbations over the space of
polynomials of degree 2k. This can be easily extended to more general families of functions.
Definition 4.1. Let X be a subset of RN . A family of transformations h1, . . . , hm : X → R is
called a k-interpolating family on setX, if for every collection of distinct points x1, . . . , xk ∈ X
and every ξ = (ξ1, . . . , ξk) ∈ Rk there exists (α1, . . . , αm) ∈ Rm such that
m∑
j=1
αjhj(xi) = ξi
for each i = 1, . . . , k. In other words, the matrixh1(x1) . . . hm(x1)... . . . ...
h1(xk) . . . hm(xk)

has full row rank as a transformation from Rm to Rk. Note that the same is true for any
collection of l distinct points with l ≤ k.
Example 4.2. It is known that any linear basis h1, . . . , hm of the space of real polynomials
of N variables of degree at most k − 1 is a k-interpolating family (see e.g. [GS00, Sec. 1.2,
eq. (1.9)]).
For a transformation T : X → X and p ∈ N denote by Perp(T ) the set of periodic points
of minimal period p, i.e.
Perp(T ) = {x ∈ X : T px = x and T jx 6= x for j = 1, . . . , p− 1}.
Let µ and ν be measures on a measurable space (X ,F). The measure µ is called singular
with respect to ν, if there exists a measurable set Y ⊂ X such that µ(X \ Y ) = ν(Y ) = 0.
In this case we write µ ⊥ ν. By µ|A we denote the restriction of µ to a set A ∈ F .
Theorem 4.3 (Probabilistic Takens delay embedding theorem – extended version).
Let X ⊂ RN be a Borel set, µ be a Borel σ-finite measure on X and T : X → X an injective
map, which is Lipschitz on bounded sets. Fix k ∈ N and β ∈ (0, 1] such that Hβk(X) = 0 and
assume µ|Perp(T ) ⊥ Hβp for every p = 1, . . . , k − 1. Let h : X → R be β-Hölder on bounded
sets and h1, . . . , hm : X → R a 2k-interpolating family on X consisting of transformations
which are β-Hölder on bounded sets. For α = (α1, . . . , αm) ∈ Rm denote by hα : X → R the
transformation
hα(x) = h(x) +
m∑
j=1
αjhj(x).
Then for Lebesgue almost every α = (α1, . . . , αm) ∈ Rm, there exists a Borel set Xα ⊂ X of
full measure µ, such that the delay-coordinate map
φTα : X → Rk, φTα(x) = (hα(x), hα(Tx), . . . , hα(T k−1x))
is injective on Xα.
Remark 4.4. Similarly as before, Theorem 1.2 follows from Theorem 4.3 by Example 4.2
and by noting that locally β-Hölder maps defined on RN are also β-Hölder on bounded sets.
12
Under the notation of Theorem 4.3, we first show a preliminary lemma. For x ∈ X define
its full orbit Orb(x) as
Orb(x) = {T nx : n ≥ 0} ∪ {y ∈ X : T ny = x for some n ∈ N}.
Note that since T is injective, all full orbits are at most countable, and any two full orbits
Orb(x) and Orb(y) are either equal or disjoint. For x, y ∈ X let Dx,y be the k ×m matrix
defined by
Dx,y =

h1(x)− h1(y) . . . hm(x)− hm(y)
h1(Tx)− h1(Ty) . . . hm(Tx)− hm(Ty)
...
. . .
...
h1(T
k−1x)− h1(T k−1y) . . . hm(T k−1x)− hm(T k−1y)
 .
Lemma 4.5. For x, y ∈ X, the following statements hold.
(i) If y 6= x, then rankDx,y ≥ 1.
(ii) If y /∈ Orb(x) and y ∈ Perp(T ) for some p ∈ {1, . . . , k − 1}, then rankDx,y ≥ p.
(iii) If y /∈ Orb(x) and y /∈
k−1⋃
p=1
Perp(T ), then rankDx,y = k.
Proof. For (i), it suffices to observe that the first row of Dx,y is non-zero as long as x 6= y and
therefore rank(Dx,y) ≥ 1. Indeed, otherwise we would have hj(x) = hj(y) for j = 1, . . . , m
which contradicts the fact that h1, . . . , hm is an interpolating family.
Assume now y /∈ Orb(x), which implies Orb(y)∩Orb(x) = ∅. Let q (resp. r) be a maximal
number from {1, . . . , k} such that the points x, Tx, . . . , T q−1x (resp. y, Ty, . . . , T r−1y) are
distinct. Notice that if y ∈ Perp(T ) for some p ∈ {1, . . . , k − 1}, then r = p, and if y /∈
k−1⋃
p=1
Perp(T ), then r = k. Thus, the assertions (ii)–(iii) of the lemma can be written simply
as one condition
(4.1) rankDx,y ≥ r.
To show that (4.1) holds, denote the points x, Tx, . . . , T q−1x, y, Ty, . . . , T r−1y, preserving the
order, by z1, . . . , zl, for l = q+ r. By the definition of q, r, we have 1 ≤ l ≤ 2k and the points
z1, . . . , zl are distinct. Thus, the matrix Dx,y can be written as the product
Dx,y = Jx,yVx,y,
where
Vx,y =
h1(z1) . . . hm(z1)... . . . ...
h1(zl) . . . hm(zl)

and Jx,y is a k × l matrix with entries in {−1, 0, 1} and block structure of the form
Jx,y =
[ ∗ − Idr×r
∗ ∗
]
,
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where Idr×r is the r × r identity matrix. It follows that rank Jx,y ≥ r. Moreover, since
z1, . . . , zl are distinct and h1, . . . , hm is a 2k-interpolating family, the matrix Vx,y is of full
rank, hence rankDx,y = rank Jx,y ≥ r, which ends the proof. 
Proof of Theorem 4.3. We proceed similarly as in the proof of Theorem 3.1, using Lemma 2.2
instead of Lemma 2.1, together with the suitable rank estimates coming from Lemma 4.5.
In the same way as in the proof of Theorem 3.1, we show that it is enough to check that the
suitable set Xα exists for ηm-almost every α ∈ Bm(0, 1).
Applying Lemma 2.3 to the sets Perp(T ), p = 1, . . . , k − 1 and (possibly zero) measures
µ|Perp(T ), we find (possibly empty) disjoint σ-compact sets X1, . . . , Xk−1 ⊂ X such that
Xp ⊂ Perp(T ), µ(Xp) = µ(Perp(T )), Hβp(Xp) = 0 for p = 1, . . . , k − 1.
Similarly, there exists a σ-compact set Xk ⊂ X \
k−1⋃
p=1
Perp(T ) such that
µ(Xk) = µ
(
X \
k−1⋃
p=1
Perp(T )
)
and Hβk(Xk) = 0.
Note that Xk contains both aperiodic and periodic points (with period at least k). Let
X˜ =
k⋃
p=1
Xp.
Then X˜ ⊂ X is a σ-compact set of full measure µ. Define
A = {(x, α) ∈ X˜ × Bm(0, 1) : φTα(x) = φTα(y) for some y ∈ X˜ \ {x}}.
The set A is Borel by Lemma 2.4. For x ∈ X˜ and α ∈ Bm(0, 1), denote, respectively, by Ax
and Aα, the Borel sections
Ax = {α ∈ Bm(0, 1) : (x, α) ∈ A}, Aα = {x ∈ X˜ : (x, α) ∈ A}.
Observe that it is enough to prove ηm(Ax) = 0 for every x ∈ X˜, since then by Fubini’s
theorem ([Rud87, Thm. 8.8]), (ηm ⊗ µ)(A) = 0 and, consequently, µ(Aα) = 0 for ηm-almost
every α ∈ Bm(0, 1). As φTα is injective on X˜ \Aα and X˜ has full measure µ, the proof of the
theorem is finished.
Fix x ∈ X˜. To show ηm(Ax) = 0, note that for y ∈ X˜,
(4.2) φTα(x)− φTα(y) = Dx,yα+ wx,y
for
wx,y =

h(x)− h(y)
h(Tx)− h(Ty)
...
h(T k−1x)− h(T k−1y)
 .
Write Ax as
Ax = A
orb
x ∪
k⋃
p=1
Apx,
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where
Aorbx = {α ∈ Bm(0, 1) : φTα(x) = φTα(y) for some y ∈ X˜ ∩Orb(x) \ {x}},
Apx = {α ∈ Bm(0, 1) : φTα(x) = φTα(y) for some y ∈ Xp \ {x}}, p = 1, . . . , k.
The set Aorbx is Borel as a countable union of closed sets of the form
(4.3) {α ∈ Bm(0, 1) : φTα(x) = φTα(y)}, y ∈ X˜ ∩Orb(x) \ {x},
while each set Apx is Borel as a section of the set
{(x, α) ∈ X˜ × Bm(0, 1) : φTα(x) = φTα(y) for some y ∈ Xp \ {x}},
which is Borel by Lemma 2.4. To end the proof, it is enough to show that the sets Aorbx and
Apx, p = 1, . . . , k, have ηm measure zero.
To prove ηm(Aorbx ) = 0 it suffices to check that the sets of the form (4.3) have ηm measure
zero. By (4.2), we have
{α ∈ Bm(0, 1) : φTα(x) = φTα(y)} = {α ∈ Bm(0, 1) : Dx,yα = −wx,y}
and Lemma 4.5 gives rankDx,y ≥ 1 whenever y 6= x, so each set of the form (4.3) is contained
in an affine subspace of Rm of codimension at least 1. Consequently, it has ηm measure zero.
To prove ηm(Apx) = 0 for p = 1, . . . , k, fix n ∈ N and define
Xp,nx =
{
y ∈ Xp : σp(Dx,y) ≥ 1
n
and ‖y − x‖ ≤ n
}
,
Ap,nx = {α ∈ Bm(0, 1) : φTα(x) = φTα(y) for some y ∈ Xp,nx \ {x}},
where σp(Dx,y) is the p-th largest singular value. Note that singular values of given order
depend continuously on the coefficients of the matrix, see e.g. [GVL13, Corollary 8.6.2].
Hence, the set Xp,nx is σ-compact as a closed subset of Xp and by Lemma 2.4, the set A
p,n
x is
Borel.
By Lemma 4.5, for every y ∈ Xp\Orb(x) we have rankDx,y ≥ p, which implies σp(Dx,y) > 0
(see e.g. [Rob11, Lemma 14.2]). Hence,
Apx \ Aorbx =
∞⋃
n=1
Ap,nx \ Aorbx .
Consequently, it is enough to prove ηm(Ap,nx \ Aorbx ) = 0 for every n ∈ N.
Fix ε > 0. Since Hβp(Xp,nx \ Orb(x)) ≤ Hβp(Xp) = 0, there exists a collection of balls
BN(yi, εi), for yi ∈ Xp,nx \Orb(x) and 0 < εi < ε, i ∈ N, such that
(4.4) Xp,nx \Orb(x) ⊂
⋃
i∈N
BN(yi, εi) and
∑
i∈N
εβpi ≤ ε.
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Take α ∈ Ap,nx \Aorbx and let y ∈ Xp,nx \Orb(x) be such that φTα(x) = φTα(y). Then for yi with
y ∈ B(yi, εi) we have
(4.5)
‖Dx,yiα + wx,yi‖ = ‖φTα(x)− φTα(yi)‖ = ‖φTα(y)− φTα(yi)‖
≤
√√√√k−1∑
s=0
(
‖h(T sy)− h(T syi)‖+
m∑
j=1
αj‖hj(T sy)− hj(T syi)‖
)2
≤Mnεβi
for some Mn > 0 (depending also on m, k), since ‖y−yi‖ ≤ εi, ‖αj‖ ≤ 1, y, yi ∈ BN(x, n+ ε)
and T , h and hj are β-Hölder on bounded sets on X. By (4.5),
Ap,nx \ Aorbx ⊂
⋃
i∈N
{α ∈ Bm(0, 1) : ‖Dx,yiα + wx,yi‖ ≤Mnεβi }.
Since for every i ∈ N we have σp(Dx,yi) ≥ 1/n, we can apply Lemma 2.2 and (4.4) to obtain
ηm(A
p,n
x \ Aorbx ) ≤
∑
i∈N
Cm,k
Mpnε
βp
i
1/np
≤ Cm,kMpnnpε.
Since ε > 0 was arbitrary, we conclude that ηm(Ap,nx \Aorbx ) = 0, so in fact ηm(Ap,nx ) = 0. 
The original Takens delay embedding theorem states that for given finite dimensional C2
manifoldM and generic pair of C2-diffeomorphism T : M →M and C2-function h : M → R,
the corresponding delay-coordinate map φ : M → Rk, φ(x) = (h(x), h(Tx), . . . , h(T k−1x)) is
a C2-embedding (an injective immersion) as long as k > 2 dimM . It was followed by the box-
counting dimension version of Sauer, Yorke and Casdagli (Theorem 1.1) and subsequently by
the infinite-dimensional result of [Rob05] (see also [Rob11, Section 14.3]). Refer to [NV18]
for a version of Takens’ theorem with a fixed observable and perturbation performed on
the dynamics. Takens’ theorem involving Lebesgue covering dimension on compact metric
spaces and a continuous observable was proved in [Gut16] (see [GQS18] for a detailed proof).
See also [Sta99, Cab00] for Takens theorem for deterministically driven smooth systems and
[SBDH97, SBDH03] for stochastically driven smooth systems.
Having injectivity of φTα in Theorem 4.3, it is natural to consider a model of the dynamical
system (X, T ) embedded in Rk, i.e. the dynamical system (φTα(Xα), φ
T
α ◦T ◦(φTα)−1). However,
to have φTα ◦T ◦ (φTα)−1 well-defined, the set Xα should be T -invariant. This does not have to
be the case in general, yet it holds if the measure µ is T -invariant, as shown in the following
proposition.
Proposition 4.6. Let X, µ, T fulfil the assumptions of Theorem 4.3. If µ is additionally
T -invariant, i.e. satisfies µ(Y ) = µ(T−1Y ) for every Borel set Y ⊂ X, then the sets Xα can
be taken to be T -invariant, i.e. satisfy T (Xα) ⊂ Xα.
Proof. The proof follows from the fact that every Borel set Y ⊂ X of full measure has a
T -invariant subset of full measure. Indeed, let B =
∞⋃
n=0
T−n(X \ Y ). Then µ(B) = 0 and it
is easy to see that Y \B is T -invariant. 
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Example 4.7. It turns out that linear perturbations are not sufficient for Theorems 1.1
and 4.3, i.e. it may happen that φL = (φ(x) + Lx, . . . , φ(T k−1x) + LT k−1x) is not (almost
surely) injective for a generic linear map L : RN → R. As an example, let X = B2(0, 1), fix
a ∈ (0, 1) and define T : X → X as
T (x) = ax.
Then T is a Lipschitz injective transformation on the unit disc X ⊂ R2 with zero being the
unique periodic point. Fix φ ≡ 0. We claim that there is no linear observable L : R2 → R
which makes the delay map injective, i.e. for every k ∈ N and every v ∈ R2 the transformation
x 7→ φTv (x) = (〈x, v〉, 〈Tx, v〉, . . . , 〈T k−1x, v〉) ∈ Rk is not injective on X. This follows from
the fact that for each 1-dimensional linear subspace W ⊂ R2 the set W ∩X is T -invariant,
hence φTv = 0 on an infinite set Ker(〈·, v〉) ∩ X. We have seen that φTv is not injective for
any v ∈ R2. No we will see that it also not almost surely injecitve for µ being the Lebesgue
measure on X. Note that for v ∈ R2 and c ∈ R, the segment Wc = {z ∈ X : 〈z, v〉 =
c} satisfies T (Wc) ⊂ Wac, hence all points on Wc will have the same observation vector
(〈x, v〉, 〈Tx, v〉, . . . , 〈T k−1x, v〉) = (c, ac, a2c, . . . , ak−1c). Therefore, a set Xv ⊂ X on which
φTv is injective can only have one point on each of the parallel segments Wc contained in X.
However, such a set Xv cannot be of full Lebesgue measure. Note that the above example
can be easily modified to make T a homeomorphism.
5. Examples
In this section we present two examples which illustrate the usage of Theorem 3.1. Let us
begin with fixing some notation. For x ∈ [0, 2) we will write
x = x0.x1x2 . . . ,
where x0.x1x2 . . . is the binary expansion of x, i.e.
x =
∞∑
j=0
xj
2j
, x0, x1, x2, . . . ∈ {0, 1}.
For a dyadic rational we agree to choose its eventually terminating expansion, i.e. the one
with xj = 0 for j large enough. Let pi : {0, 1}N → [0, 1] be the coding map
pi(x1, x2, . . .) =
∞∑
j=1
xj
2j
.
5.1. A modified Kan example. In the Appendix to [SYC91], Kan presented an example
of a compact set K ⊂ RN with dimH K = 0 and such that every linear transformation
L : RN → RN−1 fails to be injective on K (see also Remark 3.8). It follows from Theorem 3.1,
that whenever we are given a Borel σ-finite measure µ on such a set, then almost every linear
transformation L : RN → R is injective on a set of full measure µ. To illustrate this, we
construct a σ-compact set X ⊂ R2 with dimH X = 0, which is a slight modification of Kan’s
example, equipped with a natural Borel σ-finite measure µ, such that no linear transformation
L : R2 → R is injective on X, while for almost every L we explicitly show a set XL ⊂ X of
full measure µ, such that L is injective on XL.
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Following [SYC91, Appendix], we begin with constructing compact sets A,B ⊂ [0, 1] such
that
(5.1) dimH A = dimB A = dimH B = dimB B = 0 (hence dimH(A ∪ B) = 0),
and
(5.2) dimB A = dimB B = 1, dimB (A ∪ B) = dimB (A ∪ B) = 1.
To this aim, let Mk, k ≥ 0, be an increasing sequence of positive integers such that M0 = 1
and Mk ր∞ with lim
k→∞
Mk+1
Mk
=∞. Define
A˜ =
{
(x1, x2, . . .) ∈ {0, 1}N : for every even k, xj = 0 for all j ∈ [Mk,Mk+1)
or xj = 1 for all j ∈ [Mk,Mk+1)
}
,
B˜ =
{
(x1, x2, . . .) ∈ {0, 1}N : for every odd k, xj = 0 for all j ∈ [Mk,Mk+1)
or xj = 1 for all j ∈ [Mk,Mk+1)
}
,
and set
A = pi(A˜), B = pi(B˜).
It is a straightforward calculation to check that A and B satisfy (5.1) and (5.2) (see [SYC91,
Appendix], [Fal14, Example 7.8] or [Rob11, Section 6.1]). Define X ⊂ R2 as
X =
(
{0} ×
⋃
n∈Z
(A+ n)
)
∪
(
{1} ×
⋃
n∈Z
(B + n)
)
.
By (5.1), we have dimH X = 0. The following two propositions describe the embedding
properties of the set X.
Proposition 5.1. No linear transformation L : R2 → R is injective on X.
Proof. The map L has the form L(x, y) = αx + βy for α, β ∈ R. Obviously, we can assume
β 6= 0. Note that the points
u = (0, a+ n), v = (1, b+m), for a ∈ A, b ∈ B, n,m ∈ Z
are in X and
(5.3) L(u) = L(v) if and only if b− a = z,
where
z = −α
β
+ n−m.
For given α and β, choose n,m ∈ Z such that z ∈ [0, 1). Consider the binary expansion
z = 0.z1z2 . . . and define
a = 0.a1a2 . . . ∈ A, b = 0.b1b2 . . . ∈ B
setting
(5.4)
aj = 0, bj = zj for j ∈ [Mk,Mk+1), if k is even,
aj = 1− zj , bj = 1 for j ∈ [Mk,Mk+1), if k is odd
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(if all bj are equal to 1, we set b = 1). Then z = b−a and (5.3) implies that L is not injective
on X. 
Let us now define a natural Borel σ-finite measure µ on X, starting from a pair of proba-
bility measures ν1, ν2 on A˜ and B˜, respectively. Let
ν1 =
∞⊗
k=0
pk, ν2 =
∞⊗
k=0
qk,
where pk and qk are probability measures on {0, 1}Mk+1−Mk given as
pk =
{
1
2
δ(0,...,0) +
1
2
δ(1,...,1) if k is even
(1
2
δ0 +
1
2
δ1)
⊗(Mk+1−Mk) if k is odd
, qk =
{
(1
2
δ0 +
1
2
δ1)
⊗(Mk+1−Mk) if k is even
1
2
δ(0,...,0) +
1
2
δ(1,...,1) if k is odd
and the symbol δa denotes the Dirac measure at a. Then supp ν1 = A˜, supp ν2 = B˜, hence
defining
µ1 = pi∗(ν1), µ2 = pi∗(ν2),
we obtain probability measures on A,B, respectively, with suppµ1 = A, supp µ2 = B.
Finally, let
µ =
∑
n∈Z
δ0 ⊗ (τn)∗µ1 +
∑
n∈Z
δ1 ⊗ (τn)∗µ2,
where τn : R → R, τn(x) = x + n, n ∈ Z. Clearly, µ is a Borel σ-finite measure with
suppµ = X.
For a ∈ A, b ∈ B let
Aa =
{
x ∈ A \ {1} : x+ a = z0.z1z2 . . . such that the sequence (z0, z1, . . .)
is constant on [Mk,Mk+1) ∩ N for every odd k
}
,
Bb =
{
x ∈ B \ {1} : x+ b = z0.z1z2 . . . such that the sequence (z0, z1, . . .)
is constant on [Mk,Mk+1) ∩ N for every even k
}
.
Lemma 5.2. For every a ∈ A, b ∈ B, we have µ1(Aa) = µ2(Bb) = 0.
Proof. Fix b = b0.b1b2 . . . ∈ B. We will show µ2(Bb) = 0 (the fact µ1(Aa) = 0 can
be proved analogously). The proof proceeds by showing that for each even k, the vector
(xMk , . . . , xMk+1−1), where x = x0.x1x2 . . . ∈ Bb, can assume at most four values. This will
imply µ2(Bb) ≤ 4 · 2−(Mk+1−Mk) for each even k and, consequently, µ2(Bb) = 0. To show the
assertion, fix an even k and let
ξ =
∞∑
j=Mk+1
xj + bj
2j
.
Note that ξ < 2−(Mk+1−2) (as ξ < 2 and we exclude expansions with digits eventually equal to
1). Hence, ξ = ξ0.ξ1ξ2 . . . with ξj = 0 for j ≤Mk+1−2. Note that, since b is fixed, the values
of ξMk+1−1 ∈ {0, 1} and (xMk+bMk , . . . , xMk+1−1+bMk+1−1) ∈ {(0, . . . , 0), (1, . . . , 1)} determine
uniquely the value of (xMk , . . . , xMk+1−1). Therefore, (xMk , . . . , xMk+1−1) can assume at most
four values. 
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Now for Lebesgue almost every linear transformation L : R2 → R we will construct a set
XL ⊂ X of full measure µ, such that L is injective on XL. As previously, write L(x, y) =
αx+ βy for α, β ∈ R. Neglecting a set of zero Lebesgue measure, we can assume β 6= 0. Let
l ∈ Z be such that
(5.5) z = −α
β
+ l belongs to [0, 1).
Similarly as in (5.4), we can write
(5.6) z = a′ − b′, z − 1 = a′′ − b′′ for some a′, a′′ ∈ A, b′, b′′ ∈ B.
Let
XL =
(
{0} ×
⋃
n∈Z
(A+ n)
)
∪
(
{1} ×
⋃
n∈Z
(
(B \ (Bb′ ∪ Bb′′ ∪ {1})) + n
))
.
Then XL ⊂ X and Lemma 5.2 implies that XL has full measure µ.
Proposition 5.3. For every α ∈ R, β ∈ R \ {0}, the linear transformation L : R2 → R,
L(x, y) = αx+ βy, is injective on XL.
For the proof of the proposition we will need the following simple lemma. The proof is left
to the reader.
Lemma 5.4. Let x = x0.x1x2 . . . ∈ [0, 1], y = y0.y1y2 . . . ∈ [0, 1], M,N ∈ N, M < N − 1,
be such that x + y < 2 and sequences (xM , . . . , xN) and (yM , . . . , yN) are constant. Then
x+ y = z0.z1z2 . . ., where the sequence (zM , . . . , zN−1) is constant.
Proof of Proposition 5.3. Assume, on the contrary, that there exist points u, v ∈ XL such
that L(u) = L(v). As β 6= 0, we cannot have u, v ∈ {0} × R or u, v ∈ {1} × R. Hence,
we can assume u ∈ {0} × R, v ∈ {1} × R. Then, following the previous notation, we have
u = (0, a + n), v = (1, b + m) for a ∈ A, b ∈ B \ (Bb′ ∪ Bb′′ ∪ {1}), n,m ∈ Z. Note that
b− a ∈ [−1, 1), so by (5.3), we have
b− a = z or b− a = z − 1,
for z from (5.5), and (5.6) implies
b− a = a′ − b′ or b− a = a′′ − b′′.
Hence,
a + a′ = b+ b′ or a+ a′′ = b+ b′′.
This is a contradiction, as Lemma 5.4 implies that the binary expansion sequences of a + a′
and a + a′′ are constant on [Mk,Mk+1 − 1) ∩ N for every even k, while by the condition
b ∈ B \ (Bb′ ∪Bb′′ ∪{1}), the binary expansion sequences of b+ b′ and b+ b′′ are not constant
on [Mk,Mk+1) ∩ N for some even k. 
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5.2. Measure with dimH µ < dimMB µ. To show that Theorem 3.1 is an actual strength-
ening of Theorem 3.6, we present an example of a measure µ, for which dimH µ < dimMB µ.
More precisely, we show the following.
Theorem 5.5. There exists a Borel probability measure µ on [0, 1]2, such that dimH µ = 1
and dim
MB
µ = 2.
To begin the construction of µ, fix an increasing sequence of positive integers Nk, k ∈
N, such that Nk ր ∞ with SkSk+1 ≤ 1k+1 , where Sk =
k∑
j=1
Nj. Consider the probability
distributions p0,p1 on {0, 1} given by
p0({0}) = 0, p0({1}) = 1, p1({0}) = p1({1}) =
1
2
.
For y = 0.y1y2 . . . ∈ [0, 1] (in this subsection we assume that the binary expansion of 1 is
0.111 . . .), define the probability measure νy on {0, 1}N as the infinite product
νy =
∞⊗
j=1
Nj⊗
i=1
pyj .
Further, let µy be the Borel probability measure on [0, 1] given by
µy = pi∗νy.
Finally, let µ be the Borel probability measure on [0, 1]2 defined as
µ =
ˆ
[0,1]
µydLeb(y), i.e. µ(A) =
ˆ
[0,1]
µy(A
y)dLeb(y) for a Borel set A ⊂ [0, 1]2,
where Ay = {x ∈ [0, 1] : (x, y) ∈ A}. It is easy to see that µ is well-defined, as the function
y 7→ µy(Ay) is measurable for every Borel set A ⊂ [0, 1]2.
The proof of Theorem 5.5 is based on the analysis of the local dimension of µ, defined in
terms of dyadic squares (rather then balls). For n ∈ N and x1, . . . , xn ∈ {0, 1} let [x1, . . . , xn]
denote the dyadic interval corresponding to the sequence (x1, . . . , xn), i.e.
[x1, . . . , xn] =

[ n∑
j=1
xj
2j
,
n∑
j=1
xj
2j
+ 1
2n
)
if
n∑
j=1
xj
2j
+ 1
2n
< 1[
1− 1
2n
, 1
]
otherwise.
Under this notation, for n ∈ N and (x, y) ∈ [0, 1]2 let Dn(x, y) be the dyadic square of
sidelength 2−n containing (x, y), i.e.
Dn(x, y) = [x1, . . . , xn]× [y1, . . . , yn], where x = 0.x1x2 . . . and y = 0.y1y2 . . . .
Recall that the box-dimensions can be defined equivalently in terms of dyadic squares. Pre-
cisely, let N ′(X, 2−n) be the number of dyadic squares Dn(x, y) of sidelength 2−n intersecting
X. Then (see e.g. [Fal14, Section 2.1])
(5.7) dimB (X) = lim inf
n→∞
logN ′(X, 2−n)
n log 2
and dimB (X) = lim sup
n→∞
logN ′(X, 2−n)
n log 2
.
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For a Borel finite measure µ on [0, 1]2 and (x, y) ∈ [0, 1]2 define the lower and upper local
dimension of µ at (x, y) as
d(µ, (x, y)) = lim inf
n→∞
− log µ(Dn(x, y))
n log 2
, d(µ, (x, y)) = lim sup
n→∞
− log µ(Dn(x, y))
n log 2
.
It is well-known (see e.g. [Hoc14, Propositions 3.10 and 3.20]) that
(5.8) dimH µ = ess sup
(x,y)∼µ
d(µ, (x, y)).
The following lemma gives estimates on the measure of dyadic squares at suitable scales.
Lemma 5.6. Let x = 0.x1x2 . . . ,∈ [0, 1], y = 0.y1y2 . . . ∈ [0, 1], n ∈ N and D = Dn(x, y) =
[x1, . . . , xn]× [y1, . . . , yn]. Let k ∈ N be such that Sk < n ≤ Sk+1. Then the following hold.
(a) If yk = yk+1 = 1, then µ(D) ≤ 2−(2− 1k )n.
(b) If n = Sk+1 and yk+1 = 0, then either µ(D) = 0 or µ(D) ≥ 2−(1+ 1k+1 )n.
Proof. Note that for y′ = 0.y′1y
′
2 . . . ∈ [0, 1] such that (y′1, . . . , y′n) = (y1, . . . , yn) we have
(5.9)
µy′(D
y′) = µy′([x1, . . . , xn]) = py′
1
({x1}) · · ·py′
1
({xS1})py′
2
({xS1+1}) · · ·py′
2
({xS2})
· · ·py′
k+1
({xSk+1}) · · ·py′k+1({xn}).
Moreover, as k < n, the value of µy′(Dy
′
) depends only on (y1, . . . , yn) and (x1, . . . , xn).
Using (5.9), we can prove both assertions of the lemma, as follows.
Ad (a).
If yk = yk+1 = 1, then for j ∈ {Sk−1 + 1, . . . , n} we have pyl(xj) = 12 , where l ∈ {k, k + 1}
is such that Sl−1 < j ≤ Sl. Therefore, in the product (5.9) there is at least n − Sk−1 terms
equal to 1
2
. Consequently,
µy′(D
y′) ≤ 2−(n−Sk−1) = 2−(1−Sk−1n )n ≤ 2−(1−
Sk−1
Sk
)n ≤ 2−(1− 1k )n,
hence
µ(D) =
ˆ
[y1,...,yn]
µy′(D
y′)dLeb(y′) ≤ Leb([y1, . . . , yn])2−n(1− 1k ) = 2−n(2− 1k ).
Ad (b).
Assume that µ(D) 6= 0. Then all the terms in (5.9) have to be non-zero, so every term is
equal to either 1
2
or 1. Moreover, as yk+1 = 0 and n = Sk+1, we have
pyk+1({xSk+1}) · · ·pyk+1({xn}) = 1
and, consequently,
µ(D) = 2−npy1({x1}) · · ·py1({xS1})py2({xS1+1}) · · ·py2({xS2})
· · ·pyk({xSk−1+1}) · · ·pyk({xSk}) ≥ 2−n−Sk = 2
−(1+
Sk
Sk+1
)n ≥ 2−(1+ 1k+1 )n.

Now we are ready to give the proof of Theorem 5.5.
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Proof of Theorem 5.5. We begin by proving dimH µ = 1. Note that dimH µ ≥ 1, as µ projects
under [0, 1]2 ∋ (x, y) 7→ y ∈ [0, 1] to the Lebesgue measure, so it is sufficient to show dimH µ ≤
1. By (5.8), it is enough to prove that d(µ, (x, y)) ≤ 1 for µ-almost every (x, y) ∈ [0, 1]. Note
that for Lebesgue almost every y = 0.y1y2 . . . ∈ [0, 1], the sequence (y1, y2, . . .) contains
infinitely many zeros. Hence, it is sufficient to show d(µ, (x, y)) ≤ 1 for µy-almost every
x ∈ [0, 1], assuming that y ∈ [0, 1] has this property. Moreover, for µy-almost every x ∈ [0, 1],
we have µ(Dn(x, y)) > 0 for all n ∈ N (see (5.9)). For such x, by Lemma 5.6(b), we have
d(µ, (x, y)) ≤ lim inf
k→∞
− log µ(DSnk (x, y))
Snk log 2
≤ lim
k→∞
(1 + 1
nk
)Snk
Snk
= 1.
Therefore, dimH µ ≤ 1, so in fact dimH µ = 1.
Let us prove now dim
MB
µ = 2. Since µ is supported on [0, 1]2, it suffices to show dim
MB
µ ≤
2. Let A ⊂ [0, 1]2 be a Borel set with µ(A) > 0. We show dimB A ≥ 2. Note that there
exists c > 0 such that the set
(5.10) B = {y ∈ [0, 1] : µy(Ay) ≥ c}
satisfies Leb(B) > 0. Fix ε ∈ (0, 1
4
). By the Lebesgue density theorem (see e.g. [Hoc14,
Corollary 3.16]), there exists a dyadic interval I ⊂ [0, 1] such that
(5.11)
Leb(B ∩ I)
|I| ≥ 1− ε,
where |I| = 2−N is the length of I. Fix k ≥ N + 2 and n ∈ {Sk + 1, . . . , Sk+1}. Consider the
collection Cn of dyadic intervals of length 2−n defined as
Cn = {[y1, . . . , yn] : yk = yk+1 = 1 and [y1, . . . , yn] ∩ B ∩ I 6= ∅}.
By (5.11), we have
(5.12) Leb
(
B ∩
⋃
Cn
)
≥
(1
4
− ε
)
2−N .
Let
An = A ∩
(
[0, 1]×
(
B ∩
⋃
Cn
))
.
Then An ⊂ A and (5.10) together with (5.12) imply
(5.13) µ(An) =
ˆ
B∩
⋃
Cn
µy(A
y)dLeb(y) ≥ c
(1
4
− ε
)
2−N .
Note that the above lower bound does not depend on k and n. Let N ′(An, 2−n) be the
number of dyadic squares of sidelength 2−n intersecting An. If D = I1× I2 is a dyadic square
of sidelength 2−n intersecting An, then I2 ∈ Cn, hence by Lemma 5.6(a) we have
µ(D) ≤ 2−(2− 1k )n.
As any two dyadic squares of the same sidelength are either equal or disjoint, (5.13) gives
N ′(A, 2−n) ≥ N ′(An, 2−n) ≥ c
(1
4
− ε
)
2−N+(2−
1
k
)n.
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Since k and n can be taken arbitrary large, invoking (5.7) gives dimB A ≥ 2. Hence,
dim
MB
µ ≥ 2, so in fact dim
MB
µ = 2. 
Remark 5.7. Note that as
ess sup
z∼µ
d(µ, z) = dimH µ ≤ dimMB µ ≤ dimMB µ = dimP µ = ess sup
z∼µ
d(µ, z)
(dimP denotes the packing dimension, see e.g. [Fal14, Proposition 3.9] and [Fal97, Proposition
10.3]), the equality dimH µ = dimMB µ holds for all exact dimensional measures µ, i.e. the
measures µ with d(µ, z) = d(µ, z) = const for µ-almost every z.
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