We study blowup solutions of the 6D energy critical heat equation ut = ∆u + |u| p−1 u in R n × (0, T ). A goal of this paper is to show the existence of type II blowup solutions predicted by Filippas, Herrero and Velázquez [7] . The dimension six is a border case whether a type II blowup can occur or not. Therefore the behavior of the solution is quite different from other cases. In fact, our solution behaves like
Introduction
This paper is concerned with blowup solutions for the semilinear heat equation. u t = ∆u + |u| p−1 u in R n × (0, T ), u(x, 0) = u 0 (x) on R n .
(1.1)
It is well known that for any bounded continuous initial data u 0 , (1.1) admits a unique maximal classical solution u(x, t) in t ∈ (0, T ). When the maximal existence time T is finite, we say that a solution blows up in a finite time T , which is equivalent to lim sup t→T u(t) ∞ = ∞. Blowup solutions are classified into two classes. In this paper, we are interested in a type II blowup mechanism, which is much more delicate than a type I case. In the study of blowup problems, there are two important critical exponents defined by
A blowup for the case 1 < p < p S is almost completely understood ( [8, 9, 11, 22, 6, 14, 26, 20] ). Every blowup solution is a type I, and has the same local profile:
near the sigular point.
It is known that for the case p S < p < p JL , only a type I blowup occurs under a radially symmetric setting ( [19] ). The first type II blowup is discovered by Herrero and Velázquez [15, 16] (see also [21] ) for p > p JL . In this pioneering work, they give a widely applicable approach for the existence of blowup solutions with the prescribed asymptotic profile, and construct infinitely many positive radially symmetric type II blowup solutions with the exact blowup rates. Very recently Seki [23] proves the existence of a type II blowup for the critical case p = p JL (see also [24] ). Another type II blowup is found in the energy critical case p = p S by Filippas, Herrero and Velázquez [7] . They formally obtain sign changing type II blowup solutions by using the matched asymptotic expansion technique. The blowup rate of their solutions are given by where k = 1, 2, 3, · · · . The list on the right side in (1.2) is a corrected version of the original one (see Appendix of [13] for details). The first rigorous proof for the existence of a type II blowup is given by Schweyer [25] . He constructs a type II blowup solution for n = 4 by a different approach from the matched asymptotic expansion technique [7] and [15, 16] . Its blowup rate coincides with k = 1 in (1.2). Very recently del Pino, Musso, Wei and their collaborators succeed to treat blowup problems for the energy critical case by developing a new method ( [2, 3, 4] ). They obtain a type II blowup solution for n = 5 with the same blowup rate as k = 1 in (1.2) . After that, the author [13] proves the existence of a type II blowup corresponding to n = 5 and k ≥ 2 in (1.2) by using their method. In this paper, we investigate the possibility of a type II blowup for n = 6. This is a border case whether a type II blowup can occur or not. In fact, Collot, Merle and Raphaël [1] prove that if the initial data is close to the ground states, then the blowup is a type I for a higher dimensional case n ≥ 7. We will see that a type II blowup occurs for n = 6 and its asymptotic profile is quite different from other cases.
Main result
Let Q λ (x) be the positive radially symmetric stationary solution given by
We introduce an ODE type blowup solution.
where α > 0 and e 1 (z) is the quadratic polynomial in |z| (see Section 4.2 for details). This function coincides with the ODE solution near the singular point.
for any fixed R > 0. Furthermore we define a cut off function to connect two solutions.
Theorem 1. Let n = 6 and p = p S . There exist T > 0 and a radially symmetric solution u(x, t) ∈ C(R 6 × [0, T )) ∩ C 2,1 (R 6 × (0, T )) of (1.1) satisfying the following properties:
(i) The function u(x, t) is given by
+v(x, t), y = x λ(t)
,
where T 1 (y) is a bounded function defined in Section 4.1.
(ii) λ(t) = (1 + o(1))(T − t) 5 4 | log(T − t)| − 15 8 .
(iii) There exist c, K > 0 such that
(iv) Let E loc (u) be the local energy defined by
Then lim E loc (u(t)) = −∞.
Our approach is a combination of the matched asymptotic expansion technique [7] and the inner-outer gluing method developed in [2, 3, 4] . We first construct an approximate solution u app (x, t) (see (2.1)) along [7] , and next prove the existence of a solution close to the approximate solution by the the inner-outer gluing method. To do that, we investigate the behavior of the remainder v(x, t) defined in (2.1). Since the solution u(x, t) has two characteristic length:
(i) inner region |x| ∼ λ(t) (Section 6),
(ii) selfsimilar region |x| ∼ √ T − t (Section 7), we discuss separately. In the inner region, we analyze the behavior of the solution near the ground state Q. This part is treated in essentially the same way as [3] . On the other hand, the solution u(x, t) behaves like
in the selfsimilar region. Hence a problem in this paper is to construct a solution whose selfsimilar part behaves as above. To obtain such a solution, we first introduce additional parameters and carefully choose them to control the blowup time of the selfsimilar part of the solution. After that, we compute the effect from the inner part and the errors from the approximate procedure, and confirm that the remainder v(x, t) is sufficiently small. We note that since the solution u(x, t) behaves like (2.2), our problem is reduced to the ODE type blowup problem with the error terms from the inner part. We finally compute the local energy of the solution. This is derived from pointwise estimates of u(x, t) and ∇u(x, t) (Section 8).
Preliminary

Notations
Throughout this paper, η(ξ) ∈ C ∞ (R) stands for a standard cut off function satisfying
The nonlinear function in (1.1) is denoted by f (u) = |u| p−1 u, p = n + 2 n − 2 .
Linearization around the ground state
Let us consider the eigenvalue problem related to the linearized problem around the ground state Q(y) = Q λ (y)| λ=1 .
where the operator H y is define by
We recall that the operator H y has a negative eigenvalue µ 1 < 0 and a zero eigenvalu (see Proposition 5.5 p. 37 [5] ). We denote by ψ 1 (r) a positive radially symmetric eigenfunction associated to the negative eigenvalue with ψ 1 (0) = 1. It is know that there exists C > 0 such that (see p. 18 [2] )
The eigenfunction associated to the zero eigenvalue is explicitly given by
Perturbated linearized problem
We next consider the eigenvalue problem (3.1) in a bounded but very large domain.
We denote the ith eigenvalue of (3.2) by µ (R) i and the associated eigenfunction by ψ
Most of lemmas stated in this subsection are proved in Section 7 [2] (see also Section 3.2 [13] ). Lemma 3.1 (Lemma 3.1 [13] ). There exists c > 0 independent of R > 0 such that 
Behavior of the Laplace equation with a perturbation term
Consider a radially symmetric solution of
Let p M (r) be a radially symmetric solution of this problem satisfying p M (r) = 1 for r < M . Lemma 3.3 (see proof of Lemma 7.3 [2] , Lemma 3.3 [13] ). There exist k ∈ (0, 1) and
The Schauder estimate for parabolic equations
In this subsection, we consider
where Q = B 2 × (0, 1), B r = {x ∈ R n ; |x| < r}. The coefficients are assumed to be
Lemma 3.4 (Exercise 6.5 p. 154 [18] , Theorem 8.1 p. 192 [17] ). Let p, q ∈ (1, ∞] satisfy n 2p + 1 q < 1 and assume (A1). There exists c > 0 depending on p, q, n and M such that
Lemma 3.5 (Theorem 4.8 p. 56 [18] , Theorem 11.1 p. 211 [17] ). Let p, q ∈ (1, ∞] satisfy n p + 2 q < 1 and assume (A1). There exists c > 0 depending on p, q, n and M such that
Local behavior of the heat equation
To describe a local behavior of solutions to the heat equation, we often consider
We introduce a wighted L 2 space.
The inner product is defined by
The corresponding eigenvalue problem in a radially symmetric setting is given by
It is known that
• λ i = i (i = 0, 1, 2, · · · ) and
• e i (z) ∈ L 2 ρ,rad (R n ) is the 2ith-degree polynomial. We normalize the eigenfunction e i (z) as
with c i > 0 and e i ρ = 1.
The first three eigenfunctions e 0 (z), e 1 (z) and e 2 (z) are explicitly written as e 0 (z) = c 0 , e 1 (z) = c 1 |z| 2 − 2n , e 2 (z) = c 2 |z| 4 − (4n + 8)|z| 2 + (4n 2 + 8n) .
(3.4)
From this relation, we see that
In the same manner, we get
We finally recall a fundamental inequality (see (6) p. 4218 [12] ):
The linearization around the ground state
We here provide a radially symmetric solution of the linearized problem around the ground state.
where H y = ∆ y + V (y) and V (y) = f (Q(y)). We recall that
gives a radially symmetric solution of H y T = 0. Let Γ be another radially symmetric solution of H y T = 0 given by
where R > 0 is a large constant such that Λ y Q(r) < 0 for r > R. For simplicity we write Λ y Q as
The asymptotic behavior of Γ(r) is given by
(3.9)
In the same manner, the derivative of Γ(r) is computed as
(3.10)
From these relations, it holds that
From this identity, we easily see that
gives a solution of (3.8).
Formal derivation of blowup speed
We here repeat the argument in [7] p. 2970 -p. 2972 to construct an approximate solution, and derive its blowup
Inner region
We look for a solution of the form:
near the singular point. The unknown function λ(t) represents a characteristic length of the inner region: |x| ∼ λ(t). We change variables.
u(x, t) = λ − n−2 2 (Q(y) + (y, t)), y = x λ(t) .
The function (y, t) solves
where H y = ∆ y + f (Q(y)) and
To obtain more precious asymptotic behavior of the solution, we rewrite
The function 1 (y, t) solves
We choose T 1 (y) as a solution of H y T 1 + Λ y Q = 0. From this choice, we can expect | 1 | σ. Therefore the solution should behave as
in the inner region. We here compute T 1 (y) for a later argument. From (3.11), T 1 (y) is written by
When n ≥ 5, T 1 and T 1 are given by
The integral in T 1 is computed as
(1 + s) n ds.
When n = 6, the integrand is written as
Therefore we get This relation and (3.9) give
We finally obtain
Furthermore since ∂ r Γ = O(r −3 ) (see (3.10)), it holds that
Selfsimiliar region
We next investigate the asymptotic behavior of the solution in the selfsimilar region. In this region, we use the selfsimilar variables.
We assume that the solution behaves like
where Θ(x, t) is an explicit function given by
The constant (e 2 1 , e 1 ) ρ is given by (3.5) . This function Θ(x, t) is an approximation of an ODE blowup solution, which is introduced in [14, 26] . For a later matching procedure, we compute the asymptotic behavior of Θ(x, t) as |z| → 0. From (3.4) -(3.5) and (4.6), it holds that
as |z| → 0. 
Matching condition
In Section 4.1 -Section 4.2, we derive the asymptotic form of the solution in the inner region (see (4.1)) and the selfsimilar region (see (4.4)) respectively. We here provide a condition such that those two solutions coincide at the boundary of the two regions. The formulas (4.1) and (4.4) give the following matching condition.
as |y| → ∞ and |z| → 0.
From (4.2) and (4.7), this condition is rewritten as
as |y| → ∞ and |z| → 0. We here assume that the first term on the left-hand side is negligible since |y| → ∞. Then when n = 6, the matching condition is given bẏ
From this equation, we obtain λ = (T − t)
Formulation
In this section, we set up our problem as in the proof of Theorem 1 [3] (see also Section 5 [13] ).
Setting
As in the previous section, we look for solutions of the form:
where λ = λ(t) is an unknown function, χ i (i = 1, 2) is a cut off function defined by
and λ 0 , σ are functions given by (see (4.8) )
We remark that the second term λ − n−2 2 0 σT 1 in (5.1) is slightly different from that of (4.1), where λ − n−2 2 σT 1 is used. This gives a better estimate in our argument (see Lemma 7.2). To derive an equation for v(x, t), we compute the derivative of Θ(x, t) (see (4.5)).
This gives
.
We compute the derivative of u(x, t).
where g i (i = 0, 1, 2, 3) is given by
The function (y, t) is defined on (y, t) ∈ B 2R × (0, T ) and
The constant R will be chosen large enough in Section 6 -Section 7. Plugging this into (5.4), we get
where
We introduce a parabolic system of ( (y, t), w(x, t)).
We rewrite the second equation of (5.6) in a different expression.
We can verify that ( (y, t), w(x, t)) solves (5.5) if a solution ( (y, t), w(x, t)) of (5.6) is obtained. This equation is the same one introduced in [3] . By a lack of boundary condition in the equation for (y, t) in (5.6), the problem may not be uniquely solvable. So we appropriately construct a solution (y, t) such that (y, t) decays enough in the region
Fixed point argument
To construct a solution of (5.6), we apply a fixed point argument. We put
(5.9)
The constant K > 0 is chosen to be large enough later. Let δ ∈ (0, T ) and X δ be the space of all continuous functions
We extend w(x, t) to a continuous function on
The function χ δ (t) is a cut off function satisfying
From this definition, we see thatw(x, t) ∈ C(R n × [0, T ]) and
(5.10)
From this construction, the mapping
is continuous. For given w(x, t) ∈ X δ , we first determine λ(t) by the orthogonal condition (6.1). Next we construct (y, t) as a solution of (see (5.6))
After that we solve the problem (see (5.8) )
By using this W (x, t), we define the mapping w(x, t) → W (x, t). The fixed point of this mapping gives a solution of (5.6) in R n × (0, T − δ) satisfying (5.10). Finally we take δ → 0 to obtain the solution stated in Theorem 1. For the rest of paper, we investigate the solution mapping described in the above procedure.
Inner solution
In this section, we repeat the argument in Lemma 4.1 [3] to define the mapping w(
represents an extension of w(x, t) defined in Section 5.2.
Notation 2
For the rest of this paper, we assume that
• the constant R > 0 is large enough and
• the blowup time T is given by T = e −R .
Furthermore for convenience, we write
if there is a universal constant c > 0 independent of R, δ (δ is defined in Section 5.2) and µ (µ is introduced in Section 6.3) such that k 1 ≤ ck 2 .
Choice of λ(t)
We first define λ(t) ∈ C 1 ([0, T ]) as a unique solution of
We recall that λ 0 and σ are defined by (see (5.2))
Proof. From (5.7), the relation (6.1) is rewritten as
We put X(t) = log λ(t) and
. Furthermore due to (5.9) -(5.10), the second term is computed as
From the above relations, we easily see that there exists a unique solution X 1 (t) satisfying |X 1 (t)| τ − 1 2 . This completes the proof.
From Lemma 6.1, it holds that
6.3 Construction of (y, t)
Throughout this subsection, λ(t) represents the function given in Lemma 6.1. For simplicity, we write
We define a radially symmetric function g(|y|, t) on R 6 × (0, T ) as a solution of
Since (G(t), Λ y Q) L 2 y (R 6 ) = 0 for t ∈ (0, T ) (see (6.1)), the radially symmetric solution g(|y|, t) is given by (see Section 3.7)
Therefore we verify from (5.9) -(5.10) and (6.2) that
where κ is defined by
We introduce a new time variable s defined by
From (6.3) -(6.4), we see that
From this relation, it holds that for
where t 1 = t| s=s1 and τ 1 = τ | t=t1 . This implies
where χ 4R (y) = η( |y| 4R ). The parameter d in is determined below. The desired solution (y, t) mentioned in Section 5.2 is obtained by (y, t) = H y E(y, t). Let M 1 be the constant given in Lemma 3.3 and fix a large constant M > M 1 such that
To apply Lemma 3.5, we consider the regularized problem.
From this property, (6.5) and (6.7), it holds that
In the same manner, since |∇ y g| = |∂ r g| and (∆ y + V (y))g = −G, we get
(6.10)
We first consider
From a parabolic regularity theory, we verify that
We now investigate the regularity of the limiting function
Furthermore we get from Lemma 3.5 (iii) that
for any p, q ∈ (1, ∞] with n p + 2 q < 1 and s 1 > 0. Let
This solves
In the same way as above, we see that
for any 1 < p < ∞ and s 1 > 0, and
for any p, q ∈ (1, ∞] with n p + 2 q < 1 and s 1 > 0. Therefore it holds that for any p ∈ (1, ∞) and s 1 > 0
Proof. To construct a comparison function, we put
where p 1 (r) is a radially symmetric function given in Lemma 3.3. The function p(r) gives a positive radially symmetric
Since k < p 1 (r) < 1 for r > 0 (see Lemma 3.3), there exists k 1 > 0 independent of M , R such that 0 < p(r) < k 1 log R for r ∈ (0, 16R). (6.14)
We now check that C 1 κ(s)p(r) gives a super-solution of (6.11) when C 1 1. We see from (6.6) and (6.14) that
Since T = e −R , if R is large enough, it holds that
Therefore we obtain
for |y| < 16R.
Since |g (µ) | κ 1+|y| 2 (see (6.9)), by a comparison argument, we verify that there exists C 1 > 0 such that 
where Q = B 2 × (max{0, s − 1}, s) and p, q are as in Lemma 3.5. We apply (6.7), (6.9) and (6.15) to get
Next we fix (y, s) ∈ (B 6R \ B 1 ) × (0, ∞) and put r = |y|.
We consider two cases separately. For the case (i) s > r 2 36 , we put
The functionẼ
in B 2 × (0, 1).
Since 2 3 r < |y + r 3 Y | < 4 3 r for |Y | < 1, the potential term satisfies
Therefore Lemma 3.5 (i) gives
From (6.9) and (6.15), we note that
Since r 2 36 < 6R 2 = 6(log T ) 2 < 1 4 T − 3 2 for r < 6R, it follows from (6.7) that sup s− r 2 36 <s <s κ(s ) κ(s).
Therefore we obtain sup
36
), we deduce that
This gives the desired estimate. On the other hand, for the case (ii) 0 < s < r 2 36 , we put
The functionẼ (B2×(0,1) ) .
Since 36 r 2 s < 1 and r 2 36 < 1 4 T − 3 2 we obtain
Therefore the proof is completed.
Proof. We set e (µ)
1 . This solves (6.12). We note from (6.9) -(6.10) that
Therefore the argument in the proof of Lemma 6.2 shows
Furthermore we obtain a gradient estimate in exactly the same way as in the proof of Lemma 6.2.
This proves the second inequality in this lemma.
for s = 0.
We recall that µ (8R) 1 < 0 and ψ (8R) 1 ∈ H 1 0 (B 8R ) are defined in Section 3.3. We take
The function c (µ) (s) is explicitly given by
Since dκ ds < 0 (see (6.6)) and µ (8R) 1 < µ1 2 < 0, we get from Lemma 3.1 and Lemma 6.2 that
The function ν (µ) (y, s) satisfies for (y, s) ∈ B 2R × (0, ∞) (i = 0, 1).
Proof. Since (ν (µ) (s), ψ (8R) 1 ) L 2 y (B 8R ) = 0 for s ∈ (0, ∞), from Lemma 3.2, there exists k > 0 such that
for s ∈ (0, ∞).
From this estimate and Lemma 6.2, we get e ks R 4 ν (µ) 2
We compute the integral on the right-hand side. From (6.6), we observe that This implies
Applying a local parabolic estimate in (6.19), we get from (6.7) and Lemma 6.2 that
We now check that C 1 M 7 2 κ(s)R 4 log R|y| − 7 2 gives a super solution for y ∈ B 8R \ B 2M if C 1 1. The computation is similar to the proof of Lemma 6.2 and Lemma 6.3. We verify from (6.6) and (6.8) that
From Lemma 3.1 and Lemma 6.2, the right-hand side of (6.19) is estimated as
Therefore it holds that if M 1
From this estimate and (6.21), a comparison argument shows
By the same scaling argument as in the proof of Lemma 6.2, we get |∇ y ν (µ) (y, s)| C 1 M 7 2 κ(s)R 4 log R |y| 9 2 for (y, s) ∈ B 6R \ B 2M × (0, ∞).
Next we differentiate (6.19) with respect to y i . Then ν
The same scaling argument as in the proof of Lemma 6.2 shows
Furthermore we repeat this procedure and obtain
The proof is completed.
We now put We note from (6.13) and (6.20) that for any p ∈ (1, ∞) and s 1 > 0
Therefore since −H y g = G in B 2R × (0, ∞), we conclude that (y, t) gives a solution of for (y, s) ∈ B 2R × (0, ∞) (i = 0, 1), (6.23) |d in | κ(s)| s=0 log R.
Outer solution
In this section, we solve a nonlinear problem (see (5.8) ).
For convenience, we rewrite definition of each term on the right-hand side.
g out = (−µχ 1 ) + (−g 0 ) + (−g 1 ) + g 2 + g 3 + g 4 + g 5 ,
A goal of this section is to show W (x, t) ∈ X δ (see Section 5.2). We introduce a selfsimilar transformation.
The function ϕ(z, τ ) solves
where τ 0 = − log T . Throughout this section, we assume that λ(t) and (y, t) are functions obtained in Section 6. (see (6.3)) and |w(x, t)| < W(x, t) (see (5.9) -(5.10)), the first term in F out is estimated as We next compute the second and the third term.
As for the fourth and the fifth term, we get from (6. for |z| > 1.
Proof. The first term is estimated as
From (4.2) -(4.3), (4.7) and (5.2), we verify that
Since |∂ t χ 1 | e τ , |∇ x χ 1 | τ e τ 2 and |∆ x χ 1 | τ 2 e τ , combining these estimates, we obtain |(−g 0 ) + (−g 1 ) + g 2 + g 3 | e 2τ 1 |z|< 2 τ . The term g 4 is easily estimated as |g 4 | e 2τ 1 |z|< 2 τ . We finally estimate g 5 . Since χ 2 χ in = 0, we see that
We next estimate N out .
Proof. We first note that the following elementary relation.
Since χ 2 = 0 for |z| < 1 2τ , we get for |z| < 1
2τ
Furthermore since χ in = 0 for |z| > 1 2τ , it holds that for 1
We finally investigate the case |z| > K √ τ . 
Proof. From Lemma 7.1 and |z| = e τ 2 λ|y|, we see that
Since 1 |z|< 1 τ ρ τ − n 2 , we get from Lemma 7.2 that
In the same manner, from Lemma 7.3, we verify that
Finally we compute the last two terms. We recall that
Since (e 2 1 , e 1 ) ρ = 8c 1 (see (3.5) ) and (|∇ z e 1 | 2 , e 1 ) ρ = 4c 1 (see (3.6) ), it holds that α − 2α 2 (|∇ z e 1 | 2 , e 1 ) ρ = 0, where α = 1 (e 2 1 , e 1 ) ρ .
From this relation, we easily see that |(µ, e 1 ) ρ | τ −3 . Furthermore since |∇ z e 1 | 2 ∈ span{e 0 , e 1 }, we obtain e −2τ µ ⊥ ρ τ −3 . The proof is completed.
Choice of parameters
We rewrite (7.1) in a different form.
The symbol ⊥ represents the projection to the orthogonal complement of span{e 0 , e 1 } in L 2 ρ (R 6 ). We solve this problem under the initial condition:
3)
The parameter d = (d 0 , d 1 ) is chosen later. To construct a solution of this problem, we here consider an auxiliary problem.
where ν(z, τ ) is a given function. Then a j = (Φ, e j ) ρ satisfieṡ
a i 2ατ −1 e 1 + 2χ 1 1 + ατ −1 e 1 e i , e j ρ − 2ατ −1 e 1 + 2χ 1 1 + ατ −1 e 1 ν, e j ρ =:qj + (e −2τ F out , e j ) ρ + (e −2τ µ, e j ) ρ + (e −2τ g out , e j ) ρ + (e −2τ N out , e j ) ρ =:fj .
This ODE system is rewritten asȧ = Ba + q + f ,
Since |(χ 1 e i , e j ) ρ | τ −6 and α = 1 (e 2 1 ,e1)ρ , it holds that
We first consider the linear part of this equation. We can choose two independent solutions of the linear probleṁ a = Ba satisfying
for τ > τ 0 ,
We define the fundamental matrix M by
The inverse matrix N = M −1 is given by
A solution a(τ ) of (7.4) is expressed by
where I 1 and I 2 are given by
We take
From this choice, we deduce that
By a direct computation, we verify that
Therefore it holds that
We introduce a space Y for a fixed point argument.
where X is the orthogonal complement of a subspace spanned by {e 0 , e 1 } of L 2 ρ (R 6 ). The norm · Y is defined by
For given ν ∈ Y , we define a(τ ) by (7.5), and choose a parameter d = (d 0 , d 1 ) as
We define Φ ⊥ as a unique solution of
This procedure defines a mapping ν ∈ Y → Φ ⊥ ∈ Y . The fixed point of this mapping gives the desired solution.
We now provide a priori estimates of Φ ⊥ . Since |f 0 (τ )| τ −2 , |f 1 (τ )| τ −3 (see Lemma 7.4) and |q 0 | τ −2 ν ρ , |q 1 | τ −1 ν ρ , we verify from (7.5) that
Since e 1 (z) = c 1 (|z| 2 − 2n), it holds that
We apply (3.7) to get
ρ . Therefore from Lemma 7.4 and (7.8), we deduce that
This gives
. From definition of Φ ⊥ (τ 0 ) (see (7.7)) and χ out = 1 for |z| < K 4 √ τ (see (7. 3) for definition of χ out ), we easily see that
Since d is defined by (7.6), we verify from (7.8) that
Therefore it holds that Φ ⊥ (τ 0 ) ρ e − 1 2 τ0 if ν ∈ Y . From this estimate, we deduce that
This relation shows that the mapping ν ∈ Y → Φ ⊥ ∈ Y is well defined. We next verify that this mapping is contractive in Y . Let ν i ∈ Y (i = 1, 2). We define (a i (τ ), d i , Φ ⊥ i (z, τ )) (i = 1, 2) by (7.5) -(7.7). Then the function
In the same manner as above, we obtain the same differential inequality.
Furthermore it holds from (7.5) that
Therefore since
we deduce that
This shows the claim. From the Banach fixed point theorem, there exits a unique fixed point
As is stated before, ϕ = a · e + Φ ⊥ gives a solution of (7.2) -(7.3). Furthermore by the above construction, it holds that
We finally remark that (7.2) -(7.3) admits a unique solution ϕ(z, τ ) in the class ϕ(z, τ ) satisfying
(ii) a(τ ) = (ϕ(τ ), e) ρ is given by (7.5),
(iii) d is given by (7.6) ,
where q(τ ) in (7.5) is defined by
The uniqueness is a consequence of the contractive property of the mapping ν ∈ Y → Φ ⊥ ∈ Y (see above). We will use this uniqueness result to confirm the continuity of the mapping (λ(t), (y, t)) → ϕ(z, τ ).
Pointwise estimate
Throughout this subsection, ϕ(z, τ ) represents a solution of (7.2) -(7.3) constructed in Section 7.2. We here provide a pointwise estimate of ϕ(z, τ ) to show W (x, t) ∈ X δ . Let r 1 ∈ (0, 1) and consider
for |z| < 4r 1 , τ > τ 0 , ϕ 1 = 0 for |z| = 4r 1 , τ > τ 0 , ϕ 1 = 0 for τ = τ 0 .
(7.11)
We put
The function Ψ(y, s) solves
(7.12)
We here apply a comparison argument to derive a priori estimate of Ψ 1 (y, s). Let .
Since e 1 (z) = c 1 (|z| 2 − 2n) > 0 for |z| > √ 2n (see (3.4) ) and λλ = −( 5 4 + o(1))e τ λ 2 (see (6. 3)), we verify that
We here note that (see (6.3)),
Therefore there exists r 1 ∈ (0, 1) such that
We fix r 1 ∈ (0, 1) as above. We estimate the last two terms in (7.12) . From Lemma 7.1, we see that Therefore it follows that
A comparison argument shows
We next derive a gradient estimate of Ψ 1 (y, s). Since |λλy| (T − t) 
1
(1 + |y|) 5 4 for |y| < 2r 1 e − τ 2 λ −1 , s > 0.
From these estimates, it follows that for |z| < 2r 1 , τ > τ 0 . We put
From (7.1), (7.3) and (7.11), we find that . Furthermore we get from (7.13) that .
Therefore it follows that
Let r 2 ∈ (1, √ τ 0 ) be a large constant which is determined later, and fix p = 8n 15 > n 2 . From (7.15) , we see that
We apply Lemma 3.4 (i) to get
for τ > τ 0 + 1.
Since 15 16 τ (see (7.13) ) and ϕ ρ τ −2 log τ (see (7.10) ), it holds that ϕ 2 ρ τ −2 log τ . Therefore we obtain sup |z|<r2 |ϕ 2 (z, τ )| τ − 15 8 for τ > τ 0 + 1.
To investigate the behavior of ϕ 2 (z, τ ) for τ ∈ (τ 0 , τ 0 + 1), we put
Since ϕ 3 (z, τ ) satisfies a similar equation to (7.14) with ϕ 3 (τ 0 ) = 0, we verify from a local parabolic estimate (see Lemma 3.4 (ii)) that
for τ ∈ (τ 0 , τ 0 + 1). (7.17) In the last inequality, we use |d| τ −2 0 log τ 0 (see (7.9) ). Therefore we conclude
for τ > τ 0 .
We next consider the case |z| > r 2 . Letφ
Since e 1 (z) = c 1 (|z| 2 − 2n) for some c 1 > 0, we verify that
We here fix r 2 > 0 large enough such that 
From definition of ϕ 2 (τ 0 ) (see (7.14) ) and |d| τ −2 0 log τ 0 (see (7.9)), we note that
Furthermore since |ϕ 2 (z, τ )| τ − 15 8 for |z| = r 2 (see (7.18) ), it holds that |ϕ 2 (z, τ )| <φ 2 (z, τ ) on |z| = r 2 , τ > τ 0 . Therefore a comparison argument gives
for |z| > r 2 , τ > τ 0 .
From this estimate, we obtain
We finally derive an estimate for |z| > K √ τ . Since e 1 (z) = c 1 (|z| 2 − 2n) for some c 1 > 0, we can fix K > 0 such that
We define a comparison function asφ
Since ∇zφ 2 (z,τ )|z =0,τ =1 = ∇ z ϕ 2 ( √ ez 1 , 1 + τ 1 ), from this relation, we deduce that
In the same way as (7.17), we obtain
Since ϕ = ϕ 1 χ r1 + ϕ 2 , from (7.13) and (7.21) -(7.22), we conclude We perform the argument mentioned in Section 5.2 rigorously. Letw(x, t) ∈ C(R 6 × [0, T ]) be an extension of w(x, t) ∈ X δ defined in Section 5.2, (λ(t), (y, t)) be a pair of functions constructed in Section 6, and W (x, t) be a function obtained in Section 7. We now define
To apply the Schauder fixed point theorem in X δ , we check (i) the mapping (X δ , · C(R n ×[0,T −δ]) ) → (X δ , · C(R n ×[0,T −δ]) ) is well defined, (ii) the mapping is continuous and (iii) the mapping is compact.
As is stated in the end of Section 7.3, we already prove W (x, t) ∈ X δ . Therefore (i) is verified. As for (ii), the continuity of the mapping (X δ , · C(R n ×[0,T −δ]) ) → (X δ , · C(R n ×[0,T −δ]) ) is a consequence of construction of W (x, t) (see Section 5 -Section 7). We finally check (iii).
Therefore by a standard parabolic estimate, there exists a subsequence
Furthermore since |W i (x, t)| < W(x, t) (see (5.9) -(5.10)), it holds that |W i (x, t)| < K for |x| > Kτ √ T − t, t ∈ (0, T − δ). This shows (iii). From the Schauder fixed point theorem, there exists w(
gives a solution of (1.1) in R 6 × (0, T − δ). We denote this u(x, t) by u (δ) (x, t). Then the limiting function u(x, t) = (δ)
Energy value
We compute an exact value of the local energy of the solution constructed above. The local energy is defined by
The solution u(x, t) is written as (see Section 5.1 and Section 7.3)
We decompose the integral into four parts.
We first recall the following elementary relation.
Since χ 2 = 0 in Ω 1 , from (5.9) -(5.10) and (6.23), the integral on the right-hand side is computed as We next provide an estimate in Ω 3 . Since χ 1 = 0 and χ 2 = 1 in Ω 3 , we get from (8.5) that
Furthermore we note from (5.9) -(5.10) that 
where o 1 is a positive function satisfying lim t→T o 1 = 0.
Computation of
|x|<1 |∇ x u| 2 dx
We first investigate the behavior of u(x, t) in |x| > K 2 √ τ √ T − t. We put u(x, t) = (T − t) −1 1 + α 2τ e 1 (z)
where α is a positive constant defined by (4.6). We now claim that |u(x, t)| <ū(x, t) for |x| > K 2 √ τ √ T − t, t ∈ (0, T ). (8.9)
Since w(x, t)| t=0 = w 2 (x, t)| t=0 = e τ ϕ 2 (z, τ 0 ) for |z| > 2r 1 and ϕ 2 (z, τ 0 ) = (d · e)χ out = 0 for |z| > K 2 √ τ (see (7. 3) for definition of χ out ), we easily see that 
In exactly the same computation as (5.3), we can verify that
|∇ z e 1 | 2 =:μ(x,t)
(8.11)
Since |∇ z e 1 | 2 = 4c 1 e 1 + 8nc 2 1 (see (3.4) ) it holds that if K is large enough. A comparison argument shows (8.9). We next give an estimate of |∇ x u(x, t)| in the same manner. Let v(r, t) = ∂ r u(r, t), r = |x|.
The function v(r, t) solves v t = ∂ 2 r v + n − 1 r ∂ r v − n − 1 r 2 v + 2|u|v in R 6 × (0, T ).
We putv (r, t) = −∂ rū (x, t) = αc 1 τ −1 (T − t) 
Therefore it follows from (8.13) that |v(r, t)| < λ 2 |x| 5 + |∂ r Θ(r, t)| + |∂ r w 2 (r, t)| <v(r, t) for |x| = K √ τ √ T − t, t ∈ (0, T ).
(right-hand side of (8.16)) Ω5 |∇ x w| 2 dx + Ω5 |∇ x (Θχ 2 ) · ∇ x w|dx + (the rest of terms)
In the last line, we use (8.19) . The integral in Ω 6 is much simpler. In fact, due to (8.15) andv |∇ x Θ|, it holds that |∇ x u| |∇ x Θ| in Ω 6 . Therefore we immediately see that Ω6 |∇ x u| Ω6 |∇ x Θ|. 
where o 2 is a positive function with lim t→T o 2 = 0. Since e 1 (z) = c 1 (|z| 2 − 2n), a direct computation shows 
This shows lim t→ T E loc (u) = −∞.
