access: v.23, no.03, Fall 2010 by National Center for Supercomputing Applications (NCSA)



m VER THE PAST YEAR, NCSA and IBM have made incredible progress toward the realization of the Blue Waters system. You have read about many of those achievements in the last four issues of Access as well as other Blue Waters project 
information, such as the completion of the National Petascale Computing 
Facility (NPCF), the progress of the 18 science teams, our workshops, 
virtual school sessions, and webinars. So, in this issue, I want to point 
out some new information that has only recently become available. 
First, there is an increasing amount of information on the POWER? 
processors and systems. IBM is now shipping many versions of the POWER? 
systems (www-03.ibm.com/systemsjpower). NCSA actually acquired a 
p780 as part of our interim systems environment. Since May, science 
team members and NCSA staff have been using the POWER? "Bluedrop" 
system to port and re-engineer their applications in preparation for the 
arrival of the production Blue Waters equipment. The results are very 
positive, and early access is giving the science teams and IBM a firm 
basis for performance estimations and optimizations. 
To expand the insight gained using Bluedrop, NCSA staffers are 
testing early hardware that has both the POWER? processors and the hub 
chips in operation. The equipment is similar to the POWER? IH drawer 
IBM demonstrated as SC09, with 256 cores, eight operating system 
images, and the full interconnect. While still in engineering prototype 
form, we have been able to run all the key benchmarks and tests on this 
early equipment as well as some of the science applications from the 
teams with Petascale Computing Resource Allocations (PRAC) from the 
National Science Foundation. 
The early access and testing is mutually beneficial to NCSA and 
IBM. Both staff get to see the actual performance on the first integrated 
hardware. We have been able to explore the interconnect performance 
to a modest scale and to start to use some of the advanced hardware 
features that will be in Blue Waters. The other advantage of the earliest 
possible access is it provides ways to uncover problems early enough to 
allow them to be corrected by the time production hardware is built. IBM 
staff worked with NCSA application and system specialists to uncover 
subtle interactions that could inhibit performance and to start low-level 
tuning of the hardware parameters based on real science applications. 
The software environment is also improved based on this real 
experience. This work will continue up through the Blue Waters 
deployment in the NPCF, with more science codes being run. We are 
particularly focusing on the problems, challenges, and solutions for 
petascale storage and I/0 by expanding the detailed design, quality 
expectations, and performance expectations for the storage subsystem. 
One of the most exciting developments for people interested in Blue 
Waters occurred in late August when IBM released many of the details of 
the Blue Waters interconnect at the Hot Chips 22 conference and the Hot 
Interconnects conference. With these presentations and papers, one co-
authored by NCSA's Torsten Hoefler, we now can discuss publicly most of 
the interconnect characteristics that will be important to moving science 
applications to the system in a highly effective manner. The details of 
this powerful, new interconnect are now summarized on our public Blue 
Waters website ( www. ncsa. illi nois.edu/BlueWatersjsystem. htm l). 
For the near future, we continue working with the science 
teams, including some newly announced teams this fall. The 
teams, and others who will take advantage of Blue Waters, 
are more than what many have traditionally called "users." 
They are equal partners in this enterprise. The Blue Waters 
team builds the tool and helps computational scientists 
and engineers use it effectively so scientific partners drive 
discovery through the research they conduct on Blue Waters. 
The approach is to create an expert-to-expert, mutually 
beneficial relationship between the Blue Waters project team 
and the science, engineering, and educational teams with 
Blue Waters allocations. This results in active partnerships 
with all the science teams and ultimately enhances their 
ability to use Blue Waters to further their goals. 
This fall we hold two major events for our science team 
partners, a four-day workshop that helps partners tune and 
re-engineer their codes, and another at SC 10 that will be our 
first Blue Waters partner meeting. Of course, we will continue 
to engage with IBM on bringing to realization the full promise 
that is the Blue Waters system in 2011 , a petascale-sized effort 
in its own right. 
William Kramer 
Deputy Project Director, Blue Waters 
NCSA 
An Illinois team headed by computer science 
professor Laxmikant Kale is helping scientists 
tune their applications for B I ue Waters, even 
before the hardware exists. He chatted with 
Access' Trish Barker about that process. 
Q. You've been involved with the Blue Waters project since the 
beginning, stretching all the way back to the proposal process. 
Tell me about the aspects of the project you're working on. 
A. There are three projects that I'm involved with, and they are all 
related. The first one has to do with deploying a programming 
model that the Parallel Programming Laboratory has developed over 
the years, which is embodied in Charm++ and Adaptive MPI. We are 
working to efficiently implement this model on Blue Waters. 
The second project has to do with the fact that you have 
a huge machine and people need to tune their applications to that 
machine, but we don't have access to that machine now, obviously. 
Usually tuning can't begin until the machine is deployed, so in 
the early months of deployment applications are running at lower 
efficiency. To avoid that we are providing a performance-tuning 
environment based on the programming model we've developed. 
Using this environment, you can run a program as if it is running 
on the full machine, even though you may be using just one-tenth 
the number of processors. This infrastructure is called BigSim. It 
was developed with support from the National Science Foundation, 
and our object here is to deploy it for Blue Waters users. 
BigSim is not so much a performance prediction system 
as it is a way to identify performance bottlenecks. We can give 
predictions of how quickly a simulation can be performed but it's 
really more useful to see what the potential issues are and how we 
can work around them. 
The molecular dynamics application NAMD is already using 
BigSim in the process of tuning to the full-scale Blue Waters 
machine, and several other applications are exploring the use of 
it. NAMD is special because my group is a co-developer of NAMD. 
We've been working on it since the 1990s, and it was one of the first 
applications to use Charm++, and now it's also one of the earliest 
applications to use BigSim. 
The third thing that I'm involved with is support for scaling 
NAMD to the full machine, especially for large molecular simulations 
involving tens of millions to hundreds of millions of atoms. 
All of this is a good example of how the computer science 
department and NCSA can work together. My team is able to provide 
valuable tools and expertise, and Blue Waters gives us an ideal 
platform to further develop and demonstrate those tools. 
Q. let's talk about the first project, the programming model. What 
is a programming model? 
A. A programming model defines how programmers should think 
about the machine. It defines an abstraction for the programmer 
to write to. It also specifies the way in which a computation is 
divided into its component entities and how they interact with each 
other. The distinguishing feature of Charm++ and Adaptive MPI is 
that the programmer does not have to worry about the number of 
processors, the programmer doesn't write to the processors. Instead 
they break the simulation into data and work units, and then the 
runtime system assigns those to the processors. This gives the 
system flexibility to deal with issues like dynamic load balancing 
and automatic fault tolerance, without the programmer having to 
do anything about it. 
Charm++ provides a good division of work between the 
programmer and the system. The programmer should decide how 
to parallelize, but the system should decide who does what when. 
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This is a contrast to MPI, in which a programmer decides what every 
processor is doing. 
a. What is the benefit of using this programming model? 
A. Mainly it relieves the programmer of resource management issues. 
It can get much better performance from applications that have 
load-balance issues. The programmers also don't have to write 
check-point code to deal with fault tolerance, and much stronger 
methods of fault tolerance than simple check point/restart become 
possible automatically. 
It also supports efficient interoperability. Basically, what 
you want is two modules to share the processors in such a way that 
idle time from one module can be used adaptively for productive 
computation in the other module. This is not possible if you are 
statically choreographing what the processor is doing, like you do 
in MPI. In CHARM++ and Adaptive MPI, the processor is scheduled 
according to availability of data. Thereby you can use the idle time 
for productive work by another module. 
Because the objects are being moved around by the system, 
the runtime system can take advantage of its knowledge of the 
interconnection topology and keep communication on nearby 
objects, without programming intervention. 
a. Tell more about how you can use BigSim to tune applications to 
use a machine that doesn't even exist yet. 
A. The first step is you have to be able to run your program at 
scale. If we have only 30,000 processors available, but we have 
a 300,000-processor job, we can emulate the correct scale on the 
smaller number of processors. This allows you to identify bugs in 
your program that appear only at scale. 
Doing an accurate simulation while running the user's code 
would be prohibitively computationally expensive. Instead we do 
an emulation and record all the dependencies between computation 
blocks and messages-then you don't need the code or the 
simulation data anymore. Everything is captured in these traces 
between computation and messaging. This isn't feasible for every 
application, but it is feasible for most science and engineering 
applications. 
In addition to NAMD, we're using BigSim for a turbulence 
code and for MILC. 
a. So instead of using a complete application, you use a skeleton 
emulation that traces the actions taking place in the real 
application. Communication A triggers computation Z, etc. 
A. Yes. You run in an emulation mode and you get traces from that 
emulation mode and you run those traces through a simulator, 
which takes the machine characteristics and communication into 
account. How fast is the processor, how fast is the interconnect, 
what is the topology? You can bring all of that information into 
the simulation, but the application itself has been abstracted into 
these dependencies. 
The simulation model provides a multi-resolution capability 
to analyze performance. Depending on how much detail you 
want you can get more accurate modeling of the network that 
shows contention or a simple model that just shows latency and 
bandwidth. Obviously the latency-only model is computationally 
cheaper to run, so if you aren't likely to suffer from contention, you 
can use the simpler model. We also have a multi-resolution approach 
to predicting the execution of sequential execution blocks, using 
simple scaling all the way to cycle-accurate simulators. 
Q, What is contention? 
A. Usually when you send a message from one node to another, the time 
it takes is determined by the number of bytes and the bandwidth of 
the network and a few simple things like that. But when everyone 
is sending messages to everyone else, the processors contend for 
the bandwidth. Applications with a large number of messages can 
suffer from this contention. So the network simulator has been very 
helpful for that purpose. 
a. What compute resources do you use for the performance 
simulations? 
A. We are using the BluePrint system at NCSA [a cluster composed 
of 120 IBM POWER5+ nodes, each having 16 cores and 64 GB 
of memory] and TeraGrid machines at Oak Ridge and the Texas 
Advanced Computing Center. 
a. How many processors do you need to emulate a run on the full 
300,000-core Blue Waters system? 
A. We suggest using one-tenth the cores, but it's highly variable 
depending on how memory-intensive your application is. Because 
NAMD is not very memory-intensive, we can make do with a modest 
number of processors. We have tricks in the works for dealing with 
large memory applications. 
a. How much investment is required to prep applications to use 
BigSim? 
A. For MPI applications they do have to convert to Adaptive MPI. So 
there is some effort involved on the application side. It depends 
on the application, but in most applications it's a weeklong effort. 
For MILC [the MIMD Lattice Computation code, used for studying 
subatomic particles] it was an afternoon. 
Q. Do you expect this type of simulation to be used more widely 
in the future? 
A. We hope that this will become more common and that BigSim will 
be used for other future machines. 
Even when the Blue Waters system is up and running, 
optimizing an application for a whole machine will be costly and 
resource intensive. Instead, using BigSim and our techniques will 
allow better management of resources. 
MORE INFORMATION 
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as part of the National Science Foundation's 
ce Allocations p. ogram will transform 
·stry w1th wide ranging impact. 
ATER IS WET, but the chemistry of water sounds 
like a dry subject, doesn't it? Don't we have 
water-ubiquitous, elemental water-figured 
out by now? Two hydrogens and an oxygen. 
Simple enough, right? Wrong. 
"In fact, water isn't understood really well," explains Mark 
Gordon, director of Ames Laboratory's Applied Mathematics and 
Computational Science Program and a chemistry professor at Iowa 
State University. 
It's poorly understood but critically important, impacting our 
bodies, our world's climate, and the products we buy. 
Gordon and Iowa State's Monica Lamm and Theresa Windus 
are working with NCSA to improve a pair of computational codes 
that will further illuminate the chemistry behind water and many, 
many other molecules that make life possible. The codes, called 
GAMESS and NWChem, are being prepared to run on Blue Waters 
as part of the National Science Foundation's Petascale Computing 
Resource Allocations program. Blue Waters is the sustained-petascale 
supercomputer coming to NCSA. 
"Blue Waters is really going to take us to the next level," Windus 
says. "We're going to be able to look at more complex chemical 
systems. We're going to be able to look at grand challenge problems, 
such as catalysis, drug delivery, and solvent effects on chemical 
processes in a very detailed way and get very accurate answers." 
GAMESS has been developed by Gordon's research group 
since the mid-1980s. Windus, meanwhile, was lead developer of 
NWChem at Pacific Northwest National Laboratory before coming 
to Iowa State. 
On the water front (and beyond) 
The researchers plan to use Blue Waters to explore essential problems 
like liquid water and the way it vaporizes, as well as the way it 
solidifies to form ice, with unprecedented precision. Those behaviors 
in turn influence, well, just about everything else. 
"All biological processes occur in water, so it's incredibly 
important for understanding biology, biochemistry. And the solvent 
most commonly used for materials deve:lopment is also water. So the 
breadth of importance of understanding water and understanding 
what happens in water is very, very high," Gordon says. 
But GAMESS and NWChem are applied to many other fields of 
research as well. 
Windus, for example, uses NWChem to study aerosols-how 
molecules in the air form droplets. "We really don't understand 
at the molecular scale how that's happening," she says. But the 
process impacts everything from weather and global climate change 
to the design of new consumer products like deodorants or cars' fuel 
injection systems. 
"It's going to be a long time before we're at the level of really 
being able to incorporate [the basic science of aerosols] into 
weather modeling. On the other hand, what we can do is inform the 
classical models they now use for forming droplets," Windus says. 
The chemicals going into clouds affect how the clouds, and thus 
the weather, behave by impacting features like the clouds' radiative 
behavior. 
"Today we can do things where we can look at, say, three or 
four or five waters in a cluster and be able to look at the nucleation 
events. What we're really looking to do is incorporate things like 
sulfuric acid, nitric acid. Look at the reactions that are happening 
inside the cluster, as well as looking at the growth. That's really 
impossible today with the current computing capability. That's what 
Blue Waters is really going to enable us to do." 
Lamm, who is principal investigator on the Petascale Computing 
Resource Allocations project, is interested in what are known as 
dendrimers. She would like to better understand how these long, 
branching polymers bind to smaller molecules. 
"Dendrimers have some unique properties that set them apart 
from a typical polymer that is like a straight chain with two ends. 
For one, despite the fact that they are a large molecule, they can be 
made relatively precisely with a consistent size and low defects. The 
many branches in their structure mean that they have several 'end 
groups'-notjust two like a typical polymer-and these end groups 
are where smaller molecules can be bound and captured, so to 
speak," Lamm explains. 
"This property has important implications for health 
technologies, such as drug delivery and medical imaging, and we are 
also exploring opportunities for using dendrimers in environmental 
remediation applications where contaminants are removed from 
water or soil." 
Combined, GAMESS and NWChem have over 100,000 users in 
about 100 countries, according to Gordon. Many companies use 
these applications as well, exploring material science, biology, 
and chemical engineering, for example. "And they run on every 
computing platform you can imagine," he adds. 
Scaling up 
Getting the codes to run on the newest platforms like Blue 
Waters is still a challenge, though. In order to get breakthrough 
results and explore new areas of science, the simulation codes 
have to take advantage of as large a portion of these systems 
as possible and run efficiently on them despite that size. In 
the case of Blue Waters, that means running on hundreds 
of thousands of processing cores simultaneously. Those 
challenges are where the collaboration with NCSA 
through the Petascale Computing Resource Allocations 
project come in. 
"When you start scaling up from 1,000 or 2,000 
processors to 100,000 processors, there's all sorts of 
problems that arise that never would have arisen 
with smaller numbers of processors. And we're 
really going to rely on the Blue Waters team to 
help us get around roadblocks that occur with that 
many processors. It's very important," Gordon says. 
"We have been taking full advantage of the expertise of 
the Blue Waters team to help us modify our codes," says Lamm. 
"Without the PRAC grant, we would not have access to the critical 
information we need to make our codes run 
successfully on Blue Waters." 
Those problems include tuning the code to 
the particulars of the IBM POWER? architecture 
that Blue Waters is based on, as well as debugging 
the code. 
What is known as load imbalance is also 
an issue when the code runs. That is, they're 
inventing ways of managing the fact that 
little bits of the code are running on many, 
many processors and that some of those processors finish 
their work early while others finish late. When working on 
relatively few processors, those conditions are often simply 
ignored-the completed task waits for its processor or 
the idle processor waits for its next task. When working 
at petascale and beyond, however, those delays pile up into 
unacceptable snarls. 
"We really think of the PRAC relationship as a collaboration," 
Windus says. "We have great in-house expertise as well, but what 
NCSA helps us with is to get a broader base for that expertise and 
be able to really apply what we know to this machine." D 
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FINE-TUNING 
EXPERIME TS 
HEN TWO OR MORE METALS ARE JOINED BY SOLDERING 
intermetallic compounds often form at the interface 
between the base metal and solder. The solder joints 
are used in a variety of applications, ranging from food 
packaging to electronics packaging to plumbing. With numerous 
possibilities and many practical problems, testing the properties and 
finding good candidate compounds in solder joints for a particular 
application can be an expensive and Lengthy process. 
Gautam Ghosh, a research assistant professor in the department 
of material science and engineering at Northwestern University, 
wanted to predict the properties of intermetallics commonly found 
in solder joints without Long and costly research. Usually, the 
mehanical properties of intermetallic phases are quite different from 
the base metal and bulk solder. 
"That's the key advantage," Ghosh says. "If you can well 
define these experiments in advance, you can save a Lot of time 
and resources." 
Predicting the properties of soldered materials to save time 
and resources can benefit a number of research projects that use 
the materials, Ghosh says. In 2006, for instance, Ghosh and his 
collaborators received a grant from the Department of Energy's Office 
of Fossil Energy to use their research for the design and evaluation 
of ferritic steels. Using their computational design tools, they 
wanted to see how the steels would perform in high-temperature 
steam turbines. It's an effort that stems from several years of 
interdisciplinary collaboration between Ghosh's lab at Northwestern 
and other universities, member companies of the Semiconductor 
Research Corporation, and high-performance computing facilities. 
NCSA was one of the supercomputing facilities Ghosh says has 
been important for the projects. 
"NCSA has been useful to us for more than five years," he says. 
Ghosh had used NCSA's recently retired Mercury supercomputer and 
is currently using the Cobalt system. 
Using Density-Functional Theory (OFT) codes, the researchers 
were able to predict various properties of metallic systems such 
as elastic constants, interfacial energy and bulk thermodynamics, 
Ghosh says. These properties are then related to potential behavior, 
allowing the researchers to predict certain intrinsic properties in 
solder interconnects, as an example. 
"So, that's how we Link our results, and try to predict our results 
with information behavior, elastic behavior, and so on," he says. 
NCSA wasn't the only high-performance computing facility 
Ghosh used to design the experiments. The group used TeraGrid 
resources at the Pittsburgh Supercomputing Center, Oak Ridge 
National Laboratory, and the San Diego Supercomputer Center. 
The use of high-performance computing plays a significant 
role in predicting the intermetallic properties by providing the 
researchers atomic scale modeling, but this is only one small step 
toward the Lab's ultimate goal of adding Length scale models to the 
project, says Ghosh. 
With atomic models, the researchers make predictions using 
conditions that are, in theory, perfect. The end goal is to see how 
Access I 11 I Fall 2010 
by Vince Dixon 
A Northwestern University researcher studying intermetallic 
compounds relies on high-performance computing to 
conduct atomic modeling prior to planning experiments. 
these predictions will work in the less-than-perfect real world, 
Ghosh says. 
"What we have done so far is atomic-scale computations using 
ideal materials," he says. "But in reality, of course, materials are not 
ideal; there are many defects, for example." 
The atomic modeling still helps researchers plan critical 
experiments, he says. Without them, performing experiments 
would be more extensive and time consuming. Instead of having 
to conduct dozens of experiments to test theoretical predictions, 
researchers can predict some of the results using the atomic models 
in order to fine-tune their approach. 
Working with collaborators from the University of California at 
Davis and the University of Tennessee helped in better incorporating 
materials science and other fields into their research, Ghosh 
says. The collaboration also aided the team in gaining access to 
computational resources the Northwestern campus lacks. 
"At Northwestern, there is no central parallel computing 
facility," Ghosh says. "So NCSA and other TeraGrid sites have been 
a tremendous help to us." 
The help came just in time. While the study of solder materials 
has a long history at Northwestern, in recent years engineers at 
the university have begun to shift more focus to the study of 
i ntermetallics. 
"That's because of the priority of the industry and the priority 
of the problems that need to be addressed," Ghosh says. 
Using high-performance computing to predict the intermetallic 
properties of soldered materials may offer new areas of research in 
using intermetallics in interconnects. D 
PROJECT AT A GLANCE 
FIGURES ON OPPOSITE PAGE 
Orientation dependence of Young's and shear moduli of 
AuSn4, based on the elastic constants (Cijs) calculated from 
first-principles at LOA and GGA levels, where the tensile axis 
or the shear direction is rotated from left to right as labelled 
in the Y-axis. Calculated results demonstrate the extent of 
anisotropy of Young's and shear moduli. Source: Gautam Ghosh. 
See Access online article to view figures in their full size. 
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An undergraduate institute prepares 
students to integrate computer science, 
other research disciplines. 
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NTEGRATED LEARNING is the driving principle behind 
the Undergraduate Petascale Institute, which is training a new 
generation of scientists. They'll be computational scientists who-
from the very beginning of their education and careers-make 
computational simulation an integral part of their research and 
understand how those simulations can drive discovery. 
The institute-a collaboration between NCSA and Shodor-is 
part of the Blue Waters project. It kicked off this summer, with 
more than 20 students giving up their Memorial Day weekend, then 
spending the next two weeks at NCSA in an intensive computer 
science workshop. At the workshop, they learned about the 
architecture of the Blue Waters supercomputer and the programming 
languages they will need to use the computer. They also found the 
time for some Ultimate Frisbee. 
These skills-well, maybe not the Frisbee-will be applied 
more broadly throughout the students' careers. 
"The program shows the different methods that are currently 
available, and then it gives you enough of an idea of the way that 
this thought process works about how to keep a lot of different cores 
busy and how to chug through your data as fast as you can. But, if 
you have that general framework, you can come up with newer, better 
ways to do this," explains Brandon Holt, an undergraduate from the 
University of Wisconsin, Eau Claire, who took part in the institute. 
What is a computational scientist? 
"The mind is very powerful, but it's only so powerful. And it's very 
creative, but it doesn't have a lot of computing power. So I kinda 
look at computational science as sort of an add-on to the human 
brain , just giving it more power," says Stockton College's Michael 
Laielli, another participant. "I think the computational scientist is 
a translator between the real science and the computer science." 
Part of that translation work is simply embracing the world 
as it is instead of trying to shoe-horn it into hidebound computer 
science standards. 
"All the stars interact at the same time. All the electrons in 
an atom interact at the same time," says Shodor's Bob Panoff. "If 
we're going to get better science off these machines, especially 
a machine like Blue Waters, which is going to have hundreds of 
thousands of processing cores, we're going to have to be able to 
map the parallelism in nature more closely to what the machine 
is capable of computing." 
'An apprentice researcher 
During the institute, students learned from experts in the field. And 
from each other. 
"We have a term called 'shoulder surfers: Whenever we have a 
lab project or anything in class that they're trying to teach us, they 
come up behind us and they tap us on the shoulder, and they will 
sit there. I know plenty of times ... we've gone through a project or 
a lab project with each other, and we've completed it," says North 
Carolina A&T State University's Brittany Hourston. 
Laielli agrees: "A lot of problems, I get answered just by asking 
the guy next to me, and we figure it out together. That's been a great 
approach to learning." 
The program didn't stop with the summer workshop. Students 
are paired with faculty mentors at their home institutions. 
"What's really important is that students have a chance not only 
to learn this as content but in the context of a real project with a 
professor as part of their research group," says Pan off. "They're really 
becoming an apprentice researcher to a scientist who is passionate 
and dynamically involved in the conduct of that research." 
Together, the institute students and mentors are working on 
real-world research projects that require computer simulation in 
fields like chemistry, biology, and astrophysics. Holt, for example, is 
working on a computing code that does mantle convection modeling 
of the Earth's core, exploring the use of graphics processing units to 
speed up the computation and look at the process in finer detail. 
"The only way we're going to succeed is to get students into 
a mode where it's not simply coming up with an answer, but it's 
thinking about how they came up with an answer," Panoff says. 
"They'll be able to have a better sense of not just solving the 
problem right but solving the right problem." D 
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MAGINE THE DARK OF DEEP SPACE, interspersed with blazing 
and multi-hued stars. In the distance we see the brilliant colors 
of the nebula. I expect us to move toward the photo and see it in 
stunning detail, but we keep going, far beyond anything I believed 
possible. We get closer and closer. Stars between Earth and Orion 
slide past just as they would if warp speed was a reality .... We 
are able to swoop and glide as we dive down into the glowing 
gases where stars and planets, whole solar systems, are forming 
before our eyes .... When the sequence ends, it takes a moment to 
remember to breathe." 
That's Michelle Evans, writing for Space Daily (www.spacedaily. 
com) after the premiere of the movie Hubble 3D in March. She wasn't 
alone in her response. Since the movie debut viewers continue to 
say "wow" to the scenes created by NCSA's Advanced Visualization 
Laboratory (AVL) with the same awe as if they were watching 
fireworks on the Fourth of July. But just Like with a fireworks 
extravaganza, behind the scenes of Hubble 3D were months of 
intense work designing and preparing just the right mix of elements, 
and choreographing the spectacular display. 
Narrated by Leonardo DiCaprio, this documentary film takes 
viewers through distant galaxies as it tells the story of the repair 
and upgrade of the Hubble telescope. While most of the film is 
shot with IMAX 3D cameras, including Live-action footage from the 
space shuttle, nearly a quarter of the movie's run time is devoted 
to AVL.s two dramatic voyages. Comprising nearly 10 minutes of the 
43-minute film, the sequences use real Hubble, astronomical, and 
computational data in visualizations that make audiences feel they 
are on a space journey. AVL. s sequences are extraordinarily Luminous 
and richly detailed, the team says, because of their extremely high 
resolution: 5,616 x 4,096 pixels per frame, compared to 1,920 x 
1,080 pixels for high-definition (HD) TV. 
The first scene AVL created flies to the Orion Nebula and 
through its "star nursery." The second Leaves the Milky Way galaxy 
and flies to the Virgo Cluster, through the Hubble Ultra Deep Field 
of galaxies embedded within a supercomputer numerical model of 
the cosmic web. 
AVL has worked with virtual reality, 3D rendering, and display 
technology for many years and has a Long history of producing 
astronomy and astrophysics visualizations for digital planetariums, 
museums, and HD broadcast television, in addition to a prior IMAX 
documentary that was nominated for an Oscar. Hubble 3D was one 
of their most intensive efforts, with over 2.4 terabytes of final 
com posited images that required six months of production and the 
equivalent of 28,000 PC machine hours to produce. 
"Partnering with IMAX and Baltimore's Space Telescope Science 
Institute (STSci) on the production of the astrophysical scientific 
visualizations for Hubble 3D was a wonderful opportunity to share 
ultra-high-resolution renderings of the cosmos with the public in the 
immersive IMAX 3D format," says Donna Cox, director of AVL, who 
acted as visualization producer/designer for NCSA's contributions. 
Other AVL staffers involved in the production were Robert Patterson, 
Stuart Levy, Alex Betts, AJ Christensen, and Matthew Hall. 
The IMAX team-Toni Myers (producer/director), Judy Carroll 
(associate producer), and Hugh Murray (stereography consultant)-
visited NCSA on several occasions, along with Frank Summers from 
STSci, to develop the concept and treatment for NCSA's contribution 
to the film. The scenes were based on a host of scientific data, 
including galactic models and Hubble image data provided by 
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STSci, animation elements provided by the Spitzer Science Center, 
and simulation data provided by Princeton University's Department of 
Astrophysical Science. 
AVL.s state-of-the-art ultra-high-resolution 3D display allowed them 
to interactively design the scenes and get a sense of what they would 
Look Like when transferred to the IMAX screen. Computer processing was 
done on AVL.s visualization cluster and NCSA's Abe supercomputer. 
T techn 
Working with Myers and the team, Patterson created two seamless camera 
moves that take the audience across millions of Light-years in a matter of 
minutes. This was achieved with AVL.s Virtual Director™ software, which 
allowed them to work interactively in an immersive 3D "virtual cosmic 
set" based on the scientific models and data. 
Levy, creator of Partiview, used his application to interactively 
preview the galaxy models, and Alex Betts used his custom interactive 
Maya scene file renderer for previewing the Orion nebula. Patterson 
and Myers were then able to make immediate, finely tuned changes to 
the audience's journey and preview these scenes in 3D. Hall, a primary 
developer of Virtual Director™, added new navigation and 3D capabilities 
to the software, which enabled the multi-scale flight paths to be created 
in real time. 
Using a spaceball controller, Patterson could navigate, record, and 
edit flight paths through the cosmic content. Once the camera paths 
were designed, the AVL team could start the elaborate rendering process. 
rne o Orion Nebu 
To create the voyage to the Orion Nebula, AVL collaborat~d with the 
STSci team, which provided the Orion base geometric model and Hubble 
image textures along with star nursery data. AVL used this data as a 
starting point and developed methods for creating the elaborate realistic 
renderings of the nebula. 
Betts developed new volume modeling capability by adding a 
"voxelizer" to AVL.s Maya data visualization plug-in. The voxelizer uses 
the Orion polygonal model and textures as source input along with a 
host of other parameters to create a three-dimensional volume model 
that, when rendered, creates the realistic nebula imagery. Betts and 
Patterson worked together to create Layers of detailed volume-rendered 
elements for the scene. 
Levy and Betts worked on a method of rendering stars that could 
suggest the millionfold range of star brightness through the Orion scene. 
Stars are shown with glare artifacts such as the human eye might see 
when Looking at brilliant points of Light. The brightest stars have fine 
radial Lines, as if from Light scattered by fibers within the eye's Lens, and 
diffraction-related speckle patterns. 
Christensen and Betts created the rendering treatments of Orion's 
veil, proplyds, and bowshocks based on the STSci model. Christensen 
created numerous veil elements that the camera passes through and 
refined the Look of the proplyds and their internal disks and jets to match 
the Hubble imagery. 
At the end of the Orion shot, viewers see a close-up of an elaborate 
proto-planetary disk, which was rendered by Robert Hurt of the Spitzer 
Space Telescope Group and composited at NCSA. Patterson composited 
the 52 Layers of imagery rendered and Layered together over the 
course of the Orion shot for both the Left and right eye. Building up 
the scene with Layers provided the ability to render specific elements 
using different techniques and allowed for Layer adjustments and proper 
depth occlusion. The scene Layers included the Milky Way and galactic 
background, Hipparcos star catalog, Horsehead and Flame nebula, 
Trapezium stars, proplyds, bowshocks, and several Layers of the Orion 
nebula and its wispy veil. 
"The scenes we created for Hubble 3D Leveraged our experience in 
astronomical visualization along with a host of new advancements to 
achieve the final ultra-high-resolution renderings," says Patterson. 
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NCSA's Advanced Visualization Laboratory used their dedicated visualization 
cluster and the center's Abe supercomputer to develop and render the two 
scenes for the Hubble 30 project. The AVL cluster and the Abe supercomputer 
both use 64-bit Linux machines, with each machine having eight cores and 16 
gigabytes of memory, comparable to a high-end PC or Mac such as a graphics 
designer might use. Given this environment, how much computation did the 
visualization project require? 
The project required 28,000 PC machine-hours total, which is equal to 
one fast personal computer running for three years around the clock or 40 fast 
personal computers working for four weeks around the clock 
Computing just the final version of the two scenes, not counting pre-
processing data and tests: 6,500 PC machine-hours (5,000 PC machine-hours 
for the voyage to the Orion Nebula, 1,500 PC machine-hours for the journey 
from the Milky Way to the cosmic web) is equal to one fast personal computer 
running nine months around the clock or 40 fast personal computers running 
for one week around the clock. 
r·, 
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After viewing the movie, Daniel Terdiman, blogging on CNET, wrote 
about the Orion nebula scene, "This moment alone makes seeing Hubble 
30 worth the price of admission." 
'-30e to Virqo 
To create the voyage from the Milky Way to the Virgo cluster of galaxies, 
AVL used a model of the Milky Way they'd previously created and added 
new 3D particle models for the Andromeda and M87 galaxies. These 
galaxy models were properly positioned in a larger galaxy catalog, 
obtained from Brent Tully at the University of Hawaii, that contains 
approximately 30,000 galaxy positions and types. Levy worked on the 
rendering of this larger collection of galaxies, using imagery from Hubble 
and from ground-based telescopes. 
After the voyage from the Milky Way to the Virgo cluster, the 
scene transitions to the Hubble Ultra Deep Field (HUDF) collection of 
galaxies, prepared by Summers and his team at STSci. Christensen, Levy, 
and Cox created the camera move for the pullback from the HUDF and 
choreographed a seamless transition to a visualization of a supercomputer 
simulation of the large-scale structure of the universe: the cosmic web, 
developed by Jeremiah Ostriker and Paul Bode of Princeton University. 
The visualization of the cosmic web provides the context for a dramatic 
ending to the film. 
T~e r mi r 
Throughout the scene-creation process, the AVL team shared test 
animations with the !MAX team and STSci for review, and !MAX's Murray 
provided important feedback on the 3D stereo treatment. 
By the project's end, the AVL team had created over 2.4 terabytes of 
finalcomposited images at 5,616 x 4,096 pixel resolution; they were shipped 
to David Keighley Productions in Los Angeles for !MAX film recording. 
They attended a premiere in Washington , D.C., in March, that 
included the NASA astronauts featured in the film, the production team, 
Facts on final image data 
and key people from politics and science. A University of Illinois kick-
off event at Chicago's Navy Pier in April not only allowed guests to 
see presentations by Vice Chancellor for Institutional Advancement Jim 
Schroeder, Frank Summers, and Donna Cox, but the AVL team had a 
chance to tell about making their scenes. 
's next 
"This work was a challenging computational and cinematic feat. One 
that stretched our intellectual and technical skills as well as our creative 
problem-solving. The satisfaction and sense of accomplishment when it all 
came together was rewarding and a tremendous payoff. We achieved some 
truly remarkable digital scenes for the Hubble 30 !MAX film," says Cox. 
But there has been little time to rest on their laurels. In the months 
since Hubble 30 hit !MAX theaters the AVL team created a new scene 
for a digital full dome planetarium show, "Life: A Cosmic Story," at the 
California Academy of Sciences in San Francisco that premieres Nov. 6. 
At the same time, AVL is immersed in collaborating with scientists and 
producers for a digital full dome project for the Denver Museum of Nature 
and Science. And AVL is in the initial phases of planning and creating 
scenes for a new show for the Adler Planetarium in Chicago. In the midst 
of these large-scale outreach projects, AVL enthusiastically provides their 
expertise and advice to organizations in their own community and on 
the University of Illinois campus. 
Just a few weeks ago, Hubble 30 won three top awards at this year's 
Giant Screen Cinema Association: Best Picture, Best Cinematography, 
and Best Life-Long Learning Film. The film is currently playing in 64 
theaters around the world, with another 120 still to launch. It has 
been seen by nearly three million viewers and grossed over $16.3 
million. The narration has been translated into Czech, French, German, 
Latin American Spanish, Mandarin, Polish, Russian, Ukrainian, Arabic, 
Taiwanese Mandarin, Danish, Swedish, and Dutch. 
"It doesn't get any better than this," says Cox. 
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To market, to market • • • 
An online database that brings together 
farmers and customers is just one example of 
the power of geospatial Web tools. 
A 
CROSS THE NATION, farmers are producing meat, eggs, 
fruits, and vegetables and are. Lo?k.ing for buyers. 
Meanwhile, customers-from 1nd1v1duals to Large 
retailers-are interested in buying these commodities, 
particularly from Local or regional sources. Because agriculture 
supply and demand tend to be diffuse and fragmented, it's not easy 
for the suppliers and potential customers to find one another. But 
thanks to a free online resource created in Illinois, American farmers 
are Linking with processors, retailers, and consumers. 
MarketMaker was created by the University of Illinois 
Extension, the Initiative for the Development of Entrepreneurs 
in Agriculture, the Illinois Department of Agriculture, and the 
Illinois Council on Food and Agricultural Research in 2004 as a 
free online resource to help farmers and potential customers find 
each other. Since then, a multi-state partnership of Land grant 
institutions and state agricultural agencies has grown it into one 
of the most extensive collections of searchable food industry data 
in the country, boasting more than 400,000 profiles of farmers and 
other food enterprises in 17 states and the District of Columbia. In 
Illinois alone it's used by more than 15,000 people every month. 
Even the world's Largest grocery retailer, Walmart, is using it to 
source Local products for its stores. The MarketMaker team recently 
earned an award recognizing its outstanding multistate effort from 
the National Institute of Food and Agriculture. 
"Consumers have become much more outspoken about what 
they expect from the food they eat, but we are a very diverse 
marketplace so one size does not fit all," explains Darlene Knipe, a 
University of Illinois extension specialist for marketing and business 
development and one of the creators of the MarketMaker concept. 
"MarketMaker is an agile system that allows farmers and businesses 
who grow and sell the food to respond more quickly and efficiently 
to the wide range of consumer demands. If MarketMaker can help 
them participate in these emerging market opportunities profitably, 
consumers will have more food choices. It becomes a win -win 
situation for everyone." 
NCSA research scientist Jong Lee, with colleagues Chris Navarro 
and Luigi Marini, recently helped improve MarketMaker's web mapping 
and search functionality by applying open-source technologies. 
Matching markets 
The MarketMaker application comprises tens of thousands of Lines of 
code while the MarketMaker database contains Literally millions of 
data points. The website Lets users combine demographic data (from 
the U.S. Census and other sources) with data supplied by farmers, 
producers, suppliers, restaurants, and stores. 
A customer can use the site to search, for instance, for sources 
of grass-fed beef within 50 miles, while a producer can use it to find 
areas where demographics indicate potential customers may be found. 
Being able to overlay information such as age and income distribution 
on maps showing the location of food sources, markets, and consumers 
gives MarketMaker users a Lot of power to make decisions. 
Using Web 2.0 tools such as Google Maps on the front end and 
scalable, standards-compliant geospatial web services on the backend, 
NCSA is helping MarketMaker attract users and prepare for growth. 
"Modern Web 2.0 geospatial interfaces are very interactive; 
they allow users to quickly select regions of interest and the types 
of data to filter and overlay," says Lee. "And they do it without the 
delay and screen refresh from reloading an entire webpage." 
NCSA's contribution significantly expands the economic impact 
of this marketing resource, notes Knipe. "To build this national 
network of interconnected sites of searchable localized consumer 
and food industry data would not have been possible without 
the assistance of NCSA. The improvements they have made to 
MarketMaker are stunning. We are dealing with complex queries 
drawing from Large amounts of data and yet Jong Lee has been able 
to develop a system that is fast, efficient, and intuitive to the user." 
Taking the single state concept and expanding it into regional 
and national models with the data overlaid on one screen had the 
team members using skills that are a ways removed from their current 
work, says Jim Myers, former Leader of NCSA's Cyberenvironments and 
Technologies (CET) Directorate who is now at Rensselaer Polytechnic 
Institute. "MarketMaker was a straightforward project for Jong and 
his team because it required skills and tools they've been using 
in other projects. Since we've had to consider computational and 
data scaling, and the issues involved in scaling to Large numbers of 
users, on those projects, NCSA was able to build solid functionality 
for MarketMaker that can naturally be scaled and extended as 
MarketMaker grows and needs additional capabilities." 
Other geospatial tools 
As they grow, MarketMaker may again turn to NCSA as the CET 
directorate has worked with other groups to create online geospatial 
tools. To enable researchers to capture, store, analyze, manage, and 
present data that is Linked to a geographic Location, the CET team has 
Leveraged third-party and NCSA open-source components to create a 
general system framework and geospatial toolkit that can be applied 
across domains. This Digital Synthesis Framework (DSF) incorporates 
both data management and workflow-based data processing and can 
be used to quickly create and publish new web applications. 
For instance, the CET team adapted DSF to help Illinois 
4-H participants Learn about plant growth and how changes in 
atmospheric carbon impact crop yields. Researchers have used DSF 
to analyze sensor data from Corpus Christi Bay and can use it to 
explore USGS stream gauge data from across the Midwest. In both 
these cases, observational data is input to computational and/or 
statistical models to produce clear maps and graphs of results. 
The DSF is also being used in a project analyzing the Chicago 
urban watershedjsewershed. A user drags a computer mouse to zero 
in on an area of interest or can import pre-set boundaries, Like 
neighborhoods or political wards, and receive customized analyses 
of rainfall during a storm. A related effort is getting under way 
to analyze water quality and quantity in agricultural regions that 
will involve intensive monitoring and modeling of the University of 
Illinois' South Farms. 
Myers notes that the DSF streamlines the creation of geographic 
information systems (GIS) and reduces the effort needed to produce 
robust, scalable environments. 
"Open-source GIS tools have made it possible to build 
interesting web applications, but doing so in a way that allows the 
quick addition of data sources and new models requires additional 
e-Science capabilities," he says. "Add providing custom interfaces 
for users with different needs, and making everything scalable and 
manageable, and you have a significant challenge. With the DSF, 
we've made it possible to quickly build and evolve environments that 
already have these abilities built in. That's what cyberinfrastructure 
is about-reducing the costs to develop and evolve tools supporting 
research, education, and society as a whole." D 
FOR MORE INFORMATION: 
http:/ jwww.marketmaker.uiuc.edu/ 
http:/ jcet.ncsa.illinois.edu/ 
http:/ jisda.ncsa.uiuc.edujwaterborne/ 
http:/ jigrow.ncsa.illinois.edu/ 
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by Barbara Jewett 
A University of Kansas research team is using NCSA's Abe 
to explore the energy of cosmic rays and a possible link to 
massive prehistoric extinction events. 
OSSILS AND COSMIC RAYS appear to have 
nothing in common. But some researchers think 
one may be Linked to the other. 
Radiation from cosmic rays-those energetic 
particles from outer space that penetrate Earth's 
atmosphere-may have caused some of Earth's major extinction 
events. Adrian Melott, a professor at the University of Kansas, is doing 
work with high energy cosmic rays to investigate that possibility. In 
the meantime, though, he and graduate student Dimitra Atri are using 
NCSA's Abe supercomputer to study what happens to the atmosphere 
from a flux of high-energy cosmic rays. 
"There are a Lot of things that can happen to the Earth that would 
cause it to get hit by more high-energy cosmic rays," says Melott. "A 
supernova fairly nearby (within about 30 Light-years) is an obvious 
one. Another one would be a gamma ray burst in our galaxy that's 
pointed at us. And some people think that as we move up and down 
in the disc of the galaxy, when we get to the top we would get hit by 
more high-energy cosmic rays. So we don't know. We have a general 
idea of the effects on the atmosphere, but people haven't modeled it 
very much. Normally they don't matter, because most of the cosmic 
rays that hit us are medium and Low energy." 
Cosmic rays are particles, usually protons, that arrive individually, 
not in the form of a "beam" or "ray" as is often depicted in science 
fiction movies. Under certain conditions, many high-energy cosmic rays 
could strike the Earth's atmosphere. So the core of the project, explains 
Melott, uses the computer time to run a program that simulates 
atmospheric interactions to study what happens to the atmosphere 
from a flux of high-energy cosmic rays "so that we can Later use this 
to better understand what happened in these kind of events." 
Effects of cosmic rays 
The biggest effect of cosmic rays on the Earth's atmosphere, says Melott, 
is on the ozone Layer. When radiation events hit the atmosphere-which 
is 80 percent nitrogen-the bonds between nitrogen atoms break. The 
nitrogen atoms will then react with anything they can, he explains, 
and a substantial number of them will react with oxygen molecules or 
atoms, making oxides of nitrogen, which sets up a chemical reaction 
that converts ozone back to oxygen. However, stratospheric ozone 
is a vital shield against ultraviolet Light from the sun. So the ozone 
depletion causes more ultraviolet B Light (UVB) than normal to travel 
through the atmosphere to the ground. 
"A strong event Like a gamma ray burst from a nearby supernova 
causes even more depletion, resulting in a doubling of the global 
average UVB," says Melott, "which all the people who experiment on 
plants and animals with UVB tell us would be a disaster." 
Fortunately, the Likelihood of our having a gamma ray burst 
of that intensity is, he says, "on average, approximately every few 
hundred million years." 
Scientists have already established that things that Live on or 
near the surface of an ocean are very sensitive to UVB. Melott says the 
common scientific opinion is that the obvious big danger to aquatic 
Life is that a Lot of single-celled phytoplankton will be killed off very 
quickly in high-energy cosmic ray events. 
"And that is the basic food source in the ocean," he notes. "If 
those things are killed off, then the things that eat them, that eat 
them, that eat them, et cetera, are killed off, too. You could have a 
food chain crash." 
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Modeling the effects 
Melott and Atri, together with professor Brian Thomas of Washburn 
University in Topeka, Kansas, are using a two-dimensional Latitude 
and altitude (position on Earth and height in the sky) time-dependent 
atmospheric model (NGSFC) developed by NASA to study atmospheric 
chemistry changes. The researchers are performing CORSIKA (COsmic 
Ray Simulations for KAscade) runs to create tables. Combined with 
the use of the NGSFC code, they can be used to simulate the effects 
of high-energy cosmic rays ionizing the atmosphere. This Lets them 
follow the interactions of a primary cosmic ray and its secondary 
particles through the atmosphere to the ground. First results of this 
work, which is funded by NASA, were published earlier this year in the 
Journal of Cosmology and Astroparticle Physics as well as the Journal 
of Geophysical Research. 
They've reached one petaelectronvolt (PeV) in their simulations, 
Melott says, and they plan to go much higher. An electron volt is 
a unit of energy used in physics. A PeV is the energy an electron 
acquires from a petavolt, or a million billion volts of electic potential. 
It's about a hundred times higher than the energy produced in the 
world's Largest particle accelerator. 
"There are cosmic rays which occasionally hit the Earth which are 
about a million times more energetic than that, and we may get there 
in our simulations," he explains. "So if there is a gamma ray burst, 
for example, aimed at the Earth, there is good reason to believe we'd 
be hit by a mass of protons. The same is true if a supernova went off 
really nearby. The thing is, up until now, the effects of the protons have 
not been dealt with, except as very crude approximations. We hope to 
improve that understanding." 
As they increase the energy, the simulation run time also increases. 
To propagate a single proton through the atmosphere currently takes 
several hours, "and we are running thousands of them because we have 
to average over Large numbers to get reasonable and stable answers." 
Although the simulations take a Long time to run, Melott says the 
output is very simple in the end. 
It is primarily Atri who is running the simulations, says Melott, 
then together they analyze the output and try to understand its 
implications. Atri recently finished his master's degree and began 
his PhD work. He received the 2010 Outstanding Master's Thesis/ 
Research Award from the University of Kansas' College of Liberal Arts 
and Sciences for his thesis on the effects of high-energy cosmic rays on 
the Earth's atmosphere. Atri presented their work at the Astrobiology 
Science Conference in Houston, April 2010, and he was also an invited 
speaker at the International Symposium on Very High Energy Cosmic 
Ray Interactions held at Fermi lab at the end of June. 
Fossils and biodiversity 
So what does any of this have to do with fossils? 
One extinction event that happened 440 million years ago, at the 
end of the Ordivician Era, was one of the three worst mass extinctions, 
notes Melott. It had some characteristics that he and his colleagues 
thought made it a candidate for a radiation event. For instance, he 
says, one of the things that happened was that creatures that Lived on 
the surface or that had Larvae that Lived on the surface were killed in 
this extinction. This work was published in 2004 in the International 
Journal of Astrobiology. 
"In 2009," continues Melott, "we tried to simulate this event. 
We had some data that others had published in Paleobiology that 
showed the extinction rate as a function of Latitude. One of the 
things Dr. Thomas and I knew from our simulations was that the 
amount of UVB you get depends on Latitude. We had this data they 
had compiled on the percentage of extinction as a function of 
Latitude so we said, 'Can we duplicate that?' Their data basically says 
extinction was worst at mid-Latitudes, and not as bad near the poles 
and not so bad near the equator. 
"We did a bunch of simulations, gamma ray bursts going off at 
different Latitudes, and we found that if one had gone off over the 
South Pole it would match their data perfectly. From this pattern we 
could then say the Northern Hemisphere wouldn't be affected very 
much. We now can predict that if people Look at fossils in certain 
areas that were north of the equator they'Ll find the extinction event 
Looks different; it won't have the sudden extinction pulse. That's the 
prediction for the fossil data. We don't have any answers yet, but there 
are people Looking at it." 
Another area Melott is exploring is the 62-million-year fossil 
biodiversity. 
Biodiversity has been going up and down on the earth for 500 
million years, and this is unexplained. One possible explanation is that 
the Sun and the Earth are bobbing up and down in the galaxy. 
"That's known," says Melott, "and the time-scale for that motion 
is around 60 million years. It seems that these times of low biodiversity 
are when the Sun and the Earth are displaced to galactic north. We 
have developed a hypothesis that there are increased cosmic rays on 
the northern side of the galaxy that we are normally shielded from by 
the galaxy's magnetic field. And when we bob up we're exposed, so 
every 60 million years or so the Earth gets a dose of these cosmic rays. 
Part of the reason for doing these cosmic ray simulations is to assess 
this idea for reasonableness. That's just getting started. We have a big 
allocation and we're just starting to chew into it, but that's what it's 
for. Those simulations require a more complex computation that takes 
more time. But that's where our research is going." 0 
TEAM MEMBERS 
Dimitra Atri 
Adrian Melott 
Drew Overholt 
Brian Thomas 
MORE INFORMATION 
http:/ /kusmos. phsx. ku.eduj-melott/ Astrobiology. htm 
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www. ncsa. illi nois.edu/News/Stories/rays 
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E-SCIENCE WORKSHOP 
BRINGS U.S., CHINA TOGETHER 
NCSA hosted the American-Chinese Cyberinfrastructure and E-Science 
Workshop (ACCESS) Aug. 10-12. Organized by the Computer Network 
Information Center of the Chinese Academy of Sciences and NCSA, the 
workshop focused on data-intensive sciences and computing. 
ACCESS 2010 was the second of a series of workshops that aim to 
bring together researchers, educators, users, and practitioners in the 
area of cyberinfrastructure and e-science to foster collaboration and 
cooperation in this area between the two countries by providing a forum 
for sharing cutting-edge research, education, and training experiences. 
The first workshop was hosted by CNIC and took place in Beijing 
Sept. 7-9, 2009. 
REU PROGRAM PROVIDES 
OPPORTUNITIES 
During summer 2010, the NCSA cybereducation team supported eight 
undergraduate students from the University of Illinois at Urbana-
Champaign for nine weeks as part of the Research Experiences for 
Undergraduates (REU) program of the National Science Foundation. The 
REU program supports active research participation by undergraduate 
students in specific areas of research conducted by NCSA and its partners. 
The eight undergraduate students were selected from 65 applicants. Each 
awardee selected a research focus from several disciplines including, but 
not Limited to, chemistry, biology, physics, and engineering, as well as 
emerging technologies and computational science education. Students 
were matched to faculty/staff based upon their interest. 
All interns presented their summer research project at NCSA on July 23 
to staff and students. The interns, NCSA mentors, and projects were: 
Augmented reality for understanding 
social and environmental science 
Intern: Lauren Semeraro, General Engineering 
Mentor: Alan Craig 
Cyberenvironments: Web 2.0 application 
for image and video management 
Intern: Luis Mendez, Computer Engineering 
Mentor: Luigi Marini 
Computational Biology 
Intern: Anthony Papa, Aerospace Engineering 
Mentor: Eric Jakobsson 
Building the TeraGrid community 
for professional learning 
Intern: Sammy Nammair, Electrical Engineering 
Mentor: Alex Yahja 
Cybereducation: Computational chemistry, 
biology and/or physics research tool development 
Interns: Brittany Weida, Bioengineering, 
Evan Rodrigues, General Engineering, 
Stephanie Hasty, Biochemistry, 
Thomas Krakau, Undeclared 
Mentors: Dave Mattson and Edee Wiziecki 
NCSA DEVELOPING 
ECLIPSE-BASED WORKBENCH 
FOR HPC APPLICATIONS 
NCSA will lead a team that has been awarded a three-year grant of $1.4 
million from the National Science Foundation to develop a better way 
to manage the development of complex science and engineering codes. 
As supercomputers become more powerful, they also become more 
intricate. In order to take advantage of the increased power, scientific 
applications also will have to become more complex and will have to 
take advantage of more processing cores. Even those who are expert at 
optimizing these applications are quickly being overwhelmed. 
In response, a team led by NCSA's Jay Alameda-with co-principal 
investigators Steven Brandt at Louisiana State University, Marc Snir 
at the University of Illinois, and Allen Malony at the University of 
Oregon with assistance from Gregory Watson at IBM-is developing 
a Workbench for HPC Applications (W-HPC). The goal is to provide a 
comprehensive, powerful, easy-to-use development environment that 
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will improve the way experts develop, debug, optimize, and run their 
science and engineering applications. 
The team plans to build on the open-source Eclipse Parallel Tools 
Platform, enhancing it to address completeness, scalability, debugging, 
integration, and specific platform issues, making it the preferred way to 
manage computational science and engineering code development. The 
project also will encourage use and adoption of the W-HPC by providing 
documentation and training materials, online support, workshops and 
user group meetings, and college-level course materials. 
NSF AWARDS GRANT TO NCSA 
FOR INDUSTRIAL USE PROJECT 
The National Science Foundation has awarded $200,000 to NCSA to 
investigate the use of simulation-based engineering and science in 
industry and to report on areas where scientific advances are required 
to achieve gains in simulation capability. This Early-Concept Grants for 
Exploratory Research (EAGER) project will be carried out over the next 
15 months by NCSA's Private Sector Program staff. 
Simulation-based engineering and science is now widely used in 
industry, but these computational efforts are largely limited to current 
production, often model only a single phase or steady state, and fail 
to adequately simulate multiple components as they are actually 
assembled. 
NCSA will focus on large original equipment manufacturers (companies 
that manufacture products or components that are then sold and retailed 
under the purchaser's brand name). The Ohio Supercomputer Center 
and the Information Sciences Institute at the University of Southern 
California have received related grants from NSF's EAGER program and 
will focus on small and medium enterprises. 
NSF AWARDS $3 MILLION 
TO IMPROVE INTRUSION 
DETECTION FRAMEWORK 
The National Science Foundation has awarded a grant of almost $3 
million to the International Computer Science Institute (ICSI) and NCSA 
to improve a widely used open-source program for detecting security 
intrusions. The three-year project is led by Robin Sommer and Vern 
Paxson at ICSI and Adam Slagell at NCSA. 
The Bro intrusion detection framework monitors network traffic for 
suspicious activity and unauthorized deviations from established 
security policies. It was originally developed in 1996 by Paxson. Unlike 
other intrusion detection systems, the core of the Bro system is not 
tied to any particular detection approach; instead it provides a flexible 
platform for performing complex analysis tasks. While the system is 
widely used by universities, research labs, supercomputing centers, 
and science communities, Bro is still primarily a research platform and 
requires a high level of expertise from users to deploy it effectively. 
This project will improve Bro by providing extensive documentation and 
support, unifying and modernizing the Bro code base, improving Bro's 
processing performance to the degree required for operation in current 
and future large-scale scientific environments, and adding new data 
analysis functionality in the form of a highly interactive graphical user 
interface and a transparent database interface. 
NCSA has used Bro for almost 10 years and plans to employ Bro to 
monitor the Blue Waters sustained-petaflop supercomputer. Blue Waters 
will employ more than 300,000 compute cores and hundreds of gigabits 
of network infrastructure, and this project is critical to scaling Bro to 
meet the challenge of such a large system. 
KEVIN FRANKLIN NAMED 
TO JOINT NSF-TG BOARD 
The Joint NSF-TeraGrid Science Advisory Board has named Kevin D. 
Franklin to the board. A veteran of the computational humanities, arts, 
and social science research community, he is the executive director of 
the Institute for Computing in Humanities, Arts and Social Sciences 
(I-CHASS) at the University of Illinois at Urbana-Champaign. He is also 
a senior research scientist at NCSA, a research professor in educational 
policy studies, and an adjunct associate professor in African American 
studies at the university. 
VIRTUAL SCHOOL 
EDUCATES A RECORD 
NUMBER OF PARTICIPANTS 
This summer, more than 1,000 graduate students and researchers 
registered for courses offered by the Virtual School of Computational 
Science and Engineering. The courses were designed for those who 
want to learn new techniques for applying high-performance computing 
systems to their work. A team led by the University of Michigan and NCSA 
coordinated the VSCSE's summer program, which included contributions 
by staff from 21 different campuses. 
This year's program included three weeklong offerings: Petascale 
Programming Environments and Tools, Big Data for Science, and Proven 
Algorithmic Techniques for Many-core Processors. Participants attended 
at one of 10 state-of-the-art, high-definition classrooms located at 
academic and research institutions across the country. 
More information at: www.vsce.org 
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A NEW SPIN MATERIAL 
nn Si Ching Yao Fong, University 
of California, Davis 
Manganese-silicon, Mn(x) 
Si(1-x), alloys have attracted 
much attention in recent years 
because of the potential in 
realizing spintronic devices by 
utilizing the mature silicon (Si) 
technologies. Si-based trilayer 
heterostructures (three Layered 
Schematics of the regions of manganese (Mn) 
513-atom supercell. doped in Si) having a similar 
Layered structure as Layered 
metallic samples showing giant 
magnetoresistance are possible 
candidates for making spin valves, sensors, switches, and memory 
chips for computers and other integrated chips. By studying these 
alloys, Ching Yao Fong and his team at the University of California, 
Davis, hope to design and grow new Si-based spintronic materials 
that could one day be used in these applications. 
The team's approaches include using NCSA's Abe and Cobalt 
supercomputers to conduct first principles calculations to design 
optimum structural configurations, investigate effects of defects in 
ideal d-Layer doping of Mn in Si and understand measured results, 
such as Large magnetic moment in Mn(x)Si(1-x) alloys; synthesis 
using hybrid magnetron sputtering/e-beam evaporation and 
molecular beam epitaxy techniques with structural and magnetic 
characterizations. 
Recent accomplishments include: (1) Explaining the measured 
Large magnetic moment in dilutely doped Mn in Si. The team 
identified the microscopic physical origin of the magnetic moment 
which is not simply contributed by the Mn atom; the neighboring Si 
atoms contribute, too. (2) Examining the effects of imperfect Layers 
of Mn in Si. The team showed that with 25 percent of Mn replaced 
by Si and vacancies the samples still exhibit half-metallic properties. 
Their work was published in Applied Physics Letters, 
Proceedings of SPIE, and Physico Status Solidi C. 
This work is supported by the National 
Sdence Foundation. 
The complex formed 
by the Mn, its relevant 
nearest neighbor Si 
(nn Si) and its second 
neighbor Si (sn Si). 
GALAXY GAS 
A strong headwind on a disk 
galaxy, shown here edge-on 
at the bottom of the image. 
High-velocity but low-
density gas flows in from 
the bottom of the box and 
strips material out of the 
disk of the galaxy, forming 
clouds of dense gas, like 
the projected surface 
density of the ram-pressure 
stripped gas tail shown 
here. Credit: Stephanie 
Tonnesen and Greg Bryan, 
Columbia University. 
Greg Bryan, 
Columbia University 
It appears that the first 
generation of stars to form in 
the universe were probably 
quite massive (about 100 
times the mass of the sun), 
and so Lived short Lives before 
exploding in supernovae 
explosions. However, during 
the time that they do shine, 
they are so bright that they 
ionize the gas for thousands of 
Light-years around. Greg Bryan 
and his team have carried out 
adaptive-mesh refinement 
simulations using NCSA's Abe 
cluster to investigate the impact 
of this ionizing radiation on the 
ability of the gas to form Later 
generations of stars. A typical 
run on Abe, notes Bryan , uses 
around 500 processors and runs 
for approximately 100 hours. 
They demonstrated that there 
are two separate significant 
effects: one that tends to 
enhance Later star formation, 
and one that suppresses it. They 
found that these two effects are (coincidentally) nearly balanced. 
There is generally a slight net suppression but this disappears after 
a relatively short period of time (80 million years). The result is that 
previous simple models that neglected both of these effects are (by 
chance) reasonably accurate predictors of the star formation rate. 
Present day galaxies tend to group together, forming galaxy 
clusters. These clusters also contain a Large amount of hot selete 
carrot, (108 K) gas that can be seen with X-ray telescopes. When 
a galaxy falls into a cluster for the first time, it plows into this 
hot cluster gas at high velocity, which can result in cold galaxy 
gas being stripped off. This is important because the cold gas is 
the fuel for new star formation in the galaxy, and without it no 
new stars form and the galaxy eventually becomes old and red. 
Bryan's team, including graduate student Stephanie Tonnesen, has 
carried out the highest resolution simulations ever conducted of 
this process, including a new physical process and using an adaptive 
grid. This results in significantly more realistic simulations, and they 
can make extensive comparisons to observations, making (for the 
first time) realistic "simulated" maps that can be directly compared 
to observations. Their work was published in the Monthly Notices 
of the Royal Astronomical Society, The Astrophysical Journal, and 
Astrophysical Journal Letters. 
This work is supported by the National Sdence Foundation. 
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SUPERHYDROPHOBICITY 
Alenka Luzar, Virginia Commonwealth University 
It is now possible to engineer surfaces to show a range of properties 
related to, but not confined to, the traditional concepts of 
hydrophobicity (a molecule's resistance to wetting or hydration). 
Atomic scale patterning offers a powerful way to tune hydrophobicity 
without altering the chemistry of surface atoms. The potential 
applications of such surface engineering are numerous, including 
production of minerals, coal, and petroleum products, and many 
applications involving paints, coatings and adhesives, and also non-
stick surfaces. 
Alenka Luzar and her team at Virginia Commonwealth University 
are exploring superhydrophobic surfaces, those that are extremely 
difficult to wet. Surface roughness is regarded as the key feature as 
to why. In nature, superhydrophobicity typically relies on two-scale 
corrugations, occurring on micron and nanoscale levels. Using NCSA's 
now-retired Mercury and Purdue's Steele, Luzar and her colleagues 
conducted molecular dynamics simulations to examine the wetting 
behavior of nanodroplets, which cannot detect any roughness above 
the nanoscale. By examining the effect of nanoscale roughness on 
spreading and surface mobility of water nanodroplets, they arrived 
at two new findings pertinent to nanoscale roughness. 
First, they demonstrated that roughness on this length scale 
renders hydrophilic surfaces more hydrophobic, a trend opposite to 
observations on macroscopically rough surfaces (Wenzel relation). 
Second, they showed that a superhydrophobic surface with a 
contact angle of 180 degrees can also be achieved when surface 
roughness is limited to the nanoscale alone. They also observed 
an interesting dynamic effect of surface hydrophilicity. For smooth 
surfaces, a counterintuitive increase in droplet mobility is observed 
as surface properties are modulated to render it more hydrophilic. 
This behavior is, however, reversed in the presence of even moderate 
surface corrugations. Sub-nanoscale surface patterning is therefore 
sufficient to produce drastic changes in surface physics, addressing 
both equilibrium (contact angle and surface tensions) and dynamic 
(droplet diffusion and mobility) properties of newly synthesized 
materials. The work was published in Faraday Discussions. 
This work is supported by the National Sdence Foundation. 
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NATURAL 
FLOWS AND 
TURBULENCE 
Work by a University of Illinois team 
may help prevent deep sea 
oil pipeline disasters. 
Development of computational methods for modeling turbulent 
flows is considered a formidable challenge due to the plethora of 
associated spatial and temporal scales. Professor Arif Masud and 
graduate student Ramon Calderer from the Department of Civil and 
Environmental Engineering at the University of Illinois at Urbana-
Champaign are developing residual-based methods for modeling 
turbulence in complex fluid flows and fluid-structure interactions. 
Their new methods are mathematically consistent and robust and 
provide high-fidelity solutions at reduced computational costs as 
compared to the more traditional Direct Numerical Simulations (DNS). 
In an effort to model flow-induced vibrations in off-shore 
oil platforms, the team is investigating fluid-structure interaction 
and turbulence around rigid and oscillating cylinders. Underwater 
currents trigger periodic vortices around risers that are oil pipelines 
extending from the floating platforms to the seafloor. Vortex 
shedding causes energy transfer from fluid to the structure and Leads 
to high-amplitude vibrations that can trigger fatigue failure of the 
structural systems. The new methods and codes being developed by 
the research team will be used to analyze the structural integrity of 
deep sea risers following extreme storm events, and to model the 
cause of failure of the deep sea oil pipelines in the Gulf of Mexico. 
To visualize the 3D nature of turbulent flows, the team turned 
to NCSA's Advanced Applications Support visualization team. 
Visualization programmer Mark Van Moer used ParaView, a parallel 
renderer, with custom VTK scripts to create visualizations for the 
team. "These visualizations have tremendously benefited us in the 
method development phase," says Masud. 

