. Device layer number confirmations. and contrast in optical images were used to confirm the thickness of the MoS 2 flakes in both of the VHE device (monolayer) and the control sample (multi-layer) shown in fig. S1 (A-D). Raman spectra were obtained using an excitation wavelength of 532nm with a 50X objective lens. A Raman shift of 18 cm -1 between the 2 1 and 1 modes in the monolayer is clearly different from that in the multi-layer, as shown in fig. S1A (36) (37) (38) . PL shows the direct band gap peak at 1.83eV for monolayer MoS 2 . Red shift and much smaller intensity was observed in multi-layer MoS 2 shown in fig. S1C . Thickness of 1nm and 7nm was measured for the monolayer and multilayer MoS 2 flakes used in the device fabrication, respectively, shown in fig. S1D . The reason why we measured 1nm in our monolayer sample instead of the expected 0.7nm thickness for an atomic layer is due to the air gap (~0.3nm) between the MoS 2 flake (a layered material) and the SiO 2 substrate (a non-layered material), which has been widely observed in literatures.
Therefore, the measured AFM thickness should be roughly equal to 0.7nm  number of layers + 0.3nm.
Due to the measurement limitation of the current meter used in our experiments, the lowest current that can be measured was ~10 -10 A ( fig. S2A, A is dominated by tunneling current injected through the source/drain Schottky barriers, which shows weak temperature dependence. The observed threshold voltage shift is as expected since a larger gate voltage is required to compensate fewer carriers in the Fermi distribution at a lower temperature. Shown in fig. S2 (C, D), conventional four-probe measurements (type II) were used to extract sheet resistance (ρ) and contact resistance (R c ) for monolayer and multi-layer devices, respectively (22, 39) . Filed-effect mobilities for both monolayer and multi-layer devices were extracted as a function of temperature, shown in fig. S2(E, F). Less power law temperature dependence in monolayer compared to literatures comes from the contact resistance variations in different devices. Nevertheless, it is clear that mobility difference between monolayer and multi-layer is only around factor of 2-3, which will not be able to explain the more than one order of magnitude difference in the non-local signals. Second, we know that the valley coupled topological current can be described by the diffusion model. In contrast, our study shows that the VHE device (monolayer MoS 2 ) has lower mobilities while delivering much larger nonlocal signals compared to multi-layer MoS 2 devices, which further rules out the possibility that the magnitude difference comes from the material characteristics.
Section S2. Details of resistor network for ohmic contribution
In order to simulate the Ohmic contribution in the multilayer sample, we constructed a general SPICE network that matches the known analytical results for extremely simple geometries as shown in fig. S3A . Our resistor network however can be "patterned" to arbitrary shapes and structures by placing very large resistor values to patterned regions (as shown in Fig. 3A of the main text).
Section S3. Derivation of nonlocal resistance, R nl
In this section, we outline the derivation details of Eq. 1, starting from a lumped "valley-circuit" model whose results are equivalent to those of the commonly used spin-diffusion equations (40).
We then compare the analytical expression with a fully self-consistent SPICE-based numerical solution of the circuit. Figure S4 shows the circuit diagram that is based on (28). The lumped model combines nonmagnetic (NM) regions that act as boundary conditions that are much longer than the diffusion length (λ) with two VHE layers that are bridged by another NM region that the valley polarized carriers diffuse over. We neglect the VHE physics in this middle layer but explicitly consider the spin-diffusion and loss. The VHE layers are composed of a charge-circuit and a valley-circuit that treat the charge and spin flows differently, as in (29). The model takes into account both the direct VHE and the inverse VHE with dependent current sources in the valley-circuit I 1 , I 2 and in the charge circuit I 3 , I 4 , respectively. Therefore, the model captures effects such as self-induced inverse VHE due to a charge current flowing in the injection layer and a self-induced direct VHE in the detection layer due to an induced open-circuit voltage.
We define σ as the sheet conductivity of the material (σ = σ xx t) where σ xx is the longitudinal conductivity and t is the thickness of the sample. The charge and valley conductance are defined in fig. S4 . We assume that a constant charge current I DC is being injected between nodes V 1c and V 2c and this gives rise to an open-circuit, non-local voltage ∆V NL between nodes V 5c and V 6c . We are then interested in a closed-form expression relating these two quantities, R nl ≡ ∆V NL /I DC . We consider three terms contributing to this expression:
• i 1 : Self-generated VHE current (opposing) due to an injected current I DC .
• i 2R : Direct VHE current due to an injected I DC .
• i 2L : Direct VHE current (opposing) due to an induced ∆V NL .
We ignore the higher order terms assuming they get progressively smaller since θ < 1, and later show ( fig. S5 ) that the results are in good agreement with a full SPICE-based solution of the circuit without any assumptions. We start with the derivation of the current i 1 which increases the effective resistance of the injecting layer, similar to the Spin Hall Magnetoresistance effect. With a straightforward solution of the circuit we find
Using this current term, we can specify the induced charge voltage (due to inverse VHE through the current source I 3 ) and solve for the modified V DC that develops under a constant injected
which, in the limit λ ≪ W 1 reduces to, R′ = V DC /I DC = W/W 1 σ(1 + θ 2 ), implying that the resistance of the injector arm increased by a factor proportional to θ 2 due to the self-induced inverse VHE. We then use Eq. (2) to derive the term i 2R 
We note that this expression reduces to the well-known non-local resistance formula [4] under the following limits, θ 2 ≪ 1 and W 1,2 / λ ≪ 1, yielding
Section S4. Additional nonlocal measurements for multilayer MoS 2 devices
Experimentally, we performed the same non-local measurements for multi-layer MoS 2 devices in which the channel is known to have inherent (even layer) or weakly broken (thick odd layer) inversion symmetry (19). Furthermore, even if we ignore the fact that the inversion symmetry is largely recovered in thick odd layer samples, the magnitude of the Berry curvature varies a lot across the Brillouin zone in the momentum space. This is shown theoretically in (4) that the Berry curvature has maximum value around the K valley and is close to be zero at the  valley.
This has a significant impact on electrical measurements since transport properties are dominated by K valleys in monolayers and the conduction band edge is between K and  valleys in multilayer samples. Therefore, we believe that the presented multi-layer samples have no or negligible non-local signals were observed in the wider device (~230 k) compared to the narrow device (~40 k). The width ratio is not exactly reflected as the pre-factor, primarily due to the flake differences and fabrication variations.
Section S7. Detailed θ calculation and its temperature trend
In the main text, we define = . In order to estimate , we calculate due to intrinsic (Berry's phase) contribution to the valley Hall conductivity, , while directly extracting from type II measurements shown in fig. S2C . It should be noted that in doing so, we have 
where E F is the Fermi-level, is the valley index ( = −1 for K and = +1 for K'), is the band index ( = −1 for the valance band and = +1 for the conduction band), is the spin index ( = −1 for up spin and = +1 for down spin), and Ω = . This value is consistent with the fact that for the Fermi-level position close to conduction band minima, the valley Hall conductance is dominated by the filled valence bands. Substituting this value in the definition of and using from fig. S2C , we plot v.s. temperature in the inset in Fig. 4D . In general, increasing the temperature decreases . This is because conduction and valence band contribute opposite signs to , and increasing temperature increases conduction band occupation at the expense of the valence band's population. However, we highlight that for the Fermi-level position near the conduction band minima, and the band gap of 1.72 ≫ for T = 300K, the value of is independent of temperature (as verified by directly calculating for T = 1K and T = 300K using Eq. 6 and noting a decrease of less than 0.4%). In this case, the temperature dependence of comes primarily from the temperature dependence of in fig.   S2C . In fig. S8 (A), we plot this temperature dependence of , which is also presented in the inset of Fig. 4D in the main text.
Section S8. Detailed  calculation and its temperature trend
Within the deformation potential approximation, the analytical expression of intervalley scattering rate , as obtained from Fermi's golden rule, is given by (31)
Here is the valley degeneracy for the final electron states, * is density-of-state effective mass for the K valley, 0 is the deformation potentials in K valley ( 0 , 0 are for optical and acoustic phonon respectively), is the mass density (= 3.1 × 10 −7 2 ⁄ ) for MoS 2 , ℏ is phonon energy, is Bose-Einstein distribution and ∆ 1 , ∆ 2 are the onset of scattering for phonon absorption and emission respectively. Using Eq. 8, = √ , Einstein relation for diffusion coefficient ( = / ), and experimentally extracted field effect mobility ( ) , we calculate intervalley scattering length () in high temperature regime (T > 100K) shown in fig.   S8 (B). The calculated  (T) (solid line) can be fitted with a power law dependence of ∝ −0.6 (dashed line).
Section S9. Nonlocal internal resistance measurements
We add external resistors into the measurement set-up to extract the internal resistance (R MoS2 = 2R c + 2R arm + R cross ) in the non-local arm in both monolayer and multi-layer MoS 2 devices, as depicted in fig. S9A . The measured voltage drop across the external resistor (R ext ), can be described by V ext = I ext (R ext R MoS2 ) / (R ext + R MoS2 ). Simpler expression can be derived by normalizing to its maximum point
By changing over a large range (10 2 to 10 8 ) of external resistance values (R ext ) depicted in fig.   S9A and fitting with Eq. 7, we are able to extract the internal resistance. We notice that V nl ≠ ∆V nl , since ∆V nl should be a fraction of V nl , denoted in Fig. 4C in the main text. Intuitively, one might think that the ratio of ∆V nl to V nl should be equal to the ratio of R cross to R MoS2 (non-local total resistance) shown in the fig. S9A . However the extracted internal resistance (24M) by fitting presented in fig. S9B does not agree with the non-local total resistance (7M) in monolayer MoS 2 . In contrast, the extracted internal resistance (25k) presented in fig. S9C is very close to the non-local total resistance (35k) in multi-layer MoS 2 . Furthermore, we use SPICE resistor network discussed in section 1.2 to simulate this internal resistance extraction for multi-layer MoS 2 with two vastly different resistor values of 10 3 (red) and 10 6 (blue) shown in fig. S9D . As expected, it shows very good agreement between the extracted internal resistance and the non-local total resistance. Thus we speculate that for VHE governed monolayer MoS 2 devices, it is not sufficient to take the resistance ratio (R cross to R MoS2 ) for the internal resistance 
