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Abstract
Neuronal microcircuit is built by neurons connected with dynamic
synapses. Short-term synaptic plasticity is one form of the synaptic
dynamics, which plays various roles in the circuit information process-
ing and computation. To analyze the function of short-term synaptic
plasticity in feed-forward inhibitory (FFI) circuits, electrophysiologi-
cal experiments on acute mice brain slices and computational model
simulations have been applied. Feed-forward inhibitory circuit is com-
posed of an excitatory input synapse, an interneuron and an inhibitory
output synapse. Two cerebellar FFI circuits (basket cell mediating
somatic FFI and stellate cell mediating dendritic FFI) have been an-
alyzed in parallel in this work to compare their input/output synaptic
dynamics, the intrinsic firing property of interneurons and the circuit
output dynamics. It is shown that these two FFI circuits differe only
on their input synaptic dynamics, and their circuit output dynamics
are tightly regulated by the input synaptic dynamics because the in-
terneurons (both basket and stellate cell) transform the magnitude of
the synaptic input into the rate of their firing output lineally. Compu-
tational simulation has further demonstrated that the circuit output
dynamics is determined to be depressing when the input synapse is
depressing, while the output is a balance between the input and out-
put synaptic dynamics when the input synapse shows facilitation. In
summary, short-term synaptic plasticity performs the temporal tuning
function in the neuronal circuit.
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1Introduction
1.1 Part one: synaptic transmission
In 2008 I attended an IEEE workshop on the application of information theory
in biology and other fields. I gave a short talk about information transmission
through dynamic synapses which was my Master’s thesis work. Since most of
attendances of this workshop were electrical engineers or mathematicians, my
talk drew some attention. Here is an interesting conversation between me and an
engineer.
the engineer: You were saying a synapse works as a communication
channel and I wonder how they are comparable?
me: Physically a communication channel is an information transmission
medium. The function of a channel is to convey messages from its
senders to its receivers. A synapse in the nerve system consists of a
presynaptic site, a postsynaptic site and the cleft between them, you
see, like this (Fig. 1.1). It is shared by two neurons which are the
sender and the receiver.
[I drew a cartoon (Fig. 1.1) on the blackboard behind me to illustrate a chemical
synapse.]
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Figure 1.1: A cartoon of a chemical synapse - It shows a presynaptic termi-
nal facing the postsynaptic membrane. Synaptic vesicles fuse with the presynaptic
membrane upon Ca2+ entering into the presynaptic terminal, which leads to the
release of the neurotransmitters to the synaptic cleft. The neurotransmitters dif-
fuse across the synaptic cleft which is typically tens of nanometer wide, and bind to
the postsynaptic receptors which are usually ligand-gated ion channels. The neu-
rotransmitters are the media for information transmission across synapses. The in-
formation transmission is modulated by multiple factors from both the sender and
the receiver neuron. Adapted from ”Biophysics of Computation” (Koch, 1999).
me: You might wonder how information is relayed through a synapse. Let’s
take this example of a chemical synapse. First, we ask what message
a sender neuron wants to convey to a receiver neuron. The message
could be a command ”fire!” or the other way around ”silence!”. The
message carried by action potentials (APs) generated at the soma
of the sender neuron will travel along the axon of the neuron and
reach the presynaptic terminal. Then the message will be encoded
there and this code could be an ion concentration or the number of
neurotransmitter molecules. The information carried by the code is
then transmitted through neurotransmitters released from the presy-
naptic terminal to the synaptic cleft, as when you speak on one side
of a telephone, your speech is carried by the electromagnetic waves
traveling through the cable. Postsynaptic receptors are the receivers
for this special code as the cable at the other side of the telephone.
Once the code is received, the postsynaptic response can be observed
as the change of the membrane potential. The process from presy-
naptic neurotransmitter release to the binding of postsynaptic recep-
2
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tors is called synaptic transmission. Just before and after synaptic
transmission there are encoding and decoding processes for the in-
formation conveyed through the communication channel - synapse.
Putting them together, it is resembling a full communication system.
The majority of the neuronal communication is mediated by chemical
synapses through this type of synaptic transmission. One can evalu-
ate the amount of information transmitted through a synapse as an
engineer does this with a communication channel. Now, isn’t it quite
clear how a synapse is comparable with a communication channel?
the engineer: I agree that communication between neurons is indeed an
information transmission process. Synapses represent physical com-
munication channels as you pointed out. But how is the information
quantified in terms of neurotransmitters and is there a physical model
for the channel?
me: You have asked the right question! To quantify the information and
find out the right model for synaptic transmission has been an ongo-
ing research topic for many years. Information can be quantified by
the amount of neurotransmitters, but this variable is difficult to ob-
tain through measurement during neuronal communication processes.
Instead, the conventional neural code, the action potential, is much
easier to monitor. Therefore it is natural to take the whole process,
from presynaptic action potentials to postsynaptic action potentials,
as a full information transmission channel, and the core of the prob-
lem is to find out a full description of the transmission process which
involves neurotransmitter release and diffusion, postsynaptic receptor
activation and the intrinsic electroresponsiveness of the postsynap-
tic neurons. In this whole process, multiple physical and chemical
reactions are involved, each of which should be modeled in order to
calculate the amount of information transmitted. Maybe we should
take a detailed look at what is going on during synaptic transmission.
3
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[The old man looked very interested, so I decided to tell him more about synaptic
transmission.]
me: A synapse is activated by an action potential which depolarizes the
membrane of the presynaptic terminal. Action potentials are usually
stereotyped, therefore the amount of membrane potential change due
to an action potential does not carry information about the activity
of presynaptic neurons, rather the arrival time of the action poten-
tial and its presence or absence encode the signal. Depolarization
activates voltage gated calcium channels on the membrane and leads
an influx of Ca2+ ions into the presynaptic terminal. Ca2+ plays
multiple roles in synaptic transmission (Neher and Sakaba, 2008). It
triggers the cascade of synaptic vesicle fusion and it has been shown
in many synapses that if no Ca enters in the presynaptic membrane,
no vesicle will be released even when an action potential depolarizes
the membrane (Mintz et al., 1995; Borst and Sakmann, 1996). The
change of the presynaptic Ca2+ concentration signals the activity of
the presynaptic neuron and the presynaptic Ca2+ concentration de-
termines the vesicle release rate (Schneggenburger and Neher, 2000;
Neher and Sakaba, 2008), therefore the information carried by the
presynaptic [Ca2+] is transmitted to the neurotransmitter concentra-
tion in the synaptic cleft. Released neurotransmitters diffuse to the
postsynaptic site, bind to receptors, and activate ion channels on the
postsynaptic membrane. Neurotransmitters then passes the informa-
tion to the change of postsynaptic membrane conductance due to the
opening of receptor channels. The postsynaptic neuron then performs
an inverse operation to generate from the change of the membrane
conductance to action potential output. Empirically one can mea-
sure the input and output APs and calculate the information transfer
rate or the channel capacity. At the same time, precise mathematical
models are proposed to describe the process of synaptic transmis-
sion and analyze its properties (Schneggenburger and Neher, 2000;
Millar et al., 2005; Pan and Zucker, 2009).
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the engineer: Well, given how complex is the process you just described
and how many times the information has been transformed within the
whole process, I wonder how reliable is this information transmission
process.
me: Indeed, an individual synapse is not a reliable device due to the noise
introduced in each step and most importantly the intrinsic stochas-
ticity. First of all, a voltage gated ion channel opening is an all-
or-none random process, and as shown experimentally (Patlak and
Ortiz, 1986), the precise timing of a channel opening is a random
occurrence. Second, a single vesicle release can be described as a
binomial trial with a release probability p (Katz, 1969). Third, the
amplitude of the postsynaptic response induced by a single vesicle re-
lease follows a near Gaussian distribution (Boyd and Martin, 1956).
Besides, synapses undergo use-dependent modification, meaning that
the synaptic parameters, like p or the mean amplitude of the Gaussian
distribution, are dynamic variables during synaptic activities. All of
these make the communication through a chemical synapse much less
reliable than any electronic communication.
Whether the unreliability of synaptic transmission reflects a natural
limitation of the biological device or it is part of the synaptic algo-
rithm remains unclear. But the nervous system seems having its own
way to compensate unreliability by increasing redundancy (Moore and
Shannon, 1956), which is, for example, using parallel synaptic connec-
tions. From information point of view, higher variability presented in
the synaptic variables indicates a higher capacitance for carrying infor-
mation. Besides, there is a prominent view that synapses take advan-
tages of their unreliability. The change of vesicle release probability
p during ongoing activities, for example, is one possible advantage,
which enables a dynamical modification of the synapse depending on
the input activity. In this sense, the lack of reliability is required for
5
1. INTRODUCTION
a synapse to gain a larger dynamic range for information processing.
the engineer: That is an interesting view. In our field, we wish to de-
sign all the elements as constant as possible to avoid adaptation or
any use-dependent effects. In fact, synapses may take advantages of
their unreliability and use-dependent dynamics. If this property will
be studied carefully, it might bring a completely new concept into the
electronic system. Can you tell me more about the synaptic dynam-
ics? What triggers the modification? Which parameter is modified?
What is the time scale of the modification? How does it affect the
function of a synapse?
me: Biologists usually call this synaptic modification ”plasticity”. It is an
adaptive behavior of the nervous system to inputs. It is often catego-
rized into two types based on the timescales: long-term and short-term
plasticity. Long-term synaptic plasticity (LTP) modifies the synapse
in a time scale of hours or even longer. Short-term plasticity (STP)
happens within milliseconds to seconds. The underlying mechanisms
and functions of these two types of synaptic modification are differ-
ent. Long-term synaptic plasticity has been studied quite a lot and
it is speculated to underlie learning (Brown et al., 1990). Short-term
synaptic plasticity exerts similar amount of change on the magnitude
of postsynaptic responses as LTP, but in a much rapider form and
more relevant to the information transmission through synapses. I
am working on short-term plasticity, so let me answer your questions
based on this type of synaptic modification.
1.2 Part two: Short-term synaptic plasticity (STP)
[I went on and presented the topics about short-term synaptic plasticity to the
engineer who seemed quite fascinated by the adaptive behavior of a synapse.]
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me: In nervous system short time scale modification occurs at all levels
during neuronal activities, from ion channels and synapses to single
neurons and neuronal circuits. The rapid adaptation of the nervous
system is not only crucial because of the ever-changing environment
with which it interacts, but also important for its computational func-
tions (Abbott and Regehr, 2004) which enable information processing
within milliseconds to seconds. Synaptic modification was first discov-
ered in neuromuscular junction (Feng, 1941) where an enhancement of
postsynaptic responses were observed during a prolonged stimulation
of presynaptic neuron. Later, various dynamics have been found in a
big number of synapses which are experimentally accessible (Zucker
and Regehr, 2002).
the engineer: How is the synaptic modification reflected in the
postsynaptic responses and what are the different forms of
short-term dynamics?
me: Synaptic dynamics reflected in the postsynaptic responses take basi-
cally two forms, enhancement and depression. During repetitive use
of synapses, some synapses show increased postsynaptic responses,
which is called short-term synaptic facilitation; and some show de-
creased postsynaptic responses, which is named short-term synaptic
depression. In the other cases, the postsynaptic response can be first
enhanced and then depressed during the activity, which implies that
the facilitation and depression are intermingled and probably the sole
facilitation or depression just shows the dominant side of the synaptic
modification (Fig. 1.2).
As I mentioned before, synaptic transmission mainly involves three
elements: presynaptic Ca2+ channels, synaptic vesicles and postsy-
naptic receptors. The short-term modification can happen to any of
the three elements. From only the postsynaptic response, it is difficult
to tell where the modification happened. Fortunately there are ex-
7
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Figure 1.2: The different forms of short-term synaptic plasticity - The
figure shows three different forms of short-term synaptic plasticity from three dif-
ferent synapses. Under a 50Hz train of presynaptic action potential stimulation
(not shown), the postsynaptic responses from a climbing fiber (CF) synapse shows
depression, those from a parallel fiber (PF) synapse shows facilitation and those
from a Schaffer collateral (SC) synapse presents a transient facilitation followed by
depression. (Adapted from (Dittman et al., 2000))
perimental techniques which enable us to observe the change of these
synaptic elements separately. Presynaptic Ca2+ current measurement
or Ca2+-sensitive dye imaging reveals the change of the amount of
8
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Ca2+ entering the presynaptic terminal during the activity (Yuste
and Konnerth, 2005). Presynaptic capacitance measurement helps
to calculate how many vesicles are released upon each action poten-
tial invading the presynaptic terminal. Applying neurotransmitter
agonist or antagonist to the synaptic cleft usually reveals the effect
of postsynaptic receptor desensitization (Jones and Westbrook, 1996;
Trussell and Fischbach, 1989) or saturation (Tong and Jahr, 1994).
How these elements are modified and how much they are modified are
quite synapse-specific. There are some general phenomenons which
are shared by many types of synapses. The elevation of presynaptic
[Ca2+] after synaptic activity has been observed in mammalian cen-
tral and peripheral synapses and it correlates with the enhancement
of the synaptic transmission (Delaney et al., 1989; Regehr et al., 1994;
Kreitzer and Regehr, 2000). Increase of the vesicle release probability
estimated from statistics of release has been proved to be the general
mechanism of facilitation in postsynaptic responses (Zucker, 1989).
According to the quantal model of synaptic transmission (Katz, 1969),
following a presynaptic action potential, the postsynaptic response R
can be described as
R = npq. (1.1)
n is the number of release site, p is the release probability per site
and q is the quantal response triggered by a single released vesicle.
Any alteration of these three parameters will lead to the change of
the amplitude of postsynaptic responses. One prevalent view of de-
pression mechanism is related to p. p is a product of the probability
of vesicle occupancy in each release site and the probability of vesicle
release. The repetitive use of the synapse reduces the probability of
synaptic vesicles docked on release sites because after release each re-
lease site needs seconds to minutes to be refilled (Varela et al., 1997).
Saturation (Tong and Jahr, 1994) or desensitization (Jones and West-
brook, 1996; Trussell and Fischbach, 1989) of postsynaptic receptors
9
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can make the target neuron less sensitive to neurotransmitters and
produce decreasing postsynaptic responses. Other factors can also
contribute to the change in synaptic responses during activity, such
as the release of modulatory substances from the activated presynaptic
terminals, postsynaptic cells, or neighboring cells (Davies et al., 1990;
Isaacson et al., 1993; Wu and Saggau, 1997; Zilberter et al., 1999).
These modulators could influence the presynaptic Ca2+ channels or
the postsynaptic receptors and further inhibit or activate synaptic
transmission. From one synapse to another, the degree and the time
scale of the modification also vary. Some synapses show moderate fa-
cilitation, while others can have 2-3 fold enhancement (Beierlein et al.,
2007). Some synapses show facilitation only within 20-50 ms, while
others can have enhancement lasting hundreds of miliseconds (Bao et
al., 2010).
the enginner: Multiple mechanisms may happen at the same time
for a single synapse. Is it possible to find a mathematical de-
scription of short-term plasticity without involving the de-
tailed biophysical process underlying it?
me: Yes, mathematical descriptions have been proposed as phenomenolog-
ical models (Liley and North, 1953; Varela et al., 1997; Tsodyks and
Markram, 1997). They focus on describing the dynamics of postsy-
naptic responses without involving the underlying mechanism. In the
literature (Varela et al., 1997), a straightforward version of this kind of
model was described and fitted to the experimental data. The model
calculates the postsynaptic response R as a product of the initial re-
sponse R0 and several dynamic variables representing depression or
facilitation, as
R = R0FD. (1.2)
F is a facilitation factor which is constrained to be ≥ 1. Upon each
10
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action potential triggered release, a constant, f(≥ 0), representing the
amount of facilitation due to this AP is added to F:
F = F + f. (1.3)
Before the next action potential arrives, F recovers exponentially back
to 1 with a time constant τF :
τF
dF
dt
= 1− F. (1.4)
Dynamic variable D is representing depression and it is constrained
to be ≤ 1 . After each action potential triggered release event, D is
multiplied by a constant, d, representing the amount of depression:
D = Dd. (1.5)
Between APs, D recovers exponentially back to 1 with a time constant
τD:
τD
dD
dt
= 1−D. (1.6)
Since multiple factors underlie short-term synaptic plasticity, one or
two processes may not be good enough to predict synaptic responses
upon repetitive inputs. It is possible to add more dynamic variables
to the model, for example,
R = R0FD1D2. (1.7)
D1 and D2 are independent variables and each has its own parameter
set, {d, τD}. Finding the best fit to the experimental data allows to
tell which model is more precise.
There are other variants of this FD model. For example, a model
incorporates Ca2+ dependent facilitation and recovery (Dittman et
al., 2000) which introduces variables as occupancy of release sites by
Ca2+-bound molecules CaXF and CaXD. CaXF will experience a
11
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jump of size ∆F and CaXD with ∆D after an action potential at time
tsp. After the jump, they both decay exponentially back to 0 with
first-order dynamics:
dCaXF
dt
=
−CaXF (t)
τF
+ ∆F · δ(t− tsp) (1.8)
dCaXD
dt
=
−CaXD(t)
τD
+ ∆D · δ(t− tsp) (1.9)
The facilitation variable F and the depression variable D as in the
simple phenomenological model (Varela et al., 1997) will depend on
CaXF and CaXD.
Another phenomenological model has been proposed based on the
vesicle pool depletion model (Liley and North, 1953) and dynam-
ics of vesicle release probability pr (Tsodyks and Markram, 1997;
Markram et al., 1998). The postsynaptic response A is the prod-
uct of R (the fraction of occupied release sites), pr and q (quantal
size),
A = Rprq (1.10)
similar to Eq.1.1. But here the total number of release sites is nor-
malized to 1 and the release probability per release site p in Eq. 1.1
is represented by the production of R and pr. The depletion model is
described by dynamics of R:
dR
dt
=
1−R
τr
−R · pr · δ(t− tsp). (1.11)
The R dynamics is similar as Eq. 1.9. When a presynaptic AP arrives
at time tsp and it triggers a release event, R decreases by the num-
ber R · pr. After this release, R recovers exponentially to 1 with time
constant τr. The R dynamics accounts for the depression, and facilita-
tion is described by pr dynamics with a similar first-order differential
12
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equation:
dpr
dt
= −pr
τf
+ p0 · (1− pr) · δ(t− tsp). (1.12)
p0 is the initial release probability. An action potential will induce an
increase of pr by p0 ·(1−pr) and pr decays to 0 with a time constant τf
during inter-spike intervals. This is different from the FD model and
the Ca2+-bound molecule model. In those two models, the facilita-
tion variable has a fixed increase upon each action potential. Another
difference between this ”R− pr” dynamics model with the other two
models is that R dynamics is also a function of pr (Eq. 1.11), where
in the FD model and the CaX dynamics model, depression and facil-
itation variables are independent.
1.3 Part three: The Computational function of
STP
the enginneer: What I have learned today is that a synapse is a com-
munication channel between two neurons and it is not passively and
faithfully transmitting signals, rather it actively governs and modu-
lates the flow of information between neurons. From all the biological
facts which give rise to the privileged position of a synapse in the
nervous system, and especially from the rapid dynamics of a synapse,
one would easily predict that a synapse is not only a communication
channel but rather importantly a computational unit. I wonder how
much people have learned about the algorithms of a synapse.
me: Traditionally, synapses were seen as a relay station of information be-
tween neurons. The specific pattern of connectivity, variable strengths
and dynamics, make it obvious that synapses also support a variety of
13
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information processing algorithms and computations. In a neuronal
circuit, the increase of the number and the variability of synapses en-
hances the computational capacity of the circuit. In the whole brain,
an enormous number of synapses, approximately in the order of 108
per cubic millimeter, construct the architecture of the neuronal com-
munication and computation.
The algorithms of synapses have not yet been identified completely
due to the broad variation of synapses and the difficulty of access-
ing them experimentally, although a number of functional roles have
been proposed for short-term synaptic plasticity (Dittman et al., 2000;
Tsodyks and Markram, 1997; Fuhrmann et al., 2002; Abbott and
Regehr, 2004; Silberberg et al., 2004; Abbott et al., 1997; Markram
et al., 1998; Maass and Markram, 2002; Fortune and Rose, 2002;
Goldman et al., 2002; Lisman, 1997).
STP as a temporal filter
The amplitude and the timing of the postsynaptic responses will in-
fluence the generation of postsynaptic action potentials. Synaptic
plasticity regulates the amplitude of postsynaptic responses and fur-
ther influences the responsiveness of the postsynaptic neuron to the
presynaptic action potential. If a synapse without plasticity receives
suprathreshold synaptic inputs, the output action potential will fol-
low exactly the presynaptic action potential and this synapse works
as a simple relay between neurons. With synaptic plasticity, synapses
can filter the presynaptic input and govern the temporal structure of
the postsynaptic output (Dittman et al., 2000; Silberberg et al., 2004;
Fortune and Rose, 2002; Lisman, 1997; Chance et al., 1998). For ex-
ample, a depressing synapse transmits lower frequency inputs better
than higher frequency ones because high frequency presynaptic APs
will deplete the vesicle pool faster and the postsynaptic neuron can not
follow the activity of the presynaptic neuron. A facilitating synapse
14
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may follow high frequency inputs better than lower frequency ones.
Facilitating synapses usually have low initial release probability and
the synaptic strength is weak. High frequency inputs accelerate the
accumulation of presynaptic Ca2+ and increase the synaptic strength
(Borst and Sakmann, 1998). Therefore the postsynaptic neuron is
driven from a nonresponsive state to a responsive one following the
high frequency activity of the presynaptic neuron, while low frequency
inputs may not facilitate the synaptic strength enough to trigger the
response of the postsynaptic neurons.
The temporal filtering property of a synapse is not fixed. Depending
on the state of the neuron or the modulation it receives, the release
probability or the recovery rate of vesicles can be changed during
activities (Zucker, 1973; Dittman and Regehr, 1998; Wang and Kacz-
marek, 1998; Stevens and Wesseling, 1998). If the synaptic parameters
are modified, an original depressing synapse may behave more facili-
tating and vice versa, so the filtering parameter of a synapse is also a
dynamic variable.
STP enhances transient input
One important function of nervous system is to respond to the chang-
ing of the environment. Neurons typically respond most effectively
to new stimuli and show adaptation to static input. Synaptic de-
pression serves as one of the mechanisms for the adaptation. When
a train of APs arrives at the presynaptic terminal, only the onset
of the input elicits a large postsynaptic response due to the synap-
tic depression, and the postsynaptic neuron will be either excited
or inhibited transiently depending on the type of neurotransmitter
it receives. This function also correlates with the notion that infor-
mation is encoded in the onset of a stimulus (Thorpe et al., 2001;
Foffani et al., 2009). Some of the depressing synapses show transient
facilitation when the frequency of presynaptic AP suddenly increases,
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and the transient facilitation accounts for a mechanism of enhancing
the responsiveness of the postsynaptic neuron to the change of the
temporal structure of the stimuli.
STP transmits history-dependent information
Synaptic plasticity comes from various modulations of synaptic pa-
rameters during repetitive use of the synapse. Information transmit-
ted through a dynamic synapse contains the history of the presynaptic
neuronal activity which has been successfully quantified through in-
formation theory (Fuhrmann et al., 2002). Synaptic plasticity assures
that the current activity of a neuron reflects both the current state
and the history of its input. Depression and facilitation differ on how
much information about the history is transmitted.
STP as a gain modulator
Depressing synapses modulate the gain of synaptic responses dynam-
ically by increasing the sensitivity of neurons to the relative changes
of the input frequency. This function has been brought about by
pure mathematical analysis of synaptic depression. Experimental ev-
idences showed that the magnitude of postsynaptic responses is the
largest upon the first spike input and then decreases until reaching a
steady-state. The relative synaptic strength of the steady-state per
presynaptic AP (A = Ai/A1) is inversely proportional to the frequency
(f) of the input spikes (Abbott et al., 1997):
A(f) ≈ C
f
. (1.13)
C is a constant varying from a synapse to another. Then the postsy-
naptic response per unit time is
f × A(f) ≈ f × C
f
≈ C. (1.14)
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It is obvious that the steady-state postsynaptic response per unit time
is independent of the input spike frequency. The loss of the sensitivity
to the input frequency is accompanied by an increase of the sensitivity
to the relative change of the frequency (∆f/f) which can be deduced
this way: when an abrupt change in firing rate of the presynaptic
neuron happens, the instantaneous postsynaptic response is
∆f × A(f) ≈ C∆f
f
. (1.15)
This produces the transient change in the postsynaptic response pro-
portional to the relative change in the firing frequency, which renders
the synapse to detect small changes in the input frequency for slow
input. This gain control mechanism of depressing synapses is similar
to the Weber-Fechner law described in the human sensory system.
the engineer: It looks like a dynamic synapse could play different roles
in different systems. Since the dynamic form of a synapse can be
modified during activities, its functional role may be also possible to
switch from circuit to circuit, like the resistors and capacitors in an
electronic circuit. Depending on how you connect them, an integrator
can be turned to a differentiator. Then it would be more desirable
to study the function of a dynamic synapse inside a specific neuronal
circuit.
me: That is exactly what I am trying to do now! There are many types
of neuronal circuits in the brain depending on the types of neurons,
the types of synapses and their connectivity patterns. The same dy-
namic synapses may play different roles when they are connected dif-
ferently. The circuit dynamics depend on the neurons, their connect-
ing synapses and the interaction between them. In order to under-
stand how much a dynamic synapse is participating in the circuit
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information processing, one has to find out the relationship between
the circuit dynamics and the synaptic dynamics. My objective is to
find out how the circuit dynamics depends on the synaptic dynamics.
If I can alter only one synaptic parameter in the neuronal circuit and
leave others unchanged, then I can plot the relationship between the
circuit output dynamics and that synaptic parameter. Unfortunately,
it is not easy to alter only one synaptic parameter in a real neuronal
circuit. But I was lucky because my supervisor suggested me to study
a feed-forward inhibitory circuit in the cerebellum and it turned out
that there existed two circuits which differed only on one synaptic
parameter. What I had to do is to find experimental approaches of
measuring the circuit output and compare between the two circuits.
the engineer: Then I am looking forward to hearing about your results
and by the way I could only suggest you to try computer simulations
with the models of dynamic synapses which you just described to
me. If you can simulate a neuronal circuit and compare with your
experimental findings, I am sure you will gain some insights on the
properties of both the circuit and the model.
[The end]
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To investigate the short-term synaptic plasticity, electrophysiology recording is
applied to exert a real-time control of the cell membrane potential and record the
synaptic conductance change over time. Acute brain slice is an ideal preparation
for studying neuronal circuits because substantial local neuronal connections are
maintained within a thick slice. Whole cell patch clamp recording in acute brain
slice is the fundamental experimental method for carrying out the study of the
role of short-term synaptic plasticity in neuronal circuits. Dynamic clamp is an
extension of patch clamp recordings to simulate artificial conductances in acute
brain slices. Computer simulations can be used to simulate model circuits with
artificial dynamics synapses.
2.1 Cellular organization of cerebellar cortex
The whole cerebellar cortex shares stereotypical organization which is composed
of three layers: the granule cell layer, Purkinje cell layer and the molecular layer
(Fig. 2.1). The cell types found in each layer and the connections between them
are also similar throughout the cerebellum. The region called cerebellar vermis is
located around the midline of cerebellum between two hemispheres. The cerebel-
lar cortex in vermis receives spinal afferent through mossy fibers, and the output
projects to deep cerebellar nuclei through Purkinje cell axons. The three layers of
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Figure 2.1: Three-layer organization of the cerebellar cortex - Adapted
from ”Neuroscience” (Purves et al., 2001).
the cortex have not only clear borders between each other, but also clear cellular
connections. The granule cell layer, the first layer from the inner cortex to the
pia, hosts mainly granule cells which send their axons - parallel fibers (PFs) - up
towards the pia, pass the Purkinje cell layer and enter the molecular layer. The
axon bifurcates in the molecular layer to two directions and runs a few millimeters
in each direction making synaptic contacts with dendrites of Purkinje cells and
molecular layer interneurons (MLIs). Purkinje cell layer is the second layer after
the granule cell layer and it is a monocellular layer which looks like a natural
border between the granule cell layer and the molecular layer. In the molecular
layer, the cell density is very low and mainly interneurons are sitting there. The
majority of the volume in the molecular layer is filled by the axons of granule
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cells and dendrites of Purkinje cells and interneurons. Two types of interneurons
are classified in the molecular layer. One is basket cell, located close to the Purk-
inje cell layer, and it makes basket-like synaptic terminals around the Purkinje
cell soma. The other is stellate cell, located in the middle to outer layer of the
molecular layer, and it innervates the dendrite of Purkinje cells. The granule cell
→ MLIs → Purkinje cell connections constitute feed-forward inhibitory (FFI)
circuits in the cerebellar cortex. There is another type of cell, Golgi cell, which
makes feed-back inhibition in the cerebellar cortex. Golgi cells sit in the granule
cell layer and their dendrites spread into the molecular layer. Golgi cells receive
inputs from granule cells and send inhibitory outputs to granule cells. Besides
the major connections just described, there are also other contacts between cells
in the cerebellar cortex. MLIs inhibit each other, and Purkinje cells also have
synaptic contacts between each other.
2.2 Acute brain slice preparation
C57/Bl6N male and female mice (P16-P28) were decapitated in accordance with
the guidelines of the German law on animal protection. This mouse line was
chosen because of the availability of various knockout strains. Knockout mice
provide a tool for studying neuronal circuits with altered parameters. After care-
ful removal of the skull, the cerebellum and the brain stem were separated from
the neocortex (Fig. 2.2). Coronal or parasagittal brain slices (250 µm) of cere-
bellar vermis were obtained with a Leica VT1000S slicer (Leica Microsystems).
During slicing the cerebellum was kept in ice cold solution containing (in mM)
60 NaCl, 120 sucrose, 25 NaHCO3, 1.25 NaH2PO4, 2.5 KCl, 25 D-Glucose, 0.1
CaCl2 and 3 MgCl2 to minimize damage from anoxia and improve the texture of
the tissue for slicing. The speed of the forwarding blade was set at the lowest
level to prevent from stretching of surface neurons by the connecting tissues or
neuronal fibers. Slices were incubated at 35◦C in a saline solution (305 mmol/kg)
containing (in mM) 125 NaCl, 2.5 KCl, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2
and 1 MgCl2, pH 7.3-7.4 with continuous bubbling (95% O2 and 5% CO2). This
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was a critical step for recovering of the neurons from slicing. After 40 minutes
to 1 hour recovery, the slice was moved to the recording chamber of about 1ml
volume and fixed by a U-shape frame of metallic grid with parallel nylon threads.
Recordings were performed at 33-34◦C with a chamber heater and an in-line so-
lution heater (Warner Instruments). Heated saline solution was perfused to the
recording chamber at 2-3 ml/min. Continuous bubbling (95% O2 and 5% CO2)
into the perfusion solution was necessary for keeping the pH value constant. Each
slice can be recorded up to 1 hour depending on the neuron surviving situation.
Due to the physiological recording temperature, neurons tend to deteriorate faster
than recording under room temperature.
Figure 2.2: The mouse brain parasagital view - The vertical line indicates
the location where cerebellum and brain stem are separated from the neocortex
during dissection process. The figure is adapted from the literature (Cryan and
Holmes, 2005).
2.3 Slice patch clamp recording
2.3.1 Patch clamp recording setup
Slice patch clamp recording setup is made of three major parts: visualization,
patch electrode and amplifier; with other auxiliary parts which surround or inte-
grate into the major parts.
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Cell visualization
Brain slices were visualized with an upright microscope (Olympus) using a oblique
illumination technique, a condenser and high-numerical aperture water immersion
objective (60×, Olympus). A CCD camera (TILL photonics) detected the light
and converted to an image on a monitor. When fluorescence imaging was used,
we replaced the bright field illumination light source with appropriate monochro-
matic light generated from polychrome (TILL photonics) and inserted a filter
between the objective and the CCD camera. The control program (Vision) sup-
ports specific time controlled imaging protocol to coordinate the camera and the
polychrome.
The sample stage was fixed directly onto the antivibration table (Newport) to
provide the best stability during recording. The microscope was mounted on a
sliding table which enabled a two dimensional smooth movement relative to the
sample stage. The micromanipulators (Linos) for holding and adjusting the patch
pipettes were attached to columns which were mounted to the antivibration table.
This configuration made sure that the relative position of the stage and the patch
pipette did not change when adjusting the focus of the microscope or changing
the field of view in the slice. Chamber heating device, the ground electrode and
the suction pipe were fixed on the sample stage. Avoiding any touching between
the stage and the microscope was important.
Amplifier and data acquisition
The amplifier EPC10 (Heka) was an all-in-one black box with data acquisition
hardware together. The probe provided a pre-amplification which was directly
connected to the patch pipette. Capacitance cancelation and series resistance
compensation were done by the circuits on the main board of the amplifier. The
Windows based control software patchmaster (Heka) provided an interactive in-
terface for the user to either select automatic compensation or choose compensa-
tion parameters manually and visualize the results. The recording mode included
voltage clamp and current clamp. In either case, data were filtered by an ana-
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logue filter (10 KHz Bessel; current recordings were filtered additionally by 2.9
KHz Bessel filter.) in the circuits and sampled from 20 KHz to 50 KHz. There
was a digital oscilloscope imbedded in the control software, so the real-time volt-
age or current traces could be visualized on the monitor. Data storage was also
done by this software. Experiments were programed in a protocol file to enable
automatic runs of different conditions and repetitions. The amplifier sent triggers
to other hardwares coordinating the time sequence of different experiments.
2.3.2 How to identify a healthy neuron in the slice
Thanks to oblique illumination technique, neurons are having three dimensional
appearance under the microscope. The edges of a neuron is especially distinct
from supporting tissues around them. A healthy neuron should have smooth
edges appearance. The cell surface should look bright and clean. If a cell looks
either flat or dirty on the surface, it is a sign that it starts to deteriorate. It is
easier to patch a neuron on the surface of the slice than in the deeper layer, so
surface neurons should be taken as the priority for recordings. Finding a healthy
neuron is the first step towards a successful patch clamp recording. If no healthy
neuron can be identified from a slice, sometimes simply flipping the slice will help.
2.3.3 Whole-cell patch clamp of a neuron in the slice
Neurons in the slice were usually covered by a layer of tissues which tended to
contaminate the tip of the glass pipette before it reached the surface of the neu-
ron. A clean tip was essential for the pipette to form high-resistance seals with
the cell, so a continually strong positive pressure should be applied to the patch
pipette as it was advanced through the slice. The deeper the target neuron was,
the stronger the positive pressure should be applied. Typically, pressures from
10 to 20 mbar were used for pipettes with a few MΩ resistance. Pressure was
applied through a latex pipe connected to the patch pipette and it could be held
24
2.3 Slice patch clamp recording
by closing a valve. The level of pressure was monitored by a custom-made pres-
sure sensor. Once the pipette tip was touching the membrane of the cell, which
could be identified through a displacement of the cell or a bubble appearance on
the surface of the cell, the positive pressure should be released immediately and
a slight negative pressure (-10 mbar) was applied and held until a high-resistance
seal was formed. Hyperpolarization of the patch pipette by 60 mV usually helped
the seal formation.
Once the seal was formed, a very small amount of current (≤ 10pA) should
be flowing through the pipette in response to a 5 mV test pulse. Negative pres-
sure should be released immediately, otherwise more membrane would be sucked
into the pipette tip, which brought difficulty to the rupture process. Pipette ca-
pacitance should be canceled at this moment. Rupture of the patch membrane
to obtain a whole-cell recording configuration was made by applying a brief pulse
of suction to the patch pipette. After formation of a whole-cell configuration,
the membrane capacitance and the series resistance (Rs) were estimated from
the current response to a 5 mV test pulse. If the series resistance was too high
(≥ 10MΩ for a 3− 4MΩ open pipette tip resistance, or ≥ 20MΩ for a 5− 6MΩ
pipette), a gentle suction were applied to open further the patch membrane. Once
the series resistance was stable, membrane capacitance cancelation and series re-
sistance compensation were applied.
Glass pipettes open tip resistances were 3-4 MΩ for big neurons (Ø > 10µm)
and 5-6 MΩ for small neurons (Ø ≤ 10µm). For voltage clamp experiments, the
internal solution contained (in mM) 135 Cs-gluconate, 5 CsCl, 5 QX314 (chloride
salt) (Tocris), 10 Hepes, 5 MgATP, 0.5 NaGTP and 1 EGTA, pH 7.2 and 310
mOsm. The junction potential was estimated to be 10mV from the reversal po-
tential of the AMPA receptor current triggered by an excitatory synaptic input.
The reported voltages in this thesis were not corrected for the junction potential.
EPSCs were recorded in the presence of the selective GABAA receptor antagonist
SR 95531 (Sigma) at a holding potential of -65 mV. Rs compensation parameters
were selected manually. For big cells like Purkinje cells, >60% of Rs was com-
pensated, leaving <4 MΩ uncompensated series resistance. For small cells like
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interneurons, the uncompensated Rs was <10 MΩ. Current clamp experiments
were performed with an internal solution containing (in mM) 135 K-gluconate,
10 KCl, 10 Hepes, 5 MgATP, 0.5 NaGTP and 0.1 EGTA. Usually the injected
baseline current was 0 A, but in the case of a leaky cell, a certain amount of
current was injected to compensate the leaky current and keep the cell in the
resting state.
2.3.4 Dendritic patch clamp recording
To obtain patch clamp recording from dendrites, the basic procedure was the
same as described in Sec. 2.3.3. However, it was facilitated by visualizing the
dendrite through fluorescence dyes. Alexa 488 was dialyzed from a somatic patch
pipette and after a few minutes even the finest dendrites were visible. The patch
pipette for dendritic recording should have small opening (∼ 7 − 8MΩ open tip
resistance), which also resulted in a high series resistance (∼ 30MΩ). When ap-
proaching the dendritic membrane with the pipette, advancing from the top was
easier than advancing from the side, because the dendrite of Purkinje cell was
very thin on the z-axis (∼ 2µm) and the misalignment between the dendrite and
the pipette tip would fail the seal formation. When advancing the pipette from
the top, the displacement of the dendrite was observed due to the touching of
the membrane by the pipette. Release of the positive pressure and immediately
applying a small negative pressure (≤ 10mbar) at this moment gave a ∼ 50%
success rate for formation of GΩ seal. Voltage clamp from the dendritic patch
pipette was almost impossible because of the high access resistance of the pipette
and the high axial resistance within the dendritic tree. Current clamp were used
to record the voltage change under the patch membrane.
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2.3.5 Simultaneous multi-neuron recording
Simultaneous patch clamp recording from two or three connected neurons re-
quired careful handling of multiple pipettes in the restricted area. After finding
the target neurons, it was better to insert all the pipettes before start approach-
ing one of them. Usually one should patch the bigger neuron first and then the
smaller one because with time the intracellular substance will be washed out by
the pipette solution and the bigger cell can keep longer its own intracellular so-
lution than the smaller cell. In the experiments studying inhibitory synapses,
5 mM GABA was included into the pipette solution. The successful rate of a
pair recording was about 50% for basket cell and Purkinje cell pair and lower for
stellate cell and Purkinje cell pair.
2.4 Extracellular stimulation
Extracellular stimulation was performed by inserting the tip of a glass pipette
filled with saline solution into the granule cell layer. A very short (20-100 µs)
voltage pulse was applied through the electrode inside the pipette to the slice. One
can use either bipolar stimulation or unipolar stimulation. Bipolar stimulation
was made of two electrodes closely placed around the stimulation pipette, either
through a theta tube or simply wiring one electrode around the glass pipette.
The advantage of bipolar stimulation was that the injected current was restricted
at local area, which avoided the direct stimulation of a patch clamp recorded
cell and also reduced the artifact picked by the patch pipette. Sometimes the
stimulation intensity delivered by the bipolar stimulation was too small to excite
enough cells for having recordable signal. In this case unipolar stimulation was
necessary, although the drawback was that the ground electrode in the slice cham-
ber was shared by the stimulation circuit and the injected current was spreading
through the entire slice. Fortunately, the amplitude of the injected current de-
cayed with distance in the brain slice. When the patch clamped cell was far from
the stimulation place, unipolar stimulation was unlikely to stimulate directly the
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recorded cell. For coronal slices stimulation pipettes were placed 100-200µm from
the recorded cell soma along the direction of the parallel fiber. In parasagittal
slices, parallel fibers ran perpendicular to the slice surface; therefore stimulation
pipettes were placed relatively close to the recorded cells. Stimulation intensity
was adjusted to elicit small, but reliable postsynaptic responses.
2.5 Dynamic clamp
Figure 2.3: The hardware design of the dynamic clamp - The dynamic
clamp device is a separate hardware from the electrophysiology experiment setup
with its own computer for calculating online the injected current. The cell mem-
brane voltage signal Vcell from the patch clamp amplifier is fed into the dynamic
clamp as an input. After conditioning and AD conversion, the computer will cal-
culate the current from Vcell and a conductance value read from a look-up table
created beforehand or calculated online. The calculated current Iinj will be fed
into a DA converter, a signal conditioning and a filter. The output from the filter
will be fed into the external stimulation input channel of the patch clamp amplifier.
The cycle length of the dynamic clamp can be set according to the sampling rate
of the amplifier. Within each cycle, a voltage value is read and a current is injected
to the cell through the same patch pipette. This device is designed together by Jin
Bao and Frank Wu¨rriehausen, and manufactured by Frank Ko¨hne.
Dynamic clamp is a device which can introduce artificial conductances into a real
neuron during a conventional patch clamp experiment (Prinz et al., 2004). It can
simulate various membrane conductances and inject the amount of current which
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is calculated from the conductance and the real-time cell membrane potential.
It has several forms of realization from analog device based version to Windows
based version. Windows based version is easy to implement and has user-friendly
interface, but it suffers from unexpected interrupts during the experiment, which
leads to a false real-time update of the artificial conductance. An analog device
based dynamic clamp requires a little more effort in implementation, but it can be
controlled precisely and the update speed can be higher than other realizations.
The basic architecture of an analog dynamic clamp is shown in Fig. 2.3. The
input of the dynamic clamp was connected to the voltage monitor of the patch
clamp amplifier. The cell membrane voltage reading from each sampling cycle of
the amplifier was fed into the dynamic clamp for calculating the amount of the
current to be injected. Before reaching the computer of the dynamic clamp, the
voltage signal had to be scaled by an analog circuit, called conditioning, to match
the range of the AD converter. After being digitized, the voltage signal went into
the computer, where a pre-calculated look-up table for an artificial conductance
was stored. The computer calculated the current according to
I = g · (V − E). (2.1)
The conductance g was a time varying variable which was pre-calculated if it was
voltage independent. In the case of a voltage dependent conductance, online cal-
culation was required. V was the membrane potential measured from the patch
clamp amplifier and E was the reversal potential for the simulated conductance.
(V − E) was the instantaneous driving force for the conductance g. The calcu-
lated current I passed a DA converter and an inverse conditioning to scale back
to the voltage input range of the amplifier. Before feeding the signal to external
stimulation input of the amplifier, low-pass filtering was necessary to round up
the sharp steps in the current resulted from the DA converter. The dynamic
clamp update rate was set to the sampling rate of the amplifier. In each cycle
of the dynamic clamp experiment, a real-time membrane potential V was read
through the patch pipette under current clamp recording mode and an updated
I was fed into the cell through the same patch pipette. The control program was
written in C (with development environment AVR32 Studio 2.5.0 and compiler
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avr32-gcc 4.3.2).
2.6 Data analysis and computer simulations
2.6.1 Experimental data analysis
Electrophysiology recording data were filtered at 5-10 kHz and sampled at 50
kHz. Oﬄine analysis was carried out by custom written programs using Igor Pro
(Wavemetrics) and Matlab (MathWorks). Sweeps were repeated 10-20 times in
the train stimulation experiment and were averaged within a given cell. Peak
amplitudes were detected as a local minimum (or maximum) for each response
after average across sweeps. In the case of a slow decay signal from the previous
response superimposed with the current one, fitting of the previous decay to an
exponential function was performed to offset the current response to retrieve the
evolution of synaptic current activity. Steady-state values were calculated from
the mean of the last 5-10 responses depending on the visually detected steady-
state. Unpaired t-test was performed with α=0.05.
2.6.2 Simulating the model circuit
To construct a model circuit, all the synapses and neurons within the circuit have
to be modeled. In the FFI circuit, I modeled an excitatory synapse, a fast spik-
ing interneuron and an inhibitory synapse. Stochastic simulation was introduced
only in the synaptic level.
The model of STP
Phenomenological model is practical for simulation because of the relatively small
number of free parameters in the model. I have introduced three phenomeno-
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logical models in the Section 1.2. The Tsodyks-Markram model (TM model)
(Tsodyks and Markram, 1997; Markram et al., 1998) is the best of the three be-
cause the FD model (Varela et al., 1997) suffers from an unbound facilitation and
the Ca2+ dependent model (Dittman et al., 2000) has too many parameters. By
fitting the synaptic responses to TM model one can obtain a set of parameters:
the initial release probability p, the recovery time constant τr, and the facilitation
decay time constant τf . An average from all the cells recorded in the same con-
dition were fitted together using the simplex algorithm. The fitting routine was
repeated 500 to 1000 times and each time random initial values of the parame-
ters were chosen for avoiding finding a local minimum of the residuals. Then the
SSE (the summed square of errors) from each fit was compared and the best fit
was chosen with the smallest SSE. The model describes the average behavior of
the short-term synaptic plasticity across multiple synaptic boutons and multiple
trials, therefore the parameters obtained from the fit indicate averaged synaptic
parameters. For example, the release probability, it can be referred to the release
probability of a single release site according to the quantal release model (Katz,
1969), but the parameter from TM model should be considered as an average
probability from multiple synaptic boutons weighted by their synaptic weights
wi, as
p =< wipi > . (2.2)
The simulation was based on the stochastic depletion model and the model
synapse was simulated by a stochastic algorithm to generate post-synaptic re-
sponses for a given spike train input (Bao, 2007). The number of release sites
was assumed to be 10 to 20 in both excitatory and inhibitory synapse. The
number of activated parallel fibers were from 20 to 100. A linear summation
of synaptic input was assumed and the synaptic inputs from all the activated
parallel fibers were assumed to arrive at the same time. The simulated synaptic
conductance took a stereotyped waveform described by an alpha function. Only
the peak conductance was generated from the stochastic simulation of TM model.
The synaptic current was then described as
I(t) = (V − VE) ·
∑
i
Gi(t). (2.3)
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V was the instantaneous membrane potential and VE was the reversal potential
for this conductance. Summation was across all the synaptic inputs triggered by
the input spike.
The model of fast spiking neuron
Leaky integrate-and-fire (LIF) model was used to simulate the fast spiking in-
terneuron in the model circuit. The LIF model is not a real spiking model,
meaning it does not describe the detailed time course of an action potential,
but it fits to the frequency-current (f − I) relationship of a real neuron often
as well as a conductance-based spiking neuron model. LIF model wins over the
conductance-based model by its limited number of parameters which describe
a subthreshold domain of activity and a voltage threshold for spike generation.
For the purpose of simulating the spike output dynamics as a result of synap-
tic inputs, LIF model is appropriate. The leaky integrate-and-fire model deals
with subthreshold integration via a capacitance C and a leak resistance R (Fig.
2.4). The input current I(t) comes either from synaptic inputs or intracellular
electrode. The voltage trajectory of the integrator is described by a first-order
differential equation
C
dV
dt
+
V − VL
R
= I(t) (2.4)
which can be derived from Kirchoff’s law. VL is the resting membrane potential
or leak reversal potential. Once the membrane potential V reaches the threshold
Vth for spike generation, a spike is triggered and the voltage is reset to the leak
reversal potential. Since the shape of the action potential is not described by the
model, a delta function δ(t − ti) is used to indicate a spike. The effect of the
absolute refractory period is taken into account in the LIF model by postulating
a fixed duration tref after the spike generation. During this period, any input
current is shunted and the membrane potential is kept at the resting potential
VL. The LIF model was first fitted to the f − I curve obtained from recording
of molecular layer interneurons according to the relation between the mean firing
32
2.6 Data analysis and computer simulations
frequency < f > and the amplitude of the injected step current I:
< f >=
1
tref − τ ln(1− Vth/IR) . (2.5)
τ was the product of R and C. Both R and C were measured experimentally.
Fitting to Eq.2.5 gave rref and Vth. During simulations, Eq. 2.6.2 was solved
numerically based on Runge-Kutta algorithm. The resulting V (t) integrated
within each sampling interval of I(t) was compared with Vth, and once V passed
Vth the time was recorded as the time of a spike output and V was set to VL for
a period of tref .
Figure 2.4: Leaky integrate-and-fire model - A subthreshold integrator
within a single compartment described by a compound membrane capacitor C
and resistor R. A leak reversal potential VL is also known as resting potential.
Spike generation is accounted by a delta function without describing the detailed
time course. Once a spike is generated, any input I(t) is shunted within an ab-
solute refractory period tref and V equals to VL. Modified from ”Biophysics of
Computation” (Koch, 1999).
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3.1 Cerebellar feed-forward inhibitory (FFI) cir-
cuits
To study how synaptic dynamics influence circuit dynamics, we have picked up
an anatomically well defined microcircuit in the central nervous system - the
cerebellar feed-forward inhibitory circuit. Feed-forward inhibitory circuit has
two layers of information relay: an excitatory input to an inhibitory interneuron
and the inhibitory output from that interneuron to a target neuron, see Fig.
3.1. The cerebellar feed-forward inhibitory circuit is transmitting information
between granule cells (GC) and Purkinje cells (PC). It is composed of two different
pathways: somatic FFI and dendritic FFI (Eccles et al., 1966a; Palay and Chan-
Palay, 1974), see Fig. 3.2A. The cerebellar cortex is divided into three layers:
the granule cell layer which is the input layer of FFI circuits; the molecular
layer where interneurons are situated together with the axons of granule cells
- parallel fibers (PF); and the Purkinje cell layer which is the output layer of
FFI circuits. Parallel fiber terminals make glutamatergic synapses with PC and
two types of interneurons, basket cell (BC) and stellate cell (SC). Basket cells
make GABAergic synapses onto the soma of Purkinje cell, and stellate cells make
GABAergic synapses onto the dendrite of Purkinje cell. Basket cell mediated
somatic FFI circuit and stellate cell mediated dendritic FFI circuit share similar
structure and common input from granule cells. The only differences between
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them could be the input and output synapses in the circuit and the intrinsic firing
property of interneurons. By comparing these two FFI circuits, the function of
synaptic dynamics in the circuits may be revealed.
Figure 3.1: A cartoon of feed-forward inhibitory circuit - In the feed-
forward inhibitory circuit, there are two layers of information relay: an excitatory
input to the interneuron (IN) through input synapses and an inhibitory output to
the target neuron through output synapses.
Figure 3.2: Cerebellar feed-forward inhibitory circuits - (A) Cerebellar
feed-forward inhibitory circuits are composed of two pathways: basket cell medi-
ated somatic inhibition and stellate cell mediated dendritic inhibition. They share
common excitatory inputs from parallel fibers, the axons of granule cells. They tar-
get onto different subcellular compartments of Purkinje cell. (B) The experiment
diagram of activating cerebellar FFI circuit. An extracellular stimulation pipette
was placed into the granule cell layer and short voltage pulses were conveyed to
depolarize granule cells. Patch clamp recording were performed in the circuit from
either interneurons or Purkinje cells.
BCs and SCs share some morphological and physiological features (Sultan and
Bower, 1998; Vincent and Marty, 1996) and protein expression (Kosaka et al.,
1993; Caillard et al., 2000), while their firing properties have not yet been com-
pared. I first characterized the intrinsic firing property of these two interneurons
by injecting a steady current step to the cell soma and observing the output firing
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Figure 3.3: BC and SC share the same intrinsic firing property. - (A)
A 500 ms, 200 pA current pulse was injected to the soma of BC and SC under
current clamp recording mode. Responses from a BC and a SC are shown here.
The example BC fired 140 Hz regular spikes and the SC fired 165 Hz regular spikes.
The resting membrane potential of the BC is -50 mV and that of the SC is -54
mV. (B) Averaged spike counts within 500ms were plotted against the amplitudes
of injected currents.
pattern. As shown in Fig. 3.3A, a 500 ms current pulse was injected into the
soma under current clamp mode. BCs and SCs fired regularly without adaptation
during constant current injection (an example from each cell type is shown and
consistent results were observed in 5 BCs and 8 SCs). Their firing pattern can be
classified as fast-spiking, which is commonly observed in inhibitory interneurons
(Somogyi and Klausberger, 2005; Markram et al., 2004). The number of spikes
was plotted against the amplitudes of injected current (shown in Fig. 3.3B), in-
dicating that the intrinsic firing property of BC and SC were similar. Then the
difference between somatic and dendritic FFI circuits may lie in the property of
the input excitatory synapse and the output inhibitory synapse.
To further characterize the short-term synaptic plasticity and the circuit dy-
namics, inputs to the circuit were delivered by activating directly granule cells.
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Figure 3.4: FFI circuit is activated by granule cells stimulation. - (A)
A single extracellular stimulation applied to the granule cell layer elicited a post-
synaptic current (PSC) recorded from the Purkinje cell soma. An excitatory cur-
rent (negative) is followed by an inhibitory current (positive) in the control condi-
tion (black). GABAA receptor antagonist SR 95531 blocks the inhibitory current
(gray). Recorded cells were voltage clamped at -55 mV. Each trace is an average
of 10 sweeps and stimulus artifacts are removed from PSC traces. (B) Trains of
stimulation pulses were applied to the granule cell layer. An example of a 50 Hz
train and its responses are shown in a similar way to A.
Extracellular stimulation was applied to GCs (Fig. 3.2B) rather than PFs in
the molecular layer to avoid the direct stimulation of interneurons and the re-
cruitment of more fibers during repetitive stimulations (Barbour, 1993; Marcaggi
and Attwell, 2005; Beierlein et al., 2007). Patch clamp recordings were per-
formed from Purkinje cells to record the output of FFI circuits. The stimula-
tion strength was adjusted such that the amplitudes of postsynaptic responses
were reliable and comparable to the ones in the previous studies (Barbour, 1993;
Mittmann et al., 2005). The soma of the PC was voltage clamped and stimu-
lations of GCs activated feed-forward inhibitory currents in the PC (Fig. 3.4).
An excitatory inward current was followed by an outward current, which was
blocked by the GABAA receptor antagonist SR 95531, indicating a delayed di-
synaptic inhibition - feed-forward inhibition (Fig. 3.4A). During a 50 Hz train
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of GC stimulation (Fig. 3.4B), both monosynaptic excitatory currents (from
GCs) and di-synaptic inhibitory currents (from MLIs) observed at the PC soma
showed short-term plasticity, implying that FFIs were dynamically recruited dur-
ing activities. Specifically, the excitatory currents exhibited facilitation, while the
inhibitory currents showed depression. How the synaptic dynamics in each layer
of the circuit influence the output dynamics of FFI circuit is the main topic of
this thesis.
3.2 Various forms of STP in the FFI circuit
Somatic and dendritic FFI circuit share the same input and the same firing prop-
erty of the interneuron, while the properties of input and output synapse of the
interneurons are unknown. By comparing the synaptic property of these two cir-
cuits, especially how these synapses are modified during ongoing activities, the
function of synaptic dynamics in neuronal circuits can be studied.
3.2.1 Target-dependent STP of excitatory synapses
During repetitive stimulation synapses can exhibit different forms of short-term
plasticity (Zucker and Regehr, 2002). To investigate the consequence of short-
term synaptic plasticity on the circuit dynamics, I first examined the short-term
plasticity of PF synapses formed by the GC axon terminals with PCs, BCs and
SCs. To preserve PFs, experiments were performed on coronal slices. Trains of
extracellular stimulation were applied to GCs with regular inter-stimulus intervals
(ISIs) in the presence of a GABAA receptor blocker. The evoked excitatory post-
synaptic currents (EPSCs) were recorded from the target cells and 10 to 20 sweeps
were averaged (Fig. 3.5A, B). Some experiments were performed with simultane-
ous voltage clamp recordings from PC and BC, as shown in Fig. 3.5A (top panel).
EPSCs recorded from the PC showed strong facilitation during 50Hz-train stimu-
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Figure 3.5: Target dependent plasticity of granule cell synapses - (A)
Imaging of a simultaneous patch clamp recording from a Purkinje cell and a basket
cell (scale bar is 10 µm). EPSCs recorded from the BC upon 50 Hz GC stimulations
are depressing and those recorded from the PC are facilitating. Cells were voltage
clamped at -65 mV and in the presence of SR 95531. Each trace is an average of
10 sweeps. (B) EPSCs of a SC under the same experiment condition as in A. (C)
Peak amplitudes of EPSCs recorded during the train are normalized to the first
one and plotted against the number of responses. Each trace represents an average
from 14 PCs (open square), 13 BCs (filled circle) and 13 SCs (open circle) (mean
± s.e.m.).
lation (Fig. 3.5A bottom panel, right), consistent with previous studies (Barbour,
1993; Isope and Barbour, 2002; Dittman et al., 2000). The EPSC sizes were also
comparable to the previous studies. In contrast, EPSCs recorded from the BC
showed minor paired-pulse facilitation followed by a pronounced depression under
the same stimulation condition (Fig. 3.5A bottom panel, left). EPSCs recorded
at another type of interneuron, SC, showed strong facilitation, similar to GC →
PC synapses (Fig. 3.5B). In Fig. 3.5C, the peak amplitudes of EPSCs were di-
vided by the first one in the train and plotted against the stimulus number (mean
± s.e.m.), showing that PF synapses exhibited target-dependent short-term plas-
ticity: GC → PC and GC → SC synapses are facilitating synapses, whereas GC
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→ BC synapses are depressing synapses (comparing PC (n=14) and BC (n=13):
p<0.0001; comparing SC (n=13) and BC (n=13): P<0.05).
3.2.2 Depressing inhibitory synapses
The excitatory input synapses present different forms of STP which filter the
granule cells input according to the targeted interneuron. The signals coming to
the interneurons will be further filtered by dynamics of inhibitory output synapses
before reaching PCs. Different types of interneurons exhibit distinct short-term
synaptic plasticity in neocortex and hippocampus (Beierlein et al., 2003; Hefft
and Jonas, 2005), but a systematic comparison has not been made in the cere-
bellum. I therefore examined the dynamics of BC→ PC and SC→ PC synapses
by simultaneous patch clamp recordings from a connected pair of cells. When a
train of short current pulses was injected into the interneuron, spikes were elicited
faithfully (Sakaba, 2008). The evoked inhibitory post-synaptic currents (IPSCs)
were recorded from the PC using a pipette solution with 135 mM intracellular
[Cl−] to amplify the inhibitory synaptic current by increasing the driving force for
Cl− ions. Fig. 3.6A shows averaged inhibitory current traces from 10 to 20 sweeps
in response to a 50 Hz spike train. Both BC → PC and SC → PC synapses are
depressed (n = 6 pairs of BC-PC, n = 4 pairs of SC-PC). The normalized IPSCs
demonstrate that both synapses have similar short-term synaptic dynamics (Fig.
3.6B). However, we observed a 7-fold difference in their inhibitory strengths (BC
→ PC: 1.73 ± 0.55 nA; SC → PC: 0.24 ± 0.04 nA), which would be mostly due
to the different size of the presynaptic terminals (Palay and Chan-Palay, 1974):
the basket cell’s axon forms a large terminal innervating the soma of a Purkinje
cell, while the stellate cell contacts PC’s dendrite through small synaptic buttons.
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Figure 3.6: Depressing inhibitory synapses in FFI circuit - (A) 50 Hz
current pulse injection to a BC or SC elicited a reliable spike upon each pulse
(spikes were not shown). Simultaneous voltage clamp recording with 135 mM
intracellular [Cl−] from a PC which is innervated by the interneuron shows inward
inhibitory current (negative) with depressing dynamics. Holding potential was -70
mV. (B) Normalized IPSCs are plotted against the number of responses showing
similar dynamics of these two synapses (mean ± s.e.m.).
3.3 Interactions of STP in the FFI circuit
Information flowing through a FFI circuit will be filtered by an excitatory synapse
and an inhibitory synapse in a row. Since the interneurons of the two FFI cir-
cuits share similar intrinsic firing property (Fig. 3.3), the difference between the
output of the two circuits will mainly depend on the dynamics of their connect-
ing synapses. Two depressing synapses are presented in the somatic FFI circuit,
while a facilitating synapse and a depressing synapse coexist in the dendritic FFI
circuit. STP only differs at the excitatory input synapse between somatic and
dendritic FFI circuit. The difference of the output dynamics between these two
FFI circuits was examined by both computational and experimental approaches
to clarify the role of synapses in modulating the circuit dynamics.
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3.3.1 Predicting circuit dynamics from a model circuit
A model circuit was constructed from an excitatory synapse, a fast spiking in-
terneuron and an inhibitory synapse. The model of the excitatory synapses was
stochastic TM model (Sec. 2.6.2) and the parameters were from fitting the EP-
SCs recorded from GC→ BC and GC→ SC synapses to the model. Interneurons
were simulated with LIF unit (Sec. 2.6.2) with the same set of parameters for
both BC and SC since they had similar f−I curve (Fig. 3.3). 50 Hz regular spike
inputs were delivered to the model circuit and the output spikes from interneu-
rons were obtained and plotted as raster plots in Fig. 3.7. Through a depressing
input synapse, the spike output of the interneuron followed the input only at
the onset about 50-100 ms and afterwards the interneuron was almost silenced
(Fig. 3.7A). When a facilitating synapse was the input synapse of the interneu-
ron, persistent spike outputs were observed from the interneuron (Fig. 3.7B).
Note that the initial spiking probability of interneurons in the two circuits were
adjusted to be similar in the simulation. Inhibitory synapses were also simulated
from stochastic TM model, and since BC → PC and SC → PC synapse share
similar synaptic depression time course, the model parameters were taken from
the fitted parameters of BC → PC synapses for both circuits. The spike outputs
of interneurons (raster plots in Fig. 3.7) were fed into the depressing inhibitory
model synapses to generate the peak conductance of the synaptic output upon
each spike. The summation of those peak conductances across 20 repetitions was
plotted. The FFI circuit with two depressing synapses in series generated output
only at the onset of each stimulus train (Fig. 3.7A, bottom panel) as a result
of the phasic spike output of the interneuron. When a facilitating input synapse
and a depressing output synapse were in series, the magnitude of the FFI circuit
output first increased after the onset of the stimulus and then decreased to 60%
of the initial amplitude at the end of the input (Fig. 3.7B, bottom panel). The
depression seen in the circuit output is milder comparing with the depression of
the inhibitory synapse in response to a regular spike train (Fig. 3.6) which has
about 40% steady-state depression.
43
3. RESULTS
Figure 3.7: Simulation of FFI circuit - A regular train of action potential (50
Hz×20) was applied to the model circuit mimicking the GC input with 20 times
repetition. Raster plots show the spike output of interneurons with depressing
input synapse (A) and facilitating input synapse (B). The spike series were fed
into the same depressing synapses for both circuits and the resulted inhibitory
peak conductances were summed across 20 repetitions and plotted beneath the
raster plots. The magnitudes of the conductance is a relative scale by assuming
the quantal size of an inhibitory synapse is 1 in the simulation.
To further demonstrate the dependence of FFI circuit output on its input/output
synaptic dynamics, different combinations of dynamic synapses have been plugged
into the model circuit (Fig. 3.8). The circuit input was 50 Hz regular spike train
as in Fig. 3.7 and hundreds of repetitions were applied. The resulted interneu-
ron spike output is shown in Fig. 3.8A with a “F”indicating a facilitating input
synapse in the circuit and a “D”for the depressing input synapse. Similar to Fig.
3.7, the facilitating input synapse drove the interneuron more persistently than
the depressing input synapse. These two types of spike output pattern were then
used to drive different types of output synapses. The depressing output synapse
was the same as in Fig. 3.7 and the facilitating output synapse was simulated by
lowering the initial release probability of the BC→ PC synapse by 10 times. The
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Figure 3.8: Simulation of FFI circuit with different combinations of dy-
namics synapses - (A) 50 Hz regular spike inputs were used to drive a facilitating
(”F”) or a depressing (”D”) synapse in connection with a LIF neuron. 361 repeti-
tions were conducted and the resulted spike outputs are shown as raster plots. The
initial spiking probability in the two cases were similar. (B) The spike output from
the two neurons were then fed into different dynamic synapses. The facilitating
output synapse has 10 times smaller release probability than the depressing out-
put synapse. The peak synaptic conductances were summed across 361 repetitions
upon each input spike in the 50 Hz regular train. “DD ”indicates a depressing
input synapse in connection with a depressing output synapse, and et al.
summed output synaptic conductances were plotted against time in Fig. 3.8B.
When the input synapse was depressing, no matter how was the output synapse,
the circuit output had only phasic response to the train stimulation (black curves
in Fig. 3.8B). This results implied that the input depressing synapse dominated
the dynamics of the circuit output and the output synaptic dynamics had little
influence on the temporal structure of the circuit output. On the contrary, the
facilitating input synapse could not determine the overall circuit output dynamics
alone, as shown in Fig. 3.8B (blue curves). When the output synapse was also
facilitating, the circuit output was kept at a constant level, meaning the circuit
was generating tonic output. When the output synapse was depressing, like the
case in Fig. 3.7B, the total output of the circuit was a balance between input and
output synaptic dynamics. The steady-state level of the circuit output depended
on the magnitude of the facilitation and depression.
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3.3.2 Spike output dynamics of interneurons are regu-
lated by input synaptic dynamics
The computer simulation has shown that the spike output of interneurons are
regulated by their input synaptic dynamics. To measure the spike output of
the interneurons in the real circuits, 50 Hz GC stimulation was applied and the
membrane potential was recorded from BCs and SCs. The experiment was per-
formed without SR 95531 to reveal firing patterns under physiological condition.
Spiking events were plotted as a raster plot and the probability of spiking was
calculated by taking the ratio between the number of evoked spikes across all the
sweeps for each stimulation in the train and the total number of repeated sweeps
(Fig. 3.9A, one example from each cell type). For BCs, the spiking probability
decreased after the onset of the stimulation. The average spiking probability at
the onset of the stimulation was 88%± 4.4% and it decreased to 50%± 1.5% 200
ms after the onset of the stimulation. GCs are known to fire at high frequency,
up to hundreds of Hz under physiological condition (Chadderton et al., 2004;
Jorntell and Ekerot, 2006). A high-frequency spike input from GCs would be
converted to the transient spike outputs of BCs. In contrast to BC, SC had a
much lower initial spiking probability which was 48% ± 7.7% on average. The
probability increased to 77%±5.5% (it was significantly different comparing with
the initial spiking probability, p < 0.01) at the third response and stayed at this
level within 400 ms. Therefore, during prolonged activities in the circuit, spike
outputs of SCs are more persistent than those of BCs. The initial spiking proba-
bility of interneurons reflects their input synaptic strength and their spike output
dynamics are consistent with the parallel fiber synaptic dynamics. The intrinsic
firing property did not further modify the interneuron spike output dynamics,
which is due to the high dynamic range of spike generation from both interneu-
rons (Fig. 3.3B).
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Figure 3.9: Interneuron spike output dynamics follow its input synaptic
dynamics. - (A) Spikes were detected from BC and SC, and plotted as a raster
plot upon a 50 Hz train of granule cell stimulation. Spikes were counted from a
5 ms time window after each stimulation pulse. Spiking probabilities are plotted
beneath the raster plot. (B)Summarized spiking probability is shown for both cell
types.
3.3.3 Facilitating synapses connected to depressing synapses
Dendritic FFI is mediated through a facilitating excitatory synapse and a depress-
ing inhibitory synapse. As predicted by the simulation, the output dynamics of
the dendritic FFI circuit is a balance between the facilitating excitatory synapse
and the depressing inhibitory synapse. Less depressed dendritic inhibition com-
pared with monosynaptic inhibitory output from SCs, or even tonic inhibition can
be expected from the dendritic FFI circuit output. To test this experimentally,
we applied spike patterns obtained in Fig. 3.9 (the spike pattern of one example
stellate cell recorded by stimulating GCs) into a single stellate cell and examined
the resulting IPSCs recorded from the PC which was innervated by the SC. The
PC was voltage-clamped with a patch pipette containing Cesium and high [Cl−].
Fig. 3.10 shows the average IPSCs obtained from “realistic”spike patterns. In
contrast to a regular spike train (Fig. 3.6), the average IPSCs showed facilita-
tion. The data are summarized from 7 cells in Fig. 3.10B, which shows persistent
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inhibitory input to PC under this stimulation protocol.
A high failure rate of spiking from SC can be observed from Fig. 3.9 and es-
pecially the initial firing probability is small comparing with BC. This correlates
with the input synaptic dynamics of the interneurons. GC → SC synapse is fa-
cilitating, so most likely the initial release probability at this synapse is low and
the synaptic transmission is unreliable. But under high frequency spikes input,
the synaptic strength is enhanced and the synapse becomes more reliable (Fig.
3.9B). Because of the small size of the GC synapse and the stochastic nature of
the synaptic transmission, stellate cells do not fire each time when an excitatory
input comes even with the enhanced synaptic strength. This further relieves the
depression of SC’s output synapse. It is likely that both facilitating input synapse
and the high failure rate of spike output of the SC balance the depressing output
synapse of the SC for maintaining a persistent circuit output. As shown in Fig
3.9, failure rates of spiking in response to granule cells stimulation varied among
cells. The experiment in Fig. 3.10 applied an example stellate cell firing pattern
with a small initial firing probability. Therefore, it is possible that the dendritic
FFI circuit output shows less facilitation when the initial firing probabilities are
higher at the stellate cells, and as a result, overall dendritic inhibition from mul-
tiple SCs is less facilitative than the one seen in Fig 3.10.
The ”realistic” SC spike pattern experiment has demonstrated the persistent in-
hibitory output from a dendritic FFI circuit despite of the depressing stellate
cell synapse. Next, in order to examine whether a Purkinje cell receives persis-
tent inhibition at the dendrite, I performed dendritic patch clamp recordings to
isolate dendritic inhibition from somatic inhibition. Dendritic patch clamp was
performed on the dendritic arbor of a PC, more than 100 µm from the soma (Fig.
3.11A). A 50 Hz GC stimulation protocol was the same as in Fig. 3.4. Dendritic
membrane potentials were recorded from the dendritic patch pipette shown as the
black trace in Fig. 3.11B (top panel). When the inhibitory synaptic inputs were
blocked by SR 95531, I recorded the excitatory post-synaptic potentials (EPSPs)
shown as the gray trace under the same stimulation condition as control. Each
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Figure 3.10: Inhibitory output driven by realistic firing pattern of SC
under 50 Hz GC stimulation - (A) Firing patterns of an example SC in response
to the GC stimulation at 50 Hz (Fig. 3.9) was applied to stellate cells. 20 different
patterns were applied, and the resulting IPSCs from the PC were averaged (bottom
trace). (B) The summary of normalized peak amplitudes from 7 cells.
trace is an average of 5 sweeps. GC stimulation pipette was placed on the side
of the recording dendritic branch and the intensity was adjusted to the minimum
in order to minimize the recruitment of somatic activation. In the presence of
inhibition, the dendritic depolarization during the train was limited. The decay
of each response was also accelerated. To show this more clearly, each individual
PSP in the train was offset by the decay of its previous response (Fig. 3.11B,
bottom panel) in order to retrieve the evolution of membrane potential due to
the slow decay of synaptic current. Contribution of inhibitory postsynaptic po-
tentials (IPSPs) was then calculated by subtracting the two traces (Fig. 3.11C).
The normalized peak amplitudes of IPSPs were plotted in Fig. 3.11D (an average
from 3 cells), showing a slight depression (80% ± 4.7% steady state depression
averaged from the last 10 responses). Compared with the direct stimulation of
an SC at 50 Hz in Fig. 3.6 (42% ± 1.9% steady state depression), inhibition
depressed much less when GCs were stimulated. In the experiment of Fig. 3.11,
inhibitory conductance was not directly measured because of the difficulty of
dendritic voltage clamp. Using current clamp does not necessarily measure the
inhibitory synaptic conductance due to confounding effects such as activation of
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Figure 3.11: Dendritic feed-forward inhibition recording - (A) Superim-
posed images show a PC soma with part of its dendrite. Alexa 488 was loaded
from the soma and the position of the ”Pipette” indicates the recording site on
the dendrite. The scale bar is 20 µm. (B) Postsynaptic potentials (PSPs) were
recorded from the dendritic patch pipette upon a 50 Hz granule cell stimulation
in both control (black) and the presence of SR 95531 (gray) condition (top panel).
Each PSP was offset by the decay of its previous response to highlight the differ-
ence between the two conditions upon each stimulation during the train (bottom
panel). (C) Subtracting the two traces in (B, bottom panel) resulted in IPSPs
which were blocked by SR 95531. (D) The peak value of each IPSP during the
train was normalized to the first one. An average of 3 cells is plotted against the
number of responses showing 80% ± 4.7% steady state depression. Resting mem-
brane potential at the dendrite was -60.5 ± 1.5 mV (control) and -64.2 ± 2.1 mV
(SR 95531). Resting membrane potential at the soma was -59.5 ± 0.7 mV (control)
and -62.3 ± 2.4 mV (SR 95531)
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voltage gated channels and changes in the driving force of channels. Since volt-
age changes were relatively small in our experiments, the above issues are not
serious. Together with Fig. 3.10, it is likely that the total dendritic inhibition is
recruited persistently under high-frequency GC inputs (50 Hz×20) as a result of
the counter-balance between the facilitating excitatory and depressing inhibitory
synapse. Note that other factors also contribute to persistent inhibition: most
likely, multiple SCs contribute to dendritic inhibitions and SCs do not always fire
in response to the GC stimulation (Fig. 3.9, 3.10). Combination of these two
factors may further counteract with depression of SC→ PC synapses. Compared
with Fig. 3.10, dendritic inhibition is less facilitative in Fig. 3.11. This is be-
cause the initial spiking probabilities are variable among stellate cells and some
FFI circuits have less output facilitation or even slight depression when the initial
spiking probability is high. As a result, overall dendritic inhibition may become
less facilitative.
3.3.4 Two depressing synapses in series
Both the input and output synapses are depressing for basket cells. A depressing
synapse responds only to the transient input. As predicted by the model circuit,
the output from two depressing synapses in a row has only phasic response to
the 50 Hz input spike train. To demonstrate this experimentally, I performed si-
multaneous patch clamp recordings on a pair of connected BC and PC as in Fig.
3.12 under 50 Hz trains of GCs stimulation. When the BC was in current clamp
mode (control condition), it fired when the excitatory inputs from GCs exceeded
the spiking threshold. The synaptic current recorded from the PC is shown as a
black trace in Fig. 3.12. It consists of monosynaptic excitatory currents and feed-
forward inhibitory currents (as in Fig. 3.4). When the BC was voltage clamped
at -70 mV to prevent firing, we considered this BC to be silenced (gray in Fig.
3.12). Each trace is an average of 10-20 sweeps in the two conditions. Subtraction
of these two traces resulted in the inhibitory current from the recorded basket cell
to the Purkinje cell through the FFI circuit, which showed substantial depression
51
3. RESULTS
within tens of milliseconds. An average of 40% ± 5.8% steady-state depression
was estimated from 4 cells.
Figure 3.12: Silencing a single basket cell indicates phasic somatic in-
hibition. - (A) A diagram showing the experimental scheme of silencing one BC
by voltage clamping the BC at -70 mV during a paired recording of BC and PC.
(B) Somatic PSCs recorded from the PC under 50 Hz GC stimulations are shown
in control condition (black, when the BC is under current clamp mode) and in the
condition when the BC is silenced (gray). Subtracting the two traces shows the
IPSCs delivered by one BC onto the soma of the PC (bottom panel). Zero level is
indicated as a dotted line. An average of 40%± 5.8% steady state depression was
observed from 4 cells.
Somatic inhibition of Purkinje cell is mediated by large basket cell inputs. The
IPSCs measured from a PC soma in response to GCs stimulation are the summa-
tion of somatic and dendritic inhibition from populations of BCs and SCs, which
can be estimated by subtracting the synaptic currents with and without SR 95531
(Fig. 3.13A). We observed that IPSCs were depressed to 48% ± 1.5% during 50
Hz GC stimulation (Fig. 3.13B). Since dendritic inhibition did not show such
strong depression (Fig. 3.10, 3.11), the depression of di-synaptic IPSCs seen in
Fig. 3.13 must be determined by the GC → BC → PC pathway. The steady-
state of single BC di-synaptic inhibition (Fig. 3.12) was close to the macroscopic
di-synaptic IPSCs (Table 3.1), suggesting that a majority of somatic IPSCs were
contributed by basket cells. These two experiments proved that phasic somatic
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inhibition which was first presented in Fig. 3.4 is a consequence of GC → BC
and BC → PC synapses in series, both of which are depressing.
Figure 3.13: Phasic somatic inhibition - (A) Somatic recorded PSCs from a
PC under 50 Hz GC stimulations are shown in both control (black) and SR 95531
(blue) condition. Subtracting the two traces gave an estimation of somatic IPSCs
(red). (B) Normalized IPSCs were averaged from 6 cells showing 48%±1.5% steady
state depression.
Table 3.1: The steady-state level of inhibition
steady-state inhibition SC BC
monosynaptic(1) 42%± 1.9% 43%± 1.5%
di-synaptic(2) 108%± 5.8% 40%± 5.8%
macroscopic(3) 80%± 4.7% 48%± 1.5%
(1) Direct stimulation of MLIs at 50 Hz
(2) A single MLI output to a Purkinje cell upon 50 Hz GCs stimulation
(3) Dendritic or somatic recording from PC under 50 Hz GCs stimulation which
recruit populations of MLIs
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3.4 Change of synaptic dynamics alters circuit
dynamics
Through comparison between somatic and dendritic FFI circuit which differed
only at the dynamics of one synapse, it was demonstrated that the dynamics
of the circuit output depended on the synaptic dynamics. To further reveal the
functional consequence of short-term synaptic plasticity in regulating the circuit
dynamics, I applied two methods to change the short-term plasticity of a synapse
in the circuit and observed the consequence on the circuit output. One method
is to interfere with the molecular mechanism which underlies the synaptic trans-
mission and plasticity. The other method is to create an artificial synapse with
desired short-term dynamics in the circuit.
3.4.1 Munc13-3 knockout mice turns depressing synapses
to facilitating synapses
One mechanism underlying short-term synaptic plasticity is the release probabil-
ity. Synapses with higher release probability tend to show depression and if the
release probability is lowered by reducing the influx of Ca2+, facilitation can be
observed from some synapses (Wright et al., 1996; Kreitzer and Regehr, 2000).
The short-term plasticity of a synapse can be changed if the release probability is
altered. Target-dependent synaptic plasticity is known to be mainly mediated by
presynaptic mechanisms such as differences in release probability among synapses
(Beierlein et al., 2007; Reyes et al., 1998; Lawrence and McBain, 2003). Munc13-
3 is a cerebellar-specific isoform from the presynaptic protein Munc13 family
which is implicated in working on synaptic vesicle priming (Augustin et al., 1999;
Augustin et al., 2001; Basu et al., 2007). Deletion of Munc13-3 has been shown
to induce an increase of the paired-pulse facilitation in granule cell → Golgi cell
synapses (Beierlein et al., 2007) through lowering the release probability. I ob-
served an increase of the paired-pulse facilitation also in GC→ BC synapse (Fig.
3.14), while no significant changes in GC → PC and GC → SC synapses. In-
hibitory synapses were not affected by deletion of Munc13-3. For FFI circuit, GC
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→ BC synapses on the somatic pathway behaves similar as GC → SC synapses
on the dendritic pathway in Munc13-3 knockout mice.
Figure 3.14: Deletion of Munc13-3 enhances the paired-pulse facilitation
at GC → BC synapse. - (A) An example trace of EPSCs recorded from a basket
cell of Munc13-3 KO mice shows no depression. The cell was voltage clamped at
-65 mV in the presence of SR 95531 and 50 Hz trains of stimulation were applied
to the granule cell layer. (B) Normalized EPSCs were averaged from 6 recordings
in KO mice (open circles) presenting a significant increase of the paired-pulse ratio
comparing with their wild type litter mates (filled circles). (∗ indicates p<0.01)
Since the dynamics of GC → BC synapses are modified in Munc13-3 knockout
mice, one would expect that the output of somatic FFI circuit will be affected
and behaves like the dendritic FFI circuit. Indeed, as shown in Fig. 3.15, somatic
di-synaptic IPSCs showed facilitation lasting more than 100 ms after the onset of
50 Hz stimulation in KO mice (significant facilitation comparing with wildtype
mice, p<0.05). The steady-state was also less depressed (61.7% ± 1.7%) than
that measured from the wildtype animials (Table 3.1). It is important to note
that the synaptic connections other than GC → BC synapse are unchanged in
Munc13-3 KO mice.
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Figure 3.15: Somatic feed-forward inhibition is more facilitating in
Munc13-3 knockout mice. - (A) Somatic recorded PSCs of a Purkinje cell
from a Munc13-3 KO mouse under 50 Hz GC stimulations are shown in both con-
trol (black) and SR 95531 (blue) condition. Subtracting the two traces gave an
estimation of somatic IPSCs (red). (B) Normalized IPSCs were averaged from 6
cells.
3.4.2 Simulating artificial synaptic dynamics with dynamic
clamp
Dynamic clamp technique enables computer simulation directly on the real neu-
ronal circuit (Prinz et al., 2004). Artificial conductances can be injected to the
neuron which is under patch clamp recording, and the consequence of the injected
conductances can be observed almost simultaneously. To alter synaptic dynamics
in the neuronal circuit, a phenomenological synaptic dynamics model (Tsodyks
and Markram, 1997) is chosen for simulating the desired synaptic dynamics. Bas-
ket cells have depressing inhibitory output synapses to Purkinje cell soma and
the release probability is estimated from the same model as ∼0.2. When stim-
ulating GCs as the input to the FFI circuit, the spike output of a Purkinje cell
was recorded under the current clamp mode. The spikes were plotted as a raster
plot in Fig. 3.16. In the control condition, no interference was introduced to the
slice and the observed spike pattern from the PC indicated that the responsive-
ness of the PC increased during the 50 Hz train of stimulation (Fig. 3.16A, top
panel). This is due to the depressed feed-forward inhibitory input to the PC, as
we have observed no change of the PC responsiveness when the inhibition was
blocked by SR 95531 (Fig. 3.16A, bottom panel). From Fig. 3.16A one can
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observe the function of feed-forward inhibition as shunting the PC rapidly after
each GC spike input, which leaves a very small time window for the integration
of excitatory inputs. Therefore at the onset of the 50 Hz train, only single spike
outputs from the PC were observed; and from the 3rd to 4th stimulation, double
spikes appear due to the broadening of the synaptic integration time window.
Figure 3.16: Spike output of Purkinje cell - (A) Raster plots of PC spikes
under 50 Hz GC stimulation. Top panel (control conition): the GC stimulation
is indicated by the red plot and the resulted PC spikes are shown for 5 repeti-
tions. Bottom panel shows the similar recording when SR 95531 was perfused
to the slice. (B) Artificial inhibitory conductances were injected to the PC soma
through dynamic clamp. 5 conductance traces are the simulated stochastic dy-
namic conductance from a phenomenological model (Tsodyks and Markram, 1997)
(top panel). In the simulation, the release probability was lowered 10 times than
the actual release probability from the fit to the IPSCs of BC → PC synapses. All
the real inhibitory inputs were blocked by SR 95531 in this experiment and the
resulted PC spike output is shown in the bottom panel.
In the control condition, the feedforward inhibition arrives only at the onset of the
stimulation and if the FFI comes more persistently, one would expect to see less
double spikes during the train. To demonstrate this, under the condition that the
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natural inhibitory input was blocked by SR 95531 in the brain slice, the artificial
inhibitory conductance was injected to the soma of the PC with 3 ms delay to the
onset of each GCs stimulation. Single depletion model (Eq. 1.11) was simulated
to generate synaptic conductances with 10 times lowered release probability than
the real BC → PC synapse. The recovery time constant τr was also increased to
100 ms. Stochastic simulations were run by the computer of the dynamic clamp
with the algorithm described in Sec. 2.6.2. 5 traces of the dynamic conductances
were shown in Fig. 3.16B (top panel), and due to the stochasticity the dynamics
differ between each trace. Trace a), b) and d) have less depression compared with
c) and e). The resulted PC spike output sequences (Fig. 3.16B, bottom panel)
have less double spikes in a), b) and d) when the inhibitory synaptic conduc-
tances are more persistent, while more double spikes appear in c) and e) when
the conductances are more depressed. The correlation between the dynamics of
the synaptic conductance and the output pattern of the PC can be observed from
Fig. 3.16, but more trials of experiments are necesary to obtain a quantitative
results.
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The nervous system operates dynamically to allow animals to adapt to the chang-
ing environments. During ongoing activities various forms of plasticity occur at
all levels of the nervous system, from single ion channels to synaptic connec-
tions and neuronal circuits. To understand the consequence of the plasticity at
each level and how the various forms of plasticity concert to generate behavior
is an important key to understand neuronal machinery. Both theoretical and
experimental work are needed to find out the algorithms of the plasticity. The
theoretical approach can predict the dynamics of a large neuronal circuit with
its building blocks, like synapses and spiking neurons, which compensates the
limitation of the experimental work due to the difficulty of manipulating certain
variables in a real neuronal system. At the same time, the experimental work
is essential for characterizing accurately the behavior of each building block and
testing the prediction from a theory. The major contribution of this work is
that the dependence of the circuit dynamics on the synaptic dynamics has been
characterized experimentally by comparing two circuits which differ only at one
synapse. Besides, the experiments also demonstrated that artificial alterations
to the synaptic dynamics led to the change in the circuit dynamics. It remains
several issues to be further studied, like the interaction between the synaptic
dynamics and the intrinsic firing properties of individual neurons, the mecha-
nisms underlying synaptic plasticity and the functional relevance of the circuit
dynamics. They will be discussed in more details in this section.
59
4. DISCUSSION
4.1 The determinants of neuronal circuit dy-
namics
Excitatory and inhibitory neurons interconnected with dynamic synapses can
form a large number of microcircuits, which could resemble the construction of
electronic circuits by resistors, capacitors, transistors and so on. The dynamics of
different neuronal microcircuits depends on the connectivity pattern of neurons
and physiological properties of the various synaptic pathways. Neural micro-
circuits across various species and brain regions varies in terms of the type of
neurons, neurotransmitters, synaptic kinetics, short-term and long-term synaptic
plasticity. Moreover, they can be very different in terms of the precise connectiv-
ity and the input - output relationship which render different circuits to achieve
specific functions. The first step to characterize a circuit is to find out its input-
output relationship and the dynamics of the relationship. Once the dynamics
of the circuit is fully described in terms of the parameters of its building blocks
(neurons and synapses), the functions which this circuit performs can be easily
deduced and the consequence of changing the circuit parameters can be predicted.
Feed-forward inhibitory circuit is one of the simplest neuronal circuit and it exists
in lots of functional circuits in different brain areas (Callaway, 2004; Swadlow,
2003; Blitz and Regehr, 2005; D’Angelo and Zeeuw, 2009). A FFI circuit is con-
structed with three building blocks: an input synapse, an interneuron, and an
output synapse. How the circuit dynamics depends on the connecting synap-
tic dynamics has been investigated from both computational and experimental
approaches here. The output dynamics of cerebellar FFI circuits are mainly de-
termined by the connecting synapses because the interneurons, both the basket
cell and the stellate cell, in the cerebellar FFI circuit are fast spiking neurons
with a large dynamic range for spike generation. They both can fire up to 400 Hz
regular spikes under constant current injection without adaptation. This prop-
erty makes the output firing rate of the neuron follows linearly the input strength
within the dynamic range of the interneuron spike generation. If the intrinsic
firing property of the interneuron is different from that of the fast spiking neuron
and spike output does not linearly depend on the input synaptic strength, the
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circuit dynamics will depend not only on the synapse but also on the intrinsic
neuronal processing. It was demonstrated in this work that the input excitatory
synaptic dynamics was the major determinant of the overall circuit dynamics
in the cerebellar FFI circuits, while at the same time various forms of neuronal
modulation have been discovered in the cerebellar cortex (Diana et al., 2002;
Stell et al., 2007) which will contribute to the modification of the circuit output
depending on the specific activity pattern through interfering with the synaptic
parameters.
4.2 Mechanisms of target-dependent synaptic plas-
ticity
The granule cell synapses present target-dependent plasticity, a phenomenon
which has been identified also in other systems (Katz et al., 1993; Rosenmund
et al., 1993; Scanziani et al., 1998; Reyes et al., 1998; Lawrence and McBain,
2003). In cerebellum, the granule cell synapse has always been considered as a
facilitating synapse (Konnerth et al., 1990; Dittman et al., 2000; Beierlein et al.,
2007), while it has been reported that the amplitude of facilitation differs depend-
ing on the target neurons and the way of stimulation (Isope and Barbour, 2002;
Sims and Hartell, 2006; Beierlein et al., 2007). Unexpectedly, this is not the
case for GC → BC synapses, which exhibit synaptic depression. The difference
between the facilitating and depressing GC synapses may arise from the develop-
ment. To test this possibility, the paired-pulse ratio which differed significantly
between facilitating and depressing synapses was plotted against the postnatal
age of the animals which were used for the entire work. Fig. 4.1 shows the results
from three GC target cell groups. No significant age dependence was observed
from all the cell groups, which indicated that the target-dependent plasticity did
not depend on the age within the tested range.
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Figure 4.1: The age dependence of the granule cell synaptic plasticity -
Paired-pulse ratios (EPSC2/EPSC1) of GC synapse onto three post-synaptic tar-
gets under 50 Hz granule cell stimulation are plotted against postnatal days of the
animals. Data were recorded when inhibitory inputs were blocked.
The different synaptic plasticity can result from the different synaptic locations
on the granule cell axon (Sims and Hartell, 2005). Stellate cells locate at more
distal areas to the granule cell layer than basket cells, therefore stellate cells are
more innervated by the parallel fiber synapses while basket cells are innervated by
both the parallel fiber synapses and the ascending axon synapses. In the experi-
ments, depending on the location of the stimulation electrode, one can selectively
recruit the ascending axon synapses or parallel fiber synapses in cerebellum. I
have not observed any dependence of the short-term synaptic plasticity on the
location of the stimulation electrode in the granule cell layer, which implies that
the synaptic location is not the major origin of the differential synaptic plasticity.
Target-dependent synaptic plasticity is known to be mainly mediated by presy-
naptic mechanisms such as differences in release probability among synapses
(Reyes et al., 1998; Lawrence and McBain, 2003; Beierlein et al., 2007). The
postsynaptic mechanisms such as receptor desensitization (Jones and Westbrook,
1996; Trussell and Fischbach, 1989) and saturation (Tong and Jahr, 1994) could
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Figure 4.2: Postsynaptic receptor saturation is the underlying mech-
anism for the depressing synapse. - (A) Postsynaptic responses from BC
during 50 Hz GC stimulations under control (black) and 100 µM CTZ (red) in
the presence of SR 95531. CTZ did not alter the synaptic depression time course
for GC → BC synapses. Normalized EPSCs summarized from 6 cells is shown
in the bottom panel. Note that no significant difference is observed between the
two conditions, indicating desensitization of AMPA receptors is not responsible
for synaptic depression, unlike a large synapse in the auditory pathways (Trussell
and Fischbach, 1989). (B) When 1 mM Kyn was also added to the extracellu-
lar solution, the amplitudes of EPSCs recorded from BCs were decreased and the
time course of depression was changed. Other experiment condition is the same
as in (A). Normalized EPSCs are plotted against the number of responses in com-
parison between normal Ringer solution and CTZ+kyn solution (bottom panel).
Significant difference was observed from the 2nd to 6th response (n=5 cells, ∗ in-
dicates p < 0.001). Steady-state level was above the control, although they were
not significant different.
play roles as well. I first examined whether postsynaptic receptor desensitization
was responsible for target-dependent plasticity of granule cell synapses. When I
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Figure 4.3: Removal of receptor saturation and Munc13-3 deletion do
not change the facilitation at GC → SC synapse. - (A)Normalized EPSCs
recorded from SCs in ringer solution (Control) were compare with recordings from
SCs in extracellular solution containing 100 µM CTZ and 1 mM Kyn under 50
Hz GCs stimulation (n=6 cells). No significant difference was observed. Inhibitory
inputs were blocked by SR 95531 during the experiments. (B) Normalized EPSCs
recorded from SCs of Munc13-3 wildtype mice were compare with recordings from
SCs of knockout mice under 50 Hz GCs stimulation. No significant difference was
observed. Inhibitory inputs were blocked by SR 95531 during the experiments.
applied cyclothiazide (CTZ, 100 µM), a blocker of AMPA receptor desensitiza-
tion, the time course of synaptic depression at GC→ BC synapse was unchanged
(Fig. 4.2A) indicating no role of postsynaptic receptor desensitization in the
synaptic depression. Then, I applied kynurenic acid (Kyn, 1 mM), a low affin-
ity competitive antagonist of AMPA receptors, in addition to CTZ, to examine
whether postsynaptic receptor saturation played a role. GC → BC synapses be-
haved like GC→ SC synapses after removing the receptor saturation (Fig. 4.2B).
An average from 5 cells showed significant increase of facilitation lasting about
100 ms after the onset of the stimulation. On the other hand, the short-term
plasticity of GC → SC synapses had little change after application of CTZ +
Kyn (Fig. 4.3A). To account for the change in the time course of short-term
plasticity by CTZ + kyn, one has to postulate multivesicular (MV) release (Tong
and Jahr, 1994) at GC → BC synapses in addition to receptor saturation (Fig.
4.4A), since the amplitude of glutamate concentration must have changed during
repetitive stimulations. This is because kyn would not change the time course
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Figure 4.4: Multivesicular release and postsynaptic receptor satura-
tion work synergically to cause the synaptic depression in GC → BC
synapses. - (A) The scheme shows what is happening at GC → BC synapse dur-
ing repetitive stimulation. When the release probability of a release site is low,
single vesicle is released and the quanta content of a vesicle is enough to occupy al-
most all the available postsynaptic receptors. When release probability is increased
due to the ongoing activity, multiple vesicles will be released and the postsynaptic
receptors are saturated by the increased glutamate concentration in the synaptic
cleft. The synapse exhibits no facilitation unless the saturation is removed. (B)
The deletion of Munc13-3 may result in the decreased number of primed vesicles at
each release site (left) while the release probability is not changed compared with
the case in wild type (right). Multivesicular release and the receptor saturation
do not happen at Munc13-3 knockout mice. Therefore GC → BC synapses show
facilitation in Munc13-3 KO mice.
of plasticity if only single vesicle is released per release site upon an AP: the
amplitude of glutamate transient stays the same in this case and kyn scales down
the response only linearly. Therefore, both pre- (multivesicular release) and post-
synaptic factors (receptor saturation) are responsible for the depressing feature
of PF synapses when the postsynaptic target is a basket cell. We further spec-
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ulate that unlike the target-dependent synaptic plasticity in other synapses, the
vesicular release probability is probably similar between GC → BC and GC →
SC synapses, because the time course of facilitation during an AP train is similar
under CTZ + Kyn condition. Under control condition, when the release proba-
bility is enhanced during the repetitive input, the multivesicular release happens
at GC→ BC synapse and the receptor saturation prevents us from observing the
facilitation nature of this synapse.
To account for the receptor saturation, one has to postulate that multiveicu-
lar release happens more frequently (or more primed vesicles exist per release
site) at GC → BC synapse because the amplitude of glutamate concentration
changes only in the case of multivesicular release (Tong and Jahr, 1994). This
does not exclude the possibility that multivesicular release takes place also at
GC → SC synapse (Bender et al., 2009). However receptors were not saturated
at GC → SC synapses because the time course of synaptic facilitation was not
changed in the presence of CTZ + Kyn.
In Fig. 3.14, we showed an increase of the paired-pulse ratio in GC→ BC synapses
of Munc13-3 knockout mice. No change of synaptic plasticity was observed from
GC → SC synapses (Fig. 4.3B). The deletion of Munc13-3 makes the GC → BC
synapses more facilitating like GC → SC synapses, which implies that receptor
saturation is relieved in Munc13-3 knockout mice. Therefore we suggest that the
results of Munc13-3 KO mice may be explained in the context of multivesicular
release and receptor saturation. As the first possibility, the geometrical arrang-
ment of AMPA receptors may differ depending on the expression of Munc13-3,
because Munc13-3 is a part of active zone protein complex that is linked to the
postsynaptic protein scaffold. However, there is no direct evidence supporting
such a role of Munc13. Secondly, Munc13-3 may regulate the number of available
synaptic vesicles per release site by increasing the rates of synaptic vesicle prim-
ing. This results in more primed synaptic vesicles per release site without altering
vesicular release probability (Fig. 4.4B). This is a more likely scenario because
Munc13 is known to mediate synaptic vesicle priming (Rosenmund et al., 2002;
Basu et al., 2007). It remains to be seen if similar mechanisms can account for
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target-dependent synaptic plasticity in other preparations.
4.3 Functional implications in cerebellar infor-
mation processing
Microcircuits are the building blocks for the whole brain machine and they use
excitatory and inhibitory neurons interconnected with dynamic synapses to ex-
ecute specific functions. In the cerebellum, two feed-forward inhibition circuits
receive the same input and target onto different subcellular compartments of
Purkinje cell, making somatic and dendritic inhibition. They have different out-
put strengths and distinct output dynamics under the same input, which renders
them to process different information and exert differential control over their tar-
gets.
Unlike neocortical (Beierlein et al., 2003) and hippocampal inhibitory circuits
(Pouille and Scanziani, 2004; Hefft and Jonas, 2005) where different types of
interneurons are recruited, in the cerebellar FFI circuit, both types of molecu-
lar layer interneurons are fast spiking neurons and their output synapses exhibit
similar short-term dynamics. This supports the idea that BC and SC are similar
types of interneurons which differ only in morphology and spatial distribution
within the molecular layer (Sultan and Bower, 1998). Connections made by a BC
and a SC onto the soma and dendrite of a PC have a 7-fold difference in synap-
tic strength. This difference is about twice as large as reported previously in the
young rat (Vincent and Marty, 1996). However, it contrasts with the somatic and
dendritic inhibition in the hippocampus (Miles et al., 1996) where less than a 2-
fold difference in synaptic strength was reported. One parallel fiber makes one or
two synapses with a PC (Palay and Chan-Palay, 1974) and unitary granule cell→
Purkinje cell connection is weak (Isope and Barbour, 2002). If the main function
of the dendritic FFI is to balance the excitation, a comparable inhibitory synaptic
strength with excitatory one will be the optimal solution concerning both function
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and energy consumption (Niven and Laughlin, 2008). As for somatic inhibition,
it confronts strong PF inputs summed over the entire dendrites and climbing
fiber inputs (Eccles et al., 1966b). A strong inhibitory synapse is recruited at the
soma in order to balance strong excitatory inputs and inhibit the spike output
of the Purkinje cell. This work showed both BC and SC had broad dynamic
range for spike generation (the feature of fast spiking neuron). Within this range
the input synaptic strength could be linearly transformed to the output firing
rate. As a consequence, the dynamics of PF synapses are the main determinants
for the recruitment of interneurons in the cerebellar FFI circuit. Furthermore,
since BC and SC share similar output synaptic dynamics, both FFI circuit will
be tightly regulated by the dynamics of excitatory inputs to the circuit, which
is different from inhibitory circuits in other brain regions(Beierlein et al., 2003;
Pouille and Scanziani, 2004) where various types of interneurons show distinct
forms of short-term synaptic plasticity.
Inhibitory circuits are recruited in a frequency-dependent manner in both hip-
pocampal FFI circuits (Mori et al., 2004; Klyachko and Stevens, 2006) and feed-
back circuits (Pouille and Scanziani, 2004). A similar phenomenon has been
revealed from this study in the cerebellum, and further it was shown that the
frequency-dependent recruitment depended on the targeted subcellular compart-
ments (soma vs. dendrite). Driven by high-frequency GC inputs (Chadderton
et al., 2004; Jorntell and Ekerot, 2006), the somatic FFI circuit operates more
effectively at the onset of the input while the dendritic FFI circuit can follow
the activity of GCs. Note that difference in the magnitude of short-term synap-
tic plasticity between GC to BC and SC synapses was largest in the first five
or ten stimulations. Under physiological conditions, such a number of spikes
were elicited by sensory stimulation (Chadderton et al., 2004). Another possi-
ble consequence of the depressing feature of the somatic inhibition is to detect
synchronized activities of multiple BCs which innervate the same PC. In vivo,
molecular layer interneurons fire spontaneously at low rates (Eccles et al., 1966c;
Vincent and Marty, 1993; Ha¨usser and Clark, 1997). Because of slow recov-
ery from synaptic depression (Sakaba, 2008), each BC input may be already at
the depressed state in the presence of spontaneous activities. Then, only when
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several BCs fire simultaneously, a substantial inhibition can inhibit the spike
output of the PC. The BCs which innervate the same PC lie in the plane or-
thogonal to the PFs, and each PC is innervated by multiple BCs (Palay and
Chan-Palay, 1974). A preliminary study implied that the synaptic strength and
the dynamics between BC and PC did not vary as a function of the distance
(data not shown). Therefore, each BC carrying the information of a distinct
group of GCs activates similarly the PC. Detecting the synchrony of multiple
BCs may play an important role in integrating the spatial information over a
wide range of GCs. As shown in Fig. 3.11, the dendritic inhibition works as a
scaling factor for the excitatory inputs and shortens the membrane time constant
to rapidly terminate membrane depolarization. Its broad frequency response
property may suggest an important functional consequence of balancing the den-
dritic depolarization in order to prevent the activation of voltage-gated active
conductances such as Ca2+ spikes (Llinas et al., 1968; London and Ha¨usser, 2005;
Miles et al., 1996).
In general, frequency tuning appears to be a major function for neuronal cir-
cuits, however, its property differs among preparations (Beierlein et al., 2003;
Pouille and Scanziani, 2004; Mori et al., 2004; Lawrence and McBain, 2003). De-
pending on the type of information a circuit needs to process, the connectivity
pattern of the neurons and the property of the synapses are different, which re-
sults in the various filtering properties. One concern which has not been taken
into account in this study, is the ongoing activity of neurons and circuits in vivo,
the so-called background activity. Background activity will change the membrane
conductance of a neuron dynamically, or drive a synapse into its steady-state and
cause oscillation in a circuit. It is of great interests to study whether circuit
dynamics will be modified by the background activity and if so how. One way
of this study is to conduct the measurement in vivo and an alternative way is to
simulate the in-vivo like background activity in the brain slice through dynamic
clamp or other stimulation methods.
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