A microstructure sensitive criterion for dwell fatigue crack initiation in polycrystalline alloys is proposed in this paper. Local stress peaks due to load shedding from time dependent plastic deformation fields in neighboring grains are responsible for crack initiation in dwell fatigue. A calibrated and experimentally validated crystal plasticity finite element model (CFEM) is employed for predicting slip system level stresses and strains. Vital microstructural features related to the grain morphology and crystallographic orientations are accounted for in the FEM by construction of microstructures that are statistically equivalent to those observed in OIM scans. The output of the FEM is used to evaluate the crack initiation condition in the post processing stage. The functional form of the criterion is motivated from the similarities in the stress fields and crack evolution criteria ahead of a crack tip and dislocation pile-up. A specific model is developed for estimating the pile-up length necessary for the nucleation criterion using the notion of geometrically necessary dislocations. The crack nucleation criterion is calibrated and validated by using experimental data obtained from ultrasonic crack monitoring techniques. In order to be able to model a large number of cycles to failure initiation, a dual-time scaling algorithm is proposed using wavelet induced decomposition. The algorithm decouples the governing equations into two sets of problems corresponding to two different time scales. One is a long time scale (low frequency) problem characterizing a cycle-averaged solution, while the other is a short time scale (high frequency) problem for a remaining oscillatory portion. The method significantly reduces the computational time till crack initiation.
Introduction
Reduction in the life of titanium alloys under dwell fatigue loading is attributed to their susceptibility to room temperature creep [1] . During the hold period in each dwell cycle, certain favorably oriented microstructural regions undergo significant plastic straining due to slip on favorably oriented slip systems. This results in a rise in the local stress in adjacent unfavorably oriented grains in an attempt to maintain compatibility, a phenomenon known as load shedding [2] . This local stress rise has been found to cause early crack initiation under dwell fatigue loading relative to normal fatigue loading conditions, for which there is no hold period [3] .
Accurate prediction of dwell fatigue crack nucleation in polycrystalline alloys has received significant research attention in recent times. Conventional fatigue analysis methods by, e.g., the stress-life or strain-life approaches, or damage tolerant approaches show significant scatter in their predictions due to lack of underlying physics based mechanisms and information about the actual material microstructure. A material microstructure based detailed mechanistic model for fatigue crack nucleation is seen as a promising alternative to such empiricism with a higher probability of accurate fatigue failure prediction. Such a model should have the following characteristics.
(i) Accurate description of material behavior through a crystal plasticity based model: the microstructural response of the aerospace alloy Ti-6242 is modeled using a size and rate dependent anisotropic elastic-crystal plasticity constitutive model that has been developed and experimentally validated in [2, [4] [5] [6] . Microstructural features such as grain size, grain neighborhood distributions and grain orientations are accounted for in a statistically equivalent sense in the model in [7] [8] [9] .
(ii) Physics-based crack nucleation criterion that accounts for the effects of inhomogeneities in the microstructure: the proposed crack nucleation model developed in this work is motivated by similarities in the functional forms of the stress fields and crack evolution criteria ahead of a crack tip and dislocation pile-up, respectively [10] . The criterion incorporates an effective mixed mode stress acting on a slip plane, defined as a combination of normal and shear stresses to account for mode mixity. The criterion also accounts for the non-local effects of the dislocation pile-up in the adjacent grains, which is incorporated through a non-local plastic strain and its gradient. The dislocation pile-up length is estimated from an effective dislocation density, which is a cumulative effect of slip on multiple slip systems. The crack initiation due to the effects of dislocation pile-up is a highly non-local problem to which a coarse-graining approximation is made here. The details of the computational procedure for evaluating this criterion are discussed in section 2.2.1. The crack initiation model is calibrated and validated with a few experimental results. (iii) Efficient algorithm to accurately simulate the evolution of microstructural variables till crack initiation: accommodation of the large number of cycles to failure, as observed in the experiments, is computationally very expensive to simulate using conventional FEM with a single time scale. In these conventional methods of numerical time integration with semidiscretization, each cycle is resolved into a large number of time steps over which integration is performed. A high resolution in the time steps is required for each cycle in the entire loading process. Typical studies in cyclic deformation with 3D crystal plasticity in the literature [11] [12] [13] simulate a small number of cycles (∼100) and the results are subsequently extrapolated to thousands of cycles for making fatigue predictions. This can lead to considerable error in the evolution of variables at the microstructural level and consequently in fatigue life predictions. It is desirable to conduct simulations for a significantly high number of cycles to reach local states of damage initiation and growth. This presents significant challenges due to the variation in time scales ranging from the scale of each cycle to that of the entire process, requiring high resolution to predict damage evolution and crack propagation. The method of direct separation of motions (MDSM) has been traditionally used to study the vibratory response under the application of high frequency loads [14, 15] . The method involves defining two separate integro-differential equations, one each for the high and low frequency components of the response. The high frequency component is either approximated or is calculated explicitly and is used in the integro-differential equation for the low frequency response. However, this method is based on the assumption that all variables are either locally periodic or almost periodic in the temporal domain. The application of this method, e.g. in [16, 17] , cannot be extended to crystal plasticity solutions showing considerable localization and non-periodic response with evolving plastic variables. In [18] , cyclic averaging together with asymptotic expansion of the variables in the time domain has been proposed as a basis of the multitime scale relation. However, the asymptotic expansion methods do not work in the case of fully reversed loading or R = −1, for crystal plasticity models. Large oscillations present in plastic variables during reversible loading conditions lead to dominant higher order terms that do not conform to the requirements of decaying contributions with additional terms in the asymptotic series for crystal plasticity simulations. To avert this problem, a wavelet induced decomposition of the cyclic behavior is proposed as a basis of multi-time scaling in crystal plasticity simulations in this work.
The organization of the paper is as follows. The finite element (FE) model for dwell fatigue crack initiation is presented in section 2, where a method for estimating the dislocation pile-up length required in the proposed crack nucleation criterion is developed from geometrically necessary dislocations (GNDs). A wavelet based multi-time scaling scheme is introduced in section 3. A brief introduction to wavelets is given in section 3.1, while the decomposition into coarse and fine scale behavior is developed in section 3.2. In section 3.3, the associated modified FE framework is presented. The application of the multi-time scale approach to a simplified one-dimensional problem and to study the cyclic behavior of Ti-6242 is shown in section 3.4, with some concluding remarks in section 4.
Crystal plasticity FE model (CPFEM) for dwell fatigue crack initiation

Crystal plasticity based constitutive model
The α/β forged Ti-6242 is a biphasic polycrystalline alloy, which consists of colonies of transformed β phase in a matrix of the primary α phase. The primary α phase consists of equiaxed grains with an hcp structure whereas the transformed β colonies have alternating α(hcp) and β(bcc) laths. The alloy considered in this study consists of 70% primary α and 30% transformed β grains. To incorporate the effect of various microstructural parameters, a size and time dependent large strain crystal plasticity based FE model has been developed in [2, [4] [5] [6] 19] . A homogenized model of the α + β phase colony regions in the Ti-6242 microstructure has been developed in [4] . The plastic part of the crystal plasticity equations involves a combined effect of slip on multiple slip systems. The plastic slip rateγ α on the αth slip system has a power law dependence on the resolved shear stress (τ α ) and the slip system deformation resistance (g α ) which is given aṡ
Here m is the material rate sensitivity parameter, . γ is the reference plastic shearing rate and χ α is the back stress that accounts for kinematic hardening in cyclic deformation [2] . The evolution of the slip system deformation resistance is assumed to be controlled by both statistically stored dislocations (SSDs) corresponding to homogenous plastic deformation and GNDs that accommodate the incompatibility of the plastic strain field. This is expressed aṡ
where h β in the first term of equation (2) is the self-hardening rate and q αβ is a matrix describing the latent hardening. The second term accounts for the effect of GNDs on the work hardening [20] , in which k 0 is a dimensionless material constant, G is the elastic shear modulus, b is the Burgers vector, g α o is the initial deformation resistance and α is a nondimensional constant taken to be 1 3 in this work [21] . λ β is a slip plane lattice incompatibility measure which can be expressed for each slip system as a function of slip plane normal (n β ) and another incompatibility tensor (Λ) as
The dislocation density tensor Λ, introduced by Nye [22] , gives a direct measure of GND density. Nye's tensor can be expressed using the curl of the plastic part of the deformation gradient tensor F p , which is available from the CPFEM output data, as
Numerically, the derivatives of plastic deformation gradient ∂F p /∂x, which are necessary to calculate ∇ T × F p , are obtained at each integration point within the elements using shape function based interpolation of nodal values of
The nodal values of F p α are calculated from the integration points in the surrounding elements using a weighted averaging scheme.
Here F p IP β corresponds to the plastic deformation gradient at the βth integration point surrounding the αth nodal point inside the grain. The weighting function is expressed in [23] 
2 , in which r β is the distance between the node at which the plastic deformation gradient is being evaluated and an element integration point. This weighting function decays to zero beyond a critical distance corresponding to l. Numerical sensitivity analysis on the effect of l on F p at different nodes concludes that F p α does not vary much for l 5 µm. Hence l is assumed to be 5 µm in this study. To account for grain size effects on the initial deformation resistance g α o , a Hall-Petch type relation with various characteristic length scales that depend on the slip direction has been incorporated in the model [6, 19] . Material properties for each of the constituent phases and individual slip systems in the crystal plasticity model and the parameters in the size effect relationship are calibrated and provided in [4] [5] [6] . Other parameters used in equation (2) are listed in table 1. Details of the microstructural morphology are accounted for in the model, through accurate phase volume fractions, and orientation distributions that are statistically equivalent to those observed in OIM scans as detailed in [7] [8] [9] . The computational model is validated by comparing the results of simulations of constant strain rate and creep tests in [4] [5] [6] 19] . Crack initiation site Figure 1 . OIM scan of the critical primary crack initiation site in the MS1 microstructure.
Crack nucleation criterion accounting for dislocation pile-up
Extensive experimental studies on the relation between crack evolution and crystallographic orientations in Ti-6242 have been conducted in [24] using quantitative tilt fractography and electron back scattered diffraction (EBSD) techniques in SEM. Figure 1 shows an OIM micrograph of a crack initiation site for a Ti-6242 sample in dwell fatigue, which is found to consist of facets that form on the basal plane of the primary α grains (hcp) lying almost perpendicular to the principal tensile loading direction. It has been observed that the angle between the loading axis and the 'c' axis, i.e. the 'c' axis orientation (θ c ) of the grains at the failure site is quite small (∼0-30 • ). Furthermore, the failure site shows a low prism activity with Schmid factor (SF) ∼0-0.1 and a moderate basal activity with a SF ∼0.3-0.45. However, the region surrounding the failure site has a high prismatic and basal activity with a SF = ∼0.5. Thus, it may be inferred that while crack initiation occurs in a region that is unfavorably oriented for slip it is surrounded by grains that are favorably oriented for slip. In other words, crack initiates in a hard oriented grain surrounded by soft oriented grains. The observations suggest time dependent accumulation of stress in hard oriented grains due to load shedding with increasing plastic deformation in the surrounding soft grains, which is responsible for crack initiation in Ti-6242 under creep and dwell loading.
Crack nucleation phenomena have been considered at different length scales in the literature [25] . In this section, a crack nucleation criterion that was originally proposed in [26, 27] at the length scale of individual grains is improved for better accuracy and consistency. High stresses that develop near the tip of dislocation pile-ups at grain boundary barriers are often responsible for micro-crack nucleation. Various dislocation level fatigue failure models, e.g. [10, [28] [29] [30] [31] , have discussed the equivalence in the dependences of crack evolution ahead of dislocation pile-ups and at crack tips. This equivalence in the functional forms has been utilized in [26] to develop a grain-level crack nucleation criterion. The framework for microcrack nucleation in [26] builds upon the fracture criterion proposed in [32] , where catastrophic fracture occurs when the strain energy release rate is sufficient to overcome the rate of surface energy needed for breaking of bonds, as well as energy dissipation due to plastic flow. A crack nucleation criterion is postulated with the understanding that a brittle crack is nucleated in the hard α-grain due to stress concentration caused by dislocation pile-up in the neighboring soft grains. In this criterion, micro-cracking is triggered when an effective stress on a slip system reaches a critical value. Following the discussions in [32] , the effective stress for mixed mode crack nucleation is expressed in terms of the slip system normal and tangential stress components as
where the stress component normal to a given slip plane is given as T n = n Only the tensile normal stress T n , represented by the McCauley bracket , contributes to the effective stress since compressive stresses do not contribute to crack opening. The shear stress component T t is obtained by the vector subtraction of T n from the stress vector on the plane, i.e. T t t b = T − T n n b , where t b is the unit vector tangent to the plane. β is a shear stress factor, which is used to assign different weights to the normal and shear traction components for mixed mode. It is defined as the ratio of the shear to normal fracture toughness of the material, i.e. β ≈ (K IIC /K IC ) in [33] .
Continuous dislocation pile-ups at a barrier, e.g. at the boundary of a soft grain adjacent to a hard grain, have been shown to be equivalent to cracks, e.g. in [10] , in the way they cause stress concentration and crack nucleation at their tip. The dislocation pile-up length in the crack nucleation model is hence assumed to scale with the pre-crack length in the corresponding crack tip initiation models [32] . Analogously, the hard grain crack nucleation criterion, ahead of dislocation pile-ups in adjacent soft grains has an inverse square root dependence on the pile-up length d, and is stated as
or equivalently,
where R c is a parameter that depends on the material elastic properties, as well as on the critical strain energy release rate G c . It has the units of stress intensity factor (MPa √ µm). A value of β = 0.7071 suggested for Ti-64 alloys in [34] is used in this study. Sensitivity analysis with different values of β indicate that T eff is not very sensitive to β for c + a oriented hard grains, since T n T t . As more dislocations are added to the pile-up with time, the pile-up length d in the soft grain increases. This implies a smaller T eff to initiate a crack with increasing plastic deformation and pile-up.
The methodology developed in [26, 27] to obtain the dislocation pile-up length from the crystal plasticity FE solution, assumed that the total dislocation density per unit area ρ A follows the same distribution function as the density function per unit length ρ l for single slip. To overcome the limitations of this assumption, a direct method to obtain a more accurate estimation of dislocation pile-up length is proposed in this work. crystal plasticity FE simulations are used to estimate the dislocation pile-up length d. This contributes to the non-locality aspect of the crack nucleation criterion.
In the dislocation glide model, the plastic deformation characterized by F p results in an incompatible, non-physical intermediate configuration. The lattice incompatibility can be measured by the closure failure of a line integral along a Burgers circuit¯ , which can be quantified with the net Burgers vector b of all dislocations threading the region¯ bounded by the circuit. This is considered as a measure for GNDs density that is related to a surface integral of the curl of F p over a referential surface by application of the classical Stokes' theorem
where n is the unit normal to the surface and Λ is the Nye's dislocation tensor given in equation (2) . In this work, the norm of Nye's dislocation tensor η is used as the measure for density of GNDs. Components of Λ are evaluated at each quadrature point using the algorithm described in section 2.1. Figure 2 (a) shows the distribution of η inside a representative soft grain. The maximum values of η occur at the grain boundary and the values decrease with increasing distances from the grain boundary. The pile-up length d for each soft grain region is evaluated using the following procedure. It should be noted that all calculations are done in actual 3D space, but for simplicity reasons the procedure is explained in 2D representation.
(i) The nodal values of η are calculated from the integration points in the surrounding elements using the weighted averaging scheme described in section 2.1.
(ii) Among all boundary nodes, those with a higher value of η than their adjacent nodes are considered as the tip of a dislocation pile-up (like node A in figures 2(a) and (b)). (iii) For each dislocation pile-up tip in the soft grain, the centroid of contour surfaces is determined for a few values of η η tip using a geometric discretization scheme of the contour surface, where η tip is the value of η at the tip of dislocation pile-up. Figure 2 (b) shows the FE mesh around a dislocation pile-up tip (node A) as well as a contour surface corresponding to a value η c η tip . The goal is to find the intersection points of this surface and finite elements edges to be able to determine the centroid of the contour surface. In the following, the geometric discretization scheme of the contour surface is briefly explained as shown in figure 2(b):
(a) All nodes are assigned an index which initially equals zero (except for node A which is equal to 1). If the index equals 1 it means that the node has already been read. The effective traction T eff at a point in the hard grain as well as the dislocation pileup length d evaluated for adjacent softer grain from the proposed procedure can be used in equations (8a) and (8b) to calculate the effective nucleation variable R. R is checked for every grain pair in the CPFEM in the post-processing stage. The condition posed in equations (8a) and (8b) is non-local, in that the stress required to initiate a crack at a point in the hard grain depends on the gradient of plastic strain in the neighboring soft grain as well.
Calibration and validation of the nucleation criterion
Three dwell fatigue experimental tests are considered to calibrate and validate the crack nucleation model as described in [24] . Three sample α/β forged Ti-6242 microstructures labeled MS1, MS2 and MS3 that differ in orientation, misorientation and micro-texture distribution, as discussed in [26] , are considered in this work. Mesh convergence studies have been done in [26] and subsequent simulations are performed using the converged mesh. Each trapezoidal wave in the dwell cycles of these tests has a maximum applied load of 869 MPa (95% of yield stress), a hold time of 2 min, a loading/unloading time of 1 s and a stress ratio (ratio of minimum to maximum load) equal to zero [35, 36] . In the experimental observations, samples MS1, MS2 and MS3 fail after 352, 663 and 447 cycles, respectively. Crack growth in samples MS2 and MS3 is monitored through micro-radiographic images taken by interrupting the experiment every 15 cycles. The plot of the evolution of crack length with the number of cycles is extrapolated backwards to zero crack length to determine the approximate number of cycles to crack initiation for primary and secondary cracks in these samples. The extrapolated number of cycles to crack initiation is found to be 530 for MS2 and 380 for MS3. This information on the incremental evolution of crack length with number of cycles is, however, not available for sample MS1, though the complete life is available. Hence the number of cycles to initiation cannot be determined for this sample. The results in [35] suggest that primary crack initiation in dwell fatigue generally occurs in the range 80-90% of total number of cycles to failure. Assuming that crack initiation in MS1 also occurs in this range, the number of cycles to nucleation corresponds to 282-317 cycles for this sample. This is used for calibration of the range of material parameter R c in this study. This calibrated range of values of R c is then used to predict the lower and upper bound of values of crack initiation cycles in samples MS2 and MS3, which are subsequently compared with the experimental values.
The methodology described in [26] is used for the construction of 3D microstructures from 2D OIM scans. The microstructures are created from observations of two specific sites in the material samples, namely (i) a critical region, in the vicinity of a dwell fatigue failure, and (ii) a non-critical region, away from it. The first sample considered is MS1. Two orientation imaging microscopy or OIM scans are performed on this sample; the first on a small critical region surrounding the primary crack tip as shown in figure 1, while the second on a non-critical region away from the crack. Two FE models of statistically equivalent simulated microstructures at the critical and non-critical regions are developed for analysis. In the development of the crack initiation model, it is expected that the initiation criterion will be met at some location in the critical FE model, but will not be satisfied in the non-critical FE model.
Calibration of R c for α/β forged Ti-6242.
The material parameter R c in the RHS of equations (8a) and (8b) is calibrated from the results of 2 min dwell fatigue FE simulations of the microstructure MS1 at the critical region for 352 cycles. The representative cube of dimensions 65 µm × 65 µm × 65 µm for the MS1 microstructure consists of 949 grains which is discretized into a FE mesh of 78 540 tetrahedron elements as shown in figure 3 . Based on the observations in [35] , initiation is assumed at two alternative percentages of the total life, namely 80% and 90%, which correspond to 282 and 317 cycles. To calibrate R c corresponding to the two percentages, the variable R in equation 8(b) is determined for all grain pairs at the end of 282 and 317 cycles. The hard grain of the grain pair with maximum value of R is located and the evolution of this maximum R with the number of cycles is plotted in figure 4(a) . Assuming initiation to have occurred at these fractions, the value of R may be equated to R c from equation 8(b) . For the two cases, the threshold values are determined to be R c(80%) = 3260.09 MPa √ µm and R c(90%) = 3354.92 MPa √ µm. These parameters are subsequently used for predicting crack initiation in other experiments and studies. The FE simulation of the microstructure MS1 at the non-critical region is also conducted for 2 min dwell loading conditions and the value of R is evaluated for all grain pairs. Figure 4 (b) plots the evolution of the maximum R as a function of the cycles. The maximum R reached at the end of 352 cycles is only 2279 MPa √ µm, which is less than both the threshold values of R c . Consequently, the criterion does not predict a crack initiation in this non-critical region as expected from the experimental observation. 
Predictions and analysis with samples MS2 and MS3.
For the MS2 microstructure, the FE model is generated to be statistically equivalent to an OIM scan surrounding one of the secondary cracks in the failed sample. The crack initiation for that crack is determined to occur at 530 cycles from experimental observations in [35] as described in [26] . The 2 min dwell fatigue FE simulation is performed for 663 cycles with loading conditions described in [35] . Figure 4 (c) shows the evolution of the maximum R with cycles. The number of cycles to initiation N c(80%) and N c(90%) are predicted for MS2 from where the evolution curve meets the calibrated threshold values R c(80%) and R c(90%) . The corresponding cycles to initiation are found to be N c(80%) = 487 and N c(90%) = 539. The difference with the experimentally determined value of 530 cycles is −8.18% for 80% of life and only +1.64% for 90% of life. This agreement is considered to be excellent. Likewise, for the MS3 microstructure, the FE model is generated using statistics of the corresponding critical regions at the failure site and the 2 min dwell fatigue simulation is performed for 447 cycles. The evolution of the maximum R is plotted in figure 4(d) . The number of cycles to initiation for MS3 are predicted to be N c (80%) = 400 and N c(90%) = 430. From experimental results in [35] , this crack initiates at 380 cycles as described in [26] . The differences between the predicted and experimentally determined values are 5.26% for 80% of life and 13.32% for 90% of life. The results are summarized in table 2.
The experimentally determined value of the number of cycles to fatigue crack initiation in MS2 lies between the lower and upper bounds of the predicted values through simulations. However the predicted number of cycles to crack initiation in MS3 is higher than the experimentally determined value. Therefore it is important to consider the error of both predictions together. For this purpose an error analysis with an alternative reference is considered. This time instead of MS1, the parameter R c in the crack nucleation model is calibrated with the results of dwell fatigue FE simulations of MS2 in the same way as discussed in section 2.3.1. Knowing that crack initiates after 530 cycles in MS2, the new calibrated R c value is found to be 3339.83 MPa √ µm. The crack nucleation model with the new calibrated R c parameter is then used to predict the number of cycles to crack initiation in MS3. This is obtained as N c = 425, which corresponds to a 12% difference with the experimentally determined value (380).
As an additional validation study, the predicted locations of crack initiation in these microstructures are examined and summarized in table 3. It can be seen that in each case, crack initiation is predicted for a grain with low prism SF (∼0-0.1) and low to moderate basal SF (∼0.3-0.45), which is consistent with the observations [24] . Also all predicted 'c' axis orientation values in the crack regions are within the high range of the experimentally observed range (∼0
. This implies that crack nucleation occurs in a hard grain. These results prove convincingly the predictive capability of the proposed criterion. The model is expected to be extrapolated to other materials as long as the same mechanisms for dwell fatigue hold.
In these simulations, each cycle is approximately resolved into 37 time steps for numerical integration in MARC. The number of time steps per cycle are expected to be even more for fully reversible (R = −1) or near fully reversible cyclic loading, in which large plastic oscillations dominate and is discussed in section 3. This will result in a large computational overhead making simulations nearly impossible if a large number of cycles are considered for failure. A clue to resolving this excessive problem is the fact that two time scales prevail for this problem, the first fine scale corresponding to the time scale of the loading cycles, and the second corresponding to the time scale of the overall material response. An efficient numerical time integration scheme that can admit decomposition of the overall response into these two naturally arising time scales is a prudent way to overcome this shortcoming. This is the subject of the next section.
Wavelet decomposed dual-time scale model for CPFEM simulations
In the introduction, limitations of the extrapolation based methods and dual-time scaling approach with asymptotic expansion of variables in the time domain are discussed. The limitation of extrapolation based methods is illustrated by considering an eight element polycrystalline model subjected to cyclic loading. Figure 5 shows the difference between the exact and extrapolated solutions for the plastic deformation gradient at a material point at the beginning of each cycle. Extrapolation is performed based on the gradient (in time) at the 300th cycle. The results clearly show significant error in the predicted values based on extrapolation. The asymptotic expansion methods [16] [17] [18] are not suitable when large oscillations are encompassed in the plastic variables. These large oscillations arise particularly in the case of fully reversed loading (R → −1). These oscillations are not numerical in nature nor do they depend on the hardening law. They are connected to the oscillations in the resolved shear stress in the flow rule (equation (1)). This effect is shown in the context of a 1D viscoplastic model subjected to two cases of cyclic displacement loading: (i) R ∼ −0.32, (ii) R = −1.001. As can be observed from figures 6 and 7, the R = −1.001 case show significantly higher oscillations in the plastic strain compared with the R ∼ −0.32 case for the same value of peak strain. Further, although the loading is reversible (in case (ii)), the plastic strain is not reversible due to the evolution in the hardening parameter as shown by figure 8.
To avert these problems, a novel wavelet induced decomposition of the cyclic behavior is proposed as a basis of multi-time scaling in crystal plasticity simulations. Unlike some of the previous approaches [16, 17] , the proposed method makes no assumption on the local periodicity of the solution or asymptotic behavior of the variables. The method is valid under all loading conditions including fully reversible or R → −1, and does not require a calibration step unlike [18] . It can therefore be extended easily for any general set of time evolution equations.
The method is motivated from the response of a state variable (y) at a material point undergoing cyclic deformation obeying a viscoplastic constitutive relationship such as crystal plasticity, as shown in figure 9 . Clearly, there exist two time scales in the material response: a fast varying fine time scale (τ ) response showing rapid changes within a cycle and a slow varying coarse time scale response. The value of the plastic strain at the beginning of a certain cycle (y o ) is considered as a coarse time scale variable. This does not vary in the fine time scale (τ ) within the cycle but varies across cycles. Hence, it can be considered to be purely a function of the cycle number N, i.e. y o = y o (N ). However the variation of the coarse scale variable y o is coupled with its corresponding fine scale evolution (y (N, τ ) ). In order to completely decouple the coarse and fine scale effects, the primary variable, in this case the displacement field (u) over a particular cycle, is resolved over an appropriate basis ψ k (τ ) which is purely a function of the fine scale τ . In addition, the coefficients of the strain ε k (N ) can be derived from the coefficients of displacements:
The coefficients of the displacement field c k (x, N ) are solved using a FE framework in the scale of cycles. The fine scale behavior, representing the variation within each cycle, is generated through the representation as a linear combination of the wavelet basis functions. The wavelet basis functions remain the same for every cycle in the entire loading history. Therefore, the coarse scale behavior is associated with the cycle number N and the fine scale behavior with τ which varies between 0 and the time period T .
The objective then is to obtain a coarse time scale equation of the form
A single integration step of equation (11) can be used to jump over many cycles ( N ), resulting in significant computational savings and is discussed in section 3.2.
The method developed here requires a suitable basis for decomposing the displacement (and hence the strain/deformation gradient) fields over time as in equation (10) . The basis function chosen should satisfy the following conditions:
(i) The basis functions should be orthogonal.
(ii) The number of coefficients which evolve as the loading progresses should be as small as possible. (iii) The basis functions required for refining the signal up to a certain resolution should be known a priori.
The basis of Fourier-series functions appears to be a natural fit for representing the response of cyclic problems. However they suffer from the following shortcomings:
(i) The signals considered here are defined over a finite support defined by the time period of loading. Since Fourier basis functions have infinite support, using a finite set of Fourier coefficients can lead to instabilities such as the Gibbs phenomenon with spurious oscillations at regions where the signal is cut off . This in turn can lead to inaccuracies in the evaluation of the coarse scale equation. (ii) While using a finite set of Fourier coefficients, the dominant coefficients (from the infinite set) needed to match the signal to a given resolution are not known without trial and error.
The wavelet basis avoids these shortcomings and hence is the basis of choice for the multi-time scale approach developed here.
A brief overview of wavelet basis functions
A wavelet basis spans the space of square integrable functions L 2 (R) through translation and dilation of the scaling function φ [37, 38] :
where φ mn = 2 m/2 φ (2 m τ − n), m corresponds to the dilatation and n corresponds to the translation of the function φ. The scaling function and the mother wavelet function for the Daubechies4 wavelet, used in this work, is shown in figure 10 . If V m denotes the subspace at a given resolution m, generated by the function φ mn through translation, then the sequence
forms a multiresolution analysis of the space L 
where a m−1,n and d m−1,n are called the approximation and the detail coefficients. The function f m−1 is an approximation of the function f m at a lower resolution. The same procedure can be carried out on f m−1 and subsequent approximations, each time reducing the resolution by half and generating an additional set of detail coefficients. Therefore, the final decomposition consists of two approximation coefficients (in the case of Daubuchies4 wavelets) and the remaining detail coefficients.
The procedure in equation (14) can be thought of as the action of a high pass and low pass filter as discussed [38] . The approximation coefficients correspond to the low pass filter and the detail coefficients to the high pass filter, given as
where a m are the 2 m approximation coefficients at resolution m which are split into 2 
where h i and g i are the filter coefficients which satisfy the relation
The Daubechies4 wavelets have four filter coefficients (N s = 4) which are given by
The process in equation (15) can be repeated till m = 2 for Daubuchies4 and the resulting approximation and detail coefficients stored in a single array c. Since all the operations are linear, the entire multiresolution decomposition can be represented as
where τ l are the N f = 2 m fine scale points at which the function is sampled, c k are the wavelet approximation and detail coefficients and T is an orthogonal matrix containing the filter coefficients constructed by the repeated application of equation (16) to the lowest approximation level.
Properties of wavelets.
The wavelets form a suitable basis for representing the fine scale behavior due to the following properties:
(i) Compact support: Each wavelet basis spans a finite domain. As a result the wavelet decomposition does not exhibit spurious instabilities like the Gibbs phenomena unlike the Fourier series functions. (ii) Multiresolution: For a given resolution of the fine scale behavior, the space of basis functions is well defined and finite, unlike in the Fourier basis. This implies that representing the fine scale behavior at a given resolution will require an a priori known set of basis as opposed to Fourier basis functions, where the required basis need to be found by trial and error.
(iii) Number of coefficients: The number of coefficients required can be minimized if an approximate nature of the response is known before. For example, in the case of dwell or triangular loading, the response over a cycle might have regions which are almost linear which makes Daubechies4 wavelets an ideal choice, since they are able to represent linear behavior exactly leading to fewer coefficients. These are used in this work.
Coarse scale constitutive relationship
In this section, the coarse scale evolution equations of the form in equation (11) are developed. The evolution of a state variable y in general can be considered aṡ
where ε k are the (known) wavelet coefficients of the applied strain. Given the initial value of y for a cycle N and the strain components, the value of y at any fine scale time point (τ ) in the cycle can be obtained as
where y 0 (N ) = y (N, 0). If T is the time period, then using the continuity of y across cycles i.e. y (N, T ) = y (N + 1, 0) = y o (N + 1) the coarse time scale derivative of y can be defined as
The integral in the above equation is evaluated numerically using an implicit scheme. The above equation represents the coarse scale evolution or rate of change of the initial value of state variable y per cycle. In this paper a second order implicit backward difference scheme is utilized to integrate equation (22) . The scheme is governed by the equation
Here N and N p are the cycle jumps corresponding to the current and previous steps and r = N / N p .
Coarse scale crystal plasticity equations.
The multi-time scale approach developed in the previous section is applied to the crystal plasticity constitutive model for Ti-6242 [4, 19] . The model is summarized below:
where F is the deformation gradient, F p is the plastic deformation gradient,γ α , χ α , s α and m α are the slip rate, back stress, slip system direction and slip system normal, respectively, of system α, S * is the second Piola-Kirchhoff stress with respect to the relaxed configuration and σ is the Cauchy stress at the material point. The evolution law for the hardness is given in equation (2) . The evolving microstructural variables for the above model are therefore F p , g α , χ α and γ a (for the bcc phase). Applying the methodology in the previous section, the coarse scale evolution equations for these variables can be expressed as
where F po ij is the initial value for the plastic deformation gradient for cycle N, g αo and χ αo are the initial values for the hardness and back stress for slip system α corresponding to cycle N , and γ ao is the initial value for the accumulated slip over all slip systems (included only for the bcc phase). F k ij s are the components of the deformation gradient over a wavelet basis and is given by (25) is calculated based on equation (22) . For example, for
with the integral evaluated numerically using the backward Euler method. Once the values of the coarse scale variables are known, the variations of the Cauchy stress (σ (N, τ ) ) and other state variables over the cycle N can be computed.
FE framework for the coarse time scale problem
In order to utilize the coarse scale equations discussed in the previous section, a modified FE framework with the wavelet coefficients of the nodal displacements (instead of nodal displacements as in conventional FEM) as the primary solution variable is required. The nodal displacements are decomposed in terms of the wavelet basis as
where q i is the nodal displacement corresponding to the degree of freedom i in the standard FEM and q k i are its wavelet components. The displacement and the deformation gradient field can then be computed as
where N α is the shape function corresponding to node α and n (i, α) is the degree of freedom number associated with the displacement component iat node α. A fine scale analysis is carried out initially for a few (N 0 ) cycles to obtain the initial displacement response and the initial values of the wavelet coefficients in equation (19) .
where q k i (N 0 )'s are the wavelet coefficients of the nodal displacements decomposed over the cycle N 0 . The number of degrees of freedom for the modified problem is then N d × N f , where N d is the number of degrees freedom corresponding to the conventional FEM problem. Keeping all the wavelet coefficients might give rise to a large number of degrees of freedom and therefore to reduce their number, a scheme which selects the coefficients which are evolving the most (and hence need to be solved) as the loading progresses is required. In this work, only the wavelet coefficients which satisfy the condition |q are the number of wavelet coefficients corresponding to degree of freedom i that satisfy the aforementioned criterion. The nodal displacement variation over a given cycle then becomes
The matrixT i is constructed from the wavelet transform matrix T by removing the rows corresponding to the non-evolving coefficients of degree of freedom i. The constant contribution (q add i ) from the non-evolving coefficients is calculated at the initial cycle N 0 and is used throughout the loading. Hence the solution variables for the modified framework areq k i and the number of degrees of freedom is
i.e. the sum of the number of the evolving coefficients corresponding to all the displacement components at all the nodes.
The unknown wavelet coefficients for cycle N are solved using the standard weak form of the equilibrium equation, which is also decomposed into its wavelet components over the cycle.
Here B ji and N ji are the matrices connecting the strain and displacement, respectively, at a point, to the nodal displacement corresponding to degree of freedom i in the conventional FEM andt(N, τ ) is the applied load over cycle N . The variation of the Cauchy stress (in Voigt form) over cycle N is obtained as a function of the nodal displacement components by solving the coarse scale equations, as described in the previous section. The Jacobian for equation (32) can be approximated as
where (∂f i /∂q j )(τ ) is the standard fine scale Jacobian for geometrically non-linear problems [39] evaluated at time point τ . This is used as an initial Jacobian for a quasi-Newton scheme [40] , which is used to solve the equilibrium equations (32) . 
Error criterion and step size corresponding to number of cycles.
A typical step size in the coarse time scale equations corresponds to the number of cycles the numerical integration traverses. A truncation error is developed for the integration scheme to determine the optimal step size in each coarse scale increment and also to study the effect a step size has on the residual. The truncation error for the implicit second order backward difference scheme in equation (23) is expressed as
N is the number of cycles integrated in a single step and r = N / N p . Equation (34) is obtained by considering the error due to second order truncation of the Taylor expansion for the variable y 0 . Based on the constitutive level truncation error, the norm of the error propagated to the equilibrium residual δf is shown to be
For the error to be bounded by a given relative tolerance η, the maximum allowed step jump N jump can be estimated as
with f err=
Numerical examples
Numerical studies are performed for a 1D viscoplastic problem described in section 3.4.1 and a 3D Ti-6242 polycrystalline problem, described in section 3.4.2. The 1D problem shows the convergence of the method with respect to coarse time steps and displacement coefficients. The 3D problem demonstrates the accuracy and efficiency of the method for Ti-6242 microstructure. A completely reversible macroscopic loading (R → −1) is applied to show that the method works for stress ratios, for which the asymptotic expansion based method fails.
A 1D elastic-viscoplastic problem.
The methodology developed is applied to study the cyclic response of a 1D model undergoing a simplified elastic-viscoplastic material response:
Here ε p is the viscoplastic strain, g is the hardness, σ is the stress andȧ, h, E and g o are material parameters. The model consists of two, one-dimensional bar elements as shown in figure 11 , with the following material properties: E = 200 GPa,ȧ = 0.0023 s −1 , h = 100 MPa, g o = 200 MPa for element 1 and g o = 600 MPa for element 2. The model is fixed at the left end and subjected to a sinusoidal loading at the right end with ω = 2π i.e. T = 1 s. In the viscoplastic model in equation (37) the variables to be integrated using equation (23) are the initial values of the plastic strain and hardness as shown below:
The derivatives are calculated using equation (22) . A Newton-Raphson scheme is used to calculate α 0 (N + N ) from equation (38) . The only unknown displacement in the model is that of node 2, which is decomposed into its wavelet coefficients. The wavelet decomposed equilibrium equation for the 1D problem over the cycle N + N is
where σ i corresponds to the stress in element i and N evol is the number of evolving displacement coefficients. The details of the Jacobians used for the constitutive level and equilibrium iterations are given in the appendix. A criterion for the maximum size of the integration step can also be obtained similar to equation (36) .
Numerical results: In this section a numerical convergence study is performed on the model subjected to a sinusoidal loading as shown in figure 11 for 2000 cycles. The loading considered here is fully reversible (R = −1) which is not amenable to the method discussed in [18] . The multi-time scale method is used to integrate the equations over the 'coarse' cycle scale and the results are compared with those obtained from fine scale analysis for accuracy as well as computational efficiency. The effect of the number of evolving nodal displacement wavelet coefficients chosen based on the displacement tolerance ctol and the effect of the maximum allowed step size (number of cycles) on the solution is also investigated.
Three cases are considered for the displacement tolerance criteria for selecting the number of evolving coefficients, namely ctol = 10 −10 , 10 −4 , 10 −3 . This results in 128, 30 and 10 coefficients which are free to evolve, respectively. Corresponding to each of the three cases, four different step size bounds N max on the predicted cycle increment N jump in equation (36) are considered. The step increment used for a coarse scale integration step is N = min N jump , N max . The value of η in equation (36) is taken to be 10 −3 . Figure 12 shows the variation of the coarse strain variables (ε po and g o ) as a function of cycle number N. Except for the case with very few evolving wavelet coefficients (∼10) for the nodal displacement, the coarse scale results show excellent agreement with the fine scale results. When the number of coefficients is too low, refining the time step does not have any effect as seen from figure 12(b). This is due to the fact that there are not enough basis functions available to represent the displacement accurately regardless of the time step.
Once the coarse scale variables (ε po and g o ) for a given cycle, along with the wavelet displacement coefficients are known, then the fine scale response for that cycle can be calculated by superimposing the wavelet bases as in equation (21). This is shown in figure 13 , in which the plastic strain variation over the 2000th cycle is obtained from the coarse scale solution for different step bounds and number of evolving coefficients. Once again taking too small a number of coefficients (figure 13(c) with 10 coefficients) have an adverse effect on the solution. However, it is seen that the difference in response between 30 and 128 evolving nodal displacement coefficients is minimal. Therefore, a criterion needs to be developed that would give the optimal number of coefficients to evolve without sacrificing too much accuracy. Table 4 shows the effect of the number of coefficients on the computational speedup compared with the pure fine scale analysis and the accuracy of the result. A speedup of around 80 times is obtained without sacrificing a significant amount of accuracy for the problem considered here.
Multi-time scale method applied to Ti-6242 under cyclic loading.
The developed model is validated for the 3D crystal plasticity equation (24) applied to Ti-6242 alloy along with size effect [5] . The model problem consists of eight element/grains with different crystallographic orientations to emulate a polycrystalline problem with hard and soft grains. To demonstrate the advantage of the current methodology for R → −1 problems, a triangular pressure load with a time period of 1 s, an amplitude of 850 MPa and zero average has been considered. Fine scale simulation is carried out for the first 8 cycles and the coarse time scale approach with a starting cycle jump of 4 is used thereafter. As the problem progresses the coarse scale time step is obtained from the criterion given in equation (35) . Daubechies wavelet basis has been used to decompose the nodal displacement over a cycle. All the coefficients are selected and evolved in the coarse time scale problem. The problem is run for 10 000 cycles and compared with the fine scale simulation results. Figure 14 shows the comparison of F p 0 (initial value of plastic deformation gradient) between coarse and fine time scale simulations at a material point for different cycles. A similar comparison for slip system resistance g α o for a slip system is shown in figure 15 . The shape change of displacement over different cycles for a degree of freedom and the comparison between the coarse and fine time scale solutions are shown in figure 16 . The state of stress σ zz of the model along the loading direction at the 10 000th cycle for both coarse and fine time scale simulation is shown in figure 17 . As can be observed, the coarse time scale and fine time scale results are in excellent agreement with each other.
For the problem considered, the coarse scale method also provides a substantial time advantage. The fine scale simulation takes approximately 180 h for 10 000 cycles whereas the coarse scale simulation takes around 6 h for the same number of cycles when run on the same machine, thus giving around 30 times advantage in computational time. It is observed that the coarse scale time step ( N ) predicted by the criterion in equation (35) increases as the problem progresses, which adds to the computational speedup. Thus the proposed wavelet based multi-time scale technique can be used for accurate and efficient simulation of Ti-6242 alloys till crack initiation.
Conclusions
This paper presents the development of a microstructure sensitive crack nucleation criterion in polycrystalline alloys under cyclic deformation. An experimentally validated, rate and size dependent, crystal plasticity model is used for the computational modeling of the grain level mechanical response. The 3D FE models employed consist of statistically equivalent representations of vital microstructural characteristics of a failure site of the specimen. It is proposed that fatigue crack initiates due to stress concentration caused by the load shedding phenomenon between adjacent hard and soft grains. To predict load shedding induced crack initiation, a criterion that depends on local effective stresses in the hard grain, as well as the non-local plastic strain gradients in adjacent soft grains is proposed. The functional form of the criterion is motivated from the similarities between crack evolution at the tip of a preexisting crack and a dislocation pile-up. It is observed that the local effective stress required to initiate a crack in a hard grain is inversely related to the non-local plastic strain gradients in the neighboring soft grain. This follows from its inverse square root relation with the dislocation pile-up length. A direct approach is proposed in this paper to evaluate the pile-up length using the distribution of GNDs inside the grain. The critical material constants in the crack nucleation criterion are calibrated using the experimental results of ultrasonic monitoring of crack evolution in dwell fatigue experiments. The calibrated criterion is successfully validated through accurate predictions of the number of cycles to failure as well as the critical features of the failure site in dwell fatigue experiments.
The significance of the criterion proposed in this paper is its sensitivity to microstructure. It should be considered as an important first step in the direction of elimination of empiricism in fatigue life prediction. There are other possibilities in terms of the evaluation of the pile-up length that are currently being investigated. The authors are currently working to change the crystal plasticity formulation to one in which the dislocation densities are used directly as variables. This would increase the computations significantly but the pile-up would be a direct outcome of these FEM calculations.
A new wavelet based multi-time scale technique that show significant potential in studying the cyclic behavior of polycrystalline alloys under all types of loading conditions is also developed. The need for the method is motivated by the large number of cycles required till fatigue crack initiation in typical polycrystalline material. Simulating such a large number of cycles remains intractable to conventional FEM based on a single time scale. Further the existing multi-time scale approaches based on asymptotic homogenization suffer severe limitations during fully or nearly full reversible loading conditions.
The multi-time scale approach presented here utilizes a wavelet decomposition of the nodal displacement variables to decouple the fine scale and coarse scale behavior during cyclic deformation. The fast varying fine scale response which necessitates the use of relatively small time steps throughout in conventional FEM simulations is effectively captured through a suitable wavelet basis. This can then be utilized to obtain the coarse scale evolution equations for the microstructural state variables. A modified FE framework required to incorporate these coarse scale equations is also developed. The coarse scale variables show an extremely smooth behavior as compared with the fine scale response and therefore can be integrated over several cycles in a single integration step resulting in significant computational savings. The microstructural fine scale response which is required for the proposed crack initiation criteria can be recovered when required given the values of the nodal displacement wavelet coefficients and the coarse scale state variables.
The cyclic response of a simplified 1D viscoplastic model and a representative 3D crystal plasticity model is studied using the developed method under fully reversible loading conditions which limits the use of existing multi-time scale schemes. The results are in excellent agreement with that of conventional FEM simulations, while obtaining a several fold improvement in the computational time.
A criterion for choosing the optimal number of wavelet coefficients is under development, along with the application of the method to study the fatigue crack initiation behavior of large polycrystalline microstructures such as the one considered in the first part of the paper. The coarse scale derivative for these variables is obtained based on equation (22) where N f is the number of fine scale points used to sample the displacement field at node 2. Given the value of the coarse time variable α 0 , a backward Euler scheme (corresponding to the integral in equation (22)) is used to obtain α N f in the above equation using equation (37):
where the subscript k indicates the variable evaluated at fine scale point τ k and τ = In order to calculate the Jacobian of the equilibrium iteration, the linearization is done with respect to the displacement coefficients (at node 2). Therefore, the perturbation of the applied strain at a material point-dε k = 0 and is given by whereT kl are components of the wavelet transform matrix in equation (31) andq l are the evolving displacement coefficients at node 2. Using this in conjunction with equations (A.5) and (A.6), the following relation is obtained: Equations (A.10) and (A.12) can be used to obtain the rate of change of the state variables α k at a given material point corresponding to fine scale point τ k with respect to the nodal wavelet coefficients: .13) 
