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CHAPTER I
 
INTRODUCTION
 
A. A Brief Survey of the Literature
 
The idea that a change in effective demand can
 
initiate a series of cumulative effects has been conceived
 
for a long time by a great number of outstanding economists
 
such as I. Bagehot, N. Johanssen, J. Warming, A. C. Pigou
 
1
and A. 	Schowner. However, it was the famous R. F. Kahn
 
article in 1931 that formally stated the idea of the
 
multiplier effects in a simple form. 
 Kahn's multiplier
 
was an employment multiplier, which concerns the effects
 
of public works, and of any net increase in the rate of
 
investment expenditure, on unemployment. Later, Keynes
 
developed an income multiplier and used it extensively
 
as analytical tool for the study of national 
income and
 
employment. Subsequently, the application of the multiplier
 
1
For a survey of the historical development of the
 
multiplier concept prior to the work of Kahn, see Hugo

Hegeland, The Multiplier Theory (Lund: 
 C. W. K. Gleerup,

1954), 	Chapter 1, pp. 1-30.
 
2
R. F. Kahn, "The Relation of Home Investment to

Unemployment," Economic Journal, Vol. 41 
(1931), pp. 173­
198.
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theory extended to a great variety of fields in economics,
 
evidenced by a phenomenal growth in the literature on
 
the theory and application of the multiplier for the past
 
- decades. The urban employment multiplier is a product of 
this major development of the-multiplier analysis. The
 
scope of the urban employment multiplier analysis is. lim­
ited to an examination of the total local employment effects
 
of changes in employment in export and investment sectors.
 
The urban employment multiplier analysis emphasizes the
 
interdependence of sectors within an urban economy and
 
traces the stimulus originating in any one sector to all
 
other sectors, both directly and indirectly.
 
In a broad sense, there are two major analytical.
 
approaches to the study of regional multipliers. One is.
 
associated with the use of regional input-output matrices
 
and another with economic base studies. In general, the
 
use of an input-output model is considered a comprehensive
 
and sophisticated approach, but it is subject to many crit­
3
 
icisms because of its important simplifying assumptions.

3 For comprehensive discussions 
on the limitations
 
of input-output matrices, see 0. Morgenstern, (ed.) Econ­
omic Activity Analysis (New York: 1954); Input-Outpu-

Analysis: A raisal, National Bureau of icohomic
 
Research Study in income and Wealth, vol. 16 (Princeton,

N. J.: Princeton University Press, 1958); and Robert
 
Dorfman, "The Nature and Significance of Input-Output,"
 
Review of Economics and Statistics, vol. 36 (May 1954),.
 
pp. 121-33; for the regional and interregional application,
 
see L. N. Moses, "The Stability of Interregional Trading

Patterns and Input-Output Analysis," American Economic Review,
 
This study will adopt the economic base study approach,
 
using multiple correlation and regression. Usually, the
 
economic base approach distinguishes basic (or export) and
 
non-basic (or local) activities on the premise that the
 
growth of a region depends upon the activities in which
 
goods and services are produced locally and exported out­
side the region. The basic activities provide not only
 
the means 
of payment for the import of raw materials, goods
 
and services which cannot be produced locally, but also
 
income originating in basic activities will, to a large
 
extent, determine the level of the service activities which
 
are essentially locally oriented.
 
However, this study defines the base activities much
 
more broadly than most other economic base studies. The
 
study is 
concerned not only with the area employment effects
 
of export activities, but also such effects of the investment
 
sector. 
Most base studies measure the ratio of export employ­
ment against total employment, neglecting the importance of
 
vol. 45 (December, 1955), 
pp. 803-32; Charles M. Tiebout,

"Interregional Input-Output Model: 
 An Appraisal," Southern
Economic Journal, vol. 36 (October, 1957), pp. 14D-147; and
Walter Isard, "Interregional and Regional Input-Output Anal­ysis: 
 A Model of Space Economy," Review ofEconomics and
Statistics, vol. 33 (November, 1951), pp. 322-24. 
Various

references to input-output techniques are cited in Vera
Riley and Robert L. Allen, Interindustry Economic Studies:

AComprehensive Bibliography on InterindustryResearch
 
(Baltimore: John Hopkins Press, 1955).
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the local investment sector. In essence, this study
 
attempts to incorporate export employment effects explicitly
 
into the Keynesian investment multiplier framework.
 
The development of the economic base study method
 
was in large part due to the piondering work of Homer Hoyt,
 
who first developed the idea of a "basic-service ratio" in
 
4
 
the 1930's. As far as the application of regression to
 
the economic base study is concerned, Daly's study in 1940
 
is the first one to apply the least squares method to
 
regional multiplier analysis. Daly investigated the rela­
tionship between basic and non-basic employment in various
 
regions in England, for the years 1921 and 1931. 5 
 Later,
 
Hildebrand and Mace's 1950 study of Los Angeles 6 and
 
Thompson's study of Lancaster County, Nebraska, in 1958,7
 
adopted an analytical technique similar to Daly's. That
 
is, they employed a simple regression technique whereby an
 
4
Homer Hoytj One Hundred Years of Land Values in
 
Chicago (Chicago: University of Chicago Press, 1933).
 
5
M. C. Daly, "An Approximation to a Geographical
 
Multiplier," Economic Journal, vol. 50 (June-September, 1940),
 
pp. 248-58.
 
6G.-Hildebrand and A. Mace, Jr., "The Employment
 
Multiplier in an Expanding Industrial Market: Los Angeles
 
County, 1940-47," Review of Economics and Statistics, vol.
 
32 (August, 1950), pp. 241-49.
 
7G. E. Thompson, "An Investigation of the Local
 
Employment Multiplier," Review of Economics and Statistics,
 
vol. 41 (February, 1959), pp. 61-67.
 
estimate of the employment multiplier was obtained by com­
puting the simple regression of changes of non-basic employ­
ment on changes in basic employment. Most studies used
 
a simple computation of a "basic-seivice ratio" for the
 
derivation of employment multipliers.
 
B. The Problem
 
1. Statement of the Problem
 
The primary purpose of this study is to analyze
 
through multiple regression estimation methods the multi­
plier effects on local employment in the St. Louis Standard
 
Metropolitan Statistical Area resulting from monthly varia­
tions in investment and in the aerospace and other-major
 
export activities from January, 1958, 
to June, 1964.
 
2. Importance of the Study
 
As a result of the mushrooming growth of cities
 
and metropolitan areas during the past several decades and
 
the concomitant concentration of the nation's social and.
 
economic activities in these areas, 
-it has become increasingly
 
complex and difficult to make'necessary adjustments to rapid
 
social and economic changes, and to plan rationally for the
 
vast array of urban-government services. 
 An urban-employ­
ment multiplier analysis can 
serve the purpose of this
 
rational planning to 
cope with newly emerging problems.
 
Such an analysis offers valuable information for regional
 
economic growth and business fluctuations by indicating the
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current source of income and employment, and weakness in
 
the regional economy. Information resulting from an urban
 
employment multiplier analysis can be highly useful in mak­
ing governmental decisions and in forecasting economic
 
growth. In addition, an urban employment multiplier
 
analysis can be readily incorporated into more specialized
 
studies such as urban renewal, land use, transportation,
 
water supply, and local government finances. In essence,
 
the urban employment multiplier analysis can be used as
 
an-effective planning tool for sound urban growth.
 
C. General Organization of the Study
 
Chapter II deals with export employment estimates.
 
The model for urban employment multipliers is developed
 
in Chapter III. Chapter IV pertains to a statistical,esti­
mation of the model for urban employment multipliers
 
developed in Chapter III. Since the study relies heavily
 
upon regression estimation methods using time series data
 
for the derivation of employment multipliers, a part of
 
Chapter IV is devoted to a study of the use of error
 
formulas with time series. In particular, a test of auto­
correlation is applied to the residuals from the regression
 
equations fitted. In Chapter V, the study utilizes multi­
pliers obtained in an examination of the impact of a given
 
employment change in the aerospace industry on the St. Louis
 
area economy in terms of direct and indirect increases in the
 
area employment. The results are summarized in Chapter VI.
 
CHAPTER II
 
EXPORT EMPLOYMENT ESTIMATES
 
Economic activities of the community can be
 
dichotomized in terms of their exogenous and endogenous
 
nature 
for analytical convenience. Koopmans divides
 
the exogenous variable into two 
different categories
 
depending upon the classification principle adopted. 
They
 
are termed "the departmental principle" and "the causal pri
 
ciple" respectively.' 
Those variables remaining wholly or
 
partly outside the domain of economics are classified
 
exogenous in accordance with "the departmental principle."
 
For instance, weather and climate, all types of geological
 
catastrophes and natural disasters, technological changes,
 
social and political events are placed under this category.
 
On the other hand, ,"the causal principle" focuses on the
 
causal relationship of a given set of activities. 
Thus,
 
this principle treats as 
exogenous "those variables which
 
affect the remaining (endogenous) variables but are not
 
affected by them."I
 
1
T. C. Koopmans, "When is an Equation System
 
Complete for Statistical purposes," Statistical Inference
in Dynamic Economic Models, edited by T. C. Koopmans
(New York: 
 John Wiley and Sons, 1950), pp. 393-409.
 
8 
In this study, "the causal principle" is adopted
 
in classifying economic activities as either exogenous
 
or endogenous. Exogenous activities are defined, as the
 
term is used in this study, to include activities whose
 
levels are not explainable in terms of other activity
 
levels of the model or other economic indices affected
 
by such activities (e.g. area income). In short, they
 
can affect other activity levels but they cannot be
 
affected by them. For instance, changes in the level
 
of exports in the area aerospace industry can affect
 
economic activity levels of the area consumption and
 
service industries by affecting the area income, but
 
variations in the activity levels of the latter cannot
 
affect the export level of the former. Endogenous activi­
ties can be defined in a similar way. They are a set,of
 
activities whose levels of operation are to be explained
 
by the model in terms of other activities or other economic
 
indices. For example, most retail trade and local services
 
are categorized as endogenous because of their heavy
 
dependence upon the level of area income.
 
A. Export Sector
 
It goes without saying that one of the most impor­
tant exogenous sectors for a community is its export sector.
 
For instance, exports of military aircraft from St. Louis
 
SMSA (Standard Metropolitan Statistical Area) would be a
 
9
 
case of the exogenous activity. The level of such exports
 
is set by forces exogenous to the St. Louis SMSA, i.e., fed­
eral or foreign government demands for military aircraft.
 
Such demands are usually determined for political and
 
military reasons. In general, the level of exports appears
 
to be determined by the external market demand as well as
 
2
 
by supply.
 
The study assumes the absence of feedback effects.
 
The logic for such an assumption is-that the community
 
under consideration constitutes such a small part of the
 
total market that it does not affect this market but is
 
affected by it. This assumption may not be valid in the
 
case of exports to immediate neighboring communities, but
 
the magnitude of such feedback effects is likely to be in­
consequential.
 
2 St. Louis may (or may not) affect demand for
 
aircraft, but it is most likely to influence its market
 
share, given extreme product differentiation in the
 
aerospace industry. Actually, McDonnell Aircraft Corpora­
tion experienced a phenomenally growing market share of
 
the Pentagon's shrinking aircraft procurement for the
 
past decade. In fiscal 1954, out of a total of $9 billion
 
worth of the Pentagon's expenditures for aircraft,
 
McDonnell's share was only 1.3 percent or $115 million.
 
In contrast, by fiscal 1964, McDonnell's contract awards
 
had increased to $600 million, while the Pentagon's
 
total aircraft procurement had been reduced to $6 billion.
 
Thus, the company's market share had risen to 10 percent
 
in fiscal 1964 from 3 percent in fiscal 1954. See
 
Fortune, November, 1964, p. 139.
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B. The Area Investment Sector
 
In addition to export industries, there are other
 
important exogenous sectors, depending upon the time span
 
chosen. In the short run, much of the area investment
 
sector seems to be influenced by forces exogenous to a
 
community such as interest rate, general -credit conditions
 
and other factors. In other words, many variations in the
 
area investment are not adequately explainable in terms of
 
3
 
the area income levels.

Certainly income ultimately affects investment, but
 
this association tends to be less pronounced in the short
 
run than in the long run. Such an association is almost
 
undiscernible in the short run (annual variations), but is
 
clearly defined in the long run (decades) according to
 
Tiebout's study.4 The dependence of area investment upon
 
area income is thus a function of time. The shorter the
 
adjustment period chosen, the less dependence between in­
come and investment is to be expected. All of this-means
 
3
Generally speaking, a great-majority of economic
 
base studies are concerned with the ratio of export em­
ployment measured against total employment even in the
 
short run. They tend to neglect other important exogenous
 
sectors such as the area investment sector.
 
4
Charles M. Tiebout, The Community Economic Base
 
Study, Supplementary Paper No. 16, published by The­
ommittee for Economic Develoument. D. 71.
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that, for short-run analysis, export and investment income
 
are taken as given, i.e., measured but not explained by
 
the model. This applies- particularly to this study which
 
deals with monthly variations of economic activities.
 
Stated more specifically, the area investment
 
sector consists of three component sectors: the area
 
housing investment, the area business investment, and the
 
area capital investment by governmental units. Variations
 
in the housing investment are not sufficiently explicable
 
on the basis of the community income level alone in the
 
short run. Even with a constant level of community in­
come, the volume of housing investment is likely to fluc­
tuate from year to year due to exogenous factors such as
 
interest rates, down payment requirements, in-and-out
 
migrations, and building-regulations. 5 Similarly, profit
 
expectations influence-the level of business investment
 
and in the short run, expectations are determined by many
 
factors in addition to current local income. The same
 
reasoning applies to capital expenditures by all levels
 
of governments (federal, state, and local) on items such
 
as roads, schools, water mains, incinerators, and so on.
 
They are more or less determined irough the political proc
 
ess.
 
In the long run, nevertheless, fluctuations in the
 
5Ibid., 
pp. 57-60.
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investment sector are likely to be associated with area
 
income and its rate of growth. This is particularly true
 
of housing construction and government capital expenditures.:
 
Less obvious is the case of business investment. That part
 
of business investment related to the area consumption
 
sector tends to be related to the area income levels in
 
the long run. The expansion of plant and equipment would
 
occur in order to meet increasing local demands accompanied
 
by the community growth. However, even in the long run,
 
business investment in export sectors would not be deter­
mined by forces endogenous to a community, but by the growth
 
rate of the external market demands. Therefore, the break­
down of business investment into investment in local con­
sumption sectors and in export sectors would be necessary. 6
 
C. Short Run V.S. Long Run Analysis
 
Economists find it important to discuss the way in
 
which certain economic activities respond to changes in the
 
levels of other economic activities in connection with the
 
passage of time. The Marshallian concept of three periods
 
of time in supply analysis is an often-cited example: the
 
market period during which output level cannot vary; a short
 
6 For a comprehensive discussion on the behavior of
 
area investment sector as well as other sectors, see Charles
 
M. Tiebout, op. cit., Chapter VI, pp. 57-75.
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run during which output can be varied but plant size
 
cannot; a long run in which all factors are variables.
 
The introduction of tinme into economic analysis'brings into
 
sharper focus the nature of a series of adjustments which
 
are set in motion by some economic variables in response
 
to changes in other variables.
 
However, the division between short run and long
 
run time spans involves a high degree of arbitrariness.
 
Tiebout suggests that as-a rule of thumb, short run analysis
 
covers usually periods from a few months up to around two
 
years. Long run analysis extends from five to ten or
 
7 
twenty years. On the basis of Tiebout's classification
 
scheme, this study will be considered a short run analysis,
 
since it is concerned with month to month variations.
 
Therefore, the area investment sector would be treated as
 
exogenous in this study within the framework of short run
 
analysis.
 
D. Other Exogenous Sectors
 
Net factor payments and net transfer payments to
 
the area may have important bearings upon local employment
 
as exogenous variables. Net factor payments to the area
 
refers to employee compensation and property income
 
received from outside the area less the total of such
 
7
1bid., p. 57.
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payments made from the area to'the rest of the world.
 
Net transfer payments to the area pertains to such items
 
as private gifts and government transfer payments from
 
outside the area less gifts and tax payments from the
 
area to the rest of the world. The great bulk of
 
transfer payments . in the form of gifts and govern­
ment payments,8 and most factor payments such as various
 
property incomes can be reasonably assumed to be exogenous
 
to a community. Furthermore, the net inflow of income from
 
such sources, as in the case of export receipts, will
 
initiate a series of income propagation through multi­
plier effects, and increase local employment accordingly.
 
Unfortunately, monthly data for transfer payments and
 
property income at the regional level are non-existent.
 
Therefore, the incorporation of such variables into a'short­
run framework would not be possible at this time.
 
E. Division of Export and Local Employment
I 
The method used to divide employment into export aid
 
local employment has significant effects on the outcome of
 
the multiplier analysis. Export employment, as defined in
 
8
That part of the area unemployment insurance payments
 
associated with employment variations in the exogenous sectors
 
(export and investment sectors) should be classified as
 
exogenous, and the remainder as endogenous.
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this study, is employment serving markets outside the
 
St. Louis SMSA. The market orientations for certain in­
dustries in the area are readily identifiable on a priori
 
grounds. Aircraft and parts, and ordnanceand accessories
 
industries belong to this category; they export 98 percent
 
of their products to the Federal Government,9 and all
 
employment in such industries will be classified as
 
export employment. The exports of an area include not
 
only goods sold abroad but goods and services sold in the
 
area to non-residents and to "foreign" governments.
 
Therefore, most federal and state government employees
 
in the area, except postal workers, are treated as export
 
employment due to the fact that they sell their services
 
to foreign (state and federal) governments. Demands of
 
state or federal governments for such services are assumed
 
to be exogenous to the area. However, postal services
 
contain predominantly an endogenous element, because the
 
allocation of postal workers depends largely upon the com­
munity size. Hotel and lodging places in the area are
 
treated similarly as an export industry, since they
 
primarily serve non-residents. In view of a close associa.­
tion between the number of local government employees on
 
one hand and the community size and its growth on the other,
 
all local government employees are assumed to be local,
 
9
Fortune, November, 1964, p. 137.
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employment. In other words, demands for local government
 
services are explainable in terms of the community income
 
level.
 
The 'construction industry raises some peculiar
 
problems despite the fact that it produces for a local
 
market. According to the Bureau of Labor Statistics
 
classification scheme, the construction sector is sub­
1 0
 
divided as 
follows:
 
S.I.C. Code No. Description
 
15 General Building Construction
 
16, Heavy Const-ruction
 
161 Highway-and Street
 
Construction
 
162 Other Heavy
 
Construction
 
17 Special Trade Construction
 
Plumbing, Heating, and
 
Air-Conditioning
 
Electrical Works-

Masonry, Stonework,
 
Tilesetting and
 
Plastering
 
Other special trade
 
construction
 
10U. S. Department of Labor, Bureau of Labor
 
Statistics, Employment and arnings Statistics for the U.S.
 
1909-62, issued 1963, Bulletin No. 1312-1, pp. 24-31.
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This classification contains major characteristics of the
 
area investment sector discussed before. As explained
 
before, the area investment sector is composed of three
 
major components: housing investment, business invest­
ment in plant and equipment, and capital investment by
 
governmental units. The construction of residential,
 
farm, industrial, commercial, public or other buildings
 
is included (except when performed by "force account"
 
and listed under other industries) under the heading of
 
General Building Construction (SIC 15). Therefore, it con­
tains some element of each major component of the area
 
investment sector. That portion of Heavy Construction
 
(SIC 16) rkelated to highway and streets, bridges, sewers,
 
water mains, and other capital improvements corresponds
 
closely to capital investment by governmental units in the
 
area investment sector. In addition, it includes various
 
heavy constructions of business units. other than build­
ing construction. 'Finally, Special Trade Construction
 
(SIC 17) involves the installment of equipment as well as
 
11
 
the maintenance of capital. Consequently, the construc­
tion industry will be classified as an exogenous sector
 
within the framework of short run analysis.
 
1
l Bureau-of the Budget, Standard Industrial
 
Classification Manual (Washington: U. S. Government
 
Printing Office, 1957J, pp. 35-40.
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On the basis of a priori reasoning, several
 
industries in the area have been so far identified as
 
either entirely exogenous (mainly export) or local
 
(endogenous) sectors. However, export employment estimates
 
for the rest of industries in the area are not easily obtain­
able by the application of such a method. Either direct
 
survey methods or indirect methods must be employed to
 
measure export employment for the remaining industries.
 
Three indirect methods to measure export sectors
 
have been commonly used:
 
[1] the judgment approach; 
[2] location quotients with a wide variety of 
variations; 
[3] the minimum requirements technique.
1 2 
The judgment approach is the simplest. The division of
 
export and local employment is made simply on the basis
 
of an arbitrary judgment, usually specialized knowledge
 
of the author.13 As illustrated previously, the judgment
 
approach was employed in this study for the selection of cer­
tain export industries on a priori grounds.
 
1 2
For a systematic and comprehensive treatment of
 
indirect methods to measure export employment, see Federal
 
Reserve Bank of Kansas City, "The Export-Local Employment
 
Relationship in Metropolitan Areas," Monthly Review (March,
 
1960), pp. 1-8. See also J. M. Mattila, andW. R.Thompson,
 
"Measurement of the Economic Base of the Metropolitan Area,"
 
Land Economics, vol. 31 (August, 1955), pp. 215-28.
 
1 3For a partial use of this method, see Federal Reserve
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Location quotients 	are most commonly used to
 
14
 
measure export employment. Sometimes they are called
 
coefficients of localization or specialization. There
 
are a wide variety 	of variations of this method, ranging
 
from the simple location quotients with respect to
 
national averages to those involving the multi-benchmark
 
method. 15 The underlying notion is simple. A location
 
quotient of 1.00 would mean that employment in that in­
dustry shows no greater concentration in the subject
 
ec6nomy than in the benchmark economy, and thus no
 
export activities involved. For a quotient exceeding
 
Bank of Kansas City, "The Employment Multiplier in
 
Wichita," Monthly Reyiew, vol. 37 (September, 1952),
 
pp. 1-7.
 
1 4
The location quotient is 
a ratio of the employ­
ment in a given industry as a percent of total employment
 
in that economy to employment in the same industry as a
 
percent of total employment in a benchmark economy:
 
ei Ei ei is tle area ith industry employment 
et Et et 
is the area total employment
Ei is the benchmark economy ithindustry employment 
Bt is the benchmark economy total employment. 
A benchmark economy refers to the economy with which­
"subject" economy, 	i.e., the area economy, is being compared.
 
15
For the use of the multi-benchmark methods, see G.
 
Hildebrand and A. Mace, Jr. "The Employment Multiplier in an
 
Expanding Industrial Market: Los Angeles County, 1940-47,"
 
Review of Economics and Statistics vol. 32, (August 1950),
 
pp. 241-49; and -G.E. Thompson, "An Investigation of the
 
Local Employment Multiplier," Review of Economics and
 
Statistics (February, 1959), pp. 61-67.
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1.00, greater specialization is indicated in the subject
 
economy relative to the benchmark economy. Therefore,
 
some portion of employment in that industry is assumed
 
to be export employment.
 
The location quotients method has been a frequent
 
target of criticism in the professional journals due to
 
its many apparent defects: (1) the assumption of uniform
 
demand throughout the nation; (2) the assumption of uniform
 
productivity; (3) heavy dependence of location quotients
 
upon the SIC digit level, i.e., the problem of product
 
-mixes.
 
The minimum requirements approach begins with the
 
selection of a group of cities roughly comparable in terms
 
of population or other indices and the percentage of labor
 
force employed in each industry is calculated for each
 
city. Next, the percentages for a given industry are ranked
 
in decreasing order of magnitude. Then, the lowest per­
centage or some point in the array is to be taken as the
 
minimum requirement by any city to be self-sufficient.
 
All employment in any community above this amount is
 
presumed to be export employment (surplus workers).1 6 The
 
16
Edward L. Ullman and Michael F. Dacey, "The Minimum
 
Requirements Approach to the Urban Economic Base," Pa and
 
Proceedings of Regional Science Association, vol. 6 ,1960)i
 
pp. 175-194.
 
21
 
serious problem involved in this approach is the proper
 
demarcation of the cutoff point, since not all cities
 
selected are likely to be alike in all respects.
 
In general, indirect methods are simple and in­
expensive, but their limitations are often too serious
 
to be assumed away, as some of them were already discussed
 
1 7
 
previously in connection with location quotients methods.
 
On the other hand, direct surveys of firms and consumers
 
to estimate export employment, despite their merits,
 
entail usually a high cost and are too time-consuming
 
to be considered for this study. As a way out of this
 
dilemma, this study will utilize data on local sales ti
 
nonlocal sectors contained in the 1955 St. Louis SMSA input
 
output table. Information concerning export sales in dollars
 
for each industry in the table were obtained primarily.
 
18
through the direct surveys of major firms in the area.
 
There is a significant advantage -in using the
 
input-output table, which would be almost impossible to
 
secure by any other approach. The use of a structural
 
1 7For a detailed discussion on the limitations of
 
indirect methods, see Walter Isard, Methods of Regional
 
Analysis (Cambridge, Mass.: M.I.T. Press, 1963) chapter
 
MT!7p-7 232-308; also refer to Charles M. Tiebout, op.
 
cit., pp. 46-49.
 
1 8
John C. Bollen, (ed.), Exploring The Metropolitan
 
Community (Berkeley & Los Angeles: University of California
 
Pes.-s 961). uD. 373-375.
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matrix will enable us to estimate all employment
 
indirectly tied to export activities. Local employment
 
linked to direct export activities (for instance,
 
purchase of local products by the area export industries
 
as inputs) can be estimated by multiplying down each
 
column of the inverse matrix by an export coefficient
 
of the industry named on the tbp of each column, and then
 
making row summations of all coefficients in each row.
 
Each row summation represents indirect export (sales or
 
employment) as a percent of the total for each industry
 
19
 
named on the left of each row 
in the inverse matrix.

However, two assumptions would have to be made
 
before the export matrix be used for export employment
 
estimates: (1) the ratio of export sales to total sales
 
corresponds approximately to the ratio of export employ­
2 0 
ment to total employment for each industry; (2) the,
 
1955 export coefficients in the input-output table are
 
still applicable to the study period of 1958-1963. The
 
first assumption seems to be reasonable, since export sales
 
and export employment tend to move in the same direction.
 
19
For a formal mathematical derivation'of export­
linked employment coefficients, see Appendix A of this
 
study.
 
2 0
For a theoretical discussion on the necessary
 
and sufficient conditions for employment ratios and sales
 
ratios to be identical, see Edwin Terry, Homer Ho t's
 
Urban Employment Multiplier, unpublished dtoliserta­
tion lIowa State Univ., 1962), pp. 63-65.
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Also, it is unlikely that-the St. Louis area economy has
 
undergone fundamental structural changes sufficient to un­
warrant the second assumption. The following studies are
 
cited in support of the above statement. According to
 
the 1955 Metropolitan Survey Study, exports accounted for
 
2 1
 
about 26 percent of the St. Louis area's 1955 output.
 
A highly diversified economy with relatively small over-all
 
export percentages such as the St. Louis Area economy would
 
be less vulnerable to economic fluctuations originating in
 
regional or national economy than a specialized economy
 
-marked by heavy export activities. Ullman computed an
 
index of specialization for 19 largest metropolitan areas
 
of the United States, using 1950 Population Census data.
 
The index ranged from 8.14 for Washington, D. C. and
 
Detroit to 1.84 for San Francisco-Oakland. The higher
 
the number, the more specialized. St. Louis with an
 
index of 2.87 ranked tenth in the degree of specialization.
 
Ten metropolitan areas were placed within the range of
 
1.48-2.87, and nine others within the range of 3.58­
8.14.22
 
It is fortunate that the industrial classification
 
of the 1955 input-output table-is very similar to the class­
ification -system adopted by'Missouri Division of Employment
 
and Security at St. Louis for the preparation of monthly
 
2 1
John C. Bollen, o . cit., pp. 466-471.
 
2 2
Edward L. Ullman, o ., p. 190.
 
24
 
estimates of employment for the St. Louis.SMSA. However,
 
some sector aggregation was required to make them com­
"° 

parable, but without -damaging the over-all sensitivity .f..
 
the classification design adopted originally.
 
Where'the sector aggregation is needed as in the
 
case of this study, the aggregate input coefficient for
 
the sectors aggregated is found by simply summing a..
 13
 
(input coefficients) of each component over a column.
 
This column summation of input coefficients stands to
 
reason. If a unit increase in demand for good j affects
 
the output i by1 a 1 . units and the output of i2 by a.123.
 
units, then the total effect of a unit increase in demand
 
for good j affects industries i + i by a + a
 
However, the same procedure can not be followed in case
 
of the inverse coefficients. "With different methods of
 
aggregation, different results are obtained for the inverse
 
coefficients. On intuitive grounds, it can be readily seen
 
that the value of an inverse coefficient is related to that
 
of every other coefficient in the matrix. Balderston and
 
Whitin provided a lengthy formal mathematical proof and
 
23  

examples of this particular problem. Therefore, a new
 
23
J. B. Balderston and T. M. Whitin, "Aggregation
 
-

in the Input-Output Mddel, Economic Activity Analysis, edited
 
by Oskar Morgenstern, (New York: John Wiley t Sons, 1954),
 
pp. 102-128.
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inverse matrix was computed to derive the indirect export
 
employment coefficients since the study involved­
some sector aggregation of the St. Louis Input-Output
 
Table in order to make the table comparable to the employ­
ment data collected for the study.
 
Unlike the 1955 St. Louis input-output table, the
 
household sector was removed f-rom the structural matrix in
 
the computation of a new inverse matrix in order to elim­
inate the income-induced effects in the inter-industry
 
,relationships.. The logic for the above procedure is that
 
the income-inducedeffects are incorporated,into the sta­
tistical estimation of the multipliers through multiple
 
regression methods for major export sectors.
 
In summary, the two different criteria for the
 
export-local employment classification can be adopted.
 
Case I: Only direct export employment coefficients ( o )
 
are used for the division of each industry employment into
 
the local and nonlocal components. Algebraidally stated:
 
x = 'ixi + (1- di) X 0 < ) K 
where X. is total employment in industry "i" and ;
1 
is direct export employment coefficient.
 
The multipliers obtained by Case I method include both inter­
industry effects and income-induced effects.
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Case II: Not only direct export employment, but all
 
indirect export-linked employment are classi-fied--as>.
 
.exogenous-employment.;
 
Algebraically expressed:
 
0<Ki = i xi + 1- fi)X Oi 1il 
where C-P. + is direct and -indirect 
export employment coefficient.
 
The multiplier values estimated by Cas6 II method will be-­
--affected-only by the income-induced effecrts, since the inte-r ­
industry effects (export-linked emplDyment) are-ta-ken-into
 
account in the classification.of export and-local employ-.-­
ment in advance of-the multiple regression analysis.­
Table I
 
Relative Importance of Export Employment for the St. Louis SMSA, 1963
 
S.I.C. Indus- Total Employment 
Code # try # Description of Industry _ _ _ _ _ ______ (1963) 
372 *1. Aircraft and Parts 100.00 100 30,300 
19 * 2. 
* 3. 
Ordnance and Accessories 
Postal Workers 
100.00 
0.00 
100 3,500
12,300 
91 &92 *4. Federal and State Government 100.00 100 20,200 
93 
15- 17 
20 
*5. 
*6. 
7. 
Employees except postal workers 
Local government employees 0.00 
Construction (investment sector) 100.00 
Food & Kindred Products 64.83 
5.79 
(12.52) 
4.54 
5.92 
13.23 
4.81 
5.92 
100 
69.64 
50,900 
36,300 
29,000 
22 &23 8. Textile and Apparel 59.00 7,39 7.88 66.88 13,600 
28 9. Chemicals 84.96 10.44 10.81 95.77 21,300 
29 10. Petroleum & Related Industries 73.20 8.55 8.86 82.06 4,300 
31 11. Leather & Leather Products 90.36 5.36 5.66 96.02 9,500 
34 12. Fabricated Metals 36.33 13.36 13.71 50.04 17,200 
35 13. Machinery Except Electrical 48.62 9.71 10.10 58.72 18,000 
33 
36 
371 
370 
14. 
15. 
16. 
17. 
Primary Metals 
Electrical Machinery 
Motor Vehicles & Equipment 
Other Transportation Equip. 
69.30 
82.31 
42.10 
79.86 
20.54 
3.51 
9.76 
2.22 
21.63 
3.56 
11.08 
2.26 
90.93 
85.87 
53.18 
82.12 
25,800 
15,400 
18,700 
3,300 
24 &25 18. Lumber & Furniture 29.26 3.97 4.04 33.30 5,100 
26 19. Paper & Allied Products 31.06 10.17 10.70 41.76 8,600 
27 20. Printing & Publishing 31.56 6.26 6.59 38.15 13,700 
21. Miscellaneous Manufacturers 39.26 33.48 37.58 76.84 20,700 
40 22. Railroad Transportation 57.08 .15.51 15.97 73.05 17,900 
41- 47 
60- 67 
23, 
24. 
Other Transport. Service 
Finance, Insurance & Real Estate 
25.39 
1.94 
8.60 
9.99 
8.70 
10.26 
34.09 
12.20 
26,200 
39,700 
50- 59 25. Wholesale & Retail Trade 9.60 13,61 14,00 23.60 152,800 
48 & 49 26. Communication, Electricity, Gas 
71- 90 27. 
& Sanitary Services 
Services & Miscellaneous 
14.58 
2.88 
11.95 
10.61 
12.21 
10.89 
26.79 
13.77 
18,700 
109,200 
Miscellaneous Manufacturers include: 	 Agriculture; Tobacco; Rubber; Stone,.Clay and Glass Products;
 
Instruments and Related Industries; Miscellaneous; and Un­
distributed.
 
a priori classification
 
= direct export employment coefficients­/ 
4, = the first export-linked employment coefficients 
= the total indirect export employment coefficients
 
;(. +A) = direct and indirect export employment coefficients 
Sources: 	 The 1955 St. Louis Input-Output Table and Monthly
 
Employment Statistics, 1958-1964, for the St. Louis SMSA.
 
CHAPTER III
 
DEVELOPMENT OF THE MODEL FOR URBAN EMPLOYMENT MULTIPLIERS
 
A. Employment Multiplier Hypothesis
 
The income multiplier hypothesis states that
 
changes in the income flows in exogenous sectors produce
 
a series of income changes in endogenous sectors and
 
result in a multiple of the original change after a lapse,
 
of a given time. Furthermore, the hypothesis asserts that
 
the multiple of the original change is greater than one.
 
Stated in a slightly different way, there exists an impor­
tant explanatory dependence in the sense that through the
 
multiplier process, the income created in endogenous
 
sectors is assumed to be determined by local spending out
 
of the income originating in the exports or the.area in­
vestment sector. therefore, if variations in employment
 
correspond approximately to variations in income ffow, one
 
would expect to find the explanatory dependence between
 
employment in exogenous sectors and employment in- endogenou
 
sectors, and an increase in employment in exogenous sector
 
will increase the total area employment by an amount greate
 
than the initial increase in employment (thus a multiplier
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1
 
coefficient greater than 1.00).
 
IEmployment, income, sales, value added, payrolls,
 
and other information can be used as measurement units of
 
economic activities. All of the measures tend to move in
 
the same direction, but in different magnitudes. The con­
ceptual problems involved in choosing one or the other
 
unit are worth being examined briefly.
 
Employment as a unit of measurement is most widely
 
used, but it may not be so sensitive in reflecting business
 
fluctuations as income accruing to residents in the form of
 
wages and salaries, dividends, interest, rents, etc. Employ­
ment as a unit would not'reflect inter-industry differences
 
in productivity, wage levels, and overtime. Despite its
 
defects, it has many compensating advantages. Employment
 
data are readily available and are often the only available
 
information (which is the major reason for the selection
 
of employment as a unit of measurement for this study).
 
Furthermore, employment is one of the most- important
 
magnitudes with which planners and policy-makers must be
 
concerned.. Finally, from a local planning point of view,
 
employment is a basic determinant of demographic changes
 
such as in-and-out migration, marriages, divorces, and so
 
on.
 
Although income as a measurement unit is preferred
 
to employment, income data may not be as all inclusive as
 
a value added type of measure, since data on property in­
come are extremely difficult to obtain, at least at the
 
regional levels, ,
 
Perhaps, the value added unit is one of the most
 
conceptually acceptable measures. It avoids the -poblem
 
of double-counting as in the case of sales used as a
 
measure. Value added by industry is roughly comparable
 
to national income originating in this industry and thus
 
gives a measure of the community income. However, since
 
value added is inclusive of corporate profits, there is
 
a minor problem of allocating corporate profits to each
 
region according to the geographical distribution of owner­
ship.
 
For,an extensive discussion on conceptual and technical
 
difficulties involved in the choice of measurement units, 
see
 
Richard B. Andrew, "Mechanics of the Urban Economic Base: The
 
Problem of Base Measurement," Land Economics, (February 1954),
 
pp. 52-60.
 
In the light of a functional relationship postu­
lated between exogenous and endogenous employment, an esti­
mate of the area employment multipliers may be obtained
 
by regressing changes of endogenous (local) employment on
 
changes of exogenous (export and investment) employment.
 
More specifically stated, an attempt will be made to
 
measure the multiplier effects on local employment in the
 
St. Louis SMSA resulting from monthly variations in export
 
and investment sectors during the period of 1958-1964.
 
B. Development of Working Hypotheses
 
In the previous chapter, direct and indirect export
 
employment coefficients for each industry in the area were
 
derived and these coefficients were used to divide monthly
 
employment estimates of each industry (from January, 1958
 
2
 
to June, 1964) into local and nonlocal components.
 
Mathematically stated:
 
Case I: = iXi + (1-o ) X. 0 d"i. 1Xi i 
iCase II: X= (ixi + 1 -?i)xi 0 
where d is direct export employment coefficient
 
d," indirect export employment coefficient, and?;Ar
 
direct and indirect export emoloyment coefficient.
 
2
See pp. 25-26.
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Three regression models with one unit time lag between
 
local and nonlocal employment will be used to estimate
 
urban employment multipliers. Expressed in mathematical
 
equations:
 
Model I: Yt = a + b X t-1 + . + bn nxn t-1
 
+b X + +b X
 
bn+l Xn 1+ bn+2 Xn+2 + + bn+12 
n+12
 
(t = 1,2, ... ,q) 
where Yt 1 i ) X is-the area total local
=Ic 
employment; X n+ trend factor; and X n+ 2 Xn+12 dummy
 
variables for seasonal factors.
 
Model II: Yt= a + b1 i t-1 + b2T + b3X3 "'=xX + 
b13X13 where X3 - X13 are dummy variables
 
for seasonal adjustments, and T trend.
 
Model III: (i- k) Xit= a + b l t-i+ " +XI 
bn d Xn t-l + bn+l Xn+l +bn+ 2 Xn+2 + 
b X
 
n+12 n+12
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Model I takes the form of a multiple regression equation
 
by disaggregating the total area nonlocal employment into
 
major export industries and the investment sector (con­
struction industry). The above multiple regression model
 
will enable us to estimate a net relationship between any
 
specific export industry (for instance, aircraft industry)
 
and the area total local employment, partialling out
 
other export industries effects and other factors affecting
 
local employment. Model II will regress changes of the
 
area total local employment on changes of total nonlocal
 
(exogenous) employment. The regression coefficient obtained
 
would be a gross average multiplier for, the entire export
 
sector and the investment sector, and it would not neces­
sarily apply to any specific export activity. More strictly
 
speaking, all the area export employment are grouped into
 
one aggregate called "basic employment", and similarly all
 
the local employment into "non-basic employment". There­
fore a regression coeffitient for the model II represents
 
an aggregate multiplier for the basic employment as a whole
 
(or the entire exogenous sectors). This method has been
 
most commonly used in the economic base studies. 3 The
 
met)hod assumes implicitly that an employment increase in
 
any export industry would affect equally the local employmenI
 
3Cf. Hildebrand.and Mace, o ., pp. 241-49 and
 
Thompson, op. cit., pp. 61-67.
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The method does not allow for differential impacts of
 
each export industry upon the local employment resulting
 
from inter-industry differences in factor income payments,
 
productivity, the consumption habits of employees, etc.
 
Model III is identical with Model I on the right
 
side of the equation. However, on the left side, each major
 
local employment component is substituted for the area
 
total local employment as dependent variable. This
 
model is conceived primarily for the purpose of delineating
 
the employment impact of a given major export industry
 
(especially, aircraft industry) upon a specific major local
 
(endogenous) employment. The following industries are
 
tentatively selected as major local industries to be
 
admitted into the equation as dependent variable, since
 
they comprise the major components of the area consumption
 
sector: 
S.I.C. 
Code # Description of Industry _ 
Total Employment 
(1963) 
60-67 Finance, Insurance & Real 
Estate 
1.94 39,700 
50-59 Wholesale and Retail Trade 9.60 152,800 
48-49 Communication, Gas, 
Electricity & Sanitary 
Services 
14.58 18,700 
41-47 Local Transportation Service 25.39 26,200 
71-79 Business & Personal Services 2.88 109,200 
34
 
In order to determine the probable magnitude of export­
linked employment effects (often called inter-industry
 
or indirect export effects), another statistical
effects 

estimation of the Model II will be carried out, using this 
time direct and indirect export employment coefficients 
f ) for the division of industry employment 
into local and nonlocal parts. Expressed in mathematical 
notations:
 
X 1 T . 1, YModel III: Yt = a + b 
+ b - XI3 
are direct and indirect export employment
(o+A)
where 6j 

coefficients and T trend variable.
 
C. The Introduction of a Time Lag
 
Complex interacti.ons among multifarious economic
 
and in­activities involve usually some form of time lags 

stantaneous adjustments 
are rather uncommon phenomena in
 
the real world. In this context, the time dimension
 
assumes a crucial importance in economic analysis. Un­
fortunately, very little has been empirically determined
 
about the probable nature of various lags and their stability
 
over time. One can build a wide variety of lags into the
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model, depending upon various assumptions to be made
 
with regard to consumption function, production function,
 
economic structure, and other factors governing lags.
 
It is interesting to note that in the absence of
 
a time lag, model I is a mathematical identity, provided
 
area contain both local and nonlocal
all -industries in the 

a net regression coefficient
employment. In such a case, 

(multiplier) for each export industry can be readily
 
obtained by simply computing the ratio of export
 
employment percentage to local employment percentage,
 
i.e., 1 - /4i , without going through a time-consuming­
multiple regression analysis.
 
The study will introduce one unit time lag in
 
export-local employment relationship. One period time
 
lag-is chosen, partly because of its simplicity and con­
venience in terms of the statistical implementation of
 
the study, and partly because of lack of information on
 
the behavior of various distributed lags.
 
However, the length of a time lag poses a difficult
 
problem. Fortunately, Metzler identified and estimated
 
empirically the relative length of three major lags in
 
4
For a mathematical proof, see Appendix B of this
 
study.
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flow of income, which bears some relevance to this study.D
 
The first type of lag is called a "consumption lag", which
 
deals with a lag in consumers' expenditures behind income
 
payments. Suppose that the initial change takes the form
 
of additional payments to factors of production in the aea
 
export industries resulting from an increase in net exter­
nal receipts. Recipients of such income will increase
 
eventually their consumption expenditures, but at differ­
ent time periods, depending upon the consumers' expecta­
tion, inertia, habit, etc. Therefore, to the extent that
 
there is a delay in the consumption expenditures, the
 
income propagation process through multiplier effects is
 
brought to a halt temporarily.
 
Metzler found little evidence of a consufnption lag
 
in his study, when quarterly data of consumption are com­
pared with income payments for the period of 1929 to 1938.
 
Consumption appeared to be dependent largely upon income
 
of the same quarter. He inferred from these data that the
 
lag in consumption is considerably less than a three month
 
6­
period. Similarly, D. H. Robertson, with whom the expendi­
ture lag is usually associated, assumed a lag of one day in
 
5 Lloyd A. Metzler, "Three Lags in the Circular Flow
 
of Income" LcnmeaEmloyment and Publi, olicj, Essays in
 
Honor of Alvin H. Hen (New York: . N on Co.,
 
Inc., 1948), pp. 11-32.
 
6 Ibid., p. 22.
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the expenditure of income behind its receipt.
 
The second category of lag in the circular flow
 
of income is the lag in output behind a change in sales.
 
The length of output-lag was estimated by comparing
 
quarterly figures of net national product with the total
 
of manufacturers' and retailers' inventories.(wholesalers'
 
inventory data unavailable then) for the period of 1921
 
to 1938. The logic behind this method is that both at the
 
upturn and downturn of a business cycle, the discrepancy
 
between output'and sales takes the form of variations in
 
inventory. Therefore, the upward (downward) movement in
 
inventory .after the close of rising (falling) income is
 
indicative of the lag in output. This method did not
 
separate intended changes in inventory for speculative
 
purpose and for other reasons from the changes which
 
result from a temporary discrepancy between sales and
 
output. However, Metzler showed persuasively a number of
 
examples to the effect that a particular movement of in­
ventories in the period 1921-1938 was unlikely to be an
 
8
intended movement. His empirical evidence suggests that
 
the output lag is much more pronounced than the consumption
 
lag in quarterly data, and the former probably longer than
 
7
D. H. Robertson, Banking Policy and Price Level,
 
p. 59.
 
8Metzler, 22 .~,pp. 25-28. 
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9
 
a three-month period.
 
The third lag is concerned with the lag in the
 
distribution of profits. Apart from the fact that it is
 
difficult to obtain empirical data concerning the lag in
 
the distribution of dividend payments, the influence of
 
this lag on the income propagation was heavily discounted
 
by Metzler due to the high propensity to save on the part
 
of business units.1 0 Perhaps, in view of the small ampli­
tude of fluctuations in dividend payments, relative to
 
fluctuations in corporate profits, the exact length of
 
the lag in dividend payments wouldnot be a matter of
 
great importance.
 
The Metzler's first two lags, consumption and
 
output lags, seem to be adequately comparable to the non­
local-local employment lag in this study. This compara­
bility can be easily visualized if one traces through a
 
series of-income propagation processes set in motion by
 
the initial stimulus in any exogenous sector. Assume that
 
there is an increase in the Federal Government demand for
 
military aircraft produced in the area. First, such an
 
increase in demand would lead to expansion of employment
 
and'other factors of production in the aircraft industry,
 
9
1bid., p. 27.
 
1 0 Ibid., pp. 28-30.
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and accordingly an increase in factor payments. 
 Factor
 
income recipients would eventually spend a part of their
 
income on goods and services in the area. This local
 
spending out of the income originated in the aircraft
 
industry would complete the consumption lag discussed
 
by Metzler. Next, the increase in the consumption
 
expenditure on the part of the-aircraft industry employees
 
corresponds to an increase in sales, which would, in turn,
 
result in the expansion of output through the transmission
 
of increased orders from retailers through wholesalers to
 
producers. Finally, an increase in output for the area
 
consumption sector would induce the expansion of local
 
employment, and thus complete the output lag.
 
It would be extremely hazardous to pinpoint the
 
exact length of the consumption lag and output lag. Never­
theless, in the light 6f empirical data examined and also
 
a priori grounds, the consumption lag seems to be negligible,
 
perhaps much shorter than'a quarter period as indicated by
 
Metzler, and the output lag somewhat longer than the 
same
 
period. One could make an educated guess that the probable
 
average length of time for both lags combined may range
 
from a one-month to a six-month period or slightly longer.
 
Tentatively, the study will attempt to introduce various
 
different lengths of time lag on 
the trial and error basis
 
in order to determine which one of them would represent the
 
-best empirical statement of the export-local employment rela­
tionship.
 
CHAPTER IV
 
STATISTICAL ESTIMATION OF THE MODEL FOR URBAN
 
EMPLOYMENT MULTIPLIERS
 
A. Study Area Delimitation
 
The delimitation of an appropriate study area
 
poses numerous problems, both technical and theoretical,
 
1
 
for any regional impact study. The nature and levels
 
of economic activities are highly dependent upon the
 
way the study area is demarcated. For example, in case
 
of a small residential commuter community contiguous 
to
 
the core city, virtually all economic activities-are
 
exogenously determined and little endogenous activity
 
exists. That is to say, exports of their factor services
 
to the core city or neighboring communities are a predominant
 
economic activity of the tommunity in question and its level
 
is determined by forces exogenous to the community, i.e.,
 
levels of economic activities of the core city or surround­
ing communities. However, as the delimitation of the study
 
1
For a comprehensive treatment of various technical
 
and theoretical problems involved in the study area delimit­
ation, see Richard B. Andrew, op. cit., pp. 309-319.
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area becomes broader, the scope of the area export
 
activities becomes narrower. There are no export
 
activities in the completely closed system in which
 
the world as a whole is chosen as a study area.
 
The principal problem seems to consist in the
 
selection of a proper criterion according to which the
 
study area is demarcated. The adequacy of such a cri­
terion depends upon the purpose of the study undertaken.
 
The study area defined by relatively "pure" economic
 
criteria may not necessarily agree with boundaries
 
drawn by equally pure social criteria. However, in
 
economic studies such as this one, the guiding principle
 
for the study area delimitation should emphasize the con­
cept of integration and interdependence of productive
 
activities within the economic area. In other words,
 
the outer limits of the study area should be determined
 
by the range of interdependence of economic activities
 
within the economic community.
 
The area chosen for this study is the St. Louis
 
Standard Metropolitan Statistical Area, which consists of
 
St. Louis City, St. Louis County, St. Charles County in
 
Missouri, and Madison and St. Clair counties in Illinois.
 
Surrounded by a very sparsely populated and mainly agri­
cultural hinterland, the area is considerably isolated
 
from other metropolitan areas or competing urban areas of
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any form. Very little labor mobility seems to exist
 
between the metropolitan area and adjacent areas'. Ii
 
many respects, the St. Louis SMSA is regarded as a di!
 
tinct, closely integrated, economic entity.
 
B. The Data Sources
 
The employment data collected for this study are
 
monthly employment statistics for the St. Louis SMSA,
 
covering the study period of January, 1958 to June, 1964.
 
They were prepared monthly by the Missouri Division of
 
Employment Security in St. Louis. The employment statis­
tics concern estimates of wage and salaried nonfarm em­
ployment by industry, excluding proprietors and the self­
employed, but farm employment statistics for the St. Louis
 
SMSA were collected separately from the same office
 
designated above. The-employment estimation method used
 
for the preparation of these data by the Missouri Division
 
of Employment Security is explained in detail in appendix
 
C of this study. The collected data were classified into
 
the exogenous and endogenous employment by industry in the
 
manner described in Chapter II. Then, they were fitted
 
to multiple regression and correlation for the statistical
 
estimation of the model developed in Chapter III with the
 
aid of the IBM 7072 computer at the Washington University
 
2
John C. Bollen, op. cit., p. 373.
 
3 
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Computer Center in St. Louis. A stepwise multiple
 
regression method was employed for programming the data..
 
C. Identification of the Variables
 
The following set of dependent and independent
 
variables are used in the employment multiplier estimating
 
equations.
 
The dependent variables are:
 
n 
Y = 	 the area total local employment [Y =2i. (1- K) 
Xi in castof using direct employment Coefficients 
and Y1 = ( 1 - .)X. in case of direct and 
indirectexport and employment coefficients]. 
= 	 total local employment in insurance, finance, 
and real estate industries 
Y2 

Y3 =.total local employment in wholesale and retail
 
trade industries
 
Y = total local employment in communication, gas,

4 electricity and sanitary services industries
 
= 
Y5 
 total local~employment in local transportation
 
services industries
 
Y6 = total local employment in business and personal
 
services industries.
 
3
This is a complete Fortran program which performs
 
a multiple linear regression upon the input data. The
 
included stepwise regression procedure yields intermediate
 
regression equations, adding one variable at a time. The..
 
variable added at each step is the one which is expected
 
to make the best improvement in the fit.
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The independent variables are:
 
XI =.total employment in aircraft and parts 
industries 
X2 = total export employment in chemicals and allied 
-products industries 
.X = total export employment in primary metals 
industries 
X4 = total export employment in electrical machinery 
industries 
X5 = total export employment in railroad transportatic 
service industries 
X6 = total federal and state governments employees 
X7 = total export employment in textile and apparel 
industries 
X8= total export employment in machinery (except 
electrical)-industries 
X9 = total employment in the area investment'sector 
XIO = total export employment in miscellaneous 
industries " 
X = trend 
X12 X22.= dummy variables for seasonal adjustments 
X23= the area total exogenous employment (XLXi or
 
2- '.X) 
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D. 	Empirical Results and their
 
Analysis and Interpretation
 
The estimated equations over the sample period of
 
January, 1958 - June, 1964 in hundreds of persons are:
 
Equation (1)
 
= 3449.1250 0.8256 X+ +0.1314 X +0.8470 X 
(0.3196) (0.9235) (0.6120)
 
+2.7112 X4 t_i+I.0579 X5 tl -0.0383 X6 t-lt4.
0 3 7 7 X7 t-i 
(0.8963) (2.662) (0.3932) (2.140)
 
+2.1582 X +0.4324 X -0.3756 X +4.4176 X 
8t-l * 91t-l- 10 t-l+* 1 
(1.640) (0.2193) (0.2316) (0.6185)
 
+52.1399 X12+78.1275 X13+123.7589 X14+81.7381 X15
 
(15.67) (15.67) (15.73) (15.73)
 
+64.8280 X16+88.0518 X17+85.9692 X18+50.2291 XI9
 
(16.90) (20.45) (21.22) (19.69)
 
+117.1790 X20 -22.6701 X21 -24.6820 X22
 
(19.54) (19.07) (16.46) 
t - ( t -1 ) : 3 month 
R2 =0.96 
Standard error of Y1 t=22.9233
 
Degrees of freedom = 52
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Equation (2A)
 
3 7 7 0 0 

Yt 3450.0291+0.4758 X2 3 t_1+ . X1 1 +58.7358 X1 2 +86.1350 X1 3
 
(0.0608) (0.1721) 
 (17.82) (17.83)
 
1 + 7 9 . 31 3 0 + 7 1 "6 84 8 

+136.4550 X14+90.8511 Xis+62.333 X16 3I? X18
 
(18.29) (18.38)
(17.78) (18.30) (18.25) 

8 

+54.1821 X1 9 +122.8085 X2 0 -18.1640 X2 1 "27.476 X2 2
 
(18.33). (18.33) (18.32) (18.24)
 
t - ( t-i ) = 3 month 
2
R 0.91
 
Standard error of Y 
= 31.5408
 
Degrees of freedom = 61
 
;4 
the area total exogenous employment
2 i t-.
x23 

Equation (2B)
 
3 4 6 +78.7688 X1 3
 Y1 t=3016.265+0.2719 X2 3 't-l+3. 5 Xl1 +51.4569 X1 2 

(0.0534) (0.1917) 
 (20.83) (20.88)
 
77 9 3 4 3 3 7 
X1 6 +82.6051 X17
+123.0386 x1 4 +40. X15 +67.
 
(21.26)
(20.68) (21.29) (21.27) 

+

+78.7222 X18+59.1891 X19+122.4779 X 20 2.0772 X21-18.1450 X22
 
(21.8) (21.25) (21.24) (21.25) (21.21)
 
X23 7 x. t-l Standard error of Y=36.7231
 
Degrees of freedom = 61
 
t- .(t-1) = 3 month
2 0.87 

Table 2. A Summary of Employment Multiplier Estimating Equations 3A - 3E**
 
Equation 3A Equation 3B Equation 3C Equation 3D Equation 3E
 
Coeff. STD Error Coeff. STD Error Coeff. STD Error
Var.# Coeff. STD Error Coeff. STD Error 

0.0259 0.0179 0.4389* 0.1269 -0.0211 0.0112 0.2007* 0.0428 0.1104 0.0740
X1 
 0.1939 0.2139
0.3666 -0.0248 0.0326 -0.1095 0.1237

-0.0741 0.0518 -0.0650
X2 0.1418
0.1944 0..2429 0.0801* 0.0216 -0.0380 0.0820 -0.2389
0.0661*0.0343
X3 
 0.0316 0.7285* 0.1201 0.0230 0.2076
 X4 0.8182 0.3157* 0.0727 0.4233 0.2762 -0.4506 0.4775

0.0389 0.0513 0.9808* 0.3558 0.0296 

-0.0431 0,1156 -1.2167 

-0.0012 0.0221 -0.2989* 0.1561 

X5 
 0.0116 0.1386 -0.0383 0.0527 0.0302 0.0911
 X6 0.0653 0.0754 -0.2285 0.2867 0.6788 0.4957
 
-0.1341 0.1200 1.2709 0.8494
X7 
-0.0520 0.3798
 0.0810 0.0919 -0.0609 0.6508 -0.0213 0.0578 0.7278* 0.2197
X8 0.0293 -0.0670 0.0507
Xg -0.0115 0.0123 0.0363. 0.0871 -0.0036 0.0077 0.0212 
 0.0310 0.0165 0.0537
0.0919 -0.0170* 0.0082 -0.0806*

-0.0011 0.0129 0.1069
X1 0 0.1837* 0.0829 2.3659* 0.1432
0.2860 0.2455 -0.0407 0.0218
0.5128*0.0347
X1 0.5525 4.5018* 2.1000 8.6976* 3.6310
 X12 -0.0195 0.8790 15.2365* 6.2220 0.4321 

0.5124 0.8788 18.6315* 6.2210 
 -0.2569 0.5524 4.-7535* 2.1000 13.5864* 3.6300
 X13  
 0.5542 10.3536* 2.1070 10.7818* 3.6420
5.1196*0.8818 27.3077* 6.2420 -0.0953
X14 
 0.5542 11.0604* 2.1070 5.3181 3.6420
 8.9520*0.8818 27.4307* 6.2420 0.7242
Xi5 1.3452* 0.5957 10.3671* 2.2650 0.5951 3.9150
 8.1498*0.9478 31.9127* 6.7090
X16  0.2637 0.7209 6.4615* 2.7410 13.5689* 4.7380
 4.6545*1.1470 32.8342* 8.1190
X17  0.7478 8.8952* 2.8430 20.5623* 4.9140
 2.9402*1.1900 30.7861* 8.4220 0.8659
X1 8 0.6939 6.6663* 2.6380 12.879 * 4.5600
X19 1.1113 1.1040 41.5626* 7.8150 -0.3091 
 2.4642 2.6180 11.7868* 4.5260
 0.2816 1.0960 89.6997* 7.7570 0.2791 0.6888
X20  7.5680 0.1186 0.6720 0.0714 2.5550 2.3581 4.4160
 X21 -0.7722 0.1069 6.9132 
 3.8130
0.5391 0.5802 0.2227 2.2060 - 0.1610
-0.7057 0.9231 - 8.9811 6.5340X2 2  

P
2 0.99 0.92 0.97 0.83 0.99
 
STD Error cEY 1.285 9.098 0.807 3.071 5.309
 
52 52
DegrsesofFreedm52 52 52 
 869.756
Constant 356.5403 1038.293 133.920 42.143 

industries
 
Oquation 3A:Tmnacts of the exogenous sectors on the local employment in finance, insurance,real ostate /
 
Equation 3B:Impacts of the exogenous sectors on the local employment in wholesale & retail trade industries
 
Equation 3C:Imnacts of the exogenous sectors on the local employment in comm.,gas,electricity,&sanitary serv.
 
[ 'uation 3D:Impacts of the exogenous sectors on the 
local employment in local transportation serv.industries
 
local employment in business & personal serv.industries
Ea*uation 3E:Impacts of the exogenous sectors on the 
statistically significant at an W of 0.05 level.
 
Further details on the results of multiple regression and eorrelation analyses for the derivation
 
of urban employment multipliers, see unpublished technical appendices of this study.
 
* For 
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Below each estimated parameter, in parentheses, is
 
the-standard error of the estimate and the ones with an
 
asterisk are statistically significant at an -d-of 0.S.
 
level. The standard error of the estimate gives us a-meas­
ure of statistical.reliability.4
 
In general, the finer is the breakdown of the
 
exogenous variables, the better is the predictive power
 
of the model. However, an ideal theoretical model is very
 
seldom empirically implemented mainly due to common problems
 
faced by researchers since time immemorial--a lack of adequate.
 
quantitative data. This is no exception to this study.
 
Particularly, the predictive power of the model may be im­
proved by a further disaggregation of the area investment
 
sector: the separation of housing investment from other
 
business investments which tends to be influenced by diffel
 
ent social and institutional forces. Nevertheless, in the
 
light of the inadequate data available, the overall break­
down of the model estimated in this study seems to be suf­
ficient, especially in export sectors, to permit usoto meas
 
ure differential impacts of various major exogenous activities
 
upon the area employment.
 
-4The standard error -of the net regression coefficients
 
with the number of observations will serve to indicate -the
 
extent to which the values may vary from the true value
 
simply due to chance of fluctuations of sampling, and so
 
caution him not to attach more importance to them than
 
their significance justifies.
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Various time lags, ranging from one to six months;
 
were experimented with to select the best empirical fit of
 
the export-local employment relationship. The selective
 
criteria for the best fit were established in terms of the
 
degrees of statistical significahce of the net regression
 
coefficients in the equations estimated (indicated by T-test),
 
2
and the determinant of multiple correlation (R ), which ac­
counts for the proportion .of variance in the dependent
 
variable associated jointly with the independent variables.
 
On the basis of the above criteria, a three-month time lag
 
was considered as yielding the best results out of the six
 
different time lags tested. Therefore, a three-month time
 
lag between the exogenous and endogenous employment was in­
corporated into the implementation of the empirical model
 
in this study.
 
The equation (1) is a disaggregated model desigied
 
to measure differential impacts of major export sectors and
 
the investment sector in the St. Louis SMSA upon the area
 
total local employment. More specifically stated, the net
 
regression coefficients represent the extent to which the
 
area local employment would expand (or decrease) as a result
 
of multiplier effects of the initial increase (or decrement)
 
inthe sectors for which the net regression coefficients
 
were computed. For instance, the net regression coefficient
 
for aircraft and parts industries (0.8256, significant at
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an d, of 0.05 with T-test of 2.58321) as it stands ir
 
dicates that the area local employment tended to increase
 
about 83 persons for every increase of one hundred employees
 
in the above industries on the average, under the ceteris
 
paribus condition. Therefore, the employment multiplier
 
for the aircraft and parts industries corresponds to 1.83,
 
which is computed by dividing changes in the total area
 
employment by changes in export employment in the industry
 
under consideration.
 
The multiplier value obtained may differ from one
 
sector to another because of many interindustry differences
 
in the following respects: (1) the industry purchase of
 
input factors from local sources; (2) wage and productivity;
 
and (3) consumption patterns of employees. The last two
 
items account for the interindustry difference in the income­
induced effects, while the first represents the interindustry
 
effects. For instance, a substantial difference in the
 
multiplier values estimated between chemicals and allied
 
products industries (1.13) and electrical machinery in­
dustries (3.71) may be explained partly in terms of the
 
difference in the amount of the industry-purchase of inputs
 
from local sectors. According to the 1955 St. Louis input­
output matrix, the chemicals and allied products industries
 
purchased locally inputs in the amount of $244,075.00 out
 
of the total inputs purchases estimated at $494,752.00.
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Therefore, about the half of the total inputs purchases in.
 
dollar values was from local sources-and the other half
 
constituted imports from outside the St. Louis SMSA. The
 
local purchases of inputs by the electrical machinery
 
industries amounted to $137,931.00 as ,compared with
 
$202,970.00 worth of the total inputs purchases. Thus,
 
about 70 percent of the total input purchases came from
 
inside the St. Louis SMSA and the rest represented import
 
5
 
leakages.
 
Nearly all the signs of the regression coefficients
 
in the equation are in accordance with-the theoretical ex­
pectations. However, the two coefficients with a negative
 
sign require comment. First of all, the two coefficients,
 
X6 (federal and state governments = -0.0383) and X 0
 
(niscellaneous industries = -0.3756), are statistically
 
insignificant at an o of 0.05. Therefore, little reliabilil,
 
can be placed on these estimates. Secondly, little economic
 
importance can be attached to them. The magnitude of the
 
coefficient for X is so small that the area local employment
 
can hardly be affected by changes in the activity level of
 
this sector. With regard to the miscellaneous industries,
 
largely due to the average-out effect of the aggregation
 
of heterogeneous sectors, it is extremely difficult to
 
5
John C. Bollen, o . Supplement to Chapter 16,
 
Appendix F., pp. 460-471.
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differentiate between component industries having positive
 
multiplier-effects and those having negative effects.
 
Thirdly, it is theoretically conceivable to have a nega­
tive multiplier sign. An increase in demand for products
 
of an export industry whose income-induced and'interindustry
 
effects are relatively low may reduce the demand for prod­
ucts of other export-industries with a relatively high
 
degree of multiplier effects, when their products are
 
closely substitutible. This shift of.demand may occur
 
through a price-cut or change in taste in favor of the
 
former or in any other way. Then, an employment expansion
 
insuch an export industry would be associated with a de­
cline in- the area local employment, because a -net gain of
 
the area local employment attributable to an initial employ­
ment increase in the former industry can be more--than offset
 
by a net loss of the same employment resulting from a decline
 
in- other -export activities.
 
X is a trefid variable, which indicates a-tendency
 
for the area employment to increase-(or decrease)-over a
 
long period of time. 6 Xj,-X,, are dummy-variables designed
 
6The long run gradual growth or decline of certain
 
economic activities implied in trend-may result from such.
 
fundamental forces as popu3aion growth, technological
 
changes, improvement in productivity, and-changes in
 
consumption habits.
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for seasonal adjustments, 7 which reflect the recurrence of.
 
the monthly pattern of variations in the area employment.
 
Most seasonal variations in the area employment tend to
 
increase in the positive direction, and their magnitudes
 
range from the lowest value of -24.7 to the highest value
 
of 123.8.
 
The seasonal adjustments improved substantially the
 
2

regression fit by increasing the value of R from 0.78 for
 
the fit seasonally unadjusted to 0.96 for the fit seasonally
 
adjusted. Moreover, as a result of the seasonal adjustment,
 
the number of regression coefficients which are statistically
 
significant at an o of 0.05 doubled. Standard errors of
 
most regression coefficients were considerably reduced,as
 
evidenced by the fact that out of a total of 11 independent
 
variables, eight variables had T-test values greater than
 
1.3 when seasonally adjusted, as compared with only three
 
variables exceeding this value for the equation without
 
seasonal adjustments.
 
Often, the proper treatment of seasonal factors would
 
improve considerably an empirical measurement of economic
 
relationships. This is particularly likely to be true in
 
such a short run analysis dealing with monthly variations
 
as this study, since underlying factors tend to move slowly
 
7
 
Seasonal or periodic variations may be explained
 
by the operation of forces related to climate or custom.
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from month to month or even from quarter to quarter,
 
and seasonal variations may dominate-the short run changes
 
in observed data. In short, movements in observed data
 
may fail to reflect changes in basic-economic conditions,
 
when they are not free of purely seasonal factors.
 
Finally, the determinant of multiple correlation
 
2
(R ) in the equation (1) indicates that all 22 variables
 
together explained 96 percent of all the variance in-the
 
area total local employment observed during this 75-month
 
period.
 
The same interpretations as applied to the
 
equation (l) can be followed in case of the equations (3)
 
except for the difference in the dependent variable. In 
the equations (3), the total local employment in each 
major component of the area endogenous sectors [(I- K)X i] 
was substituted for the area total local (endogenous) employ­
ment ( 3 (i- ) Xi ) as the dependent variable. These 
equations were designed primarily to analyze the relative 
importance of -the area major export industries in terms of
 
the employment impacts upon individual consumption and
 
,services industries selected.
 
It is interesting to note that variations in the
 
area local employment associated with seasonal elements
 
are markedly high in the retail and wholesale trade in­
dustries among various area consumption and service
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industries. Among major export industries in the area,
 
electrical machinery (X4 = 0.9808) aid aircraft and parts
 
(X1 = 0.4538) appear to have most significant. employment
 
multiplier effects on the retail and wholesale trade
 
sector. Probably,-relatively high wage rates in these
 
two industries may have some important bearings on high
 
multiplier effects, since the income-induced effects are
 
expected to work most effectively in the retail and whole­
sale trade sector.
 
The equations (2) attempt to derive an aggregate
 
multiplier for the entire exogeneous sectors combined.
 
In the equation (2A), as mentioned before, only-direct export
 
employment coefficients (g<) were used to divide each in­
dustry employment into the export and local employment,
 
and they were respectively aggregated into one variable,
 
exogenous and endogenous. The multiplier value obtained 
through the regression of the exogenous employment upon 
the endogenous employment was affected by both interindustr, 
effects and income-induced effects. In contrast, direct 
and indirect export employment coefficients ( = + , = 
export-linked employment coefficients computed from the inverse 
8
 
matrix) were employed for the same procedure in the equation
 
(2B), and hence, its multiplier value is determined only by
 
8
See pp. 25-26.
 
56
 
the income-induced effects. Consequently, the discrepancy
 
between the two regression coefficients of the two equa­
tions would indicate the relative importance of the inter-­
industry effects with regard to the area employment
 
creation. The difference between the two parameters
 
estimated (0.4785 for the equation (2A) - 0.2719 for. the
 
equation (2B) ) is 0.2039. Therefore, it can be inferred
 
from this that on the average, there is an increase of
 
about 48 persons in the local employment for every one
 
hundred increase in the exogenous employment (multi­
plier = 1.48). Slightly less than the half of this em­
ployment increase (20/48 = 0.42) is due to the inter­
industry effects, and the remainder (58%) is accounted for
 
.9
 
by the income-induced effects.
 
9
The two regression coefficients are highly signif­
icant at an d, of 0.01 level with T-test values of 7.8297
 
for the equation (2A) and 5.0922 for the equation (2B).
 
Most previous studies concerned with an application
 
of the employment multiplier to the study of a regional
 
economy have the two common characteristics: (1) the use
 
of location quotients or a variation of them for the
 
classification of industry employment into the export
 
and local components, and (2) the derivation of an aggregate
 
multiplier for the entire export sector by a simple linear
 
regression of total local employment on total export employ­
ment. For example, see G. E. Thompson, op. cit., pp. 61-67;
 
George H. Hildebrand and Arthur Mace, op. cit., pp. 241-49;
 
and Kyoshei Sasaki, "Military Expenditures and Employment
 
Multiplier in Hawaii," Review of Economics and Statistics,
 
vol. 45. (August, 1963), pp. Z98-304. The regression
 
coefficient for X23 in the equation (2A) also represents
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This aggregate multiplier can be used (1) to
 
calculate an optimal rate of employment growth required
 
to sustain full employment in the area economy, and (2)
 
to project population growth for a given level of employment
 
increment in the exogenous sector. At the outset, it must
 
be admitted that the method used here to project future
 
population and estimate an optimal rate of employment growth
 
is very naive and crude. However, the following example
 
is not intended for the demonstration of a sophisticated
 
technique to estimate the probable magnitude of such
 
variables, but for an illustration of how an urban
 
an aggregate multiplier for the exogenous sectors as a
 
whole. However, it differs from most previous studies in
 
the form of equation estimated and the method used to
 
classify export and local employment. The equation (2A)
 
takes the form of multiple regression designed to allow
 
for trend and seasonal elements in time series data,
 
with which most studies were not usually concerned. In
 
addition, this study relied upon the information on export
 
as percent of the total'sales by industry, obtained through
 
the direct survey method for the preparation of the 1955
 
St. Louis input-output table.
 
The value of employment multiplier (1.475) estimated
 
from the equation (2A) is considerably lower than those
 
obtained from the previous studies cited above. The value
 
of employment multiplier in Lancaster County, Nebraska was
 
estimated to be 2.311, while that of Los-Angeles County was
 
2.248. The employment multiplier for the Hawaii study was
 
2.283. The difference in the multiplier -values obtained
 
between this study and others may arise from the following
 
sources: (1) difference in the method used to classify
 
industry employment into export and local parts; (2) differ7
 
ence in the form of equation specified; (3) probable effects
 
of trend and seasonal adjustments on the multiplier value;
 
and (4) interregional difference in the economic environment.
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employment multiplier analysis can be applied to various
 
important problems of our time.
 
First, a set of assumptions has to be made with
 
regard to the desirable state of economy we wish to
 
achieve. Let us assume that five percent-unemployment
 
of the labor force is the level which maximizes the area
 
employment without risking inflation, an annual rate of
 
population growth 10,000, and the labor force participa­
tion rate 45- percent. Then; an annual growth rate of 
the labor force is 4,500' (10,000 x .45) and 4,275 
(4,500 x 0.95) additional jobs are required each year to 
maintain a full employment economy at the five percent 
level. The multiplier estimate (1.48) suggests a required ­
annual expansion of about 2,889 exogenous employment 
(4275/1.48 = 2889) to meet an annual increase of 4275
 
total area employment. To the extent that there is an
 
appreciable increase of- employment associated with trendmad
 
seasonal factors, the above requirement for the expansion
 
of exogenous employment has to be discounted.
 
In the above illustration, population growth is
 
given or rather a determinant of a required growth rate
 
of exogenous employment to maintain full employment. This
 
time, population growth can be treated as a determined
 
variable and exogenous employment as a determinant of
 
the former. Under the same set of assumptions specified
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for the previous example, an annual increase of 3,000
 
exogenous employment will show a rise in population of
 
about 10,311 (3,000 x 1.48 / .45 x .95 ) each year..
 
The first method may prove useful in planning full employ­
ment in a rapidly growing region such as California in
 
terms of population due to a heavy influx of migration.
 
The application of the second method may be relevant to a
 
region characterized by a stagnant or stable population
 
growth. In such a region, the multiplier analysis would
 
be useful in estimating various future needs (such as
 
water resources needs, school expansion, capital improve­
ment, public transportation, etc.) associated with an
 
anticipated population growth resulting from the 
intro­
duction of a new export industry or expansion of the
 
existing industries.
 
Finally, it is interesting to verify empirically the
 
2
theoretical expectation that the magnitude of R for the
 
disaggregated model'(0.96) should be greater than that of
 
the aggregated model (0.91), since the average-out effects
 
involved in the aggregation tend to reduce the explained
 
10
 
variance.
 
1 0
Mathematically expressed:
 
S[Y-(xil+xi2+ . . +xik 2 
(a1xi+a 2xi2 + . . . +akxik)]2 
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E. A Test of Autocorrelated Disturbances
 
Before applying a test of autocorrelation to the
 
residuals, it would be worthwhile to examine briefly the
 
consequences of autocorrelated disturbances upon the
 
regression analysis. One of the crucial assumptions of
 
the linear regression model is the serial independence of
 
1
residuals about the regression line. More rigorously
 
stated, the serial independence of the disturbance term
 
can be expressed in the matrix notation as follows:
 
E( u u') = I 
E( utu ) = 0 for all t and for all s 0­
/ 
where u is an n x 1 column vector, u a row vector and
 
IThe assumptions crucial for the regression
 
estimation are:
 
(1) E(ui) = 0 for all i, implying that the uiare random
 
variables with zero expectation; 1
 
(2) u. have constant variance F , referred as homosced­
asticity; 
(3) E(utut+s) = 09 which implies the serial independence; 
(4) X is a set of fixed numbers, which postulates the
 
conditional distribution of Y for given X. In other words,
 
for every possible combination of values of the independent
 
variables, there exists an expected value E(Y/X1 iX 2 i,
 
* . . , X_), which may be regarded as the arit metzc mean 
of all possible values of Y given that particular set of 
values of the independent variables. The individual values 
of Y for the given combination of X's will show only random 
deviations about the expected value;
 
(5) X has rank k n, requiring that the number of observa­
tions exceeds the number of parameters to be estimated. For
 
further detailed treatments of the subject matter, see J.
 
Johnston, Econometric Methods (New York: McGraw Hill, 1960),
 
n. 107­
2 
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the product u u' is a symmetric of order n. It implies
 
the independence of disturbances from the previous values.
 
In the regression model involving time series
 
observations, two or more successive residuals may be
 
influenced by common factors rather than by completely
 
independent (random) ones. Serial correlation in the
 
residuals may arise from many sources such as (1) the
 
incorrect specification of the form of the relationship
 
t
between the variables; (2) the omission of importan

variables; (3) measurement error in the "explained"
 
3
 
variable.
 
If we fit a regression line to-a set of observations
 
which are autocorrelated, estimates d and obtained are
 
still unbiased. However, the conventional least-squares
 
error formula cannot be applied to estimates derived from
 
the serially correlated data. In particular, the sampling
 
variances of the regression coefficients will be seriously
 
underestimated. Furthermore, the estimates of 6 from an
 
autocorrelated series tend to be biased downward. Moreover,
 
predictions obtained from such series are likely to be in­
efficient, i.e., predictions with needlessly large sampling
 
4
 
variances.
 
21bid., p. 177.
 
3
1bid., pp. 177-178.
 
4
For various mathematical proofs on the inapplica­
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Finally, time series regression analysis may be
 
philosophically objectionable on the ground that any
 
sequence of observations at successive intervals are
 
not drawn from the precisely same universe. However, in
 
some cases,-universes or underlying conditions undergo
 
changes so slowly or to such an imperceptible degree
 
that they are too trivial to exert significant effects
 
upon the regression coefficients between different
 
variables in universes. -This would be the case in poin_,
 
especially when we are dealing with the situation covering
 
a short span of time. Even in case of some perceptible
 
changes in universes, our thorough examination of the
 
subject matter would provide us with the knowledge of the
 
probablemagnitude of changes in universes over a given
 
period of time. For instance, if changes -in the universe
 
proceed in certain regular or predictable manner such as
 
a steady rate of progression, they can be sometimes
 
allowed for by trend and seasonal factors, progressive­
shifts of regression slopes, and so on. Therefore, the
 
above argument strongly emphasizes the need for a careful
 
examination of given time series data with regard to the
 
bility of the conventional least-squares error formula
 
to the autocorrelated series, see J. Johnston, o . ,
 
chapter 7, pp. 177-200.
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possible requirement of seasonal and trend adjustments
 
prior to the regression analysis, and for a test of auto
 
correlation in the residuals from a fitted equation.
 
In view of the -possibly serious consequences
 
resulting from applying least squares methods to 
time ­
series data containing autocorrelated terms, the Durbin-

Watson d statistic test for the presence of autocorrelation
 
in residuals was implemented.
 
The Durbin-Watson d statistic test is defined as:
 
2
x C Zt - Zt-l 
d= __
 
2
 
Zz 
where Zt ( t = 1, ... , n) are the residuals from 
a fitted regression equation. 
Exact significance levels for d are not known, but 
lower aid upper bounds dL and dU for various values of n
 
(sample size) and k (number of indeDendent variables) have
 
been tabulated by Durbin and Watson. 
If d< dL, positive
 
autocorrelation is presumed to be present. If d > d,

L
 
U
 
the test is inconclusive and alternative tests may be required.1 5
 
isJ. Durbin and G. S. Watson, "Testing for Serial
 
Correlation in Least Squares Regression," parts I and II,
 
Biometrika, 1950 and 1951.
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The computed value of the Durbin-Watson d statistic was:
 
zt "Zt 1)2
d( 

d 1i = 47112 = 1.6454. 
7S- 2 28632
 
Z z2it
 
The Durbin-Watson tables do not extend as many as 22
 
explanatory variables, but dL and dU for k = 5 and n = 75
 
are respectively 1.49 and 1.77 at 5% significance point;
 
and 1.34 and 1.62 at 1% significancepoint. Therefore,
 
the test is most likely to be inconclusive at 5% signif­
icance level, and even at 1% significance level, since the
 
limits get wider as the number of independent variables
 
increases..
 
16
See unpublished technical appendices 
of this
 
study for a detailed account of the .computational procedure.
 
CHAPTER V
 
THE EMPLOYMENT IMPACT OF THE AEROSPACE INDUSTRY
 
Since we plunged into the Space Age immediately
 
after the end of World War II, broad technological,
 
social and economic,- impacts inherent in the vast
 
aerospace research and development program have been
 
felt in every facet of our life in varying degrees of
 
intensity. Often, their effects are quite visible as
 
in the case of the invention of new products, experimenta.
 
weather and communication satellites, and improved indus­
trial processes. Not infrequently, they take the in­
tangible form of the enhancement of political prestige
 
and the satisfaction of man's urge to expiore the unknown.
 
The diversity of their impacts is virtually unlimited in
 
scope. For instance, in the field of research and develop­
ment, the NASA and befense Department research spending may
 
accentuate the general trend of U. S. research efforts
 
toward scientific technology and of growing financial
 
linkages between our major universities and the Federal
 
Government. The aerospace program may have an important
 
bearing on the interregional differentials in the rates of
 
economic growth. The entire aerospace program may increase
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the relative proportion of national resources allocated to
 
the government sector. Thus, the Federal Government may
 
exert greater influence on business fluctuations in our
 
economy. These are only a small part of the whole story.
 
The description of broad impacts of the aerospace programs
 
even in the most superficial manner is beyond the scope of
 
this study. As stated explicitly before, the scope of
 
this study is limited to one important aspect of such
 
broad impacts, i.e., employment impact of the aerospace
 
activities on a regional economy.
 
In the St. Louis SMSA economy, McDonnell Aircraft
 
Corporation alone represents nearly all production of
 
aircraft ahd other aerospace products. McDonnell is the
 
largest single employer in the State of Missouri. The
 
company recorded, as of December, 1963, 34,851 employees
 
who were engaged primarily in the production of Phantom air­
craft for the Armed Forces and Gemini spacecraft for NASA.
 
The importance of the company to the area economy is evidenced
 
by its relative size. McDonnell Aircraft has more than 13
 
percent of the 261,500 employed in the manufacturing indus­
tries and 4.2 percent of the 837,000 total employed in the
 
area in 1963. Moreover, according to the St. Louis Post-

Dispatch, McDonnell accounted for most of employment gains
 
in the area in 1962 and 1963. The company's net employment
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gains amounted to 8583 in 1963, with receipts of more
 
than one billion dollars, while the total number of jobs
 
in the area increased 14,200 in the same year. What is
 
more economically important is thatnearly all of-the
 
McDonnell employees work in the 
1
 
area.
 
This favorable trend is expected to continue in
 
the years immediately ahead, judging from the recent back
 
log rises. As a result of the two major programs mentioned
 
above and others, the company's backlog was reported to have.
 
surpassed one billion dollars as of Mar~h 30, 19631 and
 
amounted to $951,107,297 as of September 30i 1963, as
 
compared with $294,921,558 on September 30, 1962. The
 
contract for the Phantom under the Government's fiscal
 
budget in 1964 is expected to exceed the $625,000,000
 
for fiscal 1963. The Air Force plans to purchase more
 
than 2000 Phantoms at a cost of more than $5 billion under
 
a program extending through 1968.2
 
Another meastre of the phenomenal growth of the
 
company is provided by a substantial increase in the
 
company's capital expenditure. Expenditures for facilitie!
 
in the two years ending in June 30, 1963 amounted to about­
$45,000,000. The company spent $20,413,160 on new plant­
and equipment outlays in fiscal-year 1963. They are
 
IBusiness and Finance Section, "Annual Review and
 
Forecast," The St. Louis Post-Dispatch, January 5, 1964-.
 
2
Fortune, November, 1964, p. 139.
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3
 
expected to be about $24,000,000 in fiscal 1964.
 
However, the important role the aerospace industry
 
plays in the area economy extends far beyond the sheer magni­
tude of direct employment of a given number of people con­
tributed by. the industry. The aerospace industry exerts
 
discernible effects on the area local employment through
 
the multiplier process of income propagation. It is
 
precisely the estimation of these multiplier effects
 
that poses many difficulties due to the highly inter­
dependent nature of modern economic activities. It is
 
certainly important for city planners and others interested
 
in area economic growth to have a means of estimating these
 
indirect employment effects. Such an estimate will'enable
 
us to form informed judgments concerning such matters as
 
prospects for labor force and population growth, social
 
and business capital requirements, the growth of the tax
 
base, land use patterns, and so on. Furthermore, in a
 
period of deep involvement by the Federal Government in the
 
nation's economic activities, the measurement of such indirect
 
effects would prove highly useful in assessing the impact of
 
a partial reduction or complete withdrawal of the government
 
contracts upon a regional economy. Thus, this will serve the
 
purpose of determining the vulnerability of the area economy
 
3The St. Louis Post-Dispatch, bc. cit.
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to any unexpected political decision, as well as of pro­
viding a basis for planning the alternative course of
 
industrial growth, which is less sensitive to the cyclical
 
fluctuations of the nation or highly unpredictable
 
events.
 
In the theoretical model developed in Chapter III,
 
the variables were dichotomized into exogenous and endbg­
enous elements. The nature of the functional relationship
 
specified between these two categories of variables is
 
basically a conditional prediction. That is, the value
 
of the endogenous variable (also called predicted variable)
 
is conditional upon a given set of values selected for the
 
exogenous variables (also called predictors). The different
 
assumptions about the probable changes of predictors would
 
yield a wide variety of values of the predicted variable.
 
Therefore, it is often necessary for planners not only to
 
determine the form of a relationship between a given set
 
of endogenous and exogenous variables, but also to predict
 
the probable changes in the exogenous sectors.
 
Unfortunately, predictable behavior pattern is not
 
likely to be observed in most exogenous variables, due to
 
highly unstable elements inherent in the properties of such
 
variables. Prediction on the future events exogenous to the
 
area economy may call for an integrated study approach of the
 
subject matter, which covers various academic disciplines
 
beyond the traditional boundary of economics.
 
The space program is a case in point. Forecasting
 
expenditures for the space program is extremely difficult
 
and'hazardous, simply because they are to a large extent
 
determined by political considerations. Perhaps Mr.
 
Anthony Down most clearly summed up this difficulty
 
with the following statement:
 
•We are immediately face to face with
 
the problem that no one really knows how
 
much the program is going to cost us. There
 
is too much uncertainty in forecasting budg­
ets for research and development programs of
 
this type. . . . Forecasting future budgets 
is extremely difficult because of what 
Secretary McNamara has called the "bow­
wave" effect. Presently known programs 
call for a buildup of expenditures over the
 
next couple of years and then a gradual de­
cline beyond that. But as you move ahead,
 
new programs arise, and the need for "just
 
a few more billion" to finish off existing
 
programs keeps moving ahead along with you
 
like the wave ahead of the bow of a ship as
 
it moves through the water. Moreover, experi­
ence shows that most government development
 
programs actually cost much more than the
 
initial estimates or them, sometimes double
 
or triple or more.1
 
Similar difficulties would be encountered in predictin
 
expenditures for military aircraft as exemplified in the
 
4
Anthony Down, "The Economic Effects of the Space
 
Program," Conference on Space-Age Planning NASA SP-40,
 
Chicago, Illinois, May 6-9, 1963, p. 153.
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case of uncertainty arising from the Pentagon's possible
 
move toward fewer kinds of military aircraft and fewer larger­
5
 
quantity orders.

In light of the uncertainty which surrounds any
 
prediction of future employment variations in the aerospace
 
industry, a simple trend projection was employed. Employ­
ment growth in the aerospace industry was taken as the de­
pendent variable and time as the independent variable,
 
and a simple linear regression was fitted to the data.
 
Based on the monthly employment data for the St. Louis
 
SMSA for the period of January 1958 to June 1964, the
 
equation of the regression line is
 
Y = 224.80 + 0.817 X
 
(0.183)
 
where Y and X represent, respectively, employment growth
 
in hundreds and the trend, and the number in parenthesis
 
the standard error 'of the regression coefficient. The
 
regression coefficient is statistically significant at
 
an L. of.0.01. The equation can be summarized as follows:
 
regression coefficient = 0.817­
standard error of regression coefficient = 0.183
 
5
Fortune, Nov.)1964, p. 137.
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T test = 4.4624 
R = 0.456 
standard error of Y = 36.413 
degrees of freedom =76 
the .95 confidence interval for the regression cdefficient
 
would extend between 1.094 and 0.540 or 0.817 ± 0.277. The
 
equation indicates that based on the past trend, there has
 
been a tendency for monthly increase of about eighty em­
ployed in the aerospace industry on the average, and this
 
would amount to an annual increment of about 900 - 1,000
 
employees.
 
No doubt a trend projection of this type is far
 
from being satisfactory, and should be regarded rather as
 
a most hypothetical exercise. The most serious limitation
 
of this procedure is the assumption that relationships or
 
trends which have existed in the past will continue to
 
exist in the future and with the same intensity. In addi­
tion, this regression line has no upper limit.- It implies
 
that employment will grow indefinitely in the future and
 
approach an infinite size. However, the relevance of the
 
second criticism to this study should not be taken too
 
seriously, since any projection to be made in this study
 
is short run in nature. Despite severe limitations, the
 
trend projection method was adopted in preference to wild
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guessing, especially in the absence of a proper technique
 
for prediction of changes in the exogenous sectors, and
 
data to implement it. Finally, it must be borne in mind
 
that like most multiplier analyses, the application of
 
this study should be a conditional prediction, i.e.,
 
prediction of the area employment for a given level of
 
employment changes in the aerospace industry under
 
ceteris paribus conditions. Therefore, the problem of
 
predicting changes exogenous to the model was explicitly
 
assumed away.
 
The net regression coefficient of 0.825 for the
 
aerospace industry in the equation (1)6 indicates that for
 
a given employment change in the above industry, the area
 
local employment tended to change by 0.825 times that
 
amount; or for every change in employment of 100 in the
 
aerospace industry, a change in the area local employment
 
of 83 in the same direction is likely to occur. This
 
would be approximately equivalent to a multiplier value
 
of 1.83, since the ratio of the net change in the total area
 
employment to the employment change in the aerospace industry,
 
everything else held constant, is 1.83 (183/100 = 1.83).
 
A substantial number of people employed in the
 
aerospace industry are engineers, scientists, administrators,
 
6
See p. 45.
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and other highly trained personnel. Relatively less unskilled
 
and semi-skilled workers are found in the aerospace industry
 
as compared with other manufacturing industries. They are
 
exceptionally well-paid individuals, and their average wage
 
levels are substantially above those in other manufacturing
 
industries. McDonnell payrolls totalled more than $4,500,000­
a week in 1963 and this is roughly equivalent to an average
 
of $130.00 a week per employee-(4,500,000/35,000 as comparec
 
with a weekly average rate of $07.00 in other manufacturing
 
industries in the same period. 7 In view of a positive Yela­
tionship between a high wage rate and the income-induced
 
effect, one could expect the multiplier value for the aero­
space industry (1.83) to be higher than.the one obtained
 
here, when this value is compared with others such as
 
electrical machinery (3.71) and primary metals (1.85).
 
However, a higher wage rate would not necessarily gener-ate
 
a higher income-induced effect. All depends upon the con­
sumption pattern of the income recipients in the industry
 
in question. It-is a commonly accepted hypothesis that
 
the higher the income, the greater proportion of income.
 
saved, i.e., the lower marginal propensity to spend. In
 
addition, the incidence of import leakages, whether it
 
takes the form of consumption of luxury items or spending
 
7
 6 4
The. St. Louis Post-Dispatch, January 5. 19 .loc.
 
cit.
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outside the economic area on vacation, is expected to be
 
higher in upper income brackets than in the lower income
 
groups.. Perhaps, the most important cbntributing fact6r"
 
in minimizing the multiplier effects of the aerospace
 
program would be a relatively low level of the inter­
industry effects, i.e., purchases of productive factors
 
from local sources. Although the original amount of the
 
total prime contracts for the fiscal 1964 was unknown,
 
it was reported that McDonnell Aircraft subcontracted total
 
purchases of $508,792,020 as of September,1964, and out of
 
this total, $194,169,514 (38.2%) went to California,
 
$27,285,397 (5.4%) to Missouri, and $9i089,297 (1.8%) to
 
8
Illinois. Less than 6 percent of the total subcontracts
 
remained in Missouri, and probably even less in the St.Louis
 
SMSA. If the percentage of the total subcontracts remaining
 
in the area had been larger, a higher level of the area
 
income and employment gains accounted for by the aerospace
 
program might have been shown in this study.
 
The similar interpretations can be applied to the
 
equations. (3), which were primarily designed to measure
 
differential employment impacts of the exogenous sectors
 
upon the area major consumption and service industries
 
8
The St. Louis Post-Dispatch, Business and Finance
 
Section, September 29, 1964.
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selected. Again, on the assumption that the causal cir­
cumstances of the observation period continue to prevail,
 
employment multipliers for the aerospace industry were
 
derived with respect to each of the following area con­
sumption and service industries selected:
 
1.0259 for finance, insurance, and real estate 
1.4389 for wholesale and retail trade* 
-1.0211 for communication, gas, electricity, 
and sanitary service 
1.2007 for local transportation services* 
1.1104 for business and personal services 
(the asterisk indicates the statistical significance of
 
a coefficient at an d of 0.05)
 
The'employment multiplier effects of the aerospace
 
program seem to be negligible in -finance, insurance, and
 
real estate industries; and communication, gas, electricity
 
and sanitary service industries. But little reliability
 
can be placed upon these estimates, since they are statis­
tically insignificant. Among the area consumption sectors-,
 
the wholesale and retail-industries seem-to be most re­
sponsive in their adaptation of employment to changes in
 
the volume of employment in the aerospace industry. This
 
result appears to be logical, for the income-induced effects
 
tend to work most effectively in retail and-wholesale sector.
 
If we assume an annual rate of employment increase of
 
about 1,000 in the aerospace industry in the next couple of
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years, as extrapolated from the past trend, the area local
 
employment would show an annual net gain of about 826
 
0.826x'l,000 ), and the total area employment l,826­
attributable to expansion in the industry.
 
However, an annual increase of 1,000 employment
 
extrapolated from the least squares trend fit appears to
 
be considerably smaller than any estimate one can obtain
 
on the basis of recent production data available for the
 
In 1963, McDonnell employ­
ment statistics showed a net gain of 8,583 employment. In
 
aerospace program in St. .Louis. 

fiscal 1964, McDonnell's earnings rose 44 percent.over thosl
 
of the previous fiscal year. Throughout the first quarter
 
of fiscal 1965, the company's sales and earnings increased
 
about 25 percent over the first quarter of fiscal 1964.
 
All favorable factors seem to indicate the fact that
 
McDonnell is reasonably assured of further phenomenal
 
increases in its sales and earnings during the next three
 
years. Such factors are a current backlog of more than
 
a billion dollars with a schedule of output of more than
 
500 Phantoms next year, the Pentagon's plan to buy some
 
2,000 Phantoms at a cost of more than $5 billion for the
 
period of 1964-68, and a recent $457 million contract witn
 
9 

NASA for the production of Gemini spacecraft. Under these
 
9
Fortune, November, 1964, p. 137.
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circumstances, it would be reasonable to expect that
 
percent increases in the company's earnings and sales in
 
fiscal 1965 and 1966 would be no less than those recorded
 
in fiscal 1964. Since employment changes tend to move in
 
the same direction with sales and earnings changes, an
 
annual average increase of about 5,000 employees in the
 
aerospace industry for the next two years may be rather
 
a conservative estimate, specially as compared with an
 
actual net employment increase of 8,583 in 1963. If this
 
estimate is assumed to prevail for a period extending
 
through 1967, the area local employment would increase
 
by about 4,000 (5,000 x 0.83) and the total area employ­
ment by 9,000 due to the aerospace program in St. Louis
 
each year.
 
The employment multiplier analysis would seem to
 
be of some usefulness in measuring the probable magnitude
 
of adverse effects of disarmament or of a partial reduc­
tion of government contracts on a regional economy. For
 
instance, if we assume a hypothetical case of a partial
 
contraction of the government contracts which necessitates
 
a 10 percent cutback of employment in the aerospace indus­
try, the area economy would suffer immediately a direct
 
loss of 3,500 (35,000 x 0.1) &mployed in the aerospace
 
industry.I 0  In addition, about 2,900 (3,500 x 0.83 = 2,900)
 
1 0
There is no real reason for specifying a level of
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employed in various consumption and service industries
 
would lose their employment in due- course of time through
 
the multiplier effects of the reduced government contracts.
 
If it were not for a small volume of subcontracts under­
taken inside the St. Louis SMSA, thus minimizing export­
linkage effects, the repercussion on the area economy would
 
be expected to be greater.11
 
reduction of the government contracts requiring a 10 per­
cent curtailment of empl6yment in the aerospace industry
 
in St. Louis. This figure was used mainly because of com­
putational convenience. Any level of curtailment in ex­
penditures for the aerospace program can be selected for
 
the impact study of the aerospace industry, if some jus­
tification can be established for such a choice, whether
 
on the basis of empirical evidence or informed judgment.
 
However, it must be cautioned that the multipliers may
 
not be applicable to an impact analysis of such drastic
 
changes as the total elimination of the aerospaceprogram
 
in St. Louis, since the multipliers seem to hold for mar­
ginal changes.
 
In the real world, any reduction of government
 
contracts is most likely to be accompanied by various
 
offset programs such as reduction of business and personal
 
taxation, public capital improvement, urban renewal and slum
 
clearance, regional resource development. Isard and Schooler
 
concluded tentatively from their study on local and regional
 
impacts of reduction of military expenditures that adverse
 
effects resulting from such reductions would be virtually
 
insignificant in terms of income, output, and employment,
 
if proper offset programs and reconversion of facilities
 
and manpower used for military production are instituted.
 
Their study was concerned with possible impacts upon six
 
regions of the United States including the St. Louis SMSA.
 
The study focused upon the use of regional input-output models.
 
They used the 1955 St. Louis input-output study, particularly
 
the inverse matrix, for the impact analysis for the St. Louis
 
SMSA.
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As a final analysis, it must be reemphasized that
 
the application of this study should necessarily be short
 
run. In the long run analysis, one must incorporate into
 
a framework other independent factors such as the propen­
sity to consume, changes in taste, population shifts, the
 
tax structure, and technological changes. Some of the
 
independent factors cited above tend to change so-slowly
 
that their influence would be expected to remain reason­
ably insignificant in the short run. This is particularl)
 
The total (direct, indirect and induced) reduction
 
in income and employment associated with the effects of a
 
10 percent ($25.6 million) across-the-board reduction in
 
military contracts were $16.9 million and 3261 respectively.
 
They assumed a hypothetical offset program in the
 
form of reduction in personal income taxation which raises
 
the area disposable income to a level equal to its 
 _ ­
prorated share of $2.1 billion-increase in U. S. total
 
disposable income in 1959. In such 
a case, the increase
 
in total gross output, income and employment would have
 
been $50.3 million, $15.0 million and 3651. A reduction
 
of military contracts for aircraft production by $25.6­
million would have yesulted in the overall decrease of
 $56.7 million in gross output. It must be cautioned that
 
these findings are highly tentative and tenuous, since -the
 
1955 input-output table was used without being redesigned
 
or updated to serve the specific purposes of this impact

analysis.- For further details on the results of the Study

for other five regions as well as the St. Louis SMSA, see
 
Walter Isard and Eugene W. Schooler, An Economic Analysis
 
of Local and Regional Impacts of Reduction ofMilitary

Expenditures, a paper presented at the Peace Research
 
Conference at University of Chicago, November 18-19, 1963
 
(mimeographed). Similar conclusions were drawn from a
 
recent study by Leontief and Hoffenberg on the national
 
impacts of a reduction in military expenditures.. For further
 
information on this study, see Wassily W Leontief and Marvin
 
Hoffenberg, "The Economic Effects of ]isarmament," Scientific
 
American, vol. 204 (April, 1961), pp. 47-55.
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true in case of population shifts, changes in the
 
consumers' taste, and the propensity to consume. Finally,
 
it is hoped that current data obstacles for'these vari-ables
 
will be removed so that it becomes possible to carry out
 
a comprehensive multiplier analysis aimed at the formula­
tion of a long run regional planning.
 
CHAPTER VI
 
SUMMARY AND CONCLUSIONS
 
The multiplier theory has been applied extensively
 
to a great variety of problems in economics for the past
 
several decades by such outstanding economists as Kahn,
 
Keynes, Clark, Metzler, Machlup, and many others. The
 
Urban employment multiplier analysis is an extended applica­
tion of foreign trade multiplier among many different types
 
of multipliers. The scope of urban employment multiplier
 
analysis is limited to an examination of the total employ­
ment effects of changes in employment in export and invest­
ment sectors.
 
The major purpose of this study was to measure
 
differential employment impacts on the St. Louis area
 
economy resulting from variations in the activity levels
 
of the area export and investment sectors for the period
 
of January 1958 to June 1964.
 
Among important findings of this study was an empir­
ical verification of theoretical relationships postulated
 
between endogenous and exogenous employment, as indicated
 
partly by a highly significant determinant of multiple
 
correlation (0.96). Empirical findings were consistent
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with the employment multiplier hypothesis which states
 
that an employment increase in the exogenous sector
 
will increase the total area employment by afiamount
 
greater than the initial increment, and thus the employ­
ment multiplier value is greater than 1.00. More spe­
cifically stated,'in accordance with the above theoret­
ical expectations, nearly all the signs of the regression
 
coefficients for the export and investment sectors were
 
positive.
 
The relative strength of the employment impact
 
on the area economy varied substantially from sector to
 
sector, mainly due to interindustry differences in the
 
income-induced effects and interindustry effects. The
 
statistically significant net regression coefficients
 
were: 0.8256 for aircraft and parts, 2.7112 for elec­
trical machinery, 0.4324 for the area investment sector,
 
2.158 for machinery (except electrical), 4.4176 for trend,
 
and most of 11 seasonal variables whose values ranged
 
from -22.6701 to 123.7589.
 
As a result of the seasonal adjustments, the
 
regression fits were substantially improved in terms of
 
R and standard errors of the net regression coefficients.
 
Variations in the local employment associated with seasonal
 
factors were highest in retail and wholesale trade among
 
various coasumpti6n and service industries in the area.
 
2 
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The length of a time lag assumed between exogenous
 
and endogenous employment had significant effects on the
 
multiplier-vhlues derived. Among the six differentt_-ime
 
lags tested, a three month time lag yielded the best
 
empirical fit.
 
The aggregate multiplier analysis enabled us to,
 
measure, though highly tentative, the relative importance
 
of the income-induced effects vs. the interindustry
 
effects; slightly less than half of the area employment
 
increase (42 percent) was due to the interindustry effects,
 
and the remainder (58 percent) was accounted for by the
 
income-induced effects.
 
In the light of the possibly serious consequences
 
resulting from applying least squares to time series data
 
containing autocorrelated terms, the Durbin-Watson d
 
statistic test was conducted. The test was inconclusive
 
at five and one percent significance levels.
 
A part of the emphasis of this study was focused on
 
the employment impact of the aerospace program on the area
 
economy. The measurement of multiplier effects resulting
 
from the aerospace program has some important implications
 
in a time of deep involvement by the Federal Government in
 
the nation's economic activities. The knowledge of probable
 
magnitudes of such multiplier effects would make it possible
 
to plan and cope effectively with various economic impacts
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on a region arising from variations in the Government
 
contracts.
 
The importance of the aerospace industry to tne
 
St. Louis area economy can be readily noted by the fact
 
that it is the largest single employer in Missouri with
 
about 35,000 employees. Moreover, the industry con­
tributed the highest job gains "in the St. Louis area,
 
accounting for more than half of the area total employ­
ment increases in the past couple of years.
 
A short run projection of employment on the basis 
of the least'squares trend fit (January 1958 - June 1964) 
indicates a monthly increase of about 80 employees and an 
annual expansion of 900 - 1,000.employees in the aero­
space industry. 
The multiplier analysis for the aerospace industry
 
(with the net regression coefficient of 0.826) indicated
 
that if a projected annual rate of employment increase of
 
about 1,000 in the 'aerospAce industry is assumed to prevail
 
in the next couple of years, the area local employment
 
would show a net gain of about 826 and the total employ­
ment 1,826 each year due to an annual employment increase
 
in the aerospace industry. If this multiplier is applied
 
to a hypothetical case of a partial reduction of the govern­
ment contracts which necessitates a 10 percent cutback of
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employment in the aerospace industry, the area economy
 
would suffer a loss of 3,500 jobs in the industry, and a
 
reduction of additional 2,900 employment in various con-­
sumption and service industries in the area.
 
The multiplier effects of the aerospace industry
 
appear to work largely through the income-induced effects,
 
and the relative strength of the interindustry effects
 
seems to be insignificant. Considerably high wage rates
 
in the industry relative to those in other manufacturing
 
industries and a relatively small volume of aerospace
 
subcontracts remaining inside the St. Louis SMSA seem to
 
support the above statement.
 
One- of the substantive though-tentative implica­
tions drawn from major findings of this study is that
 
the model used here offers appreciable improvements in a
 
number of respects over most economic base studies
 
previously completed.
 
First of all,, most economic base studies concerned
 
with the application of employment multiplier analysis to
 
a regional economy used one of the two common methods (ex­
cept for the input-output approach): (1) the simple regres­
sion of changes -in the total local employment on changes in
 
the total export employment; (2) a simple- computation of a
 
"basic-service" ratio, i.e., the ratio between the total
 
export employment'and the total local employment at a given
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point of time. Thus, multipliers estimated-in the previous
 
studies were largely aggregate multipliers for the entire
 
export industries. This study would-probably represent
 
one of the few economic-base studies, if any, to use a
 
disaggregated model intended to measure differential im­
pacts of each major export and investment sector on the
 
area local employment, using time series data.-

Empirical findings of this study showed remarkable
 
variations in the multiplier values obtained from-one
 
sector to another. As opposed to this approach, the
 
aggregate multiplier analysis of most economic base
 
studies assumes, whether stated implicitly or explicitly,
 
that an employment increase in any export industry would
 
affect the local employment with equal intensity. This
 
assumption may be highly'untenable, since different export
 
industries tend to exert varying degrees of employment
 
impact on the area local employment, as borne out by find­
ings of this study.' Therefore, the disaggregation of the
 
model to a sufficient degree may contribute to improvement
 
of its predictive power and a better explanation of under­
lying basic economic relationships.
 
Secondly, no economic base studies, so far, seemed
 
to have incorporated explicitly seasonal and trend adjust­
ments in an analytical framework. The failure to allow for
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seasonal adjustments may yield highly misleading
 
empirical results especially in the short run analysis.
 
Underlying economic conditions may fail to be revealed
 
without proper seasonal adjustments, since short run
 
variations in economic activities tend to be dominated
 
by fluctuations associated with seasonal elements.
 
Thirdly, the incorporation into the model of a
 
time lag between export and local employment appears to
 
suggest substantial impr6vement upon the existing studies
 
in view of significant effects of the length of lag
 
selected on the multiplier values obtained.
 
Fourthly;.this study would be one of the few
 
economic base studies using time series data, if any,
 
which attempted to test the presence of autocorrelated
 
disturbances.
 
It is particularly significant to note that the
 
aforementioned improvements made in this study accommo­
date Isard's following serious substantive criticisms
 
levelled against the conceptual aspects of economic base
 
studies :1
 
there is yet another reason why
 
the region's over-all basic-service ratio
 
at any one time is quite likely to be in­
accurat s a asis for computing a multi­
plier value. This is a result of the fact
 
that the change in volume of service activity
 
associated.with a change in basic activity is
 
Ilsard, Methods of Regional Analysis, op. cit.,
 
pp. 199-203.
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typically not an instantaneous but a delayed
 
reaction. At any given time, the overall ratio
 
may well be influenced (distorted) by recent
 
changes in basic activity whose multiplier
 
effects have not yet appeared.
 
The difficulty is that the multiplier value is
 
an averaze and does not necessarily apply to
 
any specific export activity. Industry A may
 
import all its intermediate products, whereas
 
Industry B may purchase all its intermediates
 
locally. Thus the appropriate multiplier to
 
apply to an increase in B's employment would
 
be considerably larger than the one to apply
 
to an identical increase in A's employment.
 
This illustrates the limitation of applying
 
an essentially averaging technique to situa­
tions involving only one or a few individual
 
components of the average.
 
However, this study, like its predecessors, is not
 
without limitations. The application of this study must
 
necessarily be short run. Furthermore, for purposes of
 
short run prediction of the area employment, the most
 
obvious limitation is the assumption that variations in
 
the exogenous sectors are known, so that this model permits
 
only conditional forecasts.
 
Since monthly employment statistics are adequately
 
available in almost any major metropolitan area, it would
 
be highly useful to derive, employment multipliers for several
 
metropolitan areas comparable in size to the St. Louis SMSA,
 
using the same technique applied to this study. The com­
parison of empirical results obtained from such studies
 
would considerably shed light on interregional differences
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in the economic structure in general and interregional
 
variations in various multipliers for different sectors in
 
particular.
 
The multiplier value for the aerospace industry
 
was determined by a composite effect of NASA and Pentagon
 
expenditures. It would be an interesting extension of
 
this study to separate multipliers for NASA and Defense
 
expenditures.
 
With an anticipated accumulation of employment
 
statistics, it may become soon possible to construct a
 
longer run model than that used in this study, possibly
 
using quarterly, annual or an even longer span of employ­
ment data. The comparison of results from such a study
 
with those of this study should prove highly fruitful.
 
To remedy the limitations inherent in the conditional
 
prediction, a separate intensive analysis on the nature and
 
behayior of each exogenous variable may be necessary.
 
The analytical framework adopted in this study
 
placed primary emphasis on forces internal to a region.
 
It was not designed to deal with forces affecting inter­
regional trade and other complex economic relationships among
 
several regions. At present, empirical works in this area
 
are very scanty. It may be a fruitful research effort to
 
undertake an empirical study of an interregional model,
 
although the present data problem does not seem to provide
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too optimistic a ground for such an attempt as yet. Such
 
an interregional model may take the form of interregional
 
trade multipliers which postulate functional relationships
 
between the exports of a region and the incomes of other
 
regions, the income of other regions and the imports of a
 
region under consideration, and the imports of a region
 
and its income. It is actually an application of Machlup's
 
foreign trade multiplier to interregional trade, which in­
corporate explicitly feedback effects into the model. If
 
adequate data are available, the multiregional input-output
 
2

study approach suggested by Leontief and Isard would repre­
sent a more rigorous formulation of complex interregional
 
economic relationships from the theoretical viewpoint. One
 
of the salient features of the multiregional input-output
 
model is the disaggregation of the exports and imports of
 
each region. Such a model delineates exports from any
 
industry of any region to each industry in each region, and
 
the imports of any industry of any region from each industry
 
in each region. In short, as Leontief put it succinctly, the
 
interregional input-output model "consists of a set of
 
2
Walter Isard, Methods of Regional Analysis, op. cit.,
 
chapter 8, pp. 309-374; Wassily Leontief and Alan Strout,
 
"Multiregional Input-Output Analysis," Structural Inter­
dependence and Economic Development, Proceedings of an
 
International Conference on Input-Output Techniques, Geneva,
 
September, 1961 (London: St. Martin's Press, 1963), pp. 119­
150.
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regional interindustrial input-output systems of conven­
tional design linked together in- or rather fitted into­
a separately constructed system of interregional relation­
ships."
 
Finally, it. is hoped that current data problems
 
on local income and expenditures would be removed in the
 
foreseeable future so that income multipliers may be
 
derived within an analytical framework similar to that
 
adopted in this study. Particularly, time series data
 
on local income by industry origin would make it possible
 
to estimate such income multipliers.
 
3
Leontief, ibid., p. 120.
 
APPENDIX A
 
MATHEMATICAL DERIVATION OF EXPORT-LINKED
 
EMPLOYMENT COEFFICIENTS
 
The mathematical derivation of indirect export
 
employment coefficients may be necessary for clarifica­
tion. First, the system of equations derived from an
 
input-output table can be stated:
 
- (1)
-X ~ xI -X ­
z, - -x,- -.. . . . 
Here the X. represents the total output of the "i"th
 
industry, the xij represents the amount (in dollars or
 
physical units) sold to the "j"th industry from the "i"th
 
industry's product (for i, j =1, . . ., n). Therefore,
 
the equation (1) states that goods produced (Xi) are
 
either used as intermediate goods by producers (xij) or
 
are directly consumed (Yi).
 
Now, we define input coefficients (also called
 
technical coefficients or constant production coefficients)
 
a ij = xij / X 
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the amount of input of good i required per unit of
 
output of good j, and the system of equations (1) now
 
becomes:
 
(2) 
Alternatively, the equations (2) can be expressed-as
 
n 
i
Xi -, a.. X. = Y i = 1,2, . . ., n. (3) 
j=l
 
Then, the first export-linked employment coefficients
/ 
( 2.) for the "i"th industry can be derived as: 
, n 
j=l
 
Where oxis direct export employment coefficient for the
 
"j"th industry. 
In order to derive all indirect export employment 
coefficients (i.) which include not only the first round,
 
but the limit value toward which successive rounds of
 
linkages converge, the inverse matrix has to be computed.
 
Let us 
state the problem in matrix form for convenience.
 
Let A represent the matrix of given input coefficients,
 
X and Y the column vectors of X. and Y. respectively.
1" 1 
-
Then, we may state the equation (3) as
 
(I -A) X = Y (5) 
and X = -)ZY (6) 
where Z =(I - A) 
The equation (6) can be expressed alternatively as:
 
X. 	 z.. Y. i= n. (7) 
Sj=l 13 1 
where z. is interpreted as the amount that the "i"th
 13
 
industry output must be expanded to meet a unit increase
 
in the demand for good j.
 
Then, the indirect export employment coefficients
 
for the "i"th industry can be stated as:
 
z 
- 1t 	 (8) 
where is direct export employment coefficient for the
 
"j"th industry.
 
APPENDIX B
 
MATHEMATICAL IDENTITY OF MODEL I
 
WITHOUT A TIME LAG*
 
The mathematical identity of Model I in the 
absence of a tine lag with A can be shown 
as follows: 
Model I (without a time lag): _L Y _h b + iXlt.b 1 
t=l t t=l ot t-l
 
A nt
t=l 

Where Z'¢-- ) X'- is the area total- local 
employment. 
When variables are expressed in deviation form around means,
 
the column of l's iS eliminated and the equation takes the
 
following matrix form:
 
Y= ZB
 
where
 
The mathematical-proof presented here is largely owing to
 
the work of Dr. Edward Greenberg.
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) 97 
Least squares estimators can be derived,from the
 
regression equation,
 
A
 
Y= ZB + e
 
where the equation is expressed in matrix notation,
 
A 
and e is the column vector of n residuals ( Y = ZB ). Then
 
n 2 A _ Z A 
e. e e = ( Y - Z B ) = Y'Y - 2B'Z'Y +i=l '
 
A A 
B'Z'ZB
 
A-

To find the value of B which minimizes the sum of squared
 
residuals, the above equation is differentiated with respect
 
A 
to B 
S(e'e) = -2Z'Y + 2Z'ZB A 
Equating to zero gives 
A A
 
Z'ZB = Z'Y, therefore, B = (Z'Z) Z'Y.
 
iSee J. Johnston, Econometric Methods, (New York:
 
McGraw-Hill, 1960), pp. 108-109.
 
__ 
A ['Xp) -i(2 /8r,-
.*h.eye Pye >l~K' 
1,=Y b b XbX 1 

0 2 2
 
-~~ ±o>X
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APPENDIX C
 
THE BUREAU OF LABOR STATISTICS
 
EMPLOYMENT ESTIMATION METHOD
 
The employment estimates for the St. Louis SMSA are
 
prepared monthly by the Missouri Division of Employment
 
Security as a part of an integrated Federal-State program,
 
sponsored by the Bureau of Labor Statistics in cooperation
 
with the Bureau of Employment Security, U. S. Department of
 
Labor.I
 
The employment statistics cover estimates of wage
 
and salaried non-farm employment but excludes proprietors,
 
the self-employed, unpaid family workers, farm workers,
 
and domestic workers in households. Government employment
 
covers only civilian employees and excludes federal militar,
 
personnel. Industry employment estimates are collected on
 
the establishment basis and they refer tb persons on the
 
establishment payrolls who received pay for any part of
 
the pay period ending nearest the 15th of the month.
 
The industrial classification of establishments
 
1

For a comprehensive account of the BLS employment
 
estimation method, see the technical note of BLS on measur­
ing employment, hours, and earnings in states and areas,
 
Employment and Earnings Statistics for States and Areas
 
1959-62, Bureau of Labor Statistics (Washington: U. S.
 
Government Printing Office, 1963), pp. 629-633.
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was: made in accordance with the 1957 SIC manual on the
 
basis of their primary product or activity as determined
 
from information on their annual sales volumes. In case
 
of a multi-products establishment, the most important
 
product or activity determines the industrial classifica­
tion of such an establishment.
 
Employment estimating methods are characterized
 
by three main features: (1) the use of the "link rela­
tive" technique, which is a form of ratio estimation;
 
(2) periodic adjustments of employment levels to new
 
benchmarks; (3) the use of a modified cutoff type sample.
 
All the terms will be defined later when each technique
 
is discussed.
 
Form BLS 790 (confidential report on employment,
 
payrolls, and hours), called shuttle schedules, is used
 
to collect employment, payroll, and man-hours data. The
 
schedule, with space for each month of the calendar year
 
is returned to repo'rting establishments every month so
 
that the next month's data can be entered. This procedure
 
is followed to ensure the maximum comparability and accuracy
 
of reporting in relation to the past data.
 
From a sample of establishments, which reported
 
through the shuttle schedule for both the current and
 
previous months, the ratio of current month employment to
 
that of previous month is computed. Then, the employment
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estimates for the previous month are multiplied by the
 
ratio, called "link relatives" in order to obtain the
 
current employment estimates. At the aggregate industry
 
level, employment is the sum of the employment estimates
 
for component industries.
 
The monthly estimates obtained from cooperating
 
establishments are compared annually with comprehensive
 
counts of employment, which provide "benchmarks" for
 
various industries. The principal source of benchmark
 
information is the employment data by industry, compiled
 
quarterly by state employment security agencies under
 
state unemployment insurance laws. About three-fourths
 
of the total non-agricultural employment in the United
 
States are included in these reports. The remaining
 
benchmark data are supplemented from various sources
 
such as the records of the Social Security Administration,
 
the Interstate Commerce Commission, and other agencies in
 
private industry or government.
 
A cutoff sample design is used in the collection
 
of employment estimates. In a cutoff design, all establish­
ments are arranged in a descending order in terms of the
 
number of employees. A cutoff point is selected in such
 
a way that establishments included in the sample, those
 
above the cutoff point, comprise a sufficiently large
 
proportion of universe employment to warrant satisfactory
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estimates. Emphasis is placed not only on a heavy
 
representation of the largest establishments in each
 
industry, but on the inclusion of a sufficient number
 
of small establishments.
 
Since the BLS employment estimates are not based
 
on a probability sample, statistical error formula,
 
usually in the form of standard error of estimates,
 
cannot be derived to test the reliability of such
 
estimates. However, the -BLS uses different criteria for
 
testing the reliability of estimates. Employment estimates
 
projected from a benchmark dre compared with the amount
 
estimated from the new benchmark at the next adjustment
 
period. The difference between them indicates the
 
probable magnitude of reliability.
 
A high degree of reliability of estimates is
 
maintained by the inclusion of a large segment of universe
 
in the sample, supplemented by annual adjustments of
 
estimates to benchmark levels. Differences between the
 
benchmarks and the estimates arise from (1) sampling and
 
response errors, (2) changes in the industrial classifica­
tion of individual establishments, and (3) improvement in
 
the quality of benchmark data. At broader aggregations
 
of industries, the second discrepancy becomes less impor­
tant.
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The employment data for the St. Louis SMSA used
 
for this study were adjusted to 1963 benchmarks. The
 
breakdown of the number of establishments and employees
 
2
 
isz as follows:
included in the sample 

Number of Establishment Number of Employees % of total 
Manufacturing 679 202,671 78.1% of 
total manu­
facturing 
Non-Manufacturing 1137 147,903 31.5% of 
total non­
manufacturing 
Mining 47.9% 
Construction 25.6 
Trucking 29.2 
Public Utility 77.1 
Wholesale 23.2 
Retail 21.8 
Finance, Insurancei and Real Estate 36.0
 
Services 22.5
 
Governments 54.9
 
Railroad (obtained from BLS)
 
Total Non-Agricultural 1816 48.1
 
2 This information was obtained directly from
 
Mrs. Mildred Helmholt, Research Analyst, Missouri Division
 
of Employment Security, St. Louis, Mo.
 
BIBLIOGRAPHY
 
Ackley, Gardner. Macroeconomic Theory. New York:
 MacMillan Co., 
1961.
 
Alexander, John W. An Economic Base Study of Madison.
 
Madison, Wisconsin: University of Wisconsin
 
Press, 1953.
 
"The Basic-Nonbasic Concept of Urban Economic
 
Functions," Land Economics, vol. 31 (Feb., 1956),
 
69-84.
 
Allen, R.G.D. Mathematical Economics. London: MacMillan
 
Co., 1961.
 
Andrews, Richard B. "Mechanics of the Urban Economic
 
Base," series of articles in Land Economics, vols.
 
29 to 31 (May, 1953 to February, 1956).
 
Artle, R. Studies in the Structure of the Stockholm
 
Economy: Towards A Framework for Projecting
 
Metropolitan Community Development. Stockholm:
 
Business Research Institute at Stockholm School
 
of Economics, 1959.
 
Balderston, J.B., and Whitin, T.M "An Aggregation in
 
Input-Output Model," in Economic Activity Analysis,
 
edited by Oskar Morgenstern (New York: John Wiley,
 
1954), 102-128.
 
Barford, B~rge. Local Economic Effects of a Large-Scale
 
Industrial Undertaking. Copenhagen, 1938.
 
Barna, Tibor (ed.). Structural Interdependence and Economic
 
Development. Proceedings of an International Confer­
ence on Input-Output Techniques, Geneva, September
 
1961. London: St. Martin's Press, 1963.
 
Baumol, W. Economic Dynamics. New York: MacMillan, 1951.
 
Blumenfeld, Hans. "The Economic Base of the Metropolis,"
 
Journal of the American Institute of Planners, vol.
 
21 (Fall, 1955), 114-132.
 
104
 
105
 
Bollen, John C. (ed.). Exploring the Metropolitan
 
Community. Berkeley and Los Angeles: University
 
of CaTiTornia Press, 1961.
 
"Ceteris Paribus: Some Notes on
 
Methodology," Southern Economic Journal, vol. 24
 
(1958), 259-270.
 
Buchanan, James M. 

Chipman, John S. The Theory of Intersectoral Money
 
Flows and Income Formation. Baltimore: Johns
 
Hopkins Press, 1950.
 
Cincinnati City Planning Commission. Economy of the 
Area. December, 1946. -
Clark, Colin. "Determination of the Multiplier from
 
National Income Statistics," Economic Journal,
 
vol. 48 (September, 1938), 435-448.
 
Cochran,. W. G. Sampling Techniques. New York: John
 
Wiley, 1953.
 
Daly, M.C. "An Approximation to a Geographical Multiplier,"
 
Economic Journal, vol. 50 (June-September, 1940),
 
248-258.
 
Durbin, J., and Watson, G.S. "Testing for Serial Correla­
tion in Least Squares Regression," Parts I and II,
 
Biometrika (1950 and 1951).
 
Methods of Correlation
 
and Regression Analysis: Linear and Curvilinear.
 
New York: John Wiley, 1959.
 
Ezekiel, N.E., and Fox, Karl A. 

Federal Reserve Bank of Kansas City. "The Export-Local
 
Employment Relationship in Metropolitan Areas,"
 
Monthly Review (March, 1960), 1-8.
 
"The Employment Multiplier in Wichita," Monthly
 
Review (September, 1952), 1-7.
 
Fortune. November, 1964 "Banshee, Demon, Voodoo, Phantom--

And Bingo!", 137-39 and 258-62.
 
Fouraker, L.E. "A Note on Regional Multipliers," Papers
 
and Proceedings I: Regional Science Association,
 
vol. 1 (1955), HI-H8.
 
106
 
Fuchs, 	V.R. Changes in the Location of Manufacturing in
 
the United States Since 1929. New Haven: Yale
 
University Press, 1962.
 
Gilleis, J., and Grigsby, W. "Classification Errors in
 
Base-Ratio Analysis," Journal of The American
 
Institute of Planners, vol. 22 (Winter, 1956),
 
17-23.
 
Goodwin, R. "The Multiplier as Matrix," Economic Journal,
 
vol. 59 (December, 1949), 537-55.
 
Haberler, Gottfried Von. "Mr. Keynes' Theory of the
 
Multiplier: A Methodological Criticism," in
 
Readinas in Business Cycle Theory (Homewood,
 
llinois: Irwin, 1951), 193-202.
 
Hegeland, Hugo. The Multiplier Theory. Lund, Sweden: C.
 
W.K. Gleerup, 1954.
 
Hildebrand, George, and Mace, Arthur Jr. "The Employment
 
Multiplier in an Expanding Industrial Market: Los
 
Angeles County, 1940-47," Review of Economics and
 
Statistics, vol. 32 (August, 1950), 241-49.
 
Hirsch, Werner Z. "Interindustry Relations of a
 
Metropolitan Area," Review of Economics and
 
Statistics, vol. 41 (November, 1959), 360-69.
 
Hochwald, Werner (ed.). Design of Regional Accounts.
 
Baltimore: JohnsHopkins Press, 1961.
 
"'Conceptual Issues in Regional Income Estimation,"
 
in Studies in Income and Wealth: Regional Income,
 
vol. 21 tPrinceton, N*J.: Princeton University
 
Press, 1957), 9-26.
 
Hochwald, Werner, et al. Local Impact of Foreign Trade.
 
Washington,-1-7.: National Planning Association,
 
1959.
 
Hoyt, Homer. One Hundred Years of Land Values in Chicago.
 
Chicago: University of Chicago Press, 1933.
 
The EconomicBase of the Brockton Massachusetts
 
Area. Brockton, Massachusetts: T99.
 
107
 
Isard, Walter. Location and Space-Economy. New York:
 
John Wiley, 1956.
 
"Interregional and Regional Input-Output
 
Analysis: A Model of A Space-Economy," Review of
 
Economics and Statistics, vol. 33 (November, 1951),
 
318-28.
 
Isard, Walter, et al. Methods of Regional Analysis: An
 
Introduction to Regional Science. Cambridge,
 
Massachusetts: M.I.T. Press, 1965.
 
Isard, 	Walter, and Kuenne, Robert E. "The Impact of
 
Steel Upon the Greater New York--Philadelphia
 
Industrial Region: A Study in Agglomeration
 
Projection," Review of Economics and Statistics,
 
vol. 35 (November, 1953), 289-301.
 
Isard, Walter, and Schooler, Eugene W. "Economic
 
Analysis of Local and Regional Impacts of
 
Reduction of Military Expenditures." A-Paper
 
presented at the Peace Research Conference at
 
University of Chicago, November 18-19, 1963.
 (Mimeographed.)
 
Isard, Walter, Schooler, E.W., and Vietorisz, T.
 
Industrial Complex Analysis and Regional
 
Development. Cambridge, Massachusetts: M.I.T.
 
Johnston, J. Econometric Methods. New York: McGraw-Hill,
 
1962.
 
Kahn, R.F. "The.Relation of Home Investment to Unemploy­
ment," Economic Journal, vol. 41 (1931), 173-198.
 
Keynes, J.M. The General Theory of Employment. Interest,
 
and Money. New York: MacMillan, 1936.
 
Kindleberger, Charles P. International Economics. Homewood,
 
Illinois: Irwin, 1960.
 
Koopmans, T.C. "When Is an Equation System Complete for
 
Statistical Purposes," in Statistical Inference in
 
Dynamic Economic Models, edited by T.C. Koopmans.
 
(New York: John Wiley, 1950), 393-409.
 
108
 
Kuznets, Simon. Seasonal Variations in Industry and
 
Trade. New York: National Bureau of Economic
 
Research, 1933.
 
Lange, 	Oskar. "The Theory of Multiplier," Econometrica,
 
vol. 11 (July-August, 1943), 227-245.
 
Leontief, W.W. The Structure of the American Economy
 
1919-1939. New York: Oxford University Press,
 
Leontief, W.W., and Hoffenberg, Marvin. "The Economic
 
Effects of Disarmament," Scientific American,
 
vol. 204 (April, 1961), 47-55.
 
Leontief, W.W., and Strout, Alan. "Multiregional
 
Input-Output Analysis," in Structural Interdependence
 
and Economic Development, proceedings of an Inter­
national Conference on Input-Output Techniques,
 
Geneva, September, 1961 (London: St. Martin's Press,
 
1963), 	119-150.
 
Leven, 	C.L. "Measuring the Economic Base," Re ional
 
Science Association Papers and ProceedingsII
 
(1956), 250-258.
 
"Regional Income and Product Accounts: Construction
 
and Applications," in Design of Regional Accounts,
 
edited by Werner Hochwald ZBaltimore: Johns Hopkins
 
University Press, 1961), 148-195.
 
"An Appropriate Unit for Measuring the Urban
 
Economic Base," Land Economics,vol. 30 (November,
 
1954), 369-371.
 
Machlup, Fritz. International Trade and the National
 
Income Multiplier. Philadelphia: Blakiston Co.,
1943.
 
"Period Analysis and Multiplier Theory," in
 
Readings in Business Cycle Theory (Homewood,
 
Illinois: Irwin, 1951), 203-234.
 
Mattila, J.M., and Thompson, W.R. "The Measurement of the
 
Economic Base of the Metropolitan Area," Land
 
Economics, vol. 31 (August, 1955), 215-229.W­
109
 
Metzler, Lloyd A. 
"Three Lags in the Circular Flow of

Income," in Income, Employment, and Public Policy,
 
essays in honor of Alvin H. Hansen (New York:
 
W.W.Norton Co., 1948), 11-32.
 
"A Multiple Region Theory of Income and Trade,"
 
Econometrica, vol. 18 (October, 1950), 
329-54.
 
Meyer, John. "Regional Economics: A Survey," American
 
Economic Review, vol. 53 (March, 1963), 77-57.
 
Missouri Division of Employment and Security, St. Louis,

Missouri. 
Monthly Employment Statistics.
 
January, 1958 to June, 1904.
 
Moore, Frederick T., and Peterson, James W. 
"Regional

Analysis: An Interindustry Model of Utah, 1947,"

Review of Economics and Statistics, vol. 37
 
(November, 1955), 368-80.
 
Moses, L.N. "The Stability of Interregional Trading

Patterns and Input-Output.Analysis," American
 
Economic Review, vol. 45 
(December, 1957893-32.
 
National Aeronautics and Space Administration. Conference
 
Report 
on Space-Age Planning. NASA SP-40, Washington,

D.C.: Government Printing Office, 
1964.
 
National Bureau of Economic Research. Reaional Income.
 
Princeton, N.J.: Princeton Universty Press,
71957.
 
_ Input-Output Analysis: An Appraisal. Princeton,
 
N.J.: Princeton University Press, 1958.
 
Perloff, H.S .
 et. al., Regions, Resources, and Economic
 
Growth. "Ta=tmore: Johns Hopkins Press, 1960.
 
Pfouts, R.W. (ed.). The Techniques of Urban Economic
 
Analysis. West Trenton: Chandler-Davis Co., 1960.
 
"An Empirical Testing of the Economic Base Theory,"

Journal of the American Institute of Planners, vol.
 
23 (1957), 64-09.
 
Riley, Vera and Allen, Robert L. Interindustry Economic
 
Studies: A Comprehensive Bibliography on Interindustry

Research. Baltimore: Johns Hopkins Press, 1955.
 
110
 
Robertson, D.H. Banking Policy and Price Level. London:
 
P.S. King T Son, Ltd., 1926.
 
St. Louis Post-Dispatch. Business and Finance Section,
 
January 5, 1964.
 
Business and Finance Section, September 29, 1964.
 
Sammuelson, Paul. "A Fundamental Multiplier Identity,"
 
Econometrica, vol. 11 (July-August, 1943), 221-226.
 
Sasaki, Kyoshi. "Expenditures and Employment Multiplier 
in Hawaii," Review of Economics and Statistics, 
vol. 45 (August, 1963) , 298-304. 
Schackle, G.L.S. "Twenty Years On: A Survey of the Theory
 
of the Multiplier," Economic Journal, vol. 61
 
(June, 1951), 241-260. '
 
Sirkin, Gerald. "The Theory of the Regional Economic
 
Base," Review of Economics and Statistics, vol. 41
 
(November, 1959), 426-429.
 
Suits, 	Daniel B. Statistics: An Introduction to Quantita­
tive Economic Research. Chicago: Rand McNally Co.,
 
1963.
 
Terry, Edwin. "Homer Hoyt's Urban Employment Multiplier."
 
Unpublished Doctoral Dissertation, Department of
 
Economics, Iowa State University, 1962.
 
Thompson, G.E. "An Investigation of the Local Employment
 
Multiplier," Review of Economics and Statistics,
 
vol. 41 (February, 1959), 61-67.
 
Tiebout, Charles M. The Community Economic Base Study.
 
The Committee tor Economic Development Series,
 
New York: 1962.
 
_ "Interregional Input-Output Model: An Appraisal," 
Southern Economic Journal, vol. 36 (October, 1959), 
140-147. 
• 	"Exports and Regional Economic Growth," Journal
 
of Political Economy, vol. 64 (April, 195"D,-T17 64.
 
. "A Method of Determining Incomes and Their Varia­
tions in Small Regions," Papers and Proceedings of
 
Regional Science Association, vol. 1 (1955), AI-A12.
 
ill
 
Ullman, Edward L., and Dacey, Michael F. "The Minimum
 
Requirements Approach to the Urban Economic Base,"
 
Papers and Proceedings of Regional Science
 
Association, vol. 0 (1900), 175-194.
 
University of New Mexico, Bureau of Business Research,
 
and Federal Reserve Bank of Kansas City. The
 
Economy of Albuquerque, New Mexico. Albuquerque:

1949.
 
U.S. 	Bureau of Budget. Inventory of Federal Statistics
 
for Standard Metropolitan Statistical Areas,
 
Counties and Cities, U.S. January, 1961.
 
(Mimeographed.)
 
Standard Industrial Classification Manual.
 
Washington, D.C.: Government Printing Office, 1957.
 
U.S. Department of Labor, Bureau of Labor Statistics.
 
Employment and Earnings Statistics for the U.S.
 
1909-62. Bulletin No. 1312-1, 1963.
 
Employment and Earnings Statistics for States

and Areas, 1939-62. 1963.
 
Vining, R. "The Region as an Economic Entity and
 
Certain Variations to be Observed in the Study
 
of Systems of Regions," Papers and Proceedings
 
of the American Economic Association, vol. 39
 
(May, 1949), 89-119.
 
"Delimitation of Economic Areas: Statistical
 
Conceptions in the Study of the Spatial Structure
 
of an Econom~ic System," Journal of American
 
Statistical Association, vol. 48 (January, 1953),

44-T.
 
Weimer, Arthur M., and Hoyt, Homer. Princieof Urban
 
Real Estate. 3rd edition, Chicago: onal Press,
 
1954.
 
Wolff, R.P. Miami, Economic Pattern of a Resort Area.
 
Coral Gables, Florida: University of Miami Press,
 
1945.
 
Abstract
 
AN ANALYSIS OF REGRESSION ESTIMATES FOR URBAN EMPLOYMENT MULTIPLIERS 
AND THEIR APPLICATION TO THE EMPLOYMENT IMPACT 
OF THE AEROSPACE INDUSTRY IN THE ST. LOUIS SMSA 
by Se-Hark Park 
Chairman: Professor Edward Greenberg
 
The primary purpose of this study was to estimate, through multiple
 
regression and correlation, differential employment impacts on the St.
 
Louis Metropolitan Area Economy resulting from monthly variations in the
 
activity levels of major export industries and the area investment sector
 
during the period of January 1958 to June 1964.
 
The area economic activities were classified as either -exogenous or
 
endogenous, depending upon whether the -levels of operation of particular
 
activities are explained by the model or not. Expdrts, the area invest
 
ment sector, net factor payments and net transfer payments to the area
 
were treated as major exogenous variables, and the activities of most
 
locally oriented consumption and service industries as endogenous.
 
Various employment multiplier estimating equations, both aggregate
 
and disaggregate types, were developed to test the employment multiplier
 
hypothesis which postulates the explanatory dependence relationship,
 
between the exogenous and endogenous employment, and further asserts a
 
multiplier value of greater than one.
 
Monthly employment data by industry from January 1958 to June 1964
 
were collected and classified into exogenous and endogenous employment
 
by industry. Then, the data were fitted to multiple regression and
 
correlation for the statistical estimation of the-model. A three month
 
time lag between exogenous and endogenous employment yielded the best
 
empirical fit out of the six different time lags experimented with,
 
and was incorporated into all the employment multiplier estimating
 
equations.
 
The empirical results indicated the presence of highly significant
 
relationships between exogenous and endogenous employment, and verified
 
the theoretical hypothesis of an employment multiplier value of greater
 
than one. The relative strength of employment impacts on the area
 
economy varied substantially from one sector to another, mainly due to
 
the interindustry differences in the income-induced and interindustry
 
effects. The introduction of trend and dmmy variables for seasonal
 
adjustments into the equations improved considerably the regression fits.
 
The Durbin-Watson d statistic test was conducted to test the presence
 
of autboorrelation. The test was inconclusive at five and one percent
 
significance levels.
 
The multiplier effects of the aerospace industry in St. Louis
 
appeared to work largely through the income-induced effects the relative
 
strength of the interindustry effects seemed to be insignificant.
 
