Let M 0,n(G(r, V ), d) be the coarse moduli space of stable degree d maps from n-pointed genus 0 curves to a Grassmann variety G(r, V ). We provide a recursive method for the computation of the Hodge numbers and the Betti numbers of M 0,n(G(r, V ), d) for all n and d. Our method is a generalization of Getzler and Pandharipande's work for maps to projective spaces.
Introduction
The relevance of Kontsevich's moduli spaces of stable maps (see [Kon95] ) has by now become widespread, notably in connection with Gromov-Witten theory. These spaces are compactifications of spaces of morphisms from nonsingular curves to a fixed variety, which are obtained by allowing the domain curves to have nodes.
Let us briefly recall their definition in the genus 0 complex case, which is the one we deal with in this paper. For an exhaustive and general treatment, we refer to [BM96] and [FP97] . Let Y be a nonsingular projective C-variety, and let β ∈ H 2 (Y, Z) be a curve class. A stable map from an n-pointed genus 0 curve to Y of class β, or stable (Y, 0, n, β)-map for short, is a triple (C, x, f ), where C is a projective, connected, reduced, at worst nodal curve of arithmetic genus 0, x = (x i ) 1≤i≤n is an n-tuple of pairwise distinct regular points of C, and f : C → Y is a morphism such that f * [C] = β. These data are subject to the following stability condition: if C ′ is an irreducible component of C that is contracted to a point by f , then C ′ has at least three special points (i.e., either marked points or nodes).
Stable (Y, 0, n, β)-maps are naturally parametrized by a proper algebraic Deligne-Mumford stack M 0,n (Y, β), with a projective coarse space M 0,n (Y, β). If Y is convex, then the stack M 0,n (Y, β) is nonsingular and M 0,n (Y, β) is a normal variety which is locally the quotient of a nonsingular variety by a finite group. Furthermore, the boundary of M 0,n (Y, β), i.e., the locus of singular domain curves, is a divisor with normal crossings, up to a finite group quotient. It can be given a combinatorial description similar to that of the boundary of the moduli space M 0,n of stable n-pointed genus 0 curves.
Despite the relevance of stable map spaces, their topology is still not well understood. For instance, their cohomology ring has been studied only in few cases (see [BO03] and [MM07] ). In the case of genus 0 stable maps to a flag variety Y , it is known that the cohomology groups are generated by tautological classes (see [Opr06] ). In fact, computing the Betti numbers of M 0,n (Y, β) is already a nontrivial problem. For Y = P r , this problem was solved in [GP06] by Getzler and Pandharipande, who computed the Hodge and Betti numbers of M 0,n (P r , d) by determining its Hodge-Grothendieck characteristic (referred to as Serre characteristic in [GP06] ), i.e., a refined S n -equivariant version of the E-polynomial.
The aim of this paper is to extend the method of [GP06] to the case of stable maps to a finite dimensional Grassmann variety G(r, V ). For some special values of n and d, there are some computations of the Poincaré polynomial of these spaces in the literature (see, for instance, [Ló14] ), which are performed using the Białynicki-Birula decomposition determined by a certain torus action. However, such computations are limited to n = 0 and d ≤ 3. Therefore, in order to determine the Hodge and Betti numbers of M 0,n (G(r, V ), d) for all n and d, we developed an alternative method that generalizes [GP06] . The outcome of the paper is a recursive algorithm through which the Hodge-Grothendieck characteristic e(M 0,n (G(r, V ), d)) can be computed, for any V, r, n, d.
The main point of our method is the same as that of [GP06] . Using the combinatorial description of the boundary of M 0,n (G(r, V ), d) via stable marked trees, we recursively reduce the computation of the Hodge-Grothendieck characteristic of M 0,n (G(r, V ), d) to that of the open loci M 0,m (G(r, V ), δ) (for δ ≤ d and m ≤ n + d − δ) where the domain curves are nonsingular. This reduction is obtained by translating the combinatorial properties of the spaces under consideration into recursive relations in the Grothendieck rings ( n≥0 K Sn 0 (Var))[[q]] and ( n≥0 K Sn 0 (MHS)) [[q] ], via the composition structures on those rings.
The Hodge-Grothendieck characteristic of M 0,m (G(r, V ), δ) is determined by that of the space of degree δ morphism from P 1 to G(r, V ), and by that of the configuration space F(P 1 , m), which has already been calculated in [Get95] . This way, the original problem boils down to the computation of e(Mor δ (P 1 , G(r, V ))).
Finally, by means of the Quot scheme compactification of Mor δ (P 1 , G(r, V )) studied by Strømme [Str87] , we provide a method to explicitly compute its Hodge-Grothendieck characteristic. Together with the previous results, this gives a recursive algorithm to determine e(M 0,n (G(r, V ), d)).
The paper is organized as follows. In Section 2, we describe the composition structures on the rings ( n≥0 K Sn 0 (Var))[[q]] and ( n≥0 K Sn 0 (MHS)) [[q] ]. These structures, together with the stratification of M 0,n (G(r, V ), d) by strata corresponding to stable marked trees, are used in Section 3 to obtain suitable recursive relations in the above Grothendieck rings.
The calculation of the class of Mor δ (P 1 , G(r, V )) in the Grothendieck ring of varieties, which in turn determines its Hodge-Grothendieck characteristic, is the subject of Section 4.
Section 5 contains some exemplifying applications of our algorithm.
Notation and conventions. For all categories C and D such that C is small, [C, D] denotes the category of functors from C to D, with natural transformations of such functors as morphisms. For all n ∈ Z ≥0 , S n denotes the symmetric group on n elements. For any field k, by a k-variety we mean a reduced separated scheme of finite type over k, not necessarily irreducible. Unless otherwise stated, the field C of complex numbers is assumed to be the ground field.
In order to distinguish between set-theoretic and scheme-theoretic disjoint union, the first is denoted by ⊔, while the latter is denoted by ∐.
For any Cartesian diagram
and any morphism ψ : F → G of sheaves on X, the pullback of ψ to X × Y T is denoted by ψ T : F T → G T . In particular, if Spec(κ(y)) → Y is the morphism determined by a point y ∈ Y , then the pullback of ψ to X y is denoted by ψ y : F y → G y .
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Composition structures on Grothendieck rings
In this section, we study the algebraic setting where our calculations will take place, namely the Grothendieck rings of varieties and mixed Hodge structures with symmetric group actions. A relevant role is played by their composition structures, which are essential to translate the combinatorial properties of stable map spaces into relations in these rings, as we will see in §3.
Our exposition is mainly based on that of [GP06] , which we slightly extend in order to provide a suitable setting for studying the Betti numbers of stable map spaces to any nonsingular, projective, convex variety. For further details and proofs, the interested reader is invited to consult the author's Ph.D. thesis [Bag19, §1].
Grothendieck groups of varieties
Let k be a field. For simplicity, we assume that k is algebraically closed. Definition 2.1. The Grothendieck group K 0 (Var k ) of k-varieties is the abelian group generated by the isomorphism classes of k-varieties subject to the relations
where X is a k-variety and Y ⊆ X is a closed subvariety.
The Grothendieck group K 0 (Var k ) admits different presentations, especially if char(k) = 0 (see [Bit04] ). The presentation we will mainly use is the following.
Proposition 2.2. The Grothendieck group of k-varieties can be alternatively presented as the abelian group generated by the isomorphism classes of quasiprojective k-varieties subject to the relations
The group K 0 (Var k ) is actually a commutative ring, whose product is defined on generators by
. The class of the affine line A 1 k in K 0 (Var k ) is denoted by L. As proved in [Bor18] , L is a zero divisor in K 0 (Var k ) when char(k) = 0.
Let us recall the following well-known properties of K 0 (Var k ), which will be used in the next sections. Proposition 2.3. Let X be a k-variety. Assume that there is a decomposition X = Y 1 ⊔ · · · ⊔ Y m , where each Y i is a locally closed subvariety of X. Then
Proposition 2.4. Let f : X → Y be a morphism of k-varieties. If f is a locally trivial fibration in the Zariski topology, with fiber F , then
As a consequence of Proposition 2.3, the decomposition P r k = A 0 k ⊔ · · · ⊔ A r k implies that [P r k ] = 1 + L + · · · + L r . If G is a finite group, there are G-equivariant versions of the Grothendieck group of k-varieties. In this paper, we only deal with the case where k is the field C of complex numbers and G is the symmetric group S n on n elements. Hereinafter, all varieties are understood to be over C, and the notation Var C is shortened to Var.
Definition 2.5. The Grothendieck group K Sn 0 (Var) of S n -varieties is the abelian group generated by the isomorphism classes of quasi-projective varieties with an action of S n , subject to the relations
When studying moduli spaces of stable maps to a nonsingular projective variety Y , an important role is played by the group of generalized power series
is the monoid of curve classes of Y . This group can be itself interpreted as a suitable Grothendieck group.
Let S be the permutation groupoid, i.e., the category whose objects are the nonnegative integers n ∈ Z ≥0 , with S(m, n) = ∅ if m = n and S(n, n) = S n .
Definition 2.6. A Υ-graded S-variety is a functor from S× Υ to the category Var of quasi-projective varieties. A morphism of Υ-graded S-varieties is a natural transformation of such functors.
The quasi-projectivity assumption is made to guarantee that quotients by finite group actions exist in Var.
If X is a Υ-graded S-variety, X(n, β) denotes the image of (n, β) ∈ Z ≥0 × Υ under X; by definition, X(n, β) is a quasi-projective variety with an S n -action.
Definition 2.7. The Grothendieck group K S 0 (Var Υ ) of Υ-graded S-varieties is the abelian group generated by the isomorphism classes of Υ-graded S-varieties subject to the relations
A {0}-graded S-variety is simply called an S-variety, and the corresponding Grothendieck group is denoted by K S 0 (Var). A Z ≥0 -graded S-variety is called a graded S-variety.
There are canonical isomorphisms
The presentation of this group as the Grothendieck group of Υ-graded S-varieties endows it with some additional structures, as shown in [GP06] .
Remark 2.8. The structures we are going to describe can be traced back to Joyal's theory of combinatorial species (see [Joy81] and [BLL97] ). Furthermore, they are closely related with Kelly's formalism for operads of [Kel05] .
For all n ∈ Z ≥0 , let S n be the Υ-graded S-variety defined by S n (i, β) = ∅ if (i, β) = (n, 0) and S n (n, 0) = Spec(C) with the trivial S n -action. The element [S n ] ∈ K S 0 (Var Υ ) is denoted by s n . The category [S × Υ, Var] of Υ-graded S-varieties is symmetric monoidal, with the product given by Day's convolution
and the identity object S 0 . Here, Ind Sn Si×Sj is defined by the left Kan extension along the inclusion of one-object categories S i × S j → S n . As Day's convolution product preserves coproducts in both arguments, it induces a commutative ring structure on K S 0 (Var Υ ), whose product is defined on generators by
] be the subring of K S 0 (Var Υ ) generated by the elements [X] such that X(n, β) = ∅ for all n > 0. Its inclusion into K S 0 (Var Υ ) induces a commutative K 0 (Var Υ )-algebra structure on K S 0 (Var Υ ). Furthermore, the subalgebras
form a decreasing filtration of K S 0 (Var Υ ), and K S 0 (Var Υ ) is complete with respect to this filtration. Here, for any β = 0, m β is the maximum integer m such that the set
There is another partially defined monoidal structure on [S × Υ, Var]. Its tensor product is the composition (also known as substitution or plethysm)
which is defined whenever Y (0, 0) = ∅, and its identity object is S 1 . Remark 2.9. The composition product provides a conceptual definition of an operad with values in Var: a Var-valued operad P with P(0) = ∅ is a monoid in ([S, Var], •, S 1 ). For further details, see [Kel05] .
By [GP06, §2] , the composition product induces a well-defined associative operation • :
As the functor −•Y preserves coproducts and commutes with Day's convolution, this operation is a K 0 (Var Υ )-algebra homomorphism in the first argument.
On the other hand, the functor X • − does not preserve coproducts. For instance, if X = S n then
Finally, there is an endofunctor D of [S × Υ, Var] which is defined by
where the S n -action on X(n + 1, β) is the restriction of the given action of S n+1 to its subgroup {σ ∈ S n+1 | σ(n + 1) = n + 1} ∼ = S n . This endofunctor preserves coproducts, and DS n = S n−1 for all n ≥ 1. Moreover, D satisfies both Leibniz's rule
. Altogether, the structures we have introduced form a composition algebra structure on K S 0 (Var Υ ), in the sense of [GP06, Def. 1.1]. For the reader's convenience, we recall the relevant definition.
Definition 2.10. Let R be a commutative ring, and let A be a commutative algebra over R which is filtered by subalgebras A = F 0 ⊇ F 1 ⊇ . . . . A composition operation on A is an operation
and a sequence of elements s n ∈ F n for n ∈ Z ≥0 , satisfying the following axioms:
An algebra with a composition operation is called a composition algebra. If it is also complete with respect to F • , then it is called a complete composition algebra.
The previous discussion can now be summarized in the following result (see [GP06, Thm. 2.2 and §3]).
Theorem 2.11. The Grothendieck group of Υ-graded S-varieties K S 0 (Var Υ ) is a complete composition algebra over K 0 (Var Υ ).
Since the monoid of curve classes of a finite dimensional Grassmannian is Z ≥0 , the only nontrivial Υ that will appear in the next sections is Υ = Z ≥0 , for which we have
and
. Nevertheless, the level of generality of the above exposition is motivated by its relevance for the study of stable maps to different targets.
Grothendieck groups of mixed Hodge structures
The constructions of §2.1 are not peculiar to the category Var. For instance, if Var is replaced by any abelian tensor category (A, ⊗, 1 1) whose tensor product is exact, a composition algebra structure can be analogously defined on the Grothendieck group K S 0 (A) of functors from S to A. In fact, if A is also Q-linear, then K S 0 (A) acquires some additional properties, which are inherited from the theory of linear representations of symmetric groups.
Our primary interest is the case where A is the category MHS of mixed Hodge structures over Q.
The relevant constructions are briefly recalled below. Our main reference is [GP06, §5]; for a more detailed exposition, the reader is referred to [Get95] . Since we are interested in studying the cohomology of stable map spaces, the case of functors S × Υ → A is made explicit. As in §2.1, Υ denotes the monoid of curve classes of the nonsingular projective variety Y which is the target of the stable maps under consideration.
First, recall the usual definition of the Grothendieck group of an abelian category.
Definition 2.12. Let C be an abelian category, which is assumed to be essentially small in order to avoid set-theoretic issues. The Grothendieck group K 0 (C) of C is the abelian group generated by the isomorphism classes of objects of C, subject to the relations
In particular, for any abelian category A, Definition 2.12 also applies to the functor categories
The corresponding Grothendieck groups are denoted by K Sn 0 (A), K S 0 (A) and K S 0 (A Υ ), respectively. There are canonical isomorphisms
Now, let (A, ⊗, 1 1) be a fixed abelian tensor category over Q (or any field of characteristic 0), with the tensor product ⊗ and the identity object 1 1, such that A is essentially small and ⊗ is exact. The tensor product ⊗ induces a commutative ring structure on K 0 (A), with the identity [1 1].
For all n ∈ Z ≥0 , let S n : S × Υ → A be the functor defined by S n (i, β) := 0 if (i, β) = (n, 0) and S n (n, 0) := 1 1 with the trivial S n -action. The element
defines a symmetric monoidal structure on [S × Υ, A], with the identity object S 0 . This induces a commutative ring structure on K S 0 (A Υ ), whose product is defined on generators by For Υ = 0, the Grothendieck ring K S 0 (A) is isomorphic to the completion of Λ⊗K 0 (A), where Λ is the filtered ring of symmetric functions. This isomorphism sends [s n ] ∈ K S 0 (A) to s (n) ⊗ 1, where s (n) = h n is the homogeneous symmetric function of degree n, i.e., the Schur function corresponding to the partition (n) ⊢ n. As a consequence, there is a ring isomorphism
Remark 2.13. In fact,
and it is complete with respect to this filtration.
The composition (usually known as plethysm in this context)
which is defined whenever B(0, 0) = 0, is the tensor product of a partially defined nonsymmetric monoidal structure on [S × Υ, A]. The identity object of this monoidal structure is S 1 . The functor −•B preserves biproducts and commutes with Day's convolution, whereas this does not hold true for the functor A • −.
By means of (1) and the isomorphism
, one easily sees that the composition induces a unique associative operation
This operation is a K 0 (A Υ )-algebra homomorphism in the first argument. With respect to the second argument, it is conveniently expressed via the elements p n ∈ K S 0 (A Υ ), which are analogous to the power sum symmetric functions in Λ. These elements are recursively defined by
and there is an isomorphism
] . The convenience of considering the elements p n lies in the next result, which follows from [Mac95, §I.8].
Proposition 2.14. For any n ∈ Z >0 , the map p n • − is a K 0 (A Υ )-algebra homomorphism. Moreover, p n • p m = p nm for all n, m.
As we will see in §5, Proposition 2.14 provides a way to effectively compute a • b for any a ∈ K S 0 (A Υ ) and b ∈ F 1 . Now, in order to define a composition algebra structure on K S 0 (A Υ ), the last item we need is a suitable derivation. As in the case of Var, we can consider the endofunctor D of [S × Υ, A] given by (DA)(n, β) := A(n + 1, β) .
Since this endofunctor preserves biproducts and satisfies both Leibniz's rule
. When applied to the elements s n and p n , the derivation D has a simple form: for all n ≥ 1, Ds n = s n−1 and Dp n = δ n,1 , where δ i,j is the Kronecker delta.
As a result of the preceding discussion, the following theorem is obtained (see [GP06, Thm. 5.1]).
The category of mixed Hodge structures over Q is a Q-linear rigid abelian tensor category, thus all the above results can be applied to A = MHS. In view of the purpose of this paper, we will be specifically concerned with the case where Υ = Z ≥0 , in which we have
. In particular, this shows that the information about the weight filtration is lost in K 0 (MHS).
The Hodge-Grothendieck characteristic
Let X be a variety over C. By Deligne's theory of mixed Hodge structures, each compactly supported cohomology group H i c (X, Q) carries a natural mixed
Definition 2.17. The Hodge-Grothendieck characteristic (hereinafter referred to as HG-characteristic) e : K 0 (Var) → K 0 (MHS) is the ring homomorphism that is defined on generators by
Here and henceforth, e(X) is a shortened notation for e([X]).
Remark 2.18. The homomorphism e has different names in the literature. We follow the terminology of [PS08] . In [GP06] , e is called Serre characteristic. The proof of the existence of e and its properties first appeared in [DK86] .
For instance, the HG-characteristic of
. This class is denoted by L.
The HG-characteristic is a refined version of the E-polynomial, which is indeed the composition of e : K 0 (Var) → K 0 (MHS) with the ring homomorphism
If the variety X carries an action of S n , then the S n -representation H i c (X, Q) is compatible with the mixed Hodge structure on it, i.e., it is a S n -representation in the category MHS. This shows that Definition 2.17 can be adapted to the context of Υ-graded S-varieties.
Definition 2.19. The HG-characteristic e :
One of the main properties of the HG-characteristic is that it preserves the structures we have introduced in the previous sections. More precisely, we have the following result (see [GP06, §5] ).
Proposition 2.20. The HG-characteristic e :
For any projective variety X that has at most finite quotient singularities, the knowledge of e(X) determines its Hodge numbers, because the mixed Hodge structure (H i (X, Q), W • , F • ) on its i-th cohomology group is in fact pure of weight i (see [PS08, Thm 2.43]). In particular, this applies to the moduli spaces of genus 0 stable maps to a finite dimensional Grassmannian. Therefore, the next sections will be concerned with the computation of the HG-characteristic of these spaces.
3 Motivic study of spaces of genus 0 stable maps Let Y be a nonsingular, projective, convex variety, and let Υ ⊆ H 2 (Y, Z) be its monoid of curve classes. For any n ∈ Z ≥0 and β ∈ Υ, the coarse moduli space
The variety M 0,n (Y, β) admits a stratification by locally closed subvarieties indexed by stable (n, β)-trees. When Y is a finite-dimensional Grassmanian, this stratification plays a key role in the development of a recursive procedure to compute the HG-characteristic of M 0,n (Y, β).
In this section, we follow the same approach as that adopted in [GP06, §4] for the case Y = P r .
Stratification by stable marked trees
In order to fix our notation, we first recall some definitions regarding graphs.
In other words, a tree is a graph whose geometric realization is simply connected (see [BM96, Def. 1.2] for the geometric realization of a graph).
Now, let Υ be the monoid of curve classes of a nonsingular, projective, convex variety Y . More generally, one can replace Υ by any semigroup with indecomposable zero. We consider trees that are marked by elements of Υ, and whose leaves are labelled by nonnegative integers.
For each stable (Y, 0, n, β)-map (C, x, f ), there is an associated (n, β)-tree (τ, l τ , β τ ), which is defined as follows.
• Let ν : C ν → C denote the normalization of C. The flags of τ correspond to the closed points y ∈ C ν such that ν(y) is a special point of (C, x).
• The vertices of τ correspond to the irreducible components of C, and ∂ τ : F τ → V τ sends y to the component where ν(y) lies.
• If ν(y) is a marked point, then j τ (y) := y. If ν(y) is a double point, then j τ (y) := y ′ , where y ′ = y is the other closed point of C ν such that ν(y) = ν(y ′ ). In particular, the edges of τ correspond to the nodes of C, and the leaves of τ correspond to the marked points of C.
• The labelling l τ : L τ → {1, . . . , n} of the leaves is determined by the markings
The stability condition on (C, x, f ) corresponds to a stability condition on its dual (n, β)-tree.
In particular, a (Y, 0, n, β)-map is stable if and only if its dual (n, β)-tree is stable. Furthermore, note that the dual (n, β)-trees of two isomorphic stable (Y, 0, n, β)-maps are isomorphic as well.
Conversely, given an isomorphism class [τ ] of stable (n, β)-trees, one can consider the locus M (τ ) in M 0,n (Y, β) that parametrizes those maps whose dual (n, β)-tree is isomorphic to τ . This locus is a locally closed subvariety of
For instance, the locus that corresponds to the isomorphism class of stable (n, β)-trees with a single vertex and n leaves is the open subvariety M 0,n (Y, β), which parametrizes maps from nonsingular curves.
The decomposition of M 0,n (Y, β) into the locally closed subvarieties M (τ ) is finite, as the next result shows.
Lemma 3.5. The set Γ 0,n (β) of isomorphism classes of stable (n, β)-trees is finite.
Proof. The proof is the same as that of [GP06, Prop. 4 .3] for Y = P r , adapted to our more general case. For every (n, β)-tree τ , we have
is empty for almost all i; let i β be the greatest integer for which it is nonempty. If τ is stable, then the number of vertices v ∈ V τ such that n(v) ≤ 2 is bounded by i β . Therefore, we have
Since the number of isomorphism classes of trees with a fixed number of flags is finite, it follows that Γ 0,n (β) is a finite set.
As a consequence of Lemma 3.5, the equality
The variety M 0,n (Y, β) has a natural left action of the symmetric group S n , which is given by permutation of the marked points. If we consider its class in K Sn 0 (Var), then in general the above equation does not hold, because the loci M (τ ) may be not S n -invariant. Only the weaker equalies
. As a consequence of [FP97, §6] (see also [ACG11, §XII.10] for the analogous description in the case of moduli of pointed curves), the loci M (τ ) can be given a description in terms of the gluing of stable maps from nonsingular curves. For this purpose, it is useful to work with stable maps from pointed curves whose marked points are labelled by an arbitrary finite set. Definition 3.6. For any finite set L and any β ∈ Υ such that either β = 0 or #L > 2, M 0,L (Y, β) is the coarse moduli space that parametrizes equivalence classes of triples (C, ι, f ), where C is a nonsingular projective curve of genus 0, ι : L → C is a closed immersion, and f :
The variety M 0,L (Y, β) is (non-canonically) isomorphic to M 0,#L (Y, β), and it is equipped with a canonical evaluation morphism
Let τ be a stable (n, β)-tree.
There is also a natural injection Y Eτ ⊔Lτ → Y Fτ , which is given by composing with the surjective map F τ → E τ ⊔ L τ that maps each flag to its orbit under j τ . Let M (τ ) be the fiber product 
Stable maps from genus 0 curves to Grassmannians
Let V be a fixed C-vector space of dimension k ∈ Z >0 , and let r be an integer such that 0 < r < k. We consider stable maps with values in the Grassmannian G := G(r, V ) of r-dimensional quotients of V . Under the isomorphism H 2 (G, Z) ∼ = Z, the monoid of curve classes of G is identified with Z ≥0 . Therefore, a curve class in G will be denoted by d ∈ Z ≥0 . 
As a consequence, the mapping 
The fibers of ev n+1 : M 0,n+1 (G, d) → G and of its restriction to M 0,n+1 (G, d) will play a special role in our treatment. Definition 3.9. If p ∈ G is any closed point, Φ n,d is the fiber of the morphism ev n+1 : M 0,n+1 (G, d) → G over p. Similarly, Φ n,d is the fiber of ev n+1 | M0,n+1(G,d) over p.
Since we are only interested in the isomorphism class of the fibers, the choice of p ∈ G in the above definition is arbitrary.
By identifying S n with {σ ∈ S n+1 | σ(n + 1) = n + 1}, the restriction of the S n+1 -action on M 0,n+1 (G, d) (resp. M 0,n+1 (G, d)) yields an S n -action on Φ n,d (resp. Φ n,d ). Let M , M , Φ and Φ be the following graded S-varieties:
The next result is a direct consequence of Proposition 3.8.
Corollary 3.10. The equalities
. Following a procedure analogous to [GP06, §4], we are going to find a formula that relates the classes of M , M , Φ and Φ in K S 0 (Var) [[q] ]. First, we need some preliminary results.
Let us fix a representative for each isomorphism class in Γ 0,n (d). The set of these representatives is denoted byΓ 0,n (d). For any τ ∈Γ 0,n (d), let us also fix representatives for each equivalence class in V τ / Aut(τ ), E τ / Aut(τ ) and F τ / Aut(τ ); the corresponding sets are denoted byṼ τ ,Ẽ τ andF τ , respectively. Notice that L τ / Aut(τ ) = L τ . For any a ∈ V τ ⊔ E τ ⊔ L τ ⊔ F τ , Aut(τ, a) denotes the group of automorphisms of τ that fix a.
Finally, let us introduce the sets
The following result translates the combinatorial properties of the moduli spaces we are considering into equations in K S 0 (Var)[[q]] (cf. [GP06, Lemma 4.7]). Proposition 3.11. The equations
Proof. The result is a direct consequence of Proposition 3.7, Proposition 3.8 and the definition of •. For the sake of geometric intuition, a geometric interpretation of the equalities (2)-(5) is provided below. In what follows, (C, x, f ) denotes a stable (G, 0, n, d)-map with dual (n, d)-tree τ .
(2) If v ∈ V τ is a fixed vertex and C v is the corresponding irreducible component of C, let ν :C v → C v be the normalization of C v , let z i , for i ∈ F τ (v), be the closed points ofC v that lie over the special points of C v , and let
• a stable map at each z i such that ν(z i ) is a node, and
• a point at each z i such that ν(z i ) is a marked point.
(3) If e ∈ E τ is a fixed edge and x e is the corresponding node of C, then (C, x, f ) is obtained by gluing two stable maps, where both of them have an additional marked point that is mapped to f (x e ) ∈ G, at these additional points.
(4) Let l ∈ L τ be a fixed leaf, and let λ ∈ {1, . . . , n} be its label. Then the action of S n that permutes x 1 , . . . , x n is the same as that induced by the action of its subgroup {σ ∈ S n | σ(λ) = λ} ∼ = S n−1 that permutes x 1 , . . . ,x λ , . . . , x n .
(5) Let ξ ∈ F τ be a fixed flag, and let z ξ be the corresponding point ofC, where ν :C → C is the normalization. If ν(z ξ ) is a marked point of (C, x), then we can argue as for (4). This argument yields the second summand on the right-hand side of (5).
If ν(z ξ ) is a node of C, then we can argue as for (3). However, while in the case of edges there may be automorphisms of (τ, e = {ξ, j τ (ξ)}) that exchange ξ and j τ (ξ), such automorphisms are not in Aut(τ, ξ). This explains the lack of the quotient by S 2 in the first summand on the right-hand side of (5), as compared with (3).
In order to prove the above-mentioned formula, we need two other lemmas. The first one is [GP06, Lemma 4.8].
Lemma 3.12. For every stable (n, d)-tree τ , there is a canonical injective map ι :
The proof of the second one is straightforward.
Lemma 3.13. Let X be a quasi-projective variety, and let A be a finite set. Let G be a finite group acting on both X and A. Then any choice of representatives for the equivalence classes in A/G determines an isomorphism
where G a = {g ∈ G | ga = a} is the stabilizer subgroup of G with respect to the chosen representative a of [a].
We can now prove the main theorem of this section (cf. [GP06, Thm. 4.5]).
Theorem 3.14. The equality
Proof. By Lemma 3.13, we have the equalities
The sum of the right-hand sides is equal to
The class (6) can be rewritten by means of Lemma 3.12. Indeed, let us consider the canonical injection ι : Finally, the above sequence of equalities, together with Proposition 3.11, yields the equation
, from which the theorem follows.
Corollary 3.15. The equality
Proof. We apply the derivation D to both sides of Theorem 3.14. By Corollary 3.10, the left-hand side becomes
Since D is additive, it can be applied separately to each summand on the right-hand side. Using the properties of D and Corollary 3.10, we get
The combination of all the above equalities yields
, this implies the corollary. As the HG-characteristic e :
] is a morphism of complete composition algebras, Theorem 3.14 and Corollary 3.15 also imply the following result. ]. The main upshot of Theorem 3.14 and its corollaries is that they provide a recursive procedure to compute the HG-characteristic of M 0,n (G, d) for all n and d.
The first equation of Corollary 3.16 shows that e(M 0,n (G, d)) ∈ K Sn 0 (MHS) can be obtained from the following elements: Given V and r, [G] ∈ K 0 (Var) (and thus e(G)) is easily computable by means of the recursive equality
starting from the base cases
By applying Corollary 3.10, the second equality of Corollary 3.16 becomes
Note that (7) yields a recursive algorithm for computing e(Φ m,δ ). In particular, it shows that e(Φ m,δ ) is determined by e(M 0,i (G, ǫ)) for ǫ ≤ δ and i ≤ m+δ−ǫ+1. Therefore, the elements (ii) above can be obtained from the elements (iii).
In conclusion, we see that the computation of e(M 0,n (G, d)) recursively boils down to the calculation of e(M 0,m (G, δ)).
The HG-characteristic of the open stratum
Motivated by the previous results, we shall now face the problem of computing the HG-characteristic of the open locus M 0,n (G, d) ⊆ M 0,n (G, d), which parametrizes those maps whose domain curve is isomorphic to P 1 .
Let Mor d (P 1 , G) be the variety that parametrizes morphisms from P 1 to G of class d, and let F(P 1 , n) := (x 1 , . . . , x n ) ∈ P 1 n | x i = x j ∀ i = j be the configuration space of n distinct points in P 1 . The symmetric group S n acts on F(P 1 , n) by permuting the n-tuples of points. If n + 3d ≥ 3, then there is a canonical S n -equivariant isomorphism
where Aut(P 1 ) = PGL(2, C) acts on both Mor d (P 1 , G) and F(P 1 , n) via its action on P 1 . In the remaining cases, namely for d = 0 and n ≤ 2, the stability condition implies that M 0,n (G, 0) = ∅. Let F(P 1 ) be the S-variety defined as F(P 1 )(n) := F(P 1 , n). The class of F(P 1 ) in K S 0 (Var) can be expressed via the Exp and Log functions of [GP06, §3] . holds in K S 0 (Var). The corresponding formula for e(F(P 1 )) ∈ K S 0 (MHS) can be simplified using the properties of K S 0 (MHS). (1 + p n ) (1/n) k|n µ(n/k)L k holds in K S 0 (MHS). The class of Aut(P 1 ) in K 0 (Var) and its HG-characteristic are also easily computable. Indeed, we have [GL(2, C)] = L(L − 1) 2 + L 2 (L − 1) 2 , therefore . Let X be an S-variety, and let G be a connected algebraic group which acts on each X(n). Assume that the actions of S n and G on each X(n) commute. If the action of G has finite stabilizers, then e(X) = e(G) e(X/G) in K S 0 (MHS). Theorem 3.19 implies that the equality e(Mor d (P 1 , G)) e(F(P 1 , n)) = e(Aut(P 1 )) e(M 0,n (G, d)) holds in K Sn 0 (MHS) whenever n + 3d ≥ 3. We write e(M 0,n (G, d)) = e(Mor d (P 1 , G)) e(F(P 1 , n)) e(Aut(P 1 )) ,
meaning that e(M 0,n (G, d)) is the unique element of the form e(X) such that e(Mor d (P 1 , G)) e(F(P 1 , n)) = e(Aut(P 1 )) e(X). Equation (9) shows that in order to compute e(M 0,n (G, d)) the only missing part is the computation of e(Mor d (P 1 , G)) ∈ K 0 (MHS). This computation is dealt with in the next section.
Spaces of morphisms from P 1 to Grassmannians
The aim of this section is to show how [Mor d (P 1 , G)] ∈ K 0 (Var) (and thus also e(Mor d (P 1 , G)) ∈ K 0 (MHS)) can be explicitly determined.
Throughout the section, we work over a fixed algebraically closed field k of characteristic 0. Schemes and morphisms between them are tacitly assumed to be over k; in particular, the product is understood to be the fiber product over k. Moreover, P 1 = P 1 k , V is a fixed k-vector space of dimension k, and G is the Grassmannian G(r, V )/k of r-dimensional quotients of V .
Quot compactification and its decomposition
As shown in [Nit05] , Mor d (P 1 , G) is naturally realized as an open subscheme of the Hilbert scheme of P 1 × G, by associating to each morphism f :
A different compactification is provided by the Quot scheme
V ⊗O P 1 /P 1 /k , which parametrizes equivalence classes of coherent quotients of V ⊗ O P 1 of rank r and degree d, i.e., with Hilbert polynomial equal to (t + 1) G) is the open locus Q d corresponding to locally free quotients of V ⊗ O P 1 .
The compactification Q d was studied in [Str87] . In particular, recall the following result. The subvariety Q d ⊆ Q d is the open dense stratum of a certain locally closed decomposition of Q d , which we shall now study. Definition 4.2. Let X be an algebraic scheme. A locally closed decomposition of X is a morphism f : Y → X of algebraic schemes that satisfies the following conditions:
• the restriction of f to each connected component of Y is a locally closed immersion;
• f is bijective on closed points.
The starting point in constructing this decomposition of Q d is the following observation. Since any coherent sheaf F on P 1 splits as the direct sum of its torsion subsheaf T (F ) and of the locally free sheaf F /T (F ), the geometric points of Q d parametrizing quotients that are not locally free correspond to morphisms P 1 → G of lower degree, by considering only the locally free part of the quotients. This fact suggests the possibility of finding a decomposition of Q d such that each of its members correspond to morphisms P 1 → G of some fixed degree δ ≤ d.
Motivated by this observation, we consider the schemes
be the universal quotient on P 1 × Q δ , let E δ = ker(π δ ), and let ι δ : E δ → V ⊗ O P 1 ×Q δ be the inclusion. Then we have the short exact sequence of coherent O P 1 ×Q δ -modules
whose exactness is preserved by any base change T → Q δ . Let us also introduce the relative Quot schemes
Proposition 4.3. The Quot scheme R δ is projective and smooth over Q δ . In particular, R δ is nonsingular.
Proof. Since the projection P 1 × Q δ → Q δ is a projective morphism, R δ is a projective Q δ -scheme (see [Nit05] ). If y ∈ Q δ is a closed point, let 0 → K → (E δ ) y → G be the corresponding short exact sequence of O P 1 -modules. Then
because G has 0-dimensional support. Therefore, from [Leh98] it follows that R δ is a smooth Q δ -scheme.
Finally, since Q δ is a smooth k-scheme, R δ is smooth over k and thus nonsingular, because k is a perfect field.
There is a Cartesian diagram
be the pullback of (10) by f ′ δ . Moreover, let [ρ δ : (E δ ) R δ → G δ ] be the universal quotient on P 1 × R δ , and let H δ be the cokernel of ker(ρ δ ) ֒→ V ⊗ O P 1 ×R δ . Then we obtain the following commutative diagram of coherent O P 1 ×R δ -modules, with exact rows and columns:
The existence of the dotted arrows follows from the universal properties of kernels and cokernels. The exactness of all rows and columns is a consequence of the Four lemma and of the Nine lemma.
Since both G δ and H δ /G δ are flat over R δ , H δ is R δ -flat. Thus, for any
Therefore, by the universal property of Q d , there exists a unique morphism
Remark 4.4. The diagram (11) is stable under any base change T → R δ , because all sheaves appearing in it are flat over R δ . In particular, for any x ∈ R δ , the fiber (G δ ) x is (isomorphic to) a 0-dimensional subsheaf of (H δ ) x , so that there is an injective morphism from (G δ ) x into the torsion subsheaf T ((H δ ) x ) of (H δ ) x . As a consequence, the length of
Let Q δ be the open locus in Q δ corresponding to locally free quotients of
, with its open subscheme structure. Proposition 4.5. For each 0 ≤ δ ≤ d, the set-theoretic image g δ (R δ ) is the constructible subset of Q d whose closed points are the elements of
In particular, there is a set-theoretic decomposition Q d = 0≤δ≤d g δ (R δ ).
Proof. For any closed point y of g δ (R δ ), let x ∈ R δ (k) such that g δ (x) = y. Let us consider the pullback of (11) to the fiber P 1
x :
By Remark 4.4,
is locally free. As a consequence, (G δ ) x actually coincides with T ((H δ ) x ). It follows that the length of T ((H δ ) x ) is exactly d − δ. By construction of the morphism g δ , we have
Conversely, let y ∈ Q d be a closed point such that T = T ((F d ) y ) has length d − δ. Then we have a quotient
where (F d ) y /T is a locally free O P 1 -module of rank r and degree δ. Let z ∈ Q δ be the closed point corresponding to this quotient. There is a diagram
which commutes and has exact rows and columns; this is a consequence of the Four lemma and of the Nine lemma. In particular, T is a 0-dimensional quotient of (E δ ) z of length d − δ. Therefore, ρ : (E δ ) z → T corresponds to a closed point x ∈ R δ such that f δ (x) = z. Moreover, we have g δ (x) = y, hence y ∈ g δ (R δ ), as claimed.
Note that for any y ∈ Q d , the length of T = T ((F d ) y ) cannot be greater than d. If it was, then from the quotient V ⊗ O P 1 y → (F d ) y /T we would get an invertible sheaf on P 1 with negative degree and a non-zero section. Thus, every closed point y ∈ Q d lies in some g δ (R δ ).
By Chevalley's Theorem, each g δ (R δ ) is a constructible subset of Q d . Since k is algebraically closed and Q d is of finite type over k, the constructible subsets of Q d are uniquely determined by their intersection with Q d (k). Therefore, from the above discussion we deduce that Q d = δ g δ (R δ ) and g δ (R δ ) ∩ g ǫ (R ǫ ) = ∅ whenever δ = ǫ. We thus get a set-theoretic decomposition Q d = δ g δ (R δ ).
In particular, U 0 = Q d . Let us recursively construct morphisms j δ : R δ → U δ as follows.
For δ = 0, we have
Now, for δ > 0, assume that we have already defined j δ−1 and proved that
Lemma 4.6. The commutative diagram
be a commutative diagram of k-schemes of finite type. Let us consider the pullback of (11) by u ′ = id P 1 ×u :
Since it contains all closed points of T , it is actually equal to T . Therefore, for any t ∈ T ,
) t is locally free. It follows that u : T → R δ factors through a unique morphism h : T → R δ . Since the immersion U δ ֒→ Q d is a monomorphism, we also have
By Lemma 4.6, the image j δ (R δ ) is closed in U δ . Thus, the complement
is an open subvariety of Q d , because U δ ⊆ Q d is open. Note that we exactly have U δ+1 = U δ \ j δ (R δ ). Thus, we can proceed recursively and define
The morphisms j δ determine the desired decomposition of Q d .
Lemma 4.7. For every 0 ≤ δ ≤ d, j δ : R δ → U δ is a monomorphism.
Proof. By [Gro67, Prop. 17.2.6], j δ is a monomorphism if and only if it is radicial (equivalently, universally injective) and formally unramified. Since j δ : R δ → U δ is a morphism of finite type of algebraic k-schemes, it suffices to prove that j δ is injective on closed points and unramified. Let x 1 , x 2 ∈ R δ be closed points such that j δ (x 1 ) = j δ (x 2 ). For each i, pulling-back (11) to P 1 xi , we get the following commutative diagram with exact rows and columns:
As
Moreover, we have the exact sequence of O R δ -modules
By [Leh98] , for any closed point x ∈ R δ , we have
The vector space
x is a torsion sheaf and (H δ )/G δ ) x is torsion-free. Therefore, by means of the long exact Ext sequences associated to the pullback of (11) to P 1 x , (12) implies that
Moreover, the pullback of the morphism g * δ (Ω U δ /k ) → Ω R δ /k of (13) to P 1 x is the dual of the canonical injection coker(α) ֒→ Hom((K δ ) x , (H δ ) x ), hence it is surjective. As a consequence, we obtain the vanishing of Ω R δ /U δ ⊗ κ(x). Since Ω R δ /U δ ⊗ κ(x) = 0 for each closed point x ∈ R δ and R δ is of finite type over k, we have Ω R δ /U δ = 0, i.e., j δ is unramified.
Theorem 4.8. The morphism
Proof. By Proposition 4.5, since j δ (R δ ) = g δ (R δ ), j is bijective on closed points. From Lemma 4.6 and Lemma 4.7 it follows that j δ : R δ → U δ is a proper monomorphism, hence a closed immersion by [Gro67, Cor. 18.12.6 ]. Therefore, each composition R δ j δ − → U δ ֒→ Q d is a locally closed immersion and j is a locally closed decomposition of Q d .
For the purposes of this work, the importance of Theorem 4.8 lies in the subsequent corollary, which directly follows from Proposition 2.3.
Corollary 4.9. The equality
The classes of the strata in K 0 (Var k )
Let us now study the relation between the classes [R δ ] and [Q δ ] in K 0 (Var k ).
Let s := k − r. By Grothendieck's theorem on vector bundles on P 1 , for every y ∈ Q δ there is an isomorphism
where a 1 (y) ≤ · · · ≤ a s (y) is a uniquely determined sequence of integers such that a 1 (y) + · · · + a s (y) = −δ. Note that each a i (y) is ≤ 0, because (E δ ) y is a subsheaf of V ⊗ O P 1 y . Let A δ = {a ∈ Z s | a 1 ≤ · · · ≤ a s ≤ 0 , |a| = −δ}. By [Sha77] , for any a ∈ A δ the locus Q a δ := {y ∈ Q δ | (a 1 (y), . . . , a s (y)) = a}
, with its reduced induced scheme structure. The main theorem of §4.2 is the following. Then the restriction f δ | R a δ : R a δ → Q a δ is a locally trivial fibration in the Zariski topology, with fiber Quot d−δ E a δ /P 1 /k . The proof of Theorem 4.10 essentially relies on the following result.
Proposition 4.11. Let T be a smooth scheme, and let E be a coherent locally free sheaf of rank s on P 1 × T , flat over T . Assume that for every t ∈ T , there is an isomorphism
where the integers a 1 ≤ · · · ≤ a s are independent of t. Then, Zariski locally on T , E is isomorphic to the pullback of
Proof. Without loss of generality, we may assume that T is an integral scheme. Let p : P 1 × T → P 1 and q : P 1 × T → T be the two projections. If H is a sheaf on P 1 × T , we write H(a) for H ⊗ p * O P 1 (a). We will proceed by induction on s.
If s = 1, let us consider the coherent O T -module F = q * (E(−a 1 )). By the results on cohomology and base change, F is a locally free sheaf of rank h 0 (P 1 , O P 1 ) = 1, which commutes with any base change. The counit of the adjunction q * ⊣ q * gives an isomorphism of invertible sheaves q * F ∼ − → E(−a 1 ). Therefore, we can cover T with open subsets over which q * F trivializes, so that we get an isomorphism p * O P 1 (a 1 ) ∼ − → E. If s > 1, let F = q * (E(−a s )). By Grauert's theorem on base change, F is a locally free O T -module of rank s ′ = #{i | a i = a s }. As above, the counit of the adjunction q * ⊣ q * gives a morphism of locally free sheaves q * F → E(−a s ). On each fiber P 1 t over t ∈ T , this is the evaluation H 0 (P 1 t , E t (−a s ))⊗O P 1 t → E t (−a s ), which is an injection of vector bundles. Therefore, we have an injection of locally free sheaves (q * F )(a s ) → E with locally free quotient Q:
On each fiber P 1 t , we have
By the induction hypothesis, since the rank of Q is strictly less than s, we can cover T with open subsets U , such that Q| U is isomorphic to the pullback of i|ai =as O P 1 (a i ) by the projection P 1 × U → U . By shrinking T if necessary, we may thus assume that this happens globally on T .
In order to prove that the sequence (14) splits (Zariski locally), consider
Let us apply the Leray spectral sequence H i (T, R j q * (−)) ⇒ H i+j (P 1 × T, −) to the sheaf Q ∨ ⊗ (q * F )(a s ). Since dim(P 1 ) = 1, R i q * (Q ∨ ⊗ (q * F )(a s )) = 0 for every i > 1. For i = 1, using the projection formula, we obtain
The sheaf Q ∨ (a s ) is the pullback of j|aj =as O P 1 (a s − a j ), whose H 1 vanishes because a s > a j , hence R 1 q * (Q ∨ (a s )) = 0. Finally, the last contribution to H 1 (P 1 × T, Q ∨ ⊗ (q * F )(a s )) coming from the Leray spectral sequence is
If U is an affine open subset of T , then H 1 (U, F ⊗ q * (Q ∨ (a s )) = 0. It follows that 
for all λ, where p : P 1 × U λ → P 1 is the projection. Therefore, by the base change property of the Quot scheme, the preimage f −1 δ (U λ ) ⊆ R a δ is naturally isomorphic to The problem of computing the class of Quot d−δ E a δ /P 1 /k in K 0 (Var k ) was solved in [BFP19] , where it was proved that it is independent of a ∈ A δ .
Proposition 4.13. For any integer 0 ≤ δ ≤ d, the equality
the result follows from the equality
The class appearing in Proposition 4.13, which depends only on s = k − r and d − δ, will be denoted by Ω d−δ .
The class of Mor
By means of the previous results, we can now describe a method for computing the class [Q d ] = [Mor d (P 1 , G)] ∈ K 0 (Var k ).
Theorem 4.14. The equality
Proof. Applying Corollary 4.12 and Proposition 4.13, we get
By Corollary 4.9, we thus have
Since Ω 0 = 1, the last power series in (15) is invertible, thus (15) implies the theorem.
Theorem 4.14 provides a recursive formula for [Q d ] in terms of [Q δ ] and Ω δ for δ ≤ d:
The elements Ω δ have already been determined in Proposition 4.13. Thus, in order for (16) to be effective for computing [Q d ], we only need to calculate [Q δ ].
By [Str87, §3] , Q δ has a Białynicki-Birula decomposition determined by a torus action. Since each subvariety in this locally closed decomposition is isomorphic to some affine space A i , we have
where m δ,i is the number of i-dimensional cells.
A formula for the numbers m δ,i is provided in [Str87] . Let G ⊆ Z s ×Z s+1 ×Z s be the subset whose elements are triples (a = (a 1 , . . . , a s ), b = (b 0 , . . . , b s ), c = (c 1 , . . . , c s )) such that b 0 = 0 ≤ a 1 ≤ b 1 ≤ a 2 ≤ · · · ≤ b s−1 ≤ a s ≤ δ = b s , 0 ≤ c 1 ≤ · · · ≤ c s ≤ r .
Then the following result holds. 5 The Betti numbers of M 0,n (G(r, V ), d)
The previous results yield an algorithm to compute the HG-characteristic of M 0,n (G, d), which in turn determines its Hodge and Betti numbers. Let us outline how this algorithm works.
(i) Apply the results of §4.3 to compute [Q δ ] and e(Q δ ) for all δ ≤ d.
(ii) Calculate e(M 0,m (G, δ)) for all δ ≤ d and m ≤ n + d − δ, by means of (9).
(iii) Use the recursive procedure explained in §3.2 to get e(M 0,n (G, d)).
Remark 5.1. As a consequence of the above procedure, the cohomology group H i (M 0,n (G, d)) vanishes for i odd, whereas its class in K 0 (MHS) is a multiple of L i/2 for i even. This agrees with the results of [Opr06] .
In the remainder of the section, we examine some examples, in order to show the effectiveness of our algorithm in practice.
5.1
The HG-characteristic of M 0,0 (G(2, 4), 2) Let us consider the Grassmannian G = G(2, 4), whose class in K 0 (Var) is [G(2, 4)] = (L 2 + 1)(L 2 + L + 1) .
First, we compute Ω i for all 0 ≤ i ≤ 2 via Proposition 4.13: Ω 0 = 1 , Ω 1 = (L + 1) 2 , Ω 2 = L 4 + 2L 3 + 4L 2 + 2L + 1 .
Then we also have the following equalities:
℧ 0 = 1 , ℧ 1 = −(L + 1) 2 , ℧ 2 = 2L(L 2 + L + 1) .
The classes [Q δ ] for all 0 ≤ δ ≤ 2 are determined by Proposition 4.15:
[Q 0 ] = (L 2 + 1)(L 2 + L + 1) ,
[Q 1 ] = (L + 1) 2 (L 2 + 1)(L 2 − L + 1)(L 2 + L + 1) ,
[Q 2 ] = (L 2 + 1)(L 2 + L + 1)(L 4 + 1)(L 4 + L 3 + L 2 + L + 1) .
Combining the previous equalities, we get [Q 0 ] = (L 2 + 1)(L 2 + L + 1) ,
[Q 1 ] = L(L − 1)(L + 1) 2 (L 2 + 1)(L 2 + L + 1) ,
[Q 2 ] = L 3 (L − 1)(L + 1)(L 2 + 1)(L 2 + L + 1)(L 3 + L 2 + L − 1) .
The knowledge of e(Q d ) allows us to calculate e(M 0,n (G, d)). By (9) and Corollary 3.18, for all d > 0 we have e(M 0,0 (G, d)) = e(Q d ) L 3 − L and e(M 0,1 (G, d)) = e(Q d ) L 2 − L s 1 , therefore e(M 0,m (G, 0)) = e(M 0,m (G, 0)) = 0 for all m ≤ 2 , e(M 0,0 (G, 1)) = e(M 0,0 (G, 1)) = (L + 1)(L 2 + 1)(L 2 + L + 1) , e(M 0,1 (G, 1)) = e(M 0,1 (G, 1)) = (L + 1) 2 (L 2 + 1)(L 2 + L + 1)s 1 , e(M 0,0 (G, 2)) = L 2 (L 2 + 1)(L 2 + L + 1)(L 3 + L 2 + L − 1) . By (7), we also have e(Φ 0,0 ) = 0 and e(Φ 0,1 ) = D(e(M 0,1 (G, 1))) e(G) = (L + 1) 2 . Now, we can conclude our computation by means of Corollary 3.16. Since p i • − is an algebra homomorphism, Corollary 3.16 and the equations s 1 = p 1 and 2s 2 = p 2 + p 2 1 imply that e(M 0,0 (G, 2)) = e(M 0,0 (G, 2)) + e(M 0,1 (G, 1)) s 1 e(Φ 0,1 ) + e(G) p 2 • e(Φ 0,1 ) − e(Φ 0,1 ) 2 2 . (18) Thus, the above calculations yield e(M 0,0 (G, 2)) = L 9 + 3L 8 + 7L 7 + 11L 6 + 14L 5 + 14L 4 + 11L 3 + 7L 2 + 3L + 1 .
As a consequence, the E-polynomial E(M 0,0 (G, 2); t, u) is t 9 u 9 + 3t 8 u 8 + 7t 7 u 7 + 11t 6 u 6 + 14t 5 u 5 + 14t 4 u 4 + 11t 3 u 3 + 7t 2 u 2 + 3tu + 1 , in agreement with [Ló14, Thm. 3.1].
5.2
The HG-characteristic of M 0,1 (G(2, 4) , 2) By (9) and Corollary 3.18, we have e(M 0,3 (G, 0)) = (L 2 + 1)(L 2 + L + 1)s 3 , e(M 0,2 (G, 1)) = L(L + 1)(L 2 + 1)(L 2 + L + 1) (L − 1)s 2 + s 2 1 , e(M 0,1 (G, 2)) = L 2 (L + 1)(L 2 + 1)(L 2 + L + 1)(L 3 + L 2 + L − 1)s 1 .
As a consequence, we get e(Φ 1,1 ) = D(e(M 0,2 (G, 1))) e(G) + D(e(M 0,3 (G, 0))) e(G) s 2 e(Φ 0,1 )s 1 = (L + 1) 3 s 1 .
Using these equalities and those of §5.1, we can now compute e(M 0,1 (G, 2)). Corollary 3.16 implies that e(M 0,1 (G, 2)) is equal to e(M 0,1 (G, 2)) + e(M 0,1 (G, 1)) s 1 e(Φ 1,1 ) + {e(M 0,2 (G, 1))} s2 e(Φ 0,1 )s 1 + 2{e(M 0,2 (G, 1))} s 2 1 e(Φ 0,1 )s 1 + e(M 0,3 (G, 0)) 2s 3 e(Φ 0,1 ) 2 s 1 + e(M 0,3 (G, 0)) 2s 3 p 2 • e(Φ 0,1 ) s 1 − e(G) e(Φ 0,1 ) e(Φ 1,1 ) ,
where {e(M 0,2 (G, 1))} s2 (resp. {e(M 0,2 (G, 1))} s 2 1 ) is the coefficient of s 2 (resp. s 2 1 ) in e(M 0,2 (G, 1)). Therefore, the HG-characteristic of M 0,1 (G, 2) is equal to (L 10 + 4L 9 + 12L 8 + 22L 7 + 33L 6 + 36L 5 + 33L 4 + 22L 3 + 12L 2 + 4L + 1)s 1 .
In particular, its E-polynomial E(M 0,1 (G, 2); t, u) is t 10 u 10 + 4t 9 u 9 + 12t 8 u 8 + 22t 7 u 7 + 33t 6 u 6 + 36t 5 u 5 + 33t 4 u 4 + 22t 3 u 3 + 12t 2 u 2 + 4tu + 1 .
