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ABSTRACT 
For any real nonnegative definite matrices M, and M, several necessary and 
sufficient conditions for M, > M, are presented. The conditions are used for the 
comparison of linear models. 
1. INTRODUCTION AND NOTATION 
Let M, and M, be real nonnegative definite matrices of order p. We shall 
write M, > M, if M, - M, is nonnegative definite (n.n.d. for short). It 
appears that many problems in statistics and especially in the linear models 
are reduced to the comparison of some matrices in this sense (see e.g. 
Ehrenfeld [l], Rao [2], Torgersen [6], and Stepniak, Wang, and Wu [5]). 
A necessary and sufficient condition for M, > M, has been expressed in 
[5] in terms of generalized inverses of M, and M,. The result will be 
completed here by several necessary and sufficient conditions in terms of the 
norms and the maximal eigenvalues of some matrices. Each of the conditions 
may serve, by a respective specification, as a necessary and sufficient condi- 
tion for one of two linear models to be at least as good as the second. A 
different problem concerning the condition M, 2 M, has been considered by 
wu [7]. 
In this paper the usual matrix notation will be used. In particular, M’, 
R(M), and JIM]/ denote the transpose, the range (column space), and the 
usual norm llMl[ = sup{&m:]x] = l} of the matrix M. Moreover, M- 
denotes a generalized inverse of M, i.e. any solution X of the matrix equation 
MXM = M, (1) 
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while M+ denotes the Moore-Penrose generalized inverse, that is, a solution of 
(1) satisfying furthermore the conditions XMX = X, (XM)’ = XM, and (MX )’ 
= MX. It is well known that Mp and M+ always exist and M+ is unique. For 
further results concerning the generalized inverses see Rao and Mitra [3]. 
If M is nonnegative definite, then it may be seen from the spectral 
decomposition that M+ is also n.n.d. and R( M+ ) = R(M). Moreover, then 
there exists a matrix, denoted here by Ml/‘, such that M’/2M’/2 = M. 
2. MAIN RESULT 
THEOREM 1. For any two n.n.d. matrices M, und M, of p x p and for 
arbitrary generalized inverses MI- and Mi the following conditions are 
equivalent: 
(a) M, - M, is n.n.d., 
(b) R( M,) 2 R( M,) and x’( M, - M,)x > 0 for all x E R( M,), 
(c) R( M,) 2 R( M,) and x’( M; - MT )x > 0 for all x E R( M,), 
(d) R( M,) 1 R( M,) and the maximal eigenvahe of (MC )l12M2( Ml )I/’ 
is not greater than 1, 
(e) R( Ml) 2 R( M,) and the maximal eigenvalue of Mi/‘M; M,‘/’ is not 
greater than 1, 
(f) R( Ml) 2 R( M2) and the maximal eigenvalue of MT M, is not greater 
than 1, 
(g) R(M,) 2 R(M,) and II(M: )1/2Mz(M: )1/21] < I, 
(h) R( M,) 2 R( M,) and \lMi/‘Ml Mi/‘1\ < 1. 
REMARK 1. The expressions Mi/‘M;M:/‘, x/Mix, and x’M;x for 
x E R( M,) do not depend on the choice of generalized inverses MC and ML 
provided R( Ml) 2 R( M,). However MT M, may depend on the version of 
MT. 
REMARK 2. The equivalence of (a) and (c) has been proved by Stqpniak, 
Wang, and Wu [5] in an another way. 
Proof of the theorem. Schema of the proof 
(a)*@>-(d)-(g) 
ll 
Cc) CJ (e) - (h) 
ORDERING OF NONNEGATIVE DEFINITE MATRICES 69 
The implication (b)-(a) is evident. For the proof of the converse, 
suppose by contradiction that (a) holds but R( M,) is not included in R( M,). 
Say x E R(M,) and x 4 R(M,). Let y be the projection of x on the 
orthogonal complement to R(M,). Then y’(M, - M,)y < 0. This contradicts 
the condition (a), completing the proof of the implication (a) * (b). 
Now consider the matrices A = (MT )l12M1( M: )I/’ and B = 
(M[ )li2Mz( MT )lj2. We note that A is the orthogonal projector on R(M,) 
and that (b) holds if and only if A > B. Note also that A and B commute so 
they have the same eigenvectors (cf. Rao and Mitra [3, p. 1241) say e,, . . . , ep. 
Without loss of generality we may assume that e,, . , . , e,, where r < p, is the 
orthonormal basis in R(M,). Then Ax = Clzl(e{x)ei and Bx = C{,,X,(eix)e,, 
x ,, . . . , A, being the eigenvalues of B corresponding to e,, . . . , e,. Thus r/Ax = 
C:= l(e:x)2 and x’Bx = C~,,Xi(e{x)2, and therefore (b) CJ (d). In a similar 
way, by considering the matrices A = Mi/‘M; Mi/” and B = M ‘/‘M- M l/‘, 2 1 2 
we may show that (c) CJ (e). 
The equivalence (d) a (e) follows from the fact that all nonzero eigenval- 
ues of the matrices M’M and MM’ are the same for arbitrary M. Next, the 
equivalences (d) = (g) and (e) 0 (h) f o 11 ow from the fact that the maximal 
eigenvalue of a n.n.d. matrix M is equal to /MI1. 
Now we shall show that (d)o (f). It is known that MC M, and 
M- ‘MT M, M have the same eigenvalues for arbitrary nonsingular M. Putting 
M=(M, ) + ‘I2 + (I - P), where P is the orthogonal projector on R( M,), we 
get 
M-‘M: M,M = M;/“M: M,( M: )112 = (MC )‘j2M2( M: )l/‘, 
completing the proof. 
3. APPLICATION TO COMPARISON OF LINEAR MODELS 
Let Y be an n X 1 observable random vector with expectation 
E,=X/? 
and covariance matrix 
2, = a2V, 
n 
where X is a known n x p matrix, V is a known n.n.d. n X n matrix, 
P=(&...J,) ’ is an unknown vector, and u2 is a positive scalar, known or 
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not. Without loss of generality we may assume that the span of possible values 
p fills the whole n-dimensional real linear space R”. 
Such a structure will be called a linear model and will be denoted by 
(Y, X/3, a2V). In our considerations the integer p is fixed but arbitrary, while 
n may vary from model to model. 
Let us consider two linear models L, = (Y,, X, /3, o ‘V, ) and L, = 
(Y,, X,p, a2V,). We shall say that L, is at least as good as L, if for any 
unbiased estimator u8Y2 of a parameter k’/3 there exists an unbiased estimator 
n;Y, of this parameter such that Var(a;Y,) < Var(aiY2). If the condition is 
satisfied then we shall write L, > L, (cf. Stepniak and Torgersen [4]). 
We note that k’$ possesses a linear unbiased estimator in L,, i = 1,2, if 
and only if k E R( X,!). Moreover the variance of this estimator is k’{ X (( V, + 
XiXi)pXl-k - k’k (cf. Rao [2, p. 3011). We define 
ri(k)z k’{X~(~+X,X~)-X,) -k if kER(X() 
i 00 otherwise. 
It follows that L, > L, if and only if rl(k) < 712(k) for all k E R(XB). Now 
putting Mi = X:(V; + X,X!)-Xi and taking into consideration that R( Xl) = 
R(M,), we can write the condition a,(k) < a,(k), k E R(Xi), in the form (c) 
of Theorem 1. In this way we have proved 
THEOREM 2. For arbitrary models L, = (Yl, X,fi, a2V,) nnd I,, = 
(Ya, X,f3, u2V3) the condition L, > L, is equivalent to any of the conditiom 
(u)-(h) in Theorem 1 with Mi = Xl(Vi + XiX,!))X,. 
REMARK 3. The condition R( M,) 2 R( M3) in the theorem may be 
replaced by R( X() 2 R(Xh). 
REMARK 4. If R(Xi)c R(y), i = 1,2, then instead of Mi = X,‘(t: + 
X,X:)-Xi we may put in Theorem 2 X(V,-X, (cf. Rao [2, p. 3001). 
The equivalence of L, * L, and either of the conditions (a) and (c) was 
proved by Stepniak, Wang, and Wu [S] by a different and longer method. 
Particular cases of the result were obtained earlier by Ehrenfeld [l] and by 
Torgersen [6]. 
4. EXAMPLE 
Let V be a positive definite n X n matrix, and let c,, . . . , cr, be positive 
scalars. Consider the class 9 = ,49(V; cr,. . . , cp) of linear models L = 
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(Y, X/3, u2V), where X is a matrix of p columns x1,. . . , xp such that 
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x/V-‘ri = ci, i=l,...,p. 
Consider also a linear model L I = (Y,, X, p, (I 2V ) in 9 such that all columns 
of X,, say x1, 1,. . . , xl_, satisfy the conditions 
x;,iv-‘x,,j = 0 for i# j=l,...,p. 
Rao [2, p. 2361 has shown that the model L, is optimal in 9 with respect 
to linear estimation of all single parameters PI,. . . , pp. This raises the question 
whether L, > L for all L E 2. We shall show by example that the answer is 
no. 
Assume for simplicity that V = I, and c, = 1, i = 1,. . . , p, and consider the 
model L2=(Yz,X2P,a2Z,), where X,=(l/G)[l,,...,l,J, 1, being the 
column of n ones. Let us verify the condition (f) in the Theorem 1. In this 
case M, = I, and M, = l,l’,. We can see that the condition (f) is not valid, as 
MT M,l, = ~1,. Thus the model L, is not optimal in the class 2 with 
respect to linear estimation for all parameters k’@, k E RP. 
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