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We construct a few Euclidean supergravity solutions with multiple boundaries. We
consider examples where the corresponding boundary field theory is well defined on each
boundary. We point out that these configurations are puzzling from the AdS/CFT point
of view. A proper understanding of the AdS/CFT dictionary for these cases might yield
some information about the physics of closed universes.
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1. Introduction
The general statement of the AdS/CFT correspondence is thought to be that the sum
over all geometries with fixed boundary conditions is the same as the partition function of
a (conformal) field theory living on the boundary [1,2,3].
A puzzle arises if we have Euclidean geometries that have more than one disconnected
boundary and are connected through the bulk1. In this paper we explore this puzzle.
Our main results are the construction and analysis of a variety of examples of Euclidean
geometries with two boundaries. We have found examples where the field theory at each of
the boundaries seems perfectly well defined. The theorem in [5,6], shows that one cannot
find examples with positive boundary curvature which solve Einstein’s equations with a
negative cosmological constant. We found examples once we turn on additional Yang-Mills
fields.
The configurations we describe are similar to wormholes in the sense that they con-
nect two well understood asymptotic regions. Our geometries are solutions of the ten or
eleven dimensional supergravity actions that arise in string theory. In previous exam-
ples of wormhole-like solutions either the two asymptotic regions were not as well under-
stood or they were not solutions of the ten or eleven dimensional supergravity actions
[7,8,9,10,11,12,13,14]
In section two we discuss some general properties of the solutions we have found. In
section three we discuss the simplest examples based on quotients of hyperbolic space. In
section four we discuss an example closely related to the standard AdS4 × S7 solution,
where the boundary field theory is twisted by the fields of a meron. In section five we
discuss an example closely related to the AdS5 × S5 solution, where the boundary theory
is twisted by an instanton. In section six we point out some of the puzzles raised by these
solutions and we speculate on their possible resolution.
1 Lorentzian geometries with multiple asymptotic boundaries are such that boundaries are
separated by horizons [4], as long as the boundaries have more than one dimension. In this case
one can interpret the geometries as dual to entangled states of the various field theories living on
each boundary.
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2. Generalities
In this paper we consider only Euclidean solutions. We will analyze solutions which are
asymptotically AdS. We study solutions that have two disconnected boundaries, which are
connected through the interior. In this sense they are similar to the Euclidean wormholes
considered in [7] which connect two asymptotically flat regions. The typical form of the
metric for these solutions is
ds2 = dρ2 + w(ρ)2ds2Σd (2.1)
where Σ is a compact surface and w(ρ) ∼ e|ρ| as ρ→ ±∞. The two disconnected bound-
aries are at ρ = ±∞. Most solutions we consider are reflection symmetric around ρ = 0.
These solutions have the interesting property that they can be analytically continued into
Lorentzian signature by replacing ρ = it. This analytic continuation describes closed uni-
verse cosmologies with spatial surfaces given by Σ which expand from a big bang and
collapse to a big crunch, see figure 1.
ρ t
(b)(a)
Fig. 1: In (a) we sketch a Euclidean geometry with two boundaries and with a
reflection symmetry around ρ = 0. In (b) we sketch the lorentzian geometry that
results from the analytic continuation ρ = it. It describes a big bang to big crunch
cosmology.
Our main motivation was to find the field theory interpretation of these solutions. In
particular, we wanted to find the field theory interpretation of the closed cosmologies. We
could not find a definitive answer for these questions and we offer some speculations at the
end of the paper.
In most of this paper we focus on constructing various solutions that have the general
form (2.1). Before we describe each particular case we would like to describe various
general aspects of the solutions. Since the solutions are asymptotically AdS our first goal
will be to understand whether the boundary conditions are stable. For example, we want
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to make sure that we cannot decrease the action by creating a brane in the interior and
moving it all the way to the boundary.
These are asymptotic instabilities which arise near each boundary independently and
do not come from the fact that the solution has two boundaries. They are related to the
fact that the corresponding boundary field theories are not well defined, the boundary
theory would not have an action that is bounded below. Examples of these instabilities
were discussed in [15], where an instability of this type was found when the boundary has
negative curvature. In the field theory they arise due to the conformal coupling of the
scalar fields - negative curvature translates into an effective negative mass for the scalar
fields. One can go around this problem in two ways, one is to consider positive curvature
boundaries. The second is to consider a two dimensional field theory which can be defined
on an arbitrary Riemann surface.
Once we consider the two boundary solution it can happen that the bulk Euclidean
action has some negative modes. This would mean that the solution is a saddle point but
not a local minimum. Of course, the Euclidean gravity action is not positive definite due to
the conformal factor of the metric. This is a problem even in usual euclidean AdS space.
Here we will use the prescription in [16], which consists in analytically continuing the
integral over the conformal factor to imaginary values. If the solution is asymptotically
stable, then any possible negative mode will be localized in the interior, in the region
connecting the two boundaries. Some of the solutions we found have negative modes and
some do not.
In most of the examples we found, it is possible to find other configurations which
have the same asymptotic boundary conditions but consist of two disconnected spaces
attached to each of the two boundaries (see figure 2c). The simplest such example is to
add an end of the world brane at ρ = 0. This end of the world brane could arise from
an orbifold or orientifold involving the ρ direction and any number of internal dimensions.
But the disconnected geometries could also be a bit more complicated. We will present
some examples below.
Beyond perturbative instabilities, we could ask if there is another configuration with
lower action. In some cases we find that there is. Then the wormhole solution is, at best,
local minimum but not global minimum.
One can wonder if there is a supersymmetric solution with two boundaries. We did not
find any simple example. There is a simple argument that rules out solutions of the form
(2.1), with a reflection symmetry at ρ = 0 which analytically continues to a time reflection
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symmetry. These solutions cannot be supersymmetric since Lorentzian supersymmetric
solutions must have a timelike or null killing vector [17]. But it is clear that the analytic
continuation of (2.1) cannot have such killing vectors if the spatial sections are compact2.
Finally we should point out a difference between the wormholes we find and the axionic
wormholes discussed in [7]. An axionic wormhole in AdS is such that the two wormhole
ends can be moved around AdS by the AdS isometries. In contrast, in our solutions some of
the AdS isometries are broken by the boundary conditions in such a way that the wormhole
ends are localized in the central region of the geometry, which would correspond to the IR
of the boundary theory.
3. Quotients of hyperbolic space
The simplest example is constructed as follows [18]. Let us start with the Euclidean
AdS (or hyperbolic space) metric written in terms of hyperbolic slices
ds2Hd+1 = dρ
2 + cosh2 ρds2Hd (3.1)
where ρ ∈ (−∞,∞).
Even though the coordinates in (3.1) seems suggestive of two boundaries at ρ = ±∞,
these spaces have only one boundary, which is a sphere Sd. This can be checked by a
conformal transformation or by following the coordinate transformation between (3.1) and
the sphere slicing. More explicitly, each boundary would be a hyperbolic disk Hd. However
the two disks are joined at their boundaries. In fact, we can think of each disk as half of the
sphere Sd. In other words, when we consider a quantum field theory in hyperbolic space
Hd, we need some boundary conditions at the boundary of Hd. In this case the boundary
conditions are the following. We take two disks and put “transparent” boundary conditions
at the boundary, i.e. the boundary conditions we have when we consider the sphere and
we separate the sphere into two hemispheres. This situation was studied in [19]. Of course,
we could consider the field theory in hyperbolic space Hd with other boundary conditions
(i.e. non-transparent boundary conditions). We expect that this will introduce an end of
the world brane at ρ = 0. The precise form of this end of the world brane will depend
on the boundary conditions. For example, we can consider the M2 brane field theory and
2 If the spatial sections are non-compact then one can have supersymmetric solutions of this
form. An example is AdS space written in the hyperbolic slicing.
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put the boundary conditions that result when an M2 brane is ending on the M-theory end
of the world brane. The supergravity solution is (3.1) with an end of the world brane at
ρ = 0 so that we have only one boundary. In general, this end of the world brane can be
an orbifold or an orientifold which reflects the ρ coordinate and any number of internal
coordinates. This orbifold or orientifold should which should be consistent with the RR
fluxes present in the system.
We can now make a quotient of hyperbolic slices Hd in (3.1) by a discrete subgroup of
the hyperbolic symmetry group, SO(1, d). We can pick this group Γ so that Σd = Hd/Γ is
a compact, smooth, finite volume surface. Now the resulting space has a metric of the form
(2.1) with two disconnected boundaries3. In the case d = 2, Σ2 is a constant curvature
Riemann surface of genus g ≥ 2.
The Lorentzian continuation of (3.1) gives a big bang/big crunch cosmology considered
in [20]4
3.1. Perturbative analysis
Here we consider potential perturbative instabilities. We consider a metric of the form
ds2 = dρ2 + cosh2 ρds2Σd (3.2)
where Σd = Hd/Γ is a constant negative curvature compact manifold. Let us consider
scalar fields. We will be interested in eigenfunctions (−∇2 +m2)φ = λφ with λ ≤ 0 which
are normalizable. The lowest values of λ will be achieved for functions that are independent
of the coordinates on Σd. After the change of variables (1 − w) = cosh2 ρ the eigenvalue
equation becomes a hypergeometric equation with parameters
α =
d
4
+
√
(
d
4
)2 +
m˜2
4
, β =
d
4
−
√
(
d
4
)2 +
m˜2
4
, γ =
1
2
(3.3)
3 The boundaries are connected through the bulk, but they are disconnected through the
boundary.
4 [20] proposed a description of these cosmologies in terms of a quotient of the Lorentzian
boundary theory. It is not clear how to construct these theories. Here we are suggesting that
the cosmological solutions are somehow related to the well defined boundary Euclidean theories.
However, we did not specify the precise relation.
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where m˜2 = m2 − λ. The two solutions are F (α, β, 12 ;w) and w1/2F ( 12 + α, 12 + β, 32 ;w).
Both are regular at ρ = 0 in terms of the ρ coordinate. Demanding that the solution is
normalizable at infinity we find the condition
√
(
d
2
)2 + m˜2 =
d
2
− n (3.4)
where d2 ≥ n > 0 is an integer. We can rewrite this as
λ = (∆− d
2
)2 − (d
2
− n)2 ; ∆ = d
2
+
√
(
d
2
)2 +m2 (3.5)
We see that we should worry about possible negative modes only for relevant operators5
The reader might be puzzled by the following. We know that in AdS we do not have
any negative modes, then: why do negative modes arise when we write AdS in hyperbolic
coordinates?. The point is that these negative modes are present only after we quotient
the constant ρ slices. If these slices were non-compact hyperbolic spaces, as in (3.1) then
there would be no negative modes since the wavefunctions need to be normalizable on
these slices and this forces them to vary along these constant ρ slices 6.
Let us consider some examples. Let us set d = 2 so that we are considering
AdS3/CFT2. In particular, we consider the example of type IIB string theory on
AdS3×S3×K3. This theory has fields that correspond to operators with conformal weights
∆ = L0+ L¯0 = 1, 2, · · ·. In this case, there are no negative modes but a zero mode appears
for an operator of ∆ = 1. This operator has spins (1/2, 1/2) under SU(2)L×SU(2)R rota-
tions of S3. We can project it out if we quotient the theory by a ZN ⊂ U(1)L ⊂ SU(2)L.
This quotient does not lead to fixed points and removes the potentially problematic field.
5 Negative mass square fields can sometimes have more subtle boundary conditions which
lead to an expression for the conformal weight involving the other branch of the square root in
(3.5)[21]. In these cases the first expression in (3.5) is still valid (but there is a minus sign in the
second).
6 There have been a few results in the mathematical literature, concerning the spectrum of
the scalar Laplacian in complete hyperbolic manifolds, in their quotients and in more general
asymptotically hyperbolic Einstein manifolds. It was shown that for the complete hyperbolic
manifolds, the eigenvalues are always continuous and greater than d2/4. For quotients of such
spaces, and for other asymptotically hyperbolic manifolds, there can be also discrete eigenvalues
below d2/4. The exact statements and conditions for their existence can be found in [22].
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The resulting conformal field theory at the boundary has (4,0) supersymmetry and was
studied in [23].
As another example, set d = 4, so that we have AdS5/CFT4, then 2 ≤ ∆ < 3 leads
to negative modes and ∆ = 3 leads to a zero mode. In the case of AdS5 × S5 we have
operators with ∆ = 2, 3 in the spectrum. In this case we can analyze in a bit more detail
the action of one of the zero modes associated to operators with ∆ = 3. We choose the
operator that gives an equal mass to three of the four Yang Mills fermions. Then the
classical action for the corresponding field has the form [24]
L ∼ 1
2
(∂φ)2 − 3
8
[
3 + (cosh
2φ√
3
)2 + 4 cosh
2φ√
3
]
(3.6)
This Lagrangian shows that the quartic order term in φ is negative, so that what started
out at as a zero mode in the classical approximation ends up as a negative mode.
In this example one could imagine projecting out all operators with ∆ < 3 by per-
forming a quotient on the fivesphere, AdS5 × (S5/Γ). If Γ contains elements that have
fixed points on S5 then we have to worry about the extra fields that can live at these fixed
points. On the other hand, it is possible to see that there is no subgroup of SO(6) that
does not give fixed points and, at the same time, projects out all the ∆ = 2 operators,
which are in the 20 of SO(6) 7.
Finally note that a quotient of Euclidean version of the solution [27] gives us a con-
figuration where the value of the dilaton in the two asymptotic boundaries is different.
3.2. Non perturbative instabilities
For these manifolds further instabilities arise due to possible brane creation. These
are backgrounds with a p-form field strength, so we should worry about the possibility
of creating branes that screen, or partially screen, this fieldstrength. This problem was
analyzed in [15]. We now summarize that discussion. We consider a Euclidean (d−1)-brane
wrapping the d dimensional slices of the metric (3.1). We assume that the brane is charged
under the same (d + 1)-form potential whose field strength supports the background. In
units where the AdS radius is one its action can be written as
S ∼ (Area− dVolume) ∼ (cosh ρ)d − d
∫ ρ
0
dρ′(cosh ρ′)d ∼ − 2d
2d(d− 2)e
(d−2)ρ + · · · (3.7)
7 This can be shown easily for abelian subgroups. For non-abelian subgroups the classification
in [25] and [26] shows that all non-abelian subgroups lead to fixed points.
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where we extracted the leading dependence for large ρ. We see that for large ρ the leading
contribution to (3.7) is negative, so that if we create a brane antibrane pair and we move
one of them to ρ → ±∞ we can decrease the action. In fact, for large ρ, the position
of the brane can be viewed as a conformally coupled scalar from the field theory point
of view. Since the field theory is on a negatively curved space this conformal coupling
leads to an effective negative mass term for the scalar, which causes an instability. This
instability under brane creation is a non-perturbative instability, in the sense that we need
to overcome a barrier of order 1N ∼ 1gs in order to create the branes. This discussion holds
for situations where we have compactified the constant ρ sections. If we do not compactify
them then the negative mass of these scalar fields is not a problem since a conformally
coupled field obeys the Breitenlohner-Freedman bound in d dimensions. In fact, for a
conformally coupled scalar in hyperbolic space, Hd, we have R2m2conf − R2m2BF = 14
where R is the radius of hyperbolic space, mconf is the effective mass that results from the
coupling to the constant negative curvature for a conformally coupled scalar and mBF is
the Breitenlohner-Freedman bound.
Note that the instability that we are discussing here has nothing to do with the fact
that the manifold has two boundaries, it is purely due to the asymptotic geometry near
each of the boundaries. It would be present as long as the boundary has negative curvature
and the spacetime solves Einstein’s equations [15]. So in these cases the CFT is not well
defined and we cannot find a minimal action spacetime configuration with these boundary
conditions. See [28] for a more general discussion on the boundary manifolds which lead
to instabilities of this type.
One would expect that adding a large enough mass term to the Lagrangian would
remove the instabilities. For example, in AdS5 × S5 we can turn on the operator that
turns on a mass for three of the fermions. This also induces a mass for the scalars by
supersymmetry. When the field theory is in flat space these deformations were considered
in [24,29]. One could repeat their analysis on a negatively curved hyperbolic space. It could
be that the fivebranes that appear in flat space [29] will also appear here and disconnect
the two asymptotic regions.
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3.3. Correlation functions
We can compute the correlation functions of boundary operators using gravity. Be-
fore doing the quotient we can compute the bulk to boundary propagator in hyperbolic
coordinates and we find
G(r, ρ; r0) ∼ 1
(cosh ρ)∆ [cosh s− tanh ρ]∆
(3.8)
where (r, ρ) label a point in the bulk, r0 labels a point in the boundary and s is the distance
between the points r and r0 measured with the boundary hyperbolic metric.
Now we can compute the two point function by taking ρ → ∞, renormalizing by a
factor of e∆ρ to obtain8
〈O(r, θi)1O(r′, θ′i)1〉 ∼ 1
[sinh s/2]
2∆
(3.9)
for operators on the same boundary and
〈O(r, θi)1O(r′, θ′i)2〉 ∼ 1
[cosh s/2]
2∆
(3.10)
for operators on opposite boundaries, where s is the distance between the two points mea-
sured with the boundary hyperbolic metric. This is the result for non-compact hyperbolic
slices. If we want to consider the theory on the quotient Hd/Γ we need to sum over all
images9. This sum over images might diverge. By estimating the sum as an integral one
can see that the sum converges if ∆ > d−1. It is interesting that this is the same condition
that eliminates zero and negative modes for the field in the interior (see (3.5)). We see that
after summing over images the correlator across the two boundaries (3.9) will generically
give a non-zero answer with some coordinate dependence.
Note that if the operators in (3.9) carry any charge under a global symmetry then
these correlators vanish due to the fact that there is a gauge field in the bulk whose
Gauss’s law prevents any charge transfer across boundaries. In other words, even though
the correlators computed as in (3.10) are nonvanishing the full result vanishes once we
integrate over the gauge field in the bulk that is associated to the global symmetry in
the boundary theory. The net result is that there is no charge transfer among the two
boundaries.
8 The correct method is a bit more involved, but this gives us the correct result up to a ∆
dependent factor [30], [31].
9 The sum over images gives us the result when we neglect interactions in the interior. Once
we take into account interactions the result is not given by the sum over images. Correspondingly,
the full gauge theory correlators are not given by a sum over images since the field theory is an
interacting field theory.
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3.4. AdS3 and the change in moduli of Riemann surfaces
In this subsection we consider the three dimensional case (though similar remarks
might apply to higher dimensional cases). If we have a 2d Riemann surface of constant
curvature this surface will have moduli tα which specify its shape. The moduli of the 2d
Riemann surface can be different on the two sides. In fact there is a theorem (“the Bers
simultaneous uniformization theorem”), which states that the solutions are in one to one
correspondence with a pair of points in Teichmuller space [32]. These two points are the
values of the moduli of the 2d Riemann surface at the two boundaries. We can represent
a Riemann surface as the quotient of H2 by a Fuchsian discrete group Γ ⊂ SL(2, R). If we
quotient H3 by the same group, Γ, now viewed as a subgroup of SL(2, C) we end up with
a geometry where the moduli of the Riemann surface are the same on the two boundaries.
Quotienting H3 by so called “quasi-Fuchsian” groups gives us three dimensional spaces
that join Riemann surfaces with different moduli.
In addition, given a Riemann surface on the boundary, it is possible to find a geometry
that ends on it and has no other boundary. This is a geometry that results by quotienting
H3 by a so called Schottky group, see [33] for further discussion
10. It would be nice to
see if the geometry with disconnected boundaries has larger or smaller action than the
geometry which connects the two boundaries 11.
3.5. A rather stable example
Let us consider an AdS3/CFT2 example. An ordinary two dimensional conformal
field theory can be defined on any Riemann surface. On the other hand we saw above
that there is generically an instability under brane creation. In the two dimensional case
the computation in (3.7) gives an action going like S ∼ −ρ, for large ρ. We should note
however that the computation in (3.7) assumed the existence of a D-brane in the bulk whose
tension, T , is equal to its charge, q, (in some units), so that the leading contribution to
(3.7) cancels. In supersymmetric backgrounds we have a BPS bound ensuring that T ≥ q.
However there is no particular reason why there should exist a brane that saturates this
equality.
Let us be more concrete. Consider the example of AdS3 × S3 ×K3. Let us consider
this system with Q1 units of NS electric flux on AdS3 and Q5 units of NS magnetic flux
10 See also [34] for more about 3-manifolds and their different quotients.
11 Some Lorentzian versions of these different quotients were described in [35].
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a)
b)
c)
Fig. 2: In (a) we see a three dimensional geometry with two boundaries. Both
boundaries are identical Riemann surfaces. These results from modding outH3 by a
Fuchsian group. In (b) we see a three dimensional manifold ending on two Riemann
surfaces with different values of the moduli. These result from quotienting H3 by
a quasi-Fuchsian group. Finally in (c) we see two disconnected three dimensional
manifolds each ending on one boundary. Each of these manifolds results from
quotienting H3 by a Schottky group.
on S3. If the values of all RR fields on the K3 vanish then a fundamental string (or an NS
fivebrane) has T = q and leads to an instability as discussed above. In [15] it was observed
that the dual conformal field theory is singular since its target space is non-compact. This
target space can be thought of as the moduli space of Q1 instantons of SU(Q5) gauge
theory on K3. This non-compact region comes from small instanton singularities. If we
turn on some particular RR fields on K3 then the instantons become non-commutative
instantons and the small instanton singularity is removed. In fact, this is the situation at
generic point in the moduli space of the boundary CFT if Q1 and Q5 are coprime. In this
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situation we find that all branes in AdS3 will have T > q. If Q1 and Q5 are large then
we can find branes whose charges are closely aligned with Q1, Q5. In this case the action
(3.7) becomes
S = T (Area)− 2q(Volume) = T (cosh ρ)2 − q
2
sinh 2ρ− qρ ∼ q
4
[ǫe2ρ − 4ρ+ 2] (3.11)
with a small ǫ = T−qq > 0. We see that for large ρ the action (3.11) is positive. This
means that the asymptotic boundary conditions are stable. We can mod out the theory
by a ZN ⊂ U(1)L ⊂ SU(2)L ⊂ SO(4), where SO(4) is the group of rotations of S3. Then
it is possible to remove all perturbative instabilities. The dual CFT corresponds to the
theory we obtain if we consider D1 and D5 branes at an AN singularity, which was studied
in [23]. So in this case the two boundary solution is a perturbatively stable solution.
On the other hand, it is clear that for largeQ1, Q5 it will be possible to find branes with
small ǫ. If ǫ≪ 1 then we see that the action (3.11) becomes negative for some intermediate
values of ρ, even though it is positive for large ρ. So we get a non-perturbative instability
under brane creation, i.e. we can decrease the action of the Euclidean solution by creating
brane/anti-brane pairs and moving them to a suitable position in the ρ coordinate where
(3.11) is negative. Notice that we can only reduce the action by a finite amount through
this process. So we expect to find another solution which will indeed be stable.
Of course this system also has the solutions depicted in figure 2 (c). But we did not
compute the action difference between the solutions in figures 2(a) and 2(c).
In summary, in this example we have a well defined conformal field theory which
can live on any Riemann surface. We find a simple geometry that connects two Riemann
surfaces. This geometry seems to be perturbatively stable, though it has non-perturbative
instabilities under brane creation.
4. An example based on merons
In this section we construct wormholes that connect two AdS4 regions that involve
SU(2) gauge fields. These were considered in [12][36] [37] 12. Here we will embed these
solutions in M-theory and then we will discuss some aspects of the solution.
12 In [37] it was argued that these meron configurations do not contribute in four flat dimen-
sions. As we explain later, they do not contribute in AdS if we have the standard boundary
conditions for the gauge fields. On the other hand they do contribute if we impose special,
non-standard boundary conditions. We will consider this latter case below.
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We start with eleven dimensional supergravity compactified on S7. This has a well
known solution of the form AdS4 × S7 whose dual field theory is the theory on coincident
M2 branes or IR limit of 2+1 Yang Mills with sixteen supercharges. The supergravity
theory has a consistent truncation to an SO(8) gauged supergravity theory [38]. This in
turn has a truncation to a theory with just an SU(2) gauge field and a graviton. This
truncation can be understood as follows. We consider the spinor representation 8c of
SO(8). SO(8) triality maps this to the vector 8v of SO(8). We consider the SO(3)×SO(5)
subgroup that rotates the first three and the second five directions of this vector. The
truncation consists in keeping all fields invariant under this SO(5). This projects out all
the scalars of SO(8) gauged supergravity [39]. The bosonic fields are just the graviton
and the Yang Mills fields. Another way to obtain this truncation is first to consider the
SO(4) truncation studied in [40] and then further truncate it to the diagonal SU(2) in
SU(2)L × SU(2)R = SO(4). It is useful to understand how this SU(2) subgroup acts on
the original vector representation of SO(8), i.e. the representation which the scalars on the
M2 brane belong to. If we divide the 8 scalars into 4+4 we break SO(8) to SO(4)×SO(4).
Each of the SO(4) factors is a product of two SU(2) groups. The SU(2) we are interested
in is the diagonal combination of an SU(2) coming from each of the two SO(4). In other
words the 8v of SO(8) transforms a pair of 2s of SU(2).
In summary, we end up with the action
S ∼ N3/2
∫
d4x
√
g[−(R + 6) + αF aµνF aµν ] (4.1)
with α = 1. We have chosen units such that the radius of AdS is one for the solution with
F = 0, and the gauge field is normalized so that the connection is given by A = iσ
a
2
Aa
and F = dA+ A2.
4.1. A simple one boundary solution
If we take a gauge field such that F = ± ∗ F , then its stress tensor is zero and
the geometry is still AdS4. One way of viewing this solution is the following. AdS4 is
conformally flat. Since the self duality equations are independent of the conformal factor
we can take a solution in flat space and translate it to a solution in AdS4. There is,
however, an important point. AdS4 is conformal to the interior of a unit ball in R
4. This
implies that with the generic instanton configuration the gauge field at the boundary of
the unit ball will not vanish, more precisely, it will not be pure gauge. This means that
14
the gauge field does not vanish at the boundary of AdS. Therefore the dual field theory
is not the usual field theory on coincident M2 branes. It is the M2 brane field theory
which has been coupled to a fixed background SU(2) gauge connection. This connection
couples to the SU(2) currents which are part of the SO(8) global symmetry currents of
the theory. In appendix A.6 we write the action for a single M2 brane13. Even though an
instanton preserves supersymmetry in flat space, once we are in AdS it no longer preserves
supersymmetry. Furthermore, the boundary conditions themselves break supersymmetry.
So we are dealing with a non-supersymmetric deformation of the coincident M2 branes
theory. In appendix A.5 we prove these assertions.
If we consider a single instanton at the center of R4, this gives us a configuration that
is spherically symmetric, up to gauge transformations. The gauge field can be written as
Aa = fwa (4.2)
where wa are the left invariant one forms on S3 and f is a function of the radial coordinate,
see appendix A.1 for more details. The self duality conditions for the instanton imply that
in R4 f obeys a first order equation that is solved by setting f−1 = 1+
r20
r2
, where r is the
radial coordinate on R4. In terms of the AdS4 metric ds
2 = dρ2+sinh2 ρds2S3 we find that
f(ρ) =
fB sinh
2 ρ/2
cosh2 ρ/2− fB
(4.3)
When ρ→∞ this asymptotes to the boundary value fB. When fB = 1/2 we have precisely
half an instanton in AdS.
For each value of the boundary condition, fB, there are at least two possible gauge field
configurations in the interior. One corresponding to a instanton and one corresponding to
an anti-instanton in R4 with the same boundary value of the fields at the unit sphere in R4.
The action for these self dual configurations can be computed in terms of the instanton
charge inside AdS and it is equal to
Ssd[fB] = αN 16f2B(3− 2fB) (4.4)
13 There is no Lagrangian for multiple M2 branes. It is not clear how to write a lagrangian for
2+1 super YM that will flow to the one we are considering since the SU(2) subgroup we are dealing
with is not contained in SO(7), which is the symmetry group of 2+ 1 SYM with 16 supercharges.
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for the self dual configuration, where N is an overall factor common to all computations
we are doing14. For the anti-self dual configuration we find Sasd[fB] = Ssd[1 − fB ]. In
the particular case fB = 1/2 both are equal. The gravity part of the action is equal to
Sgrav = 4N after subtracting the usual counter terms, see appendix A.2. So the total
action for the fB = 1/2 case is
S1 bdy = (4 + 8α)N (4.5)
An interesting configuration is the zero size instanton. In this case it seems that the
solution might be supersymmetric (we are not sure because we cannot trust supergravity).
It is also a solution with the same boundary conditions as the usual AdS4×S7 solution. It
would be very nice to figure out the role that these zero size instantons play in the physics
of AdS4 × S7. If we start with AdS4 × S7 with fB = 0 and we increase continuously fB
to fB = 1, then we end up with a zero size instanton in the interior. On the other hand
fB = 1 is gauge equivalent to fB = 0. So this sum over zero size instantons is necessary
to make sure that the field theory is invariant under large gauge transformations.
4.2. A two-boundary solution
Now let us consider the situation where the boundary values of the gauge fields are
given by (4.2) with fB = 1/2. It turns out that in this case we can look for a solution
with f(ρ) = 1/2. This will solve the Maxwell equations, as long as the metric is SO(4)
symmetric. This is not a self dual configuration, so the stress tensor is non-zero and one
should solve Einstein’s equations. We find that the solution is given by
ds2 = dρ2 + e2ωds2S3 , e
2ω =
√
α+
1
4
cosh 2ρ− 1
2
(4.6)
In this solution the three sphere never shrinks completely, it has a minimum size at ρ = 0
and it increases as ρ→ ±∞.
A natural question is whether this two boundary solution is stable under small per-
turbations. A good candidate for an unstable mode is a mode of the form
A =
[
1
2
+ ǫ(ρ)
]
gdg−1 with , lim
t→±∞
ǫ(ρ) = 0 (4.7)
14 N is equal to the normalization factor of (4.1) outside the integral times the volume of S3,
Ω3 = 2π
2.
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where ǫ is small, and g is an SU(2) group element, such that iσ
a
2 w
a = g−1dg. Inserting
this into the Euclidean action and expanding to second order in ǫ we find that indeed there
is a negative mode. See appendix A.3 for details.
It is interesting to find the action for this configuration. For α = 1 it approximately
given by S = (30.296...)N . This action is larger than twice the action of the one bound-
ary solution (4.5). This suggests that the instability we saw above will deform the two
boundary solution into two disconnected two boundary solutions.
It is interesting to note that for other values of α in the action (4.1) the physics is
different. If α > 1.245 ± .005 then the two boundary solution is perturbatively stable.
Furthermore the action of the two boundary solution will be smaller than the action of
two one boundary solutions when α > 3.775± .005. We do not know of a configuration in
string theory that would give (4.1) with these large values of α.
5. An example involving N = 4 Yang Mills
In this section we will discuss an example that is physically rather similar to the one
we found above. This example will produce again a two boundary solution, however in
this case we do not find any negative modes around the solution, so it might be a local
minimum of the Euclidean functional integral. The basic idea is to start with the standard
AdS5×S5 example of AdS/CFT. Suppose we could truncate the supergravity theory to a
5 dimensional theory involving an SU(2) gauge field and the metric. We could consider a
configuration containing an instanton on the S4 boundary ofAdS. This would lead to a two
boundary solution similar to the one we had above. It turns out that it is not possible to
perform this truncation due to the presence of Chern Simons terms in the five dimensional
theory. Instead, we will consider the consistent KK reduction to five dimensions considered
in [41]. This is a reduction that keeps the SO(6) gauge fields and some of the scalar fields
parameterizing deformations of the five-sphere. The reduced action is
L5 = R ∗ 1− 1
4
T−1IJ ∗DTJK ∧ T−1KLDTLI −
1
4
T−1IK T
−1
JL ∗ F IJ ∧ FKL − V ∗ 1
− 1
48
ǫI1···I6
(
F I1I2F I3I4AI5I6 − gF I1I2AI3I4AI5JAJI6 + 2
5
g2AI1I2AI3JAJI4AI5KAKI6
)
(5.1)
where AIJ are the SO(6) gauge fields, T IJ is a 6 × 6 symmetric unimodular matrix of
scalars and the potential V is given by V = 12g
2
(
2TIJ TIJ − (TII )2
)
.
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Consider now the SO(3) × SO(3) subgroup of SO(6) that rotates the first three
coordinates and the second three coordinates of R6. We consider a configuration that
consists of an instanton on S4 for the first SO(3) and an anti-instanton for the second
SO(3). We further consider instantons and anti-instantons that are SO(5) symmetric
under rotations of S4. This gauge field configuration sets the boundary conditions at the
boundary of AdS5. As in the example we considered above, the corresponding gauge theory
is N = 4 SYM with an external fixed gauge field coupled to the SO(6) currents. In this
case the field theory itself, as defined on each boundary seems stable and well defined.
Let us describe more concretely the two boundary solution. We consider a five di-
mensional space which is SO(5) symmetric and it is foliated by S4s. In other words, the
metric has the form
ds2 = dρ2 + e2ωds2S4 = dρ
2 + e2ω(dθ2 + sin2 θ
1
4
wawa) (5.2)
where wa are the left invariant one forms on S3. We pick a gauge field configuration given
by
AIJµ = iA
a
µL
a IJ + iA˜aµL˜
a IJ (5.3)
where La and L˜a are the generators of SO(3)× SO(3). We pick a gauge field Aa to be an
instanton and A˜a to be an anti-instanton which are SO(5) symmetric under rotations of
S4
Aa = cos2
θ
2
wa , A˜a = sin2
θ
2
wa (5.4)
Let us check that this is a configuration which solves the equations of motion for the scalars
in the 20 of SO(6) that couple to the Yang Mills fields. The linearized coupling to these
scalars has the form
φIJF
IK
µν F
KJ µν (5.5)
where the indices of φIJ are symmetric and traceless. On the other hand, the configuration
under consideration was designed so that F IKµν F
KJ µν ∼ δIJ . Then (5.5) vanishes.
The equation of motion for the Yang Mills fields involve a term coming from the F 2
term in the Lagrangian and one term coming from the Chern-Simons coupling in (5.1) :
ǫI1···I6F
I1I2 ∧ F I3I4 ∧AI5I6 + · · ·. This leads to a term in the equations of motion for AIJ
of the form
δSCS
δAIJ
∼ ǫIJKLMNFKL ∧ FMN (5.6)
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Our choice of instanton and anti-instanton configuration has
FKL ∧ FMN ∼ (La KLLa MN − L˜a KLL˜a MN )ǫ4 (5.7)
When this is inserted in (5.6) we get zero. See appendix A.7 for details. Note that (5.7)
implies that the total SO(6) instanton number is zero.
If we were to choose F˜ a = F a then we would get a cross term in (5.7) that involves
LaKLL˜aMN which would lead to a non-zero right hand side in (5.6). This choice of
gauge fields leaves an unbroken U(1) that rotates the first three coordinates in R6 into the
second three coordinates of R6. The nonzero result for (5.6) is implying that the instantons
generates a charge under this U(1). It might be possible to add other charged particles to
the system which will cancel this extra term. This seems to complicate the analysis and
we have not explored this possibility.
Now we need to find the five dimensional geometry. We can write the effective action
for ω in (5.2)
S ∼
∫
dρe4ω(−ω′2 − e−2ω − 1 + βe−4ω) (5.8)
where in our case β = 1. We need to consider the zero energy solution, which turn out to
be identical to the one in the previous section. So the metric is given again by
e2ω =
√
β +
1
4
cosh 2ρ− 1
2
(5.9)
Note that the gauge field on S4 is topologically trivial as an SO(6) gauge field. In fact,
in appendix A.8 we describe a continuous deformation which transforms the instanton/anti-
instanton configuration into a configuration which is a gauge transformation of the zero
gauge field configuration. So we expect that if we consider fluctuations of the gauge
fields that carry indices under both SO(3) groups we will get negative modes. In fact, if
we consider the SO(6) gauge theory on S4, we can see that the instanton/anti-instanton
configuration has some negative modes. We find a negative mode explicitly in appendix
A.8. However, it turns out that when we include the radial direction and we demand that
fluctuations are normalized at ρ = ±∞, then we find that the negative mode on S4 does
not give rise to negative modes in the full five dimensional geometry.
We also studied possible negative modes coming from the scalars in the 20 of SO(6)
and we found that there were none, see appendix A.9. The conformal factor of the metric
does not lead to negative modes either, once we Wick rotate it as in [16]. In principle
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we should check all other fields of the ten dimensional supergravity theory to check that
there are no negative modes coming from other fields. We only analyzed the fields that we
thought were natural candidates for negative modes.
In this case it is also likely that there is a single boundary solution, but we did not
find it explicitly.
6. Discussion
In this paper we have considered a variety of Euclidean solutions which connect two
boundaries. These pose a puzzle from the point of view of AdS/CFT. From the field
theory point of view the correlation functions across the two boundaries should factorize,
while from the gravity point of view they do not. So we can see two possibilities. Either
one can introduce a subtle correlation between the two field theories or the full quantum
gravity answer, after summing over all geometries, is such that the gravity correlators
indeed factorize.
We have emphasized the presence or absence of perturbative negative modes. The
simplest case is when there are no perturbative negative modes. Then the two boundary
geometry represents a local minimum of the action. If a negative mode exists, then there
are nearby configurations which might contribute in a more important way to the partition
function than the configuration we started with. In this case it is less clear that there is
indeed a correlation between the two boundaries (thought it is also not clear that there is
no correlation).
If we take two decoupled field theories then we are instructed to sum over all manifolds
that end on the respective boundaries. Why should we forbid the manifolds that connect
the two boundaries? If the two field theories are truly decoupled we would conclude that
the final effect of performing the sum over all manifolds that connect the two boundaries
would completely factorize into the two partition functions of the two field theories.
In the context of ordinary wormholes the corresponding problem is the fact that the
wormholes seem to induce non-local interactions that would lead to violations of unitarity
in the Lorentzian theory [42][43][44]. By an “ordinary wormhole” we mean a wormhole such
as the axionic wormhole of [7] which could connect any two points in spacetime. In this
context a possible solution was suggested by Coleman [45]. He suggested that the effect of
the sum over all possible wormholes leads to superselection sectors characterized by some
parameters αi. These parameters characterize the wavefunction of the closed universes
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associated to wormholes. An observer would see local and unitary physics but she would
not be able to compute the parameters αi from first principles, she would have to measure
them experimentally. An axionic wormhole then would look like an ordinary instanton
effect that breaks the U(1) translation symmetry of the axion. In an AdS solution to string
theory where axionic wormholes existed one would be forced to conclude that the local field
theory at the boundary of AdS corresponds to the theory with fixed αi parameters, i.e.
to a given superselection sector15. Otherwise the integral over αi would induce non-local
effects in the field theory.
It is tempting to speculate that one could have a similar situation with the wormholes
that we found in our paper. These wormholes would have a large number of associated
α parameters. The number of parameters is the dimension of the Hilbert space for the
associated compact universe. This can be estimated as a typical area in the compact
universe, which in our cases goes as the central charge of the corresponding field theory16.
This would give a large number of parameters for large N . In Coleman’s arguments
it was important that the wormholes could exist with arbitrary wavefunctions and this
leads to an indeterminacy of the α parameters [46]. If one thinks that the field theories
that we introduced correspond to particular values of α parameters, then it is hard to
see which deformations of the field theories would lead to other values17. So it seems
most probable that in quantum gravity the wavefunction for these closed universes is
completely determined. To the extent that the field theory on the boundary determines
the α parameters, then the wavefunction for the closed universes are also determined by
the field theory . It would be nice to understand to what extent the field theory contains
some information about these closed universes18.
On the other hand, it might be that geometries with two boundaries correspond to
a partition function of the form Z =
∑
i Z
1
i Z
2
i where the index i runs over some “sector”
of the field theory and the indices 1, 2 indicate the two field theories at each boundary.
15 We do not know of a concrete nonsingular string theory AdS example where axionic worm-
holes actually do exist.
16 In the supergravity approximation all definitions of the central charge give similar values.
In the examples of sections 3,4,5 this goes as c ∼ Q1Q5, N
3/2, N2 respectively. The number of
states then would be of the order of ec.
17 See [47] for a similar discussion.
18 Hopefully, the techniques of [48] could be extended to probe the singularities of the
Lorentzian closed universes.
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Such a situation might arise if the field theory partition functions are not well defined19.
An example of such a theory is a chiral boson in two dimensions. One way to define a
modular invariant answer is to consider a left and right moving sector. It was observed in
[49] that the AdS5 × S5 partition function has a similar property. On the other hand the
effects discovered in [49] are related to the overall U(1) degree of freedom. So by adding a
simple U(1) field at the boundary one can get a well defined partition function20.
In summary, a better understanding of the physics associated to these geometries is
needed. This might lead to interesting insights on how quantum gravity works.
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Appendix A. Details about solutions involving gauge fields.
A.1. Generalities about merons and instantons
Let us consider an SU(2) group element g = e
i
2
φσ3e
i
2
θσ1e
i
2
ψσ3 , this parameterizes an
S3
ds2S3 = −
1
2
Tr(g−1dgg−1dg) =
1
4
[(dψ + cos θdφ)2 + dθ2 + sin2 θdφ2] =
1
4
wawa (A.1)
Where we defined the left invariant one forms wa through iσ
a
2 w
a = g−1dg. We define the
SU(2) gauge field A = iσ
a
2 A
a. The field strength is F = dA+A2 or F a = dAa− 12 ǫabcAb ∧
Ac. We will be interested in solutions where A = f(r)g−1dg, or Aa = fwa. If f = 1
then we have a pure gauge configuration. The field strength is F = f ′dr ∧ g−1dg + f(f −
1)g−1dg ∧ g−1dg. In four flat dimensions we find that the self duality condition implies
f−1 = 1+
r20
r2 . In order to find the self dual configuration in AdS4 we start with the metric
as ds2 = dρ2 + sinh2 ρds2S3 . We see that defining dr/r = dρ/ sinh ρ, ie
r = tanh ρ/2 (A.2)
19 The boundary field theories discussed in sections 4,5 seem perfectly well defined in this
sense. In the (0,4) 2d CFT associated with the AdS3 × S3/ZN ×K3 example in section 3 there
could be subtleties due to the fact that the theory is not left/right symmetric.
20 If one imposes local boundary conditions for the NS and RR two form potentials, then one
recovers this U(1) degree of freedom [50].
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we can make the AdS metric conformally flat. This implies that the self dual configuration
has f−1 = 1 + C/ tanh2 ρ/2. Note that as ρ runs from zero to infinity r goes from zero
to one. This implies that AdS4 is conformal to the unit ball in R
4. If we are interested
in instantons on S4 all we need to do is to change ρ → iγ, 0 ≤ γ ≤ π/2 in the above
expressions. Then the function f becomes f−1 = 1 + C′/ tan2 γ/2 and for C′ = 1 we find
that f = sin2 γ/2. In order to get anti-self dual configurations all we just change f → 1−f .
For a general metric
ds2 = dρ2 + e2ω(ρ)ds2S3 (A.3)
the effective action for f becomes
S = α
∫
F aµνF
a µν = 24αΩ3
∫
dρe−ω[e2ω(∂ρf)
2 + 4f2(1− f2)] =
= 24αΩ3
∫
dy[(∂yf)
2 + 4f2(1− f2)]
(A.4)
where dy = dρe−ω(ρ), and where Ω3 - the volume of a three sphere.
We are interested in evaluating this action for the following three cases. First when
(A.3) is AdS4 and the solution for f is that of a self dual configuration such that the value
of f at the boundary of AdS4 is fB . Then we find that (A.4) is
Ssd = 16αΩ3f
2
B(3− 2fB) = 8αΩ3[1 + 3(fB −
1
2
)− 4(fB − 1/2)3] (A.5)
For an anti-self dual configuration with the same boundary conditions we find
Santi−sd = 16αΩ3[−f2B(3− 2fB) + 1] (A.6)
Of course we can get (A.6) from (A.5) by replacing fB → 1− fB. For fB = 1/2 both have
the same action, but for fB < 1/2 the self-dual configuration has lower action than the
anti-self-dual configuration. Note that the instanton number inside AdS is less than one.
For fB = 1/2 it is 1/2.
In the case that we have an instanton on S4 the action is the usual Sinst =
α
∫
F aµνF
a µν = 16αΩ3 = 32π
2α.
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A.2. Four dimensional solutions
The renormalized gravity action is
SGR =
∫
d4x
√
g[−(R + 6)]− 2
∫
d3x
√
γK + (4
∫
d3x
√
γ +
∫
d3x
√
γRγ) (A.7)
where γ is the metric at the regularized boundary, Rγ is its curvature and K is the extrinsic
curvature of the regularized surface [51]. If the metric is AdS4, ie. of the form (A.3) with
eω = sinh(ρ) we find that (A.7) is equal to SGR = 4Ω3, when we take away the regulator.
So the total action for the one boundary solution is
S1 bdy = (4 + 8α)Ω3 (A.8)
After multiplying by the overall normalization factor of the action we get (4.5).
Now we consider the case where f = 1/2 which leads to the two boundary solution.
For a metric of the form (A.7) one can write the gravity action (A.7) plus the Yang-Mills
contribution as
S ∼ 6
∫ ρM
dρ(−ω′2 − e−2ω − 1 + αe−4ω)e3ω + 4e3ωM + 6eωM (A.9)
where α is the coefficient of the gauge kinetic term and wM ≡ w(ρM ). As usual, we should
look for a zero energy solution of this action, which implies
ω′
2 − e−2ω − 1 + αe−4ω = 0 (A.10)
Solving this equation we find (4.6). We can now define a new variable x = eω, use (A.10)
and write the counter terms in (A.9) as total derivatives to find that the two boundary
action is
S2 bdy =12
[∫ ∞
x0
dx(−2
√
x4 + x2 − α+ 2x2 + 1) + 2
3
x30 + x0
]
Ω3
=(30.296..)Ω3 for α = 1
(A.11)
where x0 is the value of x at ρ = 0,
x20 =
√
α+
1
4
− 1/2 (A.12)
It is now interesting to consider the action difference S2 bdy − 2S1 bdy . We find that
for the example coming from M-theory, when α = 1, this difference is positive. But for
sufficiently large α ( α > 3.775 ± .005) this becomes negative. In such theories the two
boundary solution has less action. It is not clear if one can find an example coming from
string theory that has α large enough21.
21 One case we could consider is the squashed S7 of [52] this leads to a theory in four dimensions
that contains SO(3) gauge bosons, but it is not clear whether one can truncate it to pure 4d gravity
plus the SO(3) gauge field.
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A.3. Stability of the 2-boundary solution
We now consider small fluctuations of the two boundary solution of the form f =
1/2 + ǫ(ρ) with ǫ≪ 1. We substitute this in (A.4) and we find
Squad = 24
∫ ym
−ym
dy[(∂yǫ)
2 − 2ǫ2] (A.13)
where
ym =
∫ ∞
0
dρe−w =
∫ ∞
0
dρw′eω
e−2ω
w′
=
∫ ∞
x0
dx√
x4 + x2 − α (A.14)
and x0 ≡
√
α+ 1
4
− 1
2
. The eigenvalue problem for this solution is very simple, we impose
that ǫ vanishes at y = ±ym. The lowest mode has the form cos(πy/(2ym)) and it leads to
the eigenvalue
λ0 = −2 + ( π
2ym
)2 (A.15)
For α = 1 this is negative. For α > 1.245± 0.005 this is positive.
A.4. The M-theory lift of the solutions
Using the formulas in [40] with the two equal gauge fields, Aa = A˜a, we get the
11-dimensional solution
ds211 = ds
2
4 + 4dξ
2 + cos2 ξ
∑
a
(wa − Aaµdxµ)2 + sin2 ξ
∑
a
(w˜a −Aaµdxµ)2
F(4) = −3ǫ(4) +
√
2 sin ξ cos ξdξ ∧ (w − w˜)a ∧ ∗F a2+
+
√
2
4
ǫabc[cos
2 ξ(w −A)a ∧ (w −A)b + sin2 ξ(w˜ − A)a ∧ (w˜ − A)b] ∧ ∗F c2
(A.16)
where wa , w˜a are SU(2) right invariant one forms on two 3-spheres S3, S˜3. This solution
does not display the full SO(5) symmetry that is present when the two SU(2) gauge fields
of [40] are equal. We can write it in an SO(5) symmetric fashion by thinking about S7
as an S3 fibration over S4. This can be done by writing the metric in (A.16) in the
following way. We parameterize S3 in terms of the SU(2) group element g and S˜3 in
terms of the SU(2) group element g˜. Then we write the right invariant one forms as
iσa
2
waR = gdg
−1 and iσ
a
2
w˜aR = g˜dg˜
−1 where σa are the Pauli matrices. We then define
gˆ = g˜−1g with iσ
a
2
wˆaR ≡ gˆdgˆ−1, so that g = g˜gˆ and g˜−1gdg−1g˜ = dg˜−1g˜ + gˆdgˆ−1 and
w2R = −2Tr(gdg−1)2 = (w˜L + wˆR)2. The S7 metric (of radius 2) is then
ds2 = 4dξ2 + cos2 ξw2R + sin
2 ξw˜2R = [dζ
2 + sin2 ζ
1
4
wˆ2R] + (w˜L + cos
2 ζ
2
wˆR)
2 (A.17)
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where we used that w˜2L = w˜
2
R and we defined ζ ≡ 2ξ , 0 ≤ ζ < π. The coordinates ζ and
gˆ parameterize an S4. We see that Ba ≡ cos2 ζ2waR can be thought of as the gauge field of
an SU(2) instanton on S4 that is SO(5) symmetric, up to “gauge” transformations. The
gauge transformations that act on the gauge field B are the right SU(2) transformations
acting on the fiber parameterized by g˜.
Now we are ready to add the A gauge field appearing in the metric in (A.16). We
see that −2Tr(wR − A)2 = (w˜L + wˆR − g˜−1Ag˜)2, where hopefully the notation is self
explanatory22. The metric then becomes
ds2 = [dζ2 +
1
4
sin2 ζwˆ2R] + (w˜L +B)
2
− 2 cos2 ξTr(w˜Lg˜−1Ag˜)− 2 cos2 ξTr(wˆRg˜−1Ag˜) + A2 − 2 sin2 ξTr(w˜RA) =
= [dζ2 +
1
4
sin2 ζwˆ2R] + (w˜L +B)
2 +A2 − 2Tr(w˜Lg˜−1Ag˜)− 2 cos2 ξTr(g˜ωRg˜−1A)
= [dζ2 +
1
4
sin2 ζwˆ2R] + (w˜L +B − g˜−1Ag˜)2 =
= [dζ2 +
1
4
sin2 ζwˆ2R] + (w˜R −A+ g˜Bg˜−1)2
(A.18)
We see that the two gauge fields B and A are associated to the right and left rotations of
the S˜3 fiber parameterized by g˜. The final geometry corresponds to fibering the S˜3 over
S4 ×M4 with a gauge field which is the sum of the instanton, B, on S4 plus the gauge
field, A, on the four dimensional manifold M4.
A.5. Checking that this solution is not supersymmetric
A solution that contains a self dual gauge field configuration on H4 looks like a su-
persymmetric configuration, since instantons are usually associated to supersymmetric
configurations. In this case it is possible to check that the solution is not supersymmetric.
In order to do this analysis it is useful to consider the supersymmetries of SO(4)
gauged supergravity given in [53,54]. In this theory, apart of the bosonic fields discussed
in [40] there are also the following fermionic fields: four ψiµ spin 3/2 Majorana spinors with
a vector index in SO(4), and 4 spin 1/2 Majorana spinors χi.23
22 The expression g˜−1Ag˜ means that we rotate the gauge indices, a, of Aaµ by the group element
g˜.
23 In order to match conventions in [53,54] to the ones we used, which are the ones in [40]we
set κ = 1, set g+ = 2g, g− = 0 , relate A,B to φ, χ by W = −A + iB = e
iσ tanh(λ/2) with
coshλ = coshφ+ 1
2
χ2eφ , sinhλ cosσ = sinhφ− 1
2
χ2eφ , sinhλ sinσ = χeφ.
26
Also we should separate F ij to the two SU(2) fields - we do this in the usual way:
J12 + J34 ≡ iL1, J12 − J34 ≡ iL˜1 , J13 − J24 ≡ iL2 etc. (so that [La, Lb] = iǫabcLc,same
for the tildes and the La, L˜a commute among themselves). This is such that AijJ ij =
iAaLa + iA˜aL˜a, where Aa, A˜a are real.
In the background we are interested in we have φ = χ = 0. Then the (Lorentzian)
susy transformations for the spinors become
δχ¯i =
1
2
√
2
ǫijklǫ¯jγµνF klµν
δψ¯iλ = ǫ¯
i←−Dλ − i
2
ǫ¯jγλγ
µνF ijµν + igǫ¯
iγλ
(A.19)
where the covariant derivative is: Dλχ
k = ((∂λ +
1
2
ωλ,abγ
ab)δkl + 2gAklλ )χ
l. Let us first
take the dagger of these and multiply by γ0 from the left:
δχi = − 1
2
√
2
ǫijklF jkµνγ
µνǫl
δψiλ = Dλǫ
i − i
2
F ijµνγ
µνγλǫ
j − igγλǫi
(A.20)
Changing from SO(4) to SU(2)×SU(2) language, and setting the two SU(2) gauge fields
to be equal: A = A˜ so that F 23 = F 24 = F 34 = 0, we can write the susy equations in the
following way, decomposing the SO(4) ǫ1,2,3,4 into the SU(2) : η, ǫi , i = 1, 2, 3:
0 = F iµνγ
µνǫi
0 = F iµνγ
µνη
0 = (∇λ − igγλ)η
0 = (∇λ − igγλ)ǫi − εijk(F jµνγµνγλ + 4igAjλ)ǫk
(A.21)
Now we perform in the standard way a Wick rotation from the Lorentzian to Euclidean
signature [55]. One finds that the equations retain the same form in Euclidean space.
We see that the equations for ǫ and η in (A.21) decouple. Consider first the conditions
on η: the gravitino variation implies that η is a usual AdS4 Killing spinor. Then we
need to further impose that F iµνγ
µνη = 0. If we have a self-dual field then Fµνγ
µν =
1
2 (Fµν + ∗Fµν)γµν = FµνγµνPL. It turns out that this condition implies the chirality
condition Γ5η = η. One can check that this is not compatible with the conditions for an
AdS4 Killing spinor. Note however that in the limit that the instanton has zero size this
chirality projection condition is imposed only at the location of the zero size instanton.
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This is compatible with the Killing spinor equations in AdS. So it appears that a zero size
instanton in AdS4 is supersymmetric.
Now we consider supersymmetries generated by ǫ. Before doing this, note that there
is a truncation of SO(4) gauged supergravity to an SO(3) gauged theory with 3 super-
symmetries (the ungauged version of this SO(3) theory was considered in [56]). This
theory contains the metric, three gravitons, three gauge fields, and one fermion. The su-
persymmetry variation of the fermion and gravitino are given by the ǫ dependent terms in
(A.21).
First note that as Fµνγ
µν = Fµνγ
µν 1
2 (1−Γ5), the first equation in (A.21) implies that
γρiǫi = 0. If we use notations where ǫi± ≡ 12(1∓ Γ5)ǫi this means:
σiǫi± = 0 (A.22)
where σi are the pauli matrices. Then the last equation in (A.21) becomes
∂ρǫ
i
− − igǫi+ = 0
∂ρǫ
i
+ − igǫi− = −4ie−2wf(1− f)ǫijkσjǫk+
Dijα ǫ
j
− = −gσαǫi+
Dijα ǫ
j
+ = −4ie−2wf(1− f)εijkσjσαǫk− + gσαǫi−
(A.23)
where α is a curved index on the S3,
ew(ρ) = sinh ρ , f(ρ) =
fB sinh
2 ρ/2
cosh2 ρ/2− fB
, Aiα = f(ρ)w
i
α
and Dijα ≡ (∂α − i2σα)δij − 4igǫikjAkα.
We multiply each of the last two equations in (A.23) by σi, summing over i. Using
(A.22) we find the derivative terms vanish. Multiplying by wαm and summing over α we
are left with the following set of algebraic equations:
[−1
2
δim + iεimk(−1
2
+ 4igf)σk]ǫi− + 2ig[−
1
2
δim − i
2
εimkσk]ǫi+ = 0
[−1
2
δim + εimk(−1
2
+ 4igf)]ǫi+ − k2ig[−
1
2
δim − i
2
εimkσk]ǫi− = 0
(A.24)
where k ≡ 1 + 8g e−2wf(1− f).
These are 6 homogenous equations for 6 spinors ǫi±. It is easy to verify that the
determinant of coefficients is nonzero, and thus there is no nonzero solution to this system.
we conclude that there are also no ǫ type susys and therefore this background is not
supersymmetric.
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A.6. The conformal field theory
The dual field theory is the field theory on a stack of N coincident M2 branes with an
external gauge field coupled to the R-symmetry currents. This gauge field is given by the
boundary value of the bulk gauge fields. Though it is not possible to write the lagrangian
for the interacting theory, it is possible to write a lagrangian for a single M2 brane. A
single M2 branes is described by a supersymmetric theory with 8 free real scalar fields
φa transforming as the vector of SO(8) and 8 free real fermions ψα transforming as the
antichiral spinor representation, 8s of SO(8). The flat space lagrangian is
24
SM2 =
∫
iψ¯α∂/ψα + (∂φ
a)2 (A.25)
The susy transformations for this theory are parameterized by a spinor in the chiral
spinor representation, 8c of SO(8). they are:
δφa = ǫ¯Γaψ
δψ = i∂/φaΓaǫ
(A.26)
Now we need to put this on a 3-sphere and add the gauge field.
Putting the theory on the sphere makes the derivatives become covariant derivatives
with the spin-connection on the sphere. In addition, to preserve conformal symmetry
we need to add an φ2R term to the Lagrangian. This also adds another term in the
supersymmetry transformation laws. One finds
S =
∫
dΩ3[DµφD
µφ+ iψ¯D/ψ +
3
4
φ2] (A.27)
where we have set the radius of the S3 to one. The supersymmetry transformations are
δǫφ = ǫ¯ψ
δǫψ = D/(φǫ) + iφǫ
(A.28)
where ǫ obeys Dµǫ = − i2γµǫ. Now in order to introduce the gauge field all we need to
do is to add the gauge fields to the covariant derivatives in (A.27)(A.28), Dµ → Dµ + Aµ
where Aµ is the boundary value of the SU(2) gauge field we considered.
24 Note that in Lorentzian signature the spinors ψ are real, so ψ¯ = ψtC. In Euclidean space
we define ψ¯ = ψtC, where C is such that γti = Cγ
iC−1 and Ct = −C.
29
A.7. Details on the five dimensional solution
We start with the gauge fields in (5.3) and (5.4). We then compute
F IJ = dAIJ + [A,A]IJ = iF aLa IJ + iF˜ aL˜a IJ (A.29)
We chose the gauge fields so that ∗F a = F a and ∗F˜ a = −F˜ a. We take both instantons to be
SO(5) spherically symmetric. Using that F aµνF
b µν = F˜ aµν F˜
b µν = 4δab and F aµν F˜
b µν = 0
we can compute
F IJµν F
KJ µν = −(La IJLa KJ + L˜a IJ L˜a KJ)4 = 8δIK (A.30)
where we used that Ja KJ = −Ja JK and that (JaJa)IK = 2δIK , Ja = La, L˜a. Note that
this implies that 14F
IJF IJ = 12, which in turn gives β = 1 in (5.8), after using the action
in [41]. We now need to observe that
F a ∧ F b =− F˜ a ∧ F˜ b ∼ δabǫ4
F a ∧ F˜ b =0
(A.31)
This implies that
ǫIJKLMNF
KL ∧ FMN ∼ ǫ4(LaKLLaMN − L˜aKLL˜bMN ) = 0 (A.32)
This implies that we are obeying the Chern Simons equations.
A.8. Search for negative modes from gauge fields
The background fields are given by
Aab =fǫabcwc , AAB = f˜ ǫABcwc
f =cos2 θ/2 , f˜ = 1− f = sin2 θ/2
(A.33)
We can now compute
F ab = f ′dθǫabcwc + f(1− f)wawb (A.34)
We now consider the small fluctuation
−ABa = AaB = hǫaBcwc + gδaBdθ (A.35)
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where h, g are functions of θ. This leads to the following additional terms in F
δF aB =[h′ + g(f˜ − f)]dθǫaBcwc + h(1− f − f˜)wawB
δF ab = −h2wawb + 2hgǫabcdθwc
δFAB = +h2wAwB − 2hgǫABcdθwc
(A.36)
We now compute the action. In order to do this we need to remember that the unit
normalized vielbein on S3 is given by ea = wa/2.
We can now compute F 2 for the above configuration (A.34)(A.35)
S =
∫
S4
F IJαβF
IJ αβ
=48Ω3
∫
dθ sin3 θ
[
(f ′ + 2hg)2 + (f˜ ′ − 2hg)2 + 2(h′ + g(f˜ − f))2
sin2 θ
+
+4
[−f(1− f) + h2]2 + [−f˜(1− f˜) + h2]2 + 2(1− f − f˜)2h2
sin4 θ
] (A.37)
We see that the above expression vanishes for
g = 1/2 , h =
1
2
sin θ (A.38)
In fact (A.38) correspond to the values we would obtain if we start with the pure gauge
configuration Aab = ǫabcwc, AAB = 0, AaB = 0 and we do a gauge transformation by the
gauge group element ei
θ
2
Σ where Σ is the U(1) that exchanges 1, 2, 3 with 4, 5, 6.
We see that by turning on g and h continuously we can start from the instanton/anti-
instanton configuration and go to the pure gauge configuration (A.38). Since varying h
and g we can find a path that gets rid of the original gauge field configuration, we expect
to get a negative mode for small fluctuations of h and g. In principle we need to consider
the most general fluctuation of the gauge fields in order to find all negative modes. Since
the fluctuations parametrized by h, g are general enough to provide a path in field space
that gets rid of the instanton/anti-instanton configuration it is very likely that the negative
mode we find by considering small fluctuations of h, g is the most negative mode.
Denoting the small fluctuations of the gauge field A around the background (A.34)
by δA we can expand the Yang-Mills action to second order. This will schematically lead
to an expression of the form
∫
δAOδA, where O is some operator. We are interested in
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finding eigenvalues for this operators OδA = λδA. In order to do this we consider the
auxiliary action given by
S(2)aux =
∫
δAOδA− λ(δA)2 (A.39)
and we look for solutions of this action that are non-singular. These will exist only for
special values of λ. If λ 6= 0 we do not have to worry about gauge fixing. We can compute
the first term in (A.39) by expanding (A.37) to second order in h, g. We find
S(2)aux = 48Ω3
∫
dθ sin θ
[
2(h′ − g cos θ)2 − 4h2 − 4hg sin θ − λ
4
(sin2 θg2 + 8h2)
]
(A.40)
In order to find the eigenvalue λ we just solve the equations of motion for S. The equation
of motion for g is algebraic, so we replace the resulting value back into the action and we
get the following action for h
S(2)aux = 48Ω3
∫
dθ sin θ
[
2h′
2 − 4h2 − 2λh2 − 4(h
′ cos θ + h sin θ)2
2 cos2 θ − λ4 sin2 θ
]
(A.41)
The equations of motion for h read
−2(sin θh′)′ − (4 + 2λ) sin θh +
+4
(
sin θ cos θ(cos θh′ + sin θh)
2 cos2 θ − λ4 sin2 θ
)′
− 4sin
2 θ(h′ cos θ + sin θh)
2 cos2 θ − λ4 sin2 θ
= 0
(A.42)
Examining the equation near θ ∼ 0 we find that the regular solution goes as θ2. We find a
similar behavior at θ = π. The value of λ should be chosen so that (A.42) has a nontrivial
solution which is regular at θ = 0, π. We find a regular solution for λ = −4 which is
h = sin2 θ. We see that this is the lowest eigenvalue. We can check numerically that lower
values of λ lead to solutions for h which do not cross the real axis if they are regular at
one of the two ends.
Now we need to consider the radial dependence. We choose a gauge Aρ = 0. The only
terms with ρ derivatives will come from Fρα = ∂ρAα, where α is an index on S
4. So we
see that for a given eigenvector with eigenvalue λ the lagrangian will be of the form
S(2) ∼
∫
dρ
[
2e2ωF IJραF
IJ
ρα + λA
IJ
α A
IJ
α
]
S(2) ∼
∫
dρ
[
2e2ω(φ′)2 + λφ2
] (A.43)
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where e2ω was given in (5.8) and φ is a field which encodes the ρ dependence of the
eigenvector with eigenvalue λ. In other words, we consider a gauge field fluctuation δA =
φ(ρ)δA(λ), where δA(λ) is the eigenvector from (A.39).
We are now interested in understanding if the operator that appears in the last line
of (A.43) has negative modes. We impose the boundary condition φ = 0 at ρ = ±∞. We
now write down the equation of motion for (A.43)
∂ρ(2e
2ω∂ρφ)− λφ = 0 (A.44)
The operator in (A.43) will have a negative mode if the solution to (A.44) with boundary
conditions φ(ρ = 0) = 1 and φ′(ρ = 0) = 0 changes sign as ρ → ∞. Setting λ = −4 and
analyzing the equation numerically we can see that it does not change sign25
The final conclusion is that there is no negative mode of the type we looked for. There
might be a negative mode that has a more complicated wavefunction on S4.
A.9. Analysis of the scalar fields in the instanton background
Using (5.3) and (5.4) we find that
F IJµν F
KLµν = −4(fLa IJLa KL + L˜a IJ L˜a KL) (A.45)
We can now use that if I, J,K, L are all 1, 2, 3 then we have26
La IJLa KL = −(δIKδJL − δILδJK) (A.46)
We now turn to a discussion of the scalar fields. They are given in terms of a matrix
TIJ which has determinant one. This implies that we can write
T−1IJ = δIJ + φIJ + hδIJ , 12h = φIJφIJ + · · · (A.47)
This ensures that T has determinant one to second order.
We now evaluate the kinetic term and potential using the expressions in [41]. We find
S =
∫
1
4
∂φIJ∂φIJ − g2φIJφIJ (A.48)
25 We can have negative modes if λ < −5.67± 0.03
26 Note that La IJ = −ǫaIJ .
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To evaluate this we need to compute TIJ from (A.47) , which is TIJ = (1+h)δIJ−φIJ+· · ·,
where the dots include a quadratic term in φ which is traceless and does not contribute
to the computation leading to (A.48)). After setting g = 1 we see that we get the correct
mass, m2 = −4. We are working in units where the radius of AdS is one.
We need to add the term that comes from the coupling of the scalars to the gauge
fields given by
1
4
T−1IKT
−1
JLF
IJFKL (A.49)
The scalars can be decomposed under SO(6) → SO(3)× SO(3) as 20 → (5, 1) + (1, 5) +
(3, 3) + (1, 1). Looking at (A.47) we see that there are two kinds of couplings that can
appear from (A.49), either one φ from each from each T in (A.49) or a coupling to h in
(A.47) from one of the T s in (A.49). The coupling from h does not depend on the type of
φ we consider and is equal to
2h
1
4
F IJF IJ = 2h12 = 2φIJφIJ (A.50)
The two φ coupling will depend on the type of scalar we consider. For the (3, 3) scalars
there is no extra coupling and (A.50) is the full answer. For the (5,1) scalars we can now
use (A.45) and (A.46) to find the extra term
−φIJφIJ , I, J = 1, 2, 3 (A.51)
We can do a similar analysis for the (1, 1) field, which gives us the extra term
2φIJφIJ (A.52)
where we used that φ is diagonal and rewrote it as in (A.52).
Now we study the question of whether there are negative modes. We need to consider
the equation
−e−4ω∂ρ(e4ω∂ρφ) + (m2 + γe−4ω)φ = λφ (A.53)
where m2 = −4 and ω is given in (5.9). The parameter γ is a number that depends
on the type of scalar field. For the scalars in the (3,3),(1,1),(1,5),(5,1) representations
γ = 8, 16, 4, 4 respectively. It is important to note that γ > 0 for all the scalar fields
considered.
Solving the equation (A.53) with the initial condition φ(0) = 1, φ′(0) = 0 we see that
if γ > 0 then the solution stays positive. This means that the corresponding operator does
not have any negative modes.
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