We study a Holling II predator-prey model with frequency-dependent fitness and nonzero constant harvesting rate of prey. It is shown that the model has at most one hyperbolic positive equilibrium which may be a node, focus or a center and can exhibit the Hopf bifurcation or Heteroclinic bifurcation when parameters vary in a small neighborhood of the values of parameters. Meanwhile, a sufficient condition for no closed trajectory existing in system is obtained. And it is further shown that by choosing different values of parameters the model can have a stable or unstable limit cycle only enclosing the positive equilibrium.
Introduction
There is an extensive literature concerned with the dynamical relationship between predator and prey due to its universal existence and importance, and the dynamics of the predator-prey system with Holling II functional response:
= x(t)(a − bx(t)) − x(t) m+x(t) y(t)
has attracted great attention owing to its theoretical and practical significance, for example, see [1] [2] [3] [4] . where x(t) and y(t) denote the population sizes of the 2-species. However, in such predator-prey systems, it may exhibit other types of intraspecific and interspecific interactions, including competition [5] or symbiosis [6] [7] . In this paper, we consider these effects only in prey population. That is, we suppose a frequency-dependent fitness for prey:
where x denotes the density of the prey, with three positive parameters (a, b and c). It means that, under the circumstance of low density of prey population, the mutualism, which is to the advantage of all individuals, often plays the crucial role ( R (x) > 0). Then it maintains such relationship until a density threshold after which the individuals will begin to compete for the same limited food source ( now R (x) < 0). Therefore, we introduce the above rough fitness formulation that may not be very realistic but a complement for the single predator-prey system. Clark [8] once considered harvesting of a single species in a two species ecologically competing population model. Modifying Clark's model Chaudhuri [9] [10] studied combined harvesting and considered the perspectives of bioeconomics and dynamic optimization of a two-species fishery. S.Kumar, S. K. Srivastava and P. Chingakham [11] studied Hopf bifurcation and stability in a harvested one-predator-two-prey model . J.Y.T .Mugisha [12] analyzed the dynamics of a fisheries model with feeding pattens and harvesting in Lake Victoria. T.K. Kar and H. Matsuda [13] considered global dynamics and controllability of a Holling type III harvested prey-predator system, analyzed the existence and uniqueness of limit cycle by parameters perturbation.
Cui and Chen [14] did good mathematical research on the system with functional response and undercrowding effect. In [15] , a generalized Gause-type predator-prey model is studied by S.M. Moghadas and B.D. Corbett about limit cycles and their stability existing in system with some functional response which satisfies the conditions given by them. However, when the harvesting rate is nonzero constant it is very complex with far richer dynamics than the model above, Xiao and Ruan [16] studied Bogdanov-Takens bifurcations in a predator-prey system with constant rate harvesting.. Dai and Tang [17] analyzed the global behavior of a predator-prey system with some functional response in the presence of constant harvesting. Brauer and Soudak [18] [19] [20] and Xiao [21] [22] studied a class of predator-prey systems under constant rate of harvesting and under constant quota of harvesting of both species simultaneously. They showed how to classify the possibilities of the quantitative behavior of the solutions to locate the set of initial values in which the trajectories of the solutions approach to either an asymptotic stable equilibrium or an asymptotically stable limit cycle. In this paper, we discuss the dynamics of Holling II system with constant rate harvesting, as well as the existence and number of limit cycle. The model is:
where y is the density of the predator. The coefficients are all positive constant and a > g. The parameter β(β < 1) is the conversion factor denoting the number of newly born predator for each captured prey, m is the half saturation rate, d is the death rate of the predator, h 1 (h 1 > 0) is the constant harvesting rate of prey, and h 2 denotes the harvesting efforts for the predator (i.e. the predator harvesting rate is proportional to the predator density).
Let dt → (m + x)dt, then the model (2) takes the form:
here
Equilibria and their Stability
From the view of biology, we are only interested in the nonnegative equilibria in system, so system (3) has these equilibria equivalently the equations in x and y:
has nonnegative solutions.
From the left equations above, we obtain the equilibrium E 0 (x 0 , y 0 ), where
Thus, the existence condition for the positive interior equilibrium point E 0 (x 0 , y 0 ) depends upon the restrictions:
and
We assume that the system parameters are such that they satisfy the condition (5) and (6), then E 0 (x 0 , y 0 ) is the unique positive equilibrium of system (3).
In the right equations of (4), the equation φ(x) = 0 hasone or three negative roots due to −
, so φ(x) = 0 has only one negative root and the function φ(x) has the maximal value at x 2 in R + . Hence, if φ(x 2 ) < 0, then φ(x) = 0 has no positive root, that is contradictory to (6), so φ(x 2 ) > 0. Furthermore, since φ(x) → −∞(x → +∞) and φ(0) = −h 1 < 0, then the equation φ(x) = 0 exactly has two positive rootsx 1 andx 2 , and φ(x) > 0 when x ∈ (x 1 ,x 2 ), thus we havex 1 < x 0 <x 2 .
At the boundary equilibrium points M (x 1 , 0), N (x 2 , 0), consider their Jacobian matrixs:
< 0 and ψ(x 2 ) > 0, so both of M and N are saddle points. For the positive equilibrium point E 0 , we obtain
, there are following cases: Case 1: whenx 1 < x 2 < x 0 <x 2 , we have φ (x 0 ) < 0, that is Z < 0, so E 0 is locally asymptotically stable.
Case 2: whenx 1 < x 0 < x 2 <x 2 , if Z < 0, then E 0 is locally asymptotically stable; if Z > 0, then E 0 is unstable; if Z = 0, E 0 is a center or a focus, we discuss that as follows.
Applying the transformations:
still rewritten by x, y, t, then system (3) takes the form:
where
Set the formal power series:
(2D − H)y 3 and
let x = r cos θ, y = r sin θ, we have Theorem 2.1. With assumption of (6) and (7), the system (3) has only one positive equilibrium E 0 (x 0 , y 0 ) and two saddle points M (x 1 , 0), N (x 2 , 0), andx 1 < x 0 <x 2 . Moreover, (i) ifx 1 < x 2 < x 0 <x 2 , then E 0 is locally asymptotically stable.
(ii) ifx 1 < x 0 < x 2 <x 2 , when Z < 0, then E 0 is locally asymptotically stable; when Z > 0, then E 0 is unstable; when Z = 0 and C 4 > 0, then E 0 is locally asymptotically stable.
Bifurcations of the System (3)
First let us look into the limit cycle of system (3). Clearly {(x, y)|y = 0} is the invariant set, thus every nontrivial trajectory of system doesn't move through the x-axis. Note that
so the limit cycle can only exist in ∆ and enclose E 0 :
Theorem 3.1. If A < D, A < D + Bm − β, then there is no closed trajectory in system (3).
Proof. Set G(x, y) = ln x + ln y = c , then
since the limit cycle can only exist in ∆, we have Theorem 3.2. Suppose Z = 0, (i) if C 4 > 0, then there exist ε 0 > 0 and Z = Z 0 satisfying 0 < Z 0 < ε 0 such that just one stable limit cycle exists in system (3) Z=Z 0 ; (ii) if C 4 < 0, then there exist ε 0 > 0 and Z = Z 0 satisfying −ε 0 < Z 0 < 0 such that just one unstable limit cycle exists in system (3) Z=Z 0 .
Proof. Note that E 0 is a 1st-order weak focus for Z = 0 and C 4 = 0, therefore, by Theorem 3.1 and Hopf Bifurcation Theorem [24] , we obtain the result. N (x 2 , 0) intersects the straight line x = x 0 at (x 0 , u(x 0 )), and u(x 0 ) >f (x 0 ), u(x 0 ) is a strictly decreasing function
Proof. We only need to prove (i), and the proof of (ii) is similar to that of (i).
From the analysis of direction of vector field, in the reigion 0) on the exterior of K. Now we prove that Γ M can intersect the line x = x 0 at some point (x 0 , s(x 0 )). The point (x, y) in Γ M satisfies the equation:
and for enough small δ > 0, if x ≥x 1 + δ, y −f (x) has positive infimum. Thus,
so Γ M can intersect x = x 0 at one point (x 0 , s(x 0 )). Note that the continuity of the right hand of (11), then s(x 0 ) is continuous function of x 0 . In the following we prove that s(x 0 ) is strictly increasing inx 1 < x 0 <x 2 . Suppose two arbitrary points µ 1 < µ 2 (µ 1 =
corresponding to the separatrix functions T µ 1 (x) and T µ 2 (x) of M respectively. It is easy to know that T µ 2 (x) > T µ 1 (x) as x approaches enough tox 1 , assume x 1 is the first value inx 1 
, which is contradictory to the assumption
is the strictly increasing function.
Suppose Ω is an open region in R 2 + enclosed by y = 0 (x 1 < x <x 2 ), Γ M , Γ N and x = x 0 , we have Theorem 3.4. There exists a unique x 0 = x 0 as Heteroclinic bifurcation value in system (3). When x 0 < x 0 , Ω is a negative invariant set; when x 0 > x 0 , Ω is a positive invariant set.
Proof. Note that
and s(x 0 ) − u(x 0 ) is the increasing function, then there exists an unique value x 0 = x 0 , such that s( x 0 ) = u( x 0 ), it implies that system (3) has one Heteroclinic loop and x 0 = x 0 is Heteroclinic bifurcation value. If x 0 < x 0 , the direction of vector on the boundery line
is towards to outside of Ω, then Ω is a negative invariant set. If x 0 > x 0 , the direction of vector on the boundary line
is towards to interior of Ω, then Ω is a positive invariant set.
Theorem 3.5. If x 0 < (>) x 0 , there exists a unstable (stable) limit cycle in Ω under every condition below:
Proof. When x 0 < x 0 , by Theorem 3.4, Ω is a negative invariant set. Meanwhile, if Z < 0 or Z = 0 and C 4 > 0, then E 0 is asymptotically stable. By virtue of Poincare-Bendixon Theorem [24] , there exists a unstable limit cycle in Ω.
When x 0 > x 0 , Ω is a positive invariant set and E 0 is unstable as Z > 0 or Z = 0 and C 4 > 0, then there exists a stable limit cycle in Ω.
Discussion
In this paper, we take into account the frequency-dependent growth rate of prey, which describe roughly the effect of intraspecific mutualism and competition in the original Holling-II system. However, in fact, mutualism and competition are not only dependent on the population density but also other environmental factors such as the viability of different individuals. Therefore, the fitness in the predator-prey systems could be developed to be more realistic forms.
In addition, the fixed harvesting rate usually results from the blind exploitation of resource ignoring the present ecological situation. Meanwhile, the relevant mathematical models indicate more complicated dynamics to the previous models. Thus, how to predict or control those uncertain phenomenons is the problem needed to be solved urgently, and many people have made positive contributions to it.
In our analysis of the model, from the standpoint of biology, we are only interested in the dynamics of model in the closed first quadrant R n + , so it is meaningful to pay more attention to the nature of positive equilibria and positive periodic solutions, such as stability. Moreover, we analyse the Heteroclinic bifurcation and Hopf bifurcation in system as well as the existence, number, and stability of limit cycle. However, when h 1 < 0, this means the constant investing or immigration for prey to prevent extinction, and it is also worth doing relevant research systematically.
