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MINIMAL COMMUTATOR PRESENTATIONS
IN FREE GROUPS
DANIL FIALKOVSKI AND SERGEI O. IVANOV
ABSTRACT. We present a fast algorithm for computing the commuta-
tor length and an algorithm that gives a minimal commutator presen-
tation of an element w ∈ [F,F ], where F is a free group. Moreover,
we give a algorithm that defines whether the element a commutator
or not.
Introduction
Let G be a group and [G,G] be its commutator subgroup which is generated by commutators
[g, h] = g−1h−1gh. Every element from the commutator subgroup can be presented as a product
of commutators. Such presentation of an element g ∈ [G,G] that contains the least possible
number of commutators is called a minimal commutator presentation of g. The number of
commutators in a minimal presentation of g is called the commutator length of g and is
denoted by cl(g). For example if G = F (x, y) is the free group on two generators, then
cl([x, y][x−1, y−1]) = 1 and cl([x, y]3) ≤ 2 because
[x, y][x−1, y−1] = [yx2, yxy], [x, y]3 = [x−1yx,x−2yxy−1][yxy−1, y2].
In this paper we work only with the free group F = F (x1, . . . , xN).
The first algorithm for computing commutator length was constructed by Goldstein and
Turner in [4]. Culler in [3] presented another algorithm, which applies not only to free groups
but also to free products. It was also stated that in F (x, y) for any m ≥ 1,
cl([x, y]n) = ⌊n/2⌋ + 1.
Another algorithm for computing commutator length comes from [6]. The first purely algebraic
algorithm was offered by V.G.Bardakov in [1]. To our knowledge, there was no purely algebraic
(i.e. programmable) algorithm for computing a minimal commutator presentation.
The goal of this paper is to present a fast algorithm for computing the commutator length
and an algorithm that gives a minimal commutator presentation of an element w ∈ [F,F ],
where F is a free group. Moreover, we give a algorithm that defines whether an element
is a commutator or not. This algorithm is much faster than the algorithm which is based
on Wicks’ theorem [5]. These algorithms are based on Theorem 5.1 which was proved using
Bardakov’s work [1].
The basic remark for our work is the following. If
w = w1a
−1w2b
−1w3aw4bw5,
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then
w = [w1w4w3aw−11 ,w1w4bw−12 w−13 w−14 w−11 ]w1w4w3w2w5.
Moreover, the Corollary 5.2 states that w is a commutator if and only if there exists a pre-
sentation without cancellation w = w1a−1w2b−1w3aw4bw5, where a, b ∈ {x±11 , . . . , x±1N } such that
w1w4w3w2w5 = 1. And in this case w = w1w4[w3aw4, bw−12 w−13 ]. This corollary gives an obvious
algorithm that defines whether an element is a commutator or not. This is a corollary of
Theorem 5.1 that states the following. For any w ∈ [F,F ] there exists a presentation without
cancellations w = w1a−1w2b−1w3aw4bw5 such that a, b ∈ {x±11 , . . . , x±1N } and
cl(w1w4w3w2w5) = cl(w) − 1.
We do not have a good theoretical estimation of the complexity of our algorithm but
in practice we see that our algorithm is much faster than the algorithm which is based on
Bardakov’s theorem. We wrote computer programs using these two algorithms and we see that
the program which is based on our algorithm computes the commutator length for a random
word w ∈ [F2, F2] of length 24 in a moment but the program that is based on Bardakov’s work
computes the commutator length in several minutes. All the computations were done on our
home computers.
Using our algorithm we get several minimal commutator presentations of [x, y]3 ∶
[x, y]3 = [yx−1y−1x2, yx−1y−1xyx−1yxy−1][yxy−1, y2];
[x, y]3 = [x, yxy−1x−1y][y−1xy−1x−1y, y−1x2y];
[x, y]3 = [yx−1y−1x2, yx−1y−1xyxy−1x−1yx−1yxy−1][x2y−1, yx−1yx−1];
[x, y]3 = [x−1y−1xy2x−1y−1x2y−1x−1yx,x−1y−1xy2x−1y−1xyx−1yxy−2x−1yx][x−1y2x,x−1yx−1y−1x];
[x, y]3 = [x−1y−1xyxy−1x−1yx,x−1y−1xy2xy−1x−2yx][x2, xyx−1];
[x, y]3 = [x−2y−1xy2x,x−2y−1xyx−1y−1x−1yx2][x2, y];
[x, y]3 = [x−1yx,x−2yxy−1][yxy−1, y2];
[x, y]3 = [x−1y−2xyx−2yx,x−1y−2xyx−1y−1xy−1x−1y2x][x, y2];
[x, y]3 = [x−1y−1x−1yx,x−1y−2x−1yx2][x2, y];
[x, y]3 = [x−1y−1x2yx−1y−2x−1yx,x−1y−1x2yx−1y−1xyxy−1x−2yx][x2, xyx−1];
[x, y]3 = [x−1y−1xy−1x−1yx,x−1y−1x2y−1x−1y2x][x, y2].
The paper is organised as follows. In Section 1 we give some notations and conventions.
In Section 2 we describe the algorithms without any proofs. In Section 3 we recall Bardakov’s
results in appropriate notation. In Section 4 we prove some preliminary results about per-
mutations. The main of them is Proposition 4.4. In Section 5 we prove the main statement
(Theorem 5.1), using Proposition 4.4 and Bardakov’s theorem (Theorem 3.1).
1 Notations and conventions
Let {x1, . . . , xN} be a set with N elements. We call it alphabet and its elements we call
letters. A word is a sequence W = a1a2 . . . an, where ai ∈ {x±11 , . . . , x±1N }. We distinguish words
and elements of the free group F ∶= F (x1, . . . xN), which are classes of words. Words are
denoted by capital letters W,U, . . . but elements of the free group are denoted by w,u . . . . Let
w1, . . . wn,w ∈ F ∖{1} andW1, . . . ,Wn,W be the corresponding reduced words. The element w
is said to be a product without cancellation of the elements w1, . . . ,wn if W =W1 . . .Wn.
For any word W there exists a unique reduced word red(W ) that represents the same element
in F. A reduced word W = a1 . . . an is said to by cyclically reduced if a1 ≠ a−1n . For any word
W we can obtain a cyclically reduced word by applying several times the operation of deleting
2
the letters a1 and an if a1 = a−1n to the word red(W ). We denote this cyclically reduced word
by cycl.red(W ). It represents the same conjugacy class in F.
The commutator of w,u ∈ F is given by [w,u] = w−1u−1wu. The commutator subgroup of F
is denoted by [F,F ]. The presentation of w ∈ [F,F ] as w = [w1,w′1][w2,w′2] ⋅ . . . ⋅[wl,w′l] is said
to be commutator presentation of w. The minimal length of commutator presentations is
called the commutator length of w and denoted by cl(w).
If X is a finite set, we denote by S(X) the group of permutations of X. If X = {1, . . . , n},
then S(X) is denoted by Sn. If σ ∈ S(X) and x ∈ X, the σ-orbit of x ∈ X is the set
{σn(x) ∣ n ∈ Z}. The number of σ-orbits is denoted by o(σ). A permutation pi ∈ S(X) is said
to be involution if pi2 = 1. For an involution pi ∈ Sn we set
v(pi) ∶= o((1, . . . , n)pi),
where (1, . . . , n) ∈ Sn is the long cycle.
2 Algorithms
In this section we describe algorithms for computing the commutator length and a minimal
commutator presentation of an element w ∈ [F,F ] that is based on Theorem 5.1.
First we describe the algorithm for computing the commutator length of an element w ∈
[F,F ] ∖ {1}. Let W = a1 . . . an be the corresponding reduced word where ai ∈ {x±11 , . . . , x±1N }.
Denote by C1(W ) the set of words of the form cycl.red(W1W4W3W2W5) such that there is
a presentation as a product without cancellations W = W1a−1W2b−1W3aW4bW5. Further we
define a sequence of sets of words C1(W ), . . . ,Cl(W ) by recursion as follows. Assume that
1 /∈ Ci(W ). If there are words that are cyclically equivalent to each other in Ci(W ) we leave
only one from a class of cyclical equivalence and get a new smaller set C ′i(W ) ⊆ Ci(W )
that does not have cyclically equivalent words. And define Ci+1(W ) = ⋃U∈Ci(W )C1(U). The
procedure stops when 1 ∈ Cl(W ). It means that cl(W ) = l.
The algorithm for computing a minimal commutator presentation is similar. Denote by
D1(W ) the set of 3-tuples of the form (red(W1W4W3aW −11 ), red(W1W4bW −12 W −13 W −14 W −11 ),
red(W1W4W3W2W5)) such that there is a presentation as a product without cancellations
w = w1a−1w2b−1w3aw4bw5. Further we define a sequence of sets D1(W ), . . . ,Dl(W ) by recur-
sion, where Di(W ) consists of 2i+1-tuples of words. Assume that (. . . ,1) /∈Di(W ). And define
Di+1(W ) = ⋃(U1,...,U2i+1)∈Di(W ){(U1, . . . , U2i, U ′, U ′′, U ′′′) ∣ (U ′, U ′′, U ′′′) ∈ D1(U2i+1)}. The pro-
cedure stops when (U1, . . . , U2l,1) ∈ Dl(W ). It means that w = [U1, U2][U3, U4] ⋅ . . . [U2l−1, U2l].
Here l = cl(w).
3 Bardakov’s theorem
This section is devoted to describing Bardakov’s theorem [1] in slightly different notation.
Let
W = a1 . . . an
be a (probably non-reduced) word that presents an element from a commutator subgroup,
where ai ∈ {x±11 , . . . , x±1N }. A pairing on the word W is an involution pi ∈ Sn such that
api(i) = a
−1
i .
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The set of pairings on W is denoted by P(W ). Since W represents an element from the
commutator subgroup, the number of occurrences of a letter a is equal to the number of
occurrences of a−1, and hence P(W ) ≠ ∅. A pairing is said to be extreme, if v(pi) is maximal
possible number for pi ∈ P(W ).
Theorem 3.1 ([1]). Let a word W = a1 . . . an represent an element w ∈ [F,F ] and pi be an
extremal pairing on W. Then
cl(w) =
1 − v(pi)
2
+
n
4
.
Remark 3.2. Bardakov in [1] considers only the case of a cyclically reduced word W but he
does not use it in the proof.
4 Preliminary results about permutations
4.1 A permutation induced on a subset
Let X be a finite set and Y ⊆ X. For σ ∈ S(X) and y ∈ Y we denote by m(y) ≥ 1 the least
positive integer such that σm(y)(y) ∈ Y. Then
σY (y) = σm(y)(y).
It is easy to see that σY ∈ S(Y ). Consider the set Yσ ⊃ Y given by
Yσ = {x ∈X ∣ ∃i ∶ σi(x) ∈ Y }.
We denote by
fσ ∶ Yσ Ð→ Y
the map given by fσ(x) = σm0(x)(x), where m0(x) ≥ 0 is the minimal non-negative integer
such that σm0(x)(x) ∈ Y. Note that fσ(y) = y for all y ∈ Y, and the function fσ depends only
on the restriction of σ on Y¯ ∖ Y. If we denote by σ∣Y ∶ Y → Yσ the restriction of σ, we get
σY = fσ σ∣Y .
Now we generalise the definition of σY to the case of injective map α ∶ Y → X. Let X,Y be
finite sets and α ∶ Y → X be an injective map. For σ ∈ S(X) and y ∈ Y we denote by m(y) ≥ 1
the least positive integer such that σm(y)(α(y)) ∈ α(Y ). Then
σα(y) = α−1(σm(y)(α(y))).
It is easy to see that σα ∈ S(Y ),
ασα = σα(Y )α.
and if α ∶ Y →X is an identical embedding, then σα = σY .
Proposition 4.1. Let α ∶ Y →X be an injective map, σ, τ ∈ S(X) such that τ(α(Y )) = α(Y )
and τ¯ ∈ S(X) is given by τ¯(x) = τ(x) if x ∈ X ∖ Y, and τ¯(x) = x if x ∈ Y. Then τα(y) =
α−1τ(α(y)) for all y ∈ Y and
(στ)α = (στ¯)α τα.
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Proof. Without loss of generality we assume that α is an identical embedding. It is obvious
that τY = τ ∣Y . Since (στ)Y = fστ (στ) ∣Y = fστ σ ∣Y τY and (στ¯)Y τY = fστ¯ (στ¯) ∣Y τY = fστ¯ σ ∣Y
τY , it is sufficient to prove that fστ = fστ¯ . It follows from the fact that the restrictions of the
functions στ and στ¯ on X ∖ Y coincide.
Lemma 4.2. Let α ∶ Y →X be an injective map, σ ∈ S(X) and A is an σ-orbit. Then either
A ∩ α(Y ) = ∅ or α−1(A) is a σY -orbit.
Proof. Without loss of generality we assume that α is an identical embedding. Assume A∩Y ≠
∅. If y ∈ A ∩ Y, then A = {σi(y) ∣ i ≥ 1}. Consider the increasing sequence of all numbers
1 ≤m1 <m2 <m3 < . . . such that σmi(y) ∈ Y. Then A∩Y = {σmi(y) ∣ i ≥ 1} and σmi(y) = σiY (y).
It follows that A∩Y = {σiY (y) ∣ i ≥ 1} is an orbit of y with respect to the permutation σY .
Corollary 4.3. Let σ ∈ S(X) such that A∩α(Y ) ≠ ∅ for any σ-orbit A. Then the map given
by A↦ α−1(A) is a bijection between the set of σ-orbits and the set of σα-orbits. In particular,
o(σ) = o(σα).
4.2 Orbits and induced involutions
Consider n ≥ 5 and 1 ≤ i1 < i2 < i3 < i4 ≤ n. Denote by
α ∶ {1, . . . , n − 4}Ð→ {1, . . . , n}
the unique strictly monotonic map whose image does not contain i1, i2, i3, i4. Consider γ ∈ Sn−4
given by
γ(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x, if x ≤ i1 − 1,
x + i4 − i2 − 2, if i1 − 1 < x ≤ i2 − 2,
x + i1 + i4 − i3 − 1, if i2 − 2 < x ≤ i3 − 3,
x + i1 − i3 + 2, if i3 − 3 < x ≤ i4 − 4,
x, if i4 − 4 < x.
(4.1)
Proposition 4.4. Let pi ∈ Sn be an involution such that pi(i1) = i3 and pi(i2) = i4. Then in the
above notation v(pi) = v(γpiαγ−1).
Proof. For simplicity we set σ ∶= (1, . . . , n)pi and
C˜ = (1, . . . , n)(i1, i3)(i2, i4),
where (i1, i3) and (i2, i4) are transpositions. It is easy to check that C˜ is a long cycle. Propo-
sition 4.1 implies that
σα = C˜αpiα. (4.2)
Since C˜ is a long cycle, using Lemma 4.3, we get that C˜α is a long cycle too. Simple compu-
tations show that
C˜α = (1, . . . , i1 − 1, i3 − 2, . . . , i4 − 4, i2 − 1, . . . , i3 − 3, i1, . . . , i2 − 2, i4 − 3, . . . , n − 4).
This description works even if ik+1 = ik+1 for k = 1,2,3. In this case the line ik−k+1, . . . , ik+1−
k−1 in the description of the cycle C˜α is empty. If i4 = n, then the line i4−3, . . . , n−4 is empty,
and if i1 = 1, then the line 1, . . . , i1 − 1 is empty. Since C˜α is a long cycle, it is conjugated to
the long cycle (1, . . . , n − 4). One can check that
C˜α = γ
−1(1, . . . , n − 4)γ.
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Using the equation (4.2) we obtain
σα = γ
−1(1, . . . , n − 4)γpiα. (4.3)
It is sufficient to prove that o(σ) = o((1, . . . , n−4)γ−1piαγ). Since o((1, . . . , n−4)γpiαγ−1) =
o(γ−1(1, . . . , n − 4)γpiα) = o(σα), we need to prove that o(σ) = o(σα). Then by Corollary 4.3
it is enough to check that all σ-orbits intersect {1, . . . , n} ∖ {i1, i2, i3, i4}. In other words, we
need to check that the σ-orbit of ik do not lie in the set {i1, i2, i3, i4} for k = 1,2,3,4. Check
it. Further in the proof we take sums modulo n. Then σ(ik) = ik+2 + 1. If ik+2 + 1 ≠ ik+3, we
done. Assume that ik+2 + 1 = ik+3. Then σ2(ik) = σ(ik+3) = ik+1 + 1. If ik+1 + 1 ≠ ik+2, we done.
Assume that ik+1+1 = ik+2. Then σ3(ik) = σ(ik+2) = ik+1. If ik+1 ≠ ik+1, we done. Assume that
ik +1 = ik+1. Then σ4(ik) = σ(ik+1) = ik+3+1. If ik+3 +1 ≠ ik, we done. Assume that ik+3+1 = ik.
Then ik = ik+3 + 1 = ik+2 + 2 = ik+1 + 3 = ik + 4. It follows that 4 divisible by n but it contradicts
to the assumption n ≥ 5.
5 The main theorem
Note that if w = w1a−1w2b−1w3aw4bw5, then
w = [w1w4w3aw−11 ,w1w4bw−12 w−13 w−14 w−11 ]w1w4w3w2w5. (5.1)
This equation is the key equation for computing the minimal commutator presentation of an
element of [F,F ].
Theorem 5.1. Let F = F (x1, . . . , xN) and w ∈ [F,F ]. Then there exists a presentation of w
without cancellations
w = w1a
−1w2b
−1w3aw4bw5
such that a, b ∈ {x±1
1
, . . . , x±1N } and
cl(w1w4w3w2w5) = cl(w) − 1.
Proof. Let w be presented by a reduced word W = a1 . . . an, where ai ∈ {x±11 , . . . , x±1N }, and
pi ∈ Sn be an extreme pairing on W . Consider the maximal number i2 ∈ {1, . . . , n} such that
pi(i2) > i2. Set i4 ∶= pi(i2). Then b ∶= ai4 = a−1i2 . Since the word W is reduced, there exists i3
such that i2 < i3 < i4, ai3 ≠ ai2 and ai3 ≠ a
−1
i2
. Set i1 = pi(i3) and a = ai3 = a−1i1 . It is easy to see
that i1 < i2 < i3 < i4. It follows that the word W is presented as the following product without
cancellations
W =W1a
−1W2b
−1W3aW4bW5,
where W1 = a1 . . . ai1−1, W2 = ai1+1 . . . ai2−1, W3 = ai2+1 . . . ai3−1 W4 = ai3+1 . . . ai4−1, W5 =
ai4+1 . . . an. Further, we put W˜ =W1W4W3W2W5 and let w˜ be the corresponding element in the
free group. It is sufficient to prove that l˜ = l − 1, where l = cl(w) and l˜ = cl(w˜). Using (5.1) we
obtain l˜ ≥ l − 1. Therefore it is enough to show that l˜ ≤ l − 1. Let α ∶ {1, . . . , n− 4} → {1, . . . , n}
be the unique injective monotonic map whose image does not contain {i1, i2, i3, i4}, and let
p˜i = γpiαγ−1 ∈ Sn−4 be the permutation from Proposition 4.4. Using that pi is a pairing on W,
it is easy to check that p˜i is a pairing on W˜ . Proposition 4.4 implies v(p˜i) = v(pi). Therefore,
l˜ ≤
1 − v(p˜i)
2
+
n − 4
4
=
1 − v(pi)
2
+
n
4
− 1 = l − 1.
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Corollary 5.2. Let w ∈ [F,F ]. Then w is a commutator if and only if w can be presented as
a product without cancellation
w = w1a
−1w2b
−1w3aw4bw5
so that
w1w4w3w2w5 = 1.
In this case w = w1w4[w3aw4, bw−12 w−13 ].
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