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Bulk CMOS technologies left the semiconductor market to the novel device geometries such
as FDSOI and FinFET below 30 nm, mainly due to their insufficient electrical characteristics
arising from different physical limitations. These innovative solutions enabled the ongoing
device scaling to continue. However, the threshold voltage and the power supply values did
not shrink with the device sizes, which caused an excessive amount of heat generation in very
small dimensions. With the high thermal resistivity materials used in FDSOI and FinFET, the
generated heat cannot leave the device easily, which is not the case in bulk. With all of these,
modern geometries brought a major problem, which is the self-heating.
Due to self-heating effects (SHE), the temperature of a device rises significantly compared
to its surroundings. Having very large local temperature brings important reliability issues.
Moreover, the electrical behaviour of a device also changes dramatically when its temperature
is very large. These facts bring the need of considering SHE and the temperature of each
device separately. Nevertheless, in many of today’s CAD tools, a single global temperature is
applied to all of the devices. Even if some advanced simulation options are used, estimating
the temperature of a device is not a simple task as it depends on many parameters.
The focus of this thesis is to show the significance of SHE in the design of ICs and provide self-
heating aware design guidelines. In order to achieve this, different circuit implementations are
studied by considering the SHE. The study consists of two main parts, which are the reliability
of the high-speed digital circuits and the performance of analog blocks where noise is criti-
cal. Moreover, detailed device-level electro-thermal simulations are performed to explain the
self-heating phenomena more in detail and to perform a comparison between bulk and FDSOI.
The digital part of the self-heating study is performed on two very high-speed full-custom 64-
bit Kogge-Stone adders in 40 nm and 28 nm technologies. Thermal simulations are performed
on these blocks to compare SHE in bulk and FDSOI geometries. The comparison of two imple-
mentations also provides the increasing significance of SHE with scaling. Extensive heating
analyses are performed to find the most critical devices that are the primary heat generators.
Design guidelines and solutions are proposed to flatten the temperature profiles in precharged
and static logic implementations and to decrease the probability of electromigration.
iii
Abstract
The analog study of the work focuses on the thermal noise performance of LNAs and SHE
on the flicker noise. Since thermal noise of a device linearly depends on the temperature, it
is directly affected by SHE. To show the amount of SHE on the noise figure, three common
gate cascode LNAs operating at 2 GHz with different device lengths are implemented in 28 nm
FDSOI. The measurements show that the self-heating effects are clearly observed on the noise
figure and the performance of the blocks deviate importantly from the simulations. Moreover,
the self-heating effects are significantly more in short channel devices due to their large heat
density. Similar experiments are also performed on different test structures in FDSOI at lower
frequencies to observe SHE on flicker noise. The experiments show that flicker noise degrades
at larger temperatures and more in short channel implementations.
Keywords: Self-Heating Effects, FDSOI, bulk, high speed digital, 64-bit adders, reliability,
integrated inductors, low noise amplifiers, thermal noise, flicker noise
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Résumé
Les technologies CMOS bulk ont laissé le marché des semi-conducteurs aux nouvelles géo-
métries de dispositifs telles que FDSOI et FinFET en dessous de 30 nm, principalement en
raison de leurs caractéristiques électriques insuffisantes résultant de différentes limitations
physiques. Ces solutions innovantes ont permis la poursuite de la mise à l’échelle des dis-
positifs. Cependant, la tension de seuil et les valeurs d’alimentation n’ont pas rétréci avec
la taille des dispositifs, ce qui a provoqué une génération excessive de chaleur dans de très
petites dimensions. Avec les matériaux à haute résistivité thermique utilisés dans FDSOI et
FinFET, la chaleur générée ne peut pas quitter le dispositif facilement, ce qui n’est pas le cas
en bulk. A cause de tout cela, les géométries modernes ont apporté un problème majeur :
l’auto-échauffement.
En raison des effets d’auto-échauffement, la température d’un dispositif augmente consi-
dérablement par rapport à son environnement. Avoir de très grandes températures locales
apporte d’importants problèmes de fiabilité. De plus, le comportement électrique d’un dis-
positif change également de façon spectaculaire lorsque sa température est très élevée. Ces
faits apportent le besoin de considérer les effets d’auto-échauffement et la température de
chaque dispositif séparément. Néanmoins, dans la plupart des outils de CAO actuels, une
seule température globale est appliquée à tous les dispositifs. Même si certaines options de
simulation avancées sont utilisées, l’estimation de la température d’un dispositif n’est pas une
tâche simple car elle dépend de nombreux paramètres.
L’objectif de cette thèse est de montrer l’importance des effets d’auto-échauffement dans la
conception des circtuis intégrés et de fournir des directives de conception prenant en compte
l’auto-échauffement. Pour ce faire, différentes implémentations de circuits sont étudiées en
considérant les effets d’auto-échauffement. L’étude se compose de deux parties principales, à
savoir la fiabilité des circuits numériques haute vitesse et la performance des blocs analogiques
où le bruit est critique. De plus, des simulations électrothermiques détaillées au niveau du
dispositif sont effectuées pour expliquer plus en détail les phénomènes d’auto-échauffement
et pour effectuer une comparaison entre le FDSOI et le bulk.
La partie numérique de l’étude d’auto-échauffement est réalisée sur deux additionneurs
v
Résumé
Kogge-Stone 64 bits à très haute vitesse, entièrement personnalisés, dans des technologies
40 nm et 28 nm. Des simulations thermiques sont réalisées sur ces blocs pour comparer les
effets d’auto-échauffement dans les géométries bulk et FDSOI. La comparaison de deux im-
plémentations fournit également l’importance croissante des effets d’auto-échauffement avec
la mise à l’échelle. Des analyses d’échauffement approfondies sont effectuées pour trouver les
dispositifs les plus critiques qui sont les principaux générateurs de chaleur. Des lignes direc-
trices et des solutions de conception sont proposées pour aplatir les profils de température
dans les implémentations logiques préchargées et statiques, et pour diminuer la probabilité
d’électromigration.
L’étude analogique du travail se concentre sur la performance de bruit thermique des LNAs
et des effets d’auto-échauffement sur le bruit de scintillation. Puisque le bruit thermique
d’un dispositif dépend linéairement de la température, il est directement affecté par des
effets d’auto-échauffement. Pour montrer la quantité des effets d’auto-échauffement sur
la figure de bruit, trois LNAs de cascode à grille commune fonctionnant à 2 GHz avec des
longueurs de dispositifs différentes sont implémentés en FDSOI 28 nm. Les mesures montrent
que les effets d’auto-échauffement sont clairement observés sur le chiffre de bruit et que
les performances des blocs s’écartent fortement des simulations. De plus, les effets d’auto-
échauffement sont significativement plus importants dans les dispositifs à canaux courts en
raison de leur grande densité de chaleur. Des expériences similaires sont également effectuées
sur différentes structures de test en FDSOI à des fréquences plus basses pour observer les
effets d’auto-échauffement sur le bruit de scintillation. Les expériences montrent que le
bruit de scintillation se dégrade à des températures plus élevées et encore plus dans des
implémentations à canaux courts.
Mots clés : Effets auto-échauffants, FDSOI, bulk, numérique haute vitesse, additionneurs 64
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Starting from the early 1960s, the integrated circuit technology has maintained a continuous
advancement throughout its 60-year history. The number of devices per unit area in an IC
was doubled every two years as predicted by G. E. Moore [4] primarily thanks to device scaling.
With device scaling, the area of a single MOSFET was roughly halved from one technology
node to the next one. Having more and smaller devices in integrated circuits enabled the de-
signers to implement more complex systems with higher throughput, thanks to the increased
clock frequency. As from mid-1990s, traditional device scaling started to encounter physical
limitations such as velocity saturation, mobility degradation, sub-threshold and gate leakage,
punch through, increased parasitics and so on. Innovative solutions like pocket and halo
implantation, shallow trench isolation (STI), usage of high-k materials as gate dielectric en-
abled the ongoing device scaling to continue. However, the power density started to increase
from one technology to another by breaking the Dennard scaling, which states that as the
transistors are reduced in size, their power density stays constant [5]. Approaching to the late
2000s, bulk CMOS technology reached its limits and alternative device geometries such as
Fully Depleted Silicon on Insulator (FDSOI) and FinFET devices took its place. The new device
geometries improved the electrical characteristics of the devices; however, they brought the
necessity to use thermally poor materials around them. While enabling the device scaling to
go on, all of these novelties brought another formidable problem of excessive heating and
operation at elevated temperatures.
1.1 Operation at a Different Temperature
Many of the physical parameters of solid-state devices depend on temperature. In general,
increasing the temperature changes these parameters in the undesired direction. The opera-
tion of semiconductors materials and solid-state devices at different temperatures have been
investigated for a long time. One can find well established and experimentally proven accurate
models in the literature [6, 7, 8, 9]1. To observe a change in the temperature of a solid-state
1In this report, we do not provide a detailed explanation of the physics of temperature dependent properties
unless it is necessary to clarify a point, since it is not the main scope of this work.
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device (a system in general), it has to interact with heat. Generally speaking, the temperature
of an enclosed system increases only in two separate cases or with the combination of two.
First, the temperature of a system increases if there is a positive heat flow into this system
and no heat sources or absorbers are located in the same enclosed volume. In case this is
an electronic system such as an IC, an example of this case can be placing it inside a heater
without connecting any power supplies. Second, the temperature of a system also increases if
a heat source that is located in this system generates heat that is greater than zero and no heat
passes through the boundaries of this system. Returning back to the same IC, connecting it to
a power supply and placing it to a thermal insulator test environment can be an example for
this case. While the first case is not mandatory in many cases, the second one is an inevitable
result of the desired operation of an IC. In this work, we skip the first case and focus on the
second one, where the elevated temperature of an electronic system is due to the heating
resulting from its operation.
1.1.1 Heating or Self-Heating?
Heating2 in electronic systems is the process where the kinetic energy of charge carriers is
transferred to the body of the conductor through different scattering mechanisms. An IC can
be composed of millions of transistors. According to the processed data, each transistor might
conduct different amount of current where some of them might not be conducting any current
at all. Depending on their activity, each conducting transistor contribute differently to the
overall heating of the IC. Because of the overall heating of all transistors, the temperature values
at different points of the IC would take values that are larger than the state where the IC is not
connected to a power supply. Due to the temperature dependence of transistors’ different
parameters, their electrical characteristics are directly or indirectly affected depending on their
temperature. In advanced technologies, the temperature at different points in the ICs might
reach to extremely large values (more than 100 C), which might bring significant reliability
and performance issues. This brings the problem of heating in IC design where the source is
the combination of all constitutive transistors.
When we focus on a single transistor in an IC, its temperature would take a value depending
on the total heating of the other transistors and the heat generated by itself. Under the same
operating conditions where all the other devices generate the same amount of heat, the
temperature of a transistor in its conducting state would be greater than its non-conducting
state. The temperature difference between these two cases results from the Self-Heating of
this transistor (Figure 1.1). Self-heating would bring an additional effect on the operation
of a transistor on top of the heating effects of the other devices. Formally, we define Self-
Heating Effects (SHE) as the combination of all the modifications in the physical properties
of a transistor due to the elevation of its temperature arising from the heating that is only
originating from its own electrical activity. In this work, our goal is to focus on the self-heating
rather than the total heating of ICs or operation of ICs at high temperature environments.
2Also called Joule heating, Ohmic heating or resistive heating
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M1 M0 M2
T0
(a) M0 is not generating any heat.
M1 M0 M2
T1
(b) M0 is generating heat.
Figure 1.1 – Independent of the activity of any other devices and the ambient temperature, the charac-
teristics of M0 changes while passing from the state shown on (a) to the one shown on (b) due to its
self-heating. The influence of self-heating effects depends on the temperature difference T1−T0.
1.1.2 Observing Self-Heating Effects
The definition of self-heating effects contains two states where the transistor is electrically
inactive and active. To observe the amount of self-heating effects, one should perform the
necessary measurements on a transistor in these two states and report the values of each
parameter for both cases. The difference of a parameter in two states would give information
about how much that parameter is affected from self-heating effects. More formally, self-













NO is the value of a parameter with no self-heating effects and p
∣∣
SH is its value when
self-heating effects are present3. To illustrate the situation, let us assume we are interested
in the self-heating effects on the transconductance of a transistor under a certain gate and
drain bias. In this case, p in (1.1) is replaced by the transconductance, gm . Hence, the value of
transconductance under self-heating effects is
gm
∣∣
SH = (1+kgm )gm
∣∣
NO . (1.2)
From a temperature point of view, gm
∣∣
NO is the transconductance value at T0, gm
∣∣
SH is the
transconductance value at T1 and T1−T0 is the temperature rise due to self-heating. gm
∣∣
SH
can be simply observed by applying the desired bias levels with power supplies and performing
the related measurements. When it comes to measure gm
∣∣
NO , we cannot simply switch the
self-heating effects off and repeat the same experiment while the desired voltage levels are
still being applied by the external sources. The self-heating is naturally there and it cannot
be removed without removing the external power. However, by switching off the power
supplies, we cannot bring the device to necessary bias conditions in which we are interested.
Nevertheless, the temperature of the device with no self-heating, T0, can be measured simply
by applying no power. Therefore, the temperature of the transistor can be externally pushed
to T0 during its desired operation via heat sinks. In this case, the measured transconductance
3In the following chapters, kp in (1.1) is also referred as the Error for quantifying the miscalculation when
self-heating effects are not considered.
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would give the value of the sought gm
∣∣
NO .
The amount of self-heating effects can be theoretically reported by applying the previously
explained methods. Nevertheless, there are additional practical issues in measuring the
temperature. In commercially available advanced technologies, the channel length of a
transistor can be as small as 10 nm by 2018. Moreover, the transistors are buried under
many interconnect and dielectric layers. These facts create issues for performing an accurate
temperature measurement of a transistor. By removing the back end of line (BEOL) and
some of the front end of line (FEOL) layers, the transistor can be revealed. However, this
modification would change the temperature of the transistor due to the modified thermal
geometry by removing different layers. Even if this does not bring a significant change, one
should make sure that the measurement technique does not disturb the temperature of a
nanometer scale region. In addition to these, it is reported in many sources and shown in
our work that the temperature of a transistor shows very large variations in its volume. For
example, the temperature difference between the drain and the source of a device might be
some tens of Kelvins [10, 11]. This means that the temperature in a short channel device
might change by more than 5 K in one nanometer distance. Consequently, measuring a
single temperature value and assuming that it is the temperature of the entire transistor is
not sufficient. Considering these, bringing the device temperature down to T0 would also be
practically impossible. Even if the average temperature of a device can be set to T0 with a
cooling system, there would still be a non-uniform temperature profile in the device due to its
non-uniform heating and different heat diffusion paths.
Because of the mentioned difficulties and mainly because the self-heating cannot be practi-
cally removed, measuring the self-heating effects is a complicated task. Yet, there has been
different studies on observing self-heating effects experimentally. One of the most common
methods is the pulsed I-V technique [12]. The idea is to apply a sharp voltage or current
pulse and to perform a measurement immediately after. This way, the temperature shift due
to self-heating can be prevented to an extent. This depends on how fast the measurement
setup can obtain a proper data point and the thermal time constant of the measured device.
Different authors reported two distinct behaviours between the pulsed and the DC measure-
ments [13, 14, 15, 16, 17] for SOI and FinFET devices. However, the amount of self-heating is
still questionable at the instant where the first measurement data is sampled. Especially in
nanometer scale devices, the hot-spot is extremely small. This decreases the thermal time
constant significantly and the level of self-heating at the measurement moment becomes
more questionable.
There has been also many attempts to gather information about the self-heating effects by
performing device level simulations [10, 11, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31].
The authors tried to estimate the temperature rise due to self-heating effects. Different sources
reported different temperature values depending on the used techniques. The advantage
of simulations is to have the chance to create the scenario where self-heating effects are
disabled. However, one needs to consider detailed mathematical models for all physical
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phenomena which are actively taking part under the applied conditions (size of the geometry,
ambient temperature, boundary conditions, applied voltage levels, material type etc.). As
the dimensions get smaller (less than the mean free paths of quantized energy particles
such as phonons and electrons or comparable with the lattice constant of the conducting
medium), it becomes necessary to consider the quantum effects, which contain very complex
mathematical models. For this reason, very detailed simulations might take very long times to
converge and the results might still be questionable. Today, there is still an ongoing research
on performing more accurate electro-thermal simulations.
1.1.3 Why a Single Device?
One might naturally wonder if the contribution of a single device out of millions is important
to investigate or how much the temperature of an IC increases by only one device. It is true
that turning a single device on and off would not have a big impact on the overall system if the
entire chip is considered. However, the focus in the self-heating study is not the influence of a
single device on the entire chip. The critical question is how much the operation of a device is
influenced due to its own heating, excluding the heating of the other transistors.
The self-heating related problems became more an issue especially after the introduction of
the modern MOSFET device geometries like FDSOI and FinFET, and new dielectric materials
[10]. Previously, it was reported that the peak temperature of the FDSOI devices is located close
to the drain end of the device [19, 24] and the maximum temperature value in FDSOI FETs is
found to be much higher than the one in the conventional bulk MOSFETs [32]. The higher
maximum temperature of the FDSOI and FinFET structures is mainly due to the thermal
behaviour of its constitutive materials. SiO2 is one of these materials which is used on the
sides of the channel for isolation [26, 33, 34]. The thermal conductivity of the SiO2 isolation
layer is two orders of magnitude lower than the thermal conductivity of the bulk Si. Moreover,
in these structures, the channel is no longer a part of the bulk; it is rather a thin layer of Si. The
thermal conductivity of the Si thin film, where the devices are generating heat, is one order
of magnitude less than the thermal conductivity of bulk Si [24]. Additionally, the boundary
between Si and SiO2 creates a temperature jump, hence a finite interface thermal resistance,
[35, 36], which is equal to the thermal resistance of a SiO2 layer with a thickness of 20 nm
[18]. Due to the mentioned facts, the dissipated power in FDSOI devices does not find a high
conductance diffusion path. Because of this, in FDSOI and FinFET technologies, the generated
heat turns into temperature in nanometer scale local spots with much smaller dimensions
than the ones in bulk technologies. For this reason, contrary to the traditional bulk CMOS
technologies where temperature is assumed a global variable, it is necessary to consider the
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Figure 1.2 – Performance and reliability issues created by self-heating effects. Black lines encircle the
items that are the focus of this work.
1.1.4 Self-Heating Related Issues
As it has already been explained, the primary outcome of the self-heating is the increased
temperature of the device. Two most well known device parameters that are directly affected
by the increased temperature are the mobility and the threshold voltage. Mobility decreases at
elevated temperatures mainly due to increased phonon scattering rate. Threshold voltage also
decreases with temperature due to the temperature dependence of the flatband voltage [37].
These modifications in the main device parameters create threats in the performance and the
reliability of ICs (Figure 1.2).
Due to the decreased mobility, the speed of the devices, consequently the maximum clock
frequency decreases. Lower threshold voltage increases the sub-threshold current signif-
icantly due to its negative exponential dependence on the threshold voltage [38]. Larger
sub-threshold current means leakage. Due to increased leakage, the power consumption also
increases [39, 40]. Higher power consumption brings higher temperature and this might result
in thermal runaway where the die fails due to the uncontrolled increase in the temperature.
Although thermal runaway does not happen, the chip might settle down to a higher tem-
perature, which would degrade the performance as well as the reliability of the chip [41, 42].
Electromigration phenomena is another reliability problem related to temperature where the
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metal interconnects are broken due to diffusion or flow of atoms under very high current
densities at high temperatures [43, 44]. The difference between the heating values of devices
might create an uneven temperature profile. This results in different behaviours of the devices
with the same properties and temperature dependent variations throughout the die. If these
temperature variations are observed on some devices where matching is important, mismatch
issues like larger offset voltage might occur. Nonhomogeneous temperature distribution
also results in different conductance values of the interconnect lines due to the temperature
dependence of the metal resistivity [45, 46, 47]. Consequently, the delay times of balanced in-
terconnects might differ, which might cause serious clock skew issues [48, 49]. Larger average
electron kinetic energy increases the noise, which results in lower SNR and dynamic range.
All of the mentioned problems show that having a reliable and high performance chip is not
possible without considering the self-heating effects and the thermal behaviour of a design.
1.1.5 Scope of This Work
The primary target of this work is to show the importance of considering self-heating effects
of individual MOSFETs during the design cycle in order to get maximum performance and
reliability. To demonstrate this, we analyze the self-heating effects on digital and analog blocks.
In the digital side of the study, we investigate the reliability of high performance arithmetic
blocks by performing their detailed thermal analysis. In the analog part of the study, we
investigate the noise performance of devices and low noise amplifiers (LNAs). To under-
stand the self-heating effects in more detail for different cases like technology (bulk, FDSOI),
thermal boundary conditions, channel length etc., we also take advantage of device level
electro-thermal simulations. Finally, we demonstrate the findings of our work by electrical
measurement results.
While performing our device and block level thermal simulations, we mainly focus on the
self-heating effects of MOSFET devices rather than other dissipative elements inside a chip
such as interconnects and monolithic resistors. The heating of interconnects has already been
widely studied and different publications can be found on thermal modelling, simulations and
the effect of technology scaling [46, 48, 50, 51, 52, 53, 54, 55]. Different solutions are proposed
mainly to increase the electromigration reliability and decrease the temperature dependent
interconnect delay uncertainty [56, 57, 58, 59]. In our work, we exclude the heating effects
of different stacks of interconnects higher than the contact and first metal layer, and assume
that the upper part of the chip is thermally isolated, in order to observe the heating of only
MOSFET devices and simplify our analysis, unless otherwise is stated.
1.2 State of the Art
Thermal simulations have been performed in different scales from chip and block level down
to device level. Chip level thermal simulations are usually necessary during the design of
high performance multi-core processors that are composed of billions of transistors. In these
7
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(a) Cell/B.E. processor in 90 nm
SOI [60]
(b) AMD Opteron 6172 pro-
cessor in 45 nm SOI [61]
(c) IBM zEC12 pro-
cessor in 32 nm SOI
[62]
(d) IBM System Z proces-
sor in 22 nm SOI [63]
Figure 1.3 – Block level thermal simulations performed on different processors in SOI technologies.
analysis, first the power dissipation and the heat generation of high and low workloads of the
chip is obtained by the electrical simulations. The extracted power traces are used during the
thermal simulations in order to extract the temperature maps (Figure 1.3). The simulations
are performed with steady state or transient heat diffusion theory since the grain size of the
simulation is relatively large (tens of micrometers). The obtained temperature maps are useful
in terms of observing the maximum and mean temperature values, temperature gradients and
re-optimizing the floor-plan of the design in order to decrease the peak temperature and the
temperature differences between different cores.
Different gruops have performed chip level thermal simulations with different resolutions
and the obtained results were used for different solutions to decrease the possible thermal
issues. In [60], the thermal simulations were performed in 100-micron-range length scale. The
generated thermal maps for different workloads (Figure 1.3a) were analyzed to improve the
design and floor-plan of the chip and distributing the thermal sensors, which are responsible of
monitoring the temperatures of the critical regions and controlling the thermal management
unit (TMU). Similar to other designs, the TMU controls the external cooling mechanisms and
can interrupt the the processor and chip clocks externally if the maximum temperature exceeds
certain threshold values. In [62], the temperature data (Figure 1.3c) obtained from thermal
simulations was verified by the measurements. For that a dedicated thermal test vehicle built
for calibrating the parameters of the thermal model. The processor chip contained arrays of
sensors for local thermal and power measurements and calibration. This test vehicle allowed
testing of alternative packaging options and materials, as well as allowing early reliability
testing with accelerated power and temperature conditions. The obtained temperature data
was used to increase the reliability by limiting the DC and RMS current values extensively in all
interconnects. The thermal analysis in [63] was performed with a relatively larger resolution
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(a) 240 nm Bulk
[65]
(b) 90 nm Bulk [66] (c) 25 nm FDSOI [23] (d) 20 nm FinFET [33]
Figure 1.4 – Device level electro-thermal simulations performed in different technology nodes and
geometries.
compared to other works. New methodologies were developed to analyze the thermal aspects
of the design at a variety of length scales from the gate level, all the way up to the chip level.
To avoid micro hot-spots at the individual gate level, caused by device self-heating, high
switching factor nets were identified during functional simulation. Gates driving these nets
had their maximum output load capacitances reduced, and were spaced apart from other
gates driving such nets in order to avoid excessive heating. In addition the design was broken
into small tiles, with total current through low-level power vias calculated, looking for local
regions of high power density. Power dissipation was then rolled up to the chip level, for a
detailed thermal analysis including package and system effects. Another work, where the
design is thermally analyzed at the standard cell level performed by Chen et al. [64]. In their
work, they proposed a cell-homogenization technique to decrease the computational load of
the thermal simulation without influencing the accuracy significantly. The results provide the
hot-spot locations with a granularity that is comparable to the size of the logic gates.
The main drawback of large scale thermal analysis is the fact that the nanometer scale hot-
spots due to the self-heating of individual transistors are not detected due to the low resolution
of the simulation. In order to understand the necessity of more detailed thermal analysis, it is
required to consider the individual devices in different technologies, which can be observed
by device level electro-thermal simulations. With the device level electro-thermal simulations,
one can detect the nanometer scale hot-spots inside the device geometry. Figure 1.4 shows
the temperature profiles of the device level simulations proposed by different authors [23, 33,
65, 66]. The increasing trend of the device peak temperature with the device scaling suggests
that one needs to consider the self-heating of individual devices in order to better optimize
the sensitive blocks. However, estimating the device temperature with a good precision
necessitates detailed physical models and the proper simulation approach especially for
dimensions that are comparable to the mean free length of different quantized entities. On the
other hand, more detailed simulations increase the computational complexity and the results
show the information for a single device rather than a block or the entire chip. We provide
more details about the state-of-the-art device level electro-thermal simulations in Chapter 2.
The last thermal simulation example is the multiscale approach [67, 68, 69]. With this approach
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one can obtain the thermal behaviour of a large scale block while considering the nanometer
scale hot-spots due to the self-heating of individual devices. In this approach, the entire chip
is thermally simulated with heat diffusion equation at a coarser grain size, while Boltzmann-
Transport equation is used for obtaining the temperature values of the individual devices. This
approach provides a large scale temperature map including the nanometer-scale local hot-
spots. However, due to the detailed models and large size of the blocks it is computationally
heavy.
In our block level thermal simulations, we analyze the effect of heating resolution on the
simulation accuracy by performing simulations with a wide resolution range from block size
down to device size in bulk and FDSOI technologies. On the other hand, we verify the obtained
results by comparing the block level thermal simulation results with more detailed device
level electro-thermal simulations. The details of our simulations are provided in Chapter 2
and Chapter 3.
1.3 Key Contributions of This Thesis
The main contribution of this thesis can be classified into three different categories, where the
self-heating effects are investigated in device level, and self-heating aware design approaches
are applied on the reliability of digital circuits and noise performance of analog circuits.
During the investigation of self-heating effects with device level electro-thermal simulations,
• A detailed FDSOI and bulk geometry comparison of short channel devices in different
technology nodes is performed. The importance of the geometry on the amount of
temperature increase inside a single device is demonstrated. With the simulations
performed on different technology nodes, it is shown how critical the self-heating effects
become from one technology node to another in FDSOI and bulk geometries, and the
future trajectory of self-heating effects on upcoming technology nodes is estimated.
• While performing device level simulations, the FDSOI devices are analyzed from a circuit
design perspective and important guidelines that are useful in the design of analog
and digital blocks considering the self-heating effects are provided. The influence
of the device size and its operation region (linear or saturation) on its heating and
temperature profile is demonstrated, which should be considered in circuit design to
minimize the self-heating effects and maximize the reliability and performance.
In the digital part of our work,
• The results of the device level electro-thermal simulations are applied on the design
of very high-speed digital circuits. Thermal simulations are performed on a much
larger scale and comparisons are made between FDSOI and bulk in addition to the
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investigation of technology scaling on the temperature profile and reliability of high
performance digital circuits.
• Appropriate techniques for performing thermal simulations of large-scale blocks in
FDSOI and bulk geometries are shown by providing temperature maps and the necessary
computational resources to get reliable results.
• A very detailed heat generation analysis is performed considering each transistor of the
implemented high-speed digital blocks. With the obtained results, reliability guidelines
are provided to increase the lifetime of these circuits by proper design of certain group
of devices.
In the analog part of our work,
• The self-heating effects on the thermal noise of FDSOI devices are shown for the first
time to the best of our knowledge by performing electrical measurements. The self-
heating aware design of low noise amplifiers are explained in detail. Proper sizing and
biasing techniques are given to get the lowest noise figure while being aware of the fact
that the self-heating effects are present.
• Integrated inductors with different geometries are designed in 28 nm FDSOI technology.
To have an evaluation of the high frequency losses and a handy design of integrated
inductors, a figure of merit is presented by using a simple lumped circuit.
• Electrical measurements are also performed on different amplifier structures in 28 nm
FDSOI technology to show the self-heating effects on the flicker noise.
1.4 Thesis Outline
This thesis is organized as follows: Chapter 2 gives a device level analysis of self-heating effects.
In this chapter, our approach in device level electro-thermal simulations is explained along
with other approaches to model the physical phenomena responsible of self-heating effects in
a device. The significance of self-heating effects in bulk and FDSOI devices and the effect of
device scaling are investigated by performing detailed device level electro-thermal simulations.
The influence of biasing conditions and different regions of operation (linear and saturation)
on the self-heating effects are analyzed to be applied on the design of more complex circuit
blocks.
In Chapter 3, self-heating effect on the reliability of high-speed digital circuits are examined.
The full-custom design of two high performance 64-bit Kogge-Stone adders in 40 nm and 28
nm technologies are given with their thermal simulations in FDSOI and bulk geometries. A
bulk-FDSOI and a technology scaling comparison are performed by using these implementa-
tions. An extensive analysis is performed on the designs to detect the devices that threaten the
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reliability the most. Finally, some design guidelines are proposed to increase the lifetime of
high performance digital implementations in FDSOI.
Chapter 4 explains how the thermal and flicker noise are affected by self-heating effects. This
chapter provides a theoretical basis and motivation for the implementations and performed
measurements in Chapter 5 and Chapter 6.
In Chapter 5, detailed guidelines for the thermal aware design of LNAs are provided. Simula-
tions and electrical measurements show the dependency of the noise figure on the self-heating
effects by comparing LNA implementations with different gate lengths. Additionally, the de-
sign of integrated inductors for RF applications are explained in detail.
Chapter 6 focuses on the self-heating effects on the flicker noise. The details of the imple-
mented test structures to measure the flicker noise of FDSOI devices are explained. At the end
of the chapter, the measurement results are provided with the explanations of the influence of
self-heating effects on the performance.
Finally, Chapter 7 concludes the thesis.
12
2 Device Level Analysis of Self-Heating
In this chapter, we provide the details and result of our device level electro-thermal simulations
performed on bulk and FDSOI devices. The results of this chapter will be used in the later
chapters to increase the reliability and the performance of larger scale blocks.
2.1 Introduction
Device level simulations are very useful tools in understanding the influence of various pa-
rameters on different measures. Especially for the temperature, which is not estimated in
many circuit level simulators, electro-thermal device level simulations are the only option in
order to obtain the real behaviour. In this chapter, we explain the methodology of our device
level electro-thermal simulations and present the results obtained on different FDSOI and
bulk devices. Our main targets and motivations in performing electro-thermal device level
simulations are
• to understand the self-heating phenomena in more detail
• to make comparison between different geometries and technologies
• to observe the effect of scaling
• to identify the thermal trends by sweeping a certain parameter and finding the optimum
point
so that the obtained knowledge can be applied on large scale circuits that will be presented in
the following chapters.
The chapter is organized as follows. Section 2.2 describes the details of device level electro-
thermal simulations and different techniques and attempts made by different authors, Section
2.3 provides the details of our block level thermal simulations, Section 2.4 provides a compari-
son between bulk and FDSOI, Section 2.5 shows the influence of different parameters on the
self-heating of FDSOI devices. Finally, the summary of the chapter is presented in Section 2.6.
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2.2 Theoretical Background and Related Work
The self-heating in semiconductors is caused by the interactions between the carriers acceler-
ated by the applied electric field and the lattice. For the MOSFET devices, these interactions
mainly occur inside the channel where the carriers are transported from the source to the
drain. The kinetic energy of the carriers is transferred to the lattice by scattering with acoustic
and optical phonons [18, 24]. Depending on the heat conduction properties of the materials
and the type of the scattering mechanism, the transferred energy (i.e. generated heat) diffuses
and leaves the channel with a certain rate. On the other hand, the amount of the excess energy
that stays inside and the vicinity of the channel results in increased temperature of the device
and its surrounding.
From a simulation point of view, one can split the thermal effects into two main parts: heat
conduction and generation [70]. For both of them, there are various physical models. The
selection of the physical model is quite crucial because the dimension of the simulated
geometry and granularity of simulation has a significant influence on the reliability of the
results. For example, neglecting the recombination heat might result in an incorrect estimation
of the temperature profile of a device in a device level simulation, while considering the
quantum effects might cause a very large simulation time for the thermal simulation of a large
digital circuit in a block level simulation. Therefore, someone should be careful while selecting
the proper physical models for both heat conduction and heat generation depending on the
size of the simulated volume and the expected accuracy. In the following, we describe different
physical models and their suitability for different dimensions.
2.2.1 Block Level Thermal Simulations
Fourier’s law of heat conduction, which gives the classical continuum heat diffusion equation
in a material, is a useful tool for estimating the resulting temperature distribution profiles at




= κ∇2T +q (2.1)
In the above equation T is the temperature [K], κ is the thermal conductivity [Wm−1K−1], ρ is
the volumetric mass density [kg/m3], cp is the specific heat [J/kg-K] and q is the power density
[W/m3] of the heat generators. At the steady state conditions, the time derivatives in (2.1)
vanishes and the equation becomes
0= κ∇2T +q. (2.2)
For modelling the heat generation term in (2.2), the most direct approach is the Drift-Diffusion
(DD) formulation
q = J ·E (2.3)
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Table 2.1 – Duality between electrical and thermal circuits at steady state
Electrical Unit Thermal Unit
Potential Difference V Temperature Difference K
Electric Current A Heat flow W
Voltage Source - Fixed Temperature -
Current Source - Heat Generator -
Resistance Ω Thermal Resistance K/W
where J is the current density [A/m2] and E is the electric field [V/m].
The demonstrated physical models for heat conduction and heat generation contain equations
with continuous functions. To perform thermal simulations on a computer, (2.2) and (2.3) can
be integrated with respect to space inside a proper volume to discretize the simulation space.
The integration volume determines the resolution of the simulation and integrated values are
similar to the lumped circuit components. Hence, one can model the thermal geometry as a
lumped electrical circuit [42] where the dualities can be seen on Table 2.1.
Most of the chip and block level thermal simulation approaches are based on the use of (2.2)
and (2.3) [72, 73, 74, 75]. This approach could provide good estimation about the average
temperature values of the constitutive blocks of a chip when the resolution is not so high
[73, 74, 75]. However, having low resolution fails to detect the locations of nanometer scale
hot-spots inside the channel which are present especially in circuits implemented in FDSOI
technology [72]. A more elaborated modelling approach is used by Hassan et al. [68, 69]. In
their work, heat equation derived from Fourier’s Law is solved for larger scales to find the
average temperature of the blocks and Boltzmann Transport Equations (BTE) are used to get
the nanometer scale hot-spots. In our block level thermal simulations, we benefited from
the HotSpot [76] tool where the heat conduction is modeled by (2.1). For bulk and FDSOI
technologies, we provided different geometries and modified the thermal conductance of
different materials and boundaries to account for the thin film thermal conductance and
interface thermal resistance. More detail explanation of our block level simulation approach
is given in Chapter 3.
2.2.2 Device Level Thermal Simulations
For the cases where the device size are comparable to the mean free path of different quen-
tized entites (≈ 290 nm for phonnons and ≈ 20 nm for electrical charge carriers) (2.1) and
(2.3) cannot be used as they fail to take into account the granularity of heat conduction in
semiconductors as explained previously. A more correct picture of the phonon transport at
very small length scale (shorter than the acoustic phonon mean free path, ∼300 nm [77]) can
be expressed by the Boltzmann Transport Equation [18],
∂ f
∂t
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where f (r,ω, t ) is the phonon distribution function [m−3] and v is the phonon velocity [m/s].
The first term in (2.4), which is due to the phonon collisions, can be approximated using the








where f0 = 1/(exp(~ω/kB T )−1) is the equilibrium Planck distribution at temperature T and
τph is the average phonon scattering time [sec]. (2.4) can be integrated over the phonon
frequency and density of states to get,
∂u
∂t
+v ·∇u = u0−u
τph
+q (2.6)
in terms of the phonon energy density, u [J/m3], and heat generation term, q [18].
For the device level simulations, the heat generation term is modelled differently in each
method employed. The simplest approach is to use the Drift-Diffusion approximation shown
by (2.3). By including the generation and recombination rates, (2.3) can be written as [10],
q = J ·E+ (R−G)(Eg +3kB T ) (2.7)
where R and G are the recombination and the generation rates [m−3s−1] respectively. This ap-
proach is not suitable for nano-scale devices, as it does not take into account the microscopic
non-locality of the phonon emission near the peak of the electric field, and thereby result in a
displacement of a few electron mean free path lengths between the maximum electric field
point and the complete transfer of the energy to the lattice. A more sophisticated approach is













where Te is the electron temperature, TL is the lattice temperature and τe−L is the energy
relaxation time [sec] and kB is the Boltzmann constant. This method has better resolution of
the non-locality of the phonon emission near the electric field peak, but has problems due to
the simplifications of using only a single carrier temperature and energy relaxation times. In
addition, this approach ignores the differentiation between the different types of the phonons
(acoustic and optical) emitted. The most accurate method to approach this situation, which is





where tsi m is the simulation time. As can be expected, a more complex method is more
computationally expensive than a simple one.
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Different authors have attempted to approach this trade-off in different ways. Fiegna et al.
[20, 21] calibrated a Drift-Diffusion model at different temperatures by comparison with a full-
band self-consistent MC simulator for a 3-D electron gas by modifying the mobility parameters
in the DD model to match the isothermal transfer and drain characteristics obtained from the
two simulators. On the other hand, Sadi et al. [22] tried to iteratively couple a 2D Monte Carlo
simulator with a 2D steady state heat diffusion equation (HDE) solver to study electro-thermal
effects in a Si/SiGe MODFET. Both these approaches used the steady state heat diffusion
formulation, which as discussed before is incapable to capture the granularity of the phonon
dispersion. The group of Vasileska et al. [23, 24, 25, 26] tried to solve the coupled electron-
optical phonons-acoustic phonons-heat bath problem using energy balance equations derived
from the Boltzmann equations that were coupled with a Monte Carlo electric simulation. Later
works tried to concentrate on the inclusion of the differentiation between the different types of
the phonons. Narumanchi et al. [27] came up with a BTE model, which incorporated ballistic
term for the acoustic modes, but ignored the optical modes. Wang [28] developed a method for
computing the scattering rates for the different phonon modes from the perturbation theory.
A simpler anisotropic relaxation time phonon BTE model was developed by Ni [29], where the
relaxation time is a function of the wave vector. Misawa et al. [30] reported the development
of a Monte Carlo approach with different time scales for the electron and phonon transport, in
which the group velocities of the phonons were calculated from the dispersion curves reported
by Azuhata et al. [31].
Our device level simulations were performed using the Sentaurus TCAD tools provided by
Synopsys. To keep the simulation times reasonable, we used the hydrodynamic simulation
approach to perform the electro-thermal simulations. The temperatures of both the n-type
(electrons) and p-type (holes) carriers were calculated in addition to the temperature of the
lattice. For heat conduction, we used the energy balance equations that are derived from
Boltzmann Transport Equation, the details of which are given in Section 2.3.
2.3 Details of Our Device Level Simulations
Our device level simulations were performed using the Sentaurus TCAD tools. The device
structure and doping were defined using the Sentaurus Structure Editor. The simulations were
performed in the Sentaurus Device tool, which is in effect a numerical solver. The predominant
method of solving used in our simulation was the hydrodynamic simulation model with the
temperature equation implemented by means of energy balance equations. Both the carrier
temperatures were calculated in addition to the lattice temperature. Sentaurus device uses a
simpler formulation which follows the work of Bløtekjær [78] and Stratton [79], but without
any convective terms. The energy balance equations for the electrons (2.10), the holes (2.11)
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The Wn , Wp and WL are the electron, hole and lattice energy densities. The energy flux terms
are formulated as Sn, Sp and SL. The current densities of electrons and holes are Jn and
Jp and the last terms denote the energy exchange between the carriers and the lattice due
to collisuons. For the solution of the current density and the potential profiles along the
device geometry Poisson and continuity equations are used together with the energy balance
equations [80]. The energy balance formulation shown by (2.10), (2.11), and (2.12) is very
similar to the energy conservation equations used by Vasileska [23, 24] except that energy
densities of the acoustic and the optical phonons are not separately formulated. Finally, the





We activated the effective bandgap narrowing model to include the effects of temperature
and doping on the bandgap of Silicon. The Philip’s unified mobility model proposed by
Klaassen [81] was used with saturation of mobility at higher fields. Only Shockley-Read-
Hall recombination was considered in our simulations. Direct band recombination is not
expected to occur in an indirect band gap semiconductor like Silicon. Similarly, the Auger
recombination was ignored, as the doping densities in the channel was not very high. Impact
ionization was also ignored, as the devices considered are mainly to work in the sub 1V regime,
where impact ionization is not expected to occur [82].
For FDSOI devices, where the channel is located inside a Silicon thin film, it is important to
consider the effect of the film thickness on the thermal conductivity. The thermal conductivity
of the material is decreased mainly due to the phonon-boundary scattering when the thickness
is smaller than the phonon mean free path length. We used a modified version of the approach
of Sondheimer [83] which assumes that the phonon boundary scatterings are purely diffusive.
For a semiconductor film of thickness t , where the z-axis is perpendicular to the plane of the
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where λ0 is the room temperature mean free path and equal to 290 nm. On the other hand,
Sentaurus only takes into account the temperature dependence, given by [80]
κ0(T )= 1
a+bT + cT 2 (2.16)
where a = 0.03 cm-K-W−1, b = 1.56 × 10−3 cm-W−1 and c = 1.65 × 10−6 cm-K−1−W−1. This is
similar to the expression used by Vasileska et al. [25]. Finally, the average thermal conductivity





This integrated expression, for the required thickness, was used to modify the value of the
constants in (2.16) for our simulations.
2.4 Comparison of FDSOI and Bulk
In this section, the thermal behaviours of FDSOI and bulk geometries are compared by pre-
senting the results of our device level simulations. The simulations were performed in 40 nm
and 28 nm technology nodes. In total four different devices were simulated. These devices are
• 40 nm Bulk
• 40 nm FDSOI
• 28 nm Bulk
• 28 nm FDSOI
While modelling the device geometries, the technology parameters of commercially available
40 nm bulk and 28 nm FDSOI nodes were used. The details of the device structure and process
parameters are explained in the following section, which is followed by the simulation results
and discussions.
2.4.1 Physical Structure and Thermal Boundary Conditions
The physical structure of the simulated bulk and FDSOI devices can be seen on Figure 2.1 for
the 28 nm case. The device cross sections look quite similar in 40 nm except the dimensions.
The other parameters of all devices (dimensions, doping etc.) can be observed on Table 2.2.
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Figure 2.1 – Doping profiles of (a) the FDSOI and (b) the bulk device structures. The positive doping
values are used to denote n-type doping, and negative values for the p-type doping.
Table 2.2 – Parameters of the bulk and the FDSOI devices of Figure 2.1
Parameter Bulk FDSOI Unit
40 nm / 28 nm 40 nm / 28 nm
Gate oxide thickness 2 2 nm
Thin film Si thickness - 10 / 7 nm
BOX thickness - 50 / 25 nm
Substrate thickness (under Gate) 200 / 100 200 / 100 nm
Source/Drain contact width 60 / 40 60 / 40 nm
Gate to contact distance 40 / 28 40 / 28 nm
Source/Drain peak n-doping 1×1020 1×1020 cm−3
Channel p-doping 1×1018 1×1016 cm−3
Substrate p-doping 1×1018 1×1018 cm−3
Si−SiO2 interface thermal resistance 2×10−8 2×10−8 m2KW−1
As we are interested in the thermal behaviour of a single device, it is imperative to provide
reasonable thermal boundary conditions at the device level. For the block level thermal
simulations, which will be explained in Chapter 3 in detail, it is assumed that the upper part
of the circuit (metal routing and SiO2 isolation) is thermally insulated due to low thermal
conductance. Eventually, the heat removal from the entire chip is mainly provided through
the substrate, heat spreader and the heat sink (Figure 3.3b). However, when a single device is
considered, this assumption loses its validity since there might be significant heat transport
between the devices through the upper part of the active region especially via metal inter-
connects. Consequently, the possible heat transport paths on the upper part of the device
should also be considered and modelled. These two different boundary conditions for the
block level and the device level thermal simulations might seem contradictory at first glance.
However, they are valid assumptions since the transported heat between the devices through
the upper part of the chip will be removed out mainly through the bottom heat sink rather
than the upper SiO2 isolation which has a very low thermal conductivity.
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Figure 2.2 – Comparison of simulated 40 nm bulk and 28 nm FDSOI MOSFETs and the design kit models
in terms of their ID -VG characteristics.
While choosing the thermal boundary conditions, each contact and side wall of the device
were considered separately. Since the source and the drain contacts are implemented with
metal, their thermal conductance is high. The thermal conductance at substrate contact is
also high due to the high thermal conductance of bulk Silicon. Therefore, it was assumed that
the source, drain and substrate contacts are the main heat removal paths. Consequently, the
temperature at these contacts are fixed to a constant value by applying Dirichlet boundary
conditions. The constant temperature at the source, drain and substrate contacts were fixed
to the room temperature, while the temperature in the active region of the device might differ
depending on the local heat generation points. On the other hand, the thermal conductance of
the gate is low due to the SiO2 isolation layer and the interface thermal resistances. Therefore,
it was assumed that the gate is thermally insulated and the heat flow through gate contact
is set to 0 W/cm2 by applying Neumann boundary conditions which is in accordance with
[18]. Finally, for the side walls Neumann boundary conditions with 0 W/cm2 heat flow is
applied since it is assumed that the simulated device is next to a similar device with similar
heat generation. This assumption would usually be the case both in digital logic gates where
continuous diffusion is used and analog devices implemented with multi-fingers.
2.4.2 Results and Discussions
2D quasi-stationary simulations were performed for both bulk and FDSOI devices. A nominal
operating region with VDS=VGS=VDD = 1.0 V was selected to study the spatial spread of the heat
generation and the lattice temperature in both the devices. Both the devices are in saturation
at this biasing. On Figure 2.2, the ID -VG characteristics of the simulated devices are compared
with the models of the provided design kits of 40 nm bulk and 28 nm FDSOI technologies. It
can be seen that the results of the device level simulations and the models match quite well.
However, for the 28 nm FDSOI device, the drain current starts to deviate slightly from the
model provided by the manufacturer. This is due to the large temperature rise in the FDSOI
device at large bias conditions and the resulting reduction in mobility.
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Figure 2.6 – Lateral electric field in 40 nm (a) bulk and (b) FDSOI MOSFETs at y = -1 nm.
22
2.4. Comparison of FDSOI and Bulk






Heat Generation [W-cm-3] 
2.5e+12          5.0e+12 7.5e+12
(a) Bulk






Heat Generation [W-cm-3] 
2.5e+12            5.0e+12 7.5e+12
(b) FDSOI
Figure 2.7 – Spatial heat generation profile of 28 nm (a) bulk and (b) FDSOI devices.
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Figure 2.10 – Lateral electric field in 28 nm (a) bulk and (b) FDSOI MOSFETs at y = -1 nm.
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Chapter 2. Device Level Analysis of Self-Heating
Heat Generation
The mechanism of heat generation inside a semiconductor device has already been discussed
in detail. The heat generation is dependent on the carrier flow and the scatterings in the device
and is not expected to vary much with the device structure under similar biasing conditions.
The spatial spreads of the heat generation inside all the devices at a biasing of VDS = VGS =
VDD = 1.0 V, as obtained from the simulations, is illustrated on Figure 2.3 and Figure 2.7 for
the 40 nm and the 28 nm technologies respectively. Additionally, Figure 2.9 and Figure 2.5
show the heat generation profiles in the channel just below the gate. The heat generation
is similar when bulk and FDSOI devices are compared. They are also similar for the two
technology nodes except that the peak heat generation is slightly higher in 28 nm. There are
some intriguing observations that can be made from these plots. Firstly, a great percentage of
the heat generation is occurring close to the drain contacts in both devices which is in line
with the reported data [18, 25, 26]. The situation can be explained by observing the lateral
component of the electric field in the channel (Ex ), which is shown on Figure 2.6 and Figure
2.10 for different cases. The electric field reaches its maximum value around the pinch-off
point, close to the drain side of the channel. The size of this region, where the electric field is
maximum, is quite smaller than the mean free path of the electrons. Hence, in this region the
electrons are mostly transported in a quasi-ballistic manner by gaining a significant amount
of energy. After being transported into the drain region, the electrons transfer the gained
energy via electron-phonon scattering close to the drain contact of the device. This results
in a heat generation profile concentrated close to the drain of the device. This situation can
be better understood by comparing the electric field and heat generation profiles for each
case. It can be seen that the heat generation increases quite rapidly at the point where electric
field reaches its maximum. However, the peak value of the heat generation is slightly on the
right side of the electric field maximum due to the ballistic transport of the carriers. The heat
generation is laterally more widely distributed than the electric field, which shows a very sharp
peak characteristic. It is high even at the points close to the drain contact. This shows that
there are significant electron-phonon interactions very close to the drain contact. Another
observation to be made is regarding the heat generation at the source side of the channel.
All devices have a small heat generation at the source side. However, the bulk devices show
higher and wider heat generation compared to the FDSOI devices. Consequently, the heat
generation in FDSOI device is even more concentrated on the drain side then the bulk device,
which would result in a higher temperature of the FDSOI device.
Temperature
As discussed before, the lattice temperature inside the device is dependent both on the heat
generation in the device and the heat transfer from the device. For this reason, the temperature
profile is expected to be quite dependent on the device structure and the thermal charac-
teristics of the materials in addition to the heat generation profile. The lattice temperature
distributions inside all devices at a biasing of VDS = VGS = VDD = 1.0 V, as obtained from the
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simulations, are illustrated in on Figure 2.4 and Figure 2.8. The lattice temperature distribution
is drastically different when bulk and FDSOI are compared. For the bulk device, the maxi-
mum temperature rise inside the device is around 3 K in both technologies, which is almost
negligible. On the other hand, in the FDSOI device, the maximum temperature rise values
are alarming 108 K and 112 K for 40 nm and 28 nm respectively. The location of the lattice
temperature peak is close to drain, similar to the location of the maximum heat generation as
expected. The proximity of the temperature peak to the drain contact would cause the heat
leave the device mostly through the drain contact. This would increase the temperature of the
drain contact, hence the probability of electromigration.
The large difference in the maximum temperature for the bulk and the FDSOI cases can be
explained by the different physical device structures. The buried oxide layer not only isolates
the channel electrically from the rest of the device, it also isolates it thermally. As it is clearly
observable, this isolation proves to be very costly from the thermal point of view, as the
substrate plays a much bigger role in the heat removal from the device than the other contacts.
In addition, the channel of the FDSOI is a thin film layer of Silicon, which has a lower thermal
conductivity compared to bulk Silicon, as we had discussed before. The peak temperature
is larger in 28 nm FDSOI than the 40 nm FDSOI even though the isolation is thicker in 40
nm. The increase in the peak temperature from one technology node to another is due to
the increased heat density and it shows the impact of scaling on the self-heating. In addition
to this, when the overall heating of a chip is considered, one would observe a larger average
temperature due to the larger density of devices in smaller technologies.
The large difference in the temperature rise between the bulk and the FDSOI devices is very
similar to the results obtained from the block level thermal simulations, which are explained
in detail in Chapter 3. However, the maximum temperature rise in the device level simulations
is much higher than the one of the block level simulations. This is mainly because the devices
are fully conducting in the device level simulations. However, none of the devices in the block
level case is operating with 100% activity rate.
2.5 Experiments on FDSOI
By performing a comparison with the device level electro-thermal simulations, it has been
shown that the self-heating effects are much more prominent in FDSOI than bulk. For this
reason, we continue presenting our device level thermal simulation results of FDSOI. In this
section, we focus on how different parameters affect the temperature rise in FDSOI devices.
2.5.1 Effect of Drain Voltage
To observe the effect of drain voltage, the 28 nm gate length FDSOI nMOS was simulated
under a fixed gate bias of 0.6 V and different drain voltage levels from 0 V to 1.0 V. The
same boundary conditions were applied as in Section 2.4. The heat generation, temperature,
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Figure 2.11 – (a) heat generation, (b) lateral component of the electric field, (c) temperature and (d)

































































































Figure 2.12 – Simulation results for VD swept from 0 V to 1 V while VG = 0.6 V.
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electric field and the conduction band energy profiles in the channel can be seen on Figure
2.11 for different drain voltages. Additionally, Figure 2.12 shows the relations between drain
voltage, drain current, maximum heat generation and maximum temperature inside the
device. Different observation can be made by analysing these data. First, Figure 2.11a shows
that the maximum heat generation increases linearly with VD , which is an expected result
since the power dissipation increases. The linear dependency can be observed better on
Figure 2.12d. Nevertheless, the dependency of maximum temperature on VD is not as linear
as the maximum heat generation (Figure 2.11b). It is rather quadratic, which can be also seen
on Figure 2.12b. As the device enters in the saturation, the heat generation shifts slightly more
on the drain side due to the high-energy carriers and it becomes more localized. On the other
hand, in linear region, the energy of the carriers are less and heat generation is more spread
in the channel. This situation makes saturation region more dangerous in terms of having a
high temperature localized hot-spot. To observe the influence of saturation region operation,
we also plot the derivative of maximum temperature with respect to drain voltage (Figure
2.12e) and maximum heat generation (Figure 2.12f). It can be seen in both figures that the
increase in the temperature for a unit increment in VD and qmax is smaller in linear region and
it increases as the device is more in saturation. Another observation can be made regarding
the negative heating phenomena. A negative heating (cooling) point can be observed on the
source side. This is due to the potential barrier at the junction between the source and the
channel [18], which can be observed on Figure 2.11d.
The observations indicate that the self-heating effects are stronger in deep saturation oper-
ation. The hot-spot’s being very close to the drain terminal makes the drain contact quite
critical in terms of electromigration in FDSOI. This effect will be even more prominent in the
future technologies due to the shorter distances between the drain contact and gate capacitor.
2.5.2 Effect of Gate Voltage
The gate voltage of the 28 nm FDSOI device was swept from 0.0 V to 1.0 V while the drain
voltage was kept constant at 0.5 V. The heat generation and the temperature inside the channel
can be observed on Figure 2.13 for different gate voltages. Additionally, Figure 2.14 shows the
relations between drain voltage, drain current, maximum and average heat generation and
maximum temperature inside the device. The average heat generation increases relatively
linearly once the device turns on, which can be observed on Figure 2.14b. This is an expected
result because the drain voltage does not change and the drain current increases linearly with
the gate voltage (Figure 2.14a). Nevertheless, the temperature does not increase as fast as
the average heating. In fact, it increases quite quickly for low gate bias where the device is
in saturation and slows down once the saturation level decreases and the device goes into
linear region. This can be also observed on Figure 2.14c and 2.14f where the rate of change
of the temperature with respect to the gate voltage and the average power dissipation can be
observed. The slowdown in the temperature rise of the device can be explained by observing
the maximum heat generation (qmax ) on Figure 2.14e. It can be seen that qmax increases
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Figure 2.13 – (a) heat generation and (b) temperature inside the channel for different values of VG while






























































































Figure 2.14 – Simulation results for VG swept from 0 V to 1 V while VD = 0.5 V.
quickly in saturation and its rate of change decreases as the device goes into linear region
contrary to the average heating. This is the in the same direction as our previous explanations
where the heating is more localized in saturation and more distributed in the linear region. The
situation can be observed also on Figure 2.15, where the spatial heat generation distribution
at the channel is shown for different gate bias values. It can be seen that heat generation in the
channel is almost zero compared to the drain side for the VG = 0.2 V case. On the other hand,
there is significant heating in the channel and the source for VG = 1.0 V, where the device is
in linear region. This can be also observed on Figure 2.13a, where the heating in the channel
gradually increases as the gate voltage increases and the device goes into linear region. For
observing an extreme case, VG = 1.5 V was also simulated and the resulting heat generation is
28
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Figure 2.15 – Spatial distribution of heat generation for different VG values from 0.2 V to 1.5 V while VD
is kept constant at 0.5 V.
plotted on Figure 2.15f, where the device is in very deep linear region. Comparing this result
with Figure 2.15a shows the localization of the hot-spot in saturation region. Consequently,
similar to our previous explanations, deep saturation operation results in a localized maximum
heat generation and this has an effect on the maximum temperature since the temperature
peak is observed very close to the peak heat generation in FDSOI.
2.5.3 Effect of Gate Length
We have previously mentioned that the large value of the electric field in the pinch-off region
is the most fundamental reason of having a localized hot spot on the drain end of the device.
In order to understand the effect of gate length on the electric field in the pinch-off point,
different devices with gate lengths from 25 nm to 100 nm were simulated. Figure 2.16a shows
how the maximum lateral electric field changes with respect to the device gate length. It can
be seen that the maximum electric field decreases slightly with the gate length; however, it
has only a quite negligible dependency on the gate length. This is because once the device
is in saturation; the voltage drop on the pinch-off region is independent of the device size
as it primarily depends linearly on the applied drain voltage. Therefore, increasing the gate
length has no significant effect in terms of spreading the local heating spot. Nevertheless,
Figure 2.16b and Figure 2.16c show that the maximum heat density and the peak temperature
29






























































Figure 2.16 – (a) Maximum lateral electric field, (b) maximum heat generation, (c) maximum tempera-












































Figure 2.17 – (a) Heat generation and (b) temperature inside the channel for different the gate length
values in 28 nm FDSOI technology.
decreases significantly as the gate length increases. The reason can be mainly explained by
observing the full bias drain current on Figure 2.16d. It can be seen that ID has a strong
dependency on qmax . This is because the amount of the carriers that pass the channel per
unit time decreases as the gate length increases. Although the average kinetic energy of the
carriers that enter into drain is independent of the channel length, their number decreases
with increased gate length. Consequently, the maximum heating and the peak temperature
decreases.
One might also claim that increasing the gate length should further decrease the temperature
since the device area becomes larger and the heat spreads in a larger volume. This statement
is true for bulk but not exactly the case for FDSOI. Figure 2.17 shows the heat density and the
temperature inside the channel. It can be seen that, the peak temperature is still very close
to the drain due to large thermal resistance surrounding the heating point. Consequently,
increasing the area has less effect on decreasing the device peak temperature in FDSOI. Yet, it
would decrease the average temperature of a relatively large block or the entire chip.
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Figure 2.18 – (a) Temperature and (b) heat flow with respect to BOX thickness.
2.5.4 Effect of BOX Thickness
In order to observe the effect of BOX thickness, the 28 nm FDSOI MOSFET was simulated by
sweeping the BOX thickness from 10 nm to 100 nm. It was observed that the maximum and
the average heat generation stays constant independent of the BOX thickness. On the other
hand, the maximum temperature increases with the BOX thickness, which can be observed
on Figure 2.18a. This is an expected result since BOX creates a large thermal resistance under
the channel. However, the increase in the temperate is more rapid for smaller BOX thickness
values and it saturates, as the BOX thickness is too large. This can be understood by observing
the heat flow through different terminals, which are shown on Figure 2.18b for drain, source
and body terminals. It can be seen that the heat flow through the body decreases as the BOX
thickness increases. On the other hand, the heat starts to prefer the drain and the source more.
For very large BOX thickness values, the heat flow through body becomes negligible and all of
the generated heat diffuses out through drain and source. At this point, the temperature rise
of the device saturates and becomes independent of the BOX thickness.
2.5.5 Effect of Drain and Source Contact Thermal Resistance
During the device level simulations, it was assumed that the temperature of the drain and
the source terminals are fixed at 300 K (i.e. Dirichlet boundary conditions are applied at
drain and source). However, in a real device, the drain and the source are connected to an
interconnect via metal contacts. In this section, thermal simulations are repeated by assuming
that the drain and source are accessed via vertical metal contacts of different lengths. This way,
the temperature of the drain and the source contacts can be observed and a more realistic
estimation of the peak temperature inside the channel can be obtained. The heat generation
and the temperature of the channel for different contact lengths are shown on Figure 2.19.
The heat generation for different cases is quite similar since the device geometry and the bias
conditions are kept constant. On the other hand, the temperature rises significantly with the
increased contact length. Moreover, the temperature of the drain is larger than the source due
to the location of the hot-spot. This makes the drain contact more critical in terms of having
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Figure 2.19 – (a) Heat generation and (b) temperature inside the channel for different thermal boundary
conditions for drain and source.
an electromigration event. The red curve on Figure 2.19 corresponds to the case where the
contact resistances were set to infinity. In this case, there is no heat flow through drain and
source. It can be seen that the peak temperature can go up to 700 K. This is not a realistic
case, but it points out the significance of the heat removal through the drain and the source
in FDSOI. It can be also seen that the heat generation in this extreme case is significantly
reduced, which is primarily due to increased mobility and the resulting lower current density.
2.6 Conclusion
Device level electro-thermal simulations were performed on bulk and FDSOI MOSFETs. It was
demonstrated that the self-heating effects are much more prominent in FDSOI devices than
bulk. It was shown that the saturation region is more critical than the linear region in terms of
creating a local hot spot, which is primarily due to the large electric field closely located on the
drain side of the device. It was explained that the hot-spot at the drain end makes the drain
contact more critical in terms of electromigration probability.
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3 Thermal Aware Design of High Perfor-
mance Digital Circuits
In Chapter 2, we have performed detailed electro-thermal simulations on a single device and
shown that the temperature of an FDSOI device can be significantly larger than a bulk one. We
continue our thermal analysis on much larger scale circuits. In this chapter, we mainly focus
on high performance digital circuits in FDSOI and bulk in order to gain deeper insight in
• the temperature profiles of high speed digital circuits in bulk and FDSOI,
• the influence of scaling on self-heating effects in advanced technologies and
• the most critical group of devices in terms of long-term reliability.
3.1 Introduction
Probably, the most critical reliability issue of deep sub-micron high performance digital circuits
is the electromigration [44]. Electromigration is the phenomenon where the interconnects
fail due to an open or short resulting from the gradual movement of the conducting atoms
under very large current densities. According to Black’s equation [43], the mean time to failure,
MT F , is determined by








where T is the temperature of the interconnect, J is the current density inside the interconnect,
A is a constant which contains a factor involving the cross-sectional area of the interconnect,φ
is the activation energy and kB is the Boltzmann constant. (3.1) indicates that the interconnect
that is responsible of the failure should have a combination of the highest temperature and
the largest current density. Firstly, the temperature dependency of MT F indicates that the
interconnect should be located close to a spot with very large heating. Secondly, due to the
current density dependency of MT F , the interconnect should have a small cross section area.
In Chapter 2, we have shown that the generated heat in FDSOI cannot easily diffuse into the
substrate due to the large thermal resistance created by the buried oxide. In the absence of
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a direct thermal contact to the highly conductive substrate, the generated heat seeks other
alternative paths with relatively small thermal resistance. In this situation, the heat diffuses
out through the drain and the source terminals due to their direct connection to the highly
conductive metal contacts. This primarily increases the temperature of the contacts rather
than the higher level metals. Moreover, due to their small cross section, their current density
would also be larger than other interconnects. Therefore, focusing on contacts could be the
first step of finding the most likely point of electromigration. In Chapter 2, we have shown
that the point where the largest heating occurs in short channel devices is close to the drain
end of the device. Because of this, the temperature of a drain contact in FDSOI is significantly
larger than the temperature of same device’s source contact. Therefore, the failure of an IC
in FDSOI will be probably due to electromigration occurring in the drain contact of a device
that has the largest heating and current density combination. To prevent that, it is necessary
to find the most critical devices and modify their design in order to limit their excessive
power dissipation and flatten the overall heating. To do this, one needs to detect the most
critical group of devices in the entire circuit. However, in today’s technologies, it is possible to
integrate billions of devices in an IC. Therefore, a detailed heating analysis is a very demanding
task. Nevertheless, the failure will probably happen in a high performance time critical block
with heavy load. Even in a high performance block, only some of the devices will be the most
critical ones depending on their function and activity rate. Hence, by understanding the
correlation between the amount of heating and the specific functions of different devices, one
can reduce the search zone significantly.
In our work, we have intended to understand which group of devices are the most critical
ones in terms of electromigration probability in high performance digital circuits. For that
reason, we have decided to focus on parallel prefix adders since they are one of the time
critical blocks of high throughput digital circuits. In order to understand also the effect of
scaling on self-heating and hot-spot temperatures, we have designed and implemented two
64-bit parallel prefix adders in commercially available 40 nm and 28 nm technologies [34]. For
obtaining the heat generation and temperature maps, thermal simulations are performed on
the two blocks by using the HotSpot tool [84]. During the simulations, both FDSOI and bulk
geometries are used separately in order to see the significance of FDSOI in terms of self-heating
effects. After the thermal simulations, the devices situated on the hot-spot locations are found
and examined. It is observed that self-heating in FDSOI is much more prominent compared
to bulk. The local hot-spots in FDSOI have sizes comparable to the size of the devices and
their temperature is by far larger than bulk since the generated heat is directly translated
into temperature. Consequently, the highest temperature values occur on the devices that
have the highest power density. We have categorized each device according to their function
and observed the heating values of each category. It has been shown that some group of
devices that perform the same function are the most prominent heat generators [85]. Finally,
a solution for decreasing the temperature of the hot-spots is proposed. It is shown that the
peak temperature of the design in FDSOI can be decreased significantly with a cost of an
insignificant increase in the area and parasitic capacitances.
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Figure 3.1 – Thermal analysis flow and data exchange between the used tools.
This chapter is organized as follows. In Section 3.2, the method and the tolls that are used
in our block level thermal simulations are described. In Section 3.3, the architecture and the
performance parameters of the implemented 64-bit parallel prefix adders are provided. In
Section 3.4, bulk and FDSOI thermal simulation results and the temperature profiles of the
designed 64-bit adders are shown. In Section 3.5, different groups of devices and the heating
values of each group are given. Finally, the chapter is closed with the summary of the work
and the conclusions in Section 3.6.
3.2 Method for Block Level Thermal Simulations
Detailed thermal analyses are performed on the implemented blocks by considering the
thermal properties of both bulk and FDSOI device geometries for different cases. For that,
Cadence, Matlab and HotSpot tools are used. The details and the data exchange between these
tools are summarized on Figure 3.1. Firstly, electrical simulations are performed in Cadence
Spectre circuit simulator by applying series of randomly generated input vectors to the inputs
of the net-list in which the extracted interconnect parasitics are included. That way, the power
dissipation data of each device in the entire adder and their corresponding coordinates on
the layout are obtained. These data are used in Matlab to create heat maps for observing
the spatial heating of the blocks. The thermal simulations are performed in HotSpot thermal
simulator. For that, detailed thermal models with different layers are introduced for bulk
and FDSOI geometries of 40 nm and 28 nm technologies. The heating input1 of the thermal
simulations are generated in Matlab and transferred to HotSpot. Finally, resulting temperature
data of HotSpot is processed in Matlab to extract temperature maps; which is followed by
1A heat map refers to the two dimensional colour plots that show the heating information of a block; whereas, a
heating input refers to the heat generation input of a thermal simulation with the same heating information and
spatial distribution. Hereby, the terms might be interchangeably used throughout the text.
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some other manipulations in order to obtain additional information such as temperature
gradients, locations of hot-spots, maximum and minimum temperature values etc.
3.2.1 Creation of Heat Maps
During the thermal simulations of the 64-bit adder blocks that are implemented in 40 nm
and 28 nm technologies, it is assumed that the only heat generators are the nMOS and the
pMOS devices. The heating of the interconnect lines are ignored, although they contribute to
the heat generation due to their finite conductance. This assumption is acceptable when the
length of the interconnect is not longer than a certain amount [50], which is the case when the
dimensions of examined test blocks are considered for the used technology nodes. To create
the spatial heating data, the instantaneous power dissipation and heat generation2 waveform
of each device is extracted by
Pn(t )= ID,n(t )×VDS,n(t )=
∫
Vn
q(t )d v (3.2)
where Pn is the instantaneous power dissipation (or heat generation) [W] of device n with
an effective volume of Vn [m3], ID,n is its drain current [A], VDS,n is the voltage drop between
its drain and the source terminals [V] and q is the instantaneous heat generation at a point
[W/m3] according to Drift-Diffusion formulation (2.3). Having the instantaneous heat genera-





ID,n(t )×VDS,n(t )d t (3.3)
where Pn is the average heat generation [W] of device n throughout the simulation time tsi m
[sec]. In addition to the average heating values of each device, their physical coordinates are
extracted from the layout so that the horizontal and vertical coordinate locations (xn and
yn) of each heat generator and their average heating values are combined together. The heat
maps are created with a grid array rather than introducing each device separately. For that,
the entire area of the simulated digital block is partitioned into squares for constructing a grid
with a constant pitch size of Xp [µm] (i.e. spatial granularity of the simulation grid). Each
square in the grid is defined by horizontal i and vertical j indices where i and j are integer
numbers which are greater than zero. The set of i and j values are defined depending on the









∣∣∣∣ j ∈N ∧ j ≤ ⌈ XXp
⌉}
(3.4)
where d·e is the rounding operation to the nearest integer number which is greater than or
equal to its input. The heating values of the heat sources are added and assigned to the
2The heat generation or heating inside a volume is set equal to the power dissipation inside the same volume.
Hereby, the terms might be interchangeably used throughout the text.
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Figure 3.2 – Summation of the independent heat sources located in the same square.
corresponding squares in the grid according to




Pn if i −1≤ xn
Xp
< i ∧ j −1≤ yn
Xp
< j (3.5)
which is illustrated on Figure 3.2. In (3.5), Qi j is the heat density [W/cm2] inside the square
which is between (i −1)L and i L horizontally and between ( j −1)L and j L vertically. It is
expected that the maximum heating, hence the maximum temperature value would decrease
by choosing a larger pitch value. For observing that, different heat maps are created for the
implemented adders by selecting different pitch values (Xp ) from 0.5 µm to a sufficiently large
value that is even greater than the X and Y dimensions of the block. Further details of the
extracted heat maps will be given in Section 3.4.1
3.2.2 Thermal Model
For the thermal simulations, thermal models of bulk and FDSOI technologies are used to make
a comparison between each other. For the 40 nm case, the thermal model of a commercially
available bulk technology is used. On the other hand, for the 28 nm case, the thermal model of
a commercially available FDSOI technology is used. To perform a fair comparison, the thermal
and geometric parameters of the selected 28 nm FDSOI technology are scaled for 40 nm FDSOI
case. The 28 nm bulk thermal model parameters are also calculated in the same way. The
extracted thermal models for different layers of the chip are illustrated on Figure 3.3. The
values of those parameters are shown on Table 3.1 for 28 nm and 40 nm bulk and FDSOI cases.
The bulk silicon thickness is set to 150 µm for all cases. The thermal conductance of bulk Si is
148 Wm−1K−1, which can be considered as a good value in terms of heat removal. According
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(a) Materials with different thermal properties in FDSOI and bulk devices.
SiO2 BOX (κSiO2-TF)































(b) Thermal models of different layers for FDSOI and bulk.
Figure 3.3 – Thermal models of FDSOI (left) and bulk (right).
Table 3.1 – Thermal properties of FDSOI and bulk in 40 nm and 28 nm technologies.
Technology 28-40 nm 40 nm 28 nm Unit
Parameter Bulk FDSOI FDSOI
tSi−T F - 10 7 nm
tSiO2−T F - 50 25 nm
tSi 150 150 150 µm
tT I M 20 20 20 µm
κSi−T F - 12.5 10 W/m-K
κSiO2−T F - 0.8 0.6 W/m-K
κSi 148 148 148 W/m-K
κT I M 4 4 4 W/m-K
Ri - 2×10−8 2×10−8 m2-K/W
to the selected 28 nm FDSOI technology, the Si thin film and the BOX thicknesses are 7 nm and
25 nm respectively. These values are scaled to 10 nm and 50 nm for the modelled 40 nm FDSOI
case. The thermal conductance of the Si and SiO2 thin film structures are less than their bulk
thermal conductance values due to phonon boundary scattering [86]. Therefore, these two
layers are independently modelled in FDSOI. The thermal conductance of the SiO2 film with
25 nm and 50 nm thicknesses are approximately equal to 0.6 W/m-K and 0.8 W/m-K [87, 88].
These values are more than two orders of magnitude less than the thermal conductance of
bulk Si. The thermal conductance of 10 nm and 7 nm-thick Si thin films are calculated as 12.5
Wm−1K−1 and 10.0 Wm−1K−1 according to (2.17). The details about the correlation between
the film thickness and the thermal conductivity is given in Chapter 2. The calculated thermal
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conductance values are more than an order of magnitude less than the thermal conductance
of bulk Si. The boundary between Si and SiO2 creates a temperature jump, hence a finite
interface thermal conductance [35, 36]. The value of interface thermal resistance (Ri ) is set
to 2×10−8 m2KW−1 [87, 88]. The resulting interface thermal resistance is equivalent to the
thermal resistance of a 20 nm thick SiO2 film. All of the mentioned modifications increases
the thermal resistance at the bottom surface significantly in FDSOI. The carrier transport in
FDSOI transistors occurs inside the Si Thin Film layer; therefore, the heat sources are placed
in this layer according to their coordinate information extracted from the layout. For the bulk
geometry simulations, the heat sources are placed on the top surface of the Si Bulk layer. It can
be seen from Figure 3.3 that the metal routing layers and the dielectric isolation layer is ignored.
Extracting the thermal model of this layer is very difficult since the distribution of the routing
layers are quite complex and not homogeneous. However, the average thermal conductance of
the metal-dielectric layer is quite low compared to the bottom heat conduction path (through
heat spreader and heat sink). Moreover, the heat conduction of the metal-dielectric layer is
even less in deep sub-micron technologies due to the low thermal conductance of the low-κ
materials [46]. Therefore, the upper part of the chip is assumed to be thermally insulator.
Finally, the SiO2 trenches (shown as isolation on Figure 3.3a) are not included in the models.
The exclusion of the trenches would not change the temperature profile in bulk significantly
since the bottom heat removal path provides a high thermal conductance thanks to bulk Si.
However, it is expected that in FDSOI one would observe larger temperature gradients and
peak temperature values with the trench isolations due to the complete confinement of the
device by SiO2.
3.2.3 Creation of Temperature Maps
During the thermal simulations in HotSpot, the adders are inserted in the center of a square
with an area of 64 × 64 µm2. It is assumed that the blocks are surrounded by digital gates with
similar power consumption. Therefore, the empty space in the thermal simulation area is
filled with dummy heat generators with the same heat density of the adders. The simulations
are performed with a thermal simulation resolution of 2048 × 2048, which should not be
confused with the heat map resolution. Finally, the adder part of the temperature output
obtained from the thermal simulation is extracted in Matlab and illustrated by colour maps.
The extracted temperature maps are shown in Section 3.4.2.
3.3 Design of 64-bit Parallel Prefix Adders for Thermal Analysis
As it has been already explained, to perform a self-heating analysis, two adders are imple-
mented in 40 nm and 28 nm technologies. During the implementation of the 64-bit adders,
the main design goal is set as to obtain the highest clock frequency so that the extreme heating
cases can be experimentally seen. For that, parallel prefix adders are preferred since they can
provide the smallest critical path delay.
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Figure 3.4 – The architectural block diagram of the implemented 64-bit Kogge-Stone parallel prefix
adders with the radix-4 and sparsity-4 options. The input/output nodes, signal names and the hardware
blocks on the critical path are indicated with red colour.
3.3.1 Architecture
The adders in both 40 nm and 28 nm technologies are implemented with Kogge-Stone tech-
nique [89] mostly in NP-domino logic. After examining and simulating different radix and
sparsity options, it is observed that radix-4 [90, 91, 92] and sparsity-4 [93] options can reach
to lowest critical path delay values with a reasonable area. Hence, these options are selected
in the implementations. The detailed block diagram of the implemented 64-bit Kogge-Stone
parallel prefix adders with radix-4 and sparsity-4 options can be seen on Figure 3.4. The
interconnect lines, signal names and the blocks on the critical path are indicated by red colour.
The block consists of three main bigger blocks which are Propagate-Generate Signal Generator,
Propagate-Generate Signal Merge and 4-bit Carry Select Adders (CSA). The detailed explanation
of the architecture of these blocks are given in the following sections.
Propagate-Generate Signal Generator (PG-Generator)
In parallel prefix adders, the reduction in the delay time is provided by merging the Propagate
(P ) and the Generate (G) signals in a parallel fashion to obtain the values of the carry-out
signals. For that reason, the P and G signals are generated before the merging step according
the Boolean expressions (top rectangle blocks on Figure 3.4) given by
Pi = Ai +Bi (3.6)
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Figure 3.5 – Schematics of N-domino logic PG-Generator gates in (a) 40 nm and (b) 28 nm. The devices
at the bottom are the clocked footing devices [1].
Gi = Ai ·Bi (3.7)
where the subscript i is the bit number of the A and B inputs. In (3.6) and (3.7) the upper
bar (i.e. negation) is implemented by cascading an inverter at the output of a NAND or NOR
gate. This is a drawback since it brings an additional gate in the data path and might possibly
increase the critical path delay. For that reason, it is preferred to use negated signals either at
the input (A and B instead of A and B) or at the output (P and G instead of P and G) [94]. In
the 40 nm implementation, P and G are generated and the logic tree3 is implemented with
nMOS devices (Figure 3.5a). On the other hand, for the 28 nm implementation, A and B are
provided at the input and P and G signals are generated at the output (Figure 3.5b). The A and
B signals are generated in the previous cloud of the pipeline so that the speed can be further
increased. The reason for having A and B instead of A and B in 28 nm implementation will be
clarified in the following section.
Propagate-Generate Signal Merge (PG-Merge)
This block is the heart of the 64-bit adder implementation since the evaluation time of this part
has an important influence on the speed of the overall implementation. In this block, P and G
signals are merged to get the Carry Out (Co) information of different stages in the addition. On
Figure 3.4, the blue coloured circles indicate a logic gate which performs the merging operation
of four P and four G signals, where the radix option is set to four for further decreasing the
critical path delay by decreasing the logic depth [90, 95]. All radix-4 PG-Merge gates in the
entire PG-Merge block are implemented with NP-domino logic gates. Since the logic gates
in the PG-Generator blocks are implemented with N-type logic tree, the implementation is
proceeded with P-type domino gates to prevent the irreversible discharge problem during
evaluation. No clocked footing device is used since there is no possible current path on the
evaluation trees of the logic gates [96]. The fact that the clocked footing devices are removed
increases the rise and fall times of the gates and decreases the area of the gates significantly.
3In NP-domino logic, logic tree contains the devices that are responsible of implementing a specified Boolean
function and it excludes the devices such as pre-charge and footing devices. It is also called as evaluation tree
throughout the text.
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The Boolean expression of these functions are shown by
Pi :i−3 = Pi ·Pi−1 ·Pi−2 ·Pi−3 (3.8)
Gi :i−3 = (Gi +Gi−1 ·Pi )+ (Gi−2+Gi−3 ·Pi−2) ·Pi ·Pi−1 (3.9)
where the subscript i : i −3 indicates that the output signals are the merged P and G signals
from the bits i to i −3. Radix-4 option provides the advantage of merging four signals with a
single logic gate. However, (3.8) and (3.9) shows that the implemented CMOS logic gate will be
quite complex and it will contain four transistors in series. This fact will in turn decrease the
speed of the logic gate especially for the advanced technology nodes where the power supply
voltages are equal to or below 1 V. Another possibility to implement a radix-4 PG-Merge gate is
to cascade two radix-2 PG-Merge gates [97]. For that, (3.8) and (3.9) can be written as
Pi :i−3 = (Pi ·Pi−1) · (Pi−2 ·Pi−3)
= Pi :i−1 ·Pi−2:i−3
(3.10)
Gi :i−3 = [Gi +Gi−1 ·Pi ]+ [(Gi−2+Gi−3 ·Pi−2) · (Pi ·Pi−1)]
=Gi :i−1+Gi−2:i−3 ·Pi :i−1
(3.11)
where the cascading of two radix-2 PG-Merge gates can be explicitly seen. The cascading
approach has the disadvantage of having a logic depth of two compared to the approach shown
by (3.8) and (3.9); however, the series resistance in each gate is quite relaxed. At this point, the
delay performance can be questioned since both approaches have their own advantages and
disadvantages. To observe the faster solution, the 64-bit adder is designed and simulated with
both architectures. It is observed that the cascading approach is unequivocally faster than the
single gate approach. As indicated in Section 3.3.1, only the Pi and Gi signals are available
at the inputs of the Propagate-Generate Signal Merge block for the 40 nm implementation.










= Pi :i−1 ·Pi−2:i−3
(3.12)














=Gi :i−1+Gi−2:i−3 ·Pi :i−1.
(3.13)
The domino logic implementation of the Boolean functions (3.12) and (3.13) can be seen on
Figure 3.6a and Figure 3.7a respectively. The entire PG-Merge block is implemented by using
these architectures in 40 nm. The number and type of the transistors on the critical path
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Figure 3.7 – Schematics of NP-domino logic G-Merge gates used in (a) 40 nm and (b) 28 nm.
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Figure 3.8 – The number and type of the devices on the critical path of (a) the 40 nm and (b) the 28 nm
adder.
from input bits to carry-out signals are summarised on Figure 3.8a. The node with the largest
capacitive load on the data path is indicated by X and Y . The reason for having a very large
capacitive load is because the routing on X and Y are horizontally very long and its fan-out
is four. This situation can be also seen on Figure 3.4. For having a stronger drive at these
points, the gates which drive X and Y nodes are implemented with N logic tree, where the
output is pre-charged with pMOS devices. However, it is observed that there is a large parasitic
coupling between the closely adjacent routing lines. Unless they are evaluated, all the outputs
are floating during evaluate phase. Therefore, any evaluation at the adjacent interconnect
lines disturb the voltage levels of the floating outputs that stay pre-charged. In 28 nm, it is
observed that the disturbance is more significant. One solution for this is to increase the
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distance between the interconnect lines. However, this brings a complication in the routing
since there are many parallel lines especially for Y . Another solution is to use inverters for the
drive of the output nodes that are strongly coupled to each other. The pre-charge device of
these inverters are driven by the output of the previous gate rather than the clock [98, 99] to
provide continuous drive; hence they are static. In 28 nm implementation, additional static
inverters are placed for the outputs at X and Y . This modification increases the logic depth by
two (Figure 3.8b) in addition to larger power consumption. Moreover, either X or Y has to be
evaluated by a P logic tree. Since Y contains a significantly larger capacitive load than X , it is
chosen to be evaluated by an N logic tree and X is evaluated by a P network, which can be seen
on Figure 3.8b. Another improvement in 28 nm is made by simplifying the implementation of
the P-Merge gates. It is done by using Boolean functions of (3.14) and (3.15) rather than (3.12)
and (3.13).
Pi :i−3 = Pi ·Pi−1+Pi−2 ·Pi−3
= Pi :i−1+Pi−2:i−3
(3.14)




=Gi :i−1 · (Gi−2:i−3+Pi :i−1)
(3.15)
That way, it is possible to implement the evaluation tree of the P-Merge gates with two parallel
devices rather than two devices in series (i.e. no stacking, (Figure 3.6b) and remove the pre-
charge device for the intermediate node. Although this decreases the area and complexity, it
does not increase the speed directly since the G-Merge implementation contains two series
devices in the evaluation tree (Figure 3.6b). This is the reason why A and B signals are
mandatory at the input of the PG-Generator block.
Carry Select Adders (CSA)
To obtain the 64-bit sum value, CSAs are needed since the PG-Merge block generates only the
64-bit Co signal. Moreover, each carry select adder has to be a 4-bit implementation (Figure
3.9) because the PG-Merge block is implemented with sparsity-4 option where only every forth
Co signal is generated [92]. The 4-bit CSA is implemented with two 4-bit ripple carry adders
(RCA). In the 40 nm implementation, P and G are used as the inputs of 1-bit full adders instead
of A and B input bits. This way, it is possible to decrease the number of the series transistors
from three to two in the 1-bit full adder gates; however, the loading of the PG-Generator gates
increase as a trade-off. For that, in 28 nm implementation A and B are used at the input of
the CSA, which increases the size of CSA significantly. The implementation of the Carry Select
Adder block is performed by static CMOS since it is not time critical.
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Figure 3.9 – The block diagram of the 4-bit CSA. The S1(i ) and S0(i ) signals at the outputs of the two
4-bit ripple carry adders are the sum signals which are generated for the two cases where Ci is equal to























Figure 3.10 – The layouts and floorplans of the implemented 64-bit adders in (a) 40 nm and (b) 28 nm.
Thermal simulations are performed on these areas.
Table 3.2 – Comparison of the implemented adders in 40 nm and 28 nm technologies.
Parameters 40 nm 28 nm Unit
X -dimension 54.72 26.34 µm
Y -dimension 39.75 43.12 µm
Area 2175 1136 µm2
Device Count 10922 10989 -
Logic Depth 9 11 -
# Devices on Crit. Path 18 (9N/9P) 20 (10N/10P) -
Clock Frequency 3.3 4.55 GHz
Evaluation Time 151 110 ps
Supply Voltage 0.9 1.0 mW
Average Power Consumption 15.92 14.57 mW
Average Power Density 732 1283 W/cm2
Energy per 64-bit Addition 4.82 3.21 pJ
3.3.2 Performance
The entire 64-bit Kogge-Stone adder block is designed with a full-custom design approach
in both technology nodes. The blocks are primarily optimized to obtain the lowest possible
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Table 3.3 – Comparison of the published 64-bit adders. †The adder in [3] is a 32-bit implementation.
Work Year Tech VDD Delay Power PDP Area X Y
[nm] [V] [ps] [mW] [pJ] [µm2] [µm] [µm]
This 2017 28 1.0 95 14.57 1.38 1’136 26.3 43.1
This 2015 40 0.9 148 15.92 2.36 2’175 54.7 39.8
[100] 2012 65 1.0 148 135 19.98 10’800 120 90
[101] 2012 90 1.0 247 96.8 23.86 9’660 46 210
[102,
103]
2011 90 1.0 181 840 152.04 148’750 875 170
[104] 2009 90 1.0 240 260 62.40 31’275 417 75
[105] 2009 90 1.0 417 42 17.51 NA NA NA
[106] 2007 65 1.2 154 54 8.32 12’236 322 38
[107] 2005 90 1.3 250 300 75.00 72’800 280 260
[108] 2005 180 2.5 668 NA NA 129’536 176 736














Figure 3.11 – (a) The die micrograph, (b) zoomed micrograph and (c) the test setup of the implemented
64-bit adder in 40 nm. Thermal simulations are performed on the 64-bit adder core block.
critical path delay while having the lowest possible power consumption and area. For that
purpose, the devices are iteratively sized by simulating the blocks with extracted interconnect
parasitics. Figure 3.10 shows the layouts of the core part and Table 3.2 summarizes the
performance of the implemented adders in 40 nm and in 28 nm technologies and Table 3.3
shows the performance of other published parallel prefix adder implementations
The functionality of the 40 nm adder is verified with electrical measurements (Figure 3.11c).
The communication with the adder is provided by FPGA4U [109] board which contains an
Altera Cyclone II EP2C20 [110] FPGA. The analog and digital waveforms are also monitored
with USBee RX [111] mixed signal oscilloscope and logic analyser. Some thermal images are
taken on the die with FLIR Systems SC655 thermal camera. The infrared image on Figure 3.12b
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(a) (b) (c) (d)
Figure 3.12 – Thermal images of the 40 nm adder taken during tests. (a) the visible image of the board
where the thermal images are taken, (b) thermal image just before the addition begins, (c) thermal
image just after the addition begins and (d) 20 seconds after the addition begins.
was taken just before the addition begins. The die can be detected due to its larger temperature
compared to its surroundings (PCB and other components). The larger temperature is because
of the control circuit and the clock generator. The image on Figure 3.12c was taken just after
the addition begins. It can be seen that the die temperature is larger but the surroundings
are still at the same temperature. After 20 seconds (Figure 3.12c) the die temperature is even
larger due to continuous operation. In addition to this, the board is also hotter compared to
Figure 3.12b and Figure 3.12c.
3.4 Comparison of Bulk and FDSOI in 40 nm and 28 nm Nodes
The circuit level design of adders are followed by their thermal analysis. In this section, heat
and temperature maps of the adders are studied in detail, from top level down to nanometer
scale where hot-spots are observed.
3.4.1 Heating
For the two adder implementations in 40 nm and 28 nm technologies, heat maps are created
with different pitch values to observe the effect of grid size on (a) maximum and minimum
heat density values, (b) maximum and minimum temperature values, (c) thermal simulation
time and it is aimed to find the optimum pitch value for FDSOI and bulk geometry thermal
simulations. The smallest pitch value is chosen as 0.5 µm while the largest pitch is larger than
the size of the adders so that it covers the entire area. The heat maps can be observed on Figure
3.13 and Figure 3.14 for the 40 nm and the 28 nm implementations respectively. In the 40 nm
implementation, for the lowest resolution case (Figure 3.13a, Xp = 60 µm), the maximum and
the minimum heat density is equal to each other since there is a single square in the grid array.
Therefore, the heat density of the entire area is 723.4 W/cm2 and it is equal to the average
power density of the entire block. The same observation can be made on Figure 3.14a where
the heat density of the 28 nm implementation for the largest pitch value (50 µm) is equal to
the average power density of the entire block, which is 1283 W/cm2. This comparison also
shows that the heat density of the adder in 28 nm is 77% larger than the one in 40 nm. This is
primarily due to the increased clock frequency and the decreased area of the implementation.
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(a) Xp = 60 µm
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(c) Xp = 10 µm

















































































































































(d) Xp = 4 µm















































































































































































































































(e) Xp = 3 µm





(f) Xp = 2 µm





(g) Xp = 1 µm






(h) Xp = 0.5 µm
Figure 3.13 – Heat maps of the 40 nm adder for different pitch values. Heat density unit is kW/cm2.
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(i) Xp = 0.5 µm
Figure 3.14 – Heat maps of the 28 nm adder for different pitch values. Heat density unit is kW/cm2.
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Figure 3.15 – Maximum and minimum heat density curves for heat maps with different resolutions.
Maximum heat density saturates as the pitch value becomes comparable to the minimum length of the
specified technology, whereas the minimum heat density drops to 0 W/cm2 as resolution increases.
For smaller pitch values, different heat density values at different grid squares are observed.
Maximum heat density in the overall area increases by decreasing the pitch value in both
40 nm and 28 nm implementations. Figure 3.15 shows this trend, which is quite similar for
both technology nodes. For the smallest pitch value (Xp = 0.5 µm) on Figure 3.13h and 3.14i,
the largest heat density is 27.6 kW/cm2 and 26.9 kW/cm2 respectively for 40 nm and 28 nm.
These values are more than 20 times larger than the heat density values of the entire blocks.
Moreover, by increasing the resolution, the existence of some other spots can be observed
where the local heating is much less than the average heating. Besides, some of the grid points
have 0 W/cm2 heat density, mainly due to the inactive devices or absence of any devices. The
larger differences between the maximum and minimum heat densities on the grid might
translate into larger temperature gradients depending on the heat diffusion paths and the
thermal conductance of the structure.
In deep sub-micron technologies, it is possible to place more than 10 transistors inside a
square of 0.5 µm× 0.5 µm. Hence, it is anticipated that the largest heat density would further
increase by decreasing the granularity of the simulation grid. In fact, choosing Xp = 0.25 µm
results in a maximum heat density of 58.2 kW/cm2 for 40 nm and 65.7 kW/cm2 for 28 nm (the
corresponding heat map is not shown on Figure 3.13 and Figure 3.14 due to the small sizes
of the grid squares), which are already more than two times larger than the case where Xp =
0.5 µm. However, the increasing trend in maximum heat density stops once the pitch value is
less than half of the minimum gate length value of the specified technology (L <λ). In other
words, it has to be guaranteed that the device with the highest heat density has to cover at least
one grid square completely. Consequently, the largest heat density observed on a grid square
saturates at a constant value for smaller pitch values less than 20 nm for 40 nm technology
and 14 nm for 28 nm technology. This trend is shown with the green dashed fictitious curves
on Figure 3.15. For the specific adders implemented in this study, the largest heat density is
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measured as 406.8 kW/cm2 for 40 nm 554.3 kW/cm2 for 28 nm as the pitch value is set smaller
than half gate length. It can be seen that these values are roughly an order of magnitude
greater than the ones obtained for Xp = 0.25 µm. Nevertheless, they are not necessarily the
largest achievable heat density of the analysed technology nodes. The largest achievable value
of the heat density can be obtained once a minimum gate length nMOS device is operating in
its full-conducting state (i.e. VGS =VDS =VDD ). This value is measured as 2.4 MW/cm2 for 40
nm and 3.35 MW/cm2 for 28 nm technologies, which are almost another order of magnitude
greater than the largest heat density of the implemented adders. Nevertheless, such high heat
density values are almost never encountered in digital circuits since the power consumption
is dynamic in CMOS logic gates. However, the local heat density might get closer to this value
in analog circuits where the blocks are biased by constant current sources. Therefore, it might
be necessary to decrease the pitch of the heat map down to the transistor gate length in the
thermal analysis of analog circuits. At this point, one should be careful while assigning heating
values to their corresponding coordinates by applying (3.5). For the pitch values lower than
the minimum gate length, a single transistor occupies more than a single square in the grid.
Therefore, the transistor should be partitioned and its total heating should be distributed
among the grid squares that is occupied by the device.
This analysis clearly indicates that performing a heating analysis (or creating heat maps) of a
chip with low grid resolution filters out the spots where the heat density is either much higher
or much lower than the other spots. According to Fourier’s law of thermal conduction (2.2), it
is expected that the hot-spot will occur close to one of the heat generators with the highest
value. Therefore, it is very likely that the hot-spot is mislocated when the grid resolution is
lower. However, the key question is if higher grid resolution necessarily translates into very
high temperature gradients and large temperature differences on the chip. To understand this,
it is necessary to perform thermal simulations with a correct thermal model of the chip.
3.4.2 Temperature
Thermal simulations are performed by providing the extracted heat maps (Section 3.4.1, Figure
3.13 and Figure 3.14) for the listed four cases:
• 40 nm Bulk
• 40 nm FDSOI
• 28 nm Bulk
• 28 nm FDSOI
to compare the effect of self-heating in bulk and FDSOI and to observe the effect of technology
scaling in temperature profiles and peak temperature values in a design. During the thermal
simulations, the proposed thermal models for the bulk and the FDSOI cases are used (Section
3.2.2, Figure 3.3).
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(a) Xp = 60 µm





(b) Xp = 20 µm





(c) Xp = 10 µm





(d) Xp = 4 µm





(e) Xp = 3 µm





(f) Xp = 2 µm





(g) Xp = 1 µm





(h) Xp = 0.5 µm
Figure 3.16 – Temperature maps of the 40 nm adder in bulk geometry for different pitch values.
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(a) Xp = 60 µm





(b) Xp = 20 µm
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(e) Xp = 3 µm





(f) Xp = 2 µm





(g) Xp = 1 µm





(h) Xp = 0.5 µm
Figure 3.17 – Temperature maps of the 40 nm adder in FDSOI geometry for different pitch values.
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(i) Xp = 0.5 µm
Figure 3.18 – Temperature maps of the 28 nm adder in bulk geometry for different pitch values.
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(i) Xp = 0.5 µm
Figure 3.19 – Temperature maps of the 28 nm adder in FDSOI geometry for different pitch values.
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Figure 3.20 – Maximum and minimum temperature values for all temperature maps with heating inputs
of different resolutions.
The resulting temperature maps obtained from the thermal simulations can be observed on
Figure 3.16, 3.17, 3.18 and 3.19 for the previously listed four cases. It should be noted that
these temperature maps are normalized with respect to the lowest temperature for each case
rather than providing the absolute temperature, in order to provide information about how
high the temperature of the hot-spot is compared to different locations in the design. Hence,
the temperature maps provide the temperature rise
∆T (x, y)= T (x, y)−Tmi n (3.16)
with respect to the minimum temperature in the entire area (Tmi n), where T (x, y) is the
absolute temperature at the specified x and y coordinate.
Temperature Profile of the Bulk Geometry
Figure 3.16 and Figure 3.17 show that the temperature maps for the bulk and the FDSOI cases
are quite different in 40 nm node. The same interpretation can be made also for the 28 nm
node by observing Figure 3.18 and 3.19. In all four cases, the largest pitch value clearly does
not give any temperature gradient since there is a single grid square input in the thermal
simulation. Hence the highest temperature is 0 K larger than the minimum temperature of the
entire area (i.e. ∆T = 0 K). For the bulk thermal geometry in both technology nodes, Xp = 20
µm (Figure 3.16b and Figure 3.18b) gives a hot-spot that can be observed at the point where
the heat density is the largest (Figure 3.13b and Figure 3.14b). ∆T at these hot-spots is 2.48 K
for 40 nm and 1.28 K for 28 nm. As we decrease the pitch of the heat map (from Xp = 20 µm to
Xp = 10 µm), we observe that the shape and the location of the hot-spot changes slightly in
addition to the little increase in ∆T value, which is measured as 3.14 K for 40 nm and 3 K for
28 nm. However, further decreasing the pitch does not change the location, shape and the
∆T of the hot-spot significantly in bulk geometry (Figure 3.16c-3.16h for 40 nm and Figure
3.18c-3.18i for 28 nm). For the lowest pitch value, the value of ∆T at the hot-spot location is
3.53 K for 40 nm and 3.68 K for 28 nm, which are not even 1 K more than the case of Xp = 10
µm. This trend can also be observed on Figure 3.20, where the largest value of ∆T is quite
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Figure 3.21 – Heat map of different blocks in 40 nm with their individual heating (x and y in µm).
constant as Xp is increased up to 10 µm and starts to decrease with some fluctuations as it is
further increased.
By analysing the heat generation of different blocks and the floor-plan of the adders, we have
found that the hot-spot in the bulk geometry is due to the large power dissipation and close
placement of the clock distribution buffers. In the 40 nm case, the clock distribution buffers
are located on the upper left corner of the adder (Figure 3.21); whereas, in 28 nm case, they are
located horizontally between y = 32 µm and y = 36 µm, relatively on the left side. Since they
are closely placed and their activity rate is high, they can be easily detected even by observing
a heat map with relatively large pitch values (up to 5 µm). However, the grid square with the
largest heating on the heat map with Xp = 0.5 µm (x0 = 21 µm, y0 = 49 µm for 40 nm and x0
= 24 µm, y0 = 36 µm for 28 nm) is not located on a point where clock distribution buffers
are placed. It is found that in both technology nodes, the grid square with the largest heat
density contain mainly pre-charge devices. Contrary to the clock distribution buffers, these
devices are not necessarily closely placed since they should lie close to their corresponding
logic gates. Hence they can only be detected on heat maps with pitch values lower than 1 µm.
Consequently, although they are responsible of the largest local heating of the entire design,
they do not create large area hot-spots such as the clock distribution buffers do due to their
close placement. As a result of this, we can conclude that the hot-spots in bulk geometry is
due to the clock tree although the individual heating of their constitutive transistors is not the
largest in the entire design.
This analysis clearly shows that very high-resolution heat maps are not necessary for bulk
thermal simulations since different heating inputs with a large range of resolution (from Xp =
0.5 µm to Xp = 10 µm) result in very similar temperature profiles and hot-spots with similar
temperature values. This is due to the fact that the thermal conductance of bulk silicon (148
Wm−1K−1) is large enough for spreading the generated heat along horizontal and vertical
distances on the order of 10 µm despite large gradients on the heating in short distances (0.5 -
2 µm). Therefore, even very highly localized heat density peaks do not give rise to hot-spots in
bulk technologies.
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Temperature Profile of the FDSOI Geometry
In the bulk case, it has been already shown that the temperature maps show quite similar
profiles for pitch values less than 10 µm. On the other hand, the temperature maps of the
FDSOI geometry are not only quite different than the bulk geometry, but also show quite
different profiles when they are compared in between each other for heating inputs with
different resolutions (Figure 3.17a to Figure 3.17h for 40 nm and Figure 3.19a to Figure 3.19i
for 28 nm). Moreover, the maps do not tend to show similar profiles with the decreasing pitch
values. Even for the smallest pitch values, the temperature profiles seem quite different from
each other. This can be seen by comparing the differences between Figure 3.17g and Figure
3.17h for 40 nm, and Figure 3.19h and Figure 3.19i for 28 nm. The non-converging behaviour
of the temperature profiles show that even Xp = 0.5 µm is not small enough to get a realistic
temperature map in FDSOI geometry.
Regarding the temperature values of the hot-spots, the peak temperature shows an increasing
trend with the decreased pitch, which can be observed on Figure 3.20 for both technologies.
For the smallest pitch value (Xp = 0.5 µm), this value reaches up to 22.3 K for 40 nm and 19.8 K
for 28 nm. Similar to the previously explained fact that the temperature maps do not converge
to a unique profile with the decreasing pitch down to 0.5 µm, the temperature of the hot-spot
does not saturate neither. On the contrary, it continues to increase similar to what is observed
on the heat maps of Figure 3.15.
Another observation can be made regarding the temperature gradients. Significant tempera-
ture differences (∼20 K) are observed in very low distances in the order of ∼200 nm. Some of
the highest gradients can be observed on the encircled regions on Figure 3.17h for 40 nm and
on Figure 3.17h for the 28 nm. By comparing these points with the temperature maps of the
bulk case, it can be seen that the temperature gradients are significantly larger than the ones
in the bulk geometry.
A comparison between the heat maps and temperature maps of FDSOI shows that their
distributions are very similar. The grid squares (i.e. pixels) of the heating input can be clearly
observed on the temperature maps. Even for the pitch value of 0.5 µm the distinction between
the pixels can be observed, which is not the case in bulk even for the largest pitch values. This
is another point that shows us the necessity to perform a higher resolution thermal simulation
to have a more natural temperature profile in FDSOI.
All of the previously mentioned points show that the generated heat cannot be readily dis-
persed with the help of a diffusion path and it directly translates into elevated temperature
along the distances down to 0.5 µm. This is mainly because of the high thermal resistance
geometry around the individual devices due to the Si thin film, SiO2 and the boundaries
between these layers, the thermal properties of which can be found on Table 3.1. From these
observations, it is evident that one should further increase the resolution of the heating input
for FDSOI thermal simulations to have a better temperature map that has a more realistic
temperature distribution with smoother transitions. In that case, it would be possible to ob-
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serve higher temperature gradients and to pinpoint the devices that operate with the highest
temperature.
Finally, the floor-plan analysis show that the hot-spots in FDSOI do not necessarily appear on
the clock tree distribution network contrary to the bulk case. They find themselves rather on
the nanometer scale regions where the individual devices with the largest heat density values
are located. In these adder designs, we found that the hot-spot regions contain pre-charge
devices since their heat density values are observed to be the largest (The different group of
devices and their heating values will be explained in Section 3.5.2 in more detail). However,
this does not necessarily mean that the pre-charge devices will always be the main responsible
of the hot-spot. In fact, if a group of device with another function had larger heat density, a
hot-spot would appear on where they are placed. Consequently, we can conclude that the
hot-spots in FDSOI are created by the individual devices with the highest heat density.
Focus on Hot-Spots
More detailed thermal simulations are performed by providing higher resolution heat maps.
This time, rather than simulating the entire block, we focus on the regions where the largest
heat density values are observed on Figure 3.13h for 40 nm and on Figure 3.14i for 28 nm.
During the high-resolution simulations, the heat generators are introduced as individual
devices (Figure 3.22) rather than a grid array as it is done by applying (3.5). Like this, it
becomes possible to see the peak temperature values on individual FDSOI devices, which is
not possible with Xp = 0.5 µm (on Figure 3.17h and Figure 3.19i). The heat density of each




where Wn and Ln are the width and the length of device n.
For the 40 nm adder, the transistor with the largest heat density can be seen on Figure 3.22a
with a power dissipation of 22.8 µW, in addition to some other devices with smaller heat
density values. Considering the size of the device, this power dissipation value corresponds
to a heat density of 407 kW/cm2. This value is more than an order of magnitude larger than
the heat density of the pixel with the largest heating observed on Figure 3.13h. The resulting
temperature map for 40 nm FDSOI can be seen on Figure 3.23a. It can be seen that the
temperature profile in the FDSOI case starts assuming a more natural appearance with the
increased resolution as expected. The highest temperature is observed precisely on the device
with the largest heat density (right bottom on Figure 3.23a). The temperature at this point is
50.5 K higher than the minimum temperature of the design. Although this device is surrounded
by some other high heat density devices, it can also be seen that the temperature value on this
device rapidly decreases on the right side of the device. This points that the temperature rise
of this device is mainly due to its self-heating.
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Figure 3.22 – Heat maps of (a) 40 nm and (b) 28 nm technologies focused on the hot-spots.
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Figure 3.23 – Temperature maps of (a) 40 nm and (b) 28 nm FDSOI technologies focused on the
hot-spots.
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Figure 3.24 – Temperature maps of (a) 40 nm and (b) 28 nm bulk technologies focused on the hot-spots.
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The heat map of the same experiment for the 28 nm adder can be seen on Figure 3.22b. The
device with the largest heat density in the focused area is located on the right bottom corner
of the square with a heat density of 549 kW/cm2 and an average power dissipation of 24.7 µW.
The heat density of this device is only slightly less than the heat density of the device which
has the largest value (554.3 kW/cm2) in the entire design. Figure 3.23b shows that the peak
temperature of the focused region is 64.2 K and it is located on the device with the largest
heat density. This is quite similar to 40 nm FDSOI case. However, the peak temperature of
the 28 nm adder is more than 15 K larger than the 40 nm one. This is primarily due to the
larger maximum heat density of the 28 nm technology since the devices have smaller area. In
addition to this, the device on Figure 3.22b is not surrounded by any other high heat density
device that would increase its temperature by heat transfer, which is not the case in 40 nm
on Figure 3.23a. This means that the effect of self-heating on the peak temperature becomes
even more prominent with technology scaling.
The temperature maps are also generated for the bulk geometry and can be seen on Figure
3.24. It can be seen that the devices with very high heat density can still be detected in bulk
due to their larger temperature values. Nevertheless, these values are only 1.06 K in 40 nm
and 1.03 K for the 28 nm even for the devices with the largest heat density. These values are
significantly smaller than the ones in FDSOI for both technology nodes. In fact, these values
are also much smaller than the largest temperature values observed on the clock distribution
block. This proves one more time that in bulk geometry it is sufficient to consider the heating
values of the blocks of sizes of 5×5 µm2 to 10×10 µm2 rather than considering each device in
order to get a realistic temperature profile and detect the hot-spots.
These observations show that the hot-spot in FDSOI is located on the device that has the
largest heat density primarily due to its self-heating. On the other hand, this is not the case in
bulk and one finds the hot-spot on the block with the largest power density. Moreover, the
peak temperature of a small region in FDSOI can reach to much larger values (more than 20
times) than bulk. Additionally, the temperature of the hot-spot becomes even larger in smaller
technology nodes in FDSOI since self-heating effects become more prominent due to device
scaling; whereas, the difference in the device temperature due to its self-heating is not so
significant in bulk. The increased temperature of the devices due to self-heating also changes
other parameters of the devices. For example in the FDSOI case, the temperatures of different
devices in the vicinity of 500 nm distance differ by more than 45 K. With this temperature
difference, the drain currents may differ by 5% to 10%, which can cause serious performance
issues, especially in circuit blocks such as read/sense amplifiers where symmetry is important.
Heating Effects of Adjacent Devices in FDSOI
Up to this point, we have mainly focused on the effects of self-heating. However, especially
in FDSOI, closely placed devices have significant effect on each other’s temperature. To
understand the effect of adjacent devices on each other, a heating scenario is created for
both technologies. Figure 3.25 shows the locations of the devices with their names indicated
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Table 3.4 – Parameters of the devices on Figure 3.25
Technology 40 nm 28 nm
Device M1 M2 - M11 M12 M1 M2 - M11 M12
Heat Density [kW/cm2] 48.0 400.0 0 49.5 550.0 0
Power Dissipation [µW] 19.2 19.2 0 14.85 14.85 0
Width [µm] 1.00 0.12 0.12 1.00 0.09 0.09
Length [µm] 0.04 0.04 0.04 0.03 0.03 0.03
on the left. The colours of the devices are determined according to the colour-bar on the
top, which represents the heat density. For the test case of Figure 3.25, the horizontal and
the vertical distances of the devices are set to minimum according to the design rules of the
utilized technologies. The highest heat density values are chosen according to the heat density
distribution of the adders, which are shown on Figure 3.29. The average power dissipation
of devices M2-M11 is roughly equal to the average power dissipation of the device that has
the largest heat density in the entire adder circuit according to heating analysis. The size of
these devices is set to the minimum size for each technology while their aspect ratio is kept
equal to three. According to the previous analyses in FDSOI, one of these devices should be
responsible of the hot-spot of a digital block in larger scale. Device M12 has the same size of
M2-M11 with no power dissipation. Finally, the power dissipation of M1 is equal to the power
dissipation of M2-M11 while its heat density is much lower than the others due to its larger
size. The rest of the parameters for each device are summarized on Table 3.4.
The resulting temperature profile of the listed heat generators are shown on Figure 3.26. The
white dashed lines on Figure 3.26 are the cut-lines that pass on the centre of the devices.
The temperature waveforms occurring on these cut-lines are shown on Figure 3.27. The
peak temperature on cut-line 1 shows that the device with the highest heat density (M2)
can increase the temperature itself alone by 36 K in 40 nm and 46 K in 28 nm. The peak
temperature on cut-line 2, which is the peak temperature of the entire area, is observed on
M7 with a temperature increase of more than 57 K in 40 nm and 71 K in 28 nm compared
to the coolest point. Additionally, the temperature of M7 is 21 K and 25 K higher than the
temperature of M2 in 40 nm and 28 nm respectively although they have the same heat density.
This proves that the influence of the adjacent devices (M3-M6 and M8-M11 in the example)
can increase the peak temperature of the overall circuit significantly. Another observation
that can be made on cut-line 2 is although M12 does not dissipate any power, its temperature
is roughly 17 K higher than the lowest temperature in the area for both technologies. This
is primarily due to the self-heating of M3-M11, which are located very close to M12. The
temperature of M1 is more than 15 K lower than the temperature of M2 although their power
dissipation values are equal. This result proves that the most substantial factor of creating a
nanometer scale hot-spot in FDSOI is heat density rather than power dissipation alone.
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Figure 3.27 – Temperature profiles along the cut-lines (Figure 3.26) taken at the centre of the devices.
The red thick lines show the location of the devices on Figure 3.26.
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Figure 3.28 – Simulation time of bulk and FDSOI with respect to pitch. In this analysis the resolution of
the heating input is swept while the resolution of the thermal simulation is fixed at 2048×2048.
Finally, the temperature of M1 shows more than 10 K variation along its width (cut-line 3 on
Figure 3.27). The gradient is due to the adjacent devices (M3, M6 and M9) which are very
strong heaters. As a result of this variation, the threshold voltage and mobility of M1 would
show different behaviours along its width. While this effects only the speed in digital circuits,
it might create important mismatch problems in analog circuits.
3.4.3 Simulation Time
In Section 3.4.2, it was shown that one can get a accurate temperature profile by having a pitch
value of 5-10 µm for the bulk thermal geometry; however, this value should go down to 10-20
nm for FDSOI. Although increasing the resolution of the simulation provides more detailed
temperature profiles in FDSOI, it is also necessary to consider the utilized computational
resources and the simulation time.
Figure 3.28 shows the simulation times for each simulation case of Figure 3.16 to Figure 3.19
and some other additional points. It can be seen that the simulation time is quite small
for large pitch values and it increases with the increasing resolution. For Xp = 0.5 µm, bulk
geometry simulations take around 700-900 sec, which is much less than FDSOI. This is due
to the fact that the geometry of the bulk technology is simple and the thermal conductance
is relatively high. Fortunately, one does not need such high-resolutions in bulk since the
simulation results converge to a sufficiently similar profile for small Xp values. In fact, Xp =
5 µm already gives reliable results and the simulation takes less than 250 sec. On the other
hand, FDSOI simulations with Xp = 0.5 µm take around 3300 sec. Moreover, it was previously
shown that the resolution should be even higher to get a more reliable temperature profile.
This is due to the fact that the FDSOI geometry is complex and it contains different layers with
different thermal conductance. This means that, the simulation time will be even much larger
than 3300 sec to get a reliable result. Consequently, to perform a reliable thermal simulation
in FDSOI, one needs a much longer simulation with higher resource utilization than a bulk
thermal simulation.
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3.5 Circuit Level Analysis of Hot-Spots
It has been shown that the heating of both adders is quite non-uniform. Thereby, the tem-
perature profile in FDSOI is also non-uniform. In this section, all nMOS and pMOS devices
in the adders are analysed in terms of their heat density values. To understand the level
and reasons of the non-uniformity, heat density histograms are generated. The devices are
grouped according to their function and each group is examined in terms of their average
and maximum heat density values. The groups with the largest heat density are studied, the
reasons of such large heating is investigated and solutions are proposed for increasing the
temperature uniformity and decreasing the hot-spot temperature.
3.5.1 Heat Density of Individual Devices
The hot-spot in FDSOI is most probably created by the self-heating of individual devices with
the highest heat density. Moreover, their cumulative effect can increase the peak temperature
significantly. Figure 3.29 shows the distribution of the transistors with respect to their heat
density for the 40 nm and the 28 nm adders. It can be seen that the heat density range is limited
by [0 kW/cm2, 440 kW/cm2] window in 40 nm and by [0 kW/cm2, 600 kW/cm2] window in 28
nm. However, both histograms show an exponential decaying characteristic and most of the
devices are cumulated in the region with very low heat density. At this point, we can define two
windows on the histograms of Figure 3.29 and call them Low Heat Density Window (L-HDW)
and High Heat Density Window (H-HDW). The border (i.e. the threshold value) between each
other is quite arbitrary and defined as 80 kW/cm2 for 40 nm and 100 kW/cm2 for 28 nm in
this study. What is important is (a) the ratio of the largest heat density in the design to the
threshold value and (b) the total number of devices in each window. For the 40 nm node, there
are 10651 devices in L-HDW, whereas there are only 271 devices in H-HDW. This means that
almost 97.5% of all the devices has a heat density less than 80 kW/cm2 and only approximately
2.5% of the devices are generating more than one fifth of the largest heat density observed in
the entire circuit (80 kW/cm2/406.8 kW/cm2 ≈ 20%). Similar situation can be also observed in
28 nm adder. Figure 3.29b shows that L-HDW contains 10667 devices, while there are only
313 devices in H-HDW. In terms of ratios, the L-HDW contains approximately 97% of all the
devices. On the other hand, only 3% of the devices are in H-HDW, which is slightly higher
compared to the 40 nm case in addition to the higher selected threshold value. The described
situation can also be observed on Figure 3.13 and Figure 3.14 where there are only very few
red or yellow squares (due to the devices in H-HDW) and almost the entire area of the adders
is covered with dark blue (due to the devices in L-HDW). Therefore, if the devices in the small
portion (H-HDW) of the heat density histograms are detected and modified in a way, the peak
temperature of the block can be significantly decreased.
The modification of the most critical devices with high heat density can be performed by
increasing their width with a trade-off of a slightly increased area and parasitic capacitances.
Figure 3.30 shows the histograms of the three cases where the width of the devices in H-HDW
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Figure 3.30 – The heat density distribution after increasing the width of the high heat density devices by
a factor of 2 and 3.
are kept constant (×1), doubled (×2) and tripled (×3) (Figure 3.31). For the 40 nm node, it
can be seen on Figure 3.30a that the heat density distribution can be squeezed into a smaller
window only by increasing the width of the devices with heat density of more than 80 kW/cm2.
The new values of maximum heat density are less than 225 kW/cm2 and 165 kW/cm2 for the
×2 and ×3 cases respectively. Similar results are obtained also in 28 nm node by applying the
same solution. Figure 3.30a shows that the device with the maximum heat density generates
less than 305 kW/cm2 and 225 kW/cm2 for the ×2 and ×3 cases respectively.
Although the maximum heat density can be decreased significantly by performing the de-
scribed analysis and modifications, it is quite cumbersome to perform an extensive power
dissipation analysis by considering each device. Moreover, to have accurate results from
the described analysis, one should perform the necessary simulations by considering the
interconnect parasitics. Consequently, the modifications on the critical devices in H-HDW
have to be performed on top of a layout-ready design, which would increase the design time
significantly. For that reason, a correlation between the devices in H-HDW and their functional
properties is needed to be sought, so that the common properties of these devices and the
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(a) ×1 (b) ×2 (c) ×3
Figure 3.31 – Standard cell of a Generate-Merge gate with different size pre-charge devices.
reason of their large heat density can be understood. This way, the necessary thermal design
precautions can be taken during the early design stages rather than performing a very long
analysis on an already finalized design.
3.5.2 Self-Heating of Devices with Different Functions
To observe the group of devices with different average heat density values, the devices are
categorized according to their functions. Considering the different functions in the circuit,
there are nine different groups. Each group is explained by means of Figure 3.32, which shows
the schematic of a simple logic function implemented in dynamic logic.
1. Static (ST): The transistors of the static logic gates into which no clock signal enters (ST1
and ST2 on Figure 3.32).
2. Logic Tree (LT): The transistors used for implementing the Boolean functions of the
dynamic logic gates (LT1, LT2 and LT3 on Figure 3.32).
3. Footing Device (FD): The footing device, which is used for preventing any leakage via
the logic tree path during the pre-charge phase (FD on Figure 3.32).
4. Pre-charge Output Node (PO): The load device, which is used to charge or discharge
the output node during the pre-charge phase (PO on Figure 3.32).
5. Pre-charge Intermediate Node (PI): The devices used for pulling up or down the inter-
mediate nodes in the logic tree of dynamic gates for preventing charge sharing problem
(PI on Figure 3.32).
6. Clock Tree (CT): The devices of the static inverters that distribute the clock signal only
to the dynamic logic gates (CT1 and CT2 on Figure 3.32).
7. Pass Transistor Logic (PT): The devices used to implement transmission gate multi-
plexers (PT1 and PT2 on Figure 3.32).
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Figure 3.32 – The schematic that illustrates the devices belonging to different groups. The logic gate in
the centre corresponds to the domino logic implementation of Generate-Merge function with N-type
logic tree.
8. True Single Phase Clock D Flip Flop (TSPC-DFF) (TS): The constitutive transistors of
the TSPC-DFFs (Not shown on Figure 3.32).
9. C2MOS D Flip Flop (C2): The constitutive transistors of the C2MOS-DFFs (Not shown
on Figure 3.32).
The heat density distribution of the 64-bit adder circuits (Figure 3.29) are elaborated on
Figure 3.33 by providing individual distribution of each device group. It can be seen that the
heat density distributions of individual groups in both technology nodes shows significant
differences in terms of their mean values and population range.
For the 40 nm node, in the lowest heat density range [0 kW/cm2, 40 kW/cm2], it is possible to
find any group of devices. In fact, a large portion of all type of devices are populated in this
window. However, in the high heat density range [80 kW/cm2, 440 kW/cm2], only two device
groups out of eight exists. These are the PO and PI groups. According to Table 3.5, the heat
density value of any group other than PO and PI is less than 72.9 kW/cm2; while the devices
in the PO and PI groups can reach to heat density values more than 400 kW/cm2. Moreover,
the average heat density value of the PO and PI devices is quite high compared to the other
groups.
The situation in 28 nm is not so different. The lowest heat density window [0 kW/cm2, 50
kW/cm2] contains all types of devices. However, the clock distribution devices have relatively
larger heat density, where their maximum value reaches to 141.4 kW/cm2. Nevertheless, the
device groups with the largest heat density are still PO and PI with a maximum heat density of
more than 550 kW/cm2.
The results obtained from implementations in both technology nodes indicate that PO and PI
are the most critical groups in terms of creating a hot-spot in a circuit in FDSOI. As a circuit
level solution, instead of performing an extensive heating analysis, one can focus on the sizing
of these devices in the early stage of a design so that the local peak temperature values in a
circuit can be decreased significantly.
68

































































































ST PO PI LT FD PT TS CT
(b) 28 nm
Figure 3.33 – Distribution of heat density for different group of devices in the 64-bit adders implemented
in (a) 40 nm and (b) 28 nm.
Table 3.5 – Maximum and mean heat density values and the number of devices from different device
groups in 40 nm.
Group Max [kW/cm2] Mean [kW/cm2] Number
PI 406.8 108.0 265
PO 238.9 62.6 382
ST 72.9 11.6 4288
CT 70.3 34.1 296
C2 69.3 14.4 1536
LT 34.8 5.1 2107
TS 20.3 6.4 1792
FD 16.1 8.1 256
The large heat density of the devices in the PO and PI groups can be understood by comparing
the time domain power density behaviours of these devices with the devices from the other
groups. Figure 3.34 shows the time domain power density waveforms of the devices from the
PO, PI, CT and LT groups for both technology nodes. The evaluation (from t1 to t2) and the
pre-charge (from t2 to t3) phases can be seen on Figure 3.34. The devices that are located on
any path between the input and the output are mainly active in the evaluation phase. Some of
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Table 3.6 – Maximum and mean heat density values and the number of devices from different device
groups in 28 nm.
Group Max [kW/cm2] Mean [kW/cm2] Number
PI 554.3 179.3 178
PO 421.3 82.4 705
CT 141.4 53.0 647
LT 94.3 17.7 947
TS 65.4 15.8 2496
ST 48.8 10.4 5504
PT 35.7 5.7 384
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Figure 3.34 – Time domain power dissipation density waveforms of devices from different groups.
the examples of these devices are LT, ST and FD. Since these devices are on the data path, for a
design with a short critical path delay, they should be sized in a way that they are conducting
(i.e. ON) for a short period compared to the entire evaluation period. Consequently, these
devices conduct current, hence generating heat for a relatively short time. This can be seen on
Figure 3.34 by observing the power density waveform of the LT device which is conducting for
a very small time interval compared to the other devices. The PO and PI devices are operating
only during the pre-charge phase. However, they do not have to charge or discharge their
corresponding nodes as fast as the devices on the data path. As long as they pre-charge the
capacitance seen at their drain terminal before the beginning of the next evaluation phase,
the circuit can safely work. Therefore, they are sized as small as possible for having a smaller
area and less parasitic capacitance. The consequence is having a longer conduction time.
Since the PO and PI devices conduct for longer durations compared to the other groups, they
have larger average heat density values according to (3.17) and they become the most critical
devices in terms of creating a hot-spot.
The activity rate is another important parameter of heat density in addition to conduction
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Figure 3.35 – The heat density distribution after increasing the width of the PI and PO devices by a
factor of 2 and 3.
duration of a device. The CT devices have the highest activity rate among all the devices. The
probability of conduction of a CT device is one in each clock period. However, for all the rest
of the devices this probability is less than one and it depends on the input data, logic function
and the location of the device in the circuit architecture. Nevertheless, the clock tree devices
have less power density than the PO and PI devices. This is due to our previous reasoning that
they have to provide a fast transition since they affect the critical path delay, hence the speed
of the circuit. A fast transition brings less average power density (Figure 3.34). Finally, it can be
seen from Table 3.5 and Table 3.6 that the maximum and the mean power density values of PI
are significantly larger than the ones of PO although they both conduct during the pre-charge
phase and they have the same task. This is mainly due to the probability of discharging or
charging an intermediate node during the evaluation phase that is higher than the probability
of making an evaluation at the output node in most of the cases. This probability increases
as the number of series devices decrease and the parallel branches increase between the
corresponding node and the power supply in a logic tree (Figure 3.32). Consequently, the
temperature of the pre-charge devices become higher.
As it has been already mentioned, for having better thermal robustness the maximum local
temperature values should be decreased by decreasing the heat density values of the critical
devices (PO and PI). This can be done by increasing the width of these devices with a trade-off
of an increased area and a slightly decreased speed similar to what has been done in Section
3.5.1. Figure 3.35 shows that the heat density distribution can be squeezed into a smaller
window only by increasing the width of the PO and PI devices by a factor of 2 and 3. It can be
seen that the histograms of Figure 3.30 and Figure 3.35 are the same when only H-HDW is
considered and the maximum heat density values are significantly decreased. Moreover, by
knowing which group of devices are critical, the proper sizing can be done much more easily
and the maximum heat density value can be further decreased only considering a few devices
in the entire circuit. In addition to proper sizing, the devices can be separated from each other
to relax the heat flow [63]. Finally, thermal vias can be added to the drain ends of these devices
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Table 3.7 – Change of thermal parameters in scaling from 40 nm to 28 nm.
Technology 40 nm 28 nm Unit Increase
Average heat density of the adder 723.4 1283 W/cm2 77%
Maximum heat density of the adder 406.8 554.3 kW/cm2 36%
Maximum achievable heat density 2.4 3.35 MW/cm2 40%
∆Tmax of the adder in FDSOI 64.2 50.5 K 24%
∆Tmax of the adder in bulk 3.53 3.68 K 4%
similar to what is shown in [112] and [113] to provide better heat diffusion paths, which will in
turn increase the delay time.
3.6 Conclusion
In this work, we have primarily compared thermal behaviours of digital circuits in bulk and
FDSOI geometries. This comparison was performed on two custom designed 64-bit Kogge-
Stone adders in 40 nm and 28 nm technologies.
It was shown that the hot-spots in FDSOI have significantly larger temperatures than the ones
on bulk. The hot spots in FDSOI are mainly created by nanometer scale heat generators such
as individual devices due to their confinement by low thermal conductance materials. The
sizes of the hot-spots are small and this results in very high temperature gradients. On the
other hand, the hot-spots have larger sizes in bulk due to the larger thermal conductance
of bulk Si. The temperature gradients are also smoother in bulk. Due to this, the hot-spots
are mostly created by building blocks rather than individual devices. For obtaining a reliable
temperature map in FDSOI, one should perform a thermal simulation with a resolution down
to tens of nanometers. On the other hand, in bulk, a resolution of some micrometers is
sufficient. However, increasing the resolution of thermal simulations results in using more
computational resources and the simulations take very long time compared to bulk.
It was also shown that the self-heating effects become more prominent with the device scaling
in FDSOI. The peak temperature of the hot-spots are roughly 15 K larger in 28 nm compared to
40 nm. The rest of the parameters are compared on Table 3.7. The results point out that the self-
heating effects in the future technologies will bring more critical reliability and performance
issues, not only in FDSOI but also in other confined geometries such as FinFET.
The circuit level analysis of hot-spots shows that the most critical devices in terms of creating a
hot-spot are the pre-charge devices in domino logic. These devices are the most critical group
in terms of an electromigration breakdown. It is demonstrated that sizing the critical devices
slightly larger (2 to 3 times) would decrease the maximum heat density by 60% with a trade-off
of a slight decrease in the speed and an increase in the area. Like that, the electromigration
probability in a drain contact can be significantly decreased.
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4 Self-Heating Effects on the Noise Per-
formance of FDSOI MOSFETs
In Chapter 2 and Chapter 3, we have shown that the local temperature of FDSOI devices can
rise significantly due to self-heating effects. Moreover, this situation is even more serious for
devices with constant bias, which are widely used in analog design. In this chapter, self-heating
effects on the analog performance of FDSOI MOSFETs are investigated mainly focusing on the
thermal and the flicker noise.
4.1 Introduction
When it comes to the precise estimation of the temperature of a device, analog design is by
far more critical compared to digital. A digital implementation would demonstrate its correct
functionality in a wide temperature range, even if serious precautions are not taken during
the design; certainly with a different performance such as lower speed and higher power
dissipation. On the other hand, analog design contains much wider range of constraints like
gain, matching, noise, linearity etc., which are very sensitive to temperature. A slight shift in
one of these parameters might result in malfunction of the entire IC. For example, a mismatch
due to the different temperature values of a differential pair in a comparator might cause
incorrect estimation of the data in a decision feedback equalizer (DFE), which might result in
error propagation and failure of the communication.
One of the main drawbacks of elevated temperature is the deterioration of the thermal and
flicker noise performance. Thermal noise current has a direct linear dependence on tem-
perature. For this, any increase in temperature manifests itself as increased thermal noise.
On the other hand, there is no direct relationship between temperature and flicker noise.
Nevertheless, due to the temperature dependence of different device parameters, flicker noise
also worsens at higher temperature values. To understand the phenomena better and quantify
these effects, this chapter is dedicated to the analysis of thermal and flicker noise in FDSOI
MOSFETs considering self-heating effects and demonstration of the self-heating influence
on the thermal and flicker noise performance. To quantify the self-heating influence, a self-
heating thermal model is used. The thermal model for the self-heating is included in the
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|IDS × VDS|Rth Cth
ΔT
Figure 4.1 – The thermal model that provides the temperature rise of each device due to their self-
heating [2].
device model by the used design kit, which is a commercially available 28nm FDSOI tech-
nology. The temperature rise of each device due to their individual self-heating is calculated
by considering the thermal model of Figure 4.1. According to the model, Rth is the thermal
resistance and Cth is the heat capacitance. The values of these parameters are calculated for
each device according to their geometries (width, length, number of fingers etc.). The power
dissipation of the device is modelled by a current source. The temperature value on the upper
common node gives the temperature increase ∆T of the device due to its self-heating. The
complete model is included in the device by the design kit provider and can be switched on or
off for a specific simulation. This way, with the provided self-heating model, it is possible to
consider the self-heating effects for all bias conditions.
The influence of self-heating on the thermal noise is examined by activating and deactivating
the self-heating thermal model and comparing the results. It is observed that self-heating
effects increase the noise significantly especially for short channel devices. The influence is
observable even in medium bias conditions, which demonstrates that considering self-heating
effects and the temperature values of each device during the design is necessary in order to
estimate correct noise levels and tune the parameters properly.
This chapter is organized as follows. In Section 4.2, the theory of thermal noise in MOSFET
devices is given in addition to different short channel thermal noise models proposed by
different authors. At the end of this section, thermal noise current and input referred thermal
noise voltage performance of FDSOI MOSFET devices are compared for the cases where self-
heating effects are taken into account and ignored. In Section 4.3 the influence self-heating
effects on the flicker noise performance of FDSOI devices are investigated with the theory and
numerical examples. Finally, in Section 4.4, the summary of the work and the conclusions are
provided.
4.2 Thermal Noise
One of the main sources of noise in MOSFET devices is the thermal noise. It covers the entire
spectrum and it has a flat power density for all frequencies. For this reason, it is also referred as
white noise. The source of thermal noise is the thermal agitation of the charge carriers inside a
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conductor at equilibrium. Hence, it has a linear dependency on the temperature.
4.2.1 Theoretical Background and Related Work
The power spectral density of the thermal noise current in the channel of a MOSFET device is
given by [114]
S Int = 4kTγgd0 (4.1)
where k is the Boltzmann constant, T is the absolute temperature, gd0 is the zero-bias drain
conductance of the MOSFET device (i.e. the drain conductance of the device when VDS = 0 V
is applied) and γ is the excess noise coefficient. For long channel devices in strong inversion, γ
gradually decreases from 1 to 2/3 while moving from linear region to saturation and it becomes
equal to 2/3 in saturation. However, for devices with a short channel, the value of γ tends to
be larger due do various factors. Channel length modulation is one of the effects that increase
γ for short channel devices. Increasing VDS creates a pinch-off region on the drain end and
decreases the effective length of the device where the inversion layer charge is present in the
channel. This increases the thermal noise current as the device moves deeper into saturation
[37]. Velocity saturation is another factor that affect the charge density and consequently the
thermal noise current of the device. In [115, 116, 117], the authors included velocity saturation
in the derivation of the thermal noise current and observations made on an increasing trend
of γ under smaller channel lengths and higher velocity saturation.
Most of the authors explain the large γ by hot electron effect [115, 117, 118, 119]. This effect
is mainly observed in short channels under large VDS voltage. Large lateral electric field in
the channel creates hot electrons, which have higher temperature (i.e. larger average kinetic
energy) than the lattice. In this case, the average temperature of these hot electrons has to be








where Te is the hot electron temperature, TL is the lattice temperature, Ec is the critical
electric field and E is the lateral electric field in the channel with n = 2, 1, or 0. While n = 0
corresponds to no hot carriers case, n = 2 gives the other extreme. In [117], (4.2) is modified





where δ is used as a fitting parameter to adjust the simulations to
the measurement. With the hot carrier model, the higher temperature electrons show more
random fluctuations and this can be modelled by providing a larger γ in (4.1).
Another explanation of larger γ under very large VDS is the avalanche multiplication [118, 121].
When VDS is larger than the band-gap voltage, high energy carriers are scattered by valence
band electrons and additional electron-hole pairs are created. The thermal fluctuations of
these additional carriers contribute to the overall noise and this increases γ.
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The listed modifications on the thermal noise current provide good approximations for the
short channel devices; however, they don’t account for the self-heating of individual devices
for a large range of bias conditions or they assume the increase in γ due to self-heating is
already included in the model by fitting between measurements and simulations. To obtain
more realistic values for the thermal noise current power spectral density under different bias
conditions, one has to estimate the individual temperature of a device accounting its self-
heating effects. Most of the current simulators can find solutions under a single temperature
input that is valid for all the devices in the netlist. Consequently, different devices with different
lattice temperatures are assumed to have the same temperature value. This would result in
some errors in the calculation of the thermal noise current and hence in the noise figure
of amplifiers, especially when they are implemented in advanced technologies like FDSOI,
FinFET where the devices are confined inside low thermal conductance materials. As it has
been already mentioned, very large temperature gradients and different temperature values in
short distances can be observed in these technologies, mainly due to low thermal conductance
and high power densities [19, 26, 33, 34]. Therefore, the noise analysis should be performed
simultaneously by considering the self-heating effects.
4.2.2 Thermal Noise Considering Self-Heating
Thermal Noise Current
For observing the effect of self-heating on the thermal noise current, nMOS devices with
different gate lengths are simulated by activating and deactivating the self-heating thermal
model. The gate lengths of the devices are varied from 30 nm to 300 nm. The gate voltage is
kept constant at VGS = 0.6 V and VDS is set as the sweep parameter. All devices are implemented
with 20 fingers and their finger width is adjusted so that their zero bias drain conductance
(gd0) is set approximately equal to 20 mA/V. Like this, all devices have equal thermal noise
current under no power dissipation and no self-heating. Among all devices, the ones with
the gate lengths of 30 nm, 60 nm and 300 nm are studied in more detail to observe the short,
medium and the long channel behaviours. Some of the important parameters of these devices
can be found on Table 4.1.
Figure 4.2a shows the thermal noise current. It can be seen that the behaviour of the device
with the gate length of 300 nm shows a perfect long channel behaviour. The relatively large
thermal noise current in the 0 - 300 mV window is due to linear region operation. The thermal
noise current in saturation region drops to two third of the value that is observed at VDS = 0 V
in linear region. Moreover, it is quite flat in saturation. On the other hand, the behaviour of the
30 nm device is quite far from the long channel behaviour. The increase in the thermal noise
current in the saturation region as VDS increases can be explained with velocity saturation and
hot electrons. In addition to these observations, it can be seen that for the short channel device
(L = 30 nm), thermal noise current shows quite different trends for the cases where self-heating
is activated and deactivated. For low VDS values, the two curves are almost overlapping. On
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Table 4.1 – Parameters for the devices with short, medium and long channels.
Parameter L W Area gm |VDS=1V P |VDS=1V Q|VDS=1V
Unit nm nm µm2 mA/V mW kW/cm2
Short Channel 30 20 × 545 0.33 15.45 4.286 1311
Medium Channel 60 20 × 805 0.97 17.49 3.204 331.7
Long Channel 300 20 × 2515 15.1 18.65 2.732 18.11
0.08 V; 3.17×10-18 A2/Hz 
0.36 V; 2.62×10-18 A2/Hz














30 nm 60 nm 300 nm×10-18
(a)
69.22 K; 4.05×10-18 A2/Hz
29.98 K; 2.82×10-18 A2/Hz
3.46 K; 2.21×10-18
1.41 K; 3.17×10-18 A2/Hz
7.84 K; 2.62×10-18 A2/Hz




















































30 nm 60 nm 300 nm
(d)
Figure 4.2 – Thermal noise current and temperature of 30 nm, 60 nm and 300 nm nMOS devices as VDS
is changed. The continuous curves correspond to the case where self-heating effects are considered
and the dashed curves correspond to the case where they are ignored.
the other hand, as VDS increases, the curves start to split. This is because of the higher power
dissipation under larger VDS and the consequent higher operating temperature due to self-
heating. The same observation can also be made for the long channel device (L = 300 nm);
however, the difference is much less significant than the short channel device. This is not due
to the lower power dissipation of the long channel device compared to the short channel one.
In fact, their power dissipation values are more or less at the same order (Table 4.1); however,
the short channel device has a much smaller area and its resulting power density is much
larger. Therefore, the temperature of the short channel device rises to a much higher value
due to its self-heating and this results in a large thermal noise current.
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Figure 4.3 – Error in thermal noise current (a) with respect to VDS for devices with different gate lengths
from 30 nm to 300 nm and (b) with respect to gate length for VDS = 0.2 V, 0.4 V, 0.6 V, 0.8 V, 1.0 V, 1.2 V.
For VDS = 0 V, there is no error.
The temperature dependence of the thermal noise current can also be observed on Figure 4.2b.
It can be seen that the dependence is quite linear for each device with different gate lengths,
which agrees with (4.1). The temperature rise due to the self-heating of the devices can be
observed on Figure 4.2c. It can be seen that the channel length has a significant effect on the
operating temperature and this results in incorrect estimation of the parameters as the gate
length decreases and power density increases. For observing the amount of error in different
parameters, we use (1.1). The error in thermal noise current can be observed on Figure 4.2d. It
can be seen that for short channel devices, the error reaches to 17% for large VDS bias even for
VGS = 0.6 V. The estimated temperature rise at this point is almost 70 K. These values would
further increase under larger drive voltages that is permitted by the technology (up to 1 V). On
the other hand, the temperature rise and the error in the long channel device is less than 1%,
which is quite negligible.
From a design point of view, one might be interested in the smallest value of the thermal noise
current. It can be seen on Figure 4.2a that the curves look more like a valley especially when the
self-heating effects are considered. In each case, S Int first decreases, reaches its smallest value
and then it starts to increase as VDS increases. The smallest values of S Int , the corresponding
VDS and ∆T values are indicated on Figure 4.2a and Figure 4.2b. The increase on the left side
of the minimum value of S Int is because the channel has more carriers in linear region. On
the other hand, the right side of the minimum value of S Int is due to previously explained
short channel effects and the temperature rise due to self-heating. At the end, the bias point
that provides the smallest S Int is obtained at the border of the linear and the saturation region.
As the gate length decreases, this point moves more into the linear region due to the large
heating. This is due to the rapid self-heating of the device as the drain voltage increases in













Figure 4.4 – Model of the noisy device with a fictitious input referred noise voltage source V 2n,i
Finally, Figure 4.3 shows the amount of error when self-heating is not taken into account. The
error increases linearly with increasing VDS and exponentially with decreasing gate length.
Moreover, the error can go up to 17% under large VDS for 30 nm gate length.
Input Referred Thermal Noise Voltage
In many applications like design of low noise amplifiers, the figure of merit for noise perfor-
mance is the voltage quantity instead of the current since a voltage level is sensed at the output
of the following stage rather than the current. Hence, the performance of blocks are measured
by parameters like input referred noise voltage or noise figure. Therefore, one should consider
the self-heating effects also on the other parameters that influence the input referred thermal
noise voltage. The input referred noise voltage (Figure 4.4) of a device can be expressed as





where gm is the gate-to-drain transconductance of the device. In (4.3), gd0 is not influenced
by self-heating since the parameter is set at the operating point where VDS and the power
dissipation is zero. However, gm has a dependency on the temperature; therefore, it will
be influenced by self-heating. Changing the temperature modifies gm mainly due to the
temperature dependency of two other parameters that are the threshold voltage (VT ) [122, 123]
and the mobility (µ) [37, 124]. Since gm is the first derivative of the drain current ID , we can
analyse its temperature dependence by observing the VG -ID curves for different temperatures.
Figure 4.5 shows how ID and gm changes with respect to VG for the short channel device
reported on Table 4.1. The drain voltage is set to 1 V. On Figure 4.5a and Figure 4.5b, three
different cases can be observed. The blue curves correspond to the case where self-heating
effects are ignored and the temperature of the device is set to 300 K. The black curves are
obtained when the self-heating model is activated. The corresponding temperature rise due
to self-heating can be observed on Figure 4.5c. It can be seen that the temperature is roughly
150 K larger than the room temperature at full drive. Finally, the red curves correspond to the
case where the self-heating effects are deactivated and the temperature of the device is set to
the maximum temperature observed by activating the self-heating effects. On Figure 4.5a, it
can be seen that the device for the hot case turns on before the room and the self-heating case.
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Figure 4.5 – (a) drain current, (b) transconductance, (c) temperature rise due to self-heating, (d) the
calculation error in drain current and transconductance when self-heating effects are not considered.
This is because at higher temperatures, VT decreases. For the room and the self-heating case,
the devices turn on with the same VG bias. With a smaller VT , the device turns on at a lower VG .
For the self-heating case, the temperature is still not so large around VG ≈VT since the device
is not capable of heating itself in moderate inversion. Therefore, for lower VG , the room and
the self-heating curves overlap since the operating temperatures are not so different, which
can be observed on Figure 4.5c. For the transconductance, the situation is the same where
gm of the hot device is larger than the other two. On the other hand, at larger temperatures
mobility is smaller. Therefore, once the device turns on and enters in strong inversion, the
rate of change of ID is lower at larger temperatures. This can be seen on Figure 4.5a where ID
increases more rapidly in room case compared to the hot and the self-heating case. For the
self-heating case, the behaviour at lower VG is similar to the room temperature. However, at
larger VG levels, the device heats itself up more and the curve splits from the blue curve and
converges to the red curve. Because of this, in reality (i.e. in self-heating case) gm decreases
with increasing VG , hence the increasing temperature. Considering these two opposite trends,
with the increasing temperature, gm would be larger for lower VG values and it starts to be
smaller for higher VG , which can be observed on Figure 4.5b. Since the temperature increase
due to device self-heating is more prominent for large VG (strong inversion and saturation) and
the devices are mostly biased in strong inversion for high speed, we focus more on the region
where self-heating decreases the transconductance. Consequently, input referred thermal
noise voltage increases according to (4.3) which worsens the noise figure of an amplifier.
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0.73 V; 1.53×10-22 V2/Hz
0.90 V; 0.89×10-22 V2/Hz
































30 nm 60 nm 300 nm
(b)
Figure 4.6 – (a) input referred thermal noise voltage and (b) its calculation error when self-heating
effects are ignored. The devices are biased with VG = 0.6 V.
Figure 4.6a shows the input referred thermal noise voltage of the devices with different channel
lengths for the two cases where self-heating thermal model is active and inactive. We can
make three conclusions by observing these plots. Firstly, the input referred thermal noise
voltage increases as the gate length is decreased, even without considering self-heating ef-
fects. This is because the transconductance decreases with decreasing channel length due
velocity saturation although each device has the same gd0. Furthermore, the thermal noise
current increases as the gate length decreases due to hot electrons and velocity saturation.
When we consider the self-heating effects, we see that the augmentation in the input referred
thermal noise voltage is even larger with the decreased channel length. This is because the
thermal noise current is further increased due to the larger temperature of the device and the
transconductance is further decreased due to lower mobility. Secondly, the two cases, where
the self-heating effects are considered and ignored, result in different input referred thermal
noise voltage characteristics. The difference between two cases become more observable as
the gate length is decreased and VDS is increased. For large VDS values on the 30 nm device, the
error can reach up to 35% under VG = 0.6 V. The error would further increase as the gate voltage
is increased, which is permitted by the technology until 1 V. When compared to thermal noise
current, the error in input referred thermal noise voltage is twice larger (comparing Figure 4.6b
and Figure 4.2d). This arises from the drop in gm with self-heating. Our last observation is that
the input referred noise voltage continuously decreases as VDS increases when self-heating
effects are ignored. However, in case of self-heating, it decreases in the beginning, then starts
to increase as VDS increases. Therefore, there is a point where input referred noise voltage is
smallest, even for the long channel device. For obtaining the best noise figure, one should con-
sider biasing the device at this point. However, ignoring the self-heating effects might result in
miscalculation of the optimum bias point. It can be observed that this point shifts to left as
the gate length decreases and the curvature of the curve increases, which limits the biasing
of the device into a smaller region. Hence, to have the lowest possible input referred noise
voltage, shorter channel devices should be biased closer to the linear region by preventing
the undesired effects like excessive self-heating, hot electrons, high velocity saturation and
avalanche multiplication as much as possible.
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4.3 Flicker Noise
Flicker noise is the dominant noise of source MOSFET devices at low frequencies. Flicker noise
is also referred as 1/f noise, since it is almost inversely proportional to the frequency.
4.3.1 Theoretical Background and Related Work
Regarding the main source of flicker noise, there are different theories and observations
over the decades. In fact, the shape and power of the noise has a strong dependency on the
fabrication technology. Yet, there is still no single certain explanation for the phenomenon.
The three widely approved theories are carrier density fluctuations theory [125] proposed by
A. L. McWorther, mobility fluctuations theory [126] proposed by F. N. Hooge and the unified
theory, which claims that the first two theories are both involved at the same time.
According to the theory of carrier density fluctuations, the carriers are randomly trapped and
released by the traps located at the Si-SiO2 interface [127]. This results in random fluctuations
in the number of carriers. As a result of this, the channel current is modulated at random
instants in time. The traps might be also located inside the oxide. The deeper the traps find
themselves inside the oxide, the less likely an event of capturing a carrier becomes, which
means that the deeper traps have larger average times (τ) between the captures and releases
[128]. For a long channel device, by assuming a sufficiently large number of traps with a
uniform distribution of τ, one gets a power spectral density which is proportional to 1/ f .
However, in many cases the trap distribution is not uniform and the behaviour is not exactly
in the form of 1/ f . According to the carrier fluctuations, the power spectral density of the gate
referred flicker noise voltage is expressed as [129]






where 0.7≤ γ≤ 1.2 depending on the trap distribution and C ′ox is the gate oxide capacitance
per unit area. The resulting power spectral density of the drain current due to flicker noise is






According to carrier fluctuations theory, flicker noise is independent of gate and drain voltages,
which can be seen by observing (4.4) and (4.5). This will not be the case in mobility fluctuations
theory.
Mobility fluctuations theory claims that flicker noise is in fact a bulk phenomenon arising from








































30 nm 60 nm 300 nm×10-16
(b)
Figure 4.7 – (a) Flicker noise voltage normalized with respect to effective device area and (b) further
normalized with respect to overdrive voltage.
input referred flicker noise voltage can be written as








where α1 is a dimensionless flicker noise parameter constant, q is the elementary charge, µ1/ f
is the effective 1/ f noise mobility and µeff is the effective mobility [130]. It can be seen that
contrary to carrier density fluctuations theory, the noise voltage is a function of the overdrive
voltage VOV = VGS −VT .
Finally, according to the unified theory, the flicker noise is arising from both carrier density
fluctuations and mobility fluctuations [131, 132]. The random capture and release of the
carriers affect the mobility in the channel due to Coulomb scattering and the power spectral
density of the input referred noise voltage is expressed as [37]






where K (VGS) depends on VGS similar to (4.6) but not a direct linear function of VGS −VT .
This model is widely used in many design kits and it provides good approximation with the
experimental data.
On Figure 4.7a, flicker noise of the devices from Table 4.1 can be observed with respect the
overdrive voltage. To be able to observe the curves of each device and to perform a fair
comparison, flicker noise is normalized to the device area as
S′V n f =W L SV n f . (4.8)
It can be seen that in weak inversion flicker noise is relatively constant. In strong inversion,
flicker noise increases with the overdrive voltage; however, it is not perfectly linear. Therefore,
the behaviour of the devices in the used 28 nm FDSOI technology is better approximated by
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(4.7). To observe the influence of the overdrive voltage, the result of (4.8) is further normalized
with respect to the overdrive voltage by




It can be seen on Figure 4.7b that the normalized flicker noise voltage is quite constant in
strong inversion for the devices with different sizes.
Contrary to thermal noise, we do not see a direct effect of temperature on the flicker noise.
Although not so many, there are couple of publications in the literature where the temperature
dependence of flicker noise is reported. In fact, depending on the technology and the operating
point, both positive and negative correlation is observed by different authors. In [133], it was
shown that the drain voltage noise spectrum increases linearly with the temperature. This
correlation is attributed to the energy dependent trap density. In [134] on the other hand, it
was shown that the trap density increases with decreasing temperature. While this dependency
is quite strong for the transistors of LOCOS technology, it is weak for the classical devices. In
[135], measurements are performed on different devices with different gate lengths. It was
observed that the flicker noise of the devices which show characteristics of carrier density
fluctuations theory decrease with temperature. On the other hand, for the devices where the
mobility fluctuations are dominant, an increasing flicker noise with respect to temperature is
observed. In [136], it is shown that the slope of the spectra (γ) increases from 0.84 to 1.09 as
the temperature is decreased from room temperature down to 30 K. In [137], it is also shown
that γ has a similar temperature dependence for the temperature values lower than the room
temperature and it increases as the temperature exceeds 350 K.
4.3.2 Flicker Noise Considering Self-Heating
For observing the effects of self-heating, the flicker noise of the devices that are reported
on Table 4.1 is analysed. The same experiment of the thermal noise section is performed,
where the gate voltage is kept constant and the drain voltage is swept. According to (4.7),
the parameter with the strongest temperature dependence is the threshold voltage, which
decreases with temperature. Consequently, one expects to observe a larger flicker noise voltage
if the temperature increases. The flicker noise voltage can be observed on Figure 4.8a. It can
be seen that the flicker noise voltage of the long channel device gradually decreases in linear
region and is quite flat in saturation. The reason of gradual decrease is because as the device
moves in saturation, the traps in the drain end of the device influence the device less due to
fewer charges [37]. Once the device is in saturation, the charge distribution in the channel
does not significantly change with drain voltage. Consequently, we observe a flat flicker noise
voltage for any VDS larger than 0.3 V in the long channel device. The situation is slightly
different in short channel devices. For the 30 nm device, an increase in the flicker noise can be
observed as VDS increases in saturation. This is due to drain induced barrier lowering (DIBL).
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(b)
Figure 4.8 – (a) flicker noise voltage at the gate at 20 MHz according to (4.8) and (b) its calculation error
when self-heating effects are ignored. The devices are biased with VG = 0.6 V.
due to the lowered barrier induced by the large potential of the drain. This effect becomes
stronger as the gate length gets smaller. Consequently, the flicker noise voltage becomes larger
with increasing the drain voltage in devices that have a small gate length. With the self-heating
effects, flicker noise voltage is larger especially at large VDS due to the larger temperature of
the device. Naturally, it is even larger for the short channel devices due to their larger heat
density and the calculation error reaches up to 25% under VDS = 0.6 V.
4.4 Conclusion
The thermal and flicker noise performance of MOSFET devices in 28nm FDSOI technology
is examined by considering their self-heating effects with a compact self-heating thermal
model. It is shown that the thermal noise current (S Int ) of short channel devices increases
significantly with self-heating of the device. For medium VGS drive, the increase can be around
17%. In addition to this, the input referred thermal noise voltage (SV n,i ) also increases due
to self-heating. Besides, the increase in SV n,i , which can go up to 35% at medium VGS bias,
is even more prominent than S Int mainly due to the drop in gm at larger temperature values




5 Self-Heating Aware Design of LNAs
with Short Channel Devices
In Chapter 4, it is shown that the self-heating effects increase the thermal noise significantly
in FDSOI, especially in short channel devices. This situation would decrease the SNR and
resolution of noise critical blocks. Low noise amplifiers are examples of such blocks where
the most critical performance parameter is the noise figure. Consequently, excluding the
self-heating effects in the design of LNAs in advanced technologies would cause incorrect
results. In this chapter, we show the significance of considering the self-heating effects and
the amount of deviation in the noise figure of LNAs.
The chapter starts with the details of the integrated inductor design in Section 5.1 which
is followed by the self-heating aware design of common gate cascode LNAs in Section 5.2.
In Section 5.3 the measured noise figure values along with some of the other measurement
results are provided. The chapters ends with the conclusion in Section 5.4
5.1 Integrated Inductor Design
The design of a proper integrated inductor is quite critical for having the desired performance
of LNA. Ideally, the impedance of an inductor is purely reactive and it linearly increases with
frequency and its self-inductance:
ZLi = jωL (5.1)
(5.1) is the desired behaviour of integrated inductors. With this behaviour, it would be possible
to design an LNA that can operate at any frequency or in a very wide frequency band. However,
in reality integrated inductors have some resistance due to various loss mechanisms and
contain some parasitic capacitance. These undesired effects are illustrated on Figure 5.1 and
summarized in the following section.
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Figure 5.1 – Loss mechanisms of an integrated inductor.
5.1.1 Undesired Effects
Parasitic Capacitances
Bottom Plate Capacitance: Due to the parallel plate and the fringing fields between the
winding and the closest conductive layer under the winding (which is the substrate on Figure
5.1), any integrated inductor contains a certain amount of bottom plate capacitance (Cbp
on Figure 5.1). To decrease this capacitance, the width of the winding can be decreased and
higher metal layers can be preferred for increasing the distance between the bottom plate.
However, the former brings a trade-off in increased series metal resistance and the designer is
limited by the number of available metal interconnect layers in the latter solution.
Inter-Winding Capacitance: Due to the parallel plate and the fringing field capacitances
between the neighbouring winding metals, an integrated inductor with more than one turn
contains a certain amount of inter-winding capacitance (Ci w on Figure 5.1). To decrease this
capacitance, the spacing between the turns can be increased. However, this brings a trade-off
where inductor area increases and inductance value decreases.
Loss Mechanisms
Winding Metal Resistance: The winding of integrated inductors are implemented with the
existing interconnect metal layers. Due to the non-zero resistance of the interconnect metals
(Rs on Figure 5.1), the inductor winding contains a certain amount of resistance which can
be represented as a resistor in series with the inductor. Due to this series resistance, the
inductor shows a non-zero voltage drop which can limit the voltage headroom and create
mismatch for the topologies where one of the current mirror devices are degenerated with
and inductor. However, the lowest value of this inductor is limited by the sheet resistance of a
certain technology node. Using thicker metals can decrease the value of this series resistance.
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Skin Effect: At higher frequencies, the electrons start to drift closer to the surface of the
inductor. Consequently, the effective electron transport area decreases as the frequency
increases, which in return increases the series resistance. For this reason, increasing the width
of the winding (N) does not bring any benefit at higher frequencies and it should be set to its
minimum by considering the skin effect.
Capacitive Coupling to the Bottom Plate: Due to the non-zero capacitance between the
inductor and the bottom plate, Cbp , the voltage fluctuations on the inductor are coupled to
the bottom plate of the inductor. Since the bottom plate resistance is neither zero nor infinity,
the voltage fluctuations on the lower terminal of Cbp create a current flow in the bottom plate,
which is represented by IC on Figure 5.1. This undesired effect is pronounced more as the
operating frequency increases.
Magnetic Coupling to the Bottom Plate: The changing amplitude and direction of the mag-
netic field created by the inductor creates an electromotive force on the bottom plate carriers.
The finite resistance of the bottom plate results in eddy current, hence power dissipation and
loss. Having a higher resistance bottom plate (which is the substrate) can decrease this effect.
5.1.2 Lumped Model of an Integrated Inductor
The integrated inductor structure on Figure 5.1 is a complex 3D distributed system composed
of different resistive and capacitive components that were previously explained. For most real-
istic simulation results, one can use a field simulator that uses finite-element analysis methods.
Although providing quite precise predictions for the electrical behaviour of a structure, these
type of simulations are computationally expensive and take considerable time. Moreover,
the generated models are not so explicit and they do not provide a simple insight about the
behaviour. For this, a simple lumped model that gives acceptable results for a wide frequency
range would be necessary and handy during the initial design steps. For creating such a model,
it would be necessary to analyse each types of parasitic capacitance and loss mechanism
separately and assign their overall effect to a lumped circuit element, if it is possible.
In our analysis, we will assume that one of the inductor terminals is connected to the AC
ground so that the extracted lumped model is further simplified. We can make this assumption
since each inductor in the LNAs analysed in this work have one of the terminals connected
either to ground or to the supply.
Firstly, the inductance of an arbitrary structure, such as the one on Figure 5.1, can be found by
applying Ampere’s Law. The extracted inductance would give the simplest ideal model (Figure
5.2a) the impedance of which is modelled by (5.1). As it is stated previously, this model does
not contain any parasitic effect. For this reason, we add the lumped parasitics to this inductor.
Figure 5.1 shows that one of the terminals of the bottom plate capacitance is shorted to bottom
conductive layer. This layer is always connected to the ground; therefore, the bottom plate
capacitance can be modelled as a capacitor connected parallel to the inductor. It can be
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Figure 5.2 – Simple lumped models of an integrated inductor for different cases: (a) ideal, (b) first order
lumped model where only the winding series resistance is taken into account, (c) more detailed model
where other high frequency losses are considered.
shown that the inter-winding capacitance can also be modelled as a parallel capacitor [139].
Consequently, all the parasitic capacitors can be modelled as lumped parallel capacitor, which
is shown on Figure 5.2b as C . As it is previously explained, the resistivity of the winding metal
brings a series resistance to the inductor. By adding this series resistor, RS , we can get a first
order approximation for an integrated inductor shown on Figure 5.2b.
The first order model on Figure 5.2b provides a perfect estimation of the integrated inductor
behaviour for lower frequencies because the rest of the losses start to manifest themselves
after a certain frequency. Therefore, the model of Figure 5.2b is quite fundamental because it
provides the ultimate performance that an integrated inductor can possess. In other words, an
integrated inductor that has a parasitic capacitance of C and a series resistance of RS cannot
provide a closer behaviour to ideal than the one on Figure 5.2b at any frequency. Yet, C and
RS can be tuned properly for a more ideal behaviour at the resonance frequency ω0. For
this reason, one would target to converge to the behaviour of the first order model, while
considering the high frequency losses and using a more detailed model of Figure 5.2c, which
will be explained shortly.
Before providing the model of Figure 5.2c, let us analyse the first order circuit on Figure 5.2b







where the subscript S in QS denotes that the loss in the quality factor is due to the series
resistance RS .
The first order model can be represented by a parallel RLC tank (Figure 5.3) at the resonance
frequency, ω0, by performing impedance transformations for L and RS . By using the quality
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Figure 5.3 – Parallel RLC representations of the models on (a) Figure 5.2b and (b) Figure 5.2c













The self-resonance frequency of the integrated inductor can be easily found by using the



























The magnitude ZL1( jω) for the first order model is plotted for different RS values on Figure
5.4a. It can be seen that the behaviour of the inductor impedance looks like a bell shape and it
naturally becomes purely real and converges to RP at ω0. For RS = 0, both QS and RP goes to
infinity, which can be also seen on Figure 5.4b. From a design point of view, it is desired to
have the value of RP = ZL1( jω0) as large as possible. For instance, for load inductors, with a
larger RP the load resistance and the gain of the LNA can be controlled better. Similarly, for the
source degeneration inductors, the input can be set equal to the characteristic impedance of
the transmission line with a higher accuracy for a larger frequency band in order to decrease
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Figure 5.4 – Behaviours of |ZL1|, RP and QS with respect to the inductor series resistance RS for f0 = 10
GHz, L = 5 nH and C = 50.7 fF.
the reflections at the input. Therefore, RS should be as low as possible so that the quality factor
and the parallel resistance is higher. Nevertheless, even if RS vanishes, due to skin effect at
high frequencies, capacitive and magnetic coupling to the bottom plate, an additional parallel
resistance effect is observed in the vicinity of the resonance frequency. For this, the model
shown on Figure 5.2c is essential.
It can be seen that all of the loss mechanisms other than winding metal resistance is included
in a single parallel resistance RHF . However, such a simple model is questionable since the
loss mechanisms arise in a complex 3D distributed system and they have strong dependency
on both geometry and frequency. For example, very simply, the skin effect increases the value
of RS as the frequency increases, which means that it can be modelled better by having a
frequency dependent RS rather than a parallel resistor [140]. However, such a sophisticated
model is more essential for a parametric inductor (such as a parametric cell in a design kit)
where a large range of inductor geometry and frequency band is needed to be covered. In our
case, we are more interested in the impedance behaviour of a fixed geometry inductor around
the resonance frequency. A simple parallel resistor RHF would give a quite close behaviour
to the real integrated inductor since it can cover all high frequency losses in the vicinity of
ω0. For lower frequencies, it would be negligible due to the low impedance of L. Similarly, for
higher frequencies, the same situation is observed due to the low impedance of C . The validity
of this model will be further investigated in Section 5.1.3.





∣∣∣∣∣∣∣∣RHF = ZL1( jω) ∣∣∣∣RHF . (5.7)
From (5.7) and Figure 5.2c, it can be seen that the effect of RHF is a decrease in the impedance
at any frequency since it creates a parallel conductance path. Therefore, the parallel equivalent
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Figure 5.5 – Behaviours of |ZL |, RLP and QL with respect to parallel high frequency resistance RHF for
f0 = 10 GHz, L = 5 nH, RS = 10Ω and C = 50.7 fF.
resistance at ω0, let us call RLP also decreases according to
RLP = ZL( jω0)= RP ||RHF = RP RHF
RP +RHF
. (5.8)








(5.8) and (5.9) can be observed on Figure 5.5b. It can been that RLP saturates to RP as RHF
increases; which means that the maximum parallel equivalent resistance, RLP , that can be
obtained is limited by the series resistance, RS . Consequently, one needs to have a sufficiently
large RHF , meaning that the high frequency losses of an integrated inductor should be as low
as possible, at least not significant compared to the losses due to RS . For examining the quality
of an integrated inductor in this regard, we can define a figure of merit parameter, P, which
shows the performance of an integrated inductor under the influence of high frequency losses.











(5.10) indicates that the contribution of the high frequency losses are not as significant as P
approaches to one. On the other hand, as the high frequency losses become more prominent,
P goes down to zero. While examining the performance of an integrated inductor with respect
to P, one needs to be careful and compare two inductors that have the same resonance
frequency since for different resonance frequencies, the influence of high frequency losses
would be different.
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5.1.3 Parametric Cell (pCell) for Integrated Inductors
Drawing the layout of an integrated inductor that provides the DRC criteria is a very time
consuming task although the spiral looks like a simple metal routing. The reasons can be sorted
as the filling metals for minimum density rules, the shielding grid for decreasing the magnetic
coupling losses, parallel vias between the windings, multi-stacked structures implemented
with different metal layers, symmetric corners of an octagonal winding etc. Moreover, as it has
been already indicated, simulating the layout of an inductor is computationally heavy and
takes quite a lot of time. Therefore, most of the design kit providers provide a parametric cell
(pCell) for different types of inductors which are already optimized according to the technology
parameters. However, in some cases, even the provided inductor pCells might not provide the
desired performance in a design. At this point, one needs to design and optimize a custom
designed inductor.
In our case, the area of the implemented LNAs were quite restricted and the inductor pCells
provided by the design kit supplier were found to be quite large. Therefore, we were obliged to
design an in-house inductor by the following steps:
• Drawing the layout of the inductor
• Performing a finite element RF simulation for obtaining s-parameters
• Generating a circuit model for circuit level simulations
• Performing circuit level simulations
• Extracting the parameters for fitting to the model on Figure 5.2c
To get the best performance, firstly, combinations of different geometrics (square, octagonal,
stacked, with/out shield, symmetric etc.) were simulated and characterized. The best per-
formance was obtained by having either a two level stacked or a symmetric geometry with a
shielding at the bottom plate (Figure 5.6). After this point two different pCells were created for
these two geometries by writing scripts using Cadence SKILL so that a specific geometry can
be tuned for the desired design specifications like area, ω0, minimum RLP , minimum QL etc.
The adjustable parameters of the designed pCells are summarized on Table 5.8.
For the two-stack inductor, a thick top metal layer (LB) is used for the top winding. For the
bottom winding, two metal layers (IA and IB) connected with a continuous via (XA) are used.
Since the thickness of LB, 2.25 µm, is more than two times larger than the thickness of IA and
IB, 0.88 µm, two parallel metal layers are necessary to have similar resistance both for the
top and the bottom windings. Nevertheless, the resistance of the top winding is still larger
than the resistance of the bottom winding. This means that the inductor is asymmetric with
respect to its terminals. As a result of this, the terminal connected to the bottom winding
would give a lower quality factor due to larger RC time constant [141]. For this, it is preferred
to connect the bottom terminal to an AC ground. For having a better electrical symmetry, the
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Figure 5.6 – Layout screen-shots and cross-section views of the (a) two-stacked and (b) symmetric
inductor pCells synthesized in 28 nm FDSOI technology.
symmetric geometry can be used, which is shown on Figure 5.6b. In this implementation, the
three highest metal layers (LB, IB, IA) and the continuous vias (VV, XA) in between them are
used for implementing a single winding. Like this, the series resistance is decreased compared
to the two-stack implementation. However, the inductance of the symmetric implementation
is lower than the two-stack one due to the smaller number of turns.
With the pCells of two different geometries, the validity of the lumped circuit model on Figure
5.2c was tested by synthesizing and simulating symmetric and two-stack inductors. The
default parameters shown on Table 5.1 were used except for the two-stack inductor’s winding
which is set to eight. The s-parameters of the synthesized inductor layouts were generated
with Momentum tool of Keysight Technologies. By simulating the generated circuit models of
the RF simulator, the main parameters of the lumped circuit, L, C , RS , and RHF were extracted.
The behaviours of the two models, which are RF simulation and lumped, are compared on
Figure 5.7. The parameters of the two inductors are summarized on Table 5.2.
It can be seen that the two curves, which are the impedance of the integrated inductors
obtained by RF simulations and the impedance of the model of Figure 5.2c, match quite
well. The error between these two curves can be seen on the bottom graphs of Figure 5.7.
Especially at the resonance frequency, there is almost no error. For the higher and lower
frequencies the error is less than 10% and it increases as the frequency increases because
RHF is a frequency independent resistor. Its value is set according to the amount of loss at f0
and the losses increase with the frequency. This can also be seen from Figure 5.7b where the
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Table 5.1 – Adjustable parameters and their explanations of the designed inductor pCells that are shown
on Figure 5.8. Important note: all dimensions are shrinked by 0.9 in fabrication.
Param. Default Explanation
N 4 number of windings
R 200 µm outer radius of the inductor
W 5 µm width of the winding
S 5 µm spacing between two neighbour windings
ST 20 µm spacing between the P and N terminals
Psh 5 µm distance between the centres of two neighbouring shield met-
als (i.e. shield pitch)
Wsh 3 µm width of the shield metal
Esh 11 µm extension of the shield from the edge of the outermost wind-
ing
Lfill 0.88 µm edge length of the square shaped fill metals
Pfill 0.45 µm empty distance between the centres of two neighbouring fill
metals (i.e. fill pitch)
Wfo 5 µm width of the outer fill region
Dfo 10 µm empty distance between the outer fill region and the outer
edge of the outermost winding
Dfi 5 µm empty distance between the inner fill region and the inner
edge of the innermost winding
Table 5.2 – Extracted lumped circuit parameters of the two-stack and symmetric integrated inductors.
Parameter Two-stack Symmetric
f0 3.69 GHz 8.79 GHz
L 13.2 nH 3.39 nH
C 141 fF 96.8 fF
RS 10.4Ω 2.54Ω
RHF 8.26 kΩ 1.60 kΩ
QL 14.1 7.68
P 0.48 0.10
impedance of the RF simulation model is smaller than the lumped one. However, this error is
not critical for the analysis of LNAs since the gain is significantly low at those frequencies. The
resonance frequency of the two-stack inductor is lower than the one of the symmetric one.
This is because of the large inductance of the two-stack inductor due to its larger number of
turns. The quality factor and P of the two-stack inductor is larger than the symmetric one. This
can be explained by the lower resonance frequency and the resulting lower high frequency
losses of the two-stack inductor compared to the symmetric one when both have the same
area. Therefore, for lower frequencies, two-stack inductor is a better candidate. Finally, the
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Figure 5.7 – Comparison of the behaviours of the RF simulation results and lumped model of (a) a
two-stack and (b) a symmetric integrated inductor.
series resistance, RS , of the symmetric inductor is smaller than the one of the two-stack one.
Therefore, it can be preferred in the applications where voltage drop on the inductor is critical.
However, this might bring an area trade-off.
Patterned Ground Shield
One possible way to decrease the losses due to the capacitive coupling to the substrate is
to implement a highly conductive metal shielding between the substrate and the inductor.
However, having a continuous highly conductive plane just below the inductor would create a
low resistance path for the eddy currents and the shield would behave like a second inductor
in the presence of a magnetic field created by the inductor. In this case, the inductor losses
would increase significantly especially due to the magnetic coupling to the bottom plane. For
this reason, it is preferred to implement a patterned shield where the resistance of the eddy
current paths are increased by removing some portions of the shield perpendicular to the eddy
current paths [142] as shown on Figure 5.8. Yet, decreasing the density of the shield would
increase the losses due to higher capacitive coupling to the substrate.
For finding the best shield geometry, two experiments were performed. In the first experiment,
the shield pitch of the inductor was swept from 0.5 µm to 50 µm while shield-width/shield-
pitch ratio was kept constant at Wsh/Psh = 0.6. The results of this experiment can be seen
on Figure 5.9a. It can be seen that the performance of the inductor makes a peak around
a pitch value of 5.5 µm. Further increasing Psh decreases the quality factor abruptly since
having wider shields creates larger areas for eddy currents. On the other hand, by decreasing
the pitch, the distance between two neighbour shield metals also decreases. Like this, the
capacitance between two shield lines becomes larger. Consequently, due to larger capacitive
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Figure 5.8 – Example of the integrated stacked inductor drawing and its adjustable parameters.
coupling between the shield metals, the patterns lose their high resistance function at high
frequencies and the patterned shield behaves more like a continuous metal plane. As a result
of this, magnetic coupling increases and the quality factor drops. Finally, it can be seen that
the quality factor drops quite rapidly by increasing the pitch whereas its behaviour is relatively
flat as the pitch is decreased. Therefore, it might be safe to choose a pitch value that is slightly
smaller than the peak of the curve on Figure 5.9a so that an abrupt drop in the quality factor
due to process variations is prevented.
After finding the optimum shield pitch, which is 5 µm, in the first experiment, a second
experiment was performed where the shield width is swept from 0 µm to 4.5 µm while shield
pitch was kept constant at Psh = 5 µm. In this case, it can be seen that the quality factor
increases as the Wsh/Psh ratio is increased. This is because by having a larger Wsh/Psh, the
overall effect of the shielding increases and capacitive coupling to the substrate becomes less
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Figure 5.9 – Behaviours of the inductor parameters as (a) the shield pitch of the inductor was changed
while shield-width/shield-pitch ratio was kept constant at Wsh/Psh = 0.6, (b) shield width was changed
while shield pitch was kept constant at Psh = 5µm.
effective. However, having Wsh/Psh = 1 creates a continuous shield and this is not desired due
to the reasons that are previously explained.
5.2 Common Gate Cascode LNA
The main noise source of the common gate cascode LNA topology (Figure 5.10) is the M1
device since the noise contribution of the cascode device is insignificant. For this reason, this
topology is quite interesting in terms of observing the self-heating effects on the noise figure
since the heat density and the thermal noise of M1 can be easily modulated by the cascode
bias voltage, VB2, without significantly affecting the other design parameters. Therefore, we
focus on the design of the common gate cascode LNAs by providing a detailed design guideline
while considering the self-heating effects.
5.2.1 Design Parameters
The main design parameters of the common gate cascode amplifier are the input impedance,
output impedance, voltage gain, transconductance and the noise figure. Since most of the
parameters are limited by the matching criteria, the design is not so flexible. The following
explains the details of tuning each parameter and the performance limitations in short and
long channel implementations.
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Figure 5.11 – Small-signal AC model used for finding the impedance seen from the source of a MOSFET
while the drain is connected to an arbitrary impedance.
Load Impedance
In many integrated inductor implementations, the equivalent total parallel resistance of the
load inductor at resonance frequency is too large to obtain the desired load resistance and
voltage gain. Therefore, a parallel resistor is included for decreasing the load impedance
and having a stronger control on the voltage gain. In this case, the load impedance can be
expressed as
ZL( jω)= ZLD ( jω)
∣∣∣∣RD , (5.11)
where ZLD ( jω) is the impedance of the load inductor LD and can be approximated by using
(5.7). At f0, the output impedance is purely real. By using (5.3) and (5.8) it can be expressed as
RL , ZL( jω0)= RLP ||RD = RS
(
1+Q2S
)∣∣∣∣RHF ∣∣∣∣RD . (5.12)
To have a more precise value for the voltage gain, it is always desired to have the first two terms
much larger than RD .
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Input Impedance
At the resonance frequency, the real part of the input impedance of the LNA has to be set
equal to the characteristic impedance of the transmission line, while the imaginary part is
naturally zero. For this, it is necessary to find the expression of the impedance seen from node
Y looking into the source of M1. Let us first find the impedance seen from node X looking
into the source of M2. To find that, we can use the simplified small-signal AC circuit shown on
Figure 5.11 where the drain of the device is connected to an arbitrary impedance.
The impedance seen from the source of the device on Figure 5.11 is equal to
ZS = vS
iS
= ZD + ro
1+ (gm + gmb)ro = ZD + roAv g , (5.13)
where Av g is the intrinsic gain of a device in common gate configuration which is calculated
as





By applying (5.13) on the circuit of Figure 5.10, the impedance seen from node X looking
upwards, ZX ,up , can be written as
ZX ,up ( jω)=
ZLD ( jω)
∣∣∣∣RD + ro2




At resonance frequency, ZLD is equal to RLP , therefore the input impedance becomes purely
real and it is calculated as
RX ,up = RL + ro2
1+ (gm2+ gmb2)ro2 = RL + ro2Av g 2 . (5.16)
For a common gate LNA without a cascode device, the input resistance is equal to RX ,up ,
which is shown by (5.16). For a long channel device, we can assume ro À RL and gmro À 1;
therefore, the input impedance can be approximated by
RX ,up ≈ 1
gm2+ gmb2
. (5.17)
However, for short channel devices, this assumption does not hold. The input resistance
increases as the gate length decreases and it becomes more dependent on RL [139]. For this
reason, the cascode topology is preferred in advanced technologies. However, addition of a
series device brings a trade-off in the voltage headroom.
To find the input impedance, Zi n , of the common gate cascode LNA, (5.16) can be recursively
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used. Hence Zi n is calculated as
Zi n( jω)=
ZX ,up ( jω)+ ro1
1+ (gm1+ gmb1)ro1 = ZLD ( jω)
∣∣∣∣RD + ro2+ [1+ (gm2+ gmb2)ro2]ro1[














1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2] = RL + ro2Av g 1 Av g 2 + ro1Av g 1 . (5.19)
It can be seen that for the cascode case, the load resistance is divided by the multiplication of
the intrinsic gain of two devices. Therefore, for long channel devices the first term in (5.19)
can be ignored and the input resistance can be approximated as
Ri n ≈ 1
gm1+ gmb1
. (5.20)
Nevertheless, in advanced technologies, the effect of the load impedance can be still observed
at the input impedance, especially when devices with shortest channel length are used. For
example, in 28 nm FDSOI technology, the intrinsic gain of a short channel device hardly
exceeds 7-8. Moreover, the output resistance of the same device with a transconductance
of 20 mA/V is around 250 Ω, which is even smaller than RL . For instance, a voltage gain of
20 dB would necessitate an RL value of at least 1 kΩ. In this case, RL and ro2 together would
bring an additional contribution of roughly 20 Ω ≈ (1000 Ω + 250 Ω)/(8 × 8), in addition to
the transconductance of the input device M1, which is the main design parameter of the
input impedance. Using a second cascade can further increase the isolation; however, this is
not possible in advanced technologies due to low voltage supply values. Consequently, it is
necessary to consider the additional undesired contribution arising from RL and ro2, and tune
the parameters accordingly. To characterize how much the input is isolated from the load and
the cascode device (M2), by using (5.19), we define the two undesired contributors of Ri n in as
RRL ,
RL





Av g 1 Av g 2
(5.22)
where RRL represents the contribution of the load resistance RL at the resonance frequency
and Rr o2 represents the contribution of ro2. The last term in (5.19) is the desired contributor
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To examine how isolated the input impedance is, we define input impedance isolation param-
eter, IRi n , as
IRi n ,
Rg m
Rg m +RRL +Rr o2
= Av g 2ro2
Av g 2ro2+ ro2+RL
. (5.24)
It can been that as IRi n approaches to one, the input impedance becomes more isolated from
the load and the cascode device. On the other hand, as it decreases, the input impedance
becomes more dependent on the upper part of the circuit. Therefore, one needs to check
IRi n and target increasing its value as much as possible. One possible way of increasing IRi n
is to use long channel devices. However, this would either limit the maximum frequency of
the system or the bandwidth. Consequently, in some applications, using shortest devices
might be the only solution. However, for devices with very short channel, RRL and Rr o2 are
comparable to Rg m . As a result of this, it might be impossible to have IRi n close to one. At
this point, one needs to further decrease Rg m so that Ri n is still close to the characteristic
impedance. This is only possible by having a larger gm1 compared to the long channel designs.
However, increasing gm would increase the power dissipation of the LNA.
The behaviour of Zi n( jω) in the frequency range of interest can be understood by examining
(5.18). Intuitively, the input impedance makes a peak at f0 due to the contribution of the
frequency dependent impedance of the inductor and stays relatively constant at the other
frequencies. This peak is more observable especially for short channel devices due to their
lower IRi n . To observe this, the input impedance for the three LNAs are plotted on Figure
5.12a.
It can be seen that the input impedance of the LNA with 30 nm devices have strong dependency
on the load impedances. This dependency decreases with increased gate length. For the LNA
with 180 nm devices, the input impedance is quite flat and independent of the frequency. This
situation makes the design of LNAs with small gate length devices more difficult. Table 5.3
shows the values of different contributors at the resonance frequency. For a gate length of 30
nm, 25% of Ri n is reflected either from the load resistance or from ro2. Whereas, for the 180
nm LNA, this value is only less than 2%.
Until now, during the analysis of the input impedance of the common gate cascode LNA we
have only focused on the impedance seen at Y while looking upwards into the source of M1
and ignoring the source inductor LS . As long as the impedance of LS is much greater than
50 Ω, its loading can be ignored. For this, the inductance value of LS should be tuned in
such a way that it resonates with the total equivalent capacitance seen at the input node,
which contains the input pad capacitance, parasitic capacitance of LS , parasitic capacitances
of M1 and the interconnect parasitic capacitance. However, even if the input impedance is
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Figure 5.12 – Total input impedance (dashed lines) and equivalent parallel resistance (continuous lines)
of three different LNAs with different gate lengths 30 nm, 45 nm and 180 nm (a) while looking into the
source of M1 (b) seen from the PCB.
Table 5.3 – Input resistance values of LNAs with different gate lengths and their contributors from
different parts of the circuit at f0.
Gate Length ro1 Ri n RRL Rr o2 Rg m IRi n
30 0.34 kΩ 46.9Ω 7.85Ω 3.65Ω 35.4Ω 0.75
45 0.76 kΩ 47.7Ω 2.27Ω 2.25Ω 43.2Ω 0.90







Figure 5.13 – Tuning the input impedance by considering the off-chip parasitics: wirebonding induc-
tance, Lwb and parasitic capacitance of the PCB, CPC B .
equal to 50 Ω by perfectly tuning LS , it would be transformed to another value due to the
wire-bonding inductance and maybe some capacitive loading of the PCB. The model including
the wire-bonding inductance, Lwb , and the parasitic capacitance of the PCB, CPC B , can be
seen on Figure 5.13. It can be seen that the input impedance is no longer a purely real 50Ω,
but a 50Ω resistor that is in series with the wire-bonding inductance. The series impedance
jωLwb +Ri n can be transformed to a parallel impedance at the resonance frequency. At f0,
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Figure 5.14 – Small-signal AC model used for finding the impedance seen from the drain of a MOSFET
while the source is connected to an arbitrary impedance.


















It can be seen that the resistive part is larger than 50Ω and how large it becomes depends on
the value of the wire-bonding inductance. Obtaining a 50Ω input impedance seen from the
test board can be possible by tuning Ri n to a value less than 50Ω. Figure 5.12b shows what
happens to the behaviour of Figure 5.12a when the parasitics of the PCB are taken into account
and the wire-bonding inductance is assumed to be 1 nH. It can be seen that the resistive part is
around 50Ω, which is around 5-7% less on Figure 5.12a. Finally, the inductive part depends on
the value of L1 and CPC B and their overall effect can be compensated by a parallel impedance
Zcmp .
Output Impedance
According to Figure 5.14, the impedance seen from the drain of a MOSFET when its source is
connected to an arbitrary load is equal to
ZD = vD
iD
= [1+ (gm + gmb)ro]ZS + ro = Av g ZS + ro . (5.27)
Therefore, by using (5.27) recursively, the resistance seen from the output while looking into
the drain of M2 is found as
Rout ,d w =
[
1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2]RS + [1+ (gm2+ gmb2)ro2]ro1+ ro2
= Av g 1 Av g 2RS + Av g 2ro1+ ro2
(5.28)
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Hence, by using (5.11) and (5.28), the output impedance, Zout ( jω), can be calculated as
Zout = ZLD ( jω)
∣∣∣∣RD ∣∣∣∣Rout ,d w (5.29)
At resonance frequency, output impedance becomes purely real. Hence, the output resistance,
Rout is equal to
Rout = RL
∣∣∣∣Rout ,d w (5.30)
For long channel devices, the impedance expression in (5.28) tends to be significantly larger
than RL . Therefore, for long channel devices, Rout can be approximated as
Rout ≈RL (5.31)
In 28nm FDSOI technology, even for very small channel devices, this approximation does not
give bad results. For example Rout ,d w can easily exceed 5RL for 30 nm gate length. Therefore,
the loading of the devices does not influence the output impedance significantly.
Voltage Gain
The AC behaviour of the common gate cascade LNA at the resonance frequency can be
understood by analysing the small-signal AC equivalent circuit shown on Figure 5.15.
The voltage gain, Av , is equal to
vout
vi n
. Hence, by analysing Figure 5.15 Av can be written as
Av =
[
1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2]RL[
1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2]RS + [1+ (gm2+ gmb2)ro2]ro1+ ro2+RL
=
Av g 1 Av g 2RL
Av g 1 Av g 2RS + Av g 2ro1+ ro2+RL
.
(5.32)
When the input impedance is matched to the source impedance, Ri n =RS , we can use (5.19)
and calculate the gain of the common gate cascode LNA as
Av =
[
1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2]RL
2
{[
1+ (gm2+ gmb2)ro2]ro1+ ro2+RL} =
Av g 1 Av g 2RL
2
[




The factor of two in the denominator is because the gain of the input stage is 1/2 due to the
voltage division under perfect matching. (5.33) also shows that the gain of the common gate
cascode amplifier is linearly proportional to the value of the load resistor. In Section 5.1, we
have shown that the maximum value of RL depends on the losses of the load inductor, LD ;
therefore, proper design of the inductor is crucial especially for high frequencies.
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Figure 5.15 – Small-signal AC model of the common gate cascade LNA at f0.
Transconductance






, at f0 as
Gm =
[
1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2][
1+ (gm1+ gmb1)ro1][1+ (gm2+ gmb2)ro2]RS + [1+ (gm2+ gmb2)ro2]ro1+ ro2
=
Av g 1 Av g 2
Av g 1 Av g 2RS + Av g 2ro1+ ro2
.
(5.34)
When the input is matched to the source resistance, (5.34) simplifies to
Gm =
[





1+ (gm2+ gmb2)ro2]ro1} =
Av g 1 Av g 2
RL +2
[
ro2+ Av g 2ro1
]. (5.35)






Note that the transconductance expression is also divided by two due to the voltage division
at the input. Unfortunately, the transconductance does not have flexibility during the design
since it value is determined by the value of the source resistance.
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Figure 5.16 – Small-signal AC model of the common gate cascade LNA at f0 with the independent noise
sources.
Input Referred Noise Voltage and Noise Figure
The small-signal AC model of the common gate cascode LNA with its all critical noise sources
at f0 is shown on Figure 5.16.
The input referred noise voltage, V 2i n or Sv,i n , can be determined by finding the output noise
and dividing it by the square of the voltage gain of the amplifier. Hence, by analysing the
model on Figure 5.16 and using (5.14), (5.32) and (5.34), the input referred noise voltage can
be written as



























In many circuit simulators, only a single temperature value, T , which is the temperature of the
chip, is used for all devices. Therefore, the individual temperature values of M1 and M2 devices
are also set equal to each other and to the rest of the chip. However, as we have already shown,
this assumption would be misleading in FDSOI. Therefore, we define the local temperatures
of the M1 and M2 devices as T1 and T2 respectively, which might be different from the average
temperature of the chip. By using the local temperature values of M1 and M2, (5.37) can be
written in a more compact form as
































5.2. Common Gate Cascode LNA




and Avi is the intrinsic gain of the device, which is expressed as
Avi = gmro . (5.40)
The expression inside the brackets in 5.38 is equal to the equivalent noise resistance. The
equivalent noise resistance of each term would define their contribution to the overall noise
of the amplifier. It can be seen that the main contributor is the source resistance, RS , and the
thermal noise of M1. The noise contribution of M2 is divided by the square of the voltage gain
of M1; therefore, it is quite negligible.
While analysing the noise in an RF system, we are mostly interested in how much noise
an amplifier adds on top of the noise that is present at the input. For examining the noise
contribution of an amplifier, we can use the noise factor, F , and the noise figure, N F . Noise
factor is defined as the ratios of the SNR values of the signals at the output and at the input of
the amplifier.
F = SN Rout
SN Ri n
(5.41)
Noise figure is defined as
N F = 10log(F ) . (5.42)
It can be seen that both F and N F are figure of merits in terms of observing the additional
noise contribution of the system normalized to the noise of the input signal. In our case,
we can simply find the noise factor by dividing the input referred noise voltage by the noise







































It can be seen that the noise factor expression of the common gate cascode LNA is a function
of temperature and might give different values depending on different self-heating conditions.
For long channel devices, we can assume α= 1, γ= 2/3. Moreover, the self-heating effects
would be less significant for long channel devices. Therefore, we can assume T1 = T2 = T . In
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By observing (5.45) one can find the ultimate noise figure performance of a common gate
cascode LNA which would be approximately equal to 10log(5/3) ≈ 2.22dB. Nevertheless, for
short channel devices noise factor is mostly larger than this value mainly due to larger γ.
5.2.2 Optimum Bias Point for Lowest Noise Figure
In this section, the noise performance of the common gate cascode LNA is analysed both by
including and excluding the self-heating effects and the minimum value of the noise figure
is sought by changing different design parameters. Unfortunately, in this topology, most of
the design parameters are set by the main design specifications like characteristic impedance,
gain, power dissipation, frequency band etc. Therefore, there is not a large space of different
design parameters to play with. One possible way of decreasing the noise figure is to use
larger devices as it is shown by (5.45), although this would decrease the maximum operating
frequency and bandwidth. Due to this reason, it can only be done for relatively low frequency
applications. Changing the bias voltage of the cascode device, VB2, can be another option.
By changing VB2 it would be also possible to modify the power dissipation values of M1 and
M2, hence their local temperature and individual degradation in their noise power. Moreover,
by providing a sufficient headroom, it is possible to keep both devices in saturation. For this
reason, the common gate cascode topology is quite interesting to see the self-heating effects
on the noise performance. Another design parameter is the reference current, IREF . Increasing
the reference current might have two outcomes on the noise figure. First, the noise figure might
decrease since transconductance of M1 increases. Second, the noise figure might increase
because larger current results in larger heating. Considering the first statement, changing
IREF is not practically applicable since changing gm would affect the input impedance and it
has to be fixed for input matching. Nevertheless, its outcomes can still be studied to observe
self-heating effects if the matching is not effected significantly. This can be provided by using
velocity saturated devices where gm becomes independent of the drain current. Like this, in
the vicinity of the matching conditions, power consumption of the LNA can be modulated via
IREF .
To observe the effect of the listed parameters on the noise performance, three common gate
cascode LNAs were designed and implemented with different gate lengths of 30 nm, 45 nm
and 180 nm. The 180 nm LNA is used for observing the behaviour where self-heating effects
are quite insignificant due to the large area of its active devices. On the other hand, with the
30 nm LNA it would be possible to observe the self-heating effects at its maximum due to its
small active area. The 45 nm LNA is also implemented as a back-up for the short-channel
case since the design of the 30 nm LNA contains many difficulties especially in terms of
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Table 5.4 – Design parameters of three different common gate cascode LNAs implemented in 28 nm
FDSOI technology.
Implementation L = 30 nm L = 45 nm L = 180 nm Unit
(M0, M1, M2)
IREF 240 240 240 µA
W0 4 × 420 4 × 370 4 × 680 nm
W1 58 × 42 54 × 370 54 × 680 nm
W2 58 × 420 54 × 420 54 × 1000 nm
VT 1 254 283 303 mV
VT 2 265 312 339 mV
gm1 23.5 20.3 19.7 mA/V
setting its input impedance to 50Ω due the previously explained reasons. Having these three
implementations, it is possible to observe the impact of the self-heating effects on short-
channel devices as well as the technology scaling. Some of the design parameters of the
three different implementations are summarized on Table 5.4. The reference current for each
implementation is set to 240 µA and the current amplification is set as 54/4 = 13.5. However,
for the 30 nm implementation, this value is set to 54/8 = 14.5 for having a larger gm for M1
device so that the input impedance can be set to 50 Ω by considering the effect of the load
impedance on Ri n according to (5.10). LD and LS of Figure 5.10 are implemented with custom
designed inductors with the explained design approach of Section 5.1. With proper design,
the center frequency of the LNAs are set to 2 GHz.
To perform proper measurements, a source follower is cascaded to the LNA to provide proper
matching at the output (Chapter 6, Section 6.1.1). To compensate the process variations, a
3-bit cap bank and a fine-tune varactor are connected at the output of LNA so that the center
frequency can be fixed to 2 GHz for each implementation during the measurements.
Effect ofVB2 on Noise Figure
For lower values of VB2, M1 enters into linear region and the transconductance of M1 decreases,
hence the input impedance of the amplifier decreases. Consequently, the input matching
condition is lost and the gain of the amplifier decreases. As a result of this, the noise figure
also increases for lower VB2 values. VB2 can be increased as long as there is enough headroom
under the given power supply voltage. For a range of VB2 values, both devices stay in saturation
region. As VB2 further increases, M2 enters in linear region. In terms of noise performance, it
is not expected to see a significant change in the noise figure when the temperature values of
each device are assumed equal to each other. However, when individual temperature values of
M1 and M2 are considered separately, it can be expected that larger VB2 levels would increase
the power dissipation and local temperature of M1. Consequently, when (5.38) is considered,
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Figure 5.17 – Noise figure under different VB2 levels when the supply voltage is set to 3 V for three
different the common gate cascode LNA implementations with gate lengths of (a) 30 nm, (a) 45 nm, (a)
180 nm. Continuous lines correspond to the case where self-heating effects are included and dashed
lines are for the case where self-heating effects are excluded. (d) the calculation error when self-heating
effects are not included.
it is obvious that the thermal noise of M1 would linearly increase with its temperature and this
would be observed as a larger noise figure.
From the previous explanations, it can be seen that the noise figure of the common gate
cascode LNA should have a lowest value for a specific VB2 and it tends to increase when VB2
moves away from this point in either direction. For finding the VB2 value corresponding to
this minimum, the supply voltage, VDD , is set to 3 V and VB2 is swept.
Figure 5.17 shows how the noise figure of the three LNAs behave as VB2 changes under VDD
= 3 V. The experiments are performed for two cases where self-heating effects are included
and excluded. It can be seen that for each LNA, the noise figure curves are different for the
two different cases. Moreover, noise figure is always larger when self-heating effects are active.
With this, it can be concluded that excluding self-heating effects causes some amount of
calculation error, which can be defined as

























































Figure 5.18 – (a) temperature rise of M1 (continuous) and M2 (dashed) as VB2 changes, (b) noise figure
vs temperature rise of M1.
The error for each case is plotted on Figure 5.17d. It can be seen that as the gate length
decreases, the error increases significantly and it reaches up to 23% for L = 30 nm.
When the noise figure performance of the LNA implementation with 30 nm gate length
is examined, it can be seen that the noise figure is relatively constant for the isothermal
experiment. However, the noise figure rapidly rises with VB2 when self-heating effects are
considered and the temperature of each device is calculated separately. Figure 5.18a, which
shows the individual temperature rise of each device, can help to understand this situation.
It can be seen that the temperature of M1 rises with an increasing rate as VB2 increases and
it goes up to 92 K. Consequently, M1 generates higher amount of noise. Since the noise
figure of the common gate cascode LNA has a strong dependency on the noise generated by
M1 according to (5.38), the noise figure of the LNA also increases. At his point, the actual
noise figure becomes 0.9 dB greater than the isothermal case and this corresponds to a 23%
calculation error. On the other hand, the noise figure has a minimum value of 3.23 dB at VB2 =
0.91 V and it stays quite constant in the vicinity of this point. Therefore, this point should be
used for biasing the amplifier to obtain the lowest noise figure.
For the LNA implementation with 45 nm gate length, similar behaviours are observed. Never-
theless, the difference between the isothermal case and the case where self-heating effects
are considered do not differ as much as they do for the LNA implementation with 30 nm
gate length. In 45 nm gate length case, the bias point that gives the lowest noise figure is VB2
= 1.12 V. This value is roughly 200mV larger than the 30 nm gate length case. This can be
explained by the larger threshold voltage values of the M1 and M2 devices (Table 5.4). The
lowest possible noise figure for L = 45 nm case is 3.47 dB and it is roughly 0.25 dB larger than
30 nm gate length case. Normally, one would expect a decreasing noise figure trend as the
gate length increases. This is because longer channels implementations have smaller γ and
larger α, which is the case in these implementations. This means that the larger noise figure
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(f) VB2 = 1.0 V
Figure 5.19 –∆T profile of the common gate cascode LNA with L = 30 nm for the bulk thermal properties
under different bias conditions provided by VB2 while VDD = 3 V. The observable devices are M2 and
M1 from left to right. The spatial unit is µm.
does not originate from α and γ parameters. The main reason of larger noise figure in 45
nm gate length case compared to the 30 nm case is the lower transconductance of M1. As it
was previously explained, the transconductance of M1 for the 30 nm case is set to a relatively
large value (Table 5.4) as dictated by (5.10) in order to compensate for the influence of the
load impedance on the input impedance. Consequently, the larger transconductance of M1
decreases the noise figure slightly.
For the long channel case, where the LNA is implemented by using devices with 180 nm gate
length, the difference between the isothermal and self-heating case is not as dramatic as the
short channel cases. The maximum temperature under largest VB2 is around 11 K, which is
significantly smaller than the short channel implementations. This can be explained by the
large area of the devices and the resulting low heat generation density. In this case, the lowest
noise figure is obtained under a relatively large VB2, which is 1.65 V. This is because of the
large threshold voltages of long channel devices (Table 5.4). Nevertheless, the minimum noise
figure is found to be the smallest for the long channel example, even smaller than the 30 nm
gate length case whose gm1 is 20% larger. This is primarily because γ is significantly smaller in
the long channel implementation.
Figure 5.18b shows the noise figure dependency on the temperature rise due to the self-heating
of M1. It can be seen that the noise figure linearly increases with the temperature. The linear




















































































































































(f) VB2 = 1.0 V
Figure 5.20 – ∆T profile of the common gate cascode LNA with L = 30 nm for the FDSOI thermal
properties under different bias conditions provided by VB2 while VDD = 3 V. The observable devices are
M2 and M1 from left to right. The spatial unit is µm.
thermal noise of M1. The individual temperature values of M1 and M2 are also examined by
more detailed thermal simulations rather than assuming a single device temperature. Figure
5.19 and Figure 5.20 show the thermal maps for the bulk and FDSOI geometry respectively of
30 nm implementation. It can be seen that the temperature profile is much flatter in bulk than
FDSOI, which means that the same implementations in bulk does not show such dramatic
dependencies on VB2. On the other hand, the temperature values of more detailed thermal
simulations are observed to be larger than the ones shown on Figure 5.18a. This suggest that
the noise figure might rise even more dramatically with VB2 than what is observed on the
simulations and the reliability of self-heating model provided by the design kit provider might
be questionable.
5.3 Measurements
To observe the effect of different self-heating levels resulting from different bias conditions,
the noise figure of LNAs were measured with the N8975A noise figure analyser and N4002A
noise source of Keysight Technologies (Figure 5.21). Different self-heating levels were provided
by
(a) modulating the power dissipation ratios of M1 and M2 through VB2 and
(b) changing the current consumption of LNA through IREF .
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(a) Micrograph (b) RF PCB
(c) Bonded die (d) Measurement set-up
Figure 5.21 – (a) micrograph of the taped-out die where the three LNA implementations are indicated
with the channel length values, (b) RF test board, (c) bonded die and (d) the measurement set-up.
In case (a), the noise figure is expected to decrease until M1 is in saturation, mainly because
the gain of the LNA increases rapidly with increasing VB2. Once M1 is in saturation, the gain





For long channel devices, the power density and the temperature of M1 have weaker depen-
dency on VB2 than the short channel devices due to the device area factor in the denominator
of (5.47). Therefore, for long channel implementations, the noise figure is expected to stay
relatively constant with VB2, whereas it is expected to increase rapidly in short channel devices
due to the rapid increase of the local temperature of the FDSOI device.
In case (b), increasing IREF increases the total power dissipation of the LNA according to
PLN A =N IREF VDD (5.48)
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Figure 5.22 – Screen-shot of the N8975A screen, where the noise figure and gain of the 45 nm LNA can
be seen for the 1 GHz - 3 GHz band.
Table 5.5 – The measured IREF and the applied VB1 values for each experiment. The units of IREF and
VB1 are µA and mV respectively.
LNA→ 180 nm 45 nm 30 nm
Experiment ↓ IREF VB1 IREF VB1 IREF VB1
1 191 580 190 544 194 497
2 225 601 222 565 224 518
3 251 616 247 580 241 523
4 279 632 272 596 271 538
5 308 647 298 611 302 554
6 338 663 326 627 334 570
where N is the current multiplication factor of the current mirror constructed with M0 and M1
devices on Figure 5.10. Consequently, for larger IREF values in short channel implementations,
it is expected to observe a more rapid increase in the noise figure by increasing VB2. Whereas,
one expects to see similar trends under different IREF values for long channel devices since
the temperature of M1 would have a much weaker dependency on the power dissipation.
5.3.1 Results
During the measurements, first, the behaviour of each LNA was observed for a large frequency
band, mainly to see the location of the center frequency (Figure 5.22). For each case, the
center frequency was fine-tuned to 2 GHz by externally changing the capacitor bank and
varactor control signals. After observing the correct behaviour, the gain and noise figure data
points were taken at 2 GHz. The measurement points can be observed on Figure 5.23 to Figure
5.25 for all LNAs. Three different parameters are provided, which are current consumption,
gain and noise figure. Dashed lines show simulation results where the same bias values were
applied. On the upper right corner of the noise figure plot, a zoomed graph can be observed
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(c) Noise Figure
Figure 5.23 – Measurement results of (a) current consumption, (b) gain and (c) noise figure at 2 GHz of
















































































Figure 5.24 – Measurement results of (a) current consumption, (b) gain and (c) noise figure at 2 GHz of
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(c) Noise Figure
Figure 5.25 – Measurement results of (a) current consumption, (b) gain and (c) noise figure at 2 GHz of
the LNA implemented with L = 30 nm.
where the noise figure is plotted in more detail for the linear-saturation transition regime.
Here, the continuous lines correspond a trend-line that is constructed by taking a moving
average of three points. While taking these data points, VB2 is swept from a value where M1
is in linear region up to the maximum allowed voltage level, which is 1 V, of the used 28 nm
FDSOI technology. This was done for six different IREF values by externally changing the bias
voltage of M1 (VB1). The applied VB1 values and the resulting IREF values are summarized on
Table 5.5 for each case.
Figure 5.23c shows that the noise figure of the long channel LNA (L = 180 nm) decreases
continuously. The decrease in the noise figure is quite rapid until VB2 ≈ 800 mV due to linear
region operation of M1. For larger VB2 values, noise figure is relatively flat. Nevertheless, it
does not start to increase by further increasing VB2. This situation shows that the temperature
rise due to the self-heating effects are not large enough to affect the noise figure. Even if the
power dissipation is increased by increasing IREF , no increase in the noise figure is observed
by increasing VB2, thanks to the large device area and low heat density.
The situation is quite different for the short channel implementations (Figure 5.24c and Figure
5.25c). In both 30 nm and 45 nm implementations, the noise figure decreases rapidly until
M1 enters into saturation region. Immediately after the linear-saturation transition, the noise
figure starts to increase due to increasing heat generation and temperature of M1. Moreover,
the slope of the noise figure becomes larger with increasing IREF since the heat generation
and temperature increase more rapidly with VB2 according to (5.48). Another observation can
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be made regarding the fact that the minimum noise figure decreases with increasing IREF .
This is mainly because the transconductance of M1 increases under larger current bias. The
noise figure can be decreased with this approach. The trade-off is the increased headroom,
which can be also understood by observing that the VB2 value corresponding to the minimum
noise gets larger with increasing IREF . In addition, one also needs to be careful by considering
the matching of the input impedance.
5.3.2 Comments
The measurement results clearly show that the noise figure is significantly influenced by
the self-heating effects in FDSOI for small dimension implementations. Excluding the self-
heating effects during simulations results in a very optimistic noise figure estimation and the
measured noise figure can be up to 1 dB larger than the simulated value due to self-heating
effects. Additionally, the obtained bias points are not the optimum to obtain the lowest noise
figure as the noise figure does not continuously decrease with VB2. To have the best noise
figure performance, it is crucial to have realistic thermal models and include them separately
for each device during the simulations.
5.4 Conclusion
Three different common gate cascode LNAs were implemented in 28 nm FDSOI technology
with different gate length values, which are 30 nm, 45 nm and 180 nm in order to observe the
self-heating effects on noise figure. Custom designed inductors were used for their source
bias and drain load. Noise figure measurements were performed at 2 GHz. It was observed
that increasing the bias voltage of the cascode device increases the noise figure of the LNAs
with short channel devices due to the self-heating effects. Moreover, it was demonstrated that
the noise figure increases more rapidly when the power consumption of the short channel
LNAs are larger, which is due to larger increase of the temperature. The same situation was
not observed in the case of LNAs with long channel devices since their power density values
are not significantly large to create a dangerous hot-spot.
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6 Flicker Noise Measurements
In Chapter 4, self-heating effects on the thermal and flicker noise performance of FDSOI
devices are analysed. In this chapter, we present two experiments for physically observing
how the flicker noise of an individual FDSOI device increases due to its self-heating. The main
target in both experiments is to extract the flicker noise of a single FDSOI MOSFET under
different bias conditions, hence different self-heating levels.
6.1 Test Blocks
For observing the influence of the self-heating effects on flicker noise, three parameters were
applied as test variables. While choosing these parameters, attention was paid in order not
to change the other parameters significantly while sweeping the self-heating. The three
parameters are listed below:
• Channel Length: Under constant power dissipation, by decreasing the channel length,
so the area, the power density increases roughly quadratically.
• Drain Voltage: By increasing the drain voltage under constant gate bias, the power
density increases between quadratically to linearly depending on the value of output
impedance in saturation.
• Gate Voltage: By increasing the gate voltage under constant drain bias, the power
density increases between quadratically to linearly depending on the amount of velocity
saturation.
For observing the noise levels under various values of these parameters, two different test
structures were designed in 28 nm FDSOI technology for two experiments. The experiments
are named as experiment-A (Figure 6.1a) and experiment-B (Figure 6.1b). In both cases, the
goal is to measure the flicker noise of M1. To have an access to the flicker noise of M1, the
main part of the test circuit is designed as a common source amplifier stage in experiment-A
121














Figure 6.1 – Main parts of the two test structures for observing the flicker noise of a single MOSFET
(M1). (a) experiment-A: common source and (b) experiment-B: common source with a cascode device.
and a common source amplifier stage with a cascode device in experiment-B. An additional
load resistance, RD , is included for (a) providing the desired bias on M1, (b) having drain of
the device as an AC node and (c) having a reasonable gain so that the flicker noise of M1 is
dominant in the system. For providing test conditions with different amounts of self-heating,
in experiment-A the drain voltage of M1 is changed by changing the supply voltage VDD , while
the gate voltage is kept fixed at a constant value. However, especially for short channel devices,
the output impedance
Rout A = ro ||RD (6.1)
varies significantly due to the strong dependence of ro on the drain bias. Consequently, the
gain
Av A =−gm( ro ||RD ) (6.2)
also varies. Although this variation is removed from equation by referring the measured noise
to the input, it is still an additional variation in the system. For this reason, experiment-B is
also proposed since the cascode stage increases the output impedance. By using (5.27) and








}∣∣∣∣∣∣RD = (Av g 2ro1+ ro2)∣∣∣∣RD (6.3)
where the output impedance seen while looking downwards into the drain of M2 is amplified
by the intrinsic gain of M2, compared to the case of experiment-A. If the intrinsic gain of the
cascode device M2 is sufficiently large, the output impedance becomes independent of the
device parameters and converges to RD . The gain of the amplifier in experiment-B is
AvB =− gm1ro1RD [1+( gm2+ gmb2 )ro2]
[1+( gm2+ gmb2 )ro2]ro1+ ro2+RD
=− gm1ro1RD Av g 2




With the same assumption, the gain approaches to gm1RD , which is roughly independent
of the drain bias of M1. Another advantage of experiment-B is that the drain voltage and
the self-heating of M1 can be controlled with the gate bias of M2 (VB ) rather than the power
supply voltage of the amplifier. Since the gate voltage of M1 is fixed at a constant value, the
drain current of M1 and M2 is roughly constant. Having a constant drain current, the source
voltage of M2 follows its gate voltage (VB ). Like this, the power dissipation of M1 can be almost
linearly controlled with VB . Finally, the transconductance of the amplifier in experiment-A
and experiment-B are




Av g 2ro1+ ro2
. (6.6)
which will be used in the following sections during the derivation of the input referred noise
voltage expressions.
6.1.1 Practical Considerations
In order to have a sufficiently wide band and bias flexibility during the electrical measurements,
it is necessary to add additional blocks to the designs, which are shown on Figure 6.1. With
the additional blocks, the complete test system can be observed on Figure 6.2. The functions
of the additional blocks are explained in the following.
Matching
During the measurements, the signal input (vi n on Figure 6.2) for the test blocks is provided
by different measurement devices such as network analyser and signal generator. The output
is sensed by an oscilloscope or a spectrum analyser (vout sensed by RL on Figure 6.2). All of
these devices are terminated by a 50Ω resistor (RS and RL). For medium to high frequency
range measurements, it is necessary to have the input and the output impedances of each
stage matched to the characteristic impedance of the devices and the coaxial cables of the
measurement set-up in order to prevent reflections and undesired attenuation. For this, a
50 Ω resistor is placed at the gate of the devices (Ri n on Figure 6.2). The drawback of the
additional matching resistor at the input is some amount of decrease in the gain due to the
voltage division at the input according to
Av I = Ri n
Ri n +RS
(6.7)
which gives 6.02 dB attenuation under matching. For the output matching, placing a 50
Ω resistor is not possible. The loading of a 50 Ω resistor decreases the gain of the stage
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Figure 6.2 – Simple schematic representation of the complete test system for the designs of Figure 6.1.
significantly as the output load of the common source stages is much larger than this value.
For this reason, the output of the common source stage is followed by a source follower since
the source follower stage does not bring any resistive loading (only capacitive) and the output
impedance of the source follower can easily be tuned to 50Ωwith the used technology. The
source follower schematic can be seen on Figure 6.3a. According to the model on Figure 6.3b,
the output impedance of the unloaded source follower is
RoutS = 1










For a perfect matching, this value has to be set equal to RL . When the output is loaded with
RL , the gain of the stage is
AvS = gm














= gm( Rout ||RL ) (6.9)
The output impedance of the source follower is set equal to the characteristic impedance of













(b) Small-signal AC model

















which gives a gain of 0.5 when gmb is zero. For a positive gmb , this value is even less. In
this implementation, the voltage gain of the source follower stage is around 0.45, which
corresponds to an attenuation of approximately 7 dB.
Biasing
As it has already been mentioned, the heat density of M1 is adjusted by changing its gate and
drain bias voltages. For this, it is necessary to have DC access to the gate and the drain nodes
of M1. It can be seen on Figure 6.2 that the gate of M1 is physically accessible through the test
board (node X ). However, since it carries a high frequency signal at the same time, a direct
electrical access to this node is not possible and the DC level has to be provided separately.
This is provided by a bias-tee. The bias-tee adds the AC and the DC voltages through large
capacitive and inductive paths respectively while providing 50Ω termination. Like this, the
external DC voltage VI appears directly at the gate of M1, without influencing the AC signal
provided by vi n . The drain voltage of M1 in experiment-A can only be controlled through
VDD,A . However, since the drain of M1 is also the gate of M0 (node Y ), changing the voltage at
this node alters the biasing of the source follower. Therefore, it is also desired to control the
bias of M0 externally. For this reason, another bias-tee is used at the output in order to provide
the desired DC voltage (VO) to the source of M0. Like this, the AC parameters of M0 (especially
RoutS which has to be equal to RL) can be adjusted without disturbing the AC output of the
system. In experiment-B, the DC level at the input of the source follower is much more stable
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than the one of experiment-A. This is provided by the cascode device, M2. In case the drain
voltage of M1 is changed through the gate bias of the cascode device (VB ), the DC voltage at Y
does not change significantly thanks to the large output impedance seen at the drain of M2.
Like this, the AC parameters of M0 can be set only with a little tuning.
6.1.2 Input Referred Noise
Experiment-A
The small-signal AC model of the complete system of experiment-A is shown on Figure 6.4a.
According to the model, the gain of the complete system is
Av =− Ri n
Ri n +RS











· gm1 ( RD ||ro1 ) · gm0RL (6.13)
when both input and output are matched to the measurement system. It can be seen that
the gain drops roughly by 75% due to the additional circuity for matching. For calculating
the contribution of different noise mechanisms, one can analyse the circuit on Figure 6.4b
where each independent noise source is represented either with a voltage or a current source.
Without making any assumptions, the input referred noise voltage is calculated as
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As it was already mentioned, the goal is to observe the behaviour of the flicker noise of M1,
which is indicated as the Targeted Noise in (6.14). However, during the measurements, only






































(b) Small-signal AC model including all independent noise sources






















































(b) Small-signal AC model including all independent noise sources
Figure 6.5 – Small signal AC models of the complete system of experiment-B.
remove the contribution of any independent noise source. For this reason, one needs to make
sure that the power of the flicker noise of M1 is sufficiently larger than the total noise power
generated by other sources. We will discuss on this point in the following sections in more
detail.
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Experiment-B
Similarly, the small-signal AC model of the complete system of experiment-B is shown on
Figure 6.5a. The gain of the complete system is
Av =− Ri n
Ri n +RS
gm1ro1RD Av g 2












gm1ro1RD Av g 2
Av g 2ro1+ ro2+RD
gm0RL (6.16)
when both input and output are matched to the measurement system. The same amount
of reduction in the gain is also present in experiment-B. The input referred noise voltage is
also similar to the one in experiment-A except the little contribution from M2 and the slight
increase of the gain of the main stage:
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In both experiments, different samples with different gate length values were designed and
taped out (Figure 6.6) in order to observe the effect of gate length and heat density. In
experiment-A two samples were designed for L = 60 nm and L = 100 nm. On the other
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6.2. Measurement Results
(a) Micrograph (b) Bonded die (c) RF PCB
(d) Measurement set-up
Figure 6.6 – (a) Micrograph of the taped-out die, (b) bonded die: gold wire-bonding is used for better
electrical conductivity, (c) RF test board and (d) the measurement set-up. Many power supplies and
multi-meters were necessary to provide the bias and supply voltages (VI , VO , VB , VDD,A , VDD,B , VDD,S )
and measure different currents for each data point.
Table 6.1 – Properties and bias voltages of different samples used in experiment-A and experiment-B.
Experiment-A Experiment-B Unit
Length 60 100 30 60 100 nm
Width 24×625 28×780 24×470 24×625 28×780 nm
Low Heating VI 400 400 325 400 420 mV
High Heating VI 550 550 500 550 570 mV
hand, an additional sample of L = 30 nm was included in experiment-B. In experiment-A
the 30 nm sample was not used mainly due to its very low output impedance, which results
in a very low gain that is strongly dependent on the power supply voltage. The width of the
samples were sized in order to get a transconductance of 20 mA/V at a gate drive of 0.6 V. The
values are summarized on Table 6.1.
During the measurements, two different gate bias levels were applied on the samples to provide
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a low heating and a high heating in order to compare their behaviours. For low heating, a
drain current of 0.4 mA was targeted and the input bias (VI on Figure 6.2) was set accordingly.
On the other hand, for the high heating case, a drain current of 2 mA was targeted so that the
heating is roughly more than five times larger. These bias levels are listed on Table 6.1. After
finding the desired gate bias, VI was fixed at this constant level and the second parameter was
swept in order to modify the drain voltage, hence the power dissipation and heat density of
M1. In experiment-A, the power supply voltage (VDD,A) was swept. The sweep was started
from a sufficiently low voltage where M1 is in linear region and it was increased until the point
where the drain voltage of M1 passes the maximum allowed voltage of the technology (1 V). In
experiment-B, the gate voltage of the cascode device, VB , was swept while the power supply
voltage, VDD,B , was kept constant. The lower border of the sweep was again set to the linear
region operation of M1, while the upper border was set to the constant power supply (VDD,B )
in order to prevent the linear region operation of M2. The sweep was performed for both
values of VI for each sample. Unfortunately, the sweep had to be performed manually in order
to prevent a damage on the samples, since very large supply voltages had to be applied1.
6.2.1 Measurement Procedure
The measurement procedure consists of two main steps, which are (1) measurement of the
gain and (2) measurement of the total noise at the output.
Gain Measurement
For performing the gain measurements, the network analyser function of the Rohde&Schwarz
FSP13 spectrum analyser is used [143]. Before characterizing the network properties of a
design by using FSP, a calibration is necessary in order to exclude any additional attenuation
in the system. As it can be seen on Figure 6.7a, during the calibration, the signal generator
and the RF input ports of the spectrum analyser are connected to each other with the SMA
cables which are already being used in the test set-up. Each stage on Figure 6.2 except the
bias-tees and what is covered by PCB is included in the calibration. The reason of excluding
the bias-tees in the calibration is that they have to be present during the noise measurements
for providing the same bias values of the gain measurements. If excluded, the gain of the noise
measurement system differs from the measured gain by the attenuation of two bias-tees.


















1Very large supply voltages (up to 6 V) appear only on the load resistors (RD ) in order to provide the maximum
allowed VDS (1 V) and a large heating for M1. While doing this, attention was paid in order not to have a VDS or
















Figure 6.7 – Configurations of FSP for different steps of the gain measurement. Bias-tees are indicated
with BT.
where Pav is the maximum available source power that is equal to the power dissipated on
a load that is complex conjugate of the source resistance. In case the load resistance (RL)
is set equal to the source resistance (RS), vout = vi n/2 and the power gain is 0 dB. However,
the non-ideal behaviour of the test equipment brings some attenuation especially at higher
frequencies. The calibration removes this up to some extent. After the calibration finishes, one
can proceed with the network characterization. As it can be seen on Figure 6.7b, during the
gain measurements, the gain from the signal generator and the RF input ports of the network
analyser (covering the components on the light blue region indicated by Measurement Device
on Figure 6.2) are connected to the output and the input of the test blocks through SMA
connectors. Finally, the calibration power gain ApC is removed from the measured power gain
ApM and the power gain of the design is extracted as
A[dB]p = A[dB]pM − A[dB]pC (6.19)
Since during the power gain calculation, the output power is normalized with respect to the







In case everything is matched at each stage (i.e. RL = Ri n = RoutS = RS), the power gain of the
complete system is expressed as
A[dB]p = 20log(Av A)+20log(AvS)≈ 20log
[
gm1 ( RD ||ro1 )
]−7dB (6.21)
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BTBT Design
Spectrum
(a) Measurement of total noise
Spectrum
(b) Measurement of FSP noise
Figure 6.8 – Configurations of FSP for different steps of the noise measurement.
for experiment-A and
A[dB]p = 20log(AvB )+20log(AvS)≈ 20log
(
gm1ro1RD Av g 2





During the noise measurements, the spectrum analyser mode of the FSP is used. As it can be
seen on Figure 6.8a, the AC input of the design is grounded and the output of the design is
connected to the RF input of the FSP. Like this, the internally generated noise of the design is
sampled at the RF input without any externally applied signal. It should also be noted that
the noise of the source resistance RS does not appear at the output since it is disconnected
from the system. The same is true for the input resistance Ri n since the input, hence both
terminals of Ri n are shorted to ground. Therefore, they do not appear in the measured output
noise power of the design, SPnM ,o . In case there is no additional noise in the measurement
set-up, the input referred noise power, SPn,i , can be obtained by dividing the measured output
noise power by the power gain according to
S[dBm]Pn,i = S[dBm]PnM ,o − A[dB]p . (6.23)
However, (6.23) would contain some error since FSP has some internal noise and it is included
in SPnM ,o in addition to the amplified noise of the design. For this, it is mandatory to measure
the input referred noise of the FSP, SPnF 2, and remove it from the measured noise (SPnM ,o) in






− A[dB]p = S[dBm]Pn,o − A[dB]p . (6.24)
2SPnF is the noise power of the spectrum analyser referred to its RF input (i.e. output of the design), not to the























































































































Figure 6.9 – Noise power spectral densities at different stages of the set-up for obtaining the flicker
noise voltage of M1 from the measured noise power.
This situation is illustrated on Figure 6.9a where the power spectral densities of the measured
output noise power (SPnM ,o), input referred internal noise power of FSP (SPnF ) and the ex-
tracted output noise power of the design (SPn,o) can be observed. It can be seen that SPnF is
quite flat for frequencies larger than 10 MHz. However, it is quite large for lower frequencies.
This brings some uncertainty if one desires perform a measurement for lower frequencies. The
reason is that the desired signal might be lost when it is added to the noise of FSP. This depends
on the power of the signal that is desired to be measured. The situation can be observed for
frequencies close to 5 MHz where SPn,o deviates significantly from SPnM ,o since SPnF is much
larger than SPn,o . Same observations can also be made by focusing on higher frequencies.
As the frequency increases, SPnM ,o decreases mainly due to the decrease in the flicker noise.
Consequently, SPnM ,o becomes comparable to SPnF and the accuracy of the measurement is
small also at very high frequencies. On the other hand, in medium frequency range, SPnM ,o
and SPn,o are almost equal to each other and (6.23) provides a good approximation3. Therefore,
10-50 MHz band would be the most accurate region in terms of sampling the flicker noise.
After obtaining the input referred noise power spectral density, SPn,i , (Figure 6.9b) the next step
is to extract the flicker noise. Since there are also other noise sources appearing in the input
3(6.24) is still used while extracting the flicker noise even though the influence of the internal noise of FSP is
quite negligible.
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referred noise expressions and since they have zero correlation with the flicker noise of M1,
practically it is not possible to obtain the exact contribution of the flicker noise. Nevertheless,
the contribution of the flicker noise of M1 in the total noise can be obtained by performing
noise simulations. Like this, it might be possible to get an acceptable approximation by using
the simulation results. For obtaining the contribution of the flicker noise at the input referred
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) (6.26)
for experiment-B. By observing (6.25) and (6.26), it can be seen that some of the noise sources
have very little contribution since they are located at the subsequent stages of the system
and their power is divided by a large gain. On the other hand, the contributions of the noise
source at the first amplifying stage depends on different parameters like transconductance and
resistance. By properly adjusting them, their contribution can also be manipulated although
cannot be removed. Finally, the contribution of the flicker noise sources depend also on the
frequency. Therefore, by selecting a frequency band where flicker noise is dominant, one can
get a more accurate measurement of the flicker noise of M1. Considering these facts, it is
decided to focus on f = 20 MHz during the noise measurements at different bias conditions.
Having the expressions of SPn,i , the contribution of the flicker noise of M1 is




where SPn f 1,i is the input referred flicker noise power of M1 and rn f 1 stands for the ratio
of SPn f 1,i to SPn,1. As it has already been explained, rn f 1 is calculated by using the device
parameters with (6.25) and (6.26). On Figure 6.9c, it can be seen that the flicker noise power of
M1 is roughly 90% of the total noise power, which is sufficiently large. Having SPn,i from mea-
surements and rn1, f from analytic expressions and already characterized device parameters,
the flicker noise of M1 is extracted by
SV n f 1 = rn f 1SPn,i RS (6.28)










































(c) A50Ω, A25Ω and Rout .
Figure 6.10 – (a) external SMA 50Ω feed-through termination, (b) configuration of FSP for tuning the
output resistance to 50Ω and (c) measured gain and output impedance values.
Output Matching
It has been already mentioned that the input and the output of the designs should provide a
50Ω AC resistance for a sufficiently large band in order to prevent reflections. The matching at
the input is provided by a 50Ω external resistor (Ri n). For this, it is guaranteed that the input
is matched. On the other hand, the AC resistance at output is provided by the source follower
according to (6.8). Its dynamic resistance depends on the DC operating point of the output
stage. In case the device parameters of M0 deviate from their mean value due to process
variations or temperature, the output resistance might deviate from 50Ω and mismatch might
occur. For this reason, at each measurement point, the bias voltages of M0 has to be tuned in
order to adjust its AC resistance to 50Ω. Measuring the AC resistance is not as straightforward
as measuring the DC resistance by connecting an ohmmeter. This is due to that the ohmmeter
measures the static resistance rather than the dynamic resistance. Moreover, the externally
applied voltage of the ohmmeter shifts the DC bias from its desired value. For this, another
technique is applied in two steps. Firstly, the gain of the design is measured at a sufficiently
low frequency by using the configuration of Figure 6.7b. The value of this gain is denoted
by A50Ω since the load resistance is equal to 50Ω. Then, an additional external 50Ω resistor
(shown by Figure 6.10a) is connected parallel to RL , which reduces the load resistance to 25
Ω. The gain is measured once again and its value is denoted by A25Ω with the configuration
shown by Figure 6.10b. By using the gain values from these two configurations, the output
impedance of the source follower is calculated as
Rout = A50Ω− A25Ω
2A25Ω− A50Ω
50Ω (6.29)
The source voltage of M0, which is provided through VO , is adjusted until Rout is equal to 50Ω.
It can be also shown that once Rout = 50Ω, A50Ω = 1.5 A25Ω; in other words
A[dB]25Ω ≈ A[dB]50Ω−3.522dB. (6.30)
The measured values of A50Ω, A25Ω and Rout can be observed on Figure 6.10c for the 100 nm
sample under VI = 400 mV and different supply voltage values.
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6.2.2 Results of Experiment-A
The measurements were performed according to the previously explained procedures. The
results are shown on the graphs from Figure 6.11 to Figure 6.18 for the 100 nm and the 60
nm samples. The data points were measured at f = 20 MHz and they are shown by squares,
while the simulation results are plotted by continuous curves on the same chart. The high
heating case is always plotted with red colour, where blue is used for the low heating case.
The drain current of the samples can be seen on Figure 6.11. For low heating case, VI = 400
mV provided the desired current values, which is around 0.4 mA, for both samples. For the
high heating case, VI was set to 550 mV and the drain current was observed to be around 2
mA. Under these bias voltages, the power dissipation for the high heating case was observed
to be more than five times larger than the power dissipation of the low heating case (Figure
6.12). The measured gain of the system and the simulation results according to (6.21) and
(6.22) can be observed on Figure 6.13. It can be seen that the gain drops rapidly for low drain
voltages due to linear region operation of M1. However, it is sufficiently large in saturation
and does not change significantly for a large range of VDS . The measured output noise power
is plotted on Figure 6.14, which looks quite similar to the measured gain. Figure 6.15 shows
the simulated temperature rise due to self-heating. It can be seen that the temperature rise of
the 60 nm length sample is roughly two times the temperature of the 100 nm length sample.
Figure 6.16 shows the portion of flicker noise power in the total measured noise power at f
= 20 MHz according to the simulations. It can be seen that the flicker noise is at least 60%
of the total noise power, which is a sufficiently large ratio. On Figure 6.17 and Figure 6.18, a
second simulation data is also shown where self-heating effects are deactivated. The total
input referred noise power can be observed on Figure 6.17. It can be seen that a larger amount
of noise is observed when self-heating effects are activated, especially for high heating case.
Moreover, the noise increases more rapidly for the 60 nm length sample than the 100 nm
one. This is due to the larger temperature rise of the 60 nm sample as it has already been
shown in Chapter 4. By looking at the measured data points, a similar trend can be observed,
where the total input referred noise power generally increases with the drain voltage and
the rate of change is larger for the 60 nm length sample. Moreover, for the same sample,
the rate of change is larger in high heating compared to low heating case mainly since the
temperature increase with the drain voltage is more rapid in high heating case. By comparing
the simulation data with the measured noise, it can be easily seen that the input referred noise
increases much more rapidly in measurements. In Chapter 2 we have already shown by device
level electro-thermal simulations that the peak temperature of an FDSOI device, which is
located close to the drain side of the channel, is much larger than its average temperature.
Consequently, the larger increase in the noise with the power dissipation is not a surprising
result as the real peak temperature in the device is larger than the estimation obtained from
the circuit level simulations where the self-heating effects are activated. Finally, Figure 6.18
shows the extracted flicker noise voltage of M1. This situation in flicker noise is quite similar
to the one in the total input referred noise power since a large portion of the input referred
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Figure 6.14 – Output noise power spectral density, SPn,o , of M1 at 20 MHz.
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VDS – min(VDS ) [V]
100 nm
60 nm
Figure 6.19 – Normalized flicker noise voltage power spectral densities of the 100 nm length and the 60
nm length devices for high heating case. The values of the horizontal axis are shifted by the smallest
VDS value in the measurement set.
For comparing the effect of device scaling on the flicker noise degradation due to the self-
heating, the high heating data on Figure 6.18 is normalized with respect to the minimum value
of the flicker noise voltage according to
SV n f 1,nor m =
SV n f 1(VDS)−min
[
SV n f 1(VDS)
]
SV n f 1(VDS)
(6.31)
The slope of (6.31) shows how rapidly the flicker noise increases in each case. Figure 6.19 plots
the normalized flicker noise voltage of the two devices. It can be seen that the normalized
flicker noise of the 60 nm length device increases more rapidly than the noise of the 100 nm
length device. The situation is same also for the temperature (Figure 6.15). By comparing
the noise power and the temperature data, a strong correlation between the flicker noise
degradation in the temperature rise can be observed, which shows the influence of self-heating
on the flicker noise.
6.2.3 Results of Experiment-B
The results of experiment-B are shown on the graphs from Figure 6.20 to Figure 6.27 for the
three devices with different gate lengths. The test procedure of experiment-B is quite similar
to the one of experiment-A except some slight differences. The data points are measured also
at f = 20 MHz. However, the main sweep parameter is the gate voltage of M2 (VB ) rather than
the power supply (VDD,B ). VDD,B is set to a fixed value for each VI . The desired bias conditions
are precisely obtained for the 100 nm and the 60 nm samples (Figure 6.20 and Figure 6.22)
similar to experiment-A. Moreover, a much flatter gain is observed with respect to VB (Figure
6.22) thanks to the cascode device. However, for the 30 nm sample, a large dependency on VB
can be observed even with the cascode device due to its short channel effects, mainly DIBL
(Figure 6.20c to Figure 6.23c). The temperature plots on Figure 6.24 show that the temperature
increases as the gate length decreases, as expected. The portion of flicker noise power in the
total measured noise is sufficiently large at f = 20 MHz, which is shown on Figure 6.25. Figure
6.26 shows that in each case there is a VB bias where input referred noise power is minimum.
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Figure 6.27 – The power spectral density of flicker noise voltage, SV n f 1, of M1 at 20 MHz.
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Figure 6.28 – Normalized flicker noise voltage power spectral densities of the 100 nm, 60 nm and 30 nm
length devices for high heating case. The values of the horizontal axis are shifted by the smallest VB
value in the measurement set.
Moreover, the input referred noise power increases with VB . According to Figure 6.27 the
flicker noise also increases with respect to the bias voltage of the cascode device. The increase
rate of both the input referred noise voltage and the flicker noise is larger as the gate length
is smaller. This result is quite similar to the result obtained in experiment-A. Different than
experiment-A, in experiment-B the increase rate of the flicker noise is observed to be relatively
similar to the simulation results for the 60 nm (Figure 6.27b) and the 30 nm (Figure 6.27c)
samples. However, in the 100 nm sample experiments, the flicker noise increases more rapidly
than the simulation results. Nevertheless, the increase rate is still smaller than the 60 nm
sample.
To make a fairer comparison between the samples, the normalized flicker noise is calculated
according to (6.31) also in experiment-B. However, VDS in (6.31) is changed by VB since the
sweep parameter is VB rather than VDD,A . The normalized flicker noise of each sample is
plotted on Figure 6.28. It can be seen that the noise increases more rapidly as the gate length
decreases. In fact, the slope is much higher for the 30 nm case compared to the larger gate
length samples due to its very large heating. Considering these results, one should provide a
relatively low drain bias in order to prevent excessive flicker noise and consider the self-heating
calculations in order to obtain the lowest noise figure.
6.3 Conclusion
To observe the flicker noise behaviour under self-heating effects, electrical measurements on
two different experiments are performed. It is observed that the input referred noise power
and flicker noise increases more rapidly as the drain voltage and the power dissipation of
a device is increased, mainly due to the larger value of device temperature resulting from
self-heating. It is also shown that the increase rate of the flicker noise is larger for smaller gate
length devices. This is due to their larger temperature values resulting from their large heat
density under the same power dissipation due to their smaller areas. Finally, it is observed
that the increase in noise is larger than the simulation results due to that the temperature of
the hot spot is expected to be larger than the average temperature of the device.
142
7 Conclusion
In this thesis, we have investigated the self-heating effects in nanometer scale bulk and
FDSOI devices. As it has been explained, the self-heating effects have become much more
prominent in the advanced geometries than the traditional bulk devices due to the larger
thermal resistance of the constitutive materials. Moreover, it became more prominent as
the technology advanced. Consequently, ignoring self-heating effects in a design became
out of question in advanced technologies. For this reason, we have provided different circuit
examples where self-heating effects change the performance and reliability considerably.
During the exploration of self-heating effects, we have first focused on a single device, where
we have performed device level electro-thermal simulations. Second, we have explored the
reliability of high-speed arithmetic blocks under the influence of self-heating effects. In the
third part, we explored the noise figure performance of low noise amplifiers considering
self-heating effects.
The significance of self-heating effects were first shown by device level electrothermal simula-
tions. A comparison between the FDSOI and bulk geometries was performed in 40 nm and
28 nm technology nodes. It was shown that the temperature increase in FDSOI was much
larger than bulk. Moreover, the simulations in two different technology nodes showed that
the self-heating effect became more pronounced in FDSOI with device scaling. It was demon-
strated that the peak temperature in a device operating in saturation region was close to its
drain terminal, which made the drain contact more critical in terms of long-term reliability.
With the electrothermal simulations on FDSOI devices under different bias conditions, it was
shown that the spatial heat generation inside a device had significant dependency on the
region of operation (linear or saturation). It was pointed out that deep saturation operation
had to be prevented since the heat generation profile was flatter in linear region, whereas it
was concentrated locally on the drain terminal in saturation region.
Second contribution of this thesis is to investigate the reliability of high-speed digital circuits
considering self-heating effects. To this aim, two 64-bit Kogge-Stone parallel prefix adders
were implemented in 40 nm bulk and 28 nm FDSOI technologies. Thermal simulations were
performed on both adders using bulk and FDSOI thermal geometries. It was shown that the
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temperature profile throughout the entire circuit was much flatter in bulk than FDSOI, thanks
to the large thermal conductance of bulk silicon. It was also demonstrated that the average
heat density and the peak temperature in FDSOI had increased while passing from 40 nm to 28
nm technology. The comparison between FDSOI and bulk also showed that it was necessary to
increase thermal simulation resolution in FDSOI to get more accurate results, as the hot-spots
were much smaller in FDSOI than bulk. Another point to be made was that the simulation
time and the resource utilization was significantly larger in FDSOI than bulk, primarily due
to the different layers and the complexity of the FDSOI geometry. By performing extensive
heat density analyses considering each device on both implementations, it was observed that
some group of devices had much larger heat density than the others. By using these results,
it was explained that the heating profile could be made much flatter by proper sizing of the
devices in the critical groups to increase the reliability.
The third and final contribution of this thesis is to show the degradation in the noise per-
formance of analog implementations, where noise is a critical parameter. For this, first the
thermal noise current and the input referred thermal noise voltage of a single device in FDSOI
was examined. It was shown that both the thermal noise current and input referred thermal
noise voltage increased considerably by decreasing the device gate length and increasing the
drain bias voltage. To explore self-heating effects in thermal noise further, three common gate
cascode LNAs were implemented with different device sizes. The measurements indicated
that the noise figure of the LNAs with short channels were significantly degraded by increasing
the reference bias current and bias voltage of the cascode device, due to their large heat density.
On the other hand, no significant dependence on these parameters were observed on the long
channel implementations since their heat density was not very large. Similar investigations
and measurements were also performed to observe the self-heating effects on the flicker noise.
The measurements showed that the flicker noise performance was also degraded more in
short channel implementations under large bias conditions.
The different analyses and experiments on different circuit examples demonstrated that the
self-heating effects do have a significant influence on the circuit reliability and performance
in FDSOI. Moreover, these effects will become more prominent in the future technologies.
For this, the technology providers are urged to provide realistic self-heating models and the
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