Model-free (MF) reinforcement learning (RL) algorithms account for a wealth of neuroscientific and behavioral data pertinent to habits; however, conspicuous disparities between model-predicted response patterns and experimental data have exposed the inadequacy of MF-RL to fully capture the domain of habitual behavior. We review several extensions to generic MF-RL algorithms that could narrow the gap between theory and empirical data. We discuss insights gained from extending RL algorithms to operate in complex environments with multidimensional continuous state spaces. We also review recent advances in hierarchical RL and their potential relevance to habits. Neurobiological evidence suggests that similar mechanisms for habitual learning and control may apply across diverse psychological domains.
Introduction
The advantages of habits have been recognized since the founding days of experimental psychology, when William and Harter summarized the results of their seminal experimental studies on habit learning in telegraphers, noting that their participants had 'no useful freedom for higher language units [sentences] which [they have] not earned by making the lower ones automatic' [1] . Their characterization of habits has influenced scientific inquiry to this day. In general, the execution of a single goal (preparing a favorite dish) might involve assembly of several frequently performed subtasks (e.g. turning the stove element on, or salting the boiling water) that are habitual in nature. Requiring minimal cognitive effort, relying on habits releases cognitive resources that can be applied to more demanding tasks. But there's no free lunch; the computational benefits of habits come at the cost of relative inflexibility, occasionally rendering behavior maladaptive if ingrained habits are difficult to overcome. Thus, adaptive behavior is generally argued to require a balanced mixture of habitual efficiency and goal-directed flexibility.
Current computational models of habit learning can be categorized according to their emphasis on three distinct aspects of habit learning. One category of models aims to capture the mechanisms of improving the accuracy and efficiency of motor movements. Challenged with noisy or delayed feedback, error-based learning mechanisms improve forward models, which make predictions about the outcome of motor movements, taking into account that both the body and its surrounding environment may have moved between the initiation of a motor command and its completion [2] (for a review, see Shadmehr et al.
[3]). A second category of models focuses on use-dependent learning [4] . These models predict that habitual behaviors evolve merely from extended context-dependent repetition of a behavior [5, 6] .
Reinforcement learning (RL) algorithms represent a third category of computational models. In this context, habitual behavior occupies the middle ground between learned reflexes and goal-directed behavior. Learned reflexes are stereotyped such that sensory stimuli have innate activating tendencies, such as quickly withdrawing one's hand after noticing its placement on a stove-top before realizing that the stove top is cold. In contrast to reflexes, both habitual and goal-directed learning produces behavior not previously associated with a stimulus [7] . Goal-directed behavior is produced because it is expected to lead to a desirable outcome [8] . In contrast, habitual behavior is not produced because of an expectation of a particular outcome, but because its execution in a particular context has been consistently reinforced, resulting in the acquisition of stimulus-response (S-R) associations, as proposed by Thorndike's law of effect [9] , or Hull's later drive reduction theory [10] .
Two alternative algorithmic accounts have attempted to parsimoniously approximate habitual and goal-directed behavior. They have assumed that goal-directed behavior is the result of the belief in a causal association based www.sciencedirect.com
