INTRODUCTION
Computational model applications are typically commissioned on the basis that results are to be produced in a limited time, making the best of inadequate available field data observations. In selecting the method of analysis, an applied model user therefore attaches high value to the reliability of the solution, so that the chosen method should not fail through instability or excessive run times, even though field data limitations often impose the concentration of validation data in a few areas. This leaves minimal data in large intervening regions, so ideally the preferred method should offer robust performance throughout a range of widely flexible grid spacing, both timewise and spacewise.
In practice, the first generation of solution methods suffered from problems with instability and inconsistencysee Abbott () -so solution reliability demanded a considerable background in numerical analysis from the model user, with corresponding constraints, particularly the Courant limitation on the explicit time step used. These constraints were eased by the introduction of implicit solution methods which were first thought to be unconditionally stable. However, Barnett () showed that the claimed unconditional stability was valid only for pure initial value problems, as the addition of boundary conditions produced stability limitations related to the Subsequent methods of dealing with such oscillations were discussed by Garcia-Navarro & Burguete (), but unfortunately, shock capturing approaches such as the Lax-Wendroff scheme return to an explicit formulation, which reintroduces the unwanted Courant limitation on the time step used. Upwinding schemes are also introduced to the discussion, but generally, attempts to make these implicit seem to have been seen as too difficult for general application. In the discussion, several schemes were compared with an exact analytical solution of a dambreak problem, and the 'excessive numerical diffusion introduced by the first order central scheme and the lack of robustness of the second order scheme are shown'. The writers then comment 'Roe's scheme, being only first order, is very well suited' for this kind of problem.
In short, the authors make clear that second order schemes do not necessarily produce more reliable solutions than first order schemes, contrary to the conclusion suggested by finite difference analysis. Further, use of these more advanced schemes seems in practice to require the sacrifice of relative freedom from time step size restrictions enjoyed by implicit schemes. As noted above, this becomes a major disadvantage in many practical applications of computational solutions.
Guinot () raised another difficulty related to advection modelling in multiple dimensions for strongly divergent flows. Both finite difference and finite volume solutions are considered. A corrective solution is proposed, but again this correction imposes an unwanted limitation on the computational time step.
The methods discussed above are mainly based on an Eulerian view, although Garcia-Navarro & Burguete () also briefly discuss Lagrangian and characteristic views, describing the latter as 'Semi-Lagrangian' because although they are based on an Eulerian grid they carry directional information. However, the characteristic solution grid is based on wave speeds rather than particle velocities as in true Lagrangian solutions.
Finite integral balances in hydraulics
To avoid premature choices restricting the algorithmic options available for computational solution, it is valuable to derive balance equations expressing conservation laws of energy, momentum and mass without restriction to an Eulerian or Lagrangian or characteristic view.
Hydraulic engineering texts routinely do this informally:
for example, with reference to the storage of water in a river reach. Over a finite time interval, the volume balance (or mass balance if density is constant) can be expressed (e.g., Henderson ) as Inflow volume À outflow volume ¼ increase in storage This is true whether the 'inflow volume' and 'outflow volume' refer to cross-sections which are fixed (Eulerian), moving at flow velocity (Lagrangian), or at the speed of a surge discontinuity (characteristic). The 'storage' generally refers to the volume bounded by the two crosssections at the ends, by the river bed below and laterally, and by the free surface above. If the river bed is fixed, 
Generalised control element balances
In order to set up balance equations for a region of space R, a control surface A must be defined with respect to a reference frame. Without these conceptual constructions, distributions of properties such as mass, momentum and energy cannot be discussed in any satisfactory quantitative manner. Here we take as a reference frame an inertial frame which has the property of moving at an arbitrary constant velocity U relative to some base reference frame, which is also inertial.
The relativity principle (Landau & Lifshitz ) states that all the laws of nature are the same to an observer moving at any constant velocity, so conservation laws must apply equally in both reference frames. Figure 1 illustrates these concepts.
Control Element Lifetime Locus (CELL)
The control surface is spatially closed to separate an 'inside' from an 'outside', meaning that any selected mass particle can move between the inside and the outside only by passing through that surface. Therefore as well as the change in status from counting (inside) to not counting (outside), this change can also be accounted for as a spacewise flux.
Further, taking a relativistic viewpoint (Barnett ) to extend closure into four dimensions, the control surface exists only for a finite lifetime from time t ¼ t 1 to t ¼ t 2 , so that 'before' and 'after' closure both count as outside that surface while 'during' closure counts as inside. This means the particle can also move between inside and outside simply by being within the spatial surface at the beginning or end of its lifetime, effectively adding a timewise flux component.
Finally, the control surface in general moves at some velocity u varying from point to point and time to time, so that the element contained within the surface follows some locus, possibly varying in shape during its lifetime. The whole construction is therefore conveniently described by the acronym CELL.
For the CELL pictured in Figure 1 , the energy balance
where the physical parameters follow common terminology: v is the fluid velocity in the inertial frame, e is the internal energy per unit mass, ρ is the mass density, dR is an element of the countable volume inside the surface, n is the normal to the surface (positive outwards), dA is an element of the area of the surface, Dt is a time increment, written with a capital D as it is 'following the element' during its existence between t 1 and t 2 , f is the body force per unit mass, σ is the stress tensor at the surface and q is the heat flux density. This is the energy balance in the ordinary reference frame. Transforming into the base reference frame
On the basis that U is a constant vector, this can be rearranged into the form
where E is defined by
The vector M is defined by
and I is defined by
If Equation (3) is to be satisfied for any arbitrary U, M must be a null vector, i.e., M ¼ 0, and the scalars E and I must both be zero. E ¼ 0 is simply a restatement of the scalar Equation (1), while the vector equation
The scalar equation I ¼ 0 requires that
Equation (7) can be seen as a vector statement of the CELL conservation of momentum, while Equation (8) Since there are no source terms, so that all the terms are fluxes through either a spatial or timewise boundary, Equation (8) could be recast purely as a four-dimensional surface integral. However, this does not apply to the more complicated Equations (1) and (7), which include source terms, so any added elegance of presentation is unlikely to contribute to practical solutions of the balance equations.
The Full Hydraulic equations
Classical hydraulics has always used both energy and momentum principles, with particular emphasis on Bernoulli analysis, which derives from the energy principle provided that the body force per unit mass f acts through a conservative gravitational field, so that f ¼ g, the accelera- 
Incorporation of existing classical formulations
The control surface velocity u is a conceptual aid rather than a physical property, and is therefore entirely under the con- 
Differential formulation
Conservation laws are often refined to a differential form.
For example, the mass balance in the form found in texts such as Batchelor () is reached by assuming an Eulerian frame, so the surface is fixed with respect to the observer, and u ¼ 0.
Additional assumptions are also required:
(i) All variables are analytic with respect to time, so that first timewise differentials exist.
Then, Equation (8) that disturbances propagate along characteristic lines, and these typically involve gradient discontinuities. In more severe cases, shocks develop which introduce discontinuities in the basic fluid properties, so that within the shock zones the differential coefficients do not even exist.
In case anyone believes that such shock zones can ultimately be resolved by adopting a sufficiently high resolution for analysis, Landau & Lifshitz () estimate that the thickness of a strong shock is of the same order as the mean free path of the fluid molecules. In macroscopic fluid dynamics, the fluid is treated as a continuous medium, so they conclude 'the mean free path must be taken as zero'. Also, the use of an Eulerian frame introduces a discontinuity at the free surface in unsteady problems, because the free surface is again generally considered to be only a few molecules thick.
In short, although the Navier-Stokes equations can be derived from the Full Hydraulic equations, additional restrictive assumptions are required, and the energy equation is discarded, so the Full Hydraulic equations cannot be recovered from the Navier-Stokes equations.
Therefore for computational purposes, the Navier-Stokes differential equations are a less fundamental starting point than the Full Hydraulic integral equations.
Abbott () identifies the problem as 'an opposing of the discrete view of processes to the more familiar continuum view'. Since a whole generation has passed since this fundamental work was published without any evident reduction in reliance on the convenience of differential notation, the present paper proposes a modified notation which makes explicit the restriction to zones of continuity.
Use of the mathematical 'ni' symbol ∋ seems appropriate for such restriction, as the usual definition (W3C Working Draft ) is 'contains as member' or 'reverse element, such that'. For example, @ρ ∋ =@t would then mean 'the partial differential of ρ (but only in the subset of places where this varies continuously) with respect to t'. This would refer to assumption (i), and corresponding references could be made to spatial derivatives with respect to assumption (ii). In most cases, spacewise discontinuities imply timewise discontinuities, as wave disturbance characteristics propagate in both space and time, so in general there is no good reason to adopt timewise continuity (assumption (i)) without also adopting spacewise continuity (assumption (ii)).
Finite difference expressions
According to standard finite difference procedures, the value of ρ(t 2 ) can be expressed as a Taylor Series:
Truncation to the first term of this Taylor Series expansion gives a first order approximation, truncation to the second term gives a second order approximation, and so on. In the subset of places where ρ and its higher derivatives vary continuously, the second order approximation should be more accurate than the first order approximation according to longstanding textbook arguments based on Maclaurin's expansion. However, if assumption (i) is discarded, this does not affect the status of the first term in
Equations (1), (7) and (8) as a definite integral, which can be interpreted as an exact first difference!
In this more general case, any attempt to add higher order terms will therefore simply introduce corresponding error terms. This is the reverse of the situation with finite difference analysis, in which the inclusion of such terms is viewed as removing errors of the same order! This suggests a reason why first differences are found empirically to be superior to higher order differences in cases such as those discussed by Garcia-Navarro & Burguete (), even though Taylor Series analysis suggests the opposite should be true.
Note first order accuracy applies only to the differencing of the fluxes through the boundary surface -the computational integration of these fluxes over the continuous region R at times t 1 and t 2 in Equations (1), (7) and (8) is still a matter for numerical quadrature, and this may well benefit from the introduction of higher order interpolating functions.
These same arguments extend to the second term in
Equations (1), (7) and (8), but with temporal and spatial components exchanged. With careful distinction between surface integrals which form exact first differences, and volume integrals which deal with continuously existing distributions, the Full Hydraulic equations provide a sound basis for solution schemes which improve on the accuracy of all finite difference solutions, especially in the presence of weak and strong shocks. The test for this is improvements in the reliability of solutions, the subject of this paper. Since streamtube analysis has such a strong history in classical hydraulics, from Bernoulli to St Venant to Prandtl, it is suggested that where it is to be contrasted with twodimensional hydrodynamic analysis, the term 'hydraulic analysis' would be far more accurate than 'one-dimensional analysis'.
Shock capturing schemes

Dependent variables
Two dependent variables may be selected for solution. The pair flow Q and mean surface water level h are preferred here, because both have a single value across a cross-section.
In contrast, other choices such as depth or depth-averaged velocity measurably vary significantly across typical channels, creating significant unnecessary complications with the linearisation required for analysis. Also, in most circumstances, Q and h vary only gradually along a streamtube. The relative simplicity of the Q, h pair is illustrated by the expression of the hydrostatic solution for all parts of a network as the elementary Q ¼ 0, h ¼ constant. Since this is also the exact hydrodynamic solution in such conditions, it is easy to use a static solution to initiate computation even for complex model networks.
Integral balances
Cunge et al. () show how, for a streamtube-based control element, the integral mass balance (Equation (8)) may be rewritten:
Here, x is the distance along the streamtube axis. A(x, t)
is the cross-section area and Q(x, t) is the flow (or discharge) variable introduced above.
Since the time differencing of A takes place without variation in x at each cross-section, familiar partial differentials may be introduced to replace [(A) t 2 À (A) t 1 ] by
A similar argument for the differencing of Q means the mass balance Equation (8) may be written
If this is left as a double integral, no assumption is required that @A=@t is continuous, or even exists at all points, as integration to produce [(A) t 2 À (A) t 1 ] is possible even if A exhibits strong discontinuities such as step functions.
The corresponding formulation of Equation (7) for momentum is (cf. Cunge et al. )
Here, h(x, t) is the level variable introduced above (called y by Cunge et al. ), g is the acceleration of gravity and S f is the 'friction slope' which accounts for shear stresses in Equation (7).
The corresponding formulation of Equation (1) for energy is
Here, S e is the 'energy slope' which accounts for internal energy and heat fluxes in Equation (1). As can be seen from the dimensions of Equation (12) In steady uniform flow, all variables are continuous and Q and A are both constant, so Equation (11) becomes S f ¼ À@h=@x and Equation (12) becomes S e ¼ À@h=@x.
This means under such conditions there is an algebraic equality between S f and S e even though one represents wall shear forces and the other incorporates changes in internal energy when wall shear forces do no work.
Since the Manning formula for resistance to flow locally assumes steady uniform flow, both S f and S e can be computed using the Manning formula in such conditions. This is
Here, n is the Manning n, P is the wetted perimeter and M is a dimensioned constant ¼ 1.00 m 1/3 s À1 .
When the cross-section is changing longitudinally, the fundamental difference between the physical basis of friction slope and energy slope becomes important. Energy 
DISCRETISATION
The mass balance Equation (10) is still not in a form suitable for numerical solution. Since quadrature is to proceed in the rectangular space-time element between x 1 and x 2 and t 1 and t 2 , the conventional Preissmann four-point scheme is applied. This is described in Cunge et al. () . In the Preissmann scheme the variables are solved at (x 1 , t 2 ) and (x 2 , t 2 ), and a more compact notation rewrites Q(x 1 , t 2 ) as Q 0 u where the dash denotes time t 2 and the subscript u (for upstream) denotes x 1 (or x u ). Correspondingly, h 
Here the ratios _ Q=Q and _ A=A are both assumed to be small compared with unity to justify retaining only the linear terms in the series. Further, _ A ≈ B _ h where B is the surface width at time t 1 , and is therefore available as a known input to the computation. Note linearising has been required only in the timewise sense, as variation spacewise is then governed by the available solution at the previous time step. Therefore no restriction applies to equivalent spacewise ratios, for example
important, as such ratios may be very large in a typical natural channel, for example at the exit from a lake into a river.
If (Q/A) is assumed to vary linearly with x, then
where
More generally;
with w u and w d upstream and downstream weights, where
With linear variation (or a step function positioned at
as in Equation (13) above.
This is strictly the basis of the Preissmann scheme, but often more information is available as the basis of some modified weighting. For example, evaluation of the first term in Equation (9) gives
When interpolating cross-sections, as well as a linear variation in _ h, it is conventional to assume a linear variation in B. This gives a quadratic variation in the product B _ h, so as a result
The second term in Equation (9) is treated as described in Cunge et al. () , so that
If the solution is linear, the weighting parameter θ is 1/2, but protection of the solution against instability has been found to require an increase in θ, presumably reflecting occasions where the timewise variation is of higher order such as in the quadratic variation discussed above. Since advance information about the timewise variation of solutions is rarely available in practice, placing the timewise weighting coefficient under the direct control of the model user has been a comparatively successful strategy. CELL
Integral analysis follows conventional practice in this respect.
Therefore
Summarising, the mass balance equation is formulated for computation as
Apart from the example above of the formulation of the first term in Equation (12), space here does not permit presentation of the full derivation of the discretised momentum and energy balances by series expansion from Equations (11) and (12), respectively. Both results can be written as
Note however that each of the matrix coefficients M a1 , M a2 , M a3 , M a4 and M a5 differs between the momentum and energy approaches.
Application of the methods described above produces the following coefficients for straightforward parallel flow problems (those excluding lateral flows, shock losses, compound channels, discharge coefficients and steep slopes).
The momentum balance uses three auxiliary variables:
Note that w u and w d are here the weights allocated to the upstream and downstream contributions to S f (or to S e for energy), based on the shape of the spacewise solution supplied from the previous time step. Unlike with finite differences, these shapes are not restricted to polynomials.
For a backwater profile (detected by S u > S d ) the form is exponential (see Barnett & MacMurray () ), while for a drawdown (S u < S d ) the form is an inverse parabola (see Barnett () . Then, for momentum
For energy, the auxiliary variables are slightly different:
An efficient strategy for computing the solution (inverse) matrix is to reduce Equations (14) and (15) 
COMPARATIVE TESTING Steady flow
Note that in steady flow, the right hand sides of Equations (14) and (15) Solution robustness with a fine spatial grid Further, the fine grid solutions are strongly concave upwards during wave initiation as shown in Figure 4 .
Describing the beginning-to-peak inflow by drawing a were found to be significantly more robust than both of the finite difference schemes, converging to the common fine grid solution at steps up to an order of magnitude larger.
In unsteady flow, a standard dambreak case study was tested over progressively coarser grids covering two orders of magnitude in Courant Numbers, demonstrating an ability to accommodate severe shocks even in solutions with minimal resolution. With simple post-computation inspection procedures sufficient to prevent unacceptable loss of accuracy, this offers users of CELL Integral solutions greatly increased computational speed and grid flexibility.
