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Kurzfassung
In dem Bericht wird auf der Basis einer Schichtenstruktur für
Betriebsorganisationen ein universeller Satz von Dispatcher-
Elementarfunktionen definiert und verschiedene Implementie-
rungen entwickelt.
Die Implementierungsalternativen werden in Simulationsversuchen
auf ihr dynamisches Verhalten untersucht, wobei dem Problem der
Prozessorkonflikte besondere Beachtung gewidmet wirde
Dispatcher Primitives for Symmetrie Multiprocessor Systems
Abstact
This report describes on the basis of a layer structure for
operating systems a universal set of dispatcher primitives.
Some implementation alternatives will be compared by simula-
tion, spending special attention to the problem of processor
conflicts.
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1. Erläuterung der AufgabensteIlung
Die Fortschritte, die in den letzten Jahren auf dem Gebiet der
Betriebsorganisation von DV-Systemen erzielt wurden, nehmen
sich vergleichsweise bescheiden aus, mißt man sie z. B. mit
technologischen Erfolgen auf dem Halbleiter-Sektor. Neben einer
Vielzahl partieller Ergebnisse, die insgesamt zu einer Verfei-
nerung der konstruktiven Hilfsmittel beitrugen, wurden in jüng-
ster Zeit zunehmende Anstrengungen zur Entwicklung geeigneter
Generierungsverfahren für Betriebssysteme unternommen 13, 14,
32, 42, 44. Sie stellen den Versuch dar, auch ohne Existenz
einer Strukturtheorie für Betriebssysteme Hilfsmittel für ihre
rationelle Produktion zu entwickeln. Dagegen sind nur wenige
Ansätze zu verallgemeinernden Konzepten von Betriebsorganisa-
tionen bekannt, die als Ausgangspunkt einer Standardisierung
dienen könnten. Erschwerend wirkt sich hier vor allem die
schnelle technologische Entwicklung aus, die eine Stabilisie-
rung der Strukturen - auch auf dem abhängigen Bereich der ma-
schinennahen Software - für die nahe Zukunft nicht erkennen
läßt.
Eine der richtungsweisenden Arbeiten auf dem Gebiet der Be-
triebsorganisationen stammt von Saltzer 39, dessen 'Traffic
CODtroller' wesentliche Züge eines generalisierten Betriebs-
systemkerns aufweist. Seine entscheidende Idee besteht darin,
die konfigurations abhängige Hardware, die sich aus Prozessoren,
Arbeitsspeichermodulen und einer Hierarchie von Hintergrund-
speichern zusammensetzt, auf ein konfigurationsinvariantes
System von Pseudoprozessoren mit zugeordneten virtuellen Ar-
beitsspeichern konstanter Größe und einem geräteunabhängigen
File-System abzubilden (Abb. 1). Entsprechend setzt sich der
'Traffic Controller' Saltzers aus drei Hauptkomponenten zusam-
men, die in eine Reihe elementarer Betriebssystemfunktionen
aufgegliedert wurden:
- dem Prozessor-Multiplexer,
- dem Memory-Multiplexer,
- dem File-System.
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Saltzer hatte bei seinen Überlegungen vornehmlich die Belange
von Teilnehmersystemen im Auge und paßte die Funktionen an d
Architektur der GE 645 von Honeywell an, die als Zielmaschine
. 2 9 17des MULTICS-Systems dlente ' , 0
Die angegebenen Verfahren für das Prozess-Switching über
Bibliotheksroutinen, die im Adreßraum j Prozesses 1
lassen sich effektiv nur auf einer Paging-Maschine mit mul
dimensionalem virtuellen Speicher vom Typ der GE 645 durchfüh-
ren0 Ebenso erscheint die feste Einbettung von Scheduler-Auf-
rufen vor dem Umschalten der Prozesse aus einem Wartezustand
in dieser Form nur für Teilnehmersysteme oder DV-An1agen mit
verwandtem Betriebsverhalten praktik 10
Die vorliegende Arbeit versteht sich als konsequente Wei
führung der bisherigen Ansätze in Richtung St&ldardisie-
rung von Betriebss twareo
Ers Voraussetzung ist die Definition
Betriebssystemkerns, eIl e
Bas sowohl für durchsatzorien S tungs
systeme, Teilnehmersysteme auch Realzeits terne dienen
kanno soll ten die Hardware-Anford(~rungenfür d
Realisierung Be auf
Minimum reduziert , um ihn Spektrum von
Rechnertypan zugänglich zu machen0 Bes sei die
Klasse Klein- und Mi gewöhnlich nicht
über virtuel Adress ",,,roM·""techniken
Mit diesen Randbedingungen wird im ersten Teil t
das strukturelle Ske tt allgemeinen Betr anisa-
tion erarbeitet, in 'Elementarfunktionen Dis-
patchers', die nur einen Ausschni
systemkerns bilden, t sind0
Als Ausgangsbas Org&d.s onsstruktur
mals von Dijks und im tern te
schichtenweise Gli~derung von programmsystemen,
stungsfähigkeit durch e R~ihe n gender terne
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15, 19, 26, 40 b 't" t' t d k t I . V f .es a 19 wer en onn e. n e1nem er e1nerungs-
prozeß wird die hardwarenächste Schicht in eine Ebene der
Interruptroutinen und eine Ebene der Elementarfunktionen un-
tergliedert und der Dispatcher als Teilsystem darin lokali-
siert ..
Im zweiten Teil der Arbeit werden die Grundfunktionen des Dis-
patchers entwickelt und vier alternative Implementierungen
für symmetrische Mehrprozess rsysteme angegeben, die mit Metho-
den der Simulation auf ihr dynamisches Verhalten untersucht wer-
den .. Die Auswahl der Entwürfe wurde maßgeblich durch die
Forderung nach einer Minimierung der Prozessor-Konflikte im
Dispatcher bestimmt, die einen kritischen Systemengpaß verur-
sachen ..
Die alternativen Implementierungen aller Dispatcherfunktionen
fanden letztlich ihren Niederschlag in einern PL/1-Programmpa-
ket, das gemeinsam mit den wichtigsten Simulationsresultaten
im Anhang dieser Arbeit in Form eines Konstrukt.ionshandbuchs
zusammengefaßt ist.. Die Programme sind leicht lesbar und auf
Grund des hohen Detaillierungsgrades direkt in eine Assembler-
oder Betriebssystem-Implementierungssprache übertragbar .. Sie
sind Ausdruck der Erfahrung des Verfassers, daß die Schwierig-
keiten in der Entwicklung von komplexen Programmsystemen vor
allem im Detail liegen und sollen deshalb eine wirksame Hilfe
für den Implementierer darstellen ..
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2. Der Rahmen einer allgemeinen Betriebsorganisati~
2.1 Das Schichtenmodell nach Dijkstra
Abb. 2 zeigt in schematischer Form die schichtenweise Gliederung
des gesamten Programmkomplexes einer Betriebsorganisation. Auf
dem höchsten Niveau sind die Benutzerprozesse angesiedelt, wäh-
rend alle darunterliegenden Schichten das eigentliche Betriebs
system bilden. Die hardwarenächste Schicht wird oft als System-
nukleus bezeichnet 20, während alle darUberliegenden Ebenen des
Betriebssystems den 'Supervisor' bilden. Goos 16 bezeichnet in
treffender Weise die Schnittstelle zwischen zwei aufeinander-
folgenden Schichten als 'Pseudohardware' einer virtuellen Ma-
schine. Die Mächtigkeit des Instruktionsvorrats einer Pseudo-
hardware wird durch den (u. U. eingeschränkten) Befehlssatz der
realen Maschine und einen zusätzlichen Satz von Funktionen be-
stimmt (Pseudoinstruktionen), die die Serviceleistung der dar-
unterliegenden Schichten des Betriebssystems repräsentieren.
Der Instruktionsvorrat des Systemnukleus als un ster Schicht
des Betriebssystems stUtzt sich ausschließlich auf den der
realen Maschine, während mit aufsteigender Schichtung die Mäch-
tigkeit des Instruktionsvorrats wächst
voraussetzung fUr die GÜltigkeit dieses Modells ist die gleich-
artige Behandlung von realen und Pseudo-Maschineninstruktionen
durch eine virtuelle Maschine, die z. B. bei konventionellen
Systemen die sequentielle Abarbeitung einer Instruktionsfolge
erfordert. Abweichungen von dieser Regel, die hauptsächlich aus
Effizienzgrtinden anzutreffen sind, werden ebenso wie deren
Auswirkungen - hier jedoch nicht näher diskutiert
In den Schichten oberhalb des Nukleus werden alle AUfgaben ge-
wöhnlich einheitlich in Form sequentieller Prozesse organisiert
Aus der Vielzahl existierender Definitionen 3, 6, 39 wird hier
die von Saltzer angegebene benutzt: ein Prozess t ein Programm,
das sich in der Ausftihrung durch einen eudoprozessor t
/
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Es wird für jeden Prozeß im System ein Pseudoprozessor bereit-
gestellt (1 : 1 - Abbildung), der für die Bearbeitung der Pro-
grammfolge zuständig ist. Die Aufgabe der Prozessor-Zuteilung
zu den existierenden Pseudoprozessoren ist dann offenbar eine
Basisfunktion des Nukleus, auf die alle Prozesse angewiesen
sind. Dieser Vorgang wird in der Literatur oft mit 'Dispatching'
bezeichnet.
Pseudoprozessoren werden für betriebssysteminterne Verwaltungs-
zwecke durch entsprechende Datenstrukturen beschrieben und kön-
nen in ihrer Mächtigkeit erheblich von den realen Prozessoren
des Systems abweichen. Ein spezifisches Merkmal von Pseudo-
prozessoren ist gewöhnlich die Unfähigkeit, externe Interrupts
zu verarbeiten. Sie setzt voraus, daß sie außerhalb der Prozesse
in einem zentralen Systemteil, dem Interrupthandler, abgehandelt
werden und stellt für homogene Systeme (in denen jeder Interrupt
dieselbe Bedeutung für alle Prozesse hat) eine sinnvolle Re-
striktion dar.
Es scheint vernünftig, diesen zentralen Systemdienst ebenfalls
dem Nukleus zuzuordnen, der damit als Koordinator zur Außen-
welt des DV-Systems fungiert und auch den eigentlichen Ein/Aus-
gabeverkehr kontrolliert.
Eine Erweiterung dieser Philosophie ist notwendig, wenn unter
Regie eines Betriebssystems mehrere, in der Struktur voneinan-
der abweichende Hardwaresysteme mit individuellen Betriebsorga-
nisationen emuliert werden 28. Überlegungen in dieser Richtung
sind jedoch nicht Gegenstand dieser Arbeit.
Neben diesen geschilderten Eigenschaften der Prozesse, die
nahezu zwangsläufig einen zentralen Dispatcher und Interrupt-
handler im Nukleus voraussetzen, werden Prozesse in der Regel
mit Synchronisations- und Kommunikationshilfen ausgestattet,
die eine Koordination der Zugriffe auf gemeinsame Daten und bei
der Kommunikation zwischen Prozessen ermöglichen.
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Es ist zwingend, auCh diesen, allen Prozessen gleichberechtigt
zur Verfügung stehenden Systemdienst im Nukleus zu konzen-
trieren.
Aus der Beschreibung der wesentlichen Eigenschaften und der
Mächtigkeit von Prozessen wurden oben unmittelbar die minimalen
funktionellen Anforderungen an einen Nukleus gewonnen. Er ent-
hält danach:
- die Primitiv-Ein/Ausgabe,
den Interrupthandler,
- den Dispatcher,
- die Datensynchronisation und Prozesskommunikation.
Ein Vergleich mit dem 'Traffic Controller' Saltzers zeigt, daß
die Funktionen des Memory-Multiplexer~, die integrierter Be-
standteil des 'Traffic Controllers' sind, im Nukleus nicht ent-
halten sind. Sie werden bei schichtenweise organisierten Be-
triebsorganisationen gewöhnlich in die erste Schicht des Super-
visors verlegt, so daß im Nukleus ausschließlich die
bezogenen Funktionen zurückbleiben.
Die Vorteile einer derartigen hierarchischen Organisations-
struktur wurden schon vielfach beschrieben 5, 36, 37 und sind
im betrachteten Fall:
die Supervisorprozesse der Speicherverwaltung können selbst
auf Nukleusfunktionen zurückgreifen,
der Nukleus wird kompakter. Betriebsorganisationen mit einer
festen Auf teilung des Arbeitsspeichers, wie sie oft in Prozess
rechnern für spezielle Anwendungen anzutreffen sind, können
dadurch bedeutend ökonomischer aufgebaut werden. Im Extrem-
fall bestehen sie wie dieses Beispiel beweist - ausschließ-
lich aus dem Nukleus.
Eine Nebenbedingung des skizzierten Systemaufbaus ist jedoch,
daß der Nukleus und die an der Arbeitsspeicherverwaltung be-
teiligten Prozesse des Supervisors selbst
eine rekursive Abhängigkeit voneinander zu vermeiden.
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Aus demselben Grunde - der Vermeidung rekursiver Abhängig-
keiten - können Prozesse, die im Nukleus ablaufen, nicht Uber
die gleiche Mächtigkeit wie diejenigen der höheren Schichten
der Betriebsorganisation verfUgen. Es erscheint jedoch sinn-
voll, eine zweite Klasse von Prozessen, die NUkleusprozesse,
fUr den Bereich des Nukleus zu definieren. Ihre Zahl ist durch
die hardwaremäßig realisierten Ablagebereiche fUr den Prozessor-
Status bestimmt, die hier die AUfgabe der Pseudoprozessoren
Ubernehmen. Nukleusprozesse fUhren Funktionen des Systemnukleus
aus und stUtzen sich ausschließlich auf die Hardware der realen
Maschine@ Die Prozessor-Zuteilung zu den existierenden Pseudo-
prozessoren des Nukleus geschieht hardwaregesteuert durch das
Interruptwerk einer DV-Anlage@
Neben den Eigenschaften
- ablaufbezogen und
- arbeitsspeicherresident,
die zwangsläufig aus der funktionellen Aufgliederung der Be-
triebssystemfunktionen zwischen Nukleus und Supervisor folgen,
werden nachfolgend fUnf zusätzli~he Anforderungen an den
Nukleus gestellt.
Die weitestgehende Forderung ist die nach Betriebsartinvarianz.
Sie bedeutet, daß der Nukleus selbst weitgehend strategiefrei
sein muß und damit als universelle Basis fUr den AUfbau von Be-
triebsorganisationen mit unterschiedlichen Betriebsarten dienen
kann.
Weiterhin verlangen wir, daß ausschließlich der Nukleus voll
privilegiert ist. Mit dieser, oft hardwaremäßig unterstUtzten
Eigenschaft (z@ B@ durch die Unterscheidung eines System/Be-
nutzer-Modus) ist gemeint, daß nur dem Nukleus das totale Kon-
trollrecht Uber alle Betriebsmittel eines DV-Systems eingeräumt
wird@ Er stellt deshalb vom Standpunkt der Systemzuverlässigkeit
den kritischsten Teil einer Betriebsorganisation dar. Programmier-
- 8
fehler im Nukleus sind daher grundsätzlich nicht begrenzbar
und führen in der Regel zum Zusammenbruch des Systems@
Eine wichtige Forderung stellt die weitgehende fntJs2pplung des
Nukleus vom restlichen Be system dar. Insbesondere sollen
keine, auf den Supervisor übergreifenden iche exis
ren D e Restriktion scheint aus zwei Gründen notwendig:
zur Vermeidung von Systemverklemmungen (Deadlocks) bei der
Verr lung gemeinsamer Daten. Sie können durch die Un
brechung der beteiligten Supervisor-Prozesse inmitten eines
Verriegelungsintervalls dann ausgelöst werden, wenn in der
Inte,l::'ruptbehandlung derselbe Datenbereich nochmals verrie-
t wird,
um un chiedliche Arbeitsspeichersysteme im Nukleus und
den darUberliegenden Schichten der Betriebsorganisation
nicht von vornherein auszuschließen. Ein Beispiel, das in
sm Zusammenhang große praktische Bedeutung besitzt, ist
Prozes s des Schedu ,die in Reihe exis
Systeme 1 auch vom Dis tcher inspiz wird. Im
le virtuellen Arbei mit un legtem
Paging müssen für den Scheduler die allgemeinen Regeln ein-
schränkende Sonderrnaßnahmen troffen werden, um die Pages
der Prozess im reellen Arbeitsspeicher zu verankern
(d. h s präventiv gegen Page Faul abzusichern).
Alle Nuk se müssen außerdem im Gegensatz zu den
Prozessen darüberliegenden Schichten während des Aufen
haI in lungsintervallen aus
geführt werden, da es für s inen unterstützten Wartezustand
gibt
Schließlich verla,ngen wir, daß der Nukleus ko!!,pakt
diese Forderung len zwei Gründe genannt werden:
• Für
die permanente Residenz im Arbeitsspeicher, die eine Ein-
chränkung Plat s, insbe bei Anwendung
der vorgeschlagenen Organisat,:ion Kleinrechner nahelegt ,
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das Kurzhalten von unterbrechungsgesperrten Perioden, das
für die schnelle Reaktion des Systems auf Realzeitbedingungen
entscheidend ist.
2.2 Verfeinerung des Schichtenmodells durch Einführung von
Elementarfunktionen
Im vorigen Kapitel wurden in groben Zügen die wesentlichen Merk-
male schichtenweise gegliederter Betriebsorganisationen als
eine komplexe Anwendung des allgemeinen, von Dijkstra angegebe-
nen Prinzips der hierarchischen Funktionengliederung diskutiert.
Ihre grundlegende Struktur wurde maßgeblich durch die Erforder-
nisse in konventionellen DV-Systemen beeinflußt, in denen die
Tendenz besteht, scharf zwischen Prozessen der Benutzer und de-
nen des Betriebssystems zu unterscheiden. Dieser Philosophie lie-
gen hauptsächlich Sicherheitsüberlegungen zugrunde.
Benutzerprozesse, die in der äußersten Schicht der Betriebsorga-
nisation ablaufen, verfügen nur über sehr indirekte Kontrollmit-
tel zur Einflußnahme auf den Betriebsablauf. Von ihnen, durch
versuchtes Verändern oder Unterleufen der Betriebsorganisation
ausgelöste Störungen können daher mit entsprechender Hardware-
unterstützung meist abgefangen werden.
Anwenderprogrammpakete für Realzeitsysteme können im allgemeinen
nicht in dieses Organisationsschema eingebettet werden.
Benutzerspezifische, auf den speziellen Anwendungsfall zugeschnit-
tene, Scheduling-Maßnahmen erfordern oft Eingriffe in die unteren
Schichten der Betriebsorganisation.
Darüberhinaus ist in der Regel die direkte Kontrolle der externen
Prozeßperipherie durch benutzereigene Treiber- und Interruptpro-
gramme unerläßlich. Die dazu notwendigen Eingriffe in den Nukleus
setzen detaillierte Kenntnisse über dessen interne Programm- und
Datenorganisation voraus.
Aus den beschriebenen Gründen können Anwenderprogrammpakete für
Realzeitsysteme nicht mehr einer bestimmten Schicht der Betriebs-
organisation zugeordnet werden.
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Anwender, die ein schichtenweises gegliedertes DV-System in die-
ser Weise benutzen, üben daher eine den Systemprogrammierern
sehr verwandte Tätigkeit aus und müssen auch vergleichbare Kennt-
nisse über den internen Systemaufbau besitzen@
Diese tsweise ist den Intentionen, die hinter Betriebs
systemen stehen, entgegengerich t und stellt eine erhebliche
Quelle Betriebsstörungen dar@
In den höheren Ebenen der Betriebsorganisation können benutzer-
eigene Programme unter Verwendung geeigneter Programmiersprachen
noch relativ unproblematisch in den Gesamtkomplex integriert wer-
den, da s sich auf eine inierte Pseudohardware beziehen
und daher abprüfbar sind~
Besonders kri ch sind dagegen Eingriffe in den Systemnukleus,
in dem aus erklärten Gründen Programmierfehler nicht be-
sind ..
Die Arbeit zugrundeliegende Idee, die sichere
und rationelle Programmierung auch im Systemnul<:leus
ermögli 1, teht darin, für Nukleus se den
übr organisation vergleichbare PSeudo-
Ihr truk tehe aus dem
realen Maschine und einem Satz von
durch le systems chen Operationen abge-
im Nuk durchgeführt werden@ Vier Klassen
von Elementarfunktionen können unterschieden werden:
die in pez ischen Funktionen,
die Primitiv-E/A-Funktionen,
die Dis tcher-Funktionen,
Synchronis und Kommunikationsfunktionen
S sind in Form von Reentrant-Unterprogrammen organisiert und
werden i von Interruptroutinen, den Nukleus-
prozesse, aufgerufen@
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Die Programmorganisation des Nukleus zerfällt danach in zwei
Schichten:
- in die Schicht der Interruptroutinen,
- in die darunterliegende Schicht der Elementarfunktionen.
In Abb. 3 ist das modifizierte Schichtenmodell dargestellt. Es
verdeutlicht, daß Benutzer ihre Programme nicht mehr für eine be-
stimmte Pseudohardware schreiben, sondern entlang einer "'rreppe"
programmieren, die sich durch alle Schichten der Betriebsorgani-
sation zieht.
Mit einem derartigen Satz von Elementarfunktionen können Anwender
(vom Betriebssystemprogrammierer bis zum eigentlichen Benutzer)
Interruptroutinen formulieren, ohne besondere Kenntnisse über
die interne Ablauf- und Datenorganisation des Nukleus zu be-
sitzen. Integriert man die Elementarfunktionen in eine geeigne-
te Programmiersprache (z. B. einen Makroassembler), dann sind
Interruptroutinen wie gewöhnliche Benutzerprogramme - auch hin-
sichtlich des Gebrauchs der Elementarfunktionen - syntaktisch
abprüfbar.
Die zu Beginn dieses Kapitels geschilderten Nachteile des Schich-
tenmodelIs sind durch die vorgelegte Organisation damit weit-
gehend beseitigt.
Der Nachweis, daß ein Basissatz von Elementarfunktionen definier-
bar ist, der mit einem Minimum an Hardwareanforderungen auf ein
breites Spektrum von unterschiedlichen Maschinentypen abgebil-
det werden kann, wird hier lediglich für die Dispatcher-Funktio-
nen geführt, auf die sich alle nachfolgenden Untersuchungen be-
schränken. Die vorliegende Arbeit ist damit Teil eines über-
greifenden Forschungsvorhabens 38, das die Definition und Entwick-
lung aller Elementarfunktionen des Nukleus zum Ziele hat.
Die gewonnenen Resultate sind jedoch weitgehend unabhängig von
den Zielen des tibergeordneten Projekts und können daher getrennt
genutzt werden.
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2.3 Der Dispatcher in symmetrischen Mehrprozessorsystemen
Definition, Lokalisierung und Problematik
Die nachfolgenden Untersuchungen konzentrieren sich auf die
Klasse symme ischen lYlehrprozessorsysteme" Wir wollen h
un alle DV-Systeme verstehen, in denen mehrere
Prozessoren, die einen gemeinsamen Arbeitsspeicher gekop-
pelt sind, im Rahmen der Betriebsorganisation be-
handelt werden (Abb" 4)@
Diese, im Engl chen oft mit 'distributed organization' 29 +)
bezeichnete Organisationsform von MP-Systemen hat den Vorzug,
daß jeder Prozessor alle Funktionen des Betriebssystems ausfUh-
ren kann und stellt einen erfolgversprechenden Lösungsansatz
fUr DV-Systeme mit erhöhter VerfUgbarkeit dar, in denen Total-
ausfälle von Prozessoren relativ einfach abgefangen werden kön-
nen
Die Elementarfunktionen Dispatchers übernehmen im Rahmen die-
ser Betri form d Aufg ,d logische Ve~knlipfung zwischen
soren und sen des Systems herzustellen" Da der
Dis damit Schal teIle flir soren des
Sys ist, bil t er einen poten lIen Engpaß ('Bottleneck')
fUr s Er wird durch den simultanen Zugriff mehrerer Prozesso-
ren zur Datenbas des Dispatchers ausgelöst und führt zu Pro-
zes~or-Konflik ,die in erheblichen Leistungsminderung
Mehrprozessor-DV-Systems resultieren können"
Ein wesentlicher Bestandteil dieser Arbeit ist daher die Entwick-
lung igneter Datenstrukturen den Dispatcher mit dem le
e Reduzierung Konfliktwahrscheinlichkeit" Als grundsätz-
liche S wird dabei Igt, die Datenbas des Dis
in unabhäng, getrennt zugängliche Bereiche
zu untergl "
lt" (
allen
sind Be
d"h und
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Die Synchronisation der Datenzugriffe wird auf der maschinen-
nahen Betriebsorganisationsebene, auf der die Dispatcherfunktio-
nen ablaufen, per Hardware durchgeftihrt.
In Anlehnung an Dennis 6 wollen wir zu diesem Zweck die Instruk-
tionen LOCK (v) und UNLOCK (v) einftihren, in denen v eine
logische Verriegelungsvariable bezeichnet, die die Werte 'true'
(Datenzugriff verriegelt) oder 'false' (Datenzugriff gestattet)
annehmen kann.
Die Wirkungsweise der Instruktionen sei durch die folgende PL/1-
Programmsequenzen beschrieben:
LOCK (v)
lock: if v = 'true' then goto lock;
else v = 'true';
UNLOCK (v)
unlock : v = 'false'
Beide Instruktionen sind - wie alle Maschinenbefehle - unteilbar
und mtissen den Speicher ftir die Ausftihrungsdauer blockieren.
Ein Verstoß gegen diese Vorschrift kann zu logisch falschen Ab-
1 " f f"h 3au en uren ..
Mit der Einftihrung dieser Synchronisationshilfsmittel sind die-
jenigen Hardwareanforderungen definiert, auf die bei der Ent-
wicklung geeigneter Programm- und Datenstrukturen ftir Dispatcher
in den nachfolgenden Kapiteln zurtickgegriffen wird.
Die beschriebene Organisation der Dispatcherfunktionen in Unter-
programme hat den Vorteil, daß Interruptroutinen bei Unterpro-
grammaufrufen immer die Kontrolle zurUckerhalten. Der Kontroll-
fluß wird dadurch tibersichtlicher.
Die oft zeitaufwendigen Operationen des Ladens und Rettens von
Registerinhalten können zudem aus dem Dispatcher in die Interrupt-
routinen verlegt, d. h. dezentralisiert werden. Die Programmlauf-
zeiten im Dispatcher werden damit klein gehalten und die Pro-
zessorkonflikte reduziert.
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3" Die Elementarfunkt;h2nen des Dispatchers
3.1 Definition und Wirkungsweise
Aus der globalen Definition des Dispatchers im vorangegangenen
Kapitel werden nachfolgend einzelne Funktionen abgeleitet und
durch eine Reihe von Zustandsänderungen an Prozessen und Pro-
zessoren beschrieben. Zur Verdeutlichung der im Rahmen dieser
Diskussion relevanten Zustandsänderungen für Prozesse dient da-
bei das Zustandsdiagramm in Abb. 5. In Anlehnung an 25, 27 wer-
den vier Prozesszustände betrachtet, die im einzelnen folgende
Bedeutung h~~en:
- SUSPENDIERT
ü;t ein aUßel-halb des Dispatchers definierter Wartezustand .. Er
k0nnte z .. B.. von allen Prozessen eingenommen werden, denen der
überwiegende Teil ihres erforderlichen Arbeitsspeichers fehlt,
und die deshalb vorerst nicht am Wettbewerb um die Zuteilung
Prozessoren teilnehmen.
Die Zuweisung der für eine Reaktivierung erforderlichen Betriebs-
mittel unterliegt der Kontrolle eines Schedulers (zuständig für
die Betriebsmittelplanung und -führung), derauch den Austritts-
zeitpunkt von Prozessen aus dem SUSPENDIERT-Zustand bestimmt ..
- BEREI
kennzeichnet den ablaufbereiten Zustand, in dem sich die Prozesse
um Prozessoren im System bewerben .. Sie führen zu diesem Zweck
eine Ordnungskennziffer mit sich (Priorität), die ein eindeutiges
Entscheidungskriterium für die Auswahl des nächst zu aktivieren-
den BEREIT-Prozesses durch einen untätigen Prozessor bildet ..
- AKTIV
m;~rkiert diejenigen Phasen im dynamischen Ablauf der Prozesse,
in denen ihnen ein Prozessor fest zugeordnet ist .. Die Allokation
bleibt solange bestehen, bis die Prozesse durch eine Dispatcher-
Funktion in einen anderen erlaubten Zustand überführt werden ..
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- BLOCKIERT
ist ein Dispatcher-~ternerWartezustand von Prozessen. Der we-
sentliche Unterschied zum Zustand SUSPENDIERT besteht darin,
daß die Durchführung dieses Zustandswechsels ohne Kenntnis des
Schedulers geschieht und deshalb die Betriebsmittel der Prozesse
unangetastet bleiben.
Nach Befriedigung der Wartebedingungen können blockierte Prozesse
durch eine entsprechende Dispatcher-Funktion direkt in den BEREIT-
Zustand zurückversetzt werden@
Diese internen Prozesszustandswechsel im Dispatcher, die trans-
parent für den Scheduler sind, bilden die Grundlage für die
Realisierung variierender Kopplungen zwischen Dispatcher und
Scheduler. Die Zweckmäßigkeit dieses Mechanismus wird im weite-
ren Verlauf dieses Kapitels an einigen Beispielen noch näher er-
läutert.
In ähnlicher Weise wie für Prozesse werden für die Prozessoren
des Systems drei unterschiedliche Zustände definiert:
UNTÄTIG
In diesem Zustand befinden sich alle Prozessoren, die keine nütz-
liche Arbeit mehr leisten )cönnen@ Er wird entweder durch eine
Warteschleife oder eine hardwaremäßig implement te IDLE-In-
struktion realisiert, durch die der Instruktionszyklus des Pro-
zessors abgeschaltet wird. Das Verlassen dieses Zustandes kann
nur durch einen externen Interrupt erzwungen werden.
- ALLOKIERT
sind alle Prozessoren, die einem aktiven Prozeß zugeordnet sind@
Die Allokation bleibt solange bestehen, bis die zugeordneten
AKTIV-Prozesse durch eine Dispatcher-Funktion in einen anderen
erlaubten Zustand übergehen und zwangsläufig eine Umschaltung
der ausführenden Prozessoren in den WACH-Zustand veranlassen@
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WACH
-
In diesem Übergangszustand halten sich alle Prozessoren auf,
die ihren Prozeß abgegeben haben und ihren Zielzustand (ALLOKIERT
oder UNTÄTIG) noch nicht erreicht haben~
Di inition WACH-Zustandes scheint zwingend, da Pro-
zessoren Phase nicht disponierbar und deshalb grund-
sätzlich verschieden von allokierten oder untätigen Prozessoren
zu behandeln sind~
Dies soll an einem Beispiel erläutert werden:
Ein aor habe nach Ausführung der wait-Funktion seinen
Prozess die assign-Funktion zwecks Zuteilung eines
~~n7QCses noch nicht aufgerufene Bleibt der Pro-
zessor in im Zustand ALLOKIERT, dann ist er potentieller
Kandidat e 'Preemptioni~ Dies bedeutet, daß er auf Grund se
ner momen tät durch einen Interrupt von einem fremden
~rn7~~sor zur Aufgabe seines Prozesses gezwungen werden kanne
t kann erst nach der Aufnahme e
ses wirksam und unterbricht damit in der Regel den
Prozess höchs ität@
Eine ähnliche unerwünsch Situation entstünde, wenn der Prozessor
durch die wait-Funktion in den Zustand UNTÄTIG versetzt würde@
Er t dann po ller Kandidat einer Neuzuteilung, die eben-
Is durch einen Interprozessor-Interrupt eingeleitet wird@
Geht s Prozessor jedoch vorher durch Aufruf der
assign-Funktion in den Zustand ALLOKIERT über, dann wird er
nach Aufnahme ses ungewollt durch den anstehen-
den In
die Einführung WACH-Zustandes ist die
für den Anwender Der Eintritt in den UNTÄTIG-
Kontrolle Interruptroutinen und ist
Dispatcher-Funktion gekoppelt
Ein If/ei
erhöhte !" 1
Zustand erfolgt
nicht an Resultat
- 17 -
(denkbar wäre die Kopplung an die assign-Funktion, die im Falle
einer leeren BEREIT-Liste den ausführenden Prozessor in einen
STOP führt).
Entsprechend den betrachteten Zuständen von Prozessen und be-
teiligten Prozessoren wollen wir die Elementarfunktionen des
Dispatchers aus den erlaubten Zustandsänderungen ableiten, die
in den Abbildungen 5 und 6 durch Pfeile mit entsprechenden Funk-
tionsnahmen gekennzeichnet sind.
Die folgende Tabelle enthält in einer Übersicht alle auf diese
Weise ermittelten Dispatcher-Funktionen sowie die Zustandsände-
rungen, die an den zugeordneten Prozessen bzw. Prozessoren vor-
genommen werden.
Elementar- Prozeß-Zustands- Prozessor-Zustände oder
funktionen wechsel Zustandswechsel des aus-
führenden Prozessors
add SUSPENDIERT~BEREIT ALLOKIEWr v WACH
retire ~BEREIT } ALLOKIERT WACHBLOCKIERT ~SUSPENDIERT v
assign BEREIT -... AK'l'IV {UNTÄTIG} ALLOKIERTWACH ..........
release AKTIV~ SUSPENDIERT ALLOKIERT .......... WACH
wait AKTIV --... BLOCKIERT ALLOKIERT -.. WACH
ready BLOCKIERT -pa. BEREIT ALLOKIERT v WACH
reready AKTIV • BEREIT ALLOKIERT --l/II>- WACH
stop WACH ... UNTÄTIG
Die Aufstellung zeigt, daß mit einer Ausnahme alle eingeführten
Dispatcher-Funktionen Zustandswechsel an Prozessen durchführen.
Die Ausnahme bildet die stop-Funktion (Abb. 6), die unabhängig
von allen Prozessen lediglich eine Umschaltung des verantwort-
lichen Prozessors von WACH nach UNTÄTIG bewirkt.
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Bevor aus den oben definierten Elementarfunktionen des Dispatchers
praktische Implementierungen abgeleitet werden können, ist eine
Spezifikation der Funktionsaufrufe sowie eine detaillierte Be-
schreibung der Semantik erforderlich~
Zur Erkennung dynamischer Fehler, die z~ B~ durch eine logisch
unsinnige Folge von Funktionsaufrufen entstehen könnten, erzeu-
gen alle Elementarfunktionen einen Return-Code, der an die auf-
rufende Prozedur zurückgegeben wird~ In den anschließenden Funk-
tionsbeschreibungen, werden daher vor Erläuterung der Wirkungs-
weise jeweils die Parameter der betrachteten Funktion sowie die
gültigen Return-Codes erkl ~
Die Nukleus-relevanten Prozessbeschreibungen werden dabei in
Prozess-Kontroll-Blöcken vorausgesetzt, auf d sich einige der
Funktionen beziehen~
~~n~'Q~S ist e
Block (peB) des
werden soll~
policy t
und kann zwei Wer
e, die auf den s-Kontroll-
ses weist, der dem Dispatcher übergeben
Ausführungsvorschrift für die add-Funktion
annehmen:
= 'nonpreemptive', bedeutet, daß als Teil der add-Funk-
tion lediglich nach einem untätigen Prozessor gesucht
wird, falls vorhanden durch ein entsprechen-
des Interrupt-Signal aufgeweckt wird.
= 'preemptive', bedeutet, daß als Nebenwirkung der add-
Funktion nach einem ProzeSsor gesucht wird, der auf
einem ni geren Prioritätsniveau 1 als der neu
eingereihte Prozess und falls vorhanden - durch ein
In t-Signal unterbrochen wird. Sofern sich der
signal te sor nicht im UNTÄTIG-Zustand be-
findet, wird durch dieses Vorgehen Umschaltung
des un Prozessors auf den s höherer
Priorität eingelei t~
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- Return Codes
= 0,
::::: 1,
ohne Beanstandungen ausgeführt.
Funktion aus Speicherplatzmangel für den Aufbau eines
neuen Listenelements nicht ausführbare
- Wirkungsweise der Funktion
Der unter der Adresse process angegebene peB wird unter Be··
rücksichtigung der Priorität des Prozesses und der Ausführungs-
vorschrift policy in die Datenbasis des Dispatchers aufge-
nommen und dort in den Zustand BEREIT versetzt.
Die Priorität wird dabei als eine im PCB an definierter Position
enthaltene Größe vorausgesetzte
retire (process_id, process, policy)
- Parameter
process_id ist die Prozessidentifikation des Prozesses, der
aus der Datenbasis des Dispatchers entfernt werden soll.
process enthält nach erfolgreicher Ausführung der Funktion
die Adresse des PCE für den bezeichneten Prozess.
policy ist - äquivalent der add-Funktion - eine Ausführungs
vorschrift für die retire-Funktion und kann zwei Werte annehmen:
::::: 'nonpreemptive' , bedeutet, daß der bezeichnete Prozess
im Falle AKTIV unangetastet bleibt und lediglich ein
Kennzeichen hinterlassen wird, daß eine retire-Anfor-
derung vorliegt. Sie wird beim nächsten Zustandswechsel
des Prozesses berücksichtigte
::::: 'preemptive', veranlaßt, daß dem allokierten Prozessor
eines aktiven Prozesses ein Signal geschickt wird, das
eine Unterbrechung auslöst und damit die zwangsweise
Ausgliederung des Prozesses aus der Datenbasis des
Dispatchers einleitet.
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- Return Codes
= 0, ohne Beanstandungen ausgeführt~
= 1, die Ausgliederung des Prozesses konnte nur initialisiert
werden, da er sich im Zustand AKTIV befindet@
= 2, der bezeichnete Prozess ist in der Datenbasis des
Dispatchers nicht auffindbar@
Wirkungsweise der Funktion
Der durch process_id bezeichnete Prozess wird in der Daten-
basis des Dispatchers gesucht und falls er sich im Zustand
BEREIT oder BLOCKIERT befindet - ausgegliederte Dem Para-
meter process wird die Adresse des PCB zugewiesene Befindet
sich der Prozess im Zustand AKTIV, dann kann seine Ausgliede-
rung nicht schritthaltend erfolgen@ Vielmehr wird in Abhängig-
keit von der gewählten policy ein Kennzeichen hinterlassen,
das die Ausgliederung de~ PCB zu einem Zeitpunkt durch
die release-Funktion erzwingt@ In den nachfolgenden Beispielen
wird dabei angenommen, daß die Prozess identifikation jedes
Prozesses im zugeordneten PCB an definierter Position enthal-
ten ist@
- Parameter
, proces )
reg_state ist eine Adresse, die bei erfolgreicher Ausführung
der Funktion auf d für eine Wiederaufnahme des Prozesses zu
ladenden Regis zeigte
process_id enthält nach
die Prozessidentifikation
19reicher AusfUhrung der Funktion
zugeordneten Prozesses@
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- Return Codes
= 0, ohne Beanstandungen ausgeführt,
= 1, kein BEREIT-Prozess vorhanden,
= 2, der verantwortliche Prozessor ist bereits allokiert.
- Wirkungsweise der Funktio~
Der bereite Prozess höchster Priorität wird gesucht und - falls
vorhanden in den AKTIV-Zustand versetzt. Gleichzeitig wird
eine logische Verbindung zu dem verantwortlichen Prozessor (der
die Funktion ausführt) hergestellt, der dadurch in den ALLOKIERT-
Zustand übergeht
condition enthält in Form einer Bit-Maske die Gründe für eine
AUfgabe des Prozesses@ S wird mit einer allgemeinen Warte-
maske verknüpft, die als Bestandteil des PCB vorausgesetzt wird
und in der alle Wartebedingungen eines Prozesses gespeichert
sind@
process enthält nach erfolgreicher Ausführung der Funktion
die Adresse des aus der Datenbasis des Dispatchers entlassenen
PCE@
- Return Codes
= 0, ohne Beanstandungen äusgeführt,
= 1, der verantwortliche Prozessor ist nicht allokiert.
Die bestehende log ehe Verbindung zwischen dem ausführenden
Prozessor und dem aktiven Prozess wird aufgehoben und der PCB
aus der Datenbasis des Dispatchers ausgegliedert@
Der Prozess äßt damit den Zustand AKTIV, während der
Prozessor in den Zustand WACH umgeschaltet wird@
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wait (condition)
- Parameter
condition enthält in Form einer Bit-Maske die GrÜnde für
eine Blockade des Prozesses, S ersetzt den momentanen Wert
der allgemeinen Wartemasket die wie bereits unter release
erläutert - Bestand 1 PCB ist@
"'" ü t ohne Beanstandungen ausgeführt t
= 1 t Funktion wird nicht ausgeführt, weil eine retire-An-
forderung vorliegt,
= 2, Funktion kann nicht ausgeführt werden, da der ausführen-
de Prozessor nicht allokiert ist@
Die bestehende logische Verbindung zwischen dem ausführenden
Prozessor und dem aktiven Prozess wird aufgehoben@ Der Prozess
wechselt in den Zustand BLOCKIERT, während der Prozessor in
den WACH-Zustand übergeht@
ready (process_id, condition)
process_id ist die Prozess identifikation des Prozesses, der
aus einem Wartezustand befreit werden soll@
condition enthält in Form einer Bit-Maske alle Wartebe-
dingungen, die von
fernen sind ..
allgemeinen Warte-Maske des PCB zu ent-
= 0, ohne Beanstandungen ausgeführt,
= 1, der bezeichnete Prozess konnte in der Datenbasis des
Dispatchers nicht gefunden werden (in diesem Falle ist
dem Scheduler eine entsprechende Mitteilung zu machen)@
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- Wirkungsweise der Funktion
Der durch process bezeichnete Prozess wird gesucht und die in
condition gekennzeichneten Wartebedingungen von der allgemei-
nen Wartemaske im PCB entfernt. Sind alle Wartebedingungen des
Prozesses befriedigt, so wird er in den BEREIT-Zustand ver-
setzt und bewirbt sich damit erneut um einen Prozessor.
r~ready
- Parameter
keine
- Return Codes
"" 0, ohne Beanstandungen ausgeführt,
= 1, Funktion konnte nicht ausgeführt werden, da eine
retire-Anforderung vorliegt,
= 2, der Prozessor befindet sich nicht im Zustand ALLOKIERT.
- Wirkungsweise der Funktion
Die bestehende logische Verbindung zwischen dem ausführenden
Prozessor und dem aktiven Prozess wird aufgehoben. Der Prozess
wechselt in den Zustand BEREIT und der Prozessor wird in den
Zustand WACH überführt.
- Parameter
keine
- Return Codes
= 0, ohne Beanstandungen ausgeführt,
= 1, Funktion kann nicht ausgeführt werden, da der Prozessor
noch allokiert ist.
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Der ausfUhrende Prozessor wird in den Zustand UNTÄTIG
versetzt ..
Der damit im Detail festgelegte Satz von Elementarfunktionen des
Dispatchers kann aus drei Gründen als weitgehend universell be-
zeichnet werden:
er ist da er mit einem Minimum an Hardwareein-
schränkungen auf ein brei Spektrum von untersch lichen Ma-
schinentypen anwendbar ist ..
Als einzige Anforderungen an die Hardware wurden bisher die In-
struktionen LOCK und UNLOCK sowie eine Möglichkeit In
prozessor-Kommunikation gefordert, die in exis Mehr-
prozessor-Systemen zur Standardausrüstung gehören ..
er t weitgehend d.. h.. d lnen Funktionen
treffen ine mehrdeutig Ents idungen, son-
dern gen einem Vorgehenszwang, der durch elementare Gesetze
der Logik vorgegeben ist (z .. B t die Auswahl e BEREIT-
Prozesses dureh d assign~Funktion von dessen Pr i t ab-
hängig:
der bereite Prozess h6ehster Priorität hat den Vorrang, bei mehre-
ren Prozessen mit gleicher ität entsehei t der Eintritts
zeitpunkt in den BEREIT-Zustand
Grundlage ähnl imi
ses Be p 1 zeigt d
als Konstante aufgefaßt wird,
Entscheidungen ist oft wie
ität der Prozesse, die im Dispatcher
er ist d h auf Ereignisse im Gesam tem, die Ein-
griffe des Dispatchers erfor'derlich machen, kann auf untersch
liehe, eine bestimmte Betriebsart sowie das spezifische Anfor-
derungsprofil berücksichtigende Weise iert .. Diese
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Flexibilität wird in erster Linie durch die Wartezustände
BLOCKIERT und SUSPENDIERT erreicht, die qualitativ gleichwer-
tig sind und damit ein gewisses Überangebot an Dispatcher-Funk-
tionen erzeugen. Zwei Beispiele sollen dies verdeutlichen:
Als erstes sei eine Betriebsorganisation mit zentraler Betriebs-
mittelverwaltung und fester Kopplung Scheduler-Dispatcher be-
trachtet. Das entsprechend reduzierte Prozess-Zustandsdiagramm
(Bild 7) zeigt, daß der BLOCKIERT-Zustand von keinem der Prozesse
eingenommen wird, da jedes Ereignis im System,das den Verlust
oder Bedarf eines zusätzlichen Betriebsmittels für Prozesse be-
deutet, ihren Übergang vom AKTIV in den SUSPENDIERT-Zustand
auslöst. Der Scheduler eines derart operierenden Systems über-
nimmt im wesentlichen die Funktion eines zentralen Interrupt-
handlers.
Die Dispatcher-Funktionen wait und ready, die an den
BLOCKIERT-Zustand gekoppelt sind, können hier entfallen.
Als entgegengesetztes Beispiel sei eine Betriebsorganisation mit
dezentraler Betriebsmittelverwaltung und loser Kopplung Scheduler-
Dispatcher betrachtet. Hier wird angenommen, daß die Prozesse nur
am Anfang und Ende ihrer Existenz die Funktionen add und
release benötigen, für die Dauer ihres Bestehens aber ausschließ-
lich zwischen den Dispatcher-internen Zuständen wechseln.
Der Verlust oder Bedarf eines zusätzlichen Betriebsmittels wird
immer durch die Wartestellung der betroffenen Prozesse im Zu-
stand BLOCKIERT beantwortet.
Nach Bereitstellung des gewünschten Betriebsmittels durch einen
verantwo~tlichen Supervisor-Prozess können die blockierten Pro-
zesse durch Aufruf der ready-Funktion erneut in den BEREIT-Zu-
stand versetzt werden.
Gewöhnlich werden Mischformen dieser extremen Organisationen auf-
treten,und die Wahl der einen oder anderen Strategie ist oft-
mals eine Praktikabilitätsfrage.
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Der Betriebsaufwand (Overhead) wird in der Regel mit steigendem
Kopplungsgrad Dispatcher-Scheduler anwachsen, wobei unter
Kopplungsgrad das Verhältnis
k (3 1 1)
verstanden wird, worin
as
ab
die Zahl der
die Zahl der
AKTIV
AKTIV
SUSPENDIERT-Übergänge
BLOCKIERrr-Überg änge
und
von Prozessen bedeuten, die über eine bestimmte Zeit gemessen
wurden"
Der gegenüber Dispatcher-internen Zustandswechseln erhöhte Over-
head bei steigendem Kopplungsgrad wird hauptsächlich durch den
Informationsaustausch zwischen Dispatcher und Scheduler sowie
den zusätzlichen Zeitbedarf des Schedu verursachte
Feste Kopplungen (k 1) sind daher in allen Fällen impraktikabel,
in denen d mittlere Folge von Zustandsänderungen Prozesse
in die Größenordnung eines add-release-Zyklus vorstößt Die Aus
bildung eines Systemengpasses wäre d wahrscheinliche Folge
Neben den oben defin ten Dispatcher-Funktionen ist Reihe
weiterer vorstellbar, die entweder optimierenden Charakter haben
(d h@ mit Hilfe bereits bestehender Funktionen realis sind
wie z@B@ die klderung der Prozess-Priorität) oder Zustandsbeschrei-
bungen über den Dispatcher liefern, wie z@ B. Belegungszustand der
Listen, mitt Aufenthaltsdauer der Prozesse in den Dispatcher-
listen, Prozessorauslastung udgl., die als Entscheidungshilfen
für Scheduling-Verfahren herangezogen werden könnten
Abschließend s darauf hingewiesen, daß das llte Dis
patchermodell die Herstellung nicht er-
laubt@ Dieser bewußten Einschränkung liegt die Erkenntnis zu-
grunde, daß die Realisierung beding Wartezustände tand
der Synchronisations und Kommunikationsmechanismen ist, d die
Dispatcherfunktionen als funktionellen Unterbau benutzen
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3.2 Auslegungsziele und Darstellungsart
Auf der Basis der im vorigen Kapitel eingeführten Elementarfunk-
tionen werden nachfolgend zwei alternative Datenrepräsentationen
für die Datenbasis des Dispatchers angegeben und die Elementar-
funktionen algorithmisch beschrieben.
Dominierendes Kriterium bei der Auslegung beider Entwürfe, das
einen wesentlichen Einfluß auf die Struktur der Datenbasis so-
wie die entwickelten Algorithmen hat, ist die Optimierung des
Durchsatzes durch die Minimierung der Konflikte zwischen parallel
im Dispatcher arbeitenden Prozessoren.
Die Untersuchungen wurden dabei grundsätzlich auf Strukturen be-
schränkt, die die Einrichtung ablaufkonsistenter Systemzustände
zulassen. Ablaufkonsistenz ist dann hergestellt, wenn die n Pro-
zessoren zu den n Prozessen höchster Priorität allokiert sind 43
(bei gleichen Prioritäten gelte FIFO als Ordnungskriterium). Mit
dieser Randbedingung sind der an~estrebten Partitionierung der
Dispatcher-Datenbasis Grenzen gesetzt. Insbesondere verbieten
sich alle Organisationen, die auf heuristischen Auswahlverfahren
für die Bestimmung von Prozessen oder Prozessoren beruhen und da-
mit die als Ordnungskriterium eingeführte Priorität praktisch
ignorieren. Derartige Methoden können in futuristischen Mehrpro-
zessorsystemen dagegen durchaus große Bedeutung gewinnen, in de-
nen die Zahl der Prozessoren bereits eine statistischen Gesetzen
zugängliche Größenordnung erreicht. Die Untersuchungen im Rahmen
dieser Arbeit beschränken sich auf Mehrprozessorkonfigurationen
mit maximal 16 Prozessoren, flir die bereits in der nahen Zukunft
ökonomisch wettbewerbsfähige DV-Systeme zu erwarten sind 26
Darstellung der Algorithmen
Zur algorithmischen Beschreibung der Entwürfe sowie einer de-
taillierten Repräsentation der Datenstrukturen wurde eine kom-
pakte PL/1-Darstellung gewählt, die als Vorlage für den Aufbau
der Simulationsmodelle diente. Beide Dispatcher-Entwürfe sind
durch abgeschlossene PL/1-Prozeduren realisiert, die dieser Ar-
beit als Anhang beiliegen und folgenden formalen Aufbau haben.
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Im Anschluß an den Prozedurnamen wurden alle globalen Daten-
deklarationen sowie das Programm für die Initialisierung der
Datenbasis zusammengefaßt& Im Deklarationsteil sind außerdem
die Hardwareinstruktionen und Hardwareregister der Prozessoren,
die von einigen Dispatcher-Funktionen benutzt werden, als exter-
ne Prozeduren oder Variable mit führendem $-Zeichen aufgeführt0
Die Instruktionen $LOCK und $UNLOCK sind die bereits beschrie
benen Synchronisationshilfsmittel0
Die Instruktion $IDLE versetzt den Prozessor in einen hard-
waremäßig realisierten Wartezustand, aus dem er nur durch einen
Interrupt befreit werden kann0 Er wird durch die $WAKEUP-In-
struktion ausgelast, die als spezielle Form der $SIGNAL-Instruk-
tion für die Interprozessor-Kommunikation aufgefaßt wird 0 $IDLE
und $WAKEUP können entfallen, wenn der Wartezustand durch
einen dynamischen STOP realis wird0
Die Prozessoridentifikation wird in einem speziellen Register
($CPU-ID) angenommen, das im einfachs Fall ein für diesen
Zweck reservi Arbeitsregis des sors t0
Die un den nachfolgenden acht ENTRIES aufgeftihr Program-
me stellen die algorithmische Beschreibung der Elementarfunktio-
nen dar0 Unterprogramme, die von mehreren Elementarfunktionen
gemeinsam benu werden, sind unter den nachfolgenden ENTRIES
beschrieben ..
Durch das Attribut RECURSIVE wird mit den sprachlichen Mit-
teln von PL/1 dokumentiert, daß das gesamte Programmsystem
reentrant ist, ohne auf Einzelheiten der dazu notwendigen Spe
cherorganisation einzugehen& Dies t gleichermaßen für die
Parameterübertragung zu, die mit den üblichen PL/1-Techniken
behandelt wird ..
Die Verkettung
Organisationsdaten
Koppelglied (in den
PCB's sowie die Ablage Dispatcher-in
olgt in einer unabhängigen Struktur, dem
Programmen mi 1: CONNECrOR be chnet) 0
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Man erreicht damit, daß Änderungen in der Organisation des Dis-
patchers ohne Einfluß auf die Struktur des PCE bleiben. Insbe-
sondere kann die Art der Verkettung zwischen verschiedenen Ent-
würfen variiert werden.
Die Dimensionen der Elemente von Datenstrukturen (wie z. B. die
Länge der Wartemaske des PCB) sind in den PL/l-Programmen will-
kürlich gewählt und müssen im Bedarfsfall an die Erfordernisse
der Hardware und der Betriebsorganisation angepaßt werden.
3.3 Der Entwurf A: geschlossene Prozessliste
In Abb. 9 ist die Datenstruktur des Dispatcher-Entwurfs A dar-
gestellt. Man erkennt im wesentlichen zwei verschiedene Daten-
formationen:
- die Prozessortabelle, die den Prozessorstatus für alle Pro-
zessoren des Systems enthält und
- die Prozessliste, die alle PCB·s in abnehmender Priorität
enthält, die gegenwärtig dem Dispatcher bekannt sind.
Die PCB·s sind - wie bereits erläutert - nicht direkt unterein-
ander verzeigert, sondern indirekt über entsprechende Koppel-
glieder, die auch den Dispatcher-internen Prozesszustand auf-
nehmen. Aktive Prozesse sind über ihre Koppelglieder außerdem
mit den allokierten Prozessoren verzeigert. Diese Organisation
stellt sicher, daß ein allokierter Prozessor direkten Zugriff
zum zugeordneten aktiven Prozess hat und umgekehrt zu jedem
aktiven Prozess unmittelbar der allokierte Prozessor bestimmt
werden kann.
Der Partitionierungsgrad wurde zugunsten einer einfachen, spei-
cherarmen Organisation, die zu einfachen, kurzen Algorithmen
führt, bewußt begrenzt.
t nicht weiter untergliedert und muß daher
Dispatcher-Funktion immer als Ganzes ver-
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Die Prozessliste
beim Zugriff einer
riegelt werden.
In der Prozessortabelle kann dagegen jeder Eingang separat ver-
riegelt werden, so daß Stauungen von Prozessoren beim Durchsu-
chen der Prozessor-Tabelle erheblich reduziert werden@ Der Such-
vorgang ist immer dann erforderlich, wenn als Folge der Dis
patcher-Funktionen add und ready entweder ein untätiger Pro-
zessor oder ein allokierter Prozessor unterhalb eines vorgegebe-
nen Prioritätsniveaus bestimmt werden soll@
Die Unterprogramme WAKE PR und SIGNAL PR führen diese Aufga-
be durch und zeichnen sich insbesondere dadurch aus, daß die
Verriegelungen der Eingänge der Prozessortabelle nach Möglich-
keit sequentialis t werden (d. h@ der Eingang i + 1 wird erst
dann verriegelt, wenn der te Eingang entriegelt ist)@ Der or-
ganisatorische Mehraufwand für eine partition te Prozessor-
tabelle gegenüber einer geschlossenen ist nicht essentiell, so
daß auf die Untersuchung noch primitiverer Organisationen ver-
zichtet wurde@
3.4@ Der Entwurf B: partition
BEREIT-Liste
te Prozess Lis mit separater
Schon eine qualitative Analyse zeigt, daß der Entwurf A für eine
größere Zahl von Prozessoren wegen der hohen Wahrscheinlichkeit
für das Auftreten von Prozessorkonflikten ungeeignet ist. Die
Prozessorkonflikte werden vor allem durch
lange Suchvorgänge in der Prozessliste und
- den geringen Partitionierungsgrad der Datenbas begünstigt.
Die beiden Einflußgrößen multipliz sich dabei in ihrer Wir-
kung, da die Verriegelungsdauer der Prozessliste maßgeblich von
der Dauer des Suchvorganges nach einem bestimmten Prozess ab-
hängt.
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Folgende Suchvorgänge sind bei Anwendung geeigneter Sortier-
verfahren stark reduzierbar:
- die Suche nach einem Prozess vorgegebener Identifikation,
- die Suche nach dem bereiten Prozess höchster Priorität.
Die Suchzeiten für Prozesse wurden durch die Reorganisation der
Prozessliste des Entwurfs A in eine wählbare Zahl von SUb-Pro-
zesslisten vermindert, die jeweils eine stark reduzierte Teil-
menge aller Prozesse aufnehmen und getrennt verriegelbar sind.
Der komplette Suchvorgang nach einem vorgegebenen Prozess wird
damit zweistufig: im ersten Schritt muß die Sub-Prozessliste er-
mittelt werden, der ein Prozess angehört, während im zweiten
Schritt der Prozess innerhalb der Sub-Prozessliste gesucht wird.
Im vorliegenden Fall wurde angenommen, daß die Sub-Prozesslisten
aus der Prozess-Identifikation durch ein Hashing-Verfahren be-
stimmt werden. Die Köpfe (Header) der Sub-Prozesslisten wurden
aus diesem Grund in einer Prozess-Hash-Tabelle zusammengefaßt,
die durch den aus der Prozess-Ident ikation abgeleiteten Hash-
Index adressiert wird.
Die Eliminierung der Suchzeiten für bereite Prozesse wurde durch
die zusätzliche Einführung einer BEREIT-Liste erreicht, die alle
BEREIT-Prozesse prioritätsgeordnet aufnimmt und als Ganzes ver-
riegelt wird.
Die modifizierte Datenstruktur für den Entwurf B in Abb. 10 zeigt,
daß Prozesse gleichzeitig Mitglieder zweier Datenformationen sein
können: der Prozess-Hash-Tabelle und der BEREIT-Liste. Der da-
durch mögliche gleichzeitige Zugriff von zwei Prozessoren auf
einen Prozess über zwei verschiedene Listen erfordert zusätzlich
die Verriegelung aller Prozesse und wurde durch Einführung einer
LOCK-Variablen in den Koppelgliedern realisiert.
Zur Vermeidung von Deadlocks beim Zugriff zu bereiten Prozessen
wurde das Prinzip angewendet, die Verriegelungsobjekte zu ordnen
und Verriegelungen mehrerer Objekte nur in der festgelegten Reihen-
folge zu gestatten 21.
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Im vorliegenden Fall wurden die Objekte in der Reihenfolge
Prozess Hash Tabelle ........ BEREIT - Liste ....Prozess geordnet"
Die vollständige Kontrolle über einen bereiten Prozess (und da-
mit das Privileg, ihn aus der BEREIT-Liste auszugliedern) ist
damit nur über die Verriegelung der BEREIT-Liste möglich" Ein
Prozess, der durch die retire-Funktion aus der BEREIT-Liste
entfernt werden soll und über die Hash-Tabelle verriegelt wur-
de, wird nach einem entsprechenden Vermerk noch einmal en
gelt" Über die Verriegelung der BEREIT-Liste wird der Prozess
dann erneut verriegelt und kann erst jetzt aus der BEREIT-Liste
und damit stufenweise aus de~ Dispatcher ausgegliedert werden"
Die Organisation der Prozessor-Tabelle wurde ebenso wie die Un-
terprogramme WAKE PR und SIGNAL_PR unverändert vom Entwurf A
übernommen"
Im Idealfall, in dem die Länge der Hash-Prozess-Tabel gleich
der Zahl der Prozesse ist, werden von den Dispatcher-Funktionen
gewöhnlich nur der betroffene Prozess und gegebenenfalls der aus
führende Prozessor verriegelt" Ausnahmen bilden die Funktionen
add, re ,assign, ready und reready, die auf die BEREIT-Liste
zugreifen können und damit alle Prozesse dieser Liste block
Dieser mögliche Engpaß läßt sich unter Beachtung der eingangs
formulierten Randbedingung nicht vermeiden, da durch eine wei-
tere Partitionierung der BEREIT-Liste (in z"B" Prozessor-spez
fische BEREIT-Listen) keine Ablaufkons tenz mehr hergestellt
werden könnte"
Ein weiterer Engpaß kann durch das Unterprogramm SIGNAL_PR aus
gelöst werden, da h die Eingänge der nicht
streng sequentiell, sondern lweise überlappt It wer-
den" Das Ausmaß der Verriegelung ist d stark vom momentanen
Zustand aller soren abhängig und kann im ungünstigsten Fall
zur kurzzeitigen Blockade der gesamten Tabelle führen"
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Der Einsatz weniger rigoroser Strategien für die SIGNAl~PR-Routine,
die letztlich einen Verzicht auf vollständige Ablaufkonsistenz
bedeuten, kann hier Abhilfe schaffen .. Desweiteren sei angemerkt,
daß die SIGNAL PR-Routine ausschließlich von der add-Funktion
mit dem policy-Parameter Ir 'preemtive' aufgerufen wird. Durch
eine Beschränkung preemptiver Scheduling-Disziplinen kann dieser
Engpaß daher zusätzlich entschärft werden ..
3 .. 5 Ablaufst5rungen und ihre Eliminierung
Unter Ablaufstörungen werden hier alle ungewollten, durch unver-
meidbare Synchronisationsfehler ausge15sten Unterbrechungen ak-
tiver Prozesse verstanden, die u U" auch eine temporäre St5-
rung der Ablaufkonsistenz verursachen" Ihre Entstehung sei an-
hand des nachstehenden Zeitdiagramms näher erläutert, das die
verschiedenen Umschaltphasen eines Prozessors aus einem definier-
ten Ausgangszustand zl in einen definierten Zielzustand z2
zeigt.
z
'"-
s
schalt
Der Umschaltvorgang wird in der Regel durch einen Interrupt ein-
geleitet (Zeitpunkt t
o
)" Von dort bis zum Eintritt in den Dis-
patcher, der durch Aufruf einer Dispatcher-Funktion erfolgt, ver-
geht gew5hnlich eine von Null verschiedene Zeit, in der z. B"
der Prozessorstatus gerettet wird oder andere interruptspezifi-
sehe Aufgaben erledigt werden. Wir wollen diese Zeit als Erkenn-
zeit t k bezeichnen, da der eingelei te Zustandswechsel durch
er
Inspektion der Dispatcher-Datenbasis (z .. B.. von einem fremden
Prozessor zum Zeitpunkt t 1 ) frühestens nach Ablauf dieser Zeit
erkennbar t .. Es gibt drei Quellen für Ablaufstörungen, die
während des Aufenthalts von Prozessoren in der Erkennphase auf-
treten können ..
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1@ Ein untätiger Prozessor, der durch einen externen Interrupt
(z@ B@ Kanal-Ende-Interrupt) bereits geweckt wurde, empfängt vor
Eintritt in den Dispatcher einen WAKEUP-Interrupt durch einen
fremden Prozessor, der in der WAKE PR- oder SIGNAL_PR-Routine
tkitig ist ..
Die störende Wirkung dieses Interrupts kann auf drei Arten ab-
hängig von den Fähigkeiten der Hardware beseitigt werden:
a) WAKEUP-Interrupts werden nur im hardwaremäßig ausgebildeten
UWrÄ'rIG-Zustand wirksam, in den übrigen Prozessor-zuständen
sind sie maskiert und werden daher ignoriert@
b) In Prozessoren mit wenigstens zwei unabhängigen Programm-
statusbereichen (ähnlich den PSW's der IBM 360) kann der
WAKEUP-Interrupt im Programmstatusbereich der Interrupt-
routine maskiert werden
c) Der WAKEUP-Interrupt wird nach Aufruf der assign-Funktion
und vor Laden des neuen Prozesstatus gelöscht ..
Diese Lösung erfordert es, daß am Prozessor bereits anstehen-
de Interrupts wi beseitigt werden ..
2@ Ein allokier Prozessor, der durch einen Interrupt unter-
brochen wurde, empfängt in der Erkennphase ein SIGNAL-Interrupt
durch einen anderen Prozessor ..
Ähnlich den Lösungen(b) und (c) des vorher besprochenen Falles
kann die störende Wirkung d es Interrupts auf zwei Arten
abhängig von den Fähigkei ten Hardware eliminie,t't werden:
a) In Prozessoren mit wenigstens zwei unabhängigen Programmstatus
bereichen kann SIGNAL-Interrupt im Programmstatus ich
der Interruptroutine mask t werden.
b) Der SIGNAL-Interrupt wird vor Laden des neuen Prozesstatus
gelöscht.
Beide lViaßnahmen müssen jedoch unterdrückt werden, wenn der
Prozessor unter Ausschaltung des Dispatchers den unterbroche-
nen Prozess wieder fortsetzt .. Sie dürfen alo nur bei einer
Prozessorumschaltung angewendet werden ..
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3. Ein allokierter Prozessor empfängt in der Interruptbehand-
lung einen weiteren Interrupt durch einen abgelaufenen TIMER.
Wird durch den ersten Interrupt eine Prozessumschaltung ausge-
löst, dann unterbricht der TIMER-Interrupt letztlich den neu
allokierten (und damit falschen) Prozess.
Auch hier können drei Korrekturverfahren angesetzt werden, die
im wesentlichen von der Leistungsfähigkeit der Prozessor-Hard-
ware abhängen:
a) Der TIMER wird - ausgelöst durch eintreffende Interrupts -
gestoppt.
Diese reine Hardwarelösung ist am bequemsten und erfordert
keine nennenswerten AUfwendungen. Sie sei daher auch als
Empfehlung an Hersteller von DV-Anlagen verstanden.
b) In Prozessoren mit wenigstens zwei unabhängigen Programm-
statusbereichen kann der TIMER-Interrupt im Programmstatus-
bereich der Interruptroutine maskiert werden.
c) Der TIMER-Interrupt wird nach Aufruf der assign-Funktion und
vor Laden des neuen Prozesstatus durch die Interruptroutine
gelöscht.
Die Verfahren (b) und (c) erfordern in der Regel zusätzliche Maß-
nahmen der TIMER-Adjustierung, in denen die korrekte Behandlung
des Interrupts zu einem späteren Zeitpunkt sichergestellt wird.
Eine wesentliche Feststellung am Schluß dieser Aufstellung ist,
daß alle besprochenen Korrekturverfahren außerhalb des Dispatchers
anwendbar sind. Sie können als Bestandteil des Prozessor-Status-
wechsels angesehen werden, der in die hier nicht behandelte Klas-
se der interruptspezifischen Elementarfunktionen gehört 38.
Neben diesen Dispatcher-externen Ablaufstörungen, die durch eine
von Null verschiedene Erkennzeit verursacht werden, können prin-
zipiell auch Dispatcher-~nter~~Ablaufstörungen auftreten.
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Sie kommen dadurch zustande, daß der Zustandswechsel eines
Prozessors und ggf. des mit ihm verbundenen oder zu verbinden
den Prozesses nicht in einem Zuge durch globale Verriegelung
der gesamten Datenbasis des Dispatchers geschieht. Stattdessen
werden Teile der Datenbasis zur Vermeidung von Prozessorkonflik-
ten sequentiell verriegelt, so daß zwischen unabhängig im Dis
patcher arbeitenden Prozessoren Überhblvorgänge möglich sind"
Der komple Umschaltvorgang, der durch eine Dispatcher-F'unk
tion durchgeftihrt wird, zerfällt daher in der Regel in einige
unabhängige Teilphasen, in denen entweder der Zustand des Pro-
zessors oder des beteiligten Prozess geändert wird. Nach Ab-
schluß einer derartigen Teilphase könnte z. B. die Zustandsände-
rung eines Prozesses durchgefUhrt, der Prozessor noch im
ursprUnglichen Zustand sein (Beispiel: die assign-Funktion hat
den Prozess bereits von BEREIT nach AKTIV umgeschaltet, der
Prozessor aber befindet sich noch im Zustand WACH). Reaktionen
der Dispatcher-Funktionen derartige Situationen, die in dem
oben darges llten Zeitdiagra.mm zum Zeitpunkt t 2 aus löst wer-
den, können unlogisch s und daher Abl störungen verursa-
chen
Sie wurden im vorliegenden Fall nach einer kombinatorischen Ge-
genUbers llung Funktionen wait, release, , assign
mit den asynchron eingreifenden Funktionen add und durch
die Festlegung einer eliminiert, in der Zustandsände-
rungen an Prozessoren und Prozessen aubt sind. In den Funk-
tionen wait, release, reready wird als erstes der um-
geschal tet, während in der assign-l"unktion der Zustand des
zuerst geändert wird. Uberholvorgänge werden dadurch
ausgeschal t und mögliche Ablaufstörungen auf die bereits be-
handelten Arten zurUckgeführt.
37
4. Simulation der Dispatcher-Entwürfe
4.1 Anforderungen an die Simulationsmethode
Das Studium der verfügbaren Literatur über die Simulation von
. 22 23 30 31 .Betr1ebssoftware (z. B. ' , , ) ze1gt, daß Erfahrungen
über Modellaufbau und Simulationsmethoden vorwiegend in Anwen-
dungen vorliegen, die für die Lösung der hier gestellten Aufga-
be in nur geringem Umfang genutzt werden können.
In nahezu allen untersuchten Simulationsprojekten wurde die
ModelIierung der Software auf einem relativ groben Niveau durch-
geführt, auf dem lediglich die funktionellen Eigenschaften von
Betriebssystemkomponenten nachgebildet wurden. Dagegen wurde
der Eigenbedarf der modellierten Betriebssystemfunktionen und
damit ihr indirekter EinflUß auf die operativen Ziele entweder
garnicht oder nur stark vereinfacht in Rechnung gestellt.
Über das einzige, dem Verfasser bekannte Projekt, in dem Be-
triebssoftware auf der Instruktionsebene simuliert wurde, be-
richten Fox und Kessler 10. Die Maschineninstruktionen des OS
der IBM 360 wurden dort durch FORTRAN-CALL-Statements ersetzt
und ihre Wirkung in den entsprechenden Unterprogrammen nachge-
bildet. Zweck dieses Experiments war es, durch Vergleich des
Verhaltens des realen mit dem simulierten Betriebssystem ein
besseres Verständnis für den Umgang mit dem Hilfsmittel 'Simu-
lation' zu bekommen.
Ziel der hier vorzustellenden Simulationen ist es, die Rückwir-
kungen des Eigenzeitbedarfs und Parallelgrades der Dispatcher-
Entwürfe auf den Durchsatz des Systems unter dem EinflUß variie-
render Strukturierungsgesichtspunkte der Dispatcher-Datenbasis
zu studieren. Diese AUfgabensteIlung verlangt eine hohe ModelIie-
rungstiefe der Betriebssystemfunktionen, die in einer mit Ma-
schinensprachen vergleichbaren AUflösung geschehen muße
Ein weiterer wesentlicher Faktor für die Wahl der Simulations-
methode ist, daß sie bevorzugt der Gewinnung von
sagen zwischen alternativen Betriebssystementwürfen dienen soll
- 38
Sie stellen eine häufig wiederkehrende Aufgabenstellung dar,
denen Betriebssystementwickler gegenüberstehen und auf Grund
mangelnder softwaretechnologischer Hilfsmittel in der Regel
gefühlsmäßig entschieden werden@
Die Beschränkung auf vergleichende Aussagen (z@ B Entwurf B
ist um 20 % effektiver als Entwurf A) legt die Benutzung einer
höheren Prograrr~iersprache als ImplementierungSbasis für Be-
triebssystemmodelle nahe, die allerdings eine realitätsnahe
Darstellung struktureller Zusammenhänge gestatten muß@
De~ dominierende Einfluß der Strukturbeziehungen auf das dyna-
mische Verhalten eines Systementwurfs wirkt weit oberhalb des
Instruktionsniveaus und bleibt damit auch bei unterschiedlichen
maschineninternen Darstellungen bestimmend für die Betriebs-
weise@ Als Beispiel können die Verriegelungsintervalle für die
Dispatcher-Entwürfe A und B angefÜhrt werden, deren mittlere
zeitliche Dauer sich um bis zu drei Größenordnungen un
scheidet
Auf Real ierung spezifischer Hardwareabhängigkeiten zwi-
schen dem Modell und einer Zielhardware kann halb verzichtet
werden.,
An ihre Stelle tritt ein Verfahren, in dem d Statements der
ausgewählten Modell-Implementierungssprache unmittelbar mit
Zeitwichtungen versehen werden@ Sie können z@ B.. nach folgen-
der Formel näherungsweise ermittelt werden:
1:'
n + 1
m
n m
l' "" ai + op j) @ "l: ( 4., 1 1)
1 j""l
Grundtaktzeit
Zahl Speicherzugriffe zum Abholen der Operanden
und Abspeichern des Resultats
Anzahl der Operationen
Zahl der Grundtakte für die Durchführung i-ten
Speicherzugriffs
Zahl der Grundtak für die Durchführung der j-ten
Operation
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Man kommt damit unmittelbar zur Vorstellung einer virtuellen
Maschine, deren Maschinencode aus Statements dieser Sprache
besteht. Um eine möglichst große Annäherung von Statements der
virtuellen Maschine an übliche Maschineninstruktionen zu er-
reichen, sollten auf der rechten Seite jedes Statements immer
nur so viele Operatoren stehen, wie eine durchschnittliche
reale Maschine in einer Instruktion verarbeiten kann.
4.2 Das Simulationsinstrument, eine virtuelle PL/1-Maschine
Als Basis sowohl für die Implementierung des Simulationssystems
als auch für die zu simulierenden Betriebssystemprogramme wur-
de PL/1 aus folgenden Gründen gewählt:
es ist für die Formulierung von Betriebssoftware, sowie die
Darstellung von Datenstrukturen gut geeignet,
PL/1-Programme sind. leicht lesbar und haben deshalb einen
hohen Dokumentationswert,
- der von IBM gelieferte zeitoptimierende PL/1-Compiler erzeugt
Objektprogramme hoher Güte, die eine Grundvoraussetzung für
angemessene Simulationslaufzeiten darstellen,
die zunehmende Benutzung von PL/1 - auch außerhalb des IBM-
Kundenkreises - ermöglicht eine wirksame Verbreitung der er-
zielten Ergebnisse.
Nachfolgend werden
dessen wesentliche
h . t . d' 33,el en Sln ln
die Grundzüge des Simulationssystems sowie
Merkmale und Fähigkeiten vorgestellt. Einzel-
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, zu flnden.
Abb. 11 zeigt den Aufbau des Simulationssystems. In der oberen
Hälfte ist die Kontrollstruktur dargestellt, die in drei Ebenen
untergliedert ist.
Wir unterscheiden
- die Eventsteuerung,
- die Ablaufsteuerung der PL/1-Maschine,
das Modell.
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Event- und Maschinensteuerung zusammen bilden die virtuelle
PL/1-Maschine (kurz: PLIM). Das Modell besteht aus dem zu
simulierenden Programmsystem und ist aus einer Kollektion von
PL/1-Prozeduren (Modellprogramme) zusammengesetzt, an die hin-
sichtlich des Aufbaus noch näher zu spezifizierende Anforde-
rungen gestellt werden.
Im unteren Teil der Abbildung ist der Erstellungsprozess für
Modellprogramme dargestellt:
der eigentliche Quelleode wird zunächst durch einen speziel
len Makroprozessor modifiz t und dann durch den standard-
mäßigen PL/1-0ptimizing Compiler übersetzt.
Eine Besonderheit des hier realisierten Verfahrens t, daß
Modellprogramme entgegen der sonst üblichen Technik nicht
sondern Anweisung für Anweisung von der PL/1-
Maschine durchlaufen werden. Der dadurch notwendige Kontroll
flußwechsel zwischen PL/1-Maschine und Modellprogrammen, der
nach jedem PLI tatement stattfindet, erfordert eine ent-
sprechende Aufbereitung des Quelleodes Modellprogramme,
die ebenfalls durch den bereits erwähnten Makroprozessor vor-
genommen wird.
Das damit in groben Zügen skizzierte Verfahren hat folgende
Vorteile:
Anstelle eines speziellen Übersetzers, der Objekteode für
die virtuelle Maschine erzeugt, wird lediglich ein ver-
gleichsweise primitiver Makroprozessor benbtigt.
- Der Aufwand für einen Codeinterpretierer entfällt.
die Laufzeiteffizienz wird durch den Fortfall der Code-
interpretation wesentlich gesteigert.
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Quellcode - Modifikationen
Abb. 12 zeigt an einem einfachen Beispiel die wesentlichen Mod
fikationen, die am Quellcode vorgenommen werden .. Die mit einem
führenden Dollarzeichen am Anfang einer Zeile angegebenen Konstan-
ten sind die bereits erwähnten Bewertungsfaktoren, die vom Makro-
prozessor in PL/1-Statements umgesetzt werden müssen .. Alle durch
Zeitbewertungen gekennzeichneten Statements werden für eine spä-
tere Reaktivierung mit Marken versehen, die mit LOOO, L001, L002
".""" durchnumeriert sind" Die Marke des nächsten auszuführenden
Statements wird zusammen mit der aufgelaufenen Ausführungszeit
in eine dynamische Savearea (DSA) gerettet, die in Form einer
BASED-Struktur angelegt ist"
Man erkennt, daß die Ausführung eines Statements in zwei Phasen
zerfällt. In der ersten Phase wird eine Zeitkorrektur durch Aus-
wertung der Zeitbewertung durchgeführt, während in der zweiten
Phase das Statement tatsächlich abgehandelt wird" Nach AusfÜhrung
jedes RETURN-Statements geht die Kontrolle an die aufrufende PL/1-
Maschine zurück, die dann den nächsten Zeitpunkt für die Reakti-
vierung des Modellprogramms bestimmt" Voraussetzung ist jedoch,
daß alle temporären Variablen entweder in einem stationären oder
dynamisch kontrollierten Speicherbereich angelegt sind" Die Be-
nutzung automatischer Variablen in PL/1 (Attribut AUTOMATIC),
die eine dynamische Einrichtung und Freigabe des zugehörigen
Speicherplatzes beim Aufruf oder Verlassen einer Prozedur be-
wirkt, ist deshalb unZUlässig, Erlaubt dagegen ist die Ablage
der Variablen in Speicherbereichen des Typs CONTROLLED, STATIC
oder BASED" Im vorliegenden Modell wurden alle temporären Variab-
len der Modellprogramme in BASED-Speichern abgelegt.. Sie bieten
ein einfaches Mittel, um Modellprogranuue auf PLI reentrant
zu organisieren"
Anweisungen des Quellcodes, die keine Zeitbewertung mitführen,
werden vom Makroprozessor unverändert übernommen .. Sie tragen des
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halb weder zu Laufzei ten der Programrne bei, noch beeinf lussen
sie den Kontrollfluß zwischen PL/1-Maschine und Modellprogram-
men. Diese Transparenz ist von vorteil, weil sie bequeme
Weise gestattet, Kontrollausdrucke oder Zwischenauswertungen
in den Quell einzuschieben, ohne die Eigenschaften Meß-
objektes ( Modellprogramme) zu verändern.
Die Bewertung von statements innerhalb von Blacken (Unterprogram-
me, BEGIN ••• END, DO-Gruppen) ist auf Grund beschriebenen
Kontrollstruktur unzul sig, da der Wiedereintritt in einen
Block nur Uber die zul sige Aktivierungskette al Blacke ge-
ringerer Schachtelungs erfolgen d Dagegen t es mag
lieh, Blacken Zeitbewertung zuzuordnen und s im Sinne
der PL/1-Maschine wie IVlaschinenins truk tiOfl zu behandeln
Maschinensteue-
le Aktio-
ten Event-
irou-
Die tgerech Aktivierung aller Funktionen
rung wird durch die Eventsteuerung kontroll t,
nen Sys tems in und zeitqeo,rdln
verwaltet Da diese Porm Org ation S~aUY.Q~.
lationsteehnik llt, wird
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verzieh t (z. B. ' ).
tere Ver
Die Struktur j Prozessors der PLIM wird durch e ents
de PLI truktur wi • S ällt in 4 vonein-
des
Programmes, des
und einen
ten ten An-
ander trennbare Un trukturen, die den
aktuellen, d. h. in der AusfUhrung
Interruptprogrammes, e unterbrochenen
Bereich zur Aufnahme von In ta
stehende In
5 zu .1
t-Statusvertreten durch In
ten WarteschIinworte
Aktivierung gepuf t.
Außerdem tragen le Prozessoren e
in einem spez lIen Regis in der
zuge lt wird.
t
t.ialk';;'~l;;:.b
ik
sphase
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Abb@ 13 verdeutlicht die Funktion der drei Regis ätze, die
jeweils einen kompletten Rechnerkernstatus enthalten.
Nach Annahme eines Interrupts wird der aktuelle Rechnerkernstatus
in den Save-Bereich umgespeichert und anschließend der neue
Status Interruptsprogrammes in den aktuellen Bereich gela-
den@ Damit wird das Interruptprogramm zum aktuellen Programm,
die Interruptbearbeitung ist initialis • Da nur Interrupt-
programm für die Gesamtheit aller Interrupts existiert, muß die
spezifische Reaktion durch programminterne Verzweigungen orga-
nisiert werden.
Der Status des unterbrochenen Programms, der im SAVE-Bereich
zur Verfügung steht, kann entweder abgespeichert oder durch
eine Systeminstruktion ($Return) wieder zum aktuellen status
erklärt werden@ Das Programm wird daraufhin t@ Be-
kanntlich bieten doppel Registersätze dieser Konstruktion die
Möglichkeit, kurze Interruptprogramme ohne zeitraubendes Regi
sterumladen über den Arbei speicher in I Programm
einzublenden.
Der eigentliche Rechnerkernstatus enthält neben dem Programm-
namen einen Hinweis auf den zugeordneten SAVE-Bereich sowie
die momentane Priorität und den Modus des Rechnerkerns.
Durch die Angabe eines SAVE-Berei können alle Programme re-
entrant organisiert werden.. Die Zuweisung und Verwaltung dieses
Speichers ist Sache der PLIM-Hardware@
Vier simulationsbezogene Laufmodi der Prozessoren werden unter-
schieden:
a) RUNNING
bedeutet, daß ein rn'Z'~""sor Instruktionszyklen ausführt 41
b) LOOPING
bedeutet, daß sich ein Prozessor inmitten der Ausführung
einer Instruktion befindet.
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c) IDLE
bedeutet, daß ein Prozessor keine Instruktionszyklen aus
führt. Jeder Interrupt schaltet ihn automatisch in den
RUNNING-Modus zurück
d) PSEUDORUNNING
bedeutet, daß siCh ein Prozessor in einem
RUNNING-Modus befindet.
Dieser für die effiziente Nutzung der PL/1-Maschine als Simu-
lationsinstrument wichtige Modus erlaubt es, in ihren Aktionen
unwesentliche Programms tücke eines Modells durch einfache Zeit-
strecken nachzubilden, die durch ein einziges Event in der Event-
kette vermerkt werden
Der PSEUDORUNNING-Modus bietet dami t die JVlöglichkei t einer Zwei-
Stadien-Simulation:
Der Modellkern wird in der Regel dargestellt,
alle Operationen sind algorithmisch aufgelöst.
- Die Umgebung eigentlichen Meßobj ts wird überwiegend
~~~~~~~~ nachgebildet, in dem die typischen Ausführungs
zeiten von Programmen durch - z. B. statistisch ver i1
Zeits mit Hil von PSEUDORUNNING-Phasen angenähert
werden.
Eine Aufstellung über den Maschineninstruktionsvorrat der PLIM,
der sich aus Standardinstruktionen sowie System- und Pseudo-
instruktionen zusammensetzt, liegt der Arbeit als Anhang bei.
Neben Maschineninstruktionen stehen im Rahmen der PL/1-Maschine
Unterprograrrnne für ein brei Spektrum von Zufallszahlengenera-
toren unterschiedlicher Verteilung zur Verfügung, deren Gebrauch
ähnlich den Systeminstruktionen erfolgt.
Die durchgeführten Messungen aben, daß Faktor Simulations-
laufzeit/simul Lauf t, der ein Maß für d Laufzeit-
effizienz des Simulations~erfahrens teIlt, für mikroskopisch
aufgelöste Modell etwa 300 betrug. Durch den Einschluß von Makro-
phasen wird Wert ahrungsgemäß um ca. 10er Potenz
reduziert, so daß sich für durchschnittliche Modelle ein Eff
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zienzfaktor von etwa 30 einstellt@
Das gesamte Simulations paket ist auf der Großrechenanlage IBM 360/
370 des Kernforschungszentrums Karlsruhe implementiert und im
Time-Sharing Betrieb zugänglich@ Es umfaßt etwa 3500 Zeilen PL/1-
Code ..
4@ 3 Das ll/lodell
Die im vorhergehenden Abschnitt behandelte virtuelle PL/1-Maschine
diente als Simulationsbasis für den Aufbau und Test eines Betriebs
systemmodells, das den Dispatcher sowie alle mit ihm kooperieren-
den Komponenten der Betriebsorganisation enthält@ Die Gesamtan-
ordnung, die in Abb .. 14 dargestellt ist, zerfällt in drei Teile:
- den Dispatcher, der in mikroskopischer Auflösung dargestellt
und im wesentlichen mit den im,Anhang aufgeführten PL/1-Pro-
grammpaketen identisch ist,
- der Dispatcherumgebung, bestehend aus dem Interrupthandler,
den Kommunikationsfunktionen, dem SCheduler, dem Short-Wait-
Handler, dem Long-Wait-Handler und den Benutzerprozessen,
deren F'unktionsweise nur insoweit berücksichtigt wurde, wie
sie zum dynamischen Verhalten des Dispatchers beiträgt,
- den außerhalb des Betriebssystem-Modells liegenden Monitor,
der ausschließlich Überwachungsaufgaben wie - Steuerung der
Ablaufmodi (Test- oder produktionsmodus), Anfertigung von
Schnappschüssen und die kontrollierte Beendigung des Simula-
tionslaufs mit Rettung des Endzustandes durchführt ..
Eine ausführliche Beschreibung aller Modellkomponenten befindet
sich im Anhang ..
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Dem simulierten Betriebsverhalten liegt ein Ablaufmodell für
Benutzerprozesse zugrunde, in denen zwischen Arbeitsphasen und
Wartephasen unterschieden wird:
a
-----
a 1 a sw a sw
--- ----_ ---
lw a
Während der Arbei phasen halten sich Prozesse im Zustand AK'rIV
auf ..
Die Wartephasen werden unabhängig von ihrer Ursache - in
Long-Wait-Phasen (LW-Phasen) und Short-Wait-Phasen (SW-Phasen)
unterteilt, die zu den Prozess-zuständen SUSPENDIERT und
BLOCKIERT korrespondieren und damit un chiedliche Reaktio-
nen des Dispatchers hervorrufen ..
Die Zeitabschnitt~ a, lw, sw stellen dabei Zwischenankunftszei-
ten dar, die als Realisierung von exponen 11 verteilten Zu-
fallsvariablen mit wählbaren Mittelwerten aus drei voneinander
unabhängigen Zufallszahlengeneratoren erzeugt werden 18 .. Zusätz-
lich wird durch einen vierten binären Zufallszahlengenerator die
Ver ilung zwischen Long-Wait- und Short-Wait-Phasen t,
deren wähl Häufigkeit h angibt, wieviel Short-Wait-Phasen
im Mittel auf e Long-Wait-Phase kommen ..
Die Häufigkeit h ist unmit Ibar mit dem durch GIg .. (3 .. 1-1)
eingeführten Kopplungsgrad k durch folgende Beziehung ver-
knüpft::
k
1
1)
Der Kopplun9sgrad k wird danach 1, wenn h 0 ist, d .. h ..
keine Short-Wait-Phasen vorkommen, dagegen geht k gegen NUll,
wenn h gegen OQ geht, also ausschließlich Short-Wait-Phasen
existieren ..
Die Bedeutung Wartephasen ist liebig in tierbar und
kann z .. B.. einen Ein/Ausgabe-Wunsch, einen Page-Fault oder
Timeslice-Ende dars lIen .. In jedem Falle wird angenommen, daß
die erzeugten Wartebedingungen nur durch eine S 1 stung
des Betriebssystems friedigt werden können ..
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Anstelle der großen Zahl möglicher Funktionen des Supervisors
wurden der Long-Wait-Handler und Short-Wait-Handler eingefUhrtw
Sie führen die verlangten Serviceleistungen scheinbar aus und
initialisieren die Reaktivierung der wartenden Benutzerprozesse.
Diese Darstellung der Wechselwirkung zwischen Benutzerprozessen
und dem Betriebssystem berücksichtigt auch die Folgereaktionen,
die durch Zustandswechsel der Benutzerprozesse im Dispatcher
ausgelöst werden und stellt daher eine gute Annäherung an das
Verhalten realer Systeme dar.
Der Scheduler dient als Auffangsteile für Prozesse im SUSPENDIERT-
Zustand, die durch die release-Funktion aus dem Dispatcher ent-
fernt wurdenw Er folgt keiner besonderen Scheduling-Disziplin,
sondern entläßt auf Verlangen des Nukleus Prozesse wieder an
den Dispatcher.
Diese Vorgehensweise bedeutet, daß neben der Begrenzung der Zahl
der verfügbaren Prozessoren keine weitere Beschränkung von Be-
triebsmitteln in diesem Modell vorgesehen ist.
Insbesondere wird ein Arbeitsspeicher vorausgesetzt,
um die mit der Speicherorganisation zusammenhängenden Phänome
nicht mit denen des Dispatching zu vermischen.
Der Verkehr der Supervisorprozesse Scheduler, Long-Wait-Handler
und Short-Wait-Handler untereinander erfolgttiber Botschaften-
kanäle, die über im Nukleus bereitgestellte Kommunikationsfunk-
tionen manipulierbar sind.
Die Erstellung des kompletten Modells erforderte ca. 2500 Zeilen
PL/1-Code, wobei etwa zwei Drittel des Aufwandes auf die Dis
patcher-Umgebung entfielen.
Für das Austesten des Modells mit dem Dispatcher-Entwurf A wur-
den noch ca. 2 Monate benötigt, da in dieser komplexen
Anwendung des Simulationsinstruments logische Fehler in allen
Organisationsebenen einschließlich der Modellprogrammerstellung
auftraten, die zu starken Wechselwirkungen führen und nur schwer
lokalisierbar sind.
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Die Umstellung auf den Entwurf B konnte dagegen in wenigen 'Ta-
gen durchgeführt werden. Die Vorteile eines modularen Programm-
aufbaus, der durch feste Aufrufkonventionen und die Entkopplung
der Dispatcher-Datenbasis vom restlichen Modell gekennzeichnet
ist, wurden hier deutlich sichtbar.
4.4 Das Meßverfahren
Ziel der Simulationen ist die Messung des unter vorgegebenen
Lastbedingungen erzielten Durchsatzes in beiden Dispatcher-Ent-
wUrfen bei einer wechselnden Zahl von Prozessoren.
Als GUtemaß eines Dispatcherentwurfs wird der normierte Problem-
durchsatz d definiert, der aus den über die simulierte Lauf-
zeit Ttot aufakkumulierten Arbeitsphasen der Benutzerprozesse
T durch folgende Beziehung verknUpft ist:
a
d := Ta~-
tot
(4 .. 4 - 1)
Offenbar ist unter gleichen operativen Bedingungen diejenige
Dispatcher-Variante den anderen überlegen, die in einern vorge-
gebenen Meßintervall den größten Problemdurchsatz erzielt und
daher den geringsten Engpaß darstellt.
Da im Rahmen dieser Untersuchungen ausschließlich das zeitliche
Verhalten des Dispatchers und dessen Rückwirkung auf die opera-
tiven Eigenschaften des Gesamtsystems interessieren, wurden die
Zeit-Beiträge aller Ubrigen Komponenten des Betriebssystemmodells
zu Null gesetzt. Sie wirken daher nur dann auf den dynamischen
Ablauf des J.V1odells ein, wenn sie selbst Dispatcher-Funktionen
aufrufen oder zu ihrer eigenen Disposition (z .. B.. Umschalten eines
Supervisorprozesses von BLOCKIERT nach BEREIT) auf die Ausfüh-
rung entsprechender Dispatcher-Funktionen angewiesen sind.
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Die zeitfortschaltenden Beiträge im Modell können daher nur
folgenden Quellen entstammen:
- den Arbeitsphasen der Benutzerprozesse,
- den Short-Wait- und Long-Wait-Phasen der Benutzerprozesse,
- dem Eigenzeitbedarf des Dispatchers, der durch statement-
weise Zeitbewertungen nach Formel (4.2.1) in allen Elemen-
tarfunktionen berücksichtigt wurde.
Die direkte Messung der Laufzeiten aller Dispatcherfunktionen
wäre messtechnisch relativ umständlich zu bewerkstelligen und
wurde durch die Messung der Summe aller UNTÄTIG-Phasen der Pro-
zessoren (Tidle ) ersetzt. Der Eigenzeitbedarf des Dispatchers
Td , läßt sich dann bei bekannter simulierter Laufzeit Tt t1SP 0
auf einfache Weise ermitteln:
(4.4 - 2)
Die simulierte Laufzeit Ttot muß mit der Zahl r der Prozesso-
ren multipliziert werden, da Tidle und Ta ebenfalls die Summe
der Beiträge aller Prozessoren enthalten.
Aus den vorgegebenen bzw. gemessenen Größen Ttot ' Tidle , Ta
lassen sich die folgenden Beziehungen für die mittlere Prozessor-
belegung b und den Dispatcher-Eigenverbrauch e {Overhead} leicht
berechnen:
b = r· Ttot - Tidle
r • Ttot
(mittlere Prozessorbelegung)
und
e =
dIe
r •
r •
(4.4 - 4)
(Dispatcher-Eigenverbrauch)
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Es erscheint vernünftig, bei der Definition des Dis
verbrauchs den Eigenzeitbedarf Td , nicht auf d~sp
simulierte Laufzeit Ttot ' sondern lediglich auf
jenigen Zeitintervalle zu beziehen, in denen
nicht UN'rÄTIG sind" Die im nachfolgenden Kapitel
Meßergebnisse zeigen jedoch, daß UNTÄTIG-Zeiten von
nicht nur durch verminderte mitt Belegungen
zustande Kommen, sondern auch durch SättigungserscnleJ,nlJnc~en
Dispatchers in extremen Belastungs-Situationen aus
Der durch GIg" (4 4 - 4) ermittel Eigenverbrauch
als ein generelles Gütemaß zur Beur lung
Entwurfs unbrauchbar und wurde in den Simulationsl
lich als Kontrollgröße mitberechnet"
Der normierte Problemdurchsatz d wird im Gegensatz zum Dis
patcher-Eigenverbrauch auf die totale simul te zeit
Ttot bezogen und s Ilt einer vorgegebenen s le-
gung eine objektive istungskenngröße zur Beurteilung der Dis
patcher-Entwürfe dar"
n
phasen
t, daß
der
breit ges Variation Eingangs
Laufzei t ~rtot n ht vorgegeben, Svu.\",,"":.L
Stichprobenzahl aufakkumuli
Wegen
die simul
einer
der Benu se gemessen" Diese Methode garan
alle Simulationsläufe unabhängig von Konstell
Eingangsparame - bis zum ichen
t chen Fehlers des Messergebnisses fUr
vorgegebenen sta s
T durehgefUhrt werden
a
Der Stichprobenumfang N läßt sich nach dem Grenzwertsatz von
Lindeberg-Levy 12, 24 abschätzen"
Wenn die mittlere Ankun zei,t r exponentiell 1
Zuf lsereign se mit der Standardabweichung den lativen
Fehler f mit der s t chen Sicherheit S nicht ehre
ten soll, so muß
f (4 4 5 )
gewählt werden"
51
Daraus läßt sich die minimale Stichprobenzahl N zu
ermitteln,
Verteilung
N
S
wobei u~ als die Signifikanzschwelle
aus der LBsung des Integrals
+Ud.,
= vYffi:xp (- ~ X'1 .1)(
(4,,4 - 6)
der N (0,1)
(4,,4 7)
bes timmbar i5 t..
Da für exponen tiell-verteil te Zuf allszahlen G"=jA wird, ergibt
sich unter Zugrundelegung einer statistischen Sicherheit S
von 97 % und eines relativen l"ehlers f von 5 % mit U~~ 2,21
eine minimale Stichprobenzahl von N~ 1960"
Die Zahl der Stichproben wurde daher auf 2000 festgelegt"
Neben dem normierten Problemdurchsatz wurde bei allen Simula-
tionsläufen eine Prozess-Umschaltzeit T 't h gemessen, dieSWl.-C
aus der Summe der Mit lwerte für die Ausführung der assign-
und wait-Funktion gebildet wurde:
T 'th=T . +'r 'tSWl. C assl.gn wal. . (4,,4 - 8)
Sie stellt die einfachste Form der Prozessumschaltung dar, in
der der ausführende Prozessor die Dispatcher-Funktionsfolge
wait und assign ausführen muß"
Diese Zeit ist für Realzeitanwendungen oft wichtiger als der
normierte Problemdurchsatz und vermittelt außerdem einen guten
Einblick in die dynamischen Verhältnisse des Dispatchers (es
wäre bei zwei untersuchten Dispatchervarianten E1 und E2
durchaus mBglich, daß E1 hBheren normierten Problem-
durchsatz als E2 ' gleichzeitig aber eine hBhere Prozess-Um-
schaltzeit aufweist)"
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Der objektive Vergleich einer Reihe von Dispatchervarianten bei
unterschiedlichen Parameterkonstellationen des Modells erfor-
dert ferner die Einstellung eines konstanten 'Arbeitspunktes'
in allen Simulationsläufen.
Als Bezugsgrbße, die durch alle Simulationsläufe hindurch kon-
stant zu halten ist, bietet sich die Prozessorbelegung b an~
Sie kann bei Vernachlässigung des Dispatcher-Eigenverbrauchs e
leicht aus der Zahl der Prozessoren uhd der Anzahl sowie den
Kenngrbßen der Prozesse abgeleitet werden~ Ist
w
sw
die Wahrscheinlichkeit dafür, daß
auf eine Aktiv-Phase eines Benutzerprozesses eine Short-Wait-
Phase folgt und
Wlw die Wahrscheinlichkeit dafür, daß
auf eine Aktiv-Phase eine Long-Wait-Phase folgt, dann gilt wegen
W
sw +
wlw :: 1 (4~4 - 9)
wsw
:: h (4 .. 4
-
10)
1 + h
Wlw =- 1 (4 .. 4 11)1 + h
wobei h die bereits eingeführte Häufigkeit zwischen Short-
ItJai t- und Long-Wait-Phasen darstell t ..
Wird mit p die Zahl der Prozesse im System bezeichnet, dann
gilt für die Prozessorbelegung b:
b :;:: .E.
r
(4 .. 4 - 12)
Bei vorgegebener Prozessorbelegung b sowie den Eingangsgrbßen
für a, h, sw und lw folgt aus GIg. (4.4-12) mit (4~4-10, 4.4-11):
P = a
h(a + I + 11 • sw +
1
• lw) 13)
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GIg. (4.4 - 13) diente als Grundlage der Modellinitialisierung,
wobei b in allen Versuchen konstant gehalten wurde. Die tat-
sächliche Prozessorbelegung b, die sich im Modell einstellt,
kann wegen der Berücksichtigung des Dispatcher-Eigenverbrauchs
erheblich von dem theoretischen Erwartungswert abweichen, der
durch Glg@ (4.4 - 13) ausgedrückt wird@
Entsprechend dem ermittelten Wert für p wird in der Initiali-
sierungsphase eine feste Zahl von PCB's allokiert, mit der not-
wendigen Kontrollinformation aufgefüllt und in die BERE1T-Liste
des Dispatchers eingespeist.
Die Supervisorprozesse werden in den BLOCKIERT-Zustand initiali-
siert.
Da dieser Ausgangszustand im Verlauf einer Simulation stets
wiederkehren kann, stellt er gleichzeitig einen der einge-
schwungenen Zustände des Modells dar, so daß auf zusätzliche
Maßnahmen verzichtet werden konnte.
Die Prozessoren werden schließlich durch einen Konsol-Start-
Interrupt aktiviert und nehmen durch Aufruf der assign-Funktion
ihre Arbeit auf.
4.5 Wahl der Eingangsparameter
Die große Zahl unabhängiger Eingangsgrößen sowie die Forderung
nach ökonomisch vertretbaren Simulationskosten verlangen ein
sorgfältiges Vorgehen bei der Auswahl der Parametersätze.
Aus dem Spektrum möglicher Belastungsprofile wurden vier repräsen-
tative Parametersätze für Benutzerprozeßkenngrößen a, sw, lw
festgelegt, die eine aussagekräftige Klassifizierung ermöglichen
und in der nachstehenden Tabelle zusammengefaßt sind:
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Prozess Profilklasse
Klasse I:
Ein/Ausgabe - intensive Prozesse mit
hoher Service-Request-Rate
Klasse 11:
Ein/Ausgabe - intensive Prozesse mit
niedriger Service-Request-Rate
Klasse 111:
Rechenintensive Prozesse mit hohar
Service-Request-Rate
Klasse IV:
Rechenintensive Prozesse mit niedriger
Service-Request-Rate
a
1 msec
5 msec
5 msec
25 msec
sw := lw
15 rnsec
75 rnsec
15 msec
75 msec
In jeder Klasse wurden ferner drei verschiedene Kopplungsgrade
untersucht:
- lose Kopplung mit k~O (h 105 )
gemischte Kopplung mit k ""li (h.- 10)
- feste Kopplung mit k~l (h = 10-5 )
Die Größen sw und lw werden unabhängig von der Bedeutung
der Warteabschnitte gleichgesetzt, um bei Variation des Kopp-
lungsgrades den durch GIg. (4@4 - 13) eingestellten Arbeits
punkt nicht zu verschieben. Der quantitative Vergleich der ge-
messenen Kurven wird dadurch objektiviert.
Die Prozessorbelegung b wurde für alle Messreihen konstant zu
1 angenommen und entspricht daher der theoretischen Vollast
des Modellsystems@ Dieser Arbeitspunkt wurde deshalb gewählt,
weil die Konfliktwahrscheinlichkeit der Prozessoren im Dis
patcher am größten ist und die charakteristischen dynamischen
Eigenschaften sehr viel deutlicher zutage treten als bei ge
ringen Prozessorbelegungen.
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Mit b = 1 und 1w = sw vereinfacht sich GIg. (4.4 - 13)
zu
E = a + sw
r a
(4.4 - 14)
Für die auf die Prozessoren bezogene Zahl von Prozessen ergeben
sich deshalb für die Prozess-Profilk1assen I - IV folgende Werte:
Klasse I + 11 Q ~ 16r
Klasse 111 + IV E = 4
r
Vom Entwurf B wurden durch Variation der Länge der Prozessliste
1, die als zusätzlicher Eingangsparameter existiert, drei Varian-
ten für 1 = p, 1 = ~ und 1 = 1 durchgemessen.
Die Variante für I = 1 stellt dabei einen interessanten Sonder-
fall dar, der dem Entwurf A mit der Ausnahme entspricht, daß die
bereiten Prozesse zusätzlich zur Übergeordneten Prozessliste in
einer eigenen BEREIT-Liste formiert sind.
Es ergeben sich auf diese Weise 12 Messreihen, d bei Variation
der Prozessorzahl r von 1 ••• 16 und 4 Dispatcher-Varianten
4 x 12 x 16 = 768 Simulations läufe erfordern würden. Für die
Varianten des Entwurfs B wurden wegen der stetigen Kurvenverläu-
fe in der Regel nur Konfigurationen mit einer geraden Zahl von
Prozessoren durchgemessen, so daß die Zahl der Simulationsläufe
auf ca. 520 gesenkt werden konnte. Bei einer mittleren Programm-
Iaufzeit von ca. 10 min pro Simu1atiorlslauf ergab sich damit ein
Gesamtbedarf von etwa 80 Rechenstunden auf der IBM 370/165.
Die retire-Punktion und die add-Punktion mit dem policy-Paramter
:'preemptive' waren in keiner der Simulationsläufe involviert,
da sie ausschließlich ein Mittel für die Realisierung von
Scheduling-Disziplinen darstellen, die nicht Gegenstand der Un-
tersuchungen waren. Sie wurden allerdings in getrennten Test-
läufen auf ihre Funktionstlichtigkeit überprüft.
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4.6 Diskussion der Resultate
Die Messergebnisse sind - getrennt nach normiertem Problemdurch-
satz und Prozess-Umschaltzeit in den Diagrammen Abb. 15 - 18
für die 4 Prozess-Profilklassen aufgetragen. Die interessante-
sten Kurven sind diejenigen der Klassen I + 11, die die größte
Belastung des Dispatchers zeigen ..
Unterstellt man, daß bei Prozess-Profilen der Klasse 1 jeweils
ein wait (release) -activate-assign-Zyklus für einen Benutzer-
prozess und den eingeschalteten Supervisor-Prozess in einer
Millisekunde verarbeitet werden, so ergibt sich bei Konfigura-
tionen mit 16 Prozessoren eine mittlere theoretische Aufruffol-
ge für Dispatcher-l"unktionen von 1000/6.16 = 12 r sec ..
Man entnimmt den Kurven Abb. 15-a, daß der Dispatcher-Entwurf A
diesen Belastungen nur fUr 1 - 2 Prozessoren gewachsen ist, da-
nach, und zwar von 3 - 4 Prozessoren aber b~reits starke Sätti-
gungserscheinungen aufweist, d sich in einem spUrbaren Ab-
flachen der Kurve bemerkbar machen ..
Bei 5 Prozessoren ist dann sogar ein schroffer Rückgang des er-
zielten Problemdurchsatzes zu erkennen, der in Anlehnung an ähn-
lich gelagerte Phänomene bei der Speicherorganisation 8 in der
Literatur unter dem Begriff 'Prozessor Thrashing' 39 diskutiert
wird und hier erstmals meßtechnisch nachgewiesen werden konnte ..
Der Übergang vom Sättigungsverhalten zum Thrashing ist im vor-
liegenden Fall dadurch zu erklären, daß der zusätzlich ins
System eingebrachte Prozessor auf Grund des erreichten Sätti-
gungsgrades im Dispatcher keine nützliche Arbeit mehr leisten
kann, durch den Zugriff zur Datenbasis aber die übrigen Prozess(
ren in der AusfUhrung von Dispatcher-Funktionen behindert. Der
Grad der Störung ist dabei stark von der Partitionierung der
Datenbasis abhängig und bestimmt daher maßgeblich den Verlauf
der Kurve nach Erreichen des Sättigungswertes.
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Der Abfall ist am schroffsten für k = 0 und wird in allen
Fällen mit steigendem Kopplungsgrad geringer. Für k = 1
(/'.~b. 15) ähnelt die Kurve stark einer normalen Sättigungs
kurve. Hier spiegelt sich das dynamische Gleichgewicht wider,
in dem die überwiegende Zahl der Prozesse im SUSPENDIERT-Zu-
stand auf ihre Reaktivierung warten. Dies bedeutet, daß ein
großer Teil der Suchvorgänge nun im Scheduler durchgeführt wer-
den, die auf Grund der Modelleigenschaften nicht in die Ablauf
zeiten eingehen. Die Dispatcherlisten sind gegenüber dem Fall
k~ 0 kurz, so daß die Suchzeiten nach Prozessen drastisch re-
duziert und der Störgrad durch im Sättigungsbereich arbeitende
Prozessoren vermindert wird.
Eine weitere Konsequenz dieses dynamischen Gleichgewichts ist
der scheinbar höhere normierte Problemdurchsatz, der für alle
Dispatcher-Varianten bei steigendem Kopplungsgrad k erzielt
wurde. Da große Teile der für k ~ 0 im Dispatcher erledigten
Suchvorgänge in den Scheduler verlegt werden (wo sie entsprechend
den ModelIierungsvoraussetzungen keine Zeit kosten), steigt der
normierte Problemdurchsatz mit wachsendem k an$ Die Kurven-
scharen 15 a - c können deshalb nicht unmittelbar, sondern nur
unter Berücksichtigung der sich ändernden dynamischen Situation
verglichen werden.
Ein Vergleich des Entwurfs B (1 1) mit dem Entwurf A fUr die
Prozess-Profilklasse I zeigt, daß nur im Sättigungsbereich eine
deutliche Steigerung des Problemdurchsatzes für den Entwurf B
erzielt wurde$ Dieses Ergebnis ist auf das zyklische Ablaufver-
halten der Prozesse zurückzufUhren:
da die Zustandswechsel entweder in der Folge
AKTIV -.... BLOCKIERT~ BEREIT --liIIo' AKTIV
AK'rrV ........... SUSPENDIER'l'~ BEREI'r----- AK'rlV
'" .. . bzw",
erfolgen, ist es wenig effektiv, nur einen der bestehenden Eng-
pässe in diesem Zyklus zu beseitigen .. 1m Falle des Entwurfs B
(1 = 1) wurden die Zugriffszeiten bei der Durchführung des Zu
standswechsels von BEREI '1' AKTIV durch die zusätzliche Ein-
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führung einer BEREIT-Liste zwar weitgehend eliminiert, die Um-
schaltzeit eines Prozesses aus dem BLOCKIERT-Zustand wird da-
durch aber nicht reduziert~ S stellt den dominierenden Anteil
der Zeiten dar, die flir die Durchflihrung eines zyklischen Zu-
standswechsels aUfgewendet werden muß und überdeckt damit alle
übrigen Zeitbeiträge~
Eine durchgreifende Verbesserung des Dispatcher-Verhaltens wur-
de dagegen flir die Varianten des Entwurfs B (1 = p, I = ~) ge-
messen~ Die Abb .. 15 a c zeigen ein nahezu ideales Verhalten
des Verlaufes der Kurven flir den normierten Problemdurchsatz ..
Flir Konfigurationen bis zu 14 Prozessoren zeigt der Dispatcher
selbst flir den kritischen Fall der losen Kopplung (k = 0) prak-
tisch keine Sättigungserscheinungen .. Erst zwischen 14 und 16
Prozessoren flacht die Kurve ab, ohne jedoch den Sättigungsend-
wert schon zu erreichen ..
In allen vier gemessenen Profilklassen wurden nahezu identische
Kurven flir die Entwürfe B (1 • p) und B (1 ~) gemessen .. Sie
zeigen, daß Wahl der Länge der Prozess-Hash-Tabelle unproble-
matisch ist und iglich in Größenordnung mit der Zahl der
im System befindlichen Prozesse übereinstimmen muß ..
Die Kurven flir d Prozess-Umschaltzeiten vermitteln eine Er-
klärung für die Ursache der Sättigungs und Thrashing-Erschei-
nungen .. Während die Zeiten für den Entwurf A zwischen drei
Größenordnungen abhängig von der Zahl der Prozessoren schwan-
ken, bleiben sie flir die Varianten I p, 1 = ~ des Entwurfs B
nahezu unverändert .. Diese Resultate beweisen, daß sich der
Partitionierungs Datenbas und die Suchzeiten in den
Listen in ihrer Wirkung multiplizier~n und deshalb einen domin
renden Einfluß die dynamischen Eigensch ten Dispatchers
ausliben
Im Gegensatz zu den lenden, durch Thrashing ausgelösten
Kurvenverl Problemdurchsatz, sind die Kurven für
die Prozess-Umschal t re Sättigungskurven Ähnlich den
Kurven flir den Problemdurchs sind hier die charakteris
sehen Merkmale der Verl onders deutlich flir k o aus
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gebildet, da mit wachsendem Kopplungsgrad durch die Abwanderung
der Prozesse aus dem Dispatcher die gemessenen Prozess-Umschalt-
zeiten sinken"
Die Analyse der Kurven für die Prozess-Profilklassen 11 IV
in den Abb" 16 18 zeigt ein ähnliches Verhalten wie das der
diskutierten Prozess-Profilklasse I" Der Unterschied liegt in
dem verschobenen Einsatzpunkt für die Sättigungs und Thrashing-
Erscheinungen, der auf die abnehmende Belastung des Dispatchers
zurückzuführen ist" Für die Profilklasse IV wurden für keine
der Dispatcher-Varianten Sättigungserscheinungen gemessen" Die-
ses Resultat ist verständlich, wenn man bedenkt, daß Dis
patcher-Eigenverbrauch in keinem gemessenen Fal 6 % übertraf.
Die geringfügigen Unterschiede in den Kurvenverläufen waren ver-
nachlässigbar und konnten in dem Diagramm nicht mehr vollstän-
dig aufgelöst werden"
Entsprechend den gewonnenen Resultaten enthalten die im Anhang
aufgeführten PL/1-Programme für die Entwürfe A und B kurze An-
gaben über die bevorzugten Prozess lklassen, die als Ent-
scheidungshilfe beim Einsatz der Dispatcher gedacht sind"
Abschließend sei festgestellt, daß sich die gewonnenen Meßergeb-
nisse unempfindlich gegenüber den Änderungen einzelner Zeitbe-
wertungen für statements erwiesen haben.
Diese Erfahrung ist das Ergebnis einer umfangreichen Experimen-
und Testphase, in der große Teile des Modells mehrfach
geändert und Zeitbewertungen (z. B. für die Zuweisung und Frei
gabe von Speicherbereichen für Koppelglieder) um max den Faktor
5 variiert wurden"
Das 'vernünftige' und in weit über 500 Simul ionsläufen st le
Verhalten des Modells, das qualitative Erwartungen letztlich
quantitativ bes tigte, hat ein hohes lVlaß an subjektivem Ver
trauen in das Modell und die zugrunde gelegte Simulationsmethode
erzeugt .. Darüberhinaus ist jedoch als wesentlicher Bestandteil
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der zukünftigen Aufgaben geplant, eine - objektiven Bewertungs-
maßstäben zugängliche - Gültigkeitsbestätigung (Validation) für
das Modell und die Simulationsmethode durchzuführen 11, 45 0
Die oft angewende Technik der Validierung durch einen Ver-
gleich des Modells mit existierenden Systemen ist im vorliegen-
den Fall wenig sinnvoll, da die dort angewendeten Organisations
prinzipien stark von den hier vorgestellten abweichen und Erfah-
rungen außerdem nur für Konfigurationen bis maximal 3 Prozesso-
ren vorliegen. Sie stellen aber, wie aus der Diskussion der
Resultate sichtbar wurde, den weniger kritischen Bereich des
Konfigurationsspektrums dar.
Als eine weiterführende Aufgabe des Projektes t jedoch vorge-
sehen, auf neuen Rechnern prototypische Implementierungen des
vorgestellten Betriebsorganisationskonzepts vorzunehmen und
durch die gewonnenen praktischen Erfahrungen die Simulations-
methode und die darauf aufbauenden Modelle stufenweise zu
validierene
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5@ Zusammenfassung
Ziel dieser Arbeit war der Entwurf alternativer Dispatcher für
symmetrische Mehrprozessor-DV-Anlagen auf der Basis einer gene-
ralisierten Betriebsorganisation@
Ausgehend von dem Schichtenmodell Dijkstrats, das durch Ein
führung von Elementarfunktionen der Ablaufsteuerung verfeinert
wurde, konnten acht Dispatcher-Funktionen anhand eines Zustands
modells für Prozesse und Prozessoren definiert und in ihrer Wir-
kung beschrieben werden@ Sie bildeten die Grundlage für den Ent-
wurf von zwei alternativen Implementierungen und deren Varianten
in PL/1@ Auslegungskriterium war die Minimierung der Prozessor-
konflikte, die durch parallel im Dispatcher arbeitende Prozesso-
ren zustande kommen und einen starken Einfluß auf den unter vor-
gegebenen Belastungsprofilen erzielbaren Durchsatz ausüben. Bei-
de Entwürfe unterscheiden sich durch den Partitionierungsgrad
der Dispatcher-Datenbasis, der dine der wesentlichen Einfluß-
größen für die Ausbildung von Prozessor-Konflikten darstellt
Die PL/1-Programme dienten als Vorlage für den Aufbau eines Simu-
lationsmodells, an dem die dynamischen Eigenschaften der Dis
patcher-Entwilrfe gemessen wurden@ Simulations instrument war eine
virtuelle PL/1-Maschine, die Betriebssystemmodelle in einer mit
Maschinensprachen vergleichbaren ModelIierungstiefe darzustellen
erlaubt und Programmlaufzeitmessungen auf der Basis von zeitge-
wichteten PL/1-Statements zuläßt@
Die Simulations läufe wurden mit vier alternativen Belastungs-
profilen durchgeführt, die auf einem einfachen Ablaufmodell für
Benutzerprozesse basieren und unterschiedliche Anforderungen an
den Parallelgrad des Dispatchers stellen. Wichtigstes Resultat
der Messungen ist, daß sich zwei der Dispatcher-Varianten für
das gemessene Konfigurationsspektrum von 1 16 Prozessoren prak-
tisch invariant gegenilber den Belastungsprofilen erwiesen.
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Damit wurde gezeigt, daß die als Folge von Generalisierungen
unvermeidlichen Effektivitätsverluste in Betriebsorganisationen
durch einen geeigneten Systemaufbau und sorgfältige, auf quanti-
tative Bewertungsmethoden gestützte Implementierungen, weit-
gehend kompensierbar sind@ Dieses Ergebnis kann als Bestäti-
gung der Bemühungen um eine Standardisierung von Betriebssoft-
ware gewertet werden, die das langfristige Ziel dieses For-
schungsvorhabens ist und mit der Definition der verbleibenden
Elementarfunktionen der Ablaufsteuerung und deren Erprobung
weitergeführt wird@
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$DS~.. SZE1TBE~'7=3;
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Liste der wichtigsten Symbole und ihre Bedeutung
a
b
d
e
h
k
lw
p
r
sw
Ta
Tassign
Tdisp
Tidle
Tswitch
Ttot
Twait
wlw
Arbeitsphase eines Benutzerprozesses
mittlere Prozessorbelegung
normierter Problemdurchsatz
Eigenverbrauch des Dispatchers (Overhead)
Häufigkeit, gibt an, wieviel Short-Wait-Perioden
im Mittel auf eine Long-Wait-Periode kommen
Kopplungsgrad zwischen Dispatcher und Scheduler
(lose Kopplung : k = 0, feste Kopplung : k = 1,
gemischte Kopplung : 0.(, k .(, 1)
Long-Wait-Periode eines Benutzerprozesses
Zahl der Benutzerprozesse
Zahl der Prozessoren (Rechnerkerne)
Short-Wait-Periode eines Benutzerprozesses
absoluter Problemdurchsatz innerhalb des Meß-
intervalls
mittlere Ausführungszeit für die assign-Funktion
Eigenzeitbedarf des Dispatchers innerhalb des Meß-
intervalls
Summe der UNTÄTIG-Zeiten aller Prozessoren innerhalb
des Meßintervalls
Prozess-Umschaltzeit
simulierte Laufzeit in einem Simulationslauf
mittlere Ausführungszeit für die wait-Funktion
Wahrscheinlichkeit für eine Long-Wait-Periode
nach einer abgeschlossenen Arbeitsphase eines
Benutzerprozesses
Wahrscheinlichkeit für eine Short-Wait-Periocte
nach einer abgeschlossenen Arbeitsphase eines
Benutzerprozesses
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Anhang A: PL/1-Programme der Dispatcher-Entwürfe
PL/1-Programm für den Dispatcher-Entwurf A
Prozess-Profilklasse empfohlene
Konfigurations-
bandbreite
Klasse I:
a ::::: 1 msec, sw "" lw "" 15 msec 1 - 2 Prozessoren
Klasse 11:
a ::::: 5 msec, sw
""
lw ::::: 75 msec 1
-
6 Prozessoren
Klasse 111:
a
""
5 msec, sw ::::: lw ::::: 15 msec 1 - 10 Prozessoren
Klasse IV:
a ::::: 25 msec, sw ::::: lw ::::: 75 msec 1
-
16 Prozessoren
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MEMBER NAME nISPl
DTSP_l:PROCFDtIRFCPR_NIIMB) RECURSTVE; I*MUlTTPROCESSOR VERSION*I
I*INITTI\LISATION OF THF nISPATCHERS n!\TA RASF.*f
nc t NUL L ßUf L Tl N;
DellPROLIST EXTERNAI ALIGNFn, I*PHOCFSS LIST ~IEADER*1
2 HJ~P POINTER, I*FOR~JAR[) POINTER*t
? BH_P POINTER, I*RACKWARO rnINTER*1
2 LnCK fHAR« 1); I*LDCK RYTE;:~t
OCl 1 PR~TAB(PR~NI.'MR' CIJNTROllFO EXT[PNl\l ALTGNEO, I*PROCESSOR TABt.f.*1
2 /Jl(WF CHtR(41, 1):<Qi1LEo OR O\JAK[' 0I:t 'HORK'*I
2 PRIORTTV BIN FIXEnl}!), I*PP.OCES~llR PIUOP.ITV*I
2 REQUFC:T BIN FIXED(15), l*o=NrJ REQIIEST,l=<,;IG!\IAL REQUEST*I
2 Al.LnC~p POINTER, I*PrlYNTER TO All OCATED P!tOCESS*1
., LOCK (':HAR( 11; 1*l.OCK HYTE*I
OCI PR~NIli'1A fHN FIXEfH15); I*NUMOER or PP.OCESSORS*I
oet 1 PCR BASfOfPCB_P) AlIGNED, I*PRncr:ss CONTROL BLOCK*t
2 rROCE$~,~ID RIN FIXFO« 11 h !}~rp.()lESS IOENTIFICATION*I
2 PRIORITY BIN FIXEO(l~),I*PRO(ES~ PPIORITV*'
2 PROC_~TATF 81T(81, I*PROCr-SS STATF*I
2 REG._STI\TEnO) IHN FIXrODI); I'~~AVE ARFA FOR PROCESSOR*I
I,*PEGTSTERS ANO DTHFR YNfOf{MATION*1
DCl 1 CONNECTnR AA~EfH C!lNtJ[CT~P) II,L IGNfD, I*FOR C(JUPLING PCBe 5*1
2 F\·CP POYNTfR, I*CHAIN FOR\,fM~O PUINTER*I
2 B \-J _ P Pn J NT EP" I *::: HAI N ß J\ CK\,1 t~ RI) Pn I NT ER* I
2 DJSP~STATF CH,öR(4), l*eREAD','I\CTV',eHAIT'*1
? TFXT~P POINTER, t*POINTER TO peR*1
2 pR_In BIN FIXFOD!), I*PRnr.E$~OR IOENTlfICATION*1
2 RET_REQ BrN FIXEDD'); 1*r.HIPE RfOUEST,O=NO,l=YES*1
OCL (PRE_P,~FXT_P) pnI~TER; I*ORGANIZATIONAlPARAMETERS*1
DCt (PCB_P,CONNFCT_P) POINTER; 1*f1.I\~Ff) POINTER*I
DCl $TDlE E~TRY. I*Hi~Rr)\JARF INSTRUCTIDN,IDI ES A flROCESSOR*1
DCl IGNAl ENTRV(RIN FIXEO( 15}); I*HAROW~RE INSTRUCTION FOR INTER *1
1)~PRnCE~~OR COMMUNICATION*I
oCt $WAKEUP ENTRVnnN FIXEn( 15»; I*H6.RD\~.d.RE INSTRUCTION FOR IN'fER-*1
I t,~PRJ CF. S. ~ OR CO MMUNI C AT J 0 N*I
I)CL $lOCK EIIJTRY(CHtIR(l»; I*HARO\~ARE HISTPIICTJGN TO LOCK A 8'(TE*1
nCl $tlNUJCK ENfRV(CHAR(l); I*HARD~JARE INSTRUCTION TO UNLOCK A BYTE*I
DeI $r.PIJ~tl) RFr"RNS(AIN FIXEO(l51); I*HARD\~ARF REGISTER CONTA!NING*I
I~THE PRorE~SOR IDENTIFICATION*I
DCL RT~CODE BIN FIXED(5) INITTl'\l CO); I*RETURN CODE
on pRorESS_p pnTNTFR; I*'PARAfI.1F"rER,PUJ NTER TO PCB*I
OCl PROCSTAT P POINTER; I*PARAMETER,pnINTER. TO REGISTER STATE*I
DCL pnucy CH/~P(l); I~PARAM[TER,qH=PR[EMPTJVE,oN'=NONPREEMPTIVE*/
nr.l pnOCID RI~ FIXFnc 31); 1':CPI".RtIMfTEP"PROCESS IDENTIFICATION*I
OCl cnNnITlm~AIT(8}; I>',(RELEI\SE CONDITJON*I
nCl. I RII\I FIXFrlCl'). I*COIJNTFR*I
AllOCATE PR_TAR(*I;
CAt L $11 Nt OC K«PR n LI $ T • l. oe K) •
PRnL I«:::T @FW_P=NtlLL;
PROUST"A\~_P=N'" L;
00 1= 1 TO PR_NtIMß;
CAU $UNIOCK(PR_TAR .. LOCK( I)~;
PR TAR"MOOE(J)=O!rlIE'.
PR _ T AR" ALL oe ~ P ( ! ):::: N l JU ::
PR~TAA"REQUEST=O;
FN f);
RFTlJRN;
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MEMAE~ NAME OJSPt
/IjIJwr':; A NEW PROCESS TO THE OI~PATCHER.THE STRATEGV HAY ßE EITHER*I
I*PRt :MPTIVF OR 'ON PRf.EMPTIVE*1
I*RE' .;RN CODE VtLlJES tO=OK t l=NO SPACE*I
OCl r:MPRIO BIN FIXEO«15); 1t.<TEMPORARY VARIABLE*I
ON AR'::A AEGIN;
RT _CODE =1 ;
RE TURN« RT _CODE) ;
EN 0;
AllOCATE CONNECTOR;
PCB_P.CONNECTOR.TfXT_p=PRnCESS_p;
OISP_STATE=eREAoe;
CONNEC TOR" RE T_RE Q= 0;
PCB"PROC_STATF='OOOOOOOO'B; I*NO WAIT!NG CONOITION*I
TEMPRIO=PCB0PRIO~ITY;
PRE~p=AOnR«PRnlI~7);
CAll $lOCK(PROlJST@LOCK);
lOOP!: ;
NEXT _ P= PRE_ P-'>CON NECTOR .. H/_P ;
IF NEXT_P=NULL THFN 00;
PR P- )C ONNEC TOR.@FW_P::;;CDNNFCT_P;
CDNNECTOR@FW_P::;;NllL;
CONNECTOR.BW_P::;;PRE_P;
FN 0;
FlSE 00;
PCB_P=NEXT_P->CONNECTOR@TFXT_P;
1FT FM PRIO< pe B@ PR TOR Ir V T HEN 00;
CONNECTOR"FW_P=NEXT_P;
CONNECTOR@BW_P::;;PRE_P;
PRE_P-'>CONNECTOR@FW_P=CONNECT_P;
NEXT_P- >CONNEe TOR. BW_P =C ONNEC T_P;
. EN 0;
l:: L SF. 00;
PRE_ NFXT_P;
GOTO lOOP1;
END;
F.N n;
CAlL SUNlOCK(PROLIST.lOCK)1
JF P[) l IC 'P' THEND 0; I" PR F. EMPTI VE An 11* I
CAll SIGNAL_PR«PROCESS_P->PCB.PRIORITV);
F.ND;
ELSE 00; I*NON PREEMPTIVE ADO*I
r. AII \~AKE PR;
END;
RfTURNfRT _CODE) I
RET IRE: EH TRY« PRO CJ f) , PR oe ESS_ P t PO LI CY) p, ETlJ RNS « RI N F I XE0 n 5 »»I
'*IN(TIAlIlFS RETJRING. UF A PROCESS FRO~ OISPATCHER.IF RETIRING MAV*I
'*BE PERFORMED LMMEOJATLY,THE PCB-POINTER IS RETURNED Ta THE CAllING*1
1*PROC fOUR E*I
I*RETURN conE VA1UE5,O=OKd=INIrIAt IZED t 2c pROCESS NOT FOUNO*I
CAlL SlOCK(PRf1LJ~T.LOCK) I
CONNE:T_P=PROlIST@FW_P;
t.OOP2: ;
IF CONNFr.T_P-.=NIJLl THEN nn;
PCB_P=CONNF.CrOR.TEXT_P;
IF PCB.PROCE$~_ID::::PROCID THFN 00;
IF CONNECTOR .. OYSr_~TATE='ACTV' THfN 00; I*PROCESS 15 ACTIV*I
CONNECTOR.RET_REQ=l;
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MEMBFR N4ME OYSPl
CALL $lJ NU1 CK( PRlJL JST 0 lOCK ) ;
IF POLTCY:::'P' THFN 00;
CALL SLOCKIPR_TAB.lOCKIC1NNECTOR.PR_ID»;
IF «PR_TAß.MOOE='ACTVIJCIPR_TAB.RFOlJEST=O) THEN 00;
Ct\U $Syr,NAlfCONNEeTOR.PR_IO);
ENn ;
ELSE;
CAll $UNIOCK(PR_Tt\B.LOCK(CONNFCTOR.PR_IO»;
RT_CODE=l; I*RETIRING !NTTTALIlEO*1
f NO;
EI.~E 00; I*PKOCfSS 15 READY OR WAITING*I
PRE_P=CONNECTOR.BW_P;
NFXT~P=CONNFCTOR.FW_P;
PR E_ P-) rONN F CT OR. F~J _ P= NEX T_ P ;
! F NE XT_P-. =NI)Ll THEN NF XT_ P- ') C '1 j\j Nfr T n R• ß \.J _ P::: PR E_ P;
CAl. L $UNI 0(1< «PROL I~ T .Loei< );
FPEE CONNECTOR;
PROCE~C;_P=PCß_P;
EN D;
ENf);
EI ~E 00; '*PROCES~ NOT FOUNO VET*I
CONNECT_P=CONNECTUR.FW_P;
GOT () L00 P ? ;
END;
END;
ELS f 1111;
RT_C()I)E=?; 1* PROCESS NOT TN LlS;':':1
CAU $l/NlOCKIPROLIST.LnCK);
END;
AC:;SIr;N:FNTRY(PRnC~TAT_PePROCIO)RfTURNSIBIN FIXFD(lS»;
'*l\S~,JGNS A RFAnv PROCESS TO THF TNVOI<ING PROCESSOR ANO PASSES THE*I
I*POTNTER TO THE REGISTER STATE ANO rRllCES~ IOfNTIFICATYON BACK TU*I
I*THF eALL ING PROf EotjRE~' 1
1* RET 11 RNeon E V 1\ LlJ ES e0 := 0 Ke 1:::: Nn \-/ 0 RI< t 2::: PRO CE~ sn R AL R EA0 Y'" I
1* ALI oe ATE 0'" I
TF PR_TAfL,MODF($CPU_rn)-.=".JORK' THEN DO;
CALL 'lOeK(PROLI~T@lOCK);
enNN EC T_P=PR Ol IST 0 F vCP ;
l nOPi : ;
IF CONNEr.T_P=NUll. THEN 00;
CAL L $IJNL Or.K I PROL I ST. LOel<') ;
RT_cnOE=l'
ENn;
EL SE DO;
IF DISP_STATE='REAO' THEN 00;
PCB_P=CONNEeTOR.TEXT_P;
PROC~T AT _P=flODR( PCß.RfG_ST.1\T f);
PROCln=PCR.PROCES5_10;
orsP_STAT E= • ACTV' ;
CONNECTOR.PR_ID=$CPU_IO;
CAll $lJNL oe KI PROI IST. I /leI<) ;
CAll. $l 0 CKI PR _ T A~l. L0 CI< ( $ CPLI_ J n ) ) ;
PR_ TAR. AlLOC_P($CPlJ_TO) =cmlNfrT_p;
PR_TAA.MODEI $CPlJ_ID)=Gwm~K';
PR_ TflB.PRJORJTY( $CPlJ_TO)=PCR.PPIORITV;
PR _ T1\ ß • RFQ!JE STl $ CPI '- I [) ) =0 ;
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MEMBER NAME nISPl
CAL L $ "N L0 CKCPR _ T 1\ ß " L0 CKC$ CPII_ I 0' ) ;
END;
ELSE nOt
cONNE CT_ P=C ()NNEC TOR" HI P;
GOTD lOOP3;
END;
END;
END;
ELSE no;
RETlJRNCRT_CODF) ;
RElEASE:ENTRYCCONDITION,PROCESS_P) RETURN~(BIN FIXEDClS)';
,*RELfASES THE PROCESSOR FRDM Al LOCATEO PROCfS5 AND PASSES THEPCB-*I
,*POINTER BACK TO THf. CAl L ING PROCEDURE*I
I*RFTtlRN CODE VAlUES,IO=OK,l=PROCESSOR NOT ALLOCATED*'
IF PR_TAB"MOOEC$CPU_ID)='WORK' THEN 00;
CA LL $ LOC K«PR_ TA 8" l Or.:K ( $ CPl'_ 10) »;
PR~TAB"MODF( $CPI'_IO}='HAKf@;
CALl $lJNlOCK(PR_TAB"lOCK($CPU_II1»;
cnNNEC T_P=PR_ TAB" ALlUC P( $CPII_J D);
CALl SLOCK(PROL IST"LOCK);
PR P=CONNECTOR"ßW_P;
NEXT_P cnNNECTnR"FW_p;
PR p~>cnNNECTOR"FW_P=NEXT_P;
IF NE)(T~P =NlIlL THEN NEXT_P->CONNECTOR"BW_P=PRE_P;
CAll. $lJNlOCK (PROL IST@LOCK);
PCB_P=CONNFCTOR~TEXT P;
PROCES PCB_P;
PCB~PROC STATE=CONDIrIONI PCB"PROC~STATE;
[ND;
Fl.~E 00;
END;
RETURN(RT CODE);
WAJT:ENTRY«CONIHTION) RETURNSlRIN FIXEO(15»;
,*PlJTS AN ACTIVE PROCESS INTO THE WAITINC STATE*I
I*RETURN CODE VAlUES,O=OK,l RETIRE REQIIEST,2=PROCESSOR*1
I*NOT AllOCATFD*1
TF PR TAB"MODE«$CrU~In) '\WRK' THHJ 00;
CAll $lOCK(PR~'rAB"lOCK($CPlI_IO);
f'R_TAR"MODFU;CPU 10) 'WAKE';
CAll $lINLOCK(PR TAR"LOCK($r.PlI_IO»;
CONNECT P PR TAß ALlOC~P( $CPll~ID);
CAL l $ Lor: K« pp n l T5 T" l oe K) ;
PCß_P CONNFETOR"TFXT P;
PCR~PRO STA1F=CONOITJON;
IF CONNECTOR.RET_RFQ=} TltEN 00;
CAll $lJNI.OCK (PROL IST .. Lllr:K);
CALL SlnCKIPR TAB.LOCK($CPU_IOI);
PR TA ß ,,~1n 0 E ( $( PLJ _ J f) ) :::: , HO Rt< 0 ;
CAlL $UNlnCK(PR T,l\fl"LUCK($CPU_IO));
p. 00EI;
t: ND;
ELSE D(1;
CONNECTrJR .. I)TSP_STATF 'l'/AI1';
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MEMBER NAME OT,Pl
CALL $tJNlOCK(PROLIST.LOCK);
END;
EN[) ;
ELSE 00;
E'l 0;
RETURN(RT_COOF. ;
REAOY:ENTRY(PROCJD,CONOITIl1N. R[TUR,'J~ l ß!N FIXEO( 15).;
I*THE NAMEO PROCESS WILL BF ArTIVATEO IF ALL WAITING CONOITIONS*I
I*CAN BF. REMOVEO*I
I*RETURN COOE VAt.tlE5,O::::OK,1=PRnCE~S NOT FOIJNO~cl
CAll $lOCK (PRnL T'ST.LOCK);
CONNECT_P=PROlIST.FW_P;
lOOP4:; .
IF CONNErT_p .... =NULL THEN 00;
rCB_p=CONNFC TOR .. TEXT _Pt
IF PCB.PROCE~S_IO=PRJCID THFN 00;
I F 0 I S P_STAT F::: , \01 AIT' T HE N OD;
PCB .. PROC_S~ATF=(~CONOTTION.&(PCß.PROC_STATE);
IF prB .. PROC_STATF='OOOOOOOO'B THEN 00;
DlSP_STATE='REAO';
rAU $UNLDCKlPROLJST.LDCK);
CAIL HAK.E_PR; 1y.:~IAf(EUP TotE PROCESSOR*I
END;
rLSE CALL $UNLOCK(PROLIST .. LOCK):
END;
El.SE CALL $lINLOCK(PROLIST .. LOCKI;
EN 0;
ELSE Da;
CONNECT_P=CONNFCTOR.FW_P;
GOTO LOOP4;
END;
END;
Et <; E 00;
CAII $UNI.OCKlPROLI~TeLOCK);
RT_COOE=l: I*PROCESS NOT FOUNO*I
END;
RFTURN (RT _COnE) ;
REREADY:ENTRV RETURNS(AIN FIXED(l5»);
I*PlJTS AN ACTIVE PROCESS INTO THF READY STATF*I
I*RETlJRN CODE VAllJE5,O=OK.t=RETIRE REOEST,2=PROCESSOR*1
I*NOT ALLOC~Trn*1
IF PR_ TAB .. MOOE( $CPU_ ID)='WORK' THEN on;
CAll. SLOCK(PR_TAB.LOCKl$CPU_IO);
PR_TAA.MOOE($CPU_IO)='WAKE';
CALl $UNLOCK(PR_TAB.l.OCf(( $cpu_ro»;
CONN EC T_P =PR _ TA B. ALL oe _P ( $C PU_I n» ;
CALL SLOCK(PROLIST .. l.OCK);
IF CONNECTOR.RET_REQ=l THEN 00; I*RETIRE RFQlJEST*1
CALL $UNI.OCK (PROL 1ST .LOCI<);
CALL $ L[) CKl PR _ TAB. L0 CK( $(: PlI_ r D» ) ;
PR_ TAB .. MO Df ( $CPU_ T[) ) = , 1,10RK ' :
C~LL 1>lJNLOCK(PR_TAB.l.nCK (SepU_IO).;
PT_CODE=}; I*RETTRE PEQUEST*I
END;
EU' E 00;
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CnNNFe TOR 00 I SP_ STAT E= GR fAD • ;
CALl $lJNt orK« PROl Y!="T "LOCK I;
END;
END;
ELSE DO;
RT_conE 2; I*PROCESSOR NOT AlLOCATEO*1
EN 0;
RF TUR N«RT~C[J DE) ;
STOP:FNTRY RETURN~(RIN FIXEO(l5»);
/*PUTS THE YNVOKYNG PROCESSOR INTO THE IDLE ~TATE*/
/*RETURN conE VALYES,O=iJK, l=PROCESSJP. STILL AllOCATED*/
CA I l '$l oe K( PR _ TAB" l nc K«$ C Pt J_ I D) ) ;
JF PR_TAR.MODEr $CPU_JD)=8!·IORKQ THfN Dll;
CAt I $ UNUlL K«P I~_ T AR D LI] CK «$ CPU _ I D ) ) ;
RT_CODE=l;
END;
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(ALL $UNLOCK(PR_T~~.LOtK(PR_VARI));
GOTD LnOP6;
END;
PR_VAR2=PR_V ARI;
LOOP7:;
PR_VAR2:::PR_VARI+l;
IF PR_VARZ:::$CPlJ_JO THEN GOTO tnoP7;
IF PR_VAR?)PR_NtJMB THEN Oll;
CA l L S$ I GN AL (P R_ VAP.I ) ;
PR _ TAB. REQ" ES T( PR_ VAP, I ) =I; / *~ 1 r. ~ll\ IRE Qll ES T *I
CAlL SUNLOCK(PR_TAB.LQCK(PR_VARl));
END;
rAll $LOCKIPR_TAA.LnCKIP~_VAR?));
IF PR_TAB.MODEIPR_VI\R2)=' IDLE· THEN Dn;
CALl SHAKEllP(PP_VARZ);
PR_TAß.MODE(PR_VAR2)='WAKE-;
CALL SUNlOCK(PR_TAR.U1CK (PR_VARl»);
CAI.L SUNLnCK(PR_TAß.LDCK(PR_VAR2));
RETURN;
END;
JF PR_TAB.MOIJE(PR_VAR2)-.:::Q/ORl<- THfN 00;
CALt $UNLOCK(PR_TAR.LOCK(PR_VAR2»);
GOTO lOOP7;
END;
IF (PR_TAB.PRIORITY(PR_VAR2)<=PR_TAa.PRIORITY(PR_VARU)1
(PR_ TAß.R EOtJE S T( PR_ VAR2) ::: 1) THE N DrJ;
CALl MINI OCK(PR_TAA.LOCK (PR_Vt\R2»);
GOTO LOOP7;
FND;
CAIL $UNLOCK(PR_TAB.IOCK(PR_VARl);
PR_VARl=PR_VAR?;
GOT 0 L 00P7 ;
END IJTSP_U
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PL/1-Programm für den Dispatcher-Entwurf B
Angaben gelten für (1 ::::: p, 1 ::::: p/2)
Prozess-Profilklasse empfohlene
Konfigurations-
bandbreite
Klasse I.
a ::::: 1 msec, sw ::::: lw
""
15 msec 1 14 Prozessoren
Klasse 11:
a
""
5 msec, sw ::::: lw :::: 75 msec 1 16 Prozessoren
K1M~"'e 111"
a ::::: 5 msec, sw lw
""
15 msec 1 16 Prozessoren
Klasse IV:
a ::::: 25 msec, sw := lw :::: 75 msec 1 16 Prozessoren
- 91 -
ME MBE R NAME 01 S P2
01 SP _?: P~OCEO'IR E(PR_NLJMB, T_LF. NG TI-II REC URS I VE;
I*INITYALYSATTDN OF THE DISPATCHERS OÄTA BASE*I
nc L NIfL L ß UI LTIN;
Deli PROTAB(T_LENGTH) CONTROLLED EXTERNAL AlIGNED,
I*PROCES5 HASH TABLE>'<I
2 CHAIN_P POINTER, I*CHAINING OF PGB'S IN THE PROCESS TABlE*1
? LOCK C HAR e 1 J; I*LIlC K R YTE* I
nCl T_LENGTH IHN FIXED(15); 1*1 ENGTH OF PROCESS HASH TABlE*1
OCl 1 PR_TAB( PR_NI/MB t CONTROLl FO EXTERNAL AL IGNEO, I*PROCESSOR TABlE*1
2 MonE CHAIH4h 1*' IDLE' OR 'WAKE' DR o~IORK'*'
2 PRIORJTY BIN FIXEO(15), I*PROCESSOR PRIORITV*I
2 REOUEc::.T BIN FIXED( 15 h I*O:::NO HF.QUEST,I=SIGNAL REOUEST*I
2 AllOC P POINTER, I*POTNTER TO ALLOCATEO PROCESS*I
2 lOCK CHAR( It; I*LOCK BYTE*I
DCL PR_NLJMB BIN FIXEfH1S); I*NlfMßER OF PROCEs~nRS*1
OCl 1 peB B~SEnepCB~p) AL IGNED, I*PROCESS CONTROL BLOCK*I
2 PR OC ES S_lOB I N F I XE0 ( 3 1 ), I '* Pg (] CES S I 0 EN T I F I CAT ION *I
2 PRIORTTY BIN FJXF.f1(I'5t, I*PROCESS PRIORITV*I
2 PROC_STATE BIT(S), I*PROCESS STATE*I
2 REG_STATF.«10J RIN FIXEnf"3l); I*SAVE AREA FOR PROCESSOR*I
I*REGISTERS ANO OTHER INFORMATION*I
DCl 1 CONNECTOR AA~EO(CnNNECT_P' ALIGNED, I*FOR COUPLING peBuS*1
2 CHAIN_P POINTER, I*CHAINING IN PRaCESS TABLE*I
'2 FW_P POINTER, I*FORWARO CHAINING IN READV-LIST*I
2 BW_P POTNTER, I*SACKWARO CHAINING IN READV-LIST*'
'2 DISP_STATF. CHARI4h l*oREI\O·,'l\crV','WAIT','UNDF'*1
2 TEXT_P POINTER, l*rOINTER TO ren*1
? pR_In BIN FIXEOeI5), I*PROCFSSOR IOENTIFICAIION*I
2 RET_REO IHN FIXEO(lst, I*RETIRE REQUEST,O=NO,l=YES*1
'2 LOCK CHAR(l); I*LOCK BYTE.,
DCL 1 R_lIST EXTERNAl ALIGNEO, I*HEADER OF REAnY-lIST*1
2 OLJMMY_P POINTER, I*NOT USED*I
'2 FW_P POINTER, I*FOR~IARn CHAINING*I
2 B~'-P PrJINTFR, I*BACKWARD CHAINING*I
2 LOCK CHAR« 1); l*lOCK ßYTE*I
DCL «PCß_P,CONNfCT_P) POINTER; I*ßASEf1 POINTER*I
OCl (PRt_P,NFXT_P) POINTER; I*ORGANIZATIONAL PARAMETERS*I
OCl H_INDFX BIN FIXED«l5); I*HASH INDEX*I
OCl SIDlE ENTRY; I*HAROHARF INSTRUCrJON,IoLES A PROCESSOR*I
OCl SSIGNAL ENTRY(BIN FIXEO(15); I*HARDWARE INSTRUCTION FOR INTER-*I
I*PROCESSOR COMMUNICATION*I
DCl SWAKfUP ENTRveBIN FIXfD( 15)); I*HAROWARE INSTRUCTJON FOR INTER-*I
I*PRJCESSOR COMMUNICATION*I
OCl $lOCK HlTRY(CHAR(l)); I*HARO~IARE INSTRUCTION TO lOCK A BVTE*'
OCl SUNlnCK ENTRveCHAR(1)); I*HAROWARF INSTRUCTION TO UNlOCK A BVTE*'
OCt $CPIJ_IO RETURNS(BIN FIXEOD!))); I*HARDHARE REGISTER CONTAINING*I
I*THt PROCES~OR IDeNTIFICATION*1
Flel RT_CODE BIN FIXED(15) HJITIAL(O); I*RETlJRN caOE*1
DCL PPOCFSS_P PnINTER; 1y,~PARAMFTEP'9POTNTER TO peB*1
nCl PROCST AT _P PO INTER; /*PARAMETER ,POINTER TO REG! STER STATE*'
DCl Pnl YCY CHAR« 1 ); I *PA RA MET ER, • P' ::: PR FE1'1 PT I VE, 'N ':= NON PR EEM PT I VE '* I
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MEMHU,( NAME nr SP:'
oel PROCID RlfIJ FIXEO(31 I; /t,<PARAMETER,PROCESS IDENTIFICATION*/
DCl CIlNDITION RTT(R); /"'PHEASE CUNUITrON"<!
OC L Y ß rN F I Xr f) ( 15 ); / *CLli INTER*' !
OCL HASH ENTRY(tlTN ftXEI)(3111 RfTURNSIßTN FI\(ffH15»;
ALLorATF PR T/lR(*);
ALLOCATE PROTAß«*);
CA 1 L tU NI. 0 CI< «R _I I ~ T .1. nCK ) ;
R_l Y~T"FI,CP:::Nl'L1.;
R~l IST @BW_P:::Nlll.L;
no I::: 1 TO PR_NI1MfH
C/\tL $11NLOCK (PR~ TAA@lOCKI I»);
PR_TAß"MUDEI J) ""I I OlE';
PP_ TAA .. ALLOC_P( I )=NtllL;
PR_TAA"REQUrST=D;
ENf) ;
DII 1=1 TO T _lfNGTH;
CI\I L $l1NLOCK(PROTAP..lOCKI I);
PROT Aß" CHA IN _P « I ) ::::NlJ l L;
ENf);
RFTURN;
Ar)D:ENTRVIPROCF<::;~_p,rOL.ICV) F:[TllP-N')(BIN FIXEIH15»;
'*Ann~ A NEW PROCES<::; TO THf OI~PATCHFR. THE STRATFGV MAI( BE EITHER*I
I*PRFfMPTIVE OR NON PREE~PTIVE*I
I*RETllRN CODE VAL'fF5,O=i]K,l=NfJ ~p.\rE*1
ON AREA ßECIN;
PT_COOE:l;
I<ETIJRN« RT _CODE);
f. ND;
ALlOCATE CONNfCTOR;
prß_p,CONNECTnR .. TFXT_P=PROC[$~_P;
nI S P_ C; TAT r:= , UNnF'; / *u ND [= F IN En~c I
CONNECTOR .. RET_REQ=O;
PCR.PRnc ~TATF='OOOOOOOO'R; I*NO WAITING CONDITION*'
H~TNOF X=HA S~« rCBe PRnCES:,_! D);
CAlL UOCK(PROTAA@ln("K(ILINDI:X»;
CnNNFr.: T OR 0 eH AT N_ r : PRO TA ß " eH AHL P (1--1_ TNf) EX) ;
PRnfAn "rHA IN_P« H_ I NDE X) =c I)NNEC T_PD
CAll SLnCK(CONNECTOR"lnCK);
(All $UNLOCKrpPOTAß.LOCV-(H_INDEX);
OISP_<;TATE='RfAO' ;
CALL $lOCK(R 'I~T.l.nCK);
CAI L IN<;ERT(CnfIJi\JFCT_p);
r. ALL $11 NI. [1 CK ( R_ LI ~q .. I nC'.K ) ;
IF POl ICY='P' THFN no; /*PR[FMPTIVF AI1D~c!
CAlL SIGN:\l_PP (PROCF~.c:_r~>PCß.. rPTORnYI;
ENO;
Fl ~ F on;
CAll I/AKF_PP; /nWN PRfEMPTJVE AODf:/
fN ();
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MEMBER NAME OISP2
RE TUR N( P, T_ Cno E' ;
RE TI RF:FNTRV (PROCIO, PROCES$_P, POLI CY, P-ETLJRNS( BIN FIXEO« 15));
I*INITTALIZES RfTIRING OF A PRnCESS FROM DISPATCHER. JF RETIRING MAV*I
I*RE PERFORMED JMMFOIATELY, THE peB-POINTER IS RETURNED TO THE *1
I*CAlLI NG PROCEnURE*1
'*RETURN CODE VALUES,O=O~,1=INITIALIZEO,2=PROCESS NOT FOUNO*'
oCt HFLP~P POINTER; '*TEMPORARV VARIABLE*I
H_TNOEX=HASH«PROCIDl;
CAll $LOCK(PROTAR@LOCK(H_INOEX));
PR E_P=ADDR (PROTAB « H_I NDE X) l ;
CONNECT_P=PROTAB.CHAJN_P(H_INOEX);
L DDP 1: ;
TF CONNECT_P=NUll THEN 00;
RT_COOE=?;
RFTU RN (RT _(;1) OE) ;
END;
PCR_P=CONNECTOR@TEXT_P;
JF PCB"PROCES~_JD.,=PROClOTHEN 00;
PRE _P=C ONNEC T~P;
CONNFCT_P=CONNECTOR"CHAIN_P;
GOTO LOOP1;
FNO;
CAlL SLOCK(CONNFCTOR"LOCK';
JF CONNECTOR@OISP_STATE='IJNDF' THEN 00; I*UNOEFINEO*I
I*RElEASE tN PROGRESS*!
CI\! l $UNLO(;K(CONNECTOR.lOCK);
CAll SUNLOCK(PROTAB"LOCK(H_INOEXI);
RT~COOE=?;
RETURN(RT~COOE);
ENO;
TF CONNECTOR .. or$p~STATE='HAIT· THEN on;
PRE_P-)CONNECTOR"CHAIN_P=CONNECTOR .. CHAIN_P;
CONNFCTOR"RET_RFQ=l;
CAll $UNLOCK(CONNECTOR"LOCK);
Cl\ t L $ UNL OC: K( PRO TA ß .. L] CK( H_ I N0 EX) ) ;
PROCESS P=PCB_P;
FREE CONNECTOR;
RETURN« RT _CnOE);
END;
'IE CONNECTo~"nISP_STATE=·RfAD·THEN 00;
HFl P_P=PRF_P;
CAlL $UNLOCK(CONNECTOR .. LOCKI;
CALL $LOCKfR_LIST .. LnCK);
CALL SLOCKfCONNECTOR .. LOCKI;
IF CONNECTnR .. OIsp_STATE='REAO· THFN 00;
PRE_ P=CONNE CTOR" BI",-P;
NEXT_p=rnNNECTOR .. FW_P;
PRE_P-)CONNFCTOR .. FW~P=Nr:XT_P;
JF NEXT_P-.=NULL THEN NEXT_P->CONNECTDR .. ßH_P=PRE_P;
END;
EL~ E;
HEl P_P-)~ONNECTOR .. CHATN_P=CONNECTOR .. CHAIN_P;
CAU $UNLOCKfR:"LIST "LOCK);
CALL $lJNLOCKfCONNECTOR .. LOCK);
CAI L $UNLOCK( PROTAB .. LiJCK( H_INOrXl);
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MEMBER NAME n(~P2
PRDCES p".rcs_p;
FREE CDNNEr:TOR;
RETURN (RT cnDE t;
ENO;
END;
ELSE;
CAll S[JNL.OCKfPR_ TAA .. lUClqCONNECTOP .. PR_1 0));
ENI1;
CONNEfTDR@RET_REO=l;
CAll UNlUCI«PROTAB@lOCKCICYNDEX»;
CAll SUNLOCK«CONNFCTOR"LOCK);
IF rOLICY ~p. THEN 00;
CAll $lOCKCPR TAB@lQCI<CCONNECTDR"PR_IO));
IF (PR_TAB"MnnF(CDNNECTOR.PR_ID)=eACTV e )&
(rR~TAB .. REQtJEC;T(COmJfCTOR"PR~IO)=O) THEN 00;
CAll SSIGNAL(CnNNF:TOR"PR_IO);
PR_TAß .. REQtJESTfCONNECTOR"PR_JOI=l;
R cnnE 1;
RE TUR N«RT_ CrHl E) ;
ASSJGN::ENTRV (PRDCe.TAT p. PRDelO) RETtJR\lS (fUN FIXED( 15»);
'*ASSIGNS A RFAOV PRnCESS TO THE INVOKING PROCESSOR AND PASSES TH ,
'*POINTER TI1 THE REGISTER STATE A\lO THE PROCf5S IOENTIFICATION BACK*!
'*TO THE CALU NG PROCEOIJRE*I
'*RETURN CODF VAlUES,Q=DK.l=NO WORK e 2=PROCESSOR ALREAOY ALLOCATEO*'
IF PR TAB MODE ($CPII~T 0) .,,=' 1:IORKe THFN 00;
CAll SLOCKfR LIST .. LOC{';
lOOP2:;
CONNECT P=R LIST.FH P;
JF CONNECT P=NUlL THEN 00; NO \mRK*1
CAll $ UNLOCK (R l IST • L0 r: K ) ;
R CODE=I;
END;
fl SE 00;
CALL stOCKfCONNECTOR"LOCK);
R_Llsr.FW P CONNECTOR.FW_P;
NE XT PLI ST "FW P;
J F NE XT ~P.,,=NUl L THEN NEXT~P-)CONNfCTOR" BW~P::;AODR« R_L IST);
IF CONNECTOR"RFT_REO 1 THEN 00; I*RETIRE REQUES !
CONNECTOR@OISP_STATE=eUNOFe; '*UNDEFINEO*'
CALL SUNIOCK(CONNECTOR .. lOCK);
GOTD lOOP2;
FND;
EI. 5 E 0 ~') :
PCß~P=CONNECTOR"TEXT P;
CONNEClOR"PR 10 $CPII_JO;
CAU $l/NlOCK« CONNECTOR .. LO CK t;
CAI.L $UNlOCKfR UST"LOCKH
CAlL SLOCK« PR TAP, .. lOCKf $CPU~IO);
PR_TAB"AI lOC_P($CPU_IO'=CONNECT P;
PR T~B"MnDF($CPU~ID,=eWORKe;
PR~TAB"PRJORnV($CPU 10) PCB.JlRIORlTY;
PR TAB"REQIIEST($CPU_!O)=O;
CALLSUNlOCK «PR TAB"LOCKC $CPU ID»;
pRnCSTAT._P AOOR(PCß"REG_STATE);
PRocrO=PCB"PROCES$ ~;
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MEMßER NAME rHSP?
END;
END;
EN D;
ELSE DO;
RELEASE:ENTRY(CONDITION,PROCESS_P) RfTURNSlßIN FTXED(15));
I*REI.EASES THE PROCESSOR rRCJM t'I.LOCATFD PROCES~ ANO PASSES THE pCß-*1
1* POT NTER BACK TO TH E CAll TNG PR oe EDU R f: *1
I*RETIJRN eonE VI\LlJEe.,O=OK,l=PROCESc;UR NOT ALlOCATEO*1
oel TEMP_IO BIN FIXEnD!); I*TEMPlJRARY PROCESS IDENTIFICATION*I
IF PR_TAB.Ml0El $CPU_Inl",'I!llRK' THFN 00;
CAtl $LOr:K«PR_TAB.lOCI(l$CPIJ_!D));
PR_ TAB. MrlOF l $C PU_ T[)) =' \'/A KE' ;
CONNFCT_P=PR_TAA.ALLOC_Pl $(PlJ .... ID);
CAll $l OCKlCflNNECTOP. LllCK);
CAI L $1.JNLOCKlP'R_TAß.LJCKl$CPIt.... ID));
PCB_P=CONNFCTOR.TEXT_P;
PCB.PROC_STATE=PCR.pnOC_STAYE!CONnITYON;
CONNECTOR. 01 ~P_STl~ TE::::' UNDF'; / *UNI1EF I NEO*/
TEMP_TO=PCB.PROCESS_IO;
CALL $UNlOCKlCONNECTOR.LOCK);
H_ TNfJEX =H AC; Hn F MP _ J 0) ;
CAll $ Loe K( PR Cl TA A. L0 CKI H_ I NO EX) ) ;
PRE_P=AODR«PROTAB.LOCKlH_INDEX));
LOOP3: ;
CONNECT_P=PRE_P-)CCNNECTOR.CHAIN_P;
IF CONNECT_P ... =NtlLL THEN 00;
PCR_P=CONNFCTOR.TEXT_P;
IF TEMP_YD=PCB.PROCESS_ID THEN 00;
PRE_P->CONNECTOR.CHATN_P=CONNfCTOR.CHAIN_P;
FREF CONNH:T nrq
PROCfSS_P=PCB_P;
[NO;
ELSE 00;
PRE_P=CONNECT_P;
GOTO LJDP 3;
END;
END;
EL S f ;
CA LL $1.1 NL OC Kl PP 0 TAB. I. m: Kl H_ TNDE X) ) ;
EtJ() ;
EL S F RT _ CO [) E::: 1 ;
HAIT:ENTRVlCONDTTTON) RETllRNSlATN FIXEO(l'5));
I*PUP:, AN ACTTVF PRorrss INTO THr. HI\ITING 5TATE*1
I*RETtlRN CODE VALlIFS,O=C1K,l=RETYRE REOtJF~T,2=PROCESSOR NOT*I
I*ALlOCATEO* 1
JF PR_TAR.MODFI$CPU_TO)""\/(JRK' THEN 00;
CAt l $ L O~ K( PR_ TAB • L0:: <l $ CP I J_ I 0) ) ;
PR_ TAB. MO OE «$ r. PU _ r 0) ::: I I/I\K r' ;
CAI L $IJNLOCKIPR_TI\R.lDCKl $CPIJ_ID));
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CONNECT_P=PR_TAB.ALLOC_P($CPU_Io);
CALL $LOr.K(CONNECTOP.LOCK);
PC B_ P= CONNFCTOR. T FXT _P;
PCB.PROC_5TATE=CONoITIUN;
JF CONNE~TnReRET~RrQ=l THEN 00;
CAlLf.llNLOCK (CONNECTOR.LllCK);
CALL SlOCK(PR_TAB.lnCK(SCPU_ID»);
PR_TAß .. MOOE( SCPI'_ID)= 'WORK u;
CAlL $UNlOCK(PR ... TAßeLOCK($CPU_ID) H
RT CODf=l;
END;
El ~E 00;
CONNECTOReOISP_STATE='HAIT';
CAl.L $IJNLOCK«CONNECTOR.LOCK);
END;
EN D;
ELSE f?T ...CODE;:2;
RETU RN« RT _ CfH)E» ;
RfADY:ENTRY(PROClfl,CONDITION) RETUFHJS(ßIN FIXEO(5»;
I*THE NAMEO PROCESS WILL BE ACTIVATED IF ALL WAITING CONDITJONS*I
1*r.AN BE REMOVED*I
I*RETURN CODE VALUES,O=DK.l=PROCE~S NOT FOUND*'
H_TNDEX=HASH(PROCIDI;
r.ALL $lOCK(PROTAB .. lOCK(H_INDEX);
CONNFrT P-PROTAB .. CHAIN_P( H_INDEXl;
LOOP4:;
IF CONNECr P,=NULL THEN 00;
PCB_P ONNFCTOR.TEXT P'
IF PCA .. PROCFS IO=PROCID THEN 00;
CALL $lOCK«CONNECTDR@l[JCK1;
CALL $lJNLOCK (PROT ,~A"lOCK« H_INDtX)>>;
PCB Iil PR OC _~TA TE::: hCOND r TI ON) &« perL. PROC_ST AT E) ;
IF PC8@PRnC_STATE='OOOOOOOOoS THEN on;
CONNECTOR*OTSP TATE='READo.
CALL $ LOC K( R_ LI 5 Tm Loe K» :
CALL SUNLnCK(CnNNECTnR .. LOCKI;
CALL IN~lfRT(CON\lEl.T_P»;
CALL SUNLOCK(R_LI$T*LOCK);
END;
ELSE 00;
CALL $LJNI.OCK«CONNECTOR .. LOCK);
END;
EN 0;
El SE 00;
caNNECT _P=CONNECTDR eCHA IN_P:
GOTO lOOP4;
END;
END;
ELSE DU;
CAll SUNLOCK(PROTAßmLJCK(H_INOEX»;
RT_COOE I;
END;
RFTURN(RT CnnE);
REPEADV:ENT~Y RFTlIRNC)(ßIN FIXFO( I?»;
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MEMRfR NA~E OI~P?
I*P\JT~ AN Ar..TIVE PROCESS INTO THE READY ~TATE*I
I*RfTIJRN CODE VI\LUES,O=ClI<,l=RFTTRF REQlJFST,2=flROCESSOR*1
I*NOT ALLOCATEO*I
IF PR_TAB"MOOE($CPU_ID»=qmRK' THEN on;
CA L L 1> L oe: K ( PR _ TAB. L oe K ( $ CPII_ T0) ) ;
PR_TAB.MOOE( $CPU_TD)='HAKE';
CALL $UNlOCK(PR_TAR"LOCK ($CPU_lfn);
CONNEC T_P=PR_ TAB. Al LO: _PI $C P'J_I 0);
CAI.L $LOCKfCONNFCTOR .. LOCK»;
IF CONNECTOR"RET_REO=l THEN 00;
CALL $tJNLorK(CONNE:TOR"UlCK);
CALL tLOCK(PR_TAB.LOCK($CPU_ID»);
P R_ TAEl • Mn [) F ( $ CP '1_ I 0 »=°\-/0 RK ' ;
CALL $IJNIOCK(PR_TI\B.LUCKf $CPI.'_P»);
END;
EL~F 00;
CONNECTOR"OTSP_STATE='PEAD';
CALL $IJNLOCK(CONNE:'TOR.LOCK);
END;
END;
El S E RT_ COD E:::: 2 ;
STOP:ENTRY RETIIRNqB!N FIXEO(15»;
'*PUT~ THE TNV~KING PROCESSOR INTO THE IOlE STATE*I
I*RETURN CODE VALYES,O=OK,,l=PROCESSUR STILL ALlOCATEO*1
CA t L $ L OC K( PR_ T .I'l. ß" lOCK ( $ CPU _ 10) »;
IF PR_TAB"MOOf( $CPU_TD):::O\WRKO THEN OD;
CAll $lJNIOrK(PR_Thß.LllCK($CPlJ_IO»;
RT_C ODE =1 ;
END;
El~ f= 00;
PR_TAB .MflOE( $CPU_TO) =' TDLE';
(ALL $UNLOCK f PR_TAB"lOCK ($CPU_I 0»;
CALL $IDlE;
END;
RETURN(RT_CllDE);
WAKE_PR': ENTRY; I*FIND ANO \,IAft.EtJP ANY 101 E PROCFSSOR*I
OCl PR_INDEX BIN FIXfOOSI; I*PROCES$()R INDEX*I
PR_ INOE)(=O;
lOOP5:;
PR_INOEX=PR_INOFX+l;
CAlL U oeK ( PR _T Aß" l 0 CK ( PR _ I N0 EX) ) ;
YF (PR_TAß,,~OOE~PR_INDEX)=oIOLF')&(PR_INnEX~=$CPU_ID» THEN no;
CAI L $WAKE"P (PR_I NOFX) ;
PR_TAB"MllOEfPR_INOEXI='WAKEo ;
CAlL $UNIO(K(PR_TAß"LOCK(PR_INDEX»);
IF PR_INOFX<PR_NIJMB THEN GOTO LDOP5;
EL SF ;
END;
SI GI\JAL_PR: EN TR Y( PROC_PR I III ;
I*SEEK~ A PROCESSOR WITH A LONER PRIORTTY THAN PROC_PRIO ANO*I
1* TNTF RRtJ P TS TT ß Y q GN1\ L I NG* I
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MEMBER NAME DlSP?
OCl (PROC_PRXO,PR_VARl,pR_VARn BIN FIXfO(15);
PR_ VAR 1 =0;
I. nnpf> : ;
PR_VARl=PR_VARltl;
IF PR_VAlU=$CPI'_lO THEN GOTD LOOP6;
TF PR_ VARI ') PR_NIIM A TH fN RETURN;
(ALL $lOr,K(PR_TAB@lOCKIPR_VARl));
IF PR_TAB@MOOEIPR_VAR1)=' TOLE' THEN 00;
CAI. l $ ~IAKEif P «PR _ VA RU;
PR_TAB@MOOEIPR_VARl)='WAKE';
CA LL $lINL oe K«PR _ TA B @ Loe K« PR _ VAR U ) ;
RETURN;
END;
IF PR_TAB@MODE«PR_VARl),='WDRK' ~HEN 00;
CAll SUNLOCK« PR_T AB.LOCK I PR.. VAR 1) );
GOTD lOOP6;
END;
TF (PR_TAB@PRlORTTY«PR_VARl)(=PROC_PRJO)1
«PR_TAB@R.EQflEST(PR_VARl)=U THEN 00;
(All $I'NtOCI(<< PR_TAA.LIlCK (PP._VARl);
Goro lnOP6;
nJD;
LOOP7:;
PR_VAR2=PR_VAR1+1;
IF PR_VAR2=sepU_ID THEN GOTD LnOP1;
TF PR_VAR2'>PR_NIJMA THEN Oll:
CAll SSIGNAL(PR_VARl);
PR_TAB.REQIIEST(PR_VARl )=1; I*SIGNAl REQtJEST*1
CALL $tJNlOCKIPR TAB@lOCK«PR_VARU);
END;
CAlL SLOCK«PR_TI\A@lOCKlPR_VAR2»);
TF PR_TAß .. MonFlPR_VAR?').='lDLEG THEN 00;
CAll $WAK EtJP (PR~VARZ);
PR_TA8 .. MOOElPR VARZ'='WAKE';
CAt L $lJNlfJf: K (PR TA B@Loe K( PR_ VAR U ) ;
CAll $tJNLOCKlPR_TAß@LOCKlPR_VAR7.);
RETURN;
END;
TF PR_TAB .. MODE«PR_VAR2b='1WRK' THFN 00;
CALL $lJ Nt 0 r. K «PR _ TAB @L a CK «PR _ VA R 2) ) ;
GOTO LOOP7;
END;
IF «PR_TAß@PRYORITY(PR_VARZ)(=PR_ThB.PRIORITY«PR_VAR1») I
«PR TAß@REOUFST«PR_VAR2)=l) THEN 00;
CAL L :lilJNlOrl(<< PR_ TAB@LOCK«PR_VAR2»;
GOTO LOOP1;
END;
CAt.l $UNLOCK (PR_ TAß@LOCK« P~_VAR 1»;
PR_VARl=PR_VAR2;
GOTD l 110P 7;
TN~ERT:FNTRY«fLEMENT_P);
OCL TFMPRIO BIN FIXFrH15);
DeI FI EMENT _P POINTER; I*POYNTER TO /\ CONNECTllR*1
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MEMRER NAME nI~P2
(.ONNECT_P=ELEMFNT_P;
PCB_P=CONNEC TOR. TE XT _P;
TEMPRIO=PCB.PRIORITY;
PRE_P=AODRCR_lIST);
lOOPA n
t-.lF XT _P=PRE _P- >CONNEC TOR. F ICP;
tF NFXT_P=NIILI THEN no;
PRF _P-')CONNECTOR. FW_P=COtJNECT _Pt
CONNErrOR .nLP=NULl ;
CONNECTOR.BW_P=PRE_P;
ENn;
F.l SEnn;
PCR_P=NEXT_P-)CONNFCTOR.TEXT_P;
IF TEMPR10 < PCR.PRJORITY THEN on;
CCNNECTOR.FW_P=NFXT_P;
CONNECTOP. AW_P=PPE_P;
PRE_ P- >r.ONN [CTOR • H/_P =C ONNEC T_P ;
NEXT_P-)CO~NECTOR.BH_P=CONNECT_P;
FND;
EL~E GD;
PRE_P=NEXT_P;
GOTO lOOPA;
E1\J n;
FNn;
RETURN;
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System- und Pseudoinstruktionen der PLIM
Neben den durch die PL/1-Konventionen festgelegten Standard-
instruktionen setzt sich der Instruktionsvorrat für die PL/1-
Maschine aus Systeminstruktionen und Pseudoinstruktionen zu-
sammen.
Systeminstruktionen bilden das notwendige Instrument zur Konfi-
gurations- und Zustandskontrolle der virtuellen PL/1-Maschine.
Siebzehn derartige Instruktionen sind gegenwärtig implementiert,
die Über Prozeduraufrufe von allen Modellprogrammen benutzbar
sind:
$CALL(Programmname)
$RETURN
$JUMP(Programmname)
$RESUME(Programmstatus)
$SAVE(Programmstatus)
$LOAD_PARMADDR(Parameteradresse)
$STORE_PARMADDR(Parameteradresse)
$INT_STATUS(Ablageadresse)
$ENABLE
$DISABLE
$MASK
$UNMASK
$LOCK(Lockadresse)
$UNLOCK(Lockadresse)
$SIGNAL(Prozessor, Priorität)
$IDLE
$SVC(SVC-Nummer)
Durch die Instruktionen $CALL, $RETURN, $JUMP, $RESUME, $SAVE
sind kontrollierte Übergänge zwischen Modellprozeduren auf der
Basis von Unterprogrammaufrufen oder Sprüngen möglich. Die da-
zu erforderlichen Speicherallokationen und -freigaben, AUfräumungs-
arbeiten und Normierungen in den SAVE-Bereichen der Modellpro-
gramme werden automatisch durchgefÜhrt und sind damit Bestand-
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teil der Hardware der PL/1-Maschine. Der Systemprogrammierer
wird dadurch von der Speicherorganisation auf der untersten
Ebene der Betriebsorganisation befreit und kann sich in ver-
stärktem Maße den algorithmischen Eigenschaften der zu unter-
suchenden Modelle widmen.
Bei Unterprogrammschachtelungen durch $CALL werden die SAVE-
Bereiche der beteiligten Modellprozeduren automatisch gekellert
und die Rücksprungsadressen gerettete
Durch $LOAD_PAR~~DDR und $STORE_PARMADDR werden bei Unter-
programmaufrufen Parameter übergeben bzw. abgeholt.
Die Instruktionen $INT_STATUS, $ENABLE, $DISABLE, $MASK, $UNMASK
werden für die Abfrage des Interruptstatus bZWe Verändern des
Interruptmaskenregister benötigte
$LOCK und $UNLOCK als Synchronisationshilfsmittel sowie
$SIGNAL als Mittel der Interprozessor-Kommunikation wurden
ebenso wie die $IDLE-Instruktion bei der Beschreibung der Dis-
patcher-Algorithmen bereits eingeführte
Die $SVC-Instruktion (Supervisor Call) ist in ihrer Wirkung
mit denen realer Maschinen identische
Fünf Pseudoinstruktionen, die ausschließlich Simulations-, Test-
und Meßzwecken dienen, stehen zusätzlich zur Verfügung:
$RUN(Zeit)
$lNTERRUPT(Zeit, Interrupt-Nre, Priorität)
$CLOCK
$CPU_TIME
$TEST(Modus)
Durch Ausführung der $RUN-Instruktion wird ein Rechnerkern für
die Dauer der angegebenen Zeit in den PSEUDORUNNING-Modus ver-
setzt.
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Mit Hilfe der $INTERRUPT-Instruktion können beliebige Interrupts
zu einem definierten Zeitpunkt an dem Rechner generiert werden,
der diese Instruktion ausführte
Beide Instruktionen ermöglichen es auf einfache Weise, Programm-
laufzeiten, Ein/Ausgabe-Transferzeiten, Gerätezugriffsverzöge-
rungen und alle Arten von Geräte- und Kanalinterrupts zu simu-
lieren und ergänzen somit den Satz der Systeminstruktionen in
sinnvoler Weisee
Die Instruktionen $CLOCK und $CPU_TIME dienen der Fes teI-
lung der absoluten simulierten Zeit (in einer wählbaren Grund-
taktzeit) bzw@ der Messung von Programmlaufzeitene
Der Satz von Pseudoinstruktionen wird durch die $TEST-Instruktion
vervollkommnet, die eine statementweise Protokollierung aller
Programmabläufe in einem wählbaren Zeitintervall erlaubt und damit
wertvolle Unterstützung beim Aus ten der Modelle bildete
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Die Komponenten des Modells und ihre Funktionsweise
(vgl@ Abb@ 14)
Interrupthandler
Im Interrupthand werden im wesentlichen vier Arten von
Interrupts bearbeitet: SVC's, Long-Wait-Encle, Short-Wait-Ende
und SIGNAL-Interrupts@ Folgende SVC's werden dabei von den Be-
nutzerprozessen bzw@ Supervisorprozessen erzeugt:
- Service-Requests an den Long-Wait-Handler,
Service-Requests an den Short-Wait-Handler,
Synchronisationsanweisungen für Botschaften
(send_mess ,get_message, wait_message),
Synchronisationsanweisungen an den Dispatcher, die eine
Reaktivierung wartender Prozesse auslösen@
Neben der Interruptbearbeitung, die im wesentlichen durch Ois-
patcher-Elementarfunktionen sowie Kommunikationsfunktionen er-
folgt, werden im Interrupthandler zwei, für die Auswertung not-
wendigen Zeitintervalle gemessen und aufakkummuliert:
die Zeiten, in denen die Prozessoren untätig sind und der Pro-
blemdurchsatz, der durch die Benutzerprozesse erzeugt wird@
Kommunikationsfunktionen
Als Grundlage der Kommunikation zwischen den Supervisorprozessen
(Scheduler, Long-Wait-Handler, Short-Wait-Handler) wurde ein
e~nfaches Botschaftensystem implementiert, das auf Hansen 20
zurückgeht0 Die Bo chaftenkanäle für die drei Supervisorpro-
zesse werden bei der Systeminitialisierung statisch angelegt
und können durch drei Punktionen manipuliert werden:
Diese Punkti In kopiert eine Botschaft aus dem durch message buf
bL~eichneten internen Speicher des Senders in den Botschaften-
kanal des Empfängers, der im Speicher des Systemnukleus liegt.
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Der Empfänger wird aktiviert; wenn er im blockierten Zustand auf
eine Botschaft wartete Der sendende Prozess kann daraufhin seine
Arbeit unmittelbar fortsetzen.
Diese Funktion zwingt den ausführenden Prozess solange in den
Zustand BLOCKIERT bzwe SUSPENDIERT bis eine Botschaft in seinem
Botschaftenkanal eintrifft. Dann wird der Prozess reaktiviert,
die Parameter sender, message_id übergeben und die Botschaft
in einem durch message_buf angegebenen Prozess-internen Puf
bereich kopiert. Die Botschaft wird daraufhin vernichtet. Ist
der Botschaftenkanal bei Ausführung der Funktion nicht leer, so
wird verfahren wie unter get_message.
Die Funktion versorgt den Empfänger-prozess mit der nächsten, im
Botschaftenkanal enthaltenen Botschaft Die Botschaft wird in
dem durch message_buf bezeichneten internen Speicherbereich ab-
gelegt und die Identifikation des Senders (sender) und der Bot-
schaft (message_id) dem Empfänger übergebene Daraufhin wird die
Kopie der Botschaft im Botschaftenkanal vernichtet.
Ist der Botschaftenkanal bei Ausführung der Funktion leer, so
wird der Empfänger durch Rückgabe des Null-Pointers darüber in-
formiert, bleibt aber weiterhin im Zustand AKTIV.
Scheduler
Dleser Supervisorprozess sammelt alle Prozesse, die durch die
release-Funktion aus dem Dispatcher entfernt und mittels einer
Botschaft an ihn weitergeleitet wurden. Sie befinden sich dort
in dem Dispatcher-externen Wartezustartd SUSPENDIERT und werden
nach AUfforderung über eine spezielle Botschaft aus diesem Zu-
stand entlassen. Der Scheduler erzeugt zu diesem Zweck einen SVC
mit Angabe des PCB, der zum Aufruf der add-Funktion in dem zuge-
hörigen Zweig der lnterruptroutine führt@
Bei leerem Botschaftenkanal geht der Scheduler nach Durchführung
seiner Aufgaben durch Aufruf der wait_message-Funktion in den
BLOCKIERT-Zustand über@
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Long-Wait-Handler
Dieser Supervisorprozess generiert auf Grund von Service-Requests,
die in Form von Botschaften 'eintreffen, zufallsverteilte Long-
Wait-Perioden und initialisiert die entsprechenden Long-Wait-
Ende-Interrupts. Sie werden nach ihrem Eintreffen unter Angabe
des auslösenden Prozesses in einer Botschaft verschlüsselt und
in den Botschaftenkanal des Long-Wait-Handlers eingereiht. Der
Long-Wait-Handler leitet durch einen speziellen SVC daraufhin
die Reaktivierung des wartenden Prozesses ein.
Liegen keine Service-Requests im Botschaftenkanal des Long-Wait-
Handlers vor, so geht er durch Aufruf der wait_message-Funktion
selbst in den SUSPENDIERT-Zustand über.
Short-Wait-Handler
Die Funktionsweise dieses Supervisorprozesses entspricht der des
Long-Wait-Handlers. Die generierten Short-Wait-Perioden werden
allerdings durch einen unabhängigen Zufallszahlengenerator er-
zeugt.
Liegen keine Service-Requests im Botschaftenkanal des Short-Wait-
Handlers vor, so geht er durch Aufruf der wait_message-Funktion
in den BLOCKIERT-Zustand über.
Benutzerprozesse
Sie erzeugen unter Benutzung eines weiteren unabhängigen Zufalls-
zahlengenerators Laufzeiten, die mit der $RUN-Pseudoinstruktion
(Anhang B) auf dem jeweiligen Prozessor verwirklicht werden. Nach
Abschluß jeder Arbeitsphase wird durch Aufruf eines binären Zu-
fallszahlengenerators entschieden, in welchem der zwei möglichen
Wartezustände (BLOCKIERT oder SUSPENDIERT) ein Prozess eintritt.
Er wird durch einen entsprechenden SVC eingeleitet.
Nach Ablauf der Wartezeit und Rückgabe der Kontrolle an den Pro-
zess wird der Zyklus von neuem gestartet.
