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This paper is a continuation of “Diffusions conditionelles, 1.” If (xl, I,) is a two- 
component diffusion process, it is shown that under appropriate conditions, the 
process x, (t Q T), given (z,, s < T) is a nonhomogeneous strong Markov process, 
whose generator is explicitly found by using the theory of stochastic flows. The 
filtering equation is reduced to an ordinary partial differential equation. 
Cet article est la suite de [ 131. Le lecteur est invite a se reporter a [ 131 
pour les notations et pour une bibliographie plus complete. Nous avons pris 
connaissance de trois references apris la redaction de l’article. Dans [ 141, 
Blagoveshchenskii et Freidlin avaient annonce la differentiabilite des 
solutions dune equation differentielle stochastique par rapport aux 
conditions initiales. Dans [ 151, Ventzell a don& des applications de la 
formule de changement de variable decrivant l’image d’une semimartingale 
par le flot d’une equation differentielle stochastique en theorie du filtrage. 
Cette formule a et& montree par Rozovskii dans [ 161, et redemontree dans 
[3]. Nous avons ici essentiellement besoin du resultat de [3] donnant la 
propriete de diffeomorphisme du flot et de la formule de Ito-Stratonovitch 
sur le flot inverse de [3]. 
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3. STRUCTURE DU PROCESSUS ~ONDI-MONNEL 
L’objet de ce chapitre est de construire explicitement le processus de 
prediction 5%. On va en effet verifier dans la suite que, sous certaines 
hypotheses, les lois T; defmissent elles-m8mes des lois de processus de 
Markov non homogenes. Comme les rt ne sont en general pas des lois de 
diffusion, on va transformer ces lois a l’aide du flot w . (c, a) et obtenir ainsi 
de “vraies” diffusions, qui sont solutions de problimes de martingales bien 
connus, dont on peut ainsi calculer les caractiristiques locales. 
Dans le paragraphe (a), on d&it les principales hypotheses et notations 
du probltme. Au paragraphe (b), on resoud le probleme dans le cas “trivial” 
ou I= 0, et on obtient certains resultats simples dans le cas ou I# 0. Au 
paragraphe (c), on etablit une formule d’integration par parties dans la 
densite de Girsanov et un rtsultat de representation de cette densiti en tant 
que martingale conditionnelle et on deduit les principaux resultats sur la 
structure du processus ti. Au paragraphe (d), on construit un drap prtdictif, 
i.e., on rialise sur un meme espace de probabilite toutes les lois r; a partir 
dune famille de diffusions dependant d’un parametre T. 
Dans [ 111, sow des hypotheses d’ellipticite partielle, et pour T > 0 fix& 
Pardoux a obtenu, par une methode d’iquations stochastiques aux derivees 
partielles un resultat qui revele, au moins implicitement, la structure de r$. 
La methode mployee ici donne un risultat plus fort puisqu’elle permet de se 
passer de toute hypothese d’ellipticite et donne le resultat souhaiti pour tous 
les T simultanement. 
(a) Hypothbes et notations 
On conserve les principales hypotheses et notations des sections 
prictdentes. 
Dans toute la section, on fait l’hypothtse lH2, definie a la section (lc), qui 
garantit l’identite des filtrations engendrees par z et E,. Cette hypothbe nous 
permettra de simplifier l’enonci des resultats. 
(b) Un premier r&&at sur les processus conditionnels 
On s’interesse tout d’abord au cas I= 0. On a le resultat Climentaire 
suivant: 
TH~OR~ME 3.1. Q p.s., pour la mesure R’, la loi du processus I, = 
n’~;‘(G, (pl(o,c3, y,J) est une dl@zsion de gPnPrateur iqj?nit&imal: 
(3.1) 
Q-p.s., pour la mesure R’, la loi r’, de n’cp,(w, c3, y,) est la loi d’un processus 
fortement markovien. 
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Preuve. La premiere partie du theoreme st une consequence immediate 
du theoreme 1.6. Comme, pour c3 fixi, Zt est une diffusion, c’est un processus 
fortement markovien. Pour c3 fix& rrl ~~(6, &, zO) est done fortement 
markovien. I 
On dtfinit alors le processus rc par le theoreme 2.5 dans le cas oti I = 0. 
Du theoreme 3.1, on tire immediatement: 
TH&OF&ME 3.2. II existe un Q-nkgligeable JY tel que si z(o, c3) & JfT, 
pour tout T > 0, rk est tel que, si f est une fonction mesurable bode sur 
V(iR + ; R”), alors: 
(3.2) 
Preuve. C’est immldiat par le thtorime 2.8 et le thtortme 3.1. 1 
Remarque 1. Ce cas est facile dans la mesure oii le processus z est lui- 
mCme un processus de Markov. L’utilite du flot ty. (4, .) est de nous 
permettre de decrire la loi tk, qui en general n’est pas la loi d’une diffusion 
au sens classique du terme. On va maintenant appliquer ce resultat au cas 
l# 0 en utilisant la transformation de Girsanov deja utilisee au chapitre 2. 
DEFINITION 3.3. On note t, (resp. i;i) la projection optionnelle sur 
(0 x 6, P @ p) (resp. P’) relativement a la filtration (9,“,),,0 du processus 
L, (rev. lj@,b G Y,))). 
On a naturellement: 
et = J L,(w, (55) dP(w) pourtEiR+* p.s. (3.3) n 
11 est classique [lo] que 2, est une 9:+-martingale sur (0 X d, P 0 F) et 
que, de plus: 
Alors, si 0’ est la loi de $ pour (0 x jd, P’), on a: 
et ainsi, pour @, Gt - j-k Pds est une martingale brownienne. 
On a alors un resultat tres proche du theorbme 2.8. 
THBOR~ME 3.4. Si h, est un processus mesurable borne’ sur V([R + ; IR”), 
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alors une projection optionnelle sur (0 X d, P’) de h(z’cp.(o, c&y,)) 
relativement ci la filtration {LS’y+ }I.+O est don&e par: 
; j h(n’rp.(w, 6, y&/x’) L,(w 4 dP(w) t 
x dHf,~rn,w,~,y,,&‘~ ~‘1. (3.5) 
Preuve. Compte term de l’identiti des filtrations {59f*}t.+o et {92}t>o, 
le theoreme resulte immidiatement du theortme 2.8. 1 
11 rtsulte de ce theoreme que la loi du processus x,, s < T conditionni par 
9(z,, s Q 7’) est, pour p.t. (3 E fi fix& l’image par le flot zlyL(&, ., zJ de la 
loi du processus Zt defini au theoreme 3.1, sur (0, (Lr(o, &)/L,(G)) dP(w)). 
On va montrer que cette derniere loi est celle d’un processus de Markov en 
realisant L,(w, $)/e,(6) comme une densite de Girsanov et en appliquant le 
theoreme de Girsanov a (3 fix& On etablit tout d’abord un resultat elemen- 
taire sur les martingales sur (.f2 X fi, P @ F) relativement a la filtration 
grossie {9r”+T}t.+0 dlfinie par 
Sur (a x 52”, P @ F)), w est encore une martingale brownienne relativement a
la filtration {.9~W+T}t>0. On a alors le resultat suivant: 
PROPOSITION 3.5. Soit M, une martingale de carrt! intbgrable sur 
(Q x fi’, P @ F) relativement ci la filtration {2’~‘+T}t>o. Alors M est 
continue, et il existe une fonction a 9$-mesurable de carrt! intkgrable et un 
processus H = (H, ..a H,,,) prhisible relativement ci la filtration 
{St?“’ lt>O tels w 
(a) EpoF 15 IH,I’ ds < +a, 
(b) Mt=a+J;Hi6wi 
a (resp. H) est dP @ dp (resp. dP @ dp @ dt) essentiellement unique. 
Preuve. Supposons tout d’abord M, de la forme 
M, = C(w) D(G). (3.7) 
Alors par un risultat classique de Ito on sait que 
c(o) = b + I,’ O” H,,&J) 6~’ (3.8) 
278 BISMUT ET MICHEL 
avec b E R, et H, previsible relativement i {9j”+ }l>,,. Done 
Mm = bD(t5) + lo+ m H,,,(w) D(G) 6~‘. (3.9) 
La proposition est dimontrte dans ce cas particulier. On applique le 
Theoreme des classes monotones pour en diduire le cas general. I 
Fixons alors T > 0. Soit zr la martingale continue >0: 
iy = PqL* ( Lqy. (3.10) 
Par la proposition 3.5, on sait qu’il existe gT(w, (3) previsible relativement B
la filtration {9:*“‘T1,>, tel que 
zy = 2, + It H[,6w’. (3.11) 
0 
On a alors immkdiatement: 
PROPOSITION 3.6. Si b,T est le processus prhvisible relativement d la 
filtration {9~P-rT}t>0, bc, = @,/z,’ on a: 
(3.12) 
Preuve. Par (3.1 l), on a: 
dz; = z;b;,6w’ 
et done classiquement on a (3.12). ti 
Notons alors que pour P’ presque tout c3 E fi, on a: 
(3.13) 
I, [““pJoT @I,, 6~‘) - 4 10’ g, lb:sl* ds] Wu) = 1. (3.14) 
Notons enfin que par le lemme 1.5, pour P” p.t. c3 E fi, (0’ (bt,, 6~‘) coincide 
avec I’integrale stochastique Il (b,,, , ’ 6w’) calculte avec (3 fix& Par reap- 
plication du Thiorlme de Girsanov, compte tenu de (3.14), il est alors clair 
que P’ p.s., pour la mesure 
2 (co, G) dP(w), w,- ‘b;ds 
T 1 0 
est une martingale brownienne sur 0, relativement a la filtration {Sy+ /,>,,. 
On peut rbexprimer ce resultat en disant que, pour la mesure de probabilitb 
L, dp(w) C@(G), wt - Ii 65’ ds est une martingale brownienne relativement B 
la filtration grossie {.A?~““}. 
Des resultats precedents, on va diduire un risultat encore tres incomplet 
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sur la structure du processus conditionnel avant T sachant Sl,. On a en 
effet: 
TH~ORBME 3.1. Pour tout T > 0, P’ p.s., la loi image SW V(fR + ; Wn) de 
G par rapplication xEQ(lR+;R”)+ 7+y/;yc& x,, ZJ E qiR+; IR”) 
s’obtient, pour tout t Q T, par la r&solution sur (0, (L,&) dP) de Pkquation 
dr$t!rentielle stochastique: 
aX=n’@-‘Y,(Z,z,)dw’, 
Z(O) = x0 (3.15) 
et, sur (Q, (L&) dp), w, - jh b,T ds est une martingale brownienne 
relativement d 1ajZtration {.A?:+ Itao. 
Preuve. Par la thkoreme 1.6, on sait que P” p.s. jr = (Z, z,,) s’obtient 
comme solution de l’kquation differentielle 1.18 qu’on peut rtsoudre a (3 E fi 
fix&. On obtient le thkoreme n appliquant le thkoreme de Girsanov. fl 
Remarque 2. Pour tout T, pour P’ p.t. 3, on peut decrire la loi rt comme 
Ctant l’image par le flot I+(&, .), qui est connu, d’une diffusion. 
L’objet des paragraphes suivants va etre de priciser completement la 
structure de cette diffusion, 
(c) Reprksentation rt!guli&e de la densite’ de Cirsanov comme martingale 
conditionnelle 
Le but de ce paragraphe st de calculer explicitement les bi,T d&finis au 
paragraphe prtckdent. La premiere diffkulte est qu’on ne peut pas fixer C; 
dans LT/LT puisqu’il y figure une integrale stochastique par rapport a Gi;. 
Dans certains cas simples, on peut rtsoudre ce problbme en effectuant une 
integration par parties dans l’integrale stochastique. On va ici obtenir cette 
integration par parties par l’utilisation de flots, puis on appliquera le resultat 
de representation de martingales de Haussmann [ 8 1. 
Dans toute la suite, on fait les hypotheses l-i1 et lH2 et, en plus, 
l’hypothese: 
IH6: La projection sur Rn des supports de 1’ . .. Id dans R” x W’ est 
bornee. 
Les hypotheses IH 1 et: IH6 ont pour objet de simplifier quelque peu les 
arguments qui vont suivre. 
Compktons le systkme (1.3) en lui ajoutant une composante supplimen- 
taire, i.e., considirons l’equation diffkrentielle stochastique: 
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dx = X,(x, z) dt + zj(x, z) dG’, 
dz = Z,(z) dt + Zj(z) d$j, 
dv=Ij(x,z)d&j[fjlj(x,z)+(Zjj2(x,z)]dt, 
x(O) =x0, z(O) = zo, v(0) = 0. (3.16) 
Alors, par le theoreme 1.2, on peut regulariser en (x0, zO) les solutions de 
(3.16). On peut Ccrire, dans (3.16): 
(x,, ZI> = Wl(G x0, zo), 
0, = v,(h x0, zo) (3.17) 
ou y,(cii, .) a et& construit au thtoreme 1.2 et ou v,(& .) est une fonction 
mesurable en 6, continue en (t, x0, zo), C” en (x0, zo) i derivees de tous 
ordres en (x0, zo) continues en (t, x0, zo). 
On a alors un risultat qui va nous stre trts utile pour la suite: 
= v,(G&)- joT% @,JQ(w~-‘(G -1Yi>(&)dw’. (3.18) 
Preuve. 11 suffit d’appliquer la formule de Ito-Stratonovitch generalisee 
du thlortme 2.3 de [3] (voir aussi le thkortme 7 de [2]). a 
En raisonnant comme au paragraphe l(c), on sait que p p.s., pour tout 
T > 0, les applications: 
(t, x) E [0, T] x I?” --f g (6, x, zo), 
[ 
g! (G x, IO)] -I, vt(cy XT zo), 
P9.Jt 
p- (6, x, zo) (3.19) 
sont uniformement bomees par des constantes ne d&pendant que de T, m, 65. 
Dans tout ce qui suit, on suppose que (5 E d a &ii fixi, pour lequel toutes 
les propriites de regularite de v.(G), v,(G, .) et les propriites (3.19) sont 
verifiees. Pour alleger les notations, on omettra le parametre Cs chaque fois 
que c’est possible. 
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Sur (a, P), pour t’ > 0 tixt, considerons l’equation differentielle 
stochastique 
d2, = n’ly&? Y&q, zo) dw’, 
X(0) = x, 
lb 
dh;=---- i;” (Xt, ZO) W;“,,’ yi(xt, zO) dw’v 
l(O) = 0 (3.20) 
Les ch=w (v~+~ *-,’ Y@, zO), @v,+,,/&)(& zJ w;“,;,’ Y,@, zJ) sont continus 
en (I, n), C* en .? a d&iv&es continues en (t, Z), et tels que pour t < T, ils 
sont bornis a derivees bomees. A (3.20), par les Thkoremes I-1.2 et 1.2.1 de 
[ 11, on peut associer un flot continu de diffeomorphismes de R”, p:‘*‘(w, x) 
et une fonction a:‘*‘(o,x), continue en (t,x), Cm en x a dtrivees en x 
continues en (t,x), tels que dans (3.20) 
x1 = pyqw, x), 
h; = fp(co, x). (3.21) 
DEFINITION 3.9. On note ~(6, t’, t”, x) la fonction defmie sur fi x R + x 
R+ XlR”par 
u(c3, f’, t”, x) = 
I exp[v,,+,,,(~,p:::“(w,x), zJ) R 
- v,,(c& x, zo) - u ;?(w, x)] dP(0). (3.22) 
On a alors le risultat tres important suivant 
TH~ORBME 3.10. La function u(G, t’, t”, x) est mew-able SW fi x R + x 
IR+ x R”. Pour p p.t. 5, elle est continue en (t’, t”, x), C”O en x, ri d&-ivkes 
en x continues en (t’, t”, x), et de plus pour tout T > 0, sur [0, T] x 
[O, Tl x R”, u(G, t’, t”,x) et ses d&iv&es en x sont bor&es, et 
(l/u)(&, I’, t”, x) est kgalement borne’. Enfin: 
g (6, t’, t”, x) 
= I exp{v,,+,,,(~, p:::“(w, x), zO) R 
- vt#(fG, x, z(J - o:::qo, x)} 
au,, 
-$&x'z")- a”:“‘; (o, x)1 dP(w). ax (3.23) 
580/45/2-IO 
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Preuve. La mesurabiliti de u est immediate t laissie au lecteur. De plus, 
pour C;, E fi fne comme preckdemment 
(t’, t”, x) E [O, T] x [O, T] x R” + v,,+,@, x,zJ 
est continue born&e, et ses d&ivies en x sont continue et bomees. De plus 
cpqo, x) = J-;“(y,r;;,‘YJ Vl!,,tJp$.o, x), z(J) 6w’ 
I” 
+ $ I b@.+3t)2 vr~+s@f’*%h xl, zo) ds. (3.24) o 
Comme (v:;iY,) vl,+S et (~I,?;-,‘Y,)’ vl,+S sont uniformement bornes (pour 
G fixe!) quand t’ Q T, s < T, on en d&kit, par un resultat classique sur les 
martingales exponentielles, que pour 6 fix&, 
0 --t M:,,,,,,(o) = exp{v,,+,,,(~,p:::“;(o, x) zJ 
- v&5,x, ZJ - u:::qw, x)} (3.25) 
est dans tous les Lp (1 <p < + co) sur (0, P) avec une norme L,, unifor- 
mement bornke pour (t’, t”, x) E [0, T] x [O, T] x W. 
En utilisant un Theo&me de point fixe il est trbs facile de voir que si 
(ti, tz, X,) + (t’, t”, x), alors sur (f2, P), @$“(w, xJ, u$‘(o, x,)) converge 
en probabilite vers (p:::“‘(w, x), ~:::~(o, x)).“On a done “bien montre que P’ 
p.s., ~(5, t’, t”, x) est continue et telle que si t’ < T, t” ,< T, elle est bornee. 
Le fait que l/u(G, .) soit bomee sur le mEme ensemble resulte de 
considerations Clbmentaires sur la croissance (pour 6 fid!) des intigrales 
stochastiques 
On a: 
= M$,t,t,, 
[ 
lb +y (0, p;::qw, x), Zo) z 
(09 -4 
+&x,zJ- (3.26) 
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Notons alors que pour c3 E d fix6 comme prC&demment: 
(4 (au t,+t,,/i3x)(c& x, zo) est bomt sur [0, T] x [0, T] x W. 
(b) Par les rhltats de [ 1 ]-Thhorhme 1.1.2 et 1.2.1, pour tout N E R\l :
sup f!g(o,x) I( sup (3.27) 1x1 <N 1x1 <N 
t’ t” <r 9 , I’ I” (T 9 9 
sont dans tous les L, (1 <p < +co) sur (0, P). On peut done dhiver (3.22) 
sous le signe d’intkgration et obtenir (3.23). La continuitk de (h/ax) 
(6, t’, t”, x) se montre en utilisant en particulier le point (b) prkident. On 
raisonne de meme pour les dhiv6es successives en x de u(&, t’, t”, x’). I 
DEFINITION 3.11. On dkfinit la fonction !J~*~(c& x) pour (3 E d, 
O<t<T,xElR”par 
bf,r(G, x) = (wt* - ‘(6 .I Y,P, zo) 4G f, T - f, x) (3.28) 
u(c& t, T - t, x) 
On a alors le rksultat trts important suivant: 
THBORJ~ME 3.12. Pour (3 E d, soit yt la solution SW (52, P) de l’kquation 
d@irentielle stochastique 
dy= (I&‘-‘@, a) Y,)(p) dwi, 
Y&Y = (x0, zo) (3.29) 
et soit .fI = x’jj(. Alors pour tout T > 0, pour P”p. tout (3 E a, sur (Q, P), on 
a: 
L T(W q L,(&) = exp 
Pp.s. (3.30) 
Preuve. On a: 
L.(w, ~23) = exp(v,(6,p$G(w, x0), ZJ - a$i(o, x0)}. (3.31) 
Appliquons alors le risultat de Haussmann IS], &non& au ThkorBme 2.2 de 
[4]. Pour CZ E s’i fiiC, on a: 
(3.32) 
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oli HE;” est la projection privisible sur (J&P) relativement A la filtration 
{S’T+ }t>O du processus RF,’ dbfmi par 
x f&y* (@y)*-’ ~:-‘Y,(y,)) 
- 
( 2 (6, py$o, x0), zo), w: -‘y,@y%4 x0), zo)) 
-- 
( 
&OS 
a; 
acp 
(w, x0) - - ax (&X0)9 t@;*9*-’ w:-‘yi)tYo) * (3.33) )I 
Or grace i la propri& de Markov du flot pp*“‘(w, .) [l-3], pour t < T !ixiz 
on a: 
py = pg$Qo, *) 0 py$o, -) (3.34) 
oli 8, est l’ophateur qui A w = (w,) E 0 associe 8,~ = (w,+, - w,). De meme 
on a: 
Comme 8, preserve la mesure Brownienne P, pour t E R +, on a: 
= L,tw $1 I, exp[e4&p$Qw’, f,), zo) 
- u,@,, f zo) - U’;Jt(O’, iv ) 1 x ( 2 (6, p>P,(w’, a,), z,)@;4,)* (co’, -) 
avt &$4, -- 
f3X 
(&f,,z,)-- 
8X 
W,-f(), rv:-‘y,(f,,z,) dP(0’) 
) 
= L&A 6) [(w: -‘Y,)(ft, zo) ~(4 t, T - t, &>I. (3.35) 
Or par le Thhbme VI.47 de [6], H:;‘(w) est un processus continu en t. 
Comme le membre de droite de (3.35) est continu en t, on en deduit que, 
pour tout T, p p.s., on a: 
@;“‘W =&@A 6) [W+-‘YJ(ft,z,) u(G 1, T- t,f,)], t < T. 
(3.36) 
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De la m2me maniere, il est clair que si A’:*” est la martingale continue sur 
Np = EP[LT ) A?::] 
on a pour (3 E d fix& P p.s., pour t < T. 
N ;,’ = L,u(c& t, T - t, XJ. 
De (3.32) et (3.38) on deduit que 
- &I;,” = H;;i~wi = NT+’ (I&+ -’ Yi) u(c3, t, T - t, ~3~) 
~(6, t, T - t, ZJ 
6W’ 
= N;*‘bf*‘(cS, 2,) 6~‘. 
De (3.39), on tire immediatement (3.30). fl 
(3.37) 
(3.38) 
(3.39) 
Remarque 3. Dans [ 111, Pardoux a construit, pour T fixe, la fonction 
~(6, t, T-t, x) (t < 7’) comme solution d’une equation aux dtrivees 
partielles stochastique retrograde, sous la condition IH3 d’ellipticite partielle 
du systtme stochastique consider& La construction que nous donnons ici est 
directe, saris aucune hypothbe d’ellipticite. De plus, on a aussi la continuite 
de u en T. 
Notons aussi que grace au lemme 1.5, on peut interpreter l’egaliti (3.30) 
comme une Cgalite dans (J2 x d, P 0 F), ou pour T fix6, Jb bfVT(c3, n,) 6~’ 
est une integrale stochastique calculle relativement a la filtration grossie 
mY-Tlt>O’ 
On a entin le resultat fondamental de cette section. 
THBOR~ME 3.13. P”p.s., pour tout T > 0, la loi image SW Q(lR +; I?“) de 
z$ par l’application x E @(IF?+; IR”) -+ n’ty;‘(ci& x,, ZJ s’obtient pour t < T 
par la Gsolution sur (0, P) de Piquation d@&-entielle stochastique 
d.? = 7c1(w; -‘(c.& .) YJ(?-, z,)(dw’ + bf3T(5, ,?) dt), 
2(O) = X0) (3.40) 
p p.s., pour tout T > 0, rg est pour t < T la loi d’un processus fortement 
markovien et fellerien. 
Preuve. 11 suffrt d’appliquer le theoreme 1.6 et le Theoreme de Girsanov 
[ 121-6, ainsi que le Thborbme 3.12 pour obtenir que pour tout T ) 0, P’ p.s., 
les lois de f, (pour t < 7’) et de rr$; ‘(~5, x~, zt) pour r: sont identiques. 
Grace au theoreme 3.10, p p.s. pour tout T’ > 0, la fonction (t, T, x) 
(t < T Q T’, x E I?“) + b?*‘(x) est continue et bornee. Par le theorime 11.1.4 
580/45/Z-I I 
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[ 121 de Stroock et Varadhan on sait que p p.s., la loi de fT donni par (3.40) 
depend continument de T. Comme rg est un processus continu, on en d&it 
bien l’egalitb cherchee p p.s. pour tout T > 0. Enfin la solution de (3.40) est 
clairement fortement markovienne sur [0, T]. On en dtduit bien le The&me 
3.13. 4 
Remarque 4. Par le Thioreme 2.8, la loi de x pour t+ pour t > T est 
complttement connue. 
(d) Un drap prkdictif 
En plus des hypotheses IH 1, IH2, IH6 on fait ici une derniere hypothese 
simplificatrice. 
IH7: La projection sur IT?” des supports de X,(x, z) e.. X,(x, z) est 
born&e. 
Alors le flot +(w, (3, -) a les memes propriettb que le flat I+($, .) sous la 
seule hypothtse IH 1. Ainsi P 0 P’ p.s., pour tout T > 0, les applications 
(t, x) E [O, T] x R” 
8% + Y&- (w, 63, xZJ, [ s (@A& x, zq, 2 (co, 13, xzo) (3.41) 
sont uniformement bornees. 
DEFINITION 3.14. On pose 
XER”, C(&, t’, t”, x) = u(& t’, t”, lrly/;‘(&, x, zo)), 
On a alors un rtsultat purement descriptif. 
THBOR~ME 3.15. SW (LI x 0, P @ p), soit xT la solution de l’kquation 
dl@&entielle ordinaire ci valeurs dans IR” 
dXT = [~:-‘(~“‘“Yi)](x’) dt, 
XT(O) = (x07 zo)* (3.43) 
Alors P @ p p.s., (3.43) a une et une seule solution sur [0, T], qui dkpend 
continliment de T pour la topologie de La convergence compacte des fonctions 
continues. De plus, pour p p.t. 5, pour tout T > 0, la loi du processus 
w + rr’fp,(o, 15, XT) (t < T) est &gale d t:. 
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Preuve. Pour (3 E fi fix& par le Theortme 4.1 de [3], on sait que le 
processus fT = (&‘)-’ (w, 2:) est tel que 
d,fT = @;*‘j>* - ’ (ty? - ‘Y,)@;*‘@;), z,,) b;*‘*‘@;,“‘(,$)) dr, 
XT(O) = x0. (3.44) 
Or comme par le Theorime 4.1 de [3 ], on a P @ P’ p.s. 
rp,(w G x, ql) = vt(G Py$A x), ZJ (3.45) 
pour (t, x) E Rt x R” on voit que (3.44) s’ecrit aussi sous la forme (3.43). 
Alors comme (3.43) est a coefficients bomb, pour p.t. (w, G), (3.43) est une 
equation differentielle ordinaire. Comme 5iVT*“(X) depend continument de T, 
il est clair que xT depend contintiment de T. La fin du Thioreme risulte du 
Theo&me 3.13. a 
Remarque 5. On a pu ainsi construire une version regulihe du processus 
r:, qu’on realise pour P” p.t. G E fi fiie sur l’espace du mouvement brownien 
(0, P). Ainsi, pour p p.t. G E fi la loi de o + K’(P,(w, c3, x;) est egale i la 
loi de xT pour r; . (P~(w, c&x;) est par ailleurs un processus continu. Le 
lecteur curieux pourra se demander si x; est une semi-martingale sur (0 X fi, 
P @ F) relativement i la filtration { 9r;l”) 1a 0. 
4. !&JR L’iQUATION DE FILTRAGE 
On fait, dans ce paragraphe, toutes les hypotheses de la section (3.c), i.e., 
les hypotheses IHl, IH2, IH6. Nous allons donner une equation aux derivees 
partielles ordinaire que veritie sous certaines conditions la loi de x, pour ri, 
convenablement modiftte a l’aide du flot wt(G, e). 
La technique que nous allons utiliser est essentiellement dependante des 
resultats de la section 2 et de la formule d’integration par parties du 
theoreme 3.8. Cette dernibre formule n’avait jusqu’a present joue qu’un role 
technique. Elle va maintenant Stre essentielle pour nous permettre d’obtenir 
une equation explicite. Naturellement, dans les cas classiques de theorie du 
tiltrage, I’integration par parties est Clementaire t ne ntcessite pas de thkorie 
des flots [LO]. 
Les resultats obtenus ici glntralisent ceux que Davis [5] et Eliott et 
Kohlmann [7] ont obtenus dans le cas “robuste.” 
On a un premier resultat de caractere technique. 
THI?OR&ME 4.1. Soit f me fonction C”O sur I?“. Alors le processus 
(0i1 yt = V; ‘(6, &w, (3, Y,)) et -ft = n’Yt) 
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est une semi-martingale continue a’ont la dtkomposition de Meyer s’krit: 
exp - 
U 
1% (CYs,) 4% ) f (-9 
=f(x,) + gl I,’ ev (- 1: !$ (G RJ 4%) 
x 
I 
+(W*-lxiV)‘f-$ [(w*-lxJ2 v]f 
- (~*-‘x,f)(w*‘x,.)+~(~*-‘x,)‘f ~ ds
x {-[(w* - ‘Xi) o]f+ (y* - ‘XJf } 6w’. (4.1) 
Preuve. La formule (4.1) est immediate par application du calcul de 
1to. 1 
DEFINITION 4.2. Si X est un processus optionnel tel que, pour tout 
T>0, SupIGTIX,I eSt d ans tous les L, (1 <p < +cc) pour P @ p, on designe 
par X la projection optionnelle du processus 
relativement i la filtration {A?:+ }t.+O pour la mesure P 0 F. 
Notons que, comme nous l’avons vu 1 la section 3, pour p.t.6, 
sup,<,<, exp{- 1; (&,/8jj)(c&jjJ dyS} est dans tous les L, (1 <p < +CO) sur 
(0, P) et done qu’on peut effectivement dtfinir 2. 
Rappelons que, grace a l’hypothese IH2, les filtrations engendrees par z et 
6 sont identiques. On a alors: 
THI~OR~ME 4.k.9 f est une fonction C” born&e, d d&iv&es de tous 
ordres born&es, f (ZJ est un processus continu et de plus: 
+fe]ds. (4.2) 
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Preuve. 11 est classique, ([6] thboreme VI.47), quefa est un processus 
continu. Compte tenu de (4.1), (4.2) est un resultat classique de theorie du 
Wage [lo]. I 
On va maintenant ameliorer l’enonce du theoreme 4.3. 
DEFINITION 4.4. Si Y,(&, y) est une fonction borelienne bornee sur 
Jz” X R + X R”, on note 
0 
6 
le processus: 
Notons que, hors d’un ntgligeable ftxe (~(0, c3) E A’“), qui ne depend pas de 
Y, pf est defini sans ambiguite, pour tout t. On a alors: 
THBOR~ME 4.5. II existe un ensemble Q-n6gligeable M duns Q(lR + ; lR*) 
tel que, si z(o, c3) 6$X, pour tdute fonction f dkfinie SW R”, bornke d 
d&i&es de tous ordres bohes 
.t=f(xO) + I,: jJl 
A 
{f(W*-1XiV)2f 
I 
0 
A 
- (~*-‘xiv)(~*-‘xif) 
A 
+ f(w*- ‘X,)‘f} ds (4.4) 
(04 dam (4.4), f,(& x) =f(x)). 
Preuve. Grace aux theoremes 2.8 et 3.8, on sait que sif est une fonction 
verifknt les hypotheses du theoreme, 
sont des processus continus indistinguables. On en deduit, en particulier, que, 
si tfn1n.N est une famille dense dans g, alors il existe un Q-negligeable X
tel que si ~(0, ~5) & X, pour tout n E N, (4.4) est verifike avec f = f,. Or 
clairement, pour t fixe les deux membres de (4.4) defmissent des 
distributions. On en deduit (4.4) pour tout f E g puis pour tout f C” bornbe 
a derivees bornees. 1 
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Sous l’hypothese IHS, on sait, par le thboreme 2.13, qu’il existe un Q- 
negligeable 2* dans Q(iR +; IF?“) tel que, si z(o, G) @J?-*, pour T > 0, la 
loi de xT pour rg est de la forme q’,(x) dx, od ql,(x) est continu en 
(T,x) E IO, +co [ X R”, C”O en x, 1 derivees en x continues en (T, x). De 
plus, on sait que pour, 0 < E’ < T,< T’, q;(x) et ses dirivbes en x sont 
uniformement bornees par des constantes d&pendant de E’, T’, z. 
Pour t > 0, soit r#) ~5 la loi de & pour 5;. 11 est clair que, par la 
formule de changement de variable, on a: 
r;(f) = q@‘wl(c& 3, z,,)) det a’ 35 (f&f, zo) . a~ 1 (4.5) 
tir a naturellement les mames propriites de rtgularitt que qc. On pose 
alors la definition suivante: 
DI?FINITION 4.6. Si T(x) = Cy=, T,(x)@/ax,) est un champ de vecteurs 
sur I?“, on designe par F’(x) l’opirateur differentiel du premier ordre tel que, 
si f est une fonction Cm, on a: 
(if) = - $- (T’(4.f). (4.6) i 
Clairement, si f, g E 9, on a: 
1 G’T) g‘ix = &fV%) ak (4.7) 
On a alors le rtsultat essentiel de cette section: 
THBORBMB 4.7. Sous les hypothkses IHl, IH2, IH5, IH6, il existe un Q- 
nigligeable N dans Q(R + ; W) tel que, si ~(0, (3) 6?J X, alms si s:(Z) est la 
fonction: 
s;(f) = E&(f) exp{-v,(G, f, zO)} 
alors sf est une fois dkrivable en (t, Z), C” en 2 et ci d&iv&es continues pour 
(t, 2) E 10, +co [ x R”; de plus, sf vkrifie l’kquation aux d&iv&es partielles: 
$ (8 = 5 f=l I+- [(w*-‘x,v)’ (f,zo) 
- (l/f* -lx*)’ v(f, zo)] s;(2) 
- cw* -lx,>” [(w* - ‘&v)(.% zo)s:(f)] 
+ + [(v* -‘x,)“]’ s@) 1 (4.8) 
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et enfin: 
‘,‘r:: s:(f) a!f = 6,. (4.9) 
Preuve. On sait que, si JF est le Q-negligeable dtfini au thlorime 4.5, si 
z(w, ~5,) 4 N, si fe LS, alors: 
- (W*-‘xi)2 v(fY zO)lf(f) 
- (v/*-lx,) v(f9 zO)(W*-lXi)f(f) 
+ )(W*-‘Xi )‘f@)) s;(x) df du. (4.10) 
Comme s:(y) est C” en y pour u > 0, on peut integrer par parties dans le 
membre de droite de (4.10) et on trouve: 
- (W*-‘Xi)2 V(f9 ZO)] S:(f) 
-(Iv*-lxi)o [(W*-lX,V)S:(f)] 
+ f[(W*-‘Xi)‘]* s:(f)} d%dU. 
Comme la fonction entre { } dans le membre de droite de (4.11) est C” en 
X pour t > 0, on tire de (4.11) que, pour 0 ( to (t, .TE R”: 
s:(x)= s;&q+f 5 {~[(~*-‘X,v)’ &T,zo) 
10 i=l 
- (W*-1Xi)2 V(afT ZO)] S:(x) 
- (W*-‘Xi)’ I(~*-‘XiV)S:,](~) 
+ j[(W*-‘Xi)“]2 S:(X)} dU. (4.12) 
Par (4.12), on voit que, pour t > 0, (asf/LV)(f) existe et est continu en (t, F). 
Ainsi, s: est de classe C’ sur IO, +co [ x F?” et verifie (4.8). Entin, comme 
lim,, 4Xx) dx = d,,, comme Lo = 1, on a bien (4.9). 
Remarque 1. On peut retrouver r; h partir de s; en notant que: 
r;(f) = sf(Z> exp(v,(& 2, zo)) 
.fIRn s:(8) ev(v,(G A zo)) dY 
(4.13) 
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puisque r:(2) a!2 est une mesure proportionnelle a s:(Z) exp(u,(& 2, zO)) dX et 
de masse 1. 
Notons que, m&me s’il est satisfaisant d’ecrire une equation aux derivees 
partielles verifiee par sf, il ne parait pas que, sous l’hypothtse IH5, on puisse 
invoquer un resultat classique sur les equations aux d&iv&es partielles pour 
obtenir la rlgularite des solutions de l’equation (4.8). En effet, c’est la depen- 
dance en temps, qui est en general tres irreguliere, des champs de vecteurs 
Wf *-lYi qui expliq ue en partie la regularit de s:(y) mais, naturellement, on 
ne peut pas invoquer le theoreme de Hormander [9] pour en dkduire la 
regularite des solutions de (4.8). Dans le cas partiellement elliptique oti 
l’hypothese IH3 est veritiee, on peut invoquer les resultats generaux sur les 
operateurs elliptiques. 
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