Inverse scattering transform and soliton solutions for the modified
  matrix Korteweg-de Vries equation with nonzero boundary conditions by Yang, Jin-Jie et al.
ar
X
iv
:2
00
5.
00
29
0v
1 
 [n
lin
.SI
]  
1 M
ay
 20
20
Inverse scattering transform and soliton solutions for the
modified matrix Korteweg-de Vries equation with nonzero
boundary conditions
Jin-Jie Yang, Shou-Fu Tian∗ and Zhi-Qiang Li
School of Mathematics and Institute of Mathematical Physics, China University of Mining and Technology,
Xuzhou 221116, People’s Republic of China
Abstract
The theory of inverse scattering is developed to study the initial-value problem for the
modified matrix Korteweg-de Vries (mmKdV) equation with the 2m × 2m (m ≥ 1)
Lax pairs under the nonzero boundary conditions at infinity. In the direct problem, by
introducing a suitable uniform transformation we establish the proper complex z-plane
in order to discuss the Jost eigenfunctions, scattering matrix and their analyticity and
symmetry of the equation. Moreover the asymptotic behavior of the Jost functions and
scattering matrix needed in the inverse problem are analyzed via Wentzel-Kramers-
Brillouin expansion. In the inverse problem, the generalized Riemann-Hilbert prob-
lem of the mmKdV equation is first established by using the analyticity of the modi-
fied eigenfunctions and scattering coefficients. The reconstruction formula of potential
function with reflection-less case is derived by solving this Riemann-Hilbert problem
and using the scattering data. In addition the dynamic behavior of the solutions for the
focusing mmKdV equation including one- and two- soliton solutions are presented in
detail under the the condition that the potential is scalar and the 2×2 symmetric matrix.
Finally, we provide some detailed proofs and weak version of trace formulas to show
that the asymptotic phase of the potential and the scattering data.
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1. Introduction
The theory of nonlinear dynamics has aroused considerable interest and has estab-
lished a connection with some directions in the field of soliton theory. It is well known
that the Korteweg-de Vries (KdV) equation, the Sasa-Satsuma equation, the nonlinear
Schro¨dinger (NLS) equation are the important typical and fully studied nonlinear inte-
grable equation, which can describe a series of nonlinearwave phenomena in dispersive
physical structures. One of the examples is the modified KdV equation
qt + qxxx − 6ǫq2qx = 0, (1.1)
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where the subscripts denote the corresponding partial derivatives, q is the real scalar
function, (x, t) ∈ R2, and ǫ = −1, 1 denote the focusing and defocusing modified KdV
equation, respectively.
The Eq.(1.1) can be applied to many fields, including Alfve´n waves in collision-
less plasmas [1], hyperbolic surfaces [2], and thin elastic rods [3] etc. There are also
lots of results about the focusing or defocusing modified KdV Eq.(1.1) [4–12] due to
its simple expression and rich physical application. In addition, the more extensive
form of KdV equation has also been studied in detail by some authors, such as coupled
modified KdV [13], multi-component form [14, 15] and matrix form [16].
In this work, we consider the modifiedmatrix KdV (mmKdV) equation read as [12]
Qt + Qxxx − 3ǫ
(
QxQ
†Q + QQ†Qx
)
= 0, (1.2)
where the potential function Q(x, t) is a p × q matrix function, the superscript † repre-
sents the Hermitian conjugate, and the symbol ǫ = −1, 1 denote the focusing and de-
focusing mmKdV, respectively. The multi-soliton solutions of the Eq.(1.2) have been
derived in [12] via the inverse scattering method (ISM) proposed by Gardner, Greene,
Kruskal and Miura [17]. In Ref.[18], they have studied in detail the Eq.(1.2) with suffi-
cient smooth potential by the ISM and Riemann-Hilbert (RH) problem. Since the ISM
was proposed, it has become a powerful tool for the analysis of nonlinear partial differ-
ential equations (PDEs). Many valuable results have been obtained by using the ISM,
such as the general coupled NLS equation [19], coupled mKdV system [20], the mixed
coupled NLS equation [21], the Fokas-Lenells equation [22, 23], the Sasa-Satsuma
equation [24, 25], Gerdjikov-Ivanov type of derivative NLS equation [26], the quartic
NLS equation [27], the Hirota equation [28], three-component coupled NLS equation
[29], the Kundu-Eckhaus equation [30–34] etc.
When the matrix potential function Q(x, t) is a 2 × 2 and symmetric matrix:
Q(x, t) =
 q1(x, t) q0(x, t)
q0(x, t) q2(x, t)
 , (1.3)
then the Eq.(1.2) can be written in the form of the following components
q1,t + q1,xxx − 6ǫ
[
q1,x
(
|q1|2 + |q0|2
)
+ q0,x
(
q1q
∗
0 + q0q
∗
2
)]
= 0,
q0,t + q0,xxx − 3ǫ
[
q0,x
(
|q1|2 + 2|q0|2 + |q2|2
)
+ q1,x
(
q0q
∗
1 + q2q
∗
0
)
+ q2,x
(
q1q
∗
0 + q0q
∗
2
)]
= 0,
q2,t + q2,xxx − 6ǫ
[
q2,x
(
|q2|2 + |q0|2
)
+ q0,x
(
q0q
∗
1 + q2q
∗
0
)]
= 0,
where the asterisk ‘*’ represents complex conjugation. The coupled modified KdV
has been studied by Geng [35] with a rapidly decaying potential Q(x, t). The non-zero
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boundary conditions (NZBCs) of the modified KdV equation has been given by Yan
[36]. However, there are no work to study the NZBCs in the multi-component case
of the modified KdV equation. For multi-component nonlinear equations, Biondini,
Kraus, Ieda et al. have established the frame of NZBCs for the Schro¨dinger equation
[37–42]. Inspired by this, the purpose of this work is to establish a fundamental frame
of NZBCs for the mmKdV equation with a general case Q(x, t) is an m ×m symmetric
matrix (m ≥ 1). It’s noted that we consider the system Eq.(1.2) under the NZBCs as
x→ ±∞
Q(x, t)→ Q±, (1.4)
and assume the constraints
Q±Q
†
± = Q
†
±Q± = k
2
0Im, (1.5)
where k0 is a real, positive constant, and the Im denotes the unit matrix of order m. For
the special case Eq.(1.3), the Eq.(1.5) implies
|q0,±|2 + |q1,±|2 = |q0,±|2 + |q2,±|2 = k20, q∗1,±q0,± + q∗0,±q2,± = 0, |q1,±|2 = |q2,±|2.
The outline of the work is arranged as: In section 2, we consider the direct scatter-
ing problem of the spectrum problem of Eq.(1.2), including the analytical, asymptotic
and symmetric properties of the Jost eigenfunctions and scattering matrix, and analyze
the discrete spectrum and residue conditions. In section 3, a generalized RH problem
is established based on the modified eigenfunctions, from which the potential can be
reconstructed. In section 4, we discuss two special cases in combination with the fo-
cusing mmKdV equation, one is that the potential function is a scalar, and the other is
that the potential function is a 2 × 2 symmetric matrix, and the propagation behavior
corresponding to the solution of one- and two-soliton solutions are given by the ap-
propriate parameters. In section 5, some detailed proofs are presented in the appendix,
and the relationship between potential function and scattering data is analyzed. Finally
some conclusions and discussions are presented in the last section.
2. Direct scattering problem with NZBCs
2.1. Lax pairs
In this section, we give the Lax pairs of the system Eq.(1.2) and analyze what form
the Lax pairs will become under the condition of NZBCs Eq.(1.4), which provides
convenience for constructing the Jost functions later.
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From the Ref.[12], the Lax pairs of Eq.(1.2) read

ϕx = Mϕ,
ϕx = Nϕ,
(2.1)
where
M = −ikσ
3
+ Q, σ
3
=
 Im 0m
0m Im
 , Q =
 0m Q
ǫQ† 0m
 , (2.2)
N = −4ik3σ
3
+ 4k2Q − 2ik(Q2 + Q
x
)σ
3
− Q
xx
+ 2Q3 + Q
x
Q − QQ
x
, (2.3)
and 0m represents the m × m zero matrix. The Eq.(2.1) with x derivative is called
scattering problem, and the Eq.(2.1) with t derivative is called time-dependent problem.
It is easy to verify that Lax pairs satisfy the compatibility conditionMt −Nx+ [M,N] =
0, here [A, B] = AB − BA.
Under nonzero boundary conditions Eq.(1.4), the Eq.(2.1) is transformed into

ϕx = M±ϕ = (−ikσ3 + Q±)ϕ,
ϕt = N±ϕ = (4k2 + 2k20)M±ϕ,
(2.4)
which means that there is a reversible matrix to diagonalize M± and N±. It’s noted that
Q±Q
†
± = Q
†
±Q± = k
2
0Im ⇔ Q±Q
†
± = Q
†
±Q± = k
2
0Im, (2.5)
with Q± = limx→±∞
Q =
 0m Q±
ǫQ
†
± 0m
.
2.2. Riemann surface and uniformization coordinate
In order to discuss the analytic region of Jost functions, we need to discuss it on
the proper complex plane. Note that the eigenvalues of scattering problem M± are
±i
√
k2 − ǫk2
0
, each with multiplicity 2m. A two-sheeted Riemann surface is introduced
to handle the branching of the eigenvalues, namely
λ2 = k2 − ǫk20, (2.6)
the branch points can be easily derived by k2 − k2
0
= 0, i.e., k = ±√ǫk0. Note that
ǫ = −1, 1 present focusing and defocusing case, respectively.
For the focusing case (ǫ = −1), the Riemann surface determined by the equation
λ2 = k2 + k2
0
is composed of two complex k-planes S 1 and S 2 cut along the branch
points ±ik0. At the same time, on the Riemann surface, the function λ is a single-
valued function of k, which is composed of two single-valued analytic branches. The
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value of the function differs by one symbol, so local polar coordinates are introduced in
the sheet S 1. More precisely, letting k+ik0 = r1e
iθ1 , k−ik0 = r2eiθ2 for − π2 < θ1, θ2 < 3π2 ,
we can derive that
λ(k) =

(r1r2)
1
2 e
θ1+θ2
2 , on S 1,
−(r1r2) 12 e
θ1+θ2
2 , on S 2.
(2.7)
Similarly, for the defocusing case (ǫ = 1), the Riemann surface S determined by the
equation λ2 = k2 − k2
0
with the branch points ±k0, where the complex plane S 1 and
S 2 are glued together along the cut (−∞,−k0) ∪ (k0,+∞). We also introduce polar
coordinates in the complex plane, i.e., k − k0 = r1eiθ1 , k + k0 = r2eiθ2 for the angles
0 ≤ θ1 < 2π and −π ≤ θ2 < π. Then the single-valued functions Eq.(2.7) can be
obtained similarly.
Resorting to [43]-[45], we define a uniformization variable z
z = λ + k, (2.8)
from Eq.(2.6), one has the following inverse transformation
k(z) =
1
2
z + ǫ k
2
0
z
 , λ(z) = 1
2
z − ǫ k
2
0
z
 . (2.9)
In combination with these definitions, we will use z-plane instead of k-plane. The
advantage of this is that it solves the multi-valued problem. For the focusing case,
from the mapping Eq.(2.7), the Riemann surface Imk > 0 of S 1 and Imk < 0 of S 2 are
mapped to Imλ > 0 of the λ-plane, the Riemann surface Imk < 0 of S 1 and Imk > 0
of S 2 are mapped to Imλ < 0 of the λ-plane. In additional, based on the Joukowsky
transformation, one has
Imλ =
1
2|z|2
(
|z|2 − k20
)
Imz.
As a consequence, the region Imλ > 0 and Imλ < 0 are mapped to
D+ =
{
z ∈ C :
(
|z|2 − k20
)
Imz > 0
}
, (2.10a)
D− =
{
z ∈ C :
(
|z|2 − k20
)
Imz < 0
}
, (2.10b)
where C denotes the complex plane, then we take the focusing equation as an example
to show the transformation between different complex planes in Fig. 1.
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Rek
Imk
Rek
Reλ Rez
Imk
Imλ Imz
iq0
−iq0
iq0
−iq0
q0 −q0
S 1 S 2Imk > 0
Imk < 0
Imk > 0
Imk < 0
Imλ < 0
Imλ > 0
D−
D+
+
λ =
√
k2 + q2
0
λ = (z + q2
0
/z)/2
Figure 1. Transformation relation from k two-sheeted Riemann surface, λ-plane and z-plane.
2.3. Jost functions and its analyticity
As the simultaneous solution of two parts of Lax pairs Eq.(2.1), the Jost eigen-
functions are usually defined according to the eigenvectors of the asymptotic scattering
problem Eq.(2.4) M±. By calculation, the eigenvectors of M± can be written as
E±(k) =
 Im −
i
z
Q±
i
z
ǫQ
†
± Im
 = I2m − izσ3Q±. (2.11)
It follows that Eq.(2.4) implies [M±,N±] = 0 under the NZBCs Eq.(1.4) at infinity,
which means that N± and M± are of the same eigenvectors. Thus one has
M± = −iλE±σ3, (2.12a)
N± = −i(4k2 + 2k20)λE±σ3. (2.12b)
Obviously

detE±(z) =
(
2λ
k + λ
)m
, γm, γ = 1 − ǫ k
2
0
z2
,
E−1± =
1
γ
(
I2m +
i
z
σ
3
Q±
)
.
(2.13)
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Note that the inverse matrices E−1± satisfy all z values such that detE± , 0, specifically
speaking, in the focusing case z , ±ik0, and z , ±k0 in the defocusing case.
The general continuous spectrumΣk is composed of all k-values satisfying λ(k) ∈ R,
namely Σk = R∪[−ik0, ik0] in the focusing case, and Σk = R\[−k0, k0] in the defocusing
case. These sets Σk are mapped to Σz = R ∪ C0 and Σz = R in the complex z-plane,
respectively. The set C0 denotes a circle of radius k0 shown in Fig.1. For convenience,
we omit the subscript from the context. Now we can obtain the Jost eigenfunctions
Φ(x, t; z) and Ψ(x, t; z) of the Lax pairs
Φ(x, t; z) = (φ(x, t; z), φ¯(x, t; z)) = E−(z)e−iθ(x,t;z)σ3 + o(1), x→ −∞,
Ψ(x, t; z) = (ψ¯(x, t; z), ψ(x, t; z)) = E+(z)e
−iθ(x,t;z)σ
3 + o(1), x→ +∞,
(2.14)
with
θ(x, t; z) = λ(z)
(
x + (4k2(z) + 2k20)t
)
(2.15)
where the elements of the functions Φ(x, t; z) and Ψ(x, t; z) are 2m × m matrices. As
usual, the Lax pairs Eq.(2.1) can be written as
ϕ±,x = M±ϕ± + ∆Q±ϕ±,
ϕ±,t = N±ϕ± + ∆Qˆ±ϕ±,
with
∆Q± = Q − Q±,
∆Qˆ± = 2ikQ
2
±σ3 + 2Q
3
± − 2ik(Q
2 + Q
x
)σ
3
− Q
xx
+ 2Q3 + Q
x
Q − QQ
x
.
By decomposing the asymptotic exponential oscillations, we further introduce the mod-
ified eigenfunctions
W(x, t; z) =
(
Wˆ(x, t; z),W¯(x, t; z)
)
= Φ(x, t; z)eiθ(x,t;z)σ3 ,
V(x, t; z) =
(
V¯(x, t; z), Vˆ(x, t; z)
)
= Ψ(x, t; z)eiθ(x,t;z)σ3 .
(2.16)
Note that lim
x→−∞
W(x, t; z) = E−(z) and lim
x→+∞
V(x, t; z) = E+(z). Similar to Ref.[45], the
following integral equations can be obtained
W(x; z) = E− +
∫ x
−∞
E−e−iλ(x−y)σ3E−1− ∆Q−(y)
(
Wˆ(y; z),W¯(y; z)
)
eiλ(x−y)σ3 dy,
V(x; z) = E+ −
∫ ∞
x
E+e
−iλ(x−y)σ
3E−1+ ∆Q+(y)
(
Vˆ(y; z), V¯(y; z)
)
eiλ(x−y)σ3 dy.
(2.17)
From Eq.(2.17), the analyticity of the modified eigenfunctions can be summarized as
follows
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Theorem 2.1. It is assumed that Q(x, t)−Q+ ∈ L1(a,+∞) and Q(x, t)−Q− ∈ L1(−∞, a)
hold for any constant a ∈ R, all t > 0, and that the matrix potential function Q(x, t)
is the m × m symmetric matrix as well as satisfies the boundary conditions Eq.(2.5).
Then the modified eigenfunctions of the scattering problem determined by Eq.(2.14)
and (2.16) satisfy that the functions Wˆ(x, t; z) and Vˆ(x, t; z) are analytic in the region
D+ of z-plane, which are continuous up to ∂D+; the functions W¯(x, t; z) and V¯(x, t; z)
are analytic in the region D− of z-plane, which are continuous up to ∂D−.
Proof. For a matrixM with the product
e−iλ(x−y)σ3Meiλ(x−y)σ3 =
 m11 e
−2iλ(x−y)m12
e2iλ(x−y)m21 m22
 .
Taking the first column as an example, there is of following equation
e2iλ(x−y) = e2i(Reλ+iImλ)(x−y) = e2iReλ(x−y)e−2Imλ(x−y),
note that x− y > 0, then we can derive that Wˆ(x, t; z) is analytic in the region Imλ > 0,
i.e., D+ =
{
z ∈ C :
(
|z|2 − k2
0
)
Imz > 0
}
. The analyticity of the second column can be
similarly proved. 
2.4. Scattering matrix
Because the trace of M and N in Lax pairs Eq.(2.1) are zero, resorting to Liouville
formula[46] the relationship can be derived
∂x (detM) = ∂t (detN) = 0,
and for all z ∈ Σ, Eq.(2.14) implies that lim
x→−∞
Φ(x, t; z)eiθσ3 = E− and lim
x→+∞
Ψ(x, t; z)eiθσ3 =
E+, then we have
detΨ(x, t; z) = detΦ(x, t; z) = det E±(z) = γm(z), z ∈ Σ. (2.18)
It is noted that the scattering problem is a first order homogeneous differential equation
(ODE), and because both Ψ(x, t; z) and Φ(x, t; z) are the solutions of the ODE for all
z ∈ Σ0, there is obviously a 2m × 2m constant matrix S (z) which is independent of the
variable x and t satisfying
Φ(x, t; z) = Ψ(x, t; z)S (z), z ∈ Σ0, (2.19)
where Σ0 = Σ \ {±
√
ǫk0}, S (z) =
 a(z) b¯(z)
b(z) a¯(z)
, and the functions a(z), b(z), b¯(z), and
a¯(z) are the m ×m of the scattering matrix. In additional, the elements in the scattering
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matrix S (z) play an important role in the construction of Riemann-Hilbert problem, so
their analytical regions need to be further determined. It follows from the Eqs.(2.14)
and (2.19) that
φ(x, t; z) = ψ(x, t; z)b(z) + ψ¯(x, t; z)a(z),
φ¯(x, t; z) = ψ(x, t; z)a¯(z) + ψ(x, t; z)b¯(z).
(2.20)
Combining with Eqs.(2.18), (2.19), one can obtain
det a(z) =
Wr[φ(x, t; z), ψ(x, t; z)]
Wr[ψ¯(x, t; z), ψ(x, t; z)]
=
Wr[φ(x, t; z), ψ(x, t; z)]
γm
, (2.21a)
det a¯(z) =
Wr[ψ¯(x, t; z), φ¯(x, t; z)]
Wr[ψ¯(x, t; z), ψ(x, t; z)]
=
Wr[ψ¯(x, t; z), φ¯(x, t; z)]
γm
, (2.21b)
where the notation Wr[•, •] represents the Wronskian determinant. In the case of
scalars, similar to Ref.[45], the analytical region of the diagonal elements a(z) and
a¯(z) of the scattering matrix can be obtained directly from Eq.(2.21), but only the ana-
lytical region of the diagonal elements determinant det a(z) and det a¯(z) can be derived
instead of the analytical region of the diagonal elements.
Theorem 2.2. If Q(x, t) − Q+ ∈ L1(a,+∞) and Q(x, t) − Q− ∈ L1(−∞, a) hold for any
constant a ∈ R, all t > 0, and the potential function Q(x, t) satisfies constraint condition
(2.5), the scattering matrix S (z) (2.19) defined according to the eigenfunctions of the
scattering problem satisfies that: the block a(z) is analytic in the region D+ of the z-
plane, and continuous up to Σ0 = ∂D
+\{±√ǫk0}; the block a¯(z) is analytic in the region
D− of the z-plane, and continuous up to Σ0 = ∂D− \ {±
√
ǫk0}; the off-diagonal blocks
of the matrix S (z) are nowhere analytic in general.
Remark 2.3. For brevity, the proof of Theorem (2.2) will be explainedwhen discussing
symmetries.
In order to establish a suitable Riemann-Hilbert problem, we need to properly ar-
range the modified eigenfunctions and the scattering coefficients so that they are ana-
lytic in the same region. Note that from Eqs.(2.16) and (2.20), one has
Wˆ(x, t; z)a−1(z) = V¯(x, t; z) + e2iθ(x,t;z)Vˆ(x, t; z)ρ(z), (2.22a)
W¯(x, t; z)a¯−1(z) = V(x, t; z) + e−2iθ(x,t;z)V¯(x, t; z)ρ¯(z), (2.22b)
where Wˆ(x, t; z)a−1(z) and W¯(x, t; z)a¯−1(z) are meromorphic in the region D+ and D−,
respectively. Finally the reflection coefficients are introduced by
ρ(z) = b(z)a−1(z), ρ¯(z) = b¯(z)a¯−1(z), z ∈ Σ0. (2.23)
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2.5. Symmetries
When using the Riemann-Hilbert method to solve the initial value problem, it is
often necessary to consider the symmetry of the potential function in Lax pairs. This
is because the symmetries of the eigenfunctions can be obtained by analyzing the sym-
metries of the potential function. Finally the symmetries of the scattering data are
obtained, which is also the basis of the discrete spectral distribution. The symmetries
of the non-zero boundary value problem is more complicated because of the fact that
the Riemann surface is introduced, which causes the λ(k) to change sign from one side
of the Riemann surface to the other. It follows that from the uniformization variable z
Eq.(2.8):
• z 7→ z∗ implies (k, λ) 7→ (k∗, λ∗);
• z 7→ ǫk2
0
/z implies (k, λ) 7→ (k,−λ).
It is worth noting the symmetries of the scattering problem corresponding to the
above transformation, one of which is the conjugate symmetry that depends on the
potential function Q(x, t) (i.e., Q† = ǫQ), and the other is due to the branching of
the scattering parameter k-plane. In addition, we also discuss the third symmetry in
combination with the assumption QT = Q. It is easy to verify that
Q = −σ
2
QTσ
2
, (2.24)
where σ
2
= i
 0m Im−Im 0m
 as a generaliztion of the 2 × 2 Pauli matrix σ2.
2.5.1. The first symmetry
In Ref.[18], Ablowitz and his co-authors studied the relationship of the scattering
data and eigenfunctions for the matrix potential function with zero boundary value
condition when the above transformation is involved. We will extend their method to
nonzero boundary conditions. Now introducing the functions which are independent
of the variable x for z ∈ Σ
A (x, t; z) = Φ†(x, t; z∗)LǫΦ(x, t; z), B(x, t; z) = Ψ†(x, t; z∗)LǫΨ(x, t; z), (2.25)
one can obtain as x→ ±∞
Φ†(x, t; z∗)LǫΦ(x, t; z) = Ψ†(x, t; z∗)LǫΨ(x, t; z) = γ(z)Lǫ , (2.26)
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where Lǫ =
 Im 0m
0m −ǫIm
, and the value of ǫ represents the focusing and defocusing
case. It follows from Eqs.(2.1) and (2.14) that
∂xA (x, t; z) = Φ
†
x(x, t; z
∗)LǫΦ(x, t; z) + Φ†(x, t; z∗)LǫΦx(x, t; z) =(
ikσ
3
+ ǫQ
)
Φ†(x, t; z∗)LǫΦ(x, t; z) + Φ†(x, t; z∗)Lǫ
(
−ikσ
3
+ Q
)
Φ(x, t; z) = 0,
the other can be proved in the same way, and Eq.(2.26) can be directly calculated.
Obviously Eq.(2.26) is equivalent to
Φ−1(x, t; z) =
1
γ(z)
LǫΦ†(x, t; z∗)Lǫ , Ψ−1(x, t; z) = 1
γ(z)
LǫΨ†(x, t; z∗)Lǫ . (2.27)
Proposition 2.4. The elements of the scattering matrix S (z) can be specifically ex-
pressed according to the Jost eigenfunctions as
γ(z)a(z) =
(
ψ¯up(x, t; z∗)
)†
φup(x, t; z) − ǫ
(
ψ¯dn(x, t; z∗)
)†
φdn(x, t; z), (2.28a)
γ(z)a¯(z) =
(
ψdn(x, t; z∗)
)†
φ¯dn(x, t; z) − ǫ (ψup(x, t; z∗))† φ¯up(x, t; z), (2.28b)
γ(z)b(z) =
(
ψdn(x, t; z∗)
)†
φdn(x, t; z) − ǫ (ψup(x, t; z∗))† φup(x, t; z), (2.28c)
γ(z)b¯(z) =
(
ψ¯up(x, t; z∗)
)†
φ¯up(x, t; z) − ǫ
(
ψ¯dn(x, t; z∗)
)†
φ¯dn(x, t; z), (2.28d)
where a(z) and a¯(z) are analytic in the region D+ and D− of z-plane, respectively.
Proof. For simplicity, we take the following blocks for the eigenfunctions
Φ(x, t; z) =
 φ
up φ¯up
φdn φ¯dn
 , Ψ(x, t; z) =
 ψ¯
up ψup
ψ¯dn ψdn
 ,
where Aup/dn denote an m × m matrix. It follows based on Eqs.(2.19) and (2.27) that
S (z) = Ψ−1(x, t; z)Φ(x, t; z) =
1
γ(z)
LǫΨ†(x, t; z∗)LǫΦ(x, t; z), (2.29)
with
LǫΨ†(x, t; z∗)LǫΦ(x, t; z) =
(
ψ¯up(z∗)
)†
φup(z) − ǫ
(
ψ¯dn(z∗)
)†
φdn(z)
(
ψ¯up(z∗)
)†
φ¯up(z) − ǫ
(
ψ¯dn(z∗)
)†
φ¯dn(z)(
ψdn(z∗)
)†
φdn(z) − ǫ (ψup(z∗))† φup(z)
(
ψdn(z∗)
)†
φ¯dn(z) − ǫ (ψup(z∗))† φ¯up(z)
 .
Obviously the Eqs.(2.26) can be derived. In fact, the analyticity of the Eqs.(2.28a) and
(2.28b) can be obtained from Theorem (2.2). 
Remark 2.5. Theorem (2.2) is the direct result of Proposition (2.4).
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Theorem 2.6. Assume that Q(x, t)−Q+ ∈ L1(a,+∞) and Q(x, t)−Q− ∈ L1(−∞, a) hold
for any constant a ∈ R, all t > 0, and also assume that the scattering coefficients a(z),
b(z), b¯(z), a¯(z) have simple zeros at branch points z = ±√ǫk0, the following residue
conditions can be written as
Res
z=±k0
a(z) = ±k0
2
[(
ψ¯up(x, t;±k0))† φup(x, t;±k0) − ǫ (ψ¯dn(x, t;±k0))† φdn(x, t;±k0)
]
,
Res
z=±k0
a¯(z) = ±k0
2
[(
ψdn(x, t;±k0)
)†
φ¯dn(x, t;±k0) − ǫ (ψup(x, t;±k0))† φ¯up(x, t;±k0)
]
,
lim
z→±k0
(z ∓ k0)b(z) = ±k0
2
[(
ψdn(x, t;±k0)
)†
φdn(x, t;±k0) − ǫ (ψup(x, t;±k0))† φup(x, t;±k0)
]
,
lim
z→±k0
(z ∓ k0)b¯(z) = ±k0
2
[(
ψ¯up(x, t;±k0))† φ¯up(x, t;±k0) − ǫ (ψ¯dn(x, t;±k0))† φ¯dn(x, t;±k0)
]
in the defocusing case and
Res
z=±ik0
a(z) = ± ik0
2
[(
ψ¯up(x, t;∓ik0))† φup(x, t;±ik0) + ǫ (ψ¯dn(x, t;∓ik0))† φdn(x, t;±ik0)
]
,
Res
z=±ik0
a¯(z) = ± ik0
2
[(
ψdn(x, t;∓ik0)
)†
φ¯dn(x, t;±ik0) + ǫ (ψup(x, t;∓ik0))† φ¯up(x, t;±ik0)
]
,
lim
z→±ik0
(z ∓ ik0)b(z) = ± ik0
2
[(
ψdn(x, t;∓ik0)
)†
φdn(x, t;±ik0) + ǫ (ψup(x, t;∓ik0))† φup(x, t;±ik0)
]
,
lim
z→±ik0
(z ∓ ik0)b¯(z) = ± ik0
2
[(
ψ¯up(x, t;∓ik0))† φ¯up(x, t;±ik0) + ǫ (ψ¯dn(x, t;∓ik0))† φ¯dn(x, t;±ik0)
]
,
in the focusing case. The reflection coefficients ρ(z) and ρ¯(z) determined by Eq.(2.23)
are of a removable singularity under the conditions det a(z) , 0 and det a¯(z) , 0 for
all z ∈ Σ.
Proof. Taking the focusing case (ǫ = −1) as example, we have from Eq.(2.28a)
a(z) =
(
ψ¯up(x, t; z∗)
)†
φup(x, t; z) − ǫ
(
ψ¯dn(x, t; z∗)
)†
φdn(x, t; z)
γ(z)
,
f (z)
γ(z)
,
thus
Res
z=ik0
a(z) = Res
z=ik0
f (z)
γ(z)
=
f (z)
∂zγ(z)
∣∣∣z=ik0 = ik02 f (ik0).
The rest can be proved similarly. 
Next we will discuss the relationships between the scattering data a¯(z) and a(z),
which are related to the distribution of zero points.
Proposition 2.7. For all z ∈ D−, the scattering data admit that
det a¯(z) = det a†(z∗) = (det a(z∗))∗. (2.30)
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Proof. Eq.(2.29) implies
(φup(x, t; z∗))† φ¯up(x, t; z) = ǫ
(
φdn(x, t; z∗)
)†
φ¯dn(x, t; z), (2.31a)
(ψup(x, t; z∗))† ψ¯up(x, t; z) = ǫ
(
ψdn(x, t; z∗)
)†
ψ¯dn(x, t; z). (2.31b)
Moreover, using Eq.(2.29) one has
S −1(z) = γ(z)Φ−1(x, t; z)Lǫ
(
Ψ†
)−1
(x, t; z∗)Lǫ , (2.32a)
S †(z∗) =
1
γ∗(z∗)
Φ†(x, t; z)LǫΨ(x, t; z)Lǫ . (2.32b)
Combining with Eq.(2.27), we have
LǫS −1(z) = 1
S (z)
Φ†(x, t; z∗)LǫΨ(x, t; z) = S †(z∗)Lǫ ,
namely
S †(z∗)LǫS −1(z) = Lǫ , z ∈ Σ, (2.33)
which in turn yields
a†(z∗)a(z) − ǫb†(z∗)b(z) = Im, (2.34a)
a†(z∗)b¯(z) − ǫb†(z∗)a¯(z) = 0m, (2.34b)
b¯†(z∗)a(z) − ǫa¯†(z∗)b(z) = 0m, (2.34c)
b¯†(z∗)b¯(z) − ǫa¯†(z∗)a¯(z) = −ǫIm. (2.34d)
On the other hand, the symmetry of the reflection coefficients can be obtained from
Eq.(2.34c). Taking the conjugate transpose of Eq.(2.34c) yields
a†(z)b¯(z∗) = ǫb†(z)a¯(z∗),
then
a†(z∗)b¯(z) = ǫb†(z∗)a¯(z)⇒ ǫa†(z∗)b¯(z)a¯−1(z) = b†(z∗).
Therefore we have the symmetry
ǫρ†(z∗) = ǫ
(
a†(z∗)
)†
ǫa†(z∗)b¯(z)a¯−1(z) = ρ¯(z), (2.35)
as well as
a(z)a†(z∗) =
[
Im − ρ†(z∗)ρ(z)
]
, a¯(z)a¯†(z∗) =
[
Im − ρ¯†(z∗)ρ¯(z)
]
. (2.36)
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Note that Eq.(2.33) can be written as
S −1(z) = LǫS †(z∗)Lǫ , S −1(z) =
 c¯(z) d(z)
d¯(z) c(z)
 . (2.37)
According to the properties of the matrix, Eq.(2.37) is equivalent to the elements the
matrix S −1(z). We can get
c¯(z) = a†(z∗), c(z) = a¯†(z∗), (2.38a)
d(z) = −ǫb†(z∗), d¯(z) = −ǫb¯†(z∗). (2.38b)
Similar to the method of solving Eq.(2.21), we can get
det c(z) =
Wr[φ, ψ]
Wr[φ, φ¯]
=
Wr[φ, ψ]
γm
, (2.39a)
det c¯(z) =
Wr[ψ¯, φ¯]
Wr[φ, φ¯]
=
Wr[ψ¯, φ¯]
γm
. (2.39b)
It is worth noting that according to the analyticity of the eigenfunctions, det c(z) and
det c¯(z) are analytic on regions D+ and D−, respectively. On the other hand, it can be
summarized
det c(z) = det a(z), z ∈ D+, det c¯(z) = det a¯(z), z ∈ D−, (2.40)
and from Eq.(2.38) the proposition 2.7 is proved. 
2.5.2. The second symmetry
The process of discussing the first symmetries of nonzero boundary values is the
same as the symmetries of zero boundary values, but the discussion of the second
symmetry is more complicated due to the fact that Riemann surface is introduced un-
der NZBCs. Because the Jost functions and the scattering coefficients depend on the
function λ(k) (it changes sign on the Riemann surface), we need to establish their rela-
tionships on different sheet of the Riemann surface.
Proposition 2.8. The eigenvectors E± satisfy the following relationship
E±(z) = − i
z
E±
 ǫk
2
0
z
σ3Q±. (2.41)
Proof. Recalling the Eqs.(2.2), (2.9) and (2.15), it is easy to check that
k(ǫk20/z) = k(z),
λ(ǫk20/z) = −λ(z),
θ(ǫk20/z) = −θ(z),
Q±e
−iθ(z)σ
3 = eiθ(z)σ3Q±.
(2.42)
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The Eq.(2.41) is equivalent to
E±(z) = − i
z
E±
 ǫk
2
0
z
 e−iθ(z)σ3σ3Q±e−iθ(z)σ3 ,
note that
− i
z
E±
 ǫk
2
0
z
 e−iθ(z)σ3σ3Q±e−iθ(z)σ3 = − iz
e−iθ(z)σ3σ3Q± − iǫk2
0
/z
σ
3
Q±e
−iθ(z)σ
3σ
3
Q±
 e−iθ(z)σ3
= − i
z
(
σ
3
Q± + iz
)
= Im − i
z
σ
3
Q± = E±(z).

Proposition 2.9. The Jost eigenfunctions satisfy that for z ∈ Σ
Φ(x, t; z) =
1
iz
Φ(x, t; ǫk20/z)σ3Q−, Ψ(x, t; z) =
1
iz
Ψ(x, t; ǫk20/z)σ3Q+
. (2.43)
Proof. Using the Eq.(2.14) implies that
Φ(x, t; ǫk20/z) = E−(ǫk
2
0/z)e
−iθ(ǫk2
0
/z)σ
3 = E−(ǫk20/z)e
−iθ(z)σ
3 ,
and that
Φ(x, t; z) = E−(z)e−iθ(z)σ3 = − i
z
E−(ǫk20/z)σ3Q−e
−iθ(z)σ
3 =
− i
z
E−(ǫk20/z)e
iθ(z)σ
3σ
3
Q− =
1
iz
Φ(x, t; ǫk20/z)σ3Q+
.
The other can be proved in the same way. 
Expanding the Eq.(2.43), one has
φ(x, t; z) =
iǫ
z
φ¯(x, t; ǫk20/z)Q
†
−, φ¯(x, t; z) = −
i
z
φ(x, t; ǫk20/z)Q−, (2.44a)
ψ¯(x, t; z) =
iǫ
z
ψ(x, t; ǫk20/z)Q
†
+, ψ(x, t; z) = −
i
z
ψ¯(x, t; ǫk20/z)Q+. (2.44b)
Proposition 2.10. The scattering matrix S (z) defined by the Eq.(2.19) admits
S (ǫk20/z) = σ3Q+
S (z)Q−1σ
3
=
ǫ
k2
0
σ
3
Q
+
S (z)Q−σ3. (2.45)
Proof. The Eqs.(2.19) and (2.43) mean that

S (z) = Ψ−1(z)Φ(z),
Ψ−1(k20/z) = −
i
z
σ
3
Q
+
Ψ−1(z),
Φ(k20/z) = izΦ(z)
(
σ
3
Q−
)−1
.
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S (k20/z) = Ψ
−1(k20/z)Φ(k
2
0/z) = −
i
z
σ
3
Q
+
Ψ−1(z)izΦ(z)
(
σ
3
Q−
)−1
= σ
3
Q
+
Ψ−1(z)Φ(z)Q−1− σ3 =
ǫ
k2
0
σ
3
Q
+
S (z)Q−σ3.
Note that Q−1− =
ǫ
k2
0
Q−. 
Combining with the Eq.(2.19) and expanding the Eq.(2.45) we have
a(k20/z) =
1
k2
0
Q+a¯(z)Q
†
−, a¯(k
2
0/z) =
1
k2
0
Q
†
+a(z)Q−, (2.46a)
b(k20/z) = −
ǫ
k2
0
Q
†
+b¯(z)Q
†
−, b¯(k
2
0/z) = −
ǫ
k2
0
Q+b(z)Q−. (2.46b)
Based on the Eq.(2.46), the reflection coefficient ρ(z) satisfies the following symmetry
for z ∈ Σ
ρ(k20/z) = −ǫQ†+ρ¯(z)Q−1+ = −
ǫ
k2
0
Q
†
+ρ¯(z)Q
†
+. (2.47)
2.5.3. The third symmetry
The third symmetry is based on our assumption that the potential function Q(x, t)
is a symmetric matrix. We next analyze the properties of the scattering data S (z) under
this condition, i.e., Q = QT . Similar to the first symmetric process, we first introduce
two functions f˜ (x, t; z) and g˜(x, t; z) that are independent of the variable x by using
the Jost eigenfunctions of the Lax pairs to further derive the relationship of the matrix
scattering data, i.e.,
f˜ (x, t; z) = ΦT (x, t; z)σ
2
Φ(x, t; z), g˜(x, t; z) = ΨT (x, t; z)σ
2
Ψ(x, t; z). (2.48)
From Eq.(2.1), one has
∂x f˜ (x, t; z) = Φ
T
x (x, t; z)σ2Φ(x, t; z) + Φ
T (x, t; z)σ
2
Φx(x, t; z)
= ΦTx (x, t; z)
(
−ikσ
3
σ
2
+ QTσ
2
− ikσ
2
σ
3
+ σ
2
Q
)
Φx(x, t; z) = 02m,
which shows that the function f˜ (x, t; z) is independent with the variable x.
Proposition 2.11. The scattering matrix S (z) admits
S T (z)σ
2
S (z) = σ
2
, z ∈ Σ. (2.49)
Proof. The relationship can be obtained by the Eqs.(2.14) and (2.15)
Φ(z) = E−(z)e−iθ(z)σ3 , Ψ(z) = E+(z)e−iθ(z)σ3 .
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Moreover, one has
ΦT (x, t; z)σ
2
Φ(x, t; z) = e−iθ(z)σ3ET−(z)σ2E−(z)e
−iθ(z)σ
3 = γ(z)σ
2
, (2.50)
as x→ ±∞, namely
ΦT (x, t; z)σ
2
Φ(x, t; z) = γ(z)σ
2
, (2.51a)
ΨT (x, t; z)σ
2
Ψ(x, t; z) = γ(z)σ
2
. (2.51b)
The Eq.(2.51b) can be derived in the same way. On the other hand, the Eq.(2.19)
implies
ΦT (z) = S T (z)ΨT (z). (2.52)
Combining with Eq.(2.52) we have
S T (z)ΨT (z)σ
2
Ψ(z)S (z) = S T (z)γ(z)σ
2
S (z) = γ(z)σ
2
⇒ S T (z)σ
2
S (z) = σ
2
. (2.53)

Expanding Eq.(2.49) yields
bT (z)a(z) = aT (z)b(z), (2.54a)
b¯T (z)a¯(z) = a¯T (z)b¯(z), (2.54b)
a¯T (z)a¯(z) − b¯T (z)b¯(z) = Im, (2.54c)
which in turn imply for the reflection coefficients
ρ(z) = ρT (z), ρ¯(z) = ρ¯T (z), z ∈ Σ. (2.55)
In addition, we can derive
a(z)aT (z) = (Im − ρ¯(z)ρ(z))−1 , z ∈ Σ. (2.56)
A brief proof is given below
a(z)aT (z) (Im − ρ¯(z)ρ(z)) = a(z)aT (z) − a(z)a¯T (z)b¯(z)a¯−1(z)b(z)a−1(z)
= a(z)aT (z) − a(z)(aT (z)a(z) − Im)a−1(z) = Im,
which is equivalent to the Eq.(2.56). Finally, we give the relationship between the ele-
ments of the inverse scattering matrix S −1(z) and the elements of the scattering matrix
S (z), i.e.,
S −1(z) = σ
2
S T (z)σ
2
, z ∈ Σ, (2.57)
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which in particular means that
c¯(z) = a¯T (z), c(z) = aT (z), (2.58a)
d(z) = −b¯T (z), d¯(z) = −bT (z), (2.58b)
and that
a¯(z) = a∗(z∗), b¯(z) = ǫb∗(z∗), z ∈ Σ. (2.59)
Based on the analysis of the above three symmetries, we summarize the scattering
data as follows
Theorem 2.12. Assume that Q(x, t) − Q+ ∈ L1(a,+∞) and Q(x, t) − Q− ∈ L1(−∞, a)
hold for any constant a ∈ R, all t > 0. The reflection coefficients ρ(z) and ρ¯(z) admit
that
ρ(z) = ǫρ¯(z∗), ρ(ǫk20/z) = −
ǫ
k2
0
/z
Q
†
+ρ¯(z)Q
†
+, z ∈ Σ0. (2.60)
In addition, the transmission coefficients satisfy the symmetry for z ∈ D− ∪ Σ0
det a¯(z) = det a¯(z∗), det a¯(z) =
k2m
0
detQ+(detQ−)∗
det a(ǫk20/z). (2.61)
If the potential Q(x, t) is a symmetric matrix, the reflection coefficients are also the
symmetric matrix, i.e.,
ρ(z) = ρT (z), ρ¯(z) = ρ¯T (z), z ∈ Σ0, (2.62)
and
a¯(z) = a∗(z∗), z ∈ D− ∪ Σ0. (2.63)
It is worth noting that when Q(x, t)−Q+ ∈ L1(a,+∞) and Q(x, t)−Q− ∈ L1(−∞, a) hold
for any constant a ∈ R, all t > 0, the symmetry discussed above can also be extended
to the branch point, so it is equally valid in region z ∈ Σ and region z ∈ D− ∪ Σ.
2.6. Asymptotic behavior
The asymptotic behaviors of eigenfunctions and scattering matrix need to be given
further, which determine the establishment of an appropriate RH problem. At the same
time, we can reconstruct the potential function Q(x, t) according to the asymptotic be-
haviors of the eigenfunctions. Moreover, k → ∞ in the k-plane, which corresponds to
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z → ∞ in the S 1 plane and z → 0 in the S 2 plane. The asymptotic formula of eigen-
functions can be derived by using the Wentzel-Kramers-Brillouin (WKB) expansion.
Note that the functionH = ϕeiθ(xx,t;z)σ3 such that
∂xH =
(
−ikσ
3
+ Q
)
H + iλHσ
3
, (2.64)
where ϕ is the solution of scattering problem for the Lax pair. Recalling the definition
of the modified eigenfunctions Eq.(2.16), we get the following proposition, i.e.,
Proposition 2.13. The modified eigenfunctions satisfy the following equations
∂xWˆup(x, t; z) = −
iǫk2
0
z
Wˆup(x, t; z) + QWˆdn(x, t; z), (2.65a)
∂xWˆdn(x, t; z) = ǫQ†Wˆup(x, t; z) + izWˆdn(x, t; z), (2.65b)
∂xW¯up(x, t; z) = −izW¯up(x, t; z) + QW¯dn(x, t; z), (2.65c)
∂xW¯dn(x, t; z) = ǫQ†W¯up(x, t; z) + i
iǫk2
0
z
W¯dn(x, t; z). (2.65d)
Proposition 2.14. The asymptotic behavior of the modified eigenfunctions satisfy the
following relations
Wˆ(x, t; z) =
 Im +
iǫ
z
∫ x
−∞
(
Q(ζ, t)Q†(ζ, t) − k2
0
Im
)
dζ + O( 1
z2
)
iǫ
z
Q†(x, t) + O( 1
z2
)
 , (2.66a)
W¯(x, t; z) =
 −
i
z
Q(x, t) + O( 1
z2
)
Im − iǫz
∫ x
−∞
(
Q(ζ, t)Q†(ζ, t) − k2
0
Im
)
dζ + O( 1
z2
)
 , (2.66b)
V¯(x, t; z) =
 Im +
iǫ
z
∫ +∞
x
(
Q(ζ, t)Q†(ζ, t) − k2
0
Im
)
dζ + O( 1
z2
)
iǫ
z
Q†(x, t) + O( 1
z2
)
 , (2.66c)
Vˆ(x, t; z) =
 −
i
z
Q(x, t) + O( 1
z2
)
Im − iǫz
∫ +∞
x
(
Q(ζ, t)Q†(ζ, t) − k2
0
Im
)
dζ + O( 1
z2
)
 . (2.66d)
Note that the conditions Eqs.(2.66a) and (2.66d) hold for z→ ∞ and z ∈ D+, moreover
the conditions Eqs.(2.66b) and (2.66c) hold for z→ ∞ and z ∈ D−.
Proof. Using Eq.(2.66a) as an example, the rest can be proved similarly. Taking the
WKB expansion one has
Wˆup(x, t; z) = Im +U1(x, t; z)/z + h.o.t,
Wˆdn(x, t; z) = V1(x, t; z)/z + V2(x, t; z)/z2 + h.o.t,
(2.67)
where h.o.t represents higher order terms, andU1(x, t; z), V1(x, t; z) as well as V2(x, t; z)
are the m × m matrix. Substituting Eq.(2.67) into Eq.(2.66a) and comparing the coeffi-
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cients of different powers z, we have
z−1 : ∂xU1(x, t; z) = −iǫk20 + QV1(x, t; z), (2.68)
z0 : iV1(x, t; z) − ǫQ†Im = 0, (2.69)
which in turn imply that
Wˆup(x, t; z) = Im + iǫ
z
∫ x
−∞
(
Q(ζ, t)Q†(ζ, t) − k20Im
)
(ζ, t) dζ + O(
1
z2
),
Wˆdn(x, t; z) = iǫ
z
Q†(ζ, t) + O(
1
z2
).
(2.70)

Taking the following WKB expansions we similarly can derive the asymptotic be-
havior of the modified eigenfunctions as z→ 0
Wˆup(x, t; z) = U0(x, t; z) +U0(x, t; z)z + h.o.t,
Wˆdn(x, t; z) = V−1(x, t; z)/z + V0(x, t; z) + h.o.t.
(2.71)
Proposition 2.15. The asymptotic behavior of the modified eigenfunctions as z → 0
such that
Wˆ(x, t; z) =
 QQ
†
−/k
2
0
+ O(z)
iǫQ
†
− + O(1)
 , W¯(x, t; z) =
 −iQ−/z + O(1)
Q†Q−/k20 + O(z)
 , (2.72a)
V¯(x, t; z) =
 QQ
†
+/k
2
0
+ O(z)
iǫQ
†
+ + O(1)
 , Vˆ(x, t; z) =
 −iQ+/z + O(1)
Q†Q+/k20 + O(z)
 . (2.72b)
Finally, according to the definition of scattering matrix Eq.(2.19), we get
Proposition 2.16. The asymptotic behavior of scattering matrix S (z) in a suitable re-
gion can be given
S (z) =

I2m + O(1/z), z→ ∞,
1
k2
0
 Q+Q
†
− 0m
0m Q
†
+Q−
 + O(z), z→ 0. (2.73)
Note that for z → ∞, the asymptotic behavior for the elements a(z) and a¯(z) of the
scattering matrix S (z) hold respectively in the region Imz ≥ 0 and Imz ≤ 0, as well as
z ∈ Σ for b(z) and b¯(z). For the case z → 0, there is a similar result, i.e., the elements
a(z) and a¯(z) can be extended to D+ and D− respectively, while the asymptotic behavior
for b(z) and b¯(z) hold for z ∈ Σ.
It is easy to prove Proposition 2.16 by combining Proposition (2.14) and (2.15)
and the Eqs.(2.16), (2.28a).
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2.7. Discrete spectrum and residue conditions
The set of the discrete spectrum for the scattering problem consists of all the value
z ∈ C \Σ satisfying that the scattering problem admits eigenfunctions in L2(R). Similar
to Refs.[47]-[49], these discrete spectral points are the zeros of the function det a(z) in
the region D+, and the zeros of the function det a¯(z) in the region D−. Assume that
det a(z) hasN simple zeros z1, · · · , zN in D+∩{z ∈ C : Imz > 0}, where simple zeros z j
represent det a(z j) = 0, but (det a)
′(z j) , 0 for 1, · · · ,N . Note that from the Eqs.(2.30)
and (2.46), we have a quartet of discrete eigenvalues
det a(z j) = 0⇔ det a¯(z∗j) = 0⇔ det a(ǫk20/z j) = 0⇔ det a¯(ǫk20/z∗j) = 0, (2.74)
which imply that the discrete spectrum is defined by the quartet of discrete eigenvalues
P =
{
z j, ǫk
2
0/z
∗
j , z
∗
j, ǫk
2
0/z j
}N
j=1
. (2.75)
Remark 2.17. For the defocusing case, the self-adjointness of the scattering problem
shows that the discrete spectrum is real in the k-plane. In Ref.[43], the authors pre-
sented that the discrete spectral points are simple. Moreover, they shown that the finite
number of discrete eigenvalues belong to the circle {z : |z| = k0} in Ref.[50].
Based on the above analysis, we can give the discrete spectrum set of focusing case
and defocusing case
focusing case ǫ = −1 : P =
{
z j, ǫk
2
0/z
∗
j, z
∗
j , ǫk
2
0/z j
}
, (2.76a)
defocusing case ǫ = 1 : P =
{
ξ j, ξ
∗
j
}
, (2.76b)
where j = 1, · · · ,N and we suppose Imz j > 0 in the D+.
Now assume that det a(z) has N simple zeros zn (n = 1, · · · ,N), i.e., det a(zn) =
0, which in turn implies that from Eq.(2.21a) the Jost eigenfunctions ψ(x, t; zn) and
φ(x, t; zn) are linearly dependent. Thus there is a nonzero constant bn that satisfies the
following equation
φ(x, t; zn) = ψ(x, t; zn)bn, (2.77)
where bn is a m × m constant matrix and the zeros zn ∈ D+. Similarly for the zeros
z∗n ∈ D− of det a¯(z), according to the symmetry Eq.(2.74) we know that the number of
zeros is N . There is also a m × m constant matrix b¯n such that the Jost eigenfunctions
ψ¯(x, t; zn) and φ¯(x, t; zn) are linearly dependent from Eq.(2.21b) for z
∗
n ∈ D−, i.e.,
φ¯(x, t; z∗n) = ψ¯(x, t; z
∗
n)b¯n, (2.78)
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note that Eqs.(2.77) and (2.78) are some stronger relationships of the Jost eigenfunc-
tions, and we will discuss the generalized case in section 2.8.
In what follows, we derive the residue conditions required to solve the RH problem
in the inverse problem. Note that from the Eqs.(2.16) and (2.77), one has Wˆ(z) =
e2iθ(z)Vˆ(z)bn. Then the residue condition can be obtained for the zeros zn ∈ D+
Res
z=zn
[
Wˆ(x, t; z)a−1(z)
]
= e2iθ(zn)Vˆ(zn)Cn, Cn = 1
(det a)′(zn)
bncofa(zn), (2.79)
where cofA is the cofactor matrix for all matrix A ∈ Cm×m, i.e., A(z)cofA(z) = (cof
(A(z)) A(z) = detA(z)Im. Similarly for the zeros z
∗
n ∈ D−, using the Eqs.(2.16) and
(2.78) yield that
Res
z=z∗n
[
W¯(x, t; z)a¯−1(z)
]
= e−2iθ(z
∗
n)V¯(z∗n)C¯n, C¯n =
1
(det a¯)′(z∗n)
b¯ncofa¯(z
∗
n). (2.80)
It is worth noting that for any matrix A ∈ Cm×m we have
det(cofA) = (detA)m−1,
which in turn implies
det(cofa(z)) = det a(z), (2.81)
for the special case m = 2. The purpose is that function det(cofa(z)) and det a(z) have
zeros of the same order for all zn ∈ D+ ∩ P, and function det cofa¯(z) and det a¯(z) have
zeros of the same order for all z∗n ∈ D− ∩ P.
For the simple eigenvalues zn and z
∗
n, obviously we have
G  Res
z=zn
a−1(z) =
cofa(zn)
(det a)′(zn)
, G¯  Res
z=z∗n
a¯−1(z) =
cofa¯(z∗n)
(det a¯)′(z∗n)
, (2.82)
and detG = det G¯ = 0, which implies that the residue conditions are the matrix with
rank m − 1. Recalling the Eqs.(2.79) and (2.80), one has
Cn = bnG, C¯n = b¯nG¯. (2.83)
For the simple eigenvalues, we also know that
detCn = det C¯n = 0. (2.84)
Further generalization, it is assumed that the function det a(z) has second order
zeros at point zn, i.e., (det a)
′′(z) , 0, then det(cofa(z)) has zero of order 2(m− 1) at zn.
In a neighborhood of zn, we have
a−1(z) =
1
(z − zn)2G2 +
1
z − znG1 + a˜(z), (2.85)
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note that a˜(z) is analytic at zn, then
G2 = lim
z→zn
(z − zn)2a−1(z) = 2
(det a)′′(zn)
cofa(zn), (2.86)
G1 = lim
z→zn
d
dz
(
(z − zn)2a−1(z)
)
=
2cofa′(zn)
(det a)′′(zn)
− 2
3
(det a)′′′(zn)
((det a)′′(zn))2
cofa(zn). (2.87)
Similar to the analysis in Refs.[37, 47], we finally get for the second zero zn and z
∗
n
Res
z=zn
[
Wˆ(x, t; z)a−1(z)
]
= e2iθ(zn)Vˆ(zn)Cn, Cn = 2
(det a)′′(zn)
bncof a
′(zn), (2.88)
Res
z=z∗n
[
W¯(x, t; z)a¯−1(z)
]
= e−2iθ(z
∗
n)V¯(z∗n)C¯n, C¯n =
2
(det a¯)′′(z∗n)
b¯ncofa¯
′(z∗n). (2.89)
The norming constants are given in the above analysis. Next, we will discuss the
symmetry relationship between these norming constants Cn and C¯n, i.e.,
C¯n = ǫC
†
n , (2.90)
which is proved later in Eq.(3.20). In addition, the third symmetry restricts the norming
constants Cn and C¯n to satisfy the following symmetry
Cn = C
T
n , C¯n = C¯
T
n . (2.91)
For the focusing case, because it has quartet discrete eigenvalues, only two of
them were discussed earlier, so the remaining two are discussed next. Similarly the
Eqs.(2.77) and (2.78), we introduce
φ(x, t; zˆn) = ψ(x, t; zˆn)bˆ, zˆn = ǫk
2
0/z
∗
n, (2.92a)
φ¯(x, t; zˆ∗n) = φ¯(x, t; zˆ
∗
n)
ˆ¯b, zˆ∗n = ǫk
2
0/zn, (2.92b)
where bˆ and ˆ¯b are the m × m constant matrices. Recalling the Eqs.(2.44a) and (2.92a)
we have
φ(x, t; zn) =
iǫ
zn
φ¯(x, t; zˆ∗n)Q
†
− =
iǫ
zn
ψ¯(x, t; zˆ∗n)
ˆ¯bnQ
†
−, (2.93)
in addition, using the Eqs.(2.77) and (2.44b) one has
φ(x, t; zn) = ψ(x, t; zn)bn = − i
zn
ψ¯(x, t; zˆ∗n)Q+bn. (2.94)
Combining with the Eqs.(2.44b) and (2.92a), we can derive that ǫb¯−1n Q
†
+ = −Q−b¯−1n ,
which in turn implies that the nonzero constants b¯n and bˆn satisfy
bˆn = − ǫ
k2
0
Q
†
+b¯nQ
†
−. (2.95)
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Similarly from the Eqs.(2.93) and (2.94), we obtain
ˆ¯bn = − ǫ
k2
0
Q+bnQ−. (2.96)
In addition, we need to derive the residue conditions at zeros z¯n and z¯
∗
n. According
to the specific expression of the norming constants defined by Eqs.(2.79) and (2.80),
we first introduce from the Eq.(2.46a)
cofa(ǫk20/z
∗
n) =
1
k2
0
cof(Q
†
−)cofa¯(z
∗
n)cof(Q+), (2.97a)
cofa¯(ǫk20/zn) =
1
k2
0
cof(Q
†
+)cofa(zn)cof(Q−), (2.97b)
and then differentiating Eq.(2.46a) with respect to z and calculating at z = zn or z = z
∗
n,
one has
(det a)′(ǫk20/z
∗
n) = −ǫ
 z
∗
n
k2
0

2
detQ+ detQ
†
−
k2m
0
(det a¯)′(z∗n), (2.98a)
(det a¯)′(ǫk20/zn) = −ǫ
 zn
k2
0

2
detQ
†
+ detQ−
k2m
0
(det a)′(z∗n). (2.98b)
Therefore we get
Res
z=zˆn=ǫk
2
0
/z∗n
[
Wˆ(x, t; z)a−1(z)
]
= e2iθ(zˆn)Vˆ(zˆn)Cˆn, (2.99a)
Res
z=zˆ∗n=ǫk20/zn
[
W¯(x, t; z)a¯−1(z)
]
= e−2iθ(zˆ
∗
n)V¯(zˆ∗n) ˆ¯Cn, (2.99b)
where the norming constants Cˆn and
ˆ¯Cn admit that
Cˆn =
1
(z∗n)2
Q
†
+C¯nQ
†
+,
ˆ¯Cn =
1
z2n
Q+CnQ+,
ˆ¯Cn = ǫCˆ
†
n . (2.100)
Summarizing the discussion in this section, we can get some discrete data needed
in the inverse problem including discrete eigenvalues, reflection coefficients, norming
constants, and the symmetry they satisfy.
Proposition 2.18. The discrete eigenvalues defined by Eq.(2.75) are given
focusing case ǫ = −1 : P =
{
z j, ǫk
2
0/z
∗
j, z
∗
j , ǫk
2
0/z j
}
, (2.101a)
defocusing case ǫ = 1 : P =
{
ξ j, ξ
∗
j
}
. (2.101b)
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The residue conditions and the norming constants such that
Res
z=zn
[
Wˆ(x, t; z)a−1(z)
]
= e2iθ(x,t;zn)Vˆ(x, t; zn)Cn, (2.102a)
Res
z=z∗n
[
W¯(x, t; z)a¯−1(z)
]
= e−2iθ(x,t;z
∗
n)V¯(x, t; z∗n)C¯n, (2.102b)
Res
z=zˆn=ǫk
2
0
/z∗n
[
Wˆ(x, t; z)a−1(z)
]
= e2iθ(x,t;zˆn)Vˆ(x, t; zˆn)Cˆn, Cˆn = 1
(z∗n)2
Q
†
+C¯nQ
†
+, (2.102c)
Res
z=zˆ∗n=ǫk20/zn
[
W¯(x, t; z)a¯−1(z)
]
= e−2iθ(x,t;zˆ
∗
n)V¯(x, t; zˆ∗n) ˆ¯Cn, ˆ¯Cn =
1
z2n
Q+CnQ+. (2.102d)
It is worth noting that for the defocusing case, Eqs.(2.102a) and (2.102b) are not con-
sidered. In general, when the discrete eigenvalues are simple zeros, for the specific
case m = 2, which means that the norming constants are a matrix with rank one.
2.8. The norming constants
Based on the strategy in the Ref.[47], we discuss the relationships between the
norming constants and the rank of the following 2m × 2m matrices
P(x, t; z) = (φ(x, t; z), ψ(x, t; z)), P¯(x, t; z) = (ψ¯(x, t; z), φ¯(x, t; z)), (2.103)
which are analytic in the regionD+ and D−, respectively. Now considering that zn ∈ D+
is the simple zero of the det a(z), we obviously have the det a¯(z∗n) = 0 with (det a¯)
′(z∗n) ,
0 from the fist symmetry Eq.(2.30). Then assume that Ξn ∈ C2m \ {0} is a right null
vector of P(x, t; zn) for the arbitrary constant m, that is Ξn ∈ kerP(x, t; zn), and intro-
ducing the vector
Ξn =
 Ξ
up
n
Ξdnn
 , Ξupn ,Ξdnn ∈ Cm, (2.104)
obviously we have from Eq.(2.103) of P(x, t; zn)
φ(x, t; zn)Ξ
up
n + ψ(x, t; zn)Ξ
dn
n = 02m×m, (2.105)
which denotes that there are two non-zero vectors ηn and ξn satisfying
φ(x, t; zn)ηn = ψ(x, t; zn)ξn, z ∈ D+, (2.106)
with ηn = Ξ
up
n and ξn = −Ξdnn . It is worth noting that the reason why ηn, ξn , 0
is that the first m column and the last m column of matrix P(x, t; zn) are linearly
independent. Vice versa, for the nonzero vector ηn and ξn defined by Eq.(2.105),
then the 2m × 1 vector Ξn = (ηn,−ξn)T belongs to kerP(x, t; zn). For the simple
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zero z∗n ∈ D− of the det a¯(z), we have similar results for the function P¯(x, t; z∗n).
In addition, for ηn, ξn ∈ Cm \ {0}, we know that Ξn = (ηn,−ξn)T is the kernel of
T (zn) = P¯
†(x, t; z∗n)LǫP(x, t; zn), which yields that
a(zn)ηn = 0m×1, a¯†(z∗n)ξn = 0m×1. (2.107)
From Eq.(2.107), we clearly know that ηn and ξn are the right null vectors of the a(zn)
and a¯†(z∗n), respectively. In the same way, the kerP¯(x, t; z
∗
n) can be obtained, i.e., the
nonzero vector Ξ¯n = (η¯n,−ξ¯n)T , moreover
a†(zn)ξ¯n = 0m×1, a¯(z∗n)η¯n = 0m×1. (2.108)
Clearly the nonzero vectors ξ¯n and η¯n are the kernel of the a
†(zn) and a¯(z∗n).
Note that for the arbitrary n × n matrix A, then A(z)cofA(z) = (cofA(z)) A(z) =
detA(z)In, where cofA is defined as before. It follows that for m = 2, det a(z) =
det cofa(z), which implies that they have a zero of the same order for the eigenvalue zn.
Note that the matrices a(z) and (cofa(zn)) are 2×2matrices, we have ranka(zn)=rank(cof
a(zn)), and ranka(zn) = 1⇔ rankP(x, t; zn) = 3. In addition, the expressions a(zn)(cof
a(zn)) = (cofa(zn)) a(zn) = 04×4 and a¯(z∗n)cofa¯(z
∗
n) =
(
cofa¯(z∗n)
)
a¯(z∗n) = 04×4 denote that
the each column of the cofa(zn) is the left and right null vectors of a(zn) and each col-
umn of the cofa¯(z∗n) is the left and right null vectors of a¯(z
∗
n). Thus choosing the special
case one has
04×2 = P(x, t; zn)
 (cofa(zn))−Cn
⇔ φ(x, t; zn)(cofa(zn)) = ψ(x, t; zn)Cn. (2.109)
Similarly, we have
04×2 = P¯(x, t; z∗n)
 −C¯n
(cofa(z∗n))
⇔ φ¯(x, t; z∗n)(cofa(z∗n)) = ψ¯(x, t; z∗n)C¯n. (2.110)
3. Inverse scattering problem with NZBCs
The analytical, symmetry, and asymptotic properties of the Jost functions and the
scattering data are obtained based on the above analysis. Therefore we can build a
generalized Riemann-Hilbert problem for the modified matrix KdV equation with non-
zero boundary value conditions.
Proposition 3.1. Introducing the sectionally meromorphic matrices
Q(x, t; z) =

Q+(x, t; z) =
(
Wˆ(x, t; z)a−1(z), Vˆ(x, t; z)
)
, z ∈ D+,
Q−(x, t; z) =
(
V¯(x, t; z),W¯(x, t; z)a¯−1(z)
)
, z ∈ D−,
(3.1)
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then we can get the generalized Riemann-Hilbert problem:
• Analyticity: Q(x, t; z) is an analytic function in C \ Σ.
• Jump condition:
Q−(x, t; z) = Q+(x, t; z)(I2m −G(x, t; z)), z ∈ Σ, (3.2)
where the jump matrix and the counter are presented in the Figure 2
G(x, t; z) =
 0m −e
−2iθ(x,t;z)ρ¯(z)
e2iθ(x,t;z)ρ(z) 0m
 , (3.3)
00
ζn
ζ∗n
−k0 k0
Rez −k0 k0 Rez
ik0
Imz
−ik0
Imz
−k2
0
/zn
−k2
0
/z∗n
zn
z∗n
Figure 2. Left/Right: Based on the relationships Eq.(2.101), the distribution of discrete eigen-
values for the defocusing and focusing cases can be shown in the complex z-plane. As shown in
this figure, the red counter is the jump conditions about the Riemann-Hilbert.
• Asymptotic behaviors:
Q±(x, t; z) = I2m + O(1/z), z→ ∞,
Q±(x, t; z) = −(i/z)σ
3
Q
+
+ Q(1), z→ 0.
(3.4)
Proof. From Eq.(2.22), one has
V¯(x, t; z) = Wˆ(x, t; z)a−1(z) − e2iθ(x,t;z)Vˆ(x, t; z)ρ(z), (3.5a)
W¯(x, t; z)a¯−1(z) = Vˆ(x, t; z) + e−2iθ(x,t;z)V¯(x, t; z)ρ¯(z). (3.5b)
Inserting Eq.(3.5a) into Eq.(3.5b) yields that
W¯(x, t; z)a¯−1(z) = (Im − ρ(z)ρ¯(z))Vˆ(x, t; z) + e−2iθ(x,t;z)Wˆ(x, t; z)a−1(z)ρ¯(z)). (3.6)
The Eqs.(3.5b) and (3.6) are written in matrix form
(
V¯,W¯a¯−1(z)
)
=
(
Wˆa−1(z), Vˆ
)  Im −e
−2iθ(x,t;z)ρ¯(z)
e2iθ(x,t;z)ρ(z) Im − ρ(z)ρ¯(z)
 , (3.7)
which leads to the jump condition (3.2). Based on the asymptotic behavior of the
modified eigenfunctions and scattering matrix, the condition Eq.(3.4) can be derived.

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3.1. Reconstruction formula
In this section, we will solve the RH problem (3.2), and then use the obtained
solution to establish a relationship with the modified eigenfunctions, that is, obtain the
expression of the modified eigenfunctions. Finally, we will combine the asymptotic
behavior of the modified eigenfunctions to restore the potential Q(x, t), the solution of
the modified KdV equation.
Lemma 3.2. Supposing that the functions f±(z) are the analytic functions in the upper
and lower half planes of z, and as |z| → ∞, then f±(z) → 0. Considering the Cauchy
projection operator
P± f (z) =
1
2πi
∫
Σ
f (ζ)
ζ − (z ± i0)dζ, (3.8)
one has
P±( f±(z)) = ± f (z), P±( f∓(z)) = 0. (3.9)
where
∫
Σ
represents the integral along the counters shown in Fig. 2.
Proposition 3.3. The solution of the RH problem (3.2) under the simple zeros case for
the focusing modified KdV equation can be written as
Q(x, t; z) = I2m − i
z
σ
3
Q +
2N∑
n=1
Res
z=ζn
Q+
z − ζn +
2N∑
n=1
Res
z=ζ∗n
Q−
z − ζ∗n
+
1
2πi
∫
Σ
(Q+G)(x, t; ξ)
ξ − z dξ,
(3.10)
where ζn = zn and ζn+N = ǫk20/z
∗
n for n = 1, 2, · · · ,N .
Proof. Subtracting out the asymptotic behaviors and the pole contributions, we can get
Q− − I2m + (i/z)σ3Q+ −
2N∑
n=1
Res
z=ζ∗n
Q−
z − ζ∗n
−
2N∑
n=1
Res
z=ζn
Q+
z − ζn
= Q+ − I2m + (i/z)σ3Q+ −
2N∑
n=1
Res
z=ζn
Q+
z − ζn −
2N∑
n=1
Res
z=ζ∗n
Q−
z − ζ∗n
− Q+G,
(3.11)
note that the first four terms on the left side of the Eq.(3.11) are analytic in the region
D−, and the zero point of the fifth term is ζn ∈ D+, so the left side of Eq.(3.11) is
analytic in D−, and is O(1/z) as z → ∞. Similarly the first four terms on the right side
of Eq.(3.11) are analytic in the region D+, and is O(1/z) as z → ∞. Combining with
the Lemma (3.2), and applying the projection operator P− and P+ to both ends of the
Eq.(3.11), we can get the solution Eq.(3.10). 
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According to the above analysis, the formal solution of RH problem is obtained.
Combining with the definition of the meromorphic function Q, we can further re-
cover the modified eigenfunctions by using the asymptotic property of the modified
eigenfunctions. Finally, we can get the formal solution of the modified KdV equation
(1.2). Also note that Eq.(3.10) depends on the residue conditions at zeros z = zn and
z = ǫk2
0
/z∗n in D
+, as well as z = z∗n and z = ǫk
2
0
/zn in D
−. Therefore using Eqs.(2.79)
and (2.80) yield the following relationships
Res
z=ζn
Q+ =
(
e2iθ(zn)Vˆ(zn)Cn, 02m×m
)
, n = 1, 2, · · · , 2N , (3.12a)
Res
z=ζ∗n
Q− =
(
02m×m, e−2iθ(z
∗
n)V¯(z∗n)C¯n
)
, n = 1, 2, · · · , 2N . (3.12b)
Substituting Eqs.(3.12a) and (3.12b) into the solution Eq.(3.10) and evaluating the last
m columns of the Eq.(3.10) at the points z = zn and z = ǫk
2
0
/z∗n, we can get the following
equation by comparing with the last m columns of Q
Vˆ(x, t; ζn) =
 −iQ+/ζn
Im
 +
2N∑
j=1
e−2iθ(x,t;ζ
∗
j
)
ζn − ζ∗j
V¯(x, t; ζ∗j )C¯ j +
1
2πi
∫
Σ
(Q+G)2(ζ)
ζ − ζn dζ,
(3.13)
where C¯i =
ˆ¯Ci, for i = N+1,N+2, · · · , 2N . Similarly the firstm columns of Eq.(3.10)
at the points z = z∗n and z = ǫk
2
0
/zn can be obtained by
V¯(x, t; ζ∗n) =
 Im
iǫQ
†
+/ζ
∗
n
 +
2N∑
j=1
e2iθ(x,t;ζ j)
ζ∗n − ζ j
Vˆ(x, t; ζ j)C j + 1
2πi
∫
Σ
(Q+G)1(ζ)
ζ − ζ∗n
dζ,
(3.14)
where n = 1, 2, · · · ,N , (Q+G) j ( j = 1, 2) denote the first and last m columns of the
product respectively, and Ci = Cˆi, for i = N + 1,N + 2, · · · , 2N .
Proposition 3.4. The potential Q(x, t) can be determined by
Q(x, t) = Q+ + i
2N∑
n=1
e−2iθ(x,t;ζ
∗
n )V¯up(x, t; ζ∗n)C¯n +
1
2π
∫
Σ
e−2iθ(x,t;ζ j)V¯up(x, t; ζn)ρ¯(ζ) dζ.
(3.15)
Proof. TakingQ = Q+ and combiningwith the expressionQ+(x, t; z) =
(
Wˆ(x, t; z)a−1(z),
Vˆ(x, t; z)
)
, one has
Q+2 = Vˆ =
 0m
Im
 + 1z

 −iQ+
0m
 +
2N∑
n=1
e−2iθ(x,t;ζ
∗
n )V¯up(x, t; ζ∗n)C¯n −
1
2πi
∫
Σ
(Q+G)2(ζ) dζ

(3.16)
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as z→ ∞, and comparing with the asymptotic behavior Eq.(2.66d) yields
Q = Q+ + i
2N∑
n=1
e−2iθ(x,t;ζ
∗
n )V¯up(x, t; ζ∗n)C¯n −
1
2πi
∫
Σ
(Q+G)2(ζ) dζ. (3.17)
Note from Eqs.(2.22a), (3.1) and the jump matrix (3.3), one has
(Q+G)2(ζ) = −e−2iθ(x,t;ζ)Wˆ(x, t; ζ)a−1(ζ)ρ¯(ζ) + Vˆ(x, t; ζ)ρ(ζ)ρ¯(ζ)
= −e−2iθ(x,t;ζ)V¯(x, t; ζ)ρ¯(ζ).
(3.18)
Inserting Eq.(3.18) into Eq.(3.17), one has the potential Q(x, t) Eq.(3.15).
Taking a similar approach to Q = Q−, we get
Q†(x, t) = Q†+ − iǫ
2N∑
n=1
e2iθ(x,t;ζn)Vˆdn(x, t; ζn)Cn + ǫ
2π
∫
Σ
e2iθ(x,t;ζ)Vˆdn(x, t; ζ)ρ(ζ) dζ,
(3.19)
where (QG)1(ζ) = e2iθ(x,t;ζ)Vˆdn(x, t; ζ)ρ(ζ). 
According to the construction of the above potential functions Q(x, t) and Q†(x, t),
and considering the asymptotic behavior of the eigenfunctions Eqs.(2.66c) and (2.66d),
i.e., V¯up ∼ Im and Vˆdn ∼ Im as x → ∞ for z ∈ D− and z ∈ D+, we get the result by
comparing the Hermite conjugation of the Eq.(3.15) with Eq.(3.19)
C¯n = ǫC¯
†
n, n = 1, 2, · · · , 2N . (3.20)
In addition, the symmetry of potential function also requires that the norming constants
satisfy the symmetries
CTn = Cn, C¯
T
n = C¯n, n = 1, 2, · · · , 2N . (3.21)
3.2. The formal solution of focusing KdV with Reflection-less potential
In this section we will consider soliton solutions of the focusing modified KdV
equation with reflection-less potential, i.e., the reflection coefficients ρ(z) = 0 and
ρ¯(z) = 0 for z ∈ Σ. Note for ρ(z) = ρ¯(z) = 0, from the jump condition Eq.(3.2) one
has Q+ = Q−, and then the inverse problem can be transformed to a closed algebraic
system. Finally the soliton solutions of the modified KdV equation (1.2) can be derived.
Proposition 3.5. The N-soliton solutions of the focusing modified KdV equation with
reflection-less potential can be written as
Q(x, t) = Q+ + i
2N∑
n=1
e−2iθ(x,t;z
∗
n)XnC¯n, (3.22)
where Xn is determined by Eq.(3.28a).
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Proof. Recall that the discrete eigenvalues for the focusing case (2.76a), with ζN+ j =
−k2
0
/z∗
j
and the symmetries about the norming constants (2.91) and (2.100)
C¯n = −C†n, CN+ j =
Q
†
+C¯ jQ
†
+
(z∗
j
)2
, (3.23)
for j = 1, 2, · · · ,N and n = 1, 2, · · · , 2N . For simplicity, taking the notation
c(x, t; z) =
C j
z − ζ j e
2iθ(x,t;ζ j), j = 1, 2, · · · , 2N . (3.24)
Note that from the Eq.(3.15), we need to derive the expression of the modified eigen-
functions. Using the Eqs.(3.13) and (3.14) yield that
Vˆ(x, t; ζn) =
 −iQ+/ζn
Im
 +
2N∑
j=1
e−2iθ(x,t;ζ
∗
j
)
ζn − ζ∗j
V¯(x, t; ζ∗j )C¯ j, (3.25a)
V¯(x, t; ζn) =
 Im
iǫQ
†
+/ζ
∗
n
 +
2N∑
j=1
e2iθ(x,t;ζ j)
ζ∗n − ζ j
Vˆ(x, t; ζ j)C j, (3.25b)
which in turn imply that
Vˆup(ζ j) = −iQ+/ζ j −
2N∑
l=1
V¯up(ζ∗l )c†l (ζ∗j ), j = 1, 2, · · · , 2N , (3.26a)
V¯up(ζ∗n) = Im +
2N∑
j=1
Vˆup(ζ j)c j(ζ∗n), n = 1, 2, · · · , 2N , (3.26b)
for brevity, the subscript x and t are omitted. Inserting Eq.(3.26a) into Eq.(3.26b), one
has
V¯up(ζ∗n) = Im − iQ+
2N∑
j=l
c j(ζ
∗
n)/ζ j −
2N∑
j=l
2N∑
l=1
V¯up(ζ∗n)c†l (ζ∗j )c j(ζ∗n), n = 1, 2, · · · , 2N .
(3.27)
In order to get the eigenfunction V¯up(ζ∗n), we transform Eq.(3.27) into the matrix form.
Assume that
X = (X1, X2, · · · , X2N)T , Xn = V¯up(ζ∗n), (3.28a)
Y = (Y1, Y2, · · · , Y2N )T , Yn = Im − iQ+
2N∑
j=l
c j(ζ
∗
n)/ζ j, (3.28b)
Ω = (Ωn,l), Ωn,l =
2N∑
j=l
c
†
l
(ζ∗j )c j(ζ
∗
n), (3.28c)
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for n, j = 1, 2, · · · , 2N . Based on these notations, Eq.(3.27) can be written as
KX = Y, K = Ip + Ω, (3.29)
where Ip is the unity matrix and p = 2mN . The solution (3.22) is proved by substituting
the solution obtained from solving Eq.(3.28a) by Cramer’s law into Eq.(3.15) without
the reflection-less potential. 
In addition, we observe that even if discrete eigenvalues are quartets in the nonzero
boundary conditions, the potential function Q(x, t) is still expressed by 2N unknowns
determined by Eq.(3.27). Moreover we have
Vˆup(x, t; ζn) = − i
ζn
V¯up(x, t; ζn+N )Q+, (3.30a)
Vˆup(x, t; ζn+N ) = −
iǫζ∗n
k2
0
V¯up(x, t; ζ∗n)Q+, (3.30b)
for all n = 1, 2, · · · ,N .
4. Soliton solutions
In this section, we will give the soliton solutions of the focusing modified KdV
equation under the condition that the potential function Q(x, t) is a scalar and 2 × 2
symmetric matrix.
Theorem 4.1. Assume that the eigenvalue ζ1 ∈ D+ in the upper half plane, namely
|ζ1| > k0 and Imζ1 > 0. The potential Q(x, t) can be given by for m = 2 and N = 1
Q(x, t) = Q+ − iX1e−2iθ(x,t;ζ∗1 )C†1 +
iX2e
2iθ(x,t;ζ1)Q+C1Q+
ζ2
1
, (4.1)
where Xi (i = 1, 2) are determined by Eq.(3.28a).
In what following, we will use the residue conditions, discrete eigenvalues and
arbitrary norming constants to give the specific expressions of X1 and X2, and then
the potential function Q(x, t) can also be represented by these data, so as to select the
appropriate parameters to study the propagation behavior of the solution. Note that for
m = 2, from Eq.(3.28a) one has
X1
I2 + i
(ζ∗
1
)2 + k2
0
C
†
1
Q
†
+e
−2iθ(ζ∗
1
)
 = I2 − i
ζ1
X2Q+c1(ζ
∗
1), (4.2a)
X2
I2 − i
ζ2
1
+ k2
0
Q+C1e
2iθ(ζ1)
 = I2 + iζ
∗
1
k2
0
X1Q+c2(ζ
∗
2), (4.2b)
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and with the notation Eq.(3.24), ζN+ j = −k20/ζ∗j as well as the associated norming
constant such that CN+ j = Q
†
+C¯ jQ
†
+. From the Eq.(2.102c) for j = 1, 2, · · · ,N , we
have
c1(ζ
∗
1) =
C1
ζ∗
1
− ζ1 e
2iθ(x,t;ζ1), c2(ζ
∗
2) =
ζ1
ζ∗
1
k2
0
(ζ∗
1
− ζ1)
Q
†
+C
†
1
Q
†
+e
−2iθ(x,t;ζ∗
1
). (4.3)
Obviously the expression of X1 and X2 can be derived by the Eqs.(4.2)
X1 =
[
I2 − i
ζ1
A−12 Q+c1(ζ
∗
1)
] A1 − ζ
∗
1
ζ1k
2
0
Q+c2(ζ
∗
2)A
−1
2 Q+c1(ζ
∗
1)

−1
, (4.4a)
X2 =
I2 + iζ
∗
1
k2
0
A−11 Q+c2(ζ
∗
2)

A2 − ζ
∗
1
ζ1k
2
0
Q+c1(ζ
∗
1)A
−1
1 Q+c2(ζ
∗
2)

−1
, (4.4b)
where
A1 = I2 +
i
(ζ∗
1
)2 + k2
0
C
†
1
Q
†
+e
−2iθ(ζ∗
1
), (4.5a)
A2 = A
†
1
= I2 − i
ζ2
1
+ k2
0
Q+C1e
2iθ(ζ1), (4.5b)
and the norming constant C1 is
C1 =
 ̺1 ̺0
̺0 ̺2
 , (4.6)
with ̺i ∈ C for (i = 0, 1, 2).
4.1. The scalar focusing modified KdV equation
For scalar case, i.e., the Q(x, t) = q(x, t), then from Eq.(4.1), the NZBCs (1.4) and
(1.5), the solution of the focusing modified KdV equation (1.2) can be written as for
N = 1
q(x, t) = q+ − iX1e−2iθ(ζ∗1 )̺†1 + iX2e2iθ(ζ1)
q+̺1q+
ζ2
1
, (4.7)
where
X1 =
[
1 − i
ζ1
A−12 q+c1(ζ
∗
1)
] A1 − ζ
∗
1
ζ1k
2
0
q+c2(ζ
∗
2)A
−1
2 q+c1(ζ
∗
1)

−1
, (4.8a)
X2 =
1 + iζ
∗
1
k2
0
A−11 q+c2(ζ
∗
2)

A2 − ζ
∗
1
ζ1k
2
0
q+c1(ζ
∗
1)A
−1
1 q+c2(ζ
∗
2)

−1
, (4.8b)
A1 = 1 +
i
(ζ∗
1
)2 + k2
0
̺
†
1
q
†
+e
−2iθ(ζ∗
1
), c1(ζ
∗
1) =
̺1
ζ∗
1
− ζ1 e
2iθ(x,t;ζ1), (4.8c)
A2 = 1 − i
ζ2
1
+ k2
0
q+̺1e
2iθ(ζ1), c2(ζ
∗
2) =
ζ1
ζ∗
1
k2
0
(ζ∗
1
− ζ1)
q
†
+̺
†
1
q
†
+e
−2iθ(x,t;ζ∗
1
). (4.8d)
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Remark 4.2. Similar to the study of nonlinear Schro¨dinger equation [45], the Tajiri-
Watanabe breather solution [51] will be obtained by taking the eigenvalue ζ1 ∈ D+.
When the eigenvalue ζ1 is on the imaginary axis (Imζ1 > k0), the Kuznetsov-Ma solu-
tion [52, 53] can be obtained. When the eigenvalue is on the circle C0, the Akhmediev
breather solution [54] can be obtained.
The dynamic behavior of the one-soliton solution can be expressed as Figure 3 by
selecting appropriate parameters
(a1) (b1) (c1)
(a2) (b2) (c2)
Figure 3. (a1) The bright soliton solution with the parameters k0 = 1, z1 = 2i, ̺1 = 1; (b1) The
breather solution with the parameters k0 = 1, z1 = 1 +
3
2
i, ̺1 = 1; (c1) The soliton solution with
the parameters k0 = 1, z1 =
1
2
+
√
3
2
i, ̺1 = 1; (a1-c1) The propagation view of corresponding
solution at different times.
ForN = 2, the two-soliton solution can be given by the Eq.(3.22), i.e.,
q(x, t) = q+ − ie−2iθ(ζ∗1 )X1C†1 − ie−2iθ(ζ
∗
2
)X2C
†
2
+
iq+C1q+
ζ2
1
e2iθ(ζ1)X3 +
iq+C2q+
ζ2
2
e2iθ(ζ2)X4,
(4.9)
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where the Xi (i = 1, 2, 3, 4) are determined by
X1
1 − iζ
∗
1
k2
0
q+c3(ζ
∗
1)
 = 1 − 1
ζ1
X3q+c1(ζ
∗
1) −
1
ζ2
X4q+c2(ζ
∗
1) +
iζ∗
2
k2
0
X2q+c4(ζ
∗
1), (4.10a)
X2
1 − iζ
∗
2
k2
0
q+c4(ζ
∗
2)
 = 1 − 1
ζ1
X3q+c1(ζ
∗
2) −
1
ζ2
X4q+c2(ζ
∗
2) +
iζ∗
1
k2
0
X1q+c3(ζ
∗
2), (4.10b)
X3
(
1 +
1
ζ1
q+c1(ζ
∗
3)
)
= 1 − 1
ζ2
X4q+c2(ζ
∗
3) +
iζ∗
1
k2
0
X1q+c3(ζ
∗
3) +
iζ∗
2
k2
0
X2q+c4(ζ
∗
3), (4.10c)
X4
(
1 +
1
ζ2
q+c2(ζ
∗
3)
)
= 1 − 1
ζ1
X3q+c1(ζ
∗
4) +
iζ∗
1
k2
0
X1q+c3(ζ
∗
4) +
iζ∗
2
k2
0
X2q+c4(ζ
∗
4). (4.10d)
The dynamic behavior of the two-soliton solution can be expressed as Figure 4 by
selecting appropriate parameters
(a) (b)
Figure 4. Propagation of the two-soliton solution with the the parameters (a) k0 = 1, z1 = 2i,
z2 = −2 + i/2, C1 = C2 = 1. (b) the wave propagation of the two-soliton solution with t = −2,
t = 0, t = 2.
4.2. The potential is the symmetric matrix
Similar to the scalar case, in order to obtain the soliton solution for the potential Q
is the 2 × 2 symmetric matrix, we need to accurately calculate the expressions of X1
and X2. Now for convenience, let’s assume Q+ = k0I2, and from Eqs.(4.6) and (4.7) we
have
X1 = Υ1Γ
−1
1 , X2 = Υ2Γ
−1
2 , (4.11a)
Υ1 = I2 − h11C1 − h12I2, Υ2 = I2 + h21C1 − h22I2, (4.11b)
Γ1 = I2 + e
−2iθ(ζ∗
1
)
(
g11C
†
1
− g12C†1C1
)
, (4.11c)
Γ2 = I2 + e
2iθ(ζ1)
(
g21C1 − g22C1C†1
)
, (4.11d)
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where
h11 =
ik0
ζ1(ζ
∗
1
− ζ1)
e2iθ(ζ1)
̟
∗
1
, h12 =
k2
0
detC1
ζ1(ζ
∗
1
− ζ1)(ζ21 + k20)
e4iθ(ζ1)
̟
∗
1
, (4.12a)
h21 =
iζ1
k0(ζ
∗
1
− ζ1)
e−2iθ(ζ
∗
1
)
̟1
, h22 =
ζ1 detC
†
1
(ζ∗
1
− ζ1)((ζ∗1)2 + k20)
e−4iθ(ζ
∗
1
)
̟1
, (4.12b)
g11 =
ik0
(ζ∗
1
)2 + k2
0
1 + (ζ
∗
1
)2 + k2
0
ζ2
1
+ k2
0
detC1
(ζ∗
1
− ζ1)2
e4iθ(ζ1)
̟
∗
1
 , (4.12c)
g21 = − ik0
ζ2
1
+ k2
0
1 + ζ
2
1
+ k2
0
(ζ∗
1
)2 + k2
0
detC
†
1
(ζ∗
1
− ζ1)2
e−4iθ(ζ
∗
1
)
̟
∗
1
 , (4.12d)
g12 =
1
(ζ∗
1
− ζ1)2
e2iθ(ζ1)
̟
∗
1
, g22 =
1
(ζ∗
1
− ζ1)2
e−2iθ(ζ
∗
1
)
̟1
, (4.12e)
with
A−11 =
1
̟1
I2 + ik0
(ζ∗
1
)2 + k2
0
e−2iθ(ζ
∗
1
)cof(C
†
1
)
 , (4.13a)
A−12 =
1
̟
∗
1
I2 − ik0
ζ2
1
+ k2
0
e2iθ(ζ1)cof(C1)
 , (4.13b)
̟1 = det A1 = 1 +
ik0
(ζ∗
1
)2 + k2
0
e−2iθ(ζ
∗
1
)trace(C
†
1
) − k
2
0
((ζ∗
1
)2 + k2
0
)
e−4iθ(ζ
∗
1
) detC
†
1
. (4.13c)
Obviously when the matrix C1 is rank 1, i.e., detC1 = 0, the above equations can be
written as
Υ1 = I2 − h11C1, Υ2 = I2 + h21C†1, (4.14a)
Γ1 = I2 + e
−2iθ(ζ∗
1
)
 ik0
(ζ∗
1
)2 + k2
0
C
†
1
− g12C†1C1
 , (4.14b)
Γ2 = I2 + e
2iθ(ζ1)
− ik0
(ζ1)2 + k
2
0
C1 − g22C1C†1
 . (4.14c)
The various soliton solutions can be obtained by using the above expressions. In
Fig. 5, for the general discrete eigenvalue z1 ∈ D+, (a1 − c1) show a soliton solution
of Eq.(1.2) with the 2× 2 symmetric matrix Q Eq.(1.3) when the norming constant is a
full rank matrix, and (a2 − c2) are the propagation views of the corresponding soliton
solution at different times. The difference between Fig. 6 and Fig. 5 is that the norming
constant is not a full rank matrix but is equal to one. In Appendix D, we discuss the
large x asymptotic behavior when the norming constant detC1 = 0 and detC1 , 0.
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(a1) (b1) (c1)
(a2) (b2) (c2)
Figure 5. (a1-c1) The breather wave of the solution Eq.(4.1), i.e., three components (q0, q1, q2)
with Q+ = I2, ζ1 = 1 + 3i/2, ̺1 = ̺0 ≡ 1, ̺2 = 3, then detC1 , 0. (a2-c2) The propagation view
of soliton solution in different time.
(a1) (b1) (c1)
(a2) (b2) (c2)
Figure 6. (a1-c1) The breather wave of the solution Eq.(4.1), i.e., three components (q0, q1, q2)
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with Q+ = I2, ζ1 = 1 + 3i/2, ̺1 = 1, ̺0 = i, ̺2 = −1, then detC1 = 0. (a2-c2) the propagation
view of soliton solution in different time.
In Figs 7 and 8, we present the soliton solutions when the discrete eigenvalue z1 ∈
D+ is purely imaginary (z1 = iZ, Z > k0). Similar to the Figs 5 and 6, the two cases are
discussed including detC1 = 0 and detC1 , 0.
(a1) (b1) (c1)
(a2) (b2) (c2)
Figure 7. (a1-b1) The bright soliton solution, (c1) the bright-dark soliton solution i.e., three
components (q0, q1 q2) with Q+ = I2, ζ1 = 3i/2, ̺1 = 1, ̺0 = i, ̺2 = −1, then detC1 = 0. (a2-c2)
the propagation view of soliton solution in different time.
(a1) (b1) (c1)
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(a2) (b2) (c2)
Figure 8. (a1) The M-type soliton solution, (b1-c1) the bright soliton solution, i.e., three com-
ponents (q0, q1, q2) with Q+ = I2, ζ1 = 3i/2, ̺1 = 1, ̺0 = 1, ̺2 = 2, then detC1 , 0. (a2-c2) the
propagation view of soliton solution in different time.
In what follows, the soliton solution of Eq.(1.2) will be derived based on Eq.(4.9)
forN = 2 shown in Figure 9. Note that the Xi (i = 1, 2, 3, 4) are determined by
X1
1 − iζ
∗
1
k2
0
Q+c3(ζ
∗
1)
 = 1 − X3Q+
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∗
1) −
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∗
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∗
2
k2
0
c4(ζ
∗
1), (4.15a)
X2
1 − iζ
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∗
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∗
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iX1Q+ζ
∗
1
k2
0
c3(ζ
∗
2), (4.15b)
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(
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ζ2
c2(ζ
∗
3) +
iX1Q+ζ
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1
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2
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0
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∗
3), (4.15c)
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(
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1
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1
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0
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∗
2
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0
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∗
4). (4.15d)
with
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∗
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1
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1
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∗
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†
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1
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1
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2
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∗
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†
1
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†
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0
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1
− ζ1)
e−2iθ(ζ
∗
1
), c3(ζ
∗
4) =
ζ2Q
†
+C
†
1
Q
†
+
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1
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0
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†
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†
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Now we just discuss the special case for the norming constants C1 =
 0 1
1 0
 and
C2 =
 1 0
0 0
, and give the soliton solution q1 as example for N = 2 shown in Fig 9
due to under the conditions C1 and C2, the solution of the equations about the q0 and
q2 are not related to eigenvalue z2, namely
(a) (b)
Figure 9. Propagation of the solution with the the parameters k0 = 1, z1 = −2i, z2 = 2 + 2i. (a)
the two-soliton solution. (b) the wave propagation of the two-soliton solution with t = 0.
5. Conclusions and discussions
We have systematically established the inverse scattering theory of the focusing
and defocusing mmKdV equation with nonzero boundary conditions at infinity. In the
direct scattering problem,the properties of the Jost eigenfunctions and the scattering
matrix have established, including analytical, asymptotic and symmetrical. According
to the analysis of Jost eigenfunctions and scattering data, we have introduced the mero-
morphic functions to establish a suitable RH problem. We have used Cauchy projection
operator and Plemelj’s formula to solve this RH problem to reconstruct the modified
eigenfunction, and then used these results and the asymptotic behaviours of the mod-
ified eigenfunctions to construct the potential function of mmKdV equation. Finally,
we have given the exact solution of the mmKdV equation with no reflection.
In order to study the dynamic behavior of the solution of the mmKdV equation, we
have studied in detail in two cases, including the scalar form and the potential function
is a 2 × 2 symmetric matrix. In addition, we have analyzed that the value of NZBCs at
infinity can be arbitrarily selected under the condition that the Eq.(1.2) is satisfied.
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Appendix A. Proof of Eqs 4.11:
From the Eqs.(4.4a)-(4.5b), one has
X1 =
[
I2 − i
ζ1
A−12 Q+c1(ζ
∗
1)
] A1 − ζ
∗
1
ζ1k
2
0
Q+c2(ζ
∗
2)A
−1
2 Q+c1(ζ
∗
1)

−1
, Υ1Γ
−1
1 ,
where
Υ1 = I2 − i
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∗
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ζ2
1
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0
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2iθ(ζ1)
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∗
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0
C
†
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I2 − ik0
ζ2
1
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0
1 + (ζ
∗
1
)2 + k2
0
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1
+ k2
0
detC1
(ζ∗
1
− ζ1)2
e4iθ(ζ1)
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∗
1
 I2 − 1
(ζ∗
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− ζ1)2
e2iθ(ζ1)
̟
∗
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C1
 .
The X2 can be proved in the same way.
Appendix B. The boundary condition Q+
In this Appendix, we will explain the reason why the boundary value condition Q+
can be chosen k0Im as x→ +∞ generally.
42
Note that whether the solution Q(x, t) of the Eq.(1.2) is left-multiplication or right-
multiplication by an arbitrary constant unitary matrix, it is still the solution of the
Eq.(1.2). Thus for the potential Q with an arbitrary condition Q+ as x → +∞, without
loss of generality we can introduce a new potential Q˜ = BQC satisfying Q˜ = k0Im,
where B and C are the arbitrary constant unitary matrix. It’s not difficult to verify that
Q˜ is the solution of the Eq.(1.2) and means that BQC = k0Im. Obviously one has
Q˜(x, t) = BQ(x, t)(Q
†
+/k0)B
†.
In addition, the new potential Q˜ is symmetric matrix, which leads to
Q(x, t) = B†B∗(Q†+/k0)Q(x, t)B
TB(Q+/k0). (B1)
Note (B1) is satisfied when
BTB = Q
†
+/k0
and the Takagi’s factorization algorithm can guarantee the existence of B.
Appendix C. The trace formula and theta condition
The so-called trace formula is to use the scattering data including the discrete eigen-
values and reflection coefficients to represent the scattering coefficients for the scalar
equation as shown in Ref.[55]. Moreover, when under non-zero boundary conditions,
the trace formula can also show the asymptotic phase difference of the potential func-
tion and the scattering data, that is, theta condition in Ref.[43, 45]. For vector or matrix
type partial differential equations (PDE), there are similar trace formula and theta con-
dition, but it should be noted that for matrix PDE, reconstruction of the scattering data
a(z) and a¯(z) is more difficult based on this fact the Eqs.(2.36) and (2.56) need to be de-
composed. Therefore we next derive the trace formula for det a(z), which gives a weak
version of theta condition for the focusing modified KdV equation. The defocusing
modified KdV equation can be shown in a similar way.
Simple zeros: Assume that the set Eq.(2.76a) is the simple zeros of det a(z). Re-
calling the Proposition 2.4, one has that z = zn and z = −k20/z∗n are the zeros of det a(z),
which is analytic in D+, and that z = z∗n and z = −k20/zn are the zeros of det a¯(z), which
is analytic in D−. Then we introduce
ϑ+(z) = det a(z)
N∏
n=1
(z − z∗n)(z + q20/zn)
(z − zn)(z + q20/z∗n)
, (5.1)
ϑ−(z) = det a¯(z)
N∏
n=1
(z − zn)(z + q20/z∗n)
(z − z∗n)(z + q20/zn)
, (5.2)
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which are analytic inD+ andD− respectively, and have no zeros point in their respective
regions D±. Note that det S (z) = 1 and the asymptotic behavior of S (z) as z → ∞ we
have
ϑ+(z)ϑ−(z) = det
(
Im + ρ
†(z)ρ(z)
)−1
, z ∈ Σ,
which can be written as a scalar RH problem
logϑ+(z) − log(1/ϑ−(z)) = − log det
(
Im + ρ
†(z)ρ(z)
)
, z ∈ Σ.
Combining Lemma 3.2, we can get the solution of the RH problem
logϑ±(z) = ∓ 1
2πi
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
)
ζ − z dζ.
Then the trace formula can be given
det a(z) = exp
− 12πi
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
)
ζ − z dζ
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N∏
n=1
(z − z∗n)(z + q20/zn)
(z − zn)(z + q20/z∗n)
.
Using the asymptotic behavior of the scattering matrix Eq.(2.73) as z→ 0 one has that
det a(z) =
1
k2m
0
detQ+ detQ
†
−,
and that
detQ+ detQ
†
− = k
2m
0 exp
− 12πi
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
)
ζ
dζ

N∏
n=1
e4iδn ,
where the δn represents the phase of zn, namely zn = |zn|eiδn .
In addition from the condition Eq.(1.5), we known that detQ± = km0 . When we take
the notation
detQ+ = k
m
0 e
iθ+ , detQ− = km0 e
iθ− ,
then the θ-condition can be derived
detQ+ detQ
†
− = k
2m
0 e
iθ+e−iθ−
= k2m0 exp
− 12πi
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
)
ζ
dζ

N∏
n=1
e4iδn ,
which can reduce to
θ+ − θ− = 1
2π
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
) dζ
ζ
+ 4
N∑
n=1
δn
44
Double zeros: Assume that the discrete spectrum are the double zeros, which
means that det a(zn) = det a
′(zn) = 0 and det a′′(zn) , 0. Similar to the simple ze-
ros case, introducing two analytic functions ϑ±(z) which have no zero point in D±
respectively
ϑ+(z) = det a(z)
N∏
n=1
(z − z∗n)2(z + q20/zn)2
(z − zn)2(z + q20/z∗n)2
,
ϑ−(z) = det a¯(z)
N∏
n=1
(z − zn)2(z + q20/z∗n)2
(z − z∗n)2(z + q20/zn)2
,
we finally get the trace formula and θ-condition
det a(z) = exp
− 12πi
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
)
ζ − z dζ

N∏
n=1
(z − z∗n)2(z + q20/zn)2
(z − zn)2(z + q20/z∗n)2
and
θ+ − θ− = 1
2π
∫
Σ
det
(
Im + ρ
†(z)ρ(z)
) dζ
ζ
+ 8
N∑
n=1
δn
Appendix D. Phase difference of one-soliton solution as x → ±∞
In this appendix, we will consider the asymptotic behavior of the one-soliton solu-
tion of the equation under the condition detC1 = 0 or detC1 , 0 as x→ ±∞. Resorting
to the Eq.(2.15) θ(x, t; z) = λ(z)
(
x + (4k2(z) + 2k2
0
)t
)
, and the Eq.(2.9) for ǫ = −1, one
has
λ(zn) =
1
2
zn + k
2
0
zn
 = 1
2
|zn|2zn + z∗nk20
|zn|2 =
1
2
zn + z
∗
nk
2
0
|zn|2

⇒ Imλ(zn) = 1
2
(Imzn)
1 − k
2
0
|zn|2
 = −Imλ(z∗n).
where zn ∈ Σ and we know that e2iθ(zn) and e−2iθ(z∗n) grow exponentially as x → −∞, and
decay exponentially as x → +∞. In addition, as x → +∞ using the Eqs.(4.11), (4.12)
and (4.13) yield that ̟1 → 1, and that Υ1,Υ2, Γ1, Γ2, X1 and X2 → I2, so Q(x, t)→ Q+.
In what follows, we discuss the asymptotic behavior as x → −∞. Note that there are
two cases at this time, i.e., detC1 = 0, and detC1 , 0.
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For the case detC1 = 0:
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For the case detC1 , 0:
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ζ∗
1
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i(|ζ1|2 + k20)2
k0(ζ
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1
− ζ1)2(ζ21 + k20)
C1e
2iθ(ζ1).
For the case detC1 , 0, according to the asymptotic property obtained above, we can
deduce the asymptotic property of X1 = Υ1Γ
−1
1
and X2 = Υ2Γ
−1
2
and judge that they are
exponentially decaying so as to further analyze the phase difference between potential
function Q(x, t) and boundary value condition Q− as x→ −∞. From the Eq.(4.1)
Q(x, t) = k0I2 − iΥ1Γ−11 e−2iθ(x,t;ζ
∗
1
)C
†
1
+
ik2
0
ζ2
1
Υ2Γ
−1
2 C1e
2iθ(x,t;ζ1)
= k0I2 + I2
k0(ζ
∗
1
− ζ1)
[
(ζ∗
1
)2 + k2
0
+ ζ−1
1
ζ∗
1
(ζ2
1
+ k2
0
)
]
k0(|ζ1|2 + k20)
= e−4iτk0I2,
which in turn implies
Q(x, t) ∼ Q− = e−4iτk0I2,
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where τ denotes the phase of the ζ1.
For the case detC1 = 0, from the Eqs.(4.11c) and (4.11d) we have
Γ−11 =
1
∆1
I2 + e−2iθ(ζ∗1 )cof
 ik0
(ζ∗
1
)2 + k2
0
I2 − 1
(ζ∗
1
− ζ1)2
e2iθ(ζ1)
̟
∗
1
C1
 cof(C†1)
 ,
Γ−12 =
1
∆∗
1
I2 + e2iθ(ζ1)cof
− ik0
ζ2
1
+ k2
0
I2 − 1
(ζ∗
1
− ζ1)2
e−2iθ(ζ
∗
1
)
̟1
C
†
1
 cof(C1)
 ,
∆1 = 1 + e
−2iθ(ζ∗
1
)trace
 ik0
(ζ∗
1
)2 + k2
0
C
†
1
− 1
(ζ∗
1
− ζ1)2
e2iθ(ζ1)
̟
∗
1
C
†
1
C1
 .
Note that detC1 = 0 yields that cof(C1)C1 = cof(C
†
1
)C
†
1
= 0. Therefore as x → −∞,
one has
̟1 ∼
ik0
(ζ∗
1
)2 + k2
0
e−2iθ(ζ
∗
1
)trace(C
†
1
),
̟∗1 ∼ −
ik0
ζ2
1
+ k2
0
e2iθ(ζ1)trace(C1),
and then
∆1 ∼ e
−2iθ(ζ∗
1
)trace
 ik0
(ζ∗
1
)2 + k2
0
C
†
1
+
1
(ζ∗
1
− ζ1)2
ζ2
1
+ k2
0
ik0trace(C1)
C
†
1
C1
  e−2iθ(ζ∗1 )∆−1 .
As a consequence, the asymptotic behaviour of the one-soliton solution can be derived
by as x → −∞ for detC1 = 0, i.e.,
Q(x, t) = k0I2 − iΥ1Γ−11 C†1e−2iθ(ζ
∗
1
) +
ik2
0
ζ2
1
Υ2Γ
−1
2 C1e
2iθ(ζ1)
∼ Q+ − 1
∆1
I2 + ζ
2
1
+ k2
0
C1
ζ1(ζ
∗
1
− ζ1)
C†1e−2iθ(ζ∗1 ) + 1∆∗
1
I2 + ζ1((ζ
∗
1
)2 + k2
0
)
k2
0
(ζ∗
1
− ζ1)trace(C†1)
C
†
1
 k
2
0
C1
ζ2
1
e2iθ(ζ1)
∼ Q+ −
iC
†
1
∆−
1
+
i(ζ∗
1
)2 + k2
0
ζ1(ζ
∗
1
− ζ1)trace(C†1)(∆−1 )∗
(C1C
†
1
+C
†
1
C1) +
ik2
0
C1
ζ2
1
(∆−
1
)∗
.
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