In this paper we take up again the deformation theory for K-linear pseudofunctors initiated in [4] with a two-fold purpose. Firstly, we introduce the notion of weak 2-cosemisimplicial object in a 2-category and show that the deformation complex X
Introduction
In [4] , we introduced a deformation complex for K-linear unitary pseudofunctors which turned out to describe the so-called purely pseudofunctorial first order deformations. This was a generalization to the many objects setting of Yetter's deformation theory for monoidal functors (see [13] , [14] ). A common feature of both deformation theories, which also appears in other categorical or 2-categorical deformation theories, such as Crane and Yetter's deformation theory for semigroupal categories [2] ) or the deformation theory for semigroupal 2-categories [4] , is the presence of suitable "padding operators" in the definition of the coboundary maps. These operators may look like something artificial in the construction. The first purpose of this paper is to give a framework where they appear most naturally. Our point of view is that the presence of such padding operators is a consequence of the intrinsically higher-dimensional nature of the structures that are being deformed. Conjecturally, they are the shadow of a higher-dimensional description, still to be found, of the corresponding deformation theory. In this sense, we guess that the right setting for studying categorical deformations should involve a suitable notion of 2-cochain complex, together with the corresponding notion of 2-co(semi)implicial object in a 2-category. Along these lines, we introduce in this paper a notion of weak 2-cosemisimplicial object in an arbitrary 2-category (a 2-dimensional weak version of the classical cosemisimplicial objects in a category), and we show that the deformation complex of a K-linear unitary pseudofunctor F can be obtained from such an object that may be associated to F . It is precisely in this process of going from the weak 2-cosemisimplicial object to the cochain complex that the padding operators appear. Presumably, this process involves a loss of information. It is then tempting to think that more information should be contained in the hypothetical (weak) 2-cochain complex that should be derived from the weak 2-cosemisimplicial object, and that this 2-cochain complex gives a more complete description of the deformations of the pseudofunctor (including, for example, deformations at the level of 1-morphisms).
At this point, it is worth mentioning the works by R. Street on cohomology with coefficients in an (n-)category [10] , [9] , [11] . Actually, this author has recently given (see [11] ) a precise definition of what he calls the descent ncategory of any cosimplicial n-category E
• . It seems possible that this notion of descent n-categories (or some variant of it) provides the right setting we are claiming for to give the cohomological description of the deformations of higher dimensional algebraic structures.
The second purpose of the paper concerns higher-order obstructions. It remained as an open question in [4] if the obstructions to the integrability of an n th -order deformation indeed live in one of the cohomology groups, a condition which, according to Gerstenhaber [5] , must satisfy any good cohomological deformation theory. We prove that this is indeed the case. More explicitly, we show that the obstructions correspond to 3-cocycles in the deformation complex introduced in [4] . To prove this, we use a generalization to the context of K-linear categories of the Markl and Stasheff deviation calculus [8] . As it will be seen, the previously constructed weak 2-cosemisimplicial object turns out to be quite useful in making the proof easy to write.
The paper is organized as follows. Section 2 contains some definitions and preliminary results needed later. In Section 3, we recall the notion of deformation of a pseudofunctor we work with as well as the definition of the deformation complex as given in [4] . In Section 4 we define weak 2-cosemisimplicial objects in an arbitrary (strict) 2-category and prove the corresponding coherence theorem. In Section 5 we focus the attention on the special case of the 2-category Cat K of (small) K-linear categories and we show how in this case usual cochain complexes of K-modules can be obtained from a suitably enhanced weak 2-cosemisimplicial object in Cat K . In the next section, we go back to the deformation theory of a pseudofunctor, proving that one can construct a (trivially enhanced) weak 2-cosemisimplicial object from any pseudofunctor and that, when the pseudofunctor is K-linear, its deformation complex coincides with one of the cochain complexes one may obtain by the method in the previous section. Finally, in Section 7 we generalize Markl and Stasheff deviation calculus to the context of arbitrary K-linear categories. This technique is used in the next section to prove that the obstructions to the integrability of a partial deformation indeed live in the corresponding cohomology.
Preliminaries
Unless otherwise indicated, K denotes a given commutative field. Let us first recall the definition of a pseudofunctor between 2-categories (see, for ex., [1] ). • F 0 = {F 0 (X) : F X,X (id X ) ⇒ id F (X) } is a collection of 2-isomorphisms, indexed by objects X ∈ |C|.
Moreover, this data must satisfy the following coherence axioms (for short, the indexing objects are omitted so that we just write F (f, g) and F (f )):
(A1) (Composition axiom) For all paths of 1-morphisms
X f → Y g → Z h → T ,
the following diagram commutes
(A2) (Unit axioms) For any 1-morphism f : X → Y , the following equalities hold:
1 In this paper, the arguments in F are written in the reverse order to that used in [4] .
The whole set of 2-isomorphisms F (f, g) and F 0 (X), for all objects X and composable 1-morphisms f, g, will be called the pseudofunctorial structure on F . When they are all identities the pseudofunctor is called a 2-functor. When only the F 0 (X) are identities, we will call it a unitary pseudofunctor.
For later use, we give in the next Lemma a "component-free" description of the above composition axiom. The proof is an easy exercise left to the reader. 
Then, the previous composition axiom is equivalent to the commutativity of the diagrams of natural transformations
for all ordered quadruples (X, Y, Z, T ) of objects in C.
The above definitions may be extended to the K-linear context using the Deligne product between K-linear categories and functors (see, for ex., [14] , Chap. 10). Furthermore, we will need to define the K[[h]]-linear extensions of the corresponding K-linear versions. Such definitions already appear in [4] , although they were formulated without using the notion of Deligne product.
Recall that by a K-linear category one means a category C enriched over the monoidal category V ect K of K-vector spaces. The corresponding topological version will be called a complete K 
Similarly ] is defined in the obvious way in terms of the composition in C and the product rule of formal power series. In particular, the identity morphisms in C [[h] ] are the same as in C. It seems that these categories were introduced for the first time by Drinfeld [3] in his study of the quasiHopf algebras, providing the setting for the deformation theory of monoidal categories (see Crane and Yetter [2] and Yetter [14] ). For its later use, let us state the following result, whose proof is left to the reader (it is the analog in the context of categories of a well-known result about the topological tensor product between topologically free K[[h]]-modules):
Notice that the defining natural isomorphisms
] acting on objects as F and such that
′ and K-linear categories C. The proof of the next lemma is also left to the reader.
Lemma 2.6 For any
Another easy but important fact needed later is the following:
sending the formal power series k≥0 τ k h k to the natural transformation τ h :
Furthermore, under this identification, the vertical and horizontal compositions of naturals transformations are given by the usual product rule of formal power series.
Proof. By definition, a natural transformation τ h :
, for all objects X of C. But a generic such morphism is of the form
The proof reduces to show that the naturality of (τ h ) X in X is equivalent to the naturality in X of the (τ n ) X , for all n ≥ 0. This last condition may be shown by an easy induction which is left to the reader. 
Also implicit in (2.10) is the fact that the vertical composition of two such 2-morphisms is given by the usual product rule of formal power series, while (2.11) means that the composition of 1-morphisms in C[ [h] ] is the same as in C and the horizontal composition of two 2-morphisms τ h : f ⇒ f ′ : X −→ Y and σ h : g ⇒ g ′ : Y −→ Z is given by the product rule. 
• Ψ X,Y,Z Hence, the following definition makes sense (see also Lemma 2.7).
] acting on objects as F and whose remaining structural data is given by: 
We leave to the reader to check that the previous data indeed define a 
3 Deformation complex of a K-linear pseudofunctor
which in the unitary case described the purely pseudofunctorial first order deformations of F . A fundamental question which remained open was if the obstructions to the integrability of a partial deformation live in some of the cohomology groups. This point is settled down in Section 8 using an analog of Markl and Stasheff deviation calculus [8] . In this section, we recall the necessary definitions from [4] . Definition 2.9) only in the pseudofunctorial structure, which must be of the form (X)} X , for all k ≥ 1. However, they are not arbitrary. They must be such that the corresponding natural transformations (3.1) and 2-morphisms (3.2) indeed define a pseudofunctorial structure on F h . Next result makes precise the conditions they must satisfy in a form suitable to our purposes. In particular, the diagrams which appear are of the right kind for the notion of deviation introduced in Section 7 to make sense. 
(2) For all objects X, Y ∈ |C|, all 1-morphisms f : X −→ Y and all k ≥ 1, the following equalities hold
The set of equations (3.3) together with (3.8)-(3.9) play the role of the associativity equation in the study of the formal deformations of an associative algebra [5] , and are called the structural or deformation equations.
Proof. By the topological K[[h]
]-linear version of Lemma 2.2, we know that the composition axiom is equivalent to the commutativity of the diagrams
for all objects X, Y, Z, T ∈ |C|. Now, using Lemma 2.6, we obtain that
, whose existence follows from Lemma 2.5. On the other hand, a straightforward computation shows that
for all pairs i, j, where the σ ij X,Y,Z,T (h) are the natural transformations (3.4)-(3.7). Hence, condition (2.9) on F h takes the form
By the interchange law this is equivalent to
and, since Ψ X,Y,Z,T is an isomorphism (in particular, essentially surjective), the terms in Ψ X,Y,Z,T may indeed be cancelled to give the equivalent condition (3.3). The proof that equalities (3.8)-(3.9) are in turn equivalent to the unit axioms on the deformed pseudofunctor F h is left to the reader.
2
Together with the notion of purely pseudofunctorial formal deformation, in [4] we also introduced the corresponding notion of purely pseudofunctorial n thorder deformation, for all n ≥ 1. It is defined in the same way as the formal deformations by replacing the ring of formal power series
Using arguments similar to those made above, it may be shown that such a deformation is completely given by families { F k X,Y,Z } and {F k 0 (X)} as above, for k = 1, . . . , n, satisfying the deformation equations (3.3) up to h n+1 and (3.8)-(3.9) for all k = 1, . . . , n. The details are left to the reader.
Then, for any K-linear pseudofunctor F : C → D, we defined in [4] a cochain complex X
• (F ) whose vector spaces X n (F ) were given by
where
for all n ≥ 2 (they are the components of two particular F -iterates of multiplicity n chosen as references) and
if n = 1 (the unique F -iterate of multiplicity 1). Here, the c C and c D indexed by n + 1 objects, n ≥ 3, denote the unique n th -order induced composition functors in the corresponding 2-category. The coboundary map δ : X n−1 (F ) −→ X n (F ), n ≥ 2, was then defined in terms of the "padding" operators ⌈−⌉ associated to F (see [4] ) by the formula
with φ ∈ X n−1 (F ) and f i ∈ |C(X i , X i+1 )|, i = 0, . . . , n − 1 (notice that 1-morphisms f i are indexed differently with respect to the notation in [4] and that, as arguments of φ, they are written in the reverse order). We proved then the following: 
Weak 2-cosemisimplicial objects in a 2-category
As mentioned in the introduction, in this section we introduce the notion of weak 2-cosemisimplicial object in a 2-category as a sort of categorification of the classical notion of cosemisimplicial object in a category (see, for ex., [12] ). Our ultimate goal is to see that, associated to any pseudofunctor between 2-categories, we have one such object, and that the cochain complex of a K-linear pseudofunctor in the previous section can be obtained from it. This is done in Section 6. Recall that, given any category C, a cosemisimplicial object in C is any covariant functor K : ∆ s −→ C, where ∆ s (the semisimplicial category) is the subcategory of the simplicial category ∆ whose morphisms are the injections α : [i] ֒→ [n] (see [12] ). Using the presentation of ∆ s in terms of generators and relations, it can be shown that this is the same thing as a sequence of
To define the corresponding categorified notion, the category C should be replaced by a bicategory C, ∆ s by a suitable 'semisimplicial bicategory' 2∆ s (a of categorification of ∆ s ), and the functor K : ∆ s −→ C by a pseudofunctor F : 2∆ s −→ C. It will also be desirable in this case to have an analogous explicit description in terms of generators and relations. But this should require: (1) the analog for bicategories of a presentation by generators and relations, (2) an explicit presentation of 2∆ s by generators and relations, and (3) the analog for pseudofunctors of the fact that a functor is completely determined by the images of a set of generating morphisms satisfying the appropriate relations. To avoid doing this and at the same time to have a description as explicit as possible, we will instead take as our starting point the following definition, obtained by categorifying directly the description of a cosemisimplicial object in terms of the coface maps. To simplify, we further restrict to the context of 2-categories.
. . , n and n ≥ 1, and 2-isomorphisms (the cosemisimplicial coherers) τ
commute for all 0 ≤ i < j < k ≤ n + 2 and all n ≥ 1.
For short, such a weak 2-cosemisimplicial object will be denoted by the triple (X • , ∂, τ ) or just by X • , when there is no confusion. Notice that this definition includes as special cases the usual cosemisimplicial objects in a category C when we think of C as the 2-category with only the identity 2-morphisms.
The commutative diagrams in the above definition are the coherence laws that appear in any categorification process, and they are imposed to get the corresponding coherence theorem. To state this theorem, let us consider, for any s, k ≥ 1, the (small) subcategory C s,k of C(X s−1 , X s+k ) whose objects are all composites of the coface maps, i.e., all 1-morphisms f :
We will refer to such 1-morphisms as the ∂-paths from X s−1 to X s+k . Given two such ∂-paths f, f ′ , the morphisms from f to f ′ in C s,k are all possible pastings of the coherers τ n ij 's and the identity 2-morphisms of the coface maps giving a 2-morphism between them. They will be denoted by σ : f ⇒ f ′ because they are actually 2-morphisms in C. Hence, a generic morphism σ :
for some ∂-paths f α , f 
The coherence theorem states then the following:
Such a unique isomorphism will be called the canonical 2-isomorphism from f to f ′ , to distinguish it from all other possible 2-morphisms between f and f ′ that may exist in C.
To prove the theorem, let us consider the graph G s,k with vertices all ∂-paths f : X s−1 → X s+k and with edges all the expanded coherers (hence, C s,k is the quotient of the free groupoid generated by G s,k modulo the above coherence relations). It has (s + 1)(s + 2) · · · (s + k + 1) vertices and it is a degree k regular graph (i.e., for any vertex, the total number of incident edges is equal to k). It follows that G s,k has
The sum i 0 + · · · + i k will be called the height of the vertex and denoted by h(i 0 , . . . , i k ). We further define the rank of such a vertex, denoted by r(i 0 , . . . , i k ), as the number of strictly positive jumps we meet when going from i 0 to i k . Hence, 0 ≤ r(i 0 , . . . , i k ) ≤ k. For example, r(1, 2, 3, 2, 4) = 3 and r(1, 1, 2, 3) = 2. If we agree that an edge goes out of a vertex when the vertex is the domain of the expanded coherer represented by that edge, while it goes into a vertex when the vertex is its codomain (equivalently, the domain of the inverse morphism), then the rank of a vertex corresponds to the number of edges going out of the vertex. A vertex (i 0 , . . . , i k ) will be called an out-vertex when its rank is k (all edges go out of the vertex), and an in-vertex when its rank is zero (all edges go into the vertex). Note that the out-vertices in G s,k are in one-one correspondence with the subsets of k + 1 elements of the set {0, 1, . . . , s + k}, because it must be i 0 < i 1 < · · · < i k . In particular, two differents out-vertices have different heights. Finally, if the edges of a path in G s,k , taken in order, involve only expanded coherers and none of its inverses (resp. only inverses of the expanded coherers), the path will be called directed (resp. inversely directed).
In Fig 1 we show the graph G 1,2 . It has various connected components, each one with exactly one out-vertex and exactly one in-vertex, and all components are isomorphic (they are all hexagonal diagrams as those in the theorem). Actually, this is true for all graphs G s,k , with s, k ≥ 1. To see that, we need the following basic property of G s,k . Proof. Let us identify each entry i p (p = 0, . . . , k) with its initial position p in the (k + 1)-tuple. As we move along a path in G s,k that starts in this vertex, the 
, . . . , p}). In this case, we necessarily have i ′ q ∈ {i q − (q − 1 − p + t), . . . , i q } (q − 1 − p is the initial number of entries between i q and i p , so that q − 1 − p + t is the number of entries that i q may have passed over before taking the value i ′ q ). Hence
ao that the vertex is still not an in-vertex. On the other hand, it is clear that, when all such "transpositions" have been made, the resulting vertex is indeed an in-vertex. Now, there are k(k + 1)/2 such "transpositions" to be made. Hence, since going through one directed edge in the graph corresponds to making exactly one of these "transpositions", we conclude that we get an in-vertex after going over a directed path of length k(k + 1)/2 and only in this case.
Using this lemma, we can now prove the following description of the graphs G s,k , for all s, k ≥ 1.
connected components, each one with a unique out-vertex and a unique in-vertex. Furthermore, all of these components are isomorphic.
Proof. Since the out-vertices in G s,k are in one-one correspondence with the subsets of k + 1 elements of the set {0, 1, . . . , s + k}, to prove that G s,k has the stated number of components it is enough to see that there is exactly one out-vertex in each connected component. It is obvious that each component has at least one such vertex (just follow an inversely directed path from any vertex in the component until the end). To prove that it has at most one, suppose there are two different out-vertices (i ) in the same component C. In particular, they have different heights. Since there is no directed path connecting them (no directed path ends in an out-vertex), there must be directed paths γ, γ ′ starting at each one of the out-vertices which meet in some common vertex (i 0 , . . . , i k ). Following from this vertex a directed path γ until the end, we will get an in-vertex (i in 0 , . . . , i in k ). Now, by the previous proposition, all directed paths from an out-to an in-vertex have the same length, so that both composite paths γγ and γ ′ γ have the same length. On the other hand, when going round any directed edge, the height always decreases by exactly one unit. It follows that the height of the final in-vertex should have two different values, which makes no sense. Therefore, there is exactly one outvertex in each component. It immediately follows now that there is also exactly one in-vertex in each component, with a well-defined value of its height, equal to the height of the corresponding out-vertex minus k(k + 1)/2. It remains to see that all connected components are isomorphic. Indeed, let us denote by C(i 
and for any other vertex
where τ ′ is the composite of expanded coherers obtained from τ by suitably changing the indices of the expanded coherers which appear in τ , according to the corresponding initial out-vertex.
As example, we show in Fig. 2 the connected component C(0, 2, 3, 4) of the graph G 1,3 , whose in-vertex is (0, 1, 1, 1) . We see that it corresponds to the 1-skeleton of a 3-dimensional convex polytop whose 2-faces include 8 hexagonal faces (namely, homeomorphic copies of the components of G 1,2 ) together with analogs for the cosemisimplicial equations of the Stasheff associahedra for the assiciativity equation.
Let us now prove the coherence theorem stated above. It amounts to see that all closed paths in the 2-skeleton of S s,k , for all s, k ≥ 1 for which it makes sense to talk about the 2-skeleton, are a union of a certain number of hexagonal faces (homeomorphic copies of S 1,2 and commutative because of the coherence relations) together with some quadrilaterals (homeomorphic copies of S 1,1 ×S 1,1 and commutative by the interchange law). We proceed in a way similar to that followed by MacLane to prove the classical coherence theorem for monoidal categories (see [6] , [7] ).
Proof. (of the theorem)
be two arbitrary vertices in G s,k , corresponding to two objects f, f ′ in C s,k . We have to see that any two different paths between them in G s,k (if there exists any path at all) correspond to the same morphism in C s,k . We may assume that both vertices belong to the same connected component, because otherwise there is nothing to be shown. Let us denote by C s,k this component and let v in = (i in k , . . . , i in 0 ) be the corresponding in-vertex. We clearly have a directed path from each vertex v, v ′ to v in that we may choose in a canonical way, say by always applying in each step the expanded coherer 1 g ′ • τ n ij • 1 g with the least possible value of n (n will be called the laterality of the expanded coherer). This, together with the fact that C s,k is a groupoid, reduces the proof of the theorem to see that any two
′ from v starting with different edges, of lateralities n and n ′ , with n = n ′ . The situation is depicted in Fig 3 . It is clear from this figure that we just need to see that both initial edges can be made to converge to a common vertex v c in such a way that the resulting diagram D commutes in C s,k , the corresponding bottom diagrams D 1 , D 2 being commutative by the induction hypothesis. There are two possibilities, according to the value of |n − n ′ |. If |n − n ′ | = 1, the convergence may be achieved through an hexagonal diagram, which commutes in C s,k by the coherence relations. If |n − n ′ | > 1, we need just to apply the expanded coherers with the lateralities interchanged to get a square which will be commutative in C s,k by the interchange law. 5 Cochain complexes from weak 2-cosemisimplicial objects in Cat K Given a cosemisimplicial object in an abelian category, it is usual to consider the corresponding cochain complex and cohomology. Hence, the following question naturally raises: what are the analogs of these cochain complexes and their cohomologies in the case of a weak 2-cosemisimplicial object in a 2-category? As in the categorical setting, it is expected that finding these analogs will require restricting to suitable abelian 2-categories, for which hypothetical (weak) 2-cochain complexes will make sense. However, we will not pursue this direction here. Instead, the purpose of this section is to show that usual cochain complexes of K-modules may still be constructed from certain enhanced weak 2-cosemisimplicial objects in a particular 2-category. Namely, the 2-category Cat K having as objects the (small) K-linear categories, as 1-morphisms the K-linear functors and as 2-morphisms the natural transformations. As an example, which was our original motivation, we show in the next section that the purely pseudofunctorial deformation complex introduced in [4] for any K-linear pseudofunctor F may be obtained in this way from a suitable enhanced weak 2-cosemisimplicial object in Cat K associated to F . Suppose we are given a weak 2-cosemisimplicial object
(0 ≤ i < j ≤ n + 1, n ≥ 1) be the corresponding coface functors and cosemisimplicial coherers, which are natural isomorphisms in this case. To simplify notation, we shall write F i0,...,i k n to denote the composite functor
(n, k ≥ 1). According to Theorem 4.2, for all n, k ≥ 1 and (i 0 , . . . , i k ) = (j 0 , . . . , j k ), with i q , j q ∈ {0, 1, . . . , n + q} and q = 0, 1, . . . , k, there exists at most one canonical natural isomorphism from F i0,...,i k n to F j0,...,j k n , given by pasting the appropriate coherers τ n ij 's and/or its inverses. It will be denoted by τ n (i0,...,i k ),(j0,...,j k ) . Notice that such canonical isomorphisms may not exist, depending on the (k + 1)-tuples (i 0 , . . . , i k ) and (j 0 , . . . , j k ). This is because, as seen before, the graph G n,k is not connected. For example, there is no canonical path between F . When (i 0 , . . . , i k ) = (j 0 , . . . , j k ), we will agree that τ n (i0,...,i k ),(i0,...,i k ) denotes the corresponding identity natural transformation.
Roughly, the method of getting cochain complexes of K-modules from the weak 2-cosemisimplicial object C
• consists of the following. For all n ≥ 0, choose a pair of objects X n , X ′ n in each category C n , take for each such pair the corresponding K-modules of morphisms Hom C n (X n , X ′ n ) (they are indeed K-modules because C n is K-linear) and define coboundary maps between them using the coface functors F i n , which are K-linear. More explicitly, we would like these coboundary maps δ :
for all ϕ ∈ Hom C n−1 (X n−1 , X ′ n−1 ). This procedure, however, makes no sense in general, because the F i n (ϕ) belong to different K-modules of morphisms for different values of i ∈ {0, 1, . . . , n} (they have different domains and codomains). This could be easily overcomed if all such domains and codomains were (canonically) isomorphic to the corresponding reference objects X n and X ′ n , respectively, because we can then get morphisms in Hom C n (X n , X ′ n ) by just taking the composite of each term F i n (ϕ) with the appropriate (canonical) isomorphisms on the left and on the right. However, this will not be true for randomly chosen objects X n and X ′ n . One may try to fix that by choosing an object X ∈ |C 0 | and taking X n and X ′ n , for all n ≥ 1, equal to some iterated images of X by the coface functors F i n . For example, for n ≥ 1, we could inductively define
with X 0 = X ′ 0 = X. In this way, both the domain and codomain of F i n (ϕ), for all i = 0, . . . , n, will be of the form F i0,...,in−1 1 for some n-tuples of positive integers (i 0 , . . . , i n−1 ), so that they can be related via the natural isomorphisms τ n ij . Even in this way, however, the problem turns out to persist because of the non-connectedness of the graphs G 1,n−1 . Actually, the problem persists independently of how the references X n and X ′ n are chosen among all possible iterated images of X. This is easily seen by considering the cases n = 1 and n = 2. Suppose we take X 1 = F 1 1 (X). Then, for any ϕ : But a glance to the graph G 1,1 immediately shows that there is no choice for X 2 = F i 2 (X 1 ) such that it is simultaneously canonically isomorphic to these three domains.
The above discussion shows that to define cochain complexes by this method, with the coboundary maps given by Equation 5.1, we need some additional hypothesis on the weak 2-cosemisimplicial object C
• . This leads us to introduce the following definition.
Definition 5.1 Let C be any 2-category. By an enhanced weak 2-cosemisimplicial object in C we shall mean a weak 2-cosemisimplicial object
As the coherence relations on the τ n ij 's, the above condition on φ is related to a coherence theorem. To state this theorem, let us denote by C φ 1,k , for all k ≥ 1, the subcategory of C(X 0 , X k+1 ) with objects the same as in C 1,k (namely, the ∂-paths), but whose morphisms are all possible composites of expanded coherers of X
• and expansions of φ (i.e., 2-isomorphisms of the form 1 f •φ :
for some ∂-path f ). The new coherence theorem states then the following:
there is one and only one morphism (actually an isomorphism) in
Proof. Let G φ 1,k be the graph with vertices all ∂-paths f : X 0 → X k+1 and edges all the expanded coherers and expansions of φ. In particular, G φ 1,k contains G 1,k as a subgraph (see Figure 4 for the case k = 2). As in the previous section, we . . . , 1, 0, . . . , 0) , the number of 1's plus the number of 0's being equal to k+1. Starting at any such in-vertex and via the appropriate expansion of φ, we can move to the neighbour "dual" vertex (0, 1, . . . , 1, 0, . . . , 0), differing from it just in the first component. This is not an in-vertex, but it can be connected to the corresponding in-vertex through a path of expanded coherers. This new in-vertex will have one more zero than the initial one. Iterating this process, one finally gets the in-vertex (0, . . . , 0). Since this may be done for any initial in-vertex, we conclude that two arbitrary in-vertices are indeed connected in G and there is nothing to be shown. Suppose then that h(v) ≥ 1 and let γ, γ ′ be two directed paths starting at v. If the first edges in both γ and γ ′ coincide, the result follows directly by induction. Otherwise, the argument is similar to that used in the proof of Theorem 4.2. Namely, we see that both initial edges can be made to converge to a common vertex v c in such a way that the resulting diagram D commutes in C 
which holds by the interchange law. These unique isomorphisms between the objects in C φ 1,k will be called the canonical enhanced 2-isomorphisms and denoted by τ φ (i0,...,i k ),(j0,...,j k ) . Notice that, when the pair (i 0 , . . . , i k ), (j 0 , . . . , j k ) is such that there already exists a path of expanded coherers in G 1,k between the corresponding ∂-paths, this canonical enhanced 2-isomorphism τ φ (i0,...,i k ),(j0,...,j k ) coincides with the canonical 2-isomorphism τ 1 (i0,...,i k ),(j0,...,j k ) defined in the previous section.
Remark 5.3 Notice that, suprisingly, the graph G φ 1,2 turns out to be isomorphic to the connected components of G 1,3 and, hence, to the 1-skeleton of the 3-polytop S 1,3 (cf. Figs. 2 and 4 ). This suggests that the same may be true for all k ≥ 2 and that the two previous coherence theorem are somewhat related.
We may now carry out the above program. Let (C • , F, τ, φ) be an enhanced weak 2-cosemisimplicial object in Cat K and let us fix an object X ∈ |C 0 |. For all n ≥ 1, choose once and for all n-tuples of nonnegative integers (µ n 1 , . . . , µ n n ) and (ν n 1 , . . . , ν n n ), with µ n q , ν n q ∈ {0, . . . , q}, and define objects X n , X ′ n ∈ |C n | by
They will be called the domain and codomain reference objects in C n , respectively. According to the previous theorem, for all n ≥ 1 and i = 0, 1, . . . , n, we Hence, by taking the corresponding X-components, we get isomorphisms
Let us further denote by M n , for all n ≥ 1, the K-module of morphisms
We have then the following: 
. . . together with the coboundary maps
Xn−1 for any ϕ : X n−1 → X ′ n−1 and all 0 ≤ i < j ≤ n + 1. Then, proceeding in the usual way, we have
the last equality being obtained by a suitable reindexation in the first sum. Hence, the proof reduces to see that the α's, β's and τ 's satisfy the equations
( 5.7) for all 0 ≤ j ≤ i ≤ n (n ≥ 2). Now, from the very definition of all the involved terms, we have that the left-hand side in the first equality is nothing but the X-component of the canonical enhanced 2-isomorphism
while the right-hand side is the X-component of the canonical enhanced 2-isomorphism
By the coherence Theorem 5.2, both 2-isomorphisms coincide. The second equality is shown in a similar way. Let us now prove that the isomorphism class of the cochain complex is independent of the chosen references. Indeed, suppose we choose other references X n , X 
The coboundary operators δ : M n−1 → M n are defined as before, except that we have to use now the isomorphisms α φ i,n and β φ i,n corresponding to the new references. It easily follows again from Theorem 5.2 that the f n define a cochain map. Finally, suppose we choose another object Y ∼ = X, Y ∈ |C 0 | and let us denote by N n the corresponding K-modules, namely, for all n ≥ 1,
The coboundary maps are defined as before but using the Y -component of the corresponding canonical enhanced 2-isomorphisms, i.e., the isomorphisms
instead of the α φ i,n and β φ i,n . Now, if h : X → Y is an isomorphism, it follows immedatiely from the naturality of the canonical enhanced 2-isomorphisms that
and that a similar relation holds between the β φ i,n and the η φ i,n . Then, defining isomorphisms
it is easily checked that we obtain an isomorphism of cochain complexes. 2
Remark 5.5 Enhanced weak 2-cosemisimplicial objects are needed to define cochain complexes with coboundary maps of the form (5.1), where the alternating sum is over all coface functors F i n , for all i = 0, . . . , n. However, it is well-known that, given a cosemisimplicial object in an abelian category, there are other cochain complexes that may be defined from it. For example, one may define the so-called path space cochain complex (see [12] ), a cochain complex starting at X 1 instead of at X 0 and whose coboundary maps are given by the alternating sum δ = δ n has been omitted. In this sense, it is worth to point out that some of these alternative cochain complexes can be defined even for arbitrary 2-cosemisimplicial objects in Cat K . In particular, this is the case for the dual path space cochain complex of the previous path space, which is a cochain complex starting at X 2 and with coboundary maps given by δ = δ
(both δ 0 n and δ n n are omitted). We leave to the reader to check that it is indeed possible to choose reference objects X n , X ′ n in such a way that all the involved domains and codomains of the maps F i n , for all i = 1, . . . , n − 1, belong to the same connected component of the graph G 1,n−1 , so that no enhancement is needed in this case to construct a cochain complex by the previous method.
6 Weak 2-cosemisimplicial object of a pseudofunctor and the deformation complex
We are now in a position that enables us to prove the result mentioned in the introduction. Namely, that associated to any pseudofunctor F there is a weak 2-cosemisimplicial object in Cat and that, when F is K-linear, the cochain complex X • (F ) introduced in [4] is the cochain complex obtained by the above method from the corresponding weak 2-cosemisimplicial object in Cat K .
Let F : C → D be an arbitrary pseudofunctor between 2-categories. Included in these data, we have three collections of functors. Namely, the composition functors of C and D
and the functors
defining the action of F on the 1-and 2-morphisms. From such functors, and given X 0 , . . . , X n ∈ |C|, we may construct various iterates, differing in the way they apply an arbitrary path of 1-morphisms in C
to a path in D. More precisely, we define the following of iterate of F . Definition 6.1 Given n ≥ 1 and X 0 , . . . , X n ∈ |C|, an F X0,...,Xn -iterate is any functor
obtained as a composite of products of the functors
. . , X n } and U, V, W ∈ {F(X 0 ), . . . , F (X n )}, and possibly identity functors. By an F -iterate of multiplicity n, or simply an n-iterate if there is no ambiguity, we will mean a collection H = {H X0,...,Xn } (X0,...,Xn)∈|C| n+1 , where H X0,...,Xn is an F X0,...,Xn -iterate, called the (X 0 , . . . , X n )-component of H, the same for all collections X 0 , . . . , X n . Remark 6.2 When F is K-linear, the iterates may be thought of as K-linear
, where ⊙ denotes the Deligne product of K-linear categories.
According to the previous definition, the image of the above path γ by the (X 0 , . . . , X n )-component of a generic n-iterate H will be of the form
for some ordered partition {1, . . . , i 1 }, {i 1 + 1, . . . , i 1 + i 2 },{i 1 + i 2 + 1, . . . , i 1 + i 2 + i 3 },. . ., {i 1 + · · · + i r−1 + 1, . . . , i 1 + i 2 + · · · + i r } of the set {1, . . . , n}, with i 1 + i 2 + · · · + i r = n and 1 ≤ r ≤ n. Since such a partition completely defines the corresponding n-iterate and the partition itself is completely given by the sequence (i 1 , . . . , i r ), the corresponding n-iterate will be denoted by F (i1,...,ir ) . For example, there is a unique F -iterate of multiplicity n = 1, namely,
given by the family of functors defining the pseudofunctor F itself. For n = 2, we have two different F -iterates, F (1,1) and F (2) , sending the path F (g • f ) , respectively. Their (X, Y, Z)-components are given by
(in the K-linear case, the product × should be replaced by the Deligne product ⊙). The reader may easily check that there are four 3-iterates, which are exactly those defined by the families of functors appearing in Lemma 2.2.
Definition 6.3 Given two n-iterates H,H
′ of F , n ≥ 1, we will call indexed natural transformation from H to H ′ , and denote it by ψ : H ⇒ H ′ , any collection of natural transformations between the corresponding components, i.e.,
The natural transformation ψ X0,...,Xn will be called the (X 0 , . . . , X n )-component of ψ.
Notice that, in this definition, no relation is required between the natural transformations corresponding to the various components ψ X0,...,Xn of ψ, for different collections of objects (X 0 , . . . , X n ).
Given two such indexed natural transformations ψ : H ⇒ H ′ and ψ ′ : H ′ ⇒ H ′′ , for some n-iterates H, H ′ , H ′′ , we define their vertical composite as the indexed natural transformation ψ ′ · ψ : H ⇒ H ′′ whose components are given by the usual vertical composition of natural transformations, i.e.,
The weak 2-cosemisimplicial object of F in Cat is then defined as follows. Take C 0 = C 0 (F ) = 1, the terminal category with only one object and one (identity) morphism. For n ≥ 1, let C n (F ) be the small category with objects all n-iterates of F and morphisms the indexed natural transformations between them as defined above, the composition being the above vertical composition. As regards the coface functors, they will be denoted by O 
and an indexed natural transformation ψ :
n , for i = 1, . . . , n − 1, be the functor sending the (n − 1)-iterate H to
(for short, we write here id i instead of id C(Xi,Xi+1) ), and
• O n n be the functor sending the (n − 1)-iterate H to
The reader may easily check that the above formulas are indeed functorial. Notice also that all these coface functors correspond to all possible ways of getting an n-iterate from an (n − 1)-iterate.
It is a tedious but straightforward computation to check that these functors O i n satisfy the cosemisimplicial identities (4.1) for all 0 ≤ i < j ≤ n + 1 except for the pairs i = 0, j = 1 and i = n, j = n + 1, with n ≥ 1.
is the functor sending the unique object ⋆ of C 0 (F ) to the 2-iterate F (2) , while O (2) , so that we can define τ
for all X, Y, Z. When n ≥ 2, the images of an arbitrary (n − 1)-iterate H by the functors
Hence, for all n ≥ 2, we can define natural isomorphisms τ Proof. We have to see that the 2-isomorphisms τ n ij , as defined above, satisfy the coherence relations in Definition 4.1, for all triples (i, j, k) with 0 ≤ i < j < k ≤ n + 2. Almost all such conditions are empty because many of the τ 's are trivial. It is easy to see that the only nonempty conditions correspond to the triples (i, j, k) of one of the the following two families:
• i = 0, j = 1 and k ∈ {2, . . . , n + 2}, and
• i ∈ {0, . . . , n}, j = n + 1 and k = n + 2.
Let us consider the case n = 1. In this case, the following four conditions must be checked:
Proving any one of these equalities means checking that the ⋆-component of both natural transformations (which are some indexed natural transformation) coincide. The reader may easily check that in the first and last cases, the condition one gets is the same, namely Proof. It is easy to see that these reference objects indeed correspond to the n-iterates used in Section 3 to define X • (F ), i.e.
...,1)
The corresponding K-modules M n = Hom C n (F ) (F (1, n) ...,1) , F (n) ) may then be identified with the X n (F ) defined in Section 3. Moreover, under this identification, the coboundary maps given by Equation (5.5) exactly correspond to those defined in Section 3 for the K-modules X
• (F ), the action of the padding operators corresponding to taking the left and right composites with the canonical isomorphisms α 
Hence, if C h is a deviation category of C, we have a bijection between objects ϕ :
such that the composition of morphisms in C h corresponds, after these identifications, to taking the usual "product" of formal power series. 
This is the example considered by Markl and Stasheff. The example we are interested in this paper is the following. 
0 . That such a category is a deviation extension of Fun K (A, B) follows from Lemma 2.7.
Let C h be a deviation category of C and let us fix isomorphisms ϕ X,Y as above. We will identify each morphism in C h with the corresponding formal power series as given by these isomorphisms. Let us then consider a "potentially commutative" diagram in C h of the form
with α h = n≥0 α n h n , α n ∈ C(X, Y ) for all n ≥ 0, and similarly β h , γ h and δ h . Since the composition of two consecutive morphisms in this diagram is given by the usual product rule between formal power series, the commutativity of the diagram is equivalent to the infinite set of equations
Hence, it makes sense to talk about the commutativity of such a diagram modulo h n+1 (the equations are satisfied for all m ≤ n but possibly not for m = n + 1). Following Markl and Stasheff [8] , one may then define the deviation for such a diagram as the first non zero coefficient of the map δ h • γ h − β h • α h . More explicitly:
Definition 7.4 Suppose that a potentially commutative diagram in C h as above commutes modulo h n+1 , but not modulo h n+2 . Then, the deviation of the diagram is the (unique) morphism Ψ : X −→ Z in C determined by the equation
Remark 7.5 A priori, the deviation as defined here may depend on the isomorphisms ϕ X,Y giving C h the structure of a deviation extension of C. This is the reason by which we need to fix these isomorphisms.
, where C 2 (F ) and C 3 (F ) are the categories that appear in the definition of the weak 2-cosemisimplicial object associated to F . This is a K-linear category of the form considered in Example 7.3 and a diagram in the corresponding deviation extension is precisely the collection of diagrams (3.10) appearing in Lemma 3.2, for all objects X, Y, Z, T . If such diagrams commute modulo h n+1 but not modulo h n+2 , an easy computation gives that the deviation is the indexed natural transformation Ψ with components
Notice that, in the previous definition, one implicitly chooses an order between the two paths in the diagram, and that the same diagram with the reverse order corresponds to the same deviation but with opposite sign. To indicate which deviation one is considering, an arrow is sometimes drawn in the diagram from the first to the second path. In the example above, Ψ is the deviation from the path σ 24 (h) · σ 12 (h) to the path σ 34 (h) · σ 13 (h). Clearly, the definition may be extended without trouble to the deviation of any potentially commutative diagram of an arbitrary polygonal shape. The fundamental point in Markl and Stasheff's deviation calculus is an easy additivity principle which allows one to compute the deviation of any potentially commutative diagram having the form of a polygonally subdivided diagram such as that below.
•
In our general context, this principle can be stated as follows:
Proposition 7.7 Let C h be a deviation category of C with fixed isomorphisms ϕ X,Y for all X, Y ∈ |C|, and let us consider two diagrams in C h with a common edge
Suppose that both diagrams commute modulo h n+1 but not modulo h n+2 and let
Proof. The proof is formally the same as in the case C = M od K and is left to the reader (see [8] ). 2
Note that, when the zero order terms of the maps α h and ξ h are identities (in particular, Y = X and V = Z), deviations simply add, suggesting the name "additivity principle" for this result. Using such a basic additivity principle, we can easily get expressions for the deviation of more complex diagrams. For example, the reader may easily check that the deviation of the previous diagram is simply given by the sum of the deviations of each of the three faces.
For our purposes, the relevant result on this deviation calculus is the following obvious fact: 
Higher-order obstructions
Let us now consider the question of the obstructions. Our purpose in this section is to prove, using the previous deviation calculus, that the obstruction to the integrability of a purely pseudofunctorial n th -order deformation of F indeed corresponds to a cocycle in the deformation complex. More explicitly, we have the following. 
an easy degree computation shows that ( 
Notice that these are exactly the components of the indexed natural transformation giving the deviation of diagrams (3.2) (see Equation (7.1)) except that the sums are taken over all p + q = n + 1 such that 0 ≤ p, q ≤ n. Such restrictions are due to the fact that we are now considering the deviation of diagrams (3.2) when the σ ij (h) are those defined by the n th -order deformation F h (in particular, we indeed have commutativity modulo h n+1 ). We want to see that δ(Ψ) = 0 (this is the necessary condition for an F n+1 satisfying Equation (8.1) to exist) . From the definition of δ : X 2 (F ) → X 3 (F ) as given in Equation (5.5), we have that δ(Ψ) = These diagrams are five of the six faces of the cube in Fig. 5 (for short, when naming the vertices and edges in this diagram, the indexing objects and the formal parameter h have been omitted).
As regards the lacking face at the top, it turns out to be always commutative (hence, it has null deviation). Indeed, the reader may easily check that, for any path of 1-morphisms X By the interchange law, however, both 2-morphisms coincide with F p (l, m) • F q (f, g), so that both composites are equal. Hence, the above diagrams nicely fit in a 3-dimensional diagram D topologically equivalent to S 2 and to which the basic fact from Section 7 may be applied. Looking at this diagram, it can clearly be subdivided into the two hexagonal diagrams D 1 and D 2 depicted in We leave to the reader to check that this is exactly the condition δ(Ψ) = 0. Notice that taking the composites with the terms σ i,4 0 in the above expressions for the deviations of D 1 and D 2 , as established in the additivity principle, corresponds to taking the composites with the α i,4 's and β i,4 's in Equation (8.3) and hence to the action of the padding operators.
