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We present a derivation that maps the original problem of a many body open quantum system
(OQS) coupled to a harmonic oscillator reservoir into that of a many body OQS coupled to a lattice
of harmonic oscillators. The present method is particularly suitable to analyze the dynamics of
atoms arranged in a periodic structure and coupled the EM field within a photonic crystal. It
allows to solve the dynamics of a many body OQS with methods alternative to the commonly used
master, stochastic Schro¨dinger and Heisenberg equations, and thus to reach regimes well beyond
the weak coupling and Born-Markov approximations.
The analysis of matter at nano-scales is not only of
fundamental interest, but it is also of primary impor-
tance to develop future technologies, and to create new
materials and devices with a vast range of applications.
Indeed, nanostructures may display intriguing quantum
phenomena, that nowadays can be accurately controlled
in experimental setups. However, in most cases, quan-
tum systems shall be considered as open (OQS)[1, 2],
i.e. interacting with environments such as the radiation
field or phonons within a lattice. In addition, in order
to describe such interaction, it is often not accurate to
assume a large separation of scales between the quantum
system and its environment, like in the weak coupling or
Markov approximations, or to assume that the relevant
part of the system can be described in a reduced subspace
of the total Hilbert space, like in the so-called projection
operator techniques [1, 3–8]. Hence, an alternative ap-
proach that allows to go beyond these assumptions is
highly desirable.
Of particular interest are many body OQSs, such as
impurities in a solid or molecules in a photosynthetic
complex. In some cases, such particles are strongly cor-
related, leading to a rich behaviour. To analyse such
strongly correlated systems, powerful numerical tools,
like for instance density matrix re-normalization methods
(DMRG) [9–11], as well as advanced experimental tech-
niques, like atomic lattices [12] and trapped ions [13, 14],
have been developed. Nevertheless, the study of strongly
correlated systems coupled to an environment is still in its
initial stages. The interplay between the many-particle
correlations and dissipation has begun to be analysed re-
cently [15–21], but always within the Markov approxima-
tion. Hence, extending such analysis to non-Markovian
and strong coupling interactions is still an open problem
that may give rise to a wealth of novel phenomena and
applications.
To describe an OQS beyond the weak coupling regime,
one possibility is to re-express the whole system in such a
way that it can be exactly tractable with state of the art
techniques. Based on this idea is the chain representa-
tion proposed in [22–25], which consists on performing a
unitary transformation on the environment to re-express
the full system as the OQS coupled to a linear chain of
modified harmonic oscillators. After this mapping, it be-
comes possible to simulate the unitary evolution of the
total system wave function |Ψ(t)〉 [24]. This mapping is
particularly useful for a single or few particles N forming
the OQS [26], either connected each of them to indepen-
dent environments, or connected to the same environ-
ment uninformly, i.e. with equal weight (see Fig.1(a)).
This paper proposes an alternative unitary transfor-
mation that maps the problem of a many body OQS
coupled non-uniformly to a harmonic oscillator environ-
ment, into that of a many body OQS coupled in a ladder
structure to a 1D chain of transformed harmonic oscilla-
tors (See Fig.1(b)). The present method is particularly
suitable to analyse the dynamics of atoms arranged in
a periodic structure and coupled the EM field within
a photonic crystal structure having either one, two or
three dimensional photonic band gaps [27, 28]. In this
regard, we show the performance of the mapping by an-
alyzing the dynamics of atoms within a one-dimensional
photonic crystals, and comparing this analysis with the
results obtained by using a master equation. It is also
shown how an exact diagonalization of the mapped sys-
tem unveils the presence of polaritons, which are formed
when the atomic frequencies are placed within the pho-
tonic crystal gap. These polaritons are highly correlated
atom-photon states, and can be related to the existence
of an incomplete atomic relaxation.
Indeed, in a similar way to previous proposals, the
mapped structure may facilitate solving the system dy-
namics and equilibrium properties by performing a sys-
tematic truncation of the environment and then evolv-
ing with a Schro¨dinger equation, or by using traditional
many body methods, like exact diagonalization, Monte-
carlo [29], DMRG or time-adaptive-DMRG (t-DMRG)
[30, 31], and the mean field approximation in the case
of higher dimensional structures. This allows to reach
regimes that go far beyond those that are well described
with a master equation or a stochastic Schro¨dinger equa-
tion [1, 32]. In addition, the mapped system may present
a similar structure as well known models, like the ex-
tended Jaynes-Cummings model appearing arrays of cou-
pled cavities [33–35]. Finally, the mapped system can be
implemented in atomic lattices, so that the interaction of
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2an OQS with different environments may be experimen-
tally engineered, analysed and measured.
I. THE MODEL
Let us consider the following Hamiltonian,
H = HS +
∑
k
ω(k)a†kak +
N∑
n=1
gn
∫ ks
−ks
dkun(a
†
kφn(k)
+ akφ
∗
n(k))Cn. (1)
with ks the maximum wave vector k of the environ-
ment, N the number of particles in the quantum sys-
tem, a†k(ak) the creation (annihilation) operators cor-
responding to the environment mode k with frequency
ω(k), un the coupling strength of the system particle n
with such field, and Cn a system coupling operator cor-
responding to the particle n. Also, HS is the system
free Hamiltonian, and the functions φn(k) are here as-
sumed to form an orthonormal set with the property (i)∫ ks
−ks dkφ
∗
n(k)φm(k) = ρ0δnm, with ρ0 a normalization
factor. Let us now consider the transformation bn =∫ ks
−ks dkφ
∗
n(k)ak, with the inverse ak =
∑
m φm(k)bm.
To ensure that the conmutation (or anticommutation)
properties of the original operators are conserved in the
transformed ones, bn, we need an additional property (ii)∑
n φ
∗
n(k)φn(k
′) = ρ0δ(k − k′). Properties (i)-(ii) guar-
antee that the transformation is unitary. Applying this
transformation to (1) we obtain
H = HS +
M∑
n,m=1
fnmb
†
nbm + g
N∑
n=1
un(b
†
n + bn)Cn, (2)
where we have assumed that gn = gun, and fnm =∫ ks
−ks dkωkφ
∗
n(k)φm(k) is a function that decays with
|n −m| depending on the particular dispersion relation,
and the orthonormal basis choosen. The original Hamil-
tonian has been mapped to that of a chain of transformed
modes bn coupled one by one to each particle n. Note
that although the proposed transformation may require
a large number M of modes bn to correctly map the en-
vironment, the number of particles N in the OQS can in
principle be arbitrary.
FIG. 1: (Color online) (a) Several atoms uniformly coupled to
the same environment, according to the proposal by [26]. (b)
Ladder structure here proposed, corresponding to the mapped
Hamiltonian (2). We have denoted gn = gun.
The mapping is valid for both bosonic and fermionic
reservoirs, and constitutes an interesting playground to
analyze the dynamics of many body open quantum sys-
tems. Furthermore, it can be used to describe the dy-
namics of many physically realistic problems. To illus-
trate this, in the following we analyze how light-matter
interaction Hamiltonians can be tailored to reach the de-
sired form (1), from which the proposed mapping can be
performed.
II. ONE DIMENSIONAL ELECTROMAGNETIC
FIELDS
Let us consider a Hamiltonian of the form
H = HS +
∑
k
ω(k)a†kak +
N∑
n=1
∑
k
gn(k)(a
†
kuk(rn)
+ aku
∗
k(rn))Cn, (3)
with
gn(k) = −i
√
1
2~ω(k)0ν
ωn
∑
σ
eˆk,σ · dn12, (4)
where ν is the quantization volume, 0 is the free space
permitivity, and dn12 = d
n
12ud and ωn are respectively
the dipole moment and resonant frequency of the n-th
atom. In the following, we assume for simplicity that all
atoms have equal resonant energy ω0 and dipolar mo-
ment d12. The quantity eˆk,σ, is the polarization vector
corresponding to the wave vector k with polarization σ.
Here we have assumed that the energy absorption and
emission process is independent on the polarization of
the photons, i.e. ak,σ ≡ ak. The functions uk(rn) are the
FIG. 2: (Color online) Ladder structure for P = 2. The fact
that the atoms are separated by a distance d0 = 2h0 gives rise
to a situation where only one every two sites in the harmonic
oscillator lattice is connected with an atom.
so-called mode functions, that in the continuum form an
orthonormal set within the physical region under con-
sideration, i.e.
∫
dru∗k(r)uk(r) = δkk′ . These functions
are solutions of the wave equation, and depend on the
boundary conditions considered: while periodic bound-
ary conditions correspond to travelling-wave modes, re-
flecting walls lead to standing waves [36]. For the earlier
case, uk(rn) = (1/L)e
ikrn , and the wave vector k takes
the values k = 2piq/L, with L = h0M defining the physi-
cal quantization region, and q = 1, · · · ,M . Naturally, to
obtain this Hamiltonian from (1), we may just consider
φn = h0uk(rn), and assume that g(k) ≈ g. In order to
3fulfill the relation (ii) (1/M)
∑
n φ
∗
n(k)φm(k
′) = δ(k−k′),
we shall chose atoms with positions rn = nd0, i.e.
spaced by a constant distance given by d0 = Ph0, where
P = 1, 2, · · · . In this situation, the proposed transforma-
tion becomes simply a discrete Fourier transform, and
the mapped Hamiltonian has the form
H = HS +
M∑
n,m=1
fnmb
†
nbm +
N∑
n=1
gn(b
†
nP + bnP )Cn, (5)
Fig. (2) represents this structure for P = 2. The larger
the separation between atoms, P , the more spacing be-
tween the harmonic oscillators that are coupled to atoms
within the chain.
Periodicity in the boundary conditions is not as re-
strictive as it seems: in general N M , and atoms from
n = N + 1 to n = M are just virtual particles introduced
for the transformation. Hence, boundary effects do not
affect drastically the systems dynamics, as long as the
system is sufficiently small as compared to the environ-
ment.
Interesting at this point is to realize that when the
initial state of the environment is thermal, the so-called
correlation function is the only quantity necessary to de-
scribe the dynamics of an OQS coupled to it [37]. An ex-
act calculation of the Heisenberg evolution equations of
the system operators [38], leads to the conclusion that in-
deed the correlation function is the only quantity needed
to describe the effects of the environment in the system
dynamics (see Appendix A for details). Also, the corre-
lation function appears in master equations derived with
different methods [1]. Hence, replacing gn(k) ≈ gn (with
g = g(keff), and keff is the resonant wave-vector, that can
be defined as ω(keff) = ω0) in (3) is a reasonable approx-
imation when in the calculus of the correlation function
α1Dnm(t) =
h0
2pi
∫ km
−km
dkgn(k)gm(k)e
ikrnm−iω(k)t, (6)
the term exp(iω(k)t) varies much faster in k than g(k),
which can then be considered as a constant in compari-
son [39]. In other words, in many problems the structure
of the environment is captured mainly by the dispersion
relation, which in turn fully determines the density of
states. In the mapped Hamiltonian (2), in general fnm
decays exponentially for low-order polynomial ωk, so pro-
vided that ω(k) is sufficiently smooth in k, fnm can be
truncated at near or next-near neighbors. This trunca-
tion is exact for periodic ωk as we will see in Section
V.
III. THREE DIMENSIONAL EM FIELDS
When the many body open quantum system is con-
nected to a vector field within a three dimensional space,
the initial Hamiltonian may have a different form from
(1). This is the case of atoms coupled to the electro-
magnetic field, where H = HS + HB + Hint, where
HB =
∑
k ω(k)a
†
kak. Considering the case of travelling
waves, such that the magnitude of the mode functions is
uk(r) = L
−3/2eik·r, the interaction Hamiltonian can be
written as
H3Dint =
∑
k
∑
n
g(k)
(
ake
ik·rn + a†ke
−ik·rn
)
Cn, (7)
Here we have defined g(k) = −i
√
1
2~ωk0νω0
∑
σ ek,σ ·
d12, considering for simplicity that every atom has the
same frequency ω0. We now assume also that the atoms
are placed in a cubic lattice separated by a distance d0
in each direction, so that rn = d0n = d0(nx, ny, nz),
and the sums in n go from nβ = 1, · · · , Nβ , with Nβ
the number of atoms considered in the direction β =
x, y, z. The emission of atoms in such a regular crystal-
like structure have also been analyzed in [40]. The wave
vector k takes the values kβ = 2piqβ/Lβ , with Lβ =
h0Mβ defining the physical quantization region in the
direction β, and qβ = 1, · · · ,Mβ . For simplicity, we shall
define Mβ = M , and Nβ = N , and d0 = h0. Let us
consider in addition that g(k) ≈ g(k) ≈ g(keff) = g,
where keff is the resonant wave-vector. As in the one
dimensional case, the former is a good approximation
when the phase exp(iω(k)τ) varies much faster in k (both
in module and angular dependency) than the coupling
coefficient, so that
αnm(τ) = γ(
h0
2pi
)3
∑
σ
∫
dk
|eˆk,σ · uˆd|2
ω(k)
eik·rnm−iω(k)τ
≈ γ
∫
dkeik·rnm−iω(k)τ (8)
where γ = γˆ(h02pi )
3
∑
σ
|eˆkeff,σ·uˆd|2
ω(keff)
, with γˆ =
ω20d
2
21/(2~0ν), is a good approximation to the correla-
tion function. Note that the quantization volume ν = h30.
In the following, we shall consider two different cases:
an anisotropic dispersion relation, and an isotropic one.
A. Anisotropic dispersion relations
For an anisotropic dispersion relation, it is consider
to assume a three dimensional Foruier transform ak =∑
m e
ik·rmbm, which leads to the simple form
H = HS +
M∑
n,m=1
fnmb
†
nbm + g
∑
n
(b†n + bn)Cn. (9)
Here, the quantity
fnm =
∑
k
ω(k)e−ik·rnm (10)
with rnm = rn − rm. Notice that for anisotropic disper-
sion relations of the form ω(k) = ω(kx) + ω(ky) + ω(kz),
so that the transformed harmonic oscillators will conform
a structure that for next neighbors interaction is just a
cubic lattice (see this example in Fig. 3).
4FIG. 3: (Color online) A crystal of atoms and transformed
modes conforming a cubic structure. It represents a map-
ping of the form (9) for an ensemble of atoms arranged in
positions rn = nh0, coupled to the radiation field within a
2D photonic crystal, which has dispersion relation ω(k) =
A + Bx cos (kxh0) + By cos (kyh0) [39] (the generalization to
three dimensions is straightforward). The representation of
the light-matter interaction problem here proposed may be
useful to design and analyse schemes to control the flow of
light and its absorption.
B. Isotropic dispersion relations
For isotropic dispersion relations, if the atoms are in
a one dimensional structure, the problem can still be
mapped to a ladder-like structure. Let us write the in-
teraction Hamiltonian (11) as
H3Dint =
g√
M
∑
n
∑
q
∫
dΩk
(
ake
ikqrn + h.c.
)
Cn. (11)
where we have assumed that the atoms are placed along
the z axis, and that the momentum modulus is dis-
cretized with an index q. In addition, we consider an
isotropy correlation function ω(k) = ω(k), and g(k) = g.
Also, g(k) = g is a good approximation when ω(k) gives
rise, in the calculus of α3Dnm(t), fo a phase that varies much
more fast in k than g(k), which can be considered as a
constant in comparison [39].
Let us consider the transformation ak =∫
dΩrp
∑
p=0,N−1 Up(k)brp , with
Up(k) =
1√
M
∞∑
l=0
l∑
m=−l
ilYlm(θp, φp)Y
∗
l,m(θk, φk)e
−ikqrp ,
(12)
where (rn, θn, φn) and (k, θk, φk) are rn and k in spheri-
cal coordinates. Also, Ylm(θ, φ) are spherical harmonics.
With this transformation, the interaction Hamiltonian
(11) can be written as
H3Dint = gˆ
∫
dΩrp
∑
p=0,M−1
∑
q
∫
dΩk
( ∞∑
l=0
l∑
m=−l
il
× Ylm(θp, φp)Y ∗l,m(θk, φk)e−ikq(rp−rn)brp + h.c.
)
Cn.
(13)
where gˆ = g/M . Interestingly, Y00(θ, φ) =
1
2
√
pi
for any
angle θ, φ. Thus, inserting 2
√
piY00(θk, φk) in the above
expression we can solve the angular integral in Ωk,∫
dΩkY0,0(θk, φk)Y
∗
l,m(θk, φk) = δl0δm0, (14)
with
∫
dΩk =
∫ pi
0
dθ sin(θ)
∫ 2pi
0
dφ, where we have used
the property∫
dΩkYl,m(θk, φk)Y
∗
l′,m′(θk, φk) = δll′δmm′ . (15)
Note that the property∑
lm
Y ∗l,m(θp, φp)Yl,m(θn, φn) = δ(θp − θn)δ(φp − φn).(16)
is also needed to show that the transformed operators
brp fulfill the proper conmutation relations, so that the
transformation is canonical. In addition, assuming that
|k| ≡ kq = 2piq/(Md0), we find that
∑M
q=0 e
ikq(rn−rp) =
Mδnp. Hence, we find that
H3Dint = g
∑
n
(
B0,0,n +B
†
0,0,n
)
Cn, (17)
where we have defined Bl,m,rn =
∫
dΩYlm(θ, φ)brn,θ,φ.
Note that because of the property (15), this op-
erators obey the usual bosonic commutation rules
[Bl,m,n, B
†
l′,m′,n′ ] = δll′δmm′δnn′ .
Let us now consider HB =
∑
k ω(k)a
†
kak, and trans-
form it as before
HB =
∑
n,p,q
∫
dΩkω(kq)
∫
dΩp
∫
dΩnU
∗
n(k)Up(k)b
†
rn
× brp . (18)
In detail, it can be written as
HB =
1
M
∑
n,p,q
ω(kq)
∫
dΩp
∫
dΩn
∑
l,l′
∑
m,m′
(−i)l(il′)
× Y ∗lm(θn, φn)Yl′m′(θp, φp)Fll′mm′
× eikq(rn−rp)b†rnbrp . (19)
where Fll′mm′ =
∫
dΩkYl,m(θk, φk)Y
∗
l′,m′(θk, φk) =
δll′δmm′ according to (15). Hence, we find that
HB =
1
M
∑
l,m
∑
n,p
∑
q
ω(kq)e
ikq(rn−rp)
∫
dΩp
× Y ∗lm(θn, φn)b†rn
∫
dΩnYlm(θp, φp)brp . (20)
Or simply,
HB =
∑
lm
∑
np
fnpB
†
l,m,rn
Bl,m,rp (21)
5where
fnp =
1
M
∑
q
ω(kq)e
ikq(rn−rp). (22)
Indeed, from (17) and (21), the only modes involved
in the dynamics are the isotropic modes, B0,0,rn and
B†0,0,rn , with discrete positions rn. This shows that for
an isotropic dispersion relation, the full 3D problem can
be mapped into a ladder-like structure of the form (2) as
in the 1D case.
C. Limit of independent environments
There is a limit in which the different atoms within
the structure evolve as if each of them were interacting
with its own environment. This limit is defined when
the correlation function decays very fast with the inter-
particle distance, such that αnm(t) ≈ δnmαnm(t). Note
that this case is one of the most common in quantum
optics, and corresponds to atoms emitting independently
to each others. In this particular case, the atoms can be
assumed to be arranged in any spatial structure and not
necessarily a cubic lattice.
An alternative way to find this limit, can be based
on the mapped structure. Indeed, the evolution time
scale of the OQS can be estimated as Tdiss ≈ 1/Γ, where
Γ ≈ Re[∫∞
0
dsαnn(s)]. Then, the distance that an exci-
tation go along one direction through the chain during
that time is Ldiss ≈ vTdiss, where v = d0f is the veloc-
ity of the excitation within the chain, with f the average
hopping rate between sites. Hence, in the limit where
Ldiss  d0P , or f/Γ  P , the excitation will not have
time to travel to adjacent atoms within the structure dur-
ing the dissipation time, and therefore each atom within
the ensemble will be coupled to its own environment.
In the above discussed limit, the effects of the envi-
ronment are integrally encoded in the spectral function
J(ω) = g2(k(ω))ρDOS(ω), where ρDOS(ω) = A(k(ω)) =
|dω(k)dk |−1k=k(ω), as A(k) = |dω(k)dk |−1 [25]. Thus, different
pairs of g(k) and ω(k) can lead to the same J(ω), and we
can consider g(k) = g in particular, together with a new
ωˆ(k) such that |dωˆ(k)dk |−1k=k(ω) = J(ω), where now k(ω) is
the inverse of ωˆ(k) (See Appendix B for an example).
IV. LINK TO COUPLED CAVITY QED
When considering HS =
∑
n ωnσ
†
nσn, the Hamilto-
nian (2) has the form of that of M cavities with a res-
onant mode bn and energy fn = fnn, each cavity con-
taining a single atom of frequency ωn coupled to the
cavity mode with strength g. Then, the second term
of (2) for fnm with n 6= m, can be seen as a coupling
between the different cavities, where each cavity site is
described by the well-known Jaynes-Cummings model.
The non-linearities in this system lead to an on-site re-
pulsion, which combined with the hopping term between
the cavity modes bn leads to a Bose-Hubbard-like dy-
namics where quantum phase transitions of light can be
described in the ground state between a Mott-like phase
(i.e. the photon blockade regime) and a superfluid phase
[33–35, 41]. In addition, strong signatures of photon
blockade have also been observed in the non-equilibrium
dynamics of weakly coupled cavity arrays [42]. Thus, in
the transformed system, we shall expect similar ground
state and dynamics than in coupled cavity arrays. The
main difference is that in the transformed system, the
atoms may be directly coupled with each others through
resonant dipole-dipole interactions, while in the coupled
cavity case this might be more difficult to achieve. Also,
as discussed above, for some particular environments the
modes may be connected beyond next neighbors.
For the case of two dimensional environments, the
transformed system may also give rise to a coupled cavity
array of the form of Fig. (3) provided that the disper-
sion relation can be written as ω(k) = ω(kx) + ω(ky).
Then, the coupling fnm = fnx,mxδny,my + fny,myδnx,mx ,
i.e. it will only connect sites within the x or y directions,
but never across the diagonal. Note that a similar rea-
soning can be followed for the case of three dimensional
environments.
V. APPLICATION: ATOMS WITHIN A 1D
PHOTONIC CRYSTAL
We shall consider the dynamics of atoms or quan-
tum dots embedded in a 1D photonic crystal structure
[27, 28], considering that the other two directions are
non-dispersive. This problem can be described with the
Hamiltonian (3), considering a dispersion relation of the
form ω(k) = A+B cos((k−k0)h0) [39], where k0 = pi/h0,
h0 is the linear size of the unit cell of a cubic lattice, and
k runs from −k0 to k0 within the first Brillouin zone
(see Fig. (4)). PCs typically consist of a low-dielectric-
constant network, inserted in a high-dielectric-constant
backbone in a periodic structure. There is a large variety
of photonic crystals giving rise to a complete one, two or
three dimensional band gap [43]. Of special interest is the
analysis and control of the spontaneous emission, which
can be dramatically modified by the presence of such
band-gap dispersion relation [39, 44–46]. This may have
important applications ranging from miniature lasers and
light-emitting diodes, to single-photon sources for quan-
tum information, and to solar energy harvesting [47].
Particularly, experimental progress in the control of spon-
taneous emission by manipulating optical cavity modes
and quantum dots within photonic crystals have demon-
strated that the spontaneous emission from light emit-
ters embedded in photonic crystals can be suppressed
by the so-called photonic bandgap, whereas the emis-
sion efficiency in the direction where optical modes exist
can be enhanced [48, 49]. Partial dissipation is also ob-
6served in Fano-Anderson-like models, where one or more
quantum emitters couples to a finite band of modes [50].
Recent proposals [51, 52] explore the atom-atom inter-
actions that may be produced in these materials, and
which are mediated by a strong light-matter interaction.
Hence, being able to analyze such effects with analytic
tools that allow to explore regimes beyond the Markov
and weak coupling approximations may be of extreme im-
portance to understand experiments and lead to further
developments.
FIG. 4: (Color online) Dispersion relation of the radiation
field within a photonic crystal. It shows the relationship be-
tween the frequency of the photons and the different values of
the wave vector within the first Brillouin zone (ranging from
[−pi/h0, pi/h0]). The dispersion relation is not defined for fre-
quency values within the range from 0 and A−B, and larger
than A+B. These values correspond to a gap in the photonic
density of states. The orange oval denotes to the approximate
parameter region where δ/B  1, so that an effective mass
approximation (EMA) can be considered (see discussion).
The correlation function corresponding to (3) can be
written as (6) or, considering that the all atomic frequen-
cies are ω0,
αnm(τ) = γˆ(
h0
2pi
)
∑
σ
∫
1BZ
dk
|eˆk,σ · uˆd|2
ω(k)
eikrnm−iω(k)τ
= γ
∫ pi
h0
− pih0
dkeikrnm−iω(k)τ , (23)
where we have used an approximation similar to (8), and
defined again γ = γˆ(h02pi )
∑
σ
|eˆkeff,σ·uˆd|2
ω(keff)
. Here, αnn(t) =
γe−iAtJ0(Bt), with J0(t) the zeroth order Bessel func-
tion.
The transformed Hamiltonian takes the form (2), with
fnn =
∑M−1
q=0 e
−ikqrneikqrnω(k) = A, and fn,m =∑M−1
q=0 e
−ikqrneikqrmω(k) = δm,n±1B2 . The resulting
Hamiltonian is
HPC = HS +A
∑
n
b†nbn +
B
2
∑
n=1,···M
(
b†nbn+1
+ b†n+1bn
)
+ g
∑
n=1,···M
Cn(bn + b
†
n), (24)
with Cn = σn + σ
+
n , and
HS =
∑
j
ω0σ
+
j σj −
∑
〈jl〉
Jσ+j σl. (25)
For the sake of simplicity in the calculations, we shall
consider the rotating wave approximation in the former
Hamiltonian, so that the terms b†nσ
+ and bnσn, that si-
multaneously creates (and annihilates) one photon and
one excitation in the atomic lattice are discarded.
A. Units of the problem
A brief comment is here in order regarding the units
of the problem. The parameters that characterize im-
purities in a photonic crystal with a gap in the opti-
cal region [39, 45] are ω0 ∼ 1015 Hz, d21 ∼ 10−29Cm
(10−28Cm for quantum dots), h0 ∼ 10−6 − 10−7m, and
A ∼ 1015Hz. With these values, a realistic strength
of the coupling constant appearing in the Hamiltonian
is around g ≈ gn(k0) = −i
√
1
2~ω(k)0νω0d12 of the or-
der of GHz-THz. Note that this quantity shall not
be confused with the decaying rate, which is given by
Γ ≈ Re[∫∞
0
dsαnn(s)], and therefore is related to the
constant γ in (23). The correlation function, when ap-
pearing in the evolution equations in interaction image
with respect to the system Hamiltonian can be re-written
as αintnm(t) = γ
∫ pi
h0
− pih0
dkeikrnm+i(∆−B cos((k−k0)h0)t), where
∆ = ω0 − A. Hence, the atomic dynamics will only de-
pend on the different values of ∆, B and g. Here, we
will chose an energy scale ξ, and assume that all the
quantities are re-normalized in this scale, i.e. ∆˜ = δ/ξ,
J˜ = J/ξ, B˜ = B/ξ, g˜ = g/ξ, and t˜ = tξ, although in
the following the tilde is omitted for simplicity in the
notation. The choice ξ between the range of GHz-THz
will lead us to typical values for photonic crystal coupling
strengths, what for the chosen parameters will force the
band width B to be within a similar range. The choice of
other scaling parameters may correspond to other appli-
cations different from photonic crystals, like for instance
atoms in optical lattices [53, 54].
In the limit where (k − k0)h0  1 (i.e k  2/h0), we
may expand the dispersion relation ω(k) = A+B cos(k−
k0) as ωk ≈ ωc + B/2(k − k0)2 [39]. This last ex-
pression for the dispersion relation corresponds to the
one obtained with the so-called effective mass approx-
imation [44, 45], and correspond in frequencies to the
choice δ/B  1 (See Fig.(4)). Hence, in the effective
mass approximation, the correlation function of the en-
vironment appearing in the atomic evolution equations
in interaction image with respect to the system, is writ-
ten as αintnm(t) ≈ γ
∫ pi
h0
− pih0
dkeikrnm−i(δ+B/2(k−k0)
2)t, where
δ = ω0 − ωc. In this case, the atomic dynamics only de-
pend on the different values of δ (see also [44, 45] for more
details), the band width B, and the coupling strength g.
7B. Comparison to the master equation
Let us consider the solution of this problem accord-
ing to a master equation. This equation describes the
evolution of the reduced density operator of the atoms,
which is obtained by tracing out all the environment de-
grees of freedom as ρs(t) = TrB [ρtot(t)]. Up to second
order in the coupling parameter between system and en-
vironment, g, the master equation corresponding to (3)
is given by [1]
dρs(t)
dt
= −i[HS(t), ρs(t)]
+
∫ t
0
dτ
∑
lj
αlj(t− τ)[Lj(τ − t)ρs(t), L†l ]
+
∫ t
0
dτ
∑
lj
α∗lj(t− τ)[Ll, ρs(t)L†j(τ − t)].(26)
with Lj(t) = e
iHStLje
−iHSt, and αlj(t − τ) =
g2
∑
k e
ikrlj−iωk(t−τ), where rlj = d0(l − j). To de-
rive this equation, the so-called Born approximation has
been assumed. Hence, the correlations between the sys-
tem and the environment have been neglected, so that
ρtot(t) = ρs(t) ⊗ ρB , where ρB is the environment den-
sity operator considered always in its equilibrium state.
We now compare in Fig. (5) the population dynamics
of N atoms given by the master equation (26), and by a
Schro¨dinger equation for the mapped Hamiltonian HPC .
This simple example shows the power of the proposed
scheme. While the master equation clearly fails after a
few time steps giving rise, in some cases, to non-physical
results (having a reduced density matrix ρS with negative
eigenvalues), the Schro¨dinger equation for HPC gives the
correct evolution. The number of oscillators needed is of
the order of the time scale to be reached, i.e. M = 100
oscillators.
We have seen that this model shows a very rich dy-
namics that the mapping unveils well beyond the weak
coupling approximation. In addition, it provides a tool
to analyze the formation of cavities within photonic crys-
tal structures, particularly within the gap region. As
it can already be seen in Fig (5), for certain parame-
ter regimes the atomic population does not fully decay,
which is connected to the fact that the atom is inter-
acting with just a few environment modes. The mapping
shows directly that these few environment modes are just
the ones within the chain which are located in the neigh-
borhood of the atom or emitter. We will discuss these
ideas in the following for two different cases, N = 2 and
N = 15 atoms and a single excitation in the system.
C. Formation of cavities
The appearance of a non-zero steady state population
depends highly on whether the atomic frequency is within
the band or the gap (see Fig. (4)). This can be seen in
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FIG. 5: (Color online) Evolution of the population of two
atoms (black and red curves respectively), for B = 0.5, A = 1,
and g = 0.05 (upper plot) and g = 0.1 (lower plot), consid-
ering ω0 = 0.3, J = 0., and |ψ0〉 = |1〉|0〉. Solid and dashed
curves correspond respectively to the result obtained using
HPC or a master equation up to g
2 [1] derived for (3). Black,
grey (with divergent dashed curve in the lower panel) and or-
ange curves correspond to B = 0.5, 0.8, 1 respectively. Dotted
lines in the plot below represent the sum of negative eigen-
values of the reduced density operator ρS(t) obtained from
the master equation. For B = 0.8 the quantity grows very
large, indicating the inaccuracy of the result. See units in
Sect. (V A).
Fig. (6), that presents a density plot of the time average
of the population PT (t) =
1
t
∑
j=1,N
∫ t
0
ds〈σ+j (t)σj(t)〉 at
t = 300 with respect to B and ω0. When varying the hop-
ping rate B, a crossover is observed between the regime
where the atomic population does not vanish in the long
time limit, and a regime where full relaxation is observed.
Indeed, a similar crossover was observed in the region of
small δ = ω0−ωc [44], when analyzing the problem within
the effective mass approximation. Also, as seeing in Fig.
(6), at longer times the contrast between the lighter re-
gions (with non-vanishing atomic population), and the
darker regions (with vanishing atomic population) is ex-
pected to become stronger. In other words, the black re-
gion in the upper panel corresponds to parameters where
the atomic population is slowly decaying to zero. To see
this, the lower panel shows the time evolution of PT (t) at
even longer times (t = 800) than the time at which the
upper density plot is represented. Such time evolution is
displayed for the parameters corresponding to the points
marked in circles in the upper figure. It is observed that
for B = 0.6 the values of PT (t) at t = 800 (of the order
of 0.1 and 0.5) are smaller than the ones for t = 300 (0.2
and 0.1 respectively), showing a slow decaying.
The incomplete relaxation occurring for atomic fre-
quencies within the gap occurs because of the presence
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FIG. 6: (Color online) Upper plot: Density plot of the time
average of the total population PT (t) at t = 300 with ω0
and B, with A = 1., g = 0.1 and J = 0. The lower panel
represents the time evolution of PT (t) at even longer times
(t = 800) for the parameters corresponding to the points
marked in the upper figure, i.e. B = 0.6 and ω0 = 0, 0.4, 0.5, 1
(solid black, dashed red, dotted blue and dot-dashed orange
respectively). See units in Sect. (V A).
of polaritons (known as photon-atom bound states in the
photonic crystal literature [39, 44]). Due to these polari-
tons, part of the energy initially in the atomic system
stays trapped nearby the atoms, and therefore it is never
irreversibly lost. The presence of these polaritons, which
represent highly correlated atom-photon states, explains
partially the failure of the master equation (26), that as
mentioned above is based on the Born approximation and
thus neglect any system-environment correlation. Atom-
photon bound states are known to lead to non-Markovian
dynamics [55], and such non-Markovianity can be even
qualified by the recently derived non-Markovianity mea-
sures [56–58]. This is done for instance in [59] for the case
of an atom radiating in a one-dimensional photonic crys-
tal waveguide in the presence of a mirror. However, it is
important to note that even if such bound states are not
formed, non-Markovianity can still be significant. This
occurs for instance in an atom coupled to a cavity mode, a
system where bound states are not formed but which still
presents a strong non-Markovianity [60] (see also [61]). In
our case, at the parameter regimes where the system has
no atom-photon bound states, the excitations will flow
away through the harmonic oscillator chain so that the
OQS will eventually relax to its ground state. However,
as noted above some back-flow of information (leading
to a temporal increase of the OQS coherences) may oc-
cur at the environment correlation time scales, and thus
non-Markovian effects may still be present.
The mapped Hamiltonian (24) allows to see clearly the
presence of such polaritons in the system. Considering
a single excitation, the system basis can be written as
a set of atomic-type of states (|ψat1 〉 = |1, 0〉|vac〉 and
|ψat2 〉 = |0, 1〉|vac〉 for N = 2), where the excitation is in
the atomic degrees of freedom, and environment type of
states (|ψenvj 〉 = b†j |0, 0, · · · , 0〉, for j = N + 1, · · · ,M),
where the excitation is contained within one of the chain
modes. An exact diagonalization of the Hamiltonian in
such basis gives rise to four eigenvectors |Pj〉 that are
combination of states |ψatn 〉 where the excitation is in
the atoms, and states |ψenvj 〉 where the excitation is in
near-neighbor modes of the atoms. Here we consider
these eigenvectors as polaritons, in the sense that they
are conformed by an atomic part and a photonic part.
In addition, because they are both eigenstates of H and
have no overlap with sites beyond near-neighbors, the
subspace they span is what is known in the literature as
an invariant subspace [62]. In such subspaces the exci-
tations are trapped and never flow away to other states
external to the subspace. Naturally, if the system is ini-
tially prepared in one of the invariant states, then there
will be no dynamics. Similarly, the fraction of the initial
state corresponding to this invariant states will not vary
with the dynamics. Indeed, the initial state |Ψ0〉 = |ψat1 〉
(corresponding to the first atom initially excited) can
be proyected in the basis of polaritonic |Pj〉 and non-
polaritonic or non-invariant eigenvectors |φj〉, what leads
to |Ψ0〉 =
∑
j aj |Pj〉 +
∑
j bj |φj〉, where aj = 〈Pj |Ψ0〉
and bj = 〈φj |Ψ0〉. Then, because of the non-degeneracy
of the Hamiltonian spectra, the amount of population
trapped in the invariant subspace can be calculated just
as Ppol =
∑
j |aj |2. Since polaritons combine atomic and
photonic degrees of freedom, this quantity is an upper
bound to the final state population within the atomic
system.
Fig. (7) represents Ppol with zero hopping rate (upper
plot), and finite hopping rate (lower plot). The upper
panel presents a very similar profile to the upper panel
of (6), which reflects the atomic population at long times
(t = 300). The only difference is that in the upper plot of
(7), the population within the band (i.e. for frequencies
A−B < ω0 < A+B) vanishes completely, whereas in the
plot representing the atomic population the population
has not jet decayed completely at t = 300. A further dif-
ference appears to be the fact that the polariton analysis
predicts a smaller steady state population, of the order
of 0.5, in the upper gap (i.e. for frequencies above A+B)
than in the lower gap (i.e. for frequencies below A−B),
whereas the upper panel of (6) shows an equal solution
for both gaps. Hence, it can be concluded that the upper
gap suffers some decaying, that is nevertheless very slow
and cannot be captured at the time scale in which (6) is
plotted.
The lower panel in in Fig. (7) gives the polariton pop-
ulation when considering J = 0.25. Some of the features
within this plot can be qualitatively explained. For in-
9stance, the fact that the black region is displaced with
respect to the black region in the upper panel, can be
explained because the eigen-energies of the new system
Hamiltonian, HˆS = (ωS−∆LS)(|0, 1〉〈0, 1|+ |1, 0〉〈1, 0|)+
ωg|0, 0〉〈0, 0| − J
∑
j(|1, 0〉〈0, 1| + |0, 1〉〈1, 0|), and there-
fore the relevant energy transitions are no longer ω0 and
0 (or ωs and ωg without a re-normalization such that
ω0 = ωs − ωg). In the effective system Hamiltonian, the
action of the environment can be included approximately
as a Lamb shift, ∆LS = Im[Γ0], with Γ0 =
∫∞
0
dταjj(τ)
the so-called dissipation rate, and αjl(t) given by (23).
Indeed, when diagonalizing HˆS , we find the eigenvec-
tors |φ0〉 = |0, 0〉, |φ1〉 = 1√2 (|0, 1〉 − |1, 0〉), and |φ2〉 =
1√
2
(|0, 1〉 + |1, 0〉) corresponding to the eigen-energies
E0 = ωg, E1 = ωS − ∆LS − J and E2 = ωS − ∆LS + J
respectively. Hence, two different transitions of the OQS
shall be considered, ∆1 = E1 − E0 = ω0 − J , and
∆2 = E2 − E0 = ω0 + J (here we have discarded the
Lamb shift, that can be neglected for sufficiently small
couplings). When both transitions lie within the lower
gap, i.e. ∆1 < A − B, ∆2 < A − B, we are in observe
full preservation of the polariton population. For the pa-
rameters in Fig. (7), this corresponds to the case when
ω0 < 0.25 (white region in the lower panel). However,
when ∆1 is within the gap, but ∆2 is within the band,
i.e. in the region where A−B−J < ω0 < A−B+J , only
half of the population is lost, and therefore Ppol = 0.5.
The quantities at the two sides of the inequality mark the
boundaries of the orange region within the lower panel
of Fig. (7), in our case given by 0.25 < ω0 < 0.75.
In addition, Fig. (8) shows the amount of population
trapped in the form of polariton depending on J and
for different values of the atomic frequency. In detail,
the curves correspond to values of ω0 ranging from 0.1
to 0.5 (and from 0.6 to 1 in the inset) with intervals
of ∆ω0 = 0.1. It can be observed that there is a certain
value of J , which depends on ω0, up to which the trapped
population remains equal to 0.5. Indeed, following a sim-
ilar analysis as before, it can be concluded that the full
width at half maximum of each curve is given by the
point in energy where the transition ∆2 enters into the
band, while ∆1 remains in the gap. This corresponds for
instance to J = A−B−ω0 = 0.4 for ω0 = 0.1 or J = 0.1
for ω0 = 0.4, and also explains why the different curves
are displaced by ∆ω0. A similar analysis can be made
to analyse the insert within the figure, which shows the
permanence of polaritons for atomic frequencies within
the band. The proportion of atomic component in the
polariton varies for each particular values of ω0 and J .
This can be seen from the dotted curves, which repre-
sent the total atomic population PT (t) at t = 500. For
certain values of J this atomic population is still higher
than the population within the polariton, which reflects
the fact that the population has not completely relaxed
to its steady state value (not shown here).
Let us now analyse further the formation of cavities
inside the photonic crystal. To this order, we consider in
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FIG. 7: (Color online) Density plot that represents the total
population trapped in the polariton state Ppol with respect to
ω0 and B, when considering g = 0.1, A = 1, N = 2 and the
initial state |Ψ0〉 = |1〉|0〉|vac〉. The upper plot corresponds
to the case when J = 0, and the lower plot represents the case
J = 0.25. See units in Sect. (V A).
figure (9) a histogram of the atomic and photonic popu-
lations in the long time limit for two different situations:
when the atomic frequency is ω0 = 0.1, i.e. deep inside
the gap (left plots), and when it is just in the band-
gap edge, ω0 = B = 0.5 (right plots). The two cases
present very different results. While for for ω0 = 0.1
the population remains localized nearby the initially ex-
cited atom, for the resonant case ω0 = B = 0.5, the
population spreads along the whole atomic sample, and
along more modes within the chain. This result con-
firms numerically the formal discussion in [63], showing
that indeed the localization length ξ of a photon grows
larger and eventually diverges near the band-gap edge
ξ ∼ 1/(√ωc|ωc − ω0|). Here, it can be seen that deep
inside the gap, the excitation remains localized nearby
the original location (see also [64]), which effectively cor-
responds to the formation of a cavity where the cavity
mode is just the transformed oscillator coupled to the
atom. A similar result is observed for both cases when
one and two excitations are initially present in the atomic
lattice.
VI. CONCLUSIONS AND PERSPECTIVES
The paper proposes a method to map a many body
OQS conformed by a regular particle array into that of
two coupled lattices, corresponding to the OQS and its
environment respectively. The atoms within the OQS are
10
0 0.1 0 .2 0 .3 0 .4 0 .5 0 .6 0 .7 0 .8
0 .4
0 .5
0 .6
0 .7
0 .8
0 .9
1
J
P
p
o
l
0 0.5 1
0
0.2
0 .4
0 .6
0 .8
J
P
p
o
l
FIG. 8: (Color online) Solid curves represent the total popu-
lation in trapped in the form of polaritons Ppol, for different
hopping rates J and different atomic frequencies. The differ-
ent curves correspond to values of ω0 ranging from 0.1 (curve
in the right extreme) to 0.5 (curve in the left extreme) in an
interval of ∆ω0 = 0.1. These curves represent therefore val-
ues within the gap, while the inset represents ω0 within the
band, ranging from 0.6 (left extreme) to 1 (right extreme).
The dotted lines represent the total atomic population PT (t)
at t = 500 under the same conditions. In all curves we have
considered N = 2 atoms, A = 1, B = 0.5, and g = 0.1. The
initial condition is considered |Ψ0〉 = |1〉|0〉|vac〉, where |vac〉
is the vacuum state for the environment. See units in Sect.
(V A).
then directly coupled to the most relevant modes of the
environment, which in principle may allow to solve the
problem with a variety of techniques alternative to the
master equation. The mapping is particularly simple for
atoms in contact with the electromagnetic field within
a photonic crystal, that lead to interactions within the
environment modes that extend only to next-neighbours.
Generally speaking, in the case of bosonic environments,
the mapping may lead to a system similar to the Jahn-
Teller [33, 65, 66] and the Jaynes-Cummings for coupled
cavities. Hence, re-expressing an OQS Hamiltonian as (2)
allows to use both numerical and analytical tools alterna-
tive to the ones traditionally considered in the analysis of
OQS, that can be helpful to analyse the system beyond
the usual weak coupling and Markovian regimes.
These ideas are illustrated in this paper by analysing
the dynamics of atoms coupled to photonic crystals with
a one dimensional gap. For this particular system, the re-
sult given by the master equation approach is compared
to the result given by solving the Schro¨dinger equation for
the mapped system. Also, because the mapping allows
to truncate to the most relevant modes of the environ-
ment, an exact diagonalization of the total Hamiltonian
is carried out, which unveils the existence of highly corre-
lated atom-photon states in the system when the atomic
frequencies are within the gap, and a strong dependence
of such highly correlated states on the presence of inter-
atomic dipole-dipole interactions.
Also, it is noted that the transformed system is
very similar to the starting setup from which collision-
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FIG. 9: (Color online) Histograms representing the time-
averaged atomic (dotted orange) and photonic (plain violet)
populations within the long time limit. The left and right
plots correspond to ω0 = 0.1 and 0.5 respectively. The upper
panels correspond to the case where N = 2 atoms, consider-
ing one atom initially excited (and two for the insets). The
lower panels represent the case of N = 15 atoms, and a single
initial excitation in the system. Other parameters considered
are M = 50, B = 0.5 and A = 1 as in previous cases.
model-based non-Markovian master equations are de-
rived [67, 68]. These models give rise to master equa-
tions that preserve highly desirable mathematical prop-
erties such as complete positivity, but have the draw-
back that they are not easily derivable from microscopic
models. For instance, the quantities involved in the col-
lisional model approach cannot in general be expressed
in terms of the environment spectral density. Also, col-
lisional models cannot be easily extended to deal with
a many body OQS. Hence, the chain-mapping approach
here proposed could be used as a starting point to derive
a new collision-model-based master equation that on the
one hand preserves complete positivity, and on the other
hand can be extended to the many particle case and be
directly related to a microscopic derivation that departs
from first principles, i.e. from the total Hamiltonian of
the system and its environment.
Being able to analyze the dynamics of many body OQS
may bring new insight to a wide variety of problems,
ranging from quantum optics (e.g. analysis of the dy-
namics of impurities in structured environments such as
photonic crystals [69, 70]) and solid state physics (e.g.
analysis of the dynamics of superconducting qubits [71?
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] and of strongly correlated systems with dissipation [17–
21]), to quantum biophysics (e.g. study of the energy
transport within photosyntetic complexes [26, 72]). In
addition, understanding the dissipative dynamics beyond
the Markov approximation is of primary importance to
further develop the concepts of dissipative quantum com-
putation and state preparation developed in [73–75], and
experimentally realized in [76]. Finally, the appealing
form of Hamiltonian (2) suggests that the dynamics of
OQS can be simulated with optical lattices in a spirit
similar to the proposals [53, 77], provided that the inter-
action strengths fnm corresponding to a particular en-
vironment are implemented. An alternative implemen-
tation of this system, consisting in a regular lattice of
atoms connected to an environment, are Coulomb crys-
tals of trapped ions [40, 78].
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Appendix A: System evolution equations and their
dependency on the environment correlation function
Let us now follow the derivation in [38] to show that
for initially thermal states, the only relevant quantity
to describe the coupling with the environment is the so-
called correlation function. To see this, we consider the
simple case of an atom coupled to an environment with
a Hamiltonian of the form (11). The idea is to con-
sider the Heisenberg equation for a system operator, A,
and re-express it in such a way that the environmen-
tal operators ak(0) are placed on the right hand side
of the terms, while the a†k(0) appear in the left hand
side. Thus, when computing 〈A(t)〉 = Tr[A(t)ρ0], with
ρ0 = ρS⊗ρT , and ρT a thermal state for the environment,
these terms vanish. The Heisenberg evolution equation
of A(t) = U−1(t, 0)AU(t, 0), with U(t, 0) the evolution
operator with the total Hamiltonian H, can be written
as
dA(t1)
dt1
= iU−1(t1, 0)[Htot, A]U(t1, 0)
= −i[HS(t1), A(t1)] + i
∑
k
g(k)(a†k(t1, 0)[L(t1), A(t1)]
+ [L†(t1), A(t1)]ak(t1, 0)), (27)
We can replace in (27) the formal solution of the
evolution equation of the environmental operators,
dak(t1, 0)/dt1 = i[Htot(t1), ak(t1, 0)] = −iωkak(t1, 0) −
ig(k)L(t1),
ak(t1, 0) = e
−iωkt1ak(0, 0)− ig(k)
∫ t1
0
dτe−iωk(t1−τ)
× L(τ). (28)
The single evolution equation (27) becomes as follows,
dA(t1)
dt1
= i[HS(t1), A(t1)]− ν†(t1)[L(t1), A(t1)]
+
∫ t1
0
dτα∗(t1 − τ)L†(τ)[A(t1), L(t1)] + [L†(t1), A(t1)]
× ν(t1) +
∫ t1
0
dτα(t1 − τ)[L†(t1), A(t1)]L(τ), (29)
where we have defined the environment correlation func-
tion as
α(t− τ) =
∑
k
|g(k)|2e−iωk(t−τ). (30)
In the last expression, we have also defined the bath op-
erators
ν†(t1) = −i
∑
k
g(k)a†k(0, 0)e
iωkt1
ν(t1) = i
∑
k
g(k)ak(0, 0)e
−iωkt1 (31)
Note that when calculating the quantum mean value with
an initial thermal state, the terms proportional to ν and
ν† vanish, so that the exact evolution equation of 〈A(t)〉
only depends on the correlation function (30). A similar
calculation for two time correlation functions of system
observables A and B leads to the form
dA(t1)B(t2)
dt1
= i[HS(t1), A(t1)]B(t2)
− ν†(t1)[L(t1), A(t1)]B(t2) + [L†(t1), A(t1)]B(t2)ν(t1)
−
∫ t1
0
dτα∗(t1 − τ)L†(τ)[L(t1), A(t1)]B(t2)
+
∫ t1
t2
dτα(t1 − τ)[L†(t1), A(t1)]L(τ)B(t2)
+
∫ t2
0
dτα(t1 − τ)[L†(t1), A(t1)]B(t2)L(τ). (32)
The evolution of the quantum mean value 〈A(t1)B(t2)〉
is again obtained by computing the trace with the total
initial state on both sides of the former expression, find-
ing out that the resulting exact equation only depends on
the correlation function. A generalization to an N-time
correlation function can be found in [38].
Appendix B: Independent environment limit
To illustrate the idea presented in Section (III C), let
us assume the Caldeira and Legget model for the spectral
density, which gives a good approximation of the spectral
densities of different types of environment in the short
frequency limit [36, 79, 80],
J(ω) = αω1−sc ω
sθ(ωc − ω). (33)
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Here, 0 < s < 1 in the sub-ohmic case, and s > 1 in the
super-ohmic where ωc is a frequency cut. To reproduce
such spectral density, we assume a dispersion relation of
the form ω(k) = Akp, where A and p are constants to be
chosen as convenient. In terms of this, the corresponding
density of states is ρDOS(ω) = | ∂k∂ω | = A
1−p
p
p ω
1−p
p . Con-
sidering g(k) = g, i.e. a homogeneous coupling Hamilto-
nian as in (1), we find that
J(ω) = g2ρDOS(ω) = g
2A
1−p
p
p
ω
1−p
p . (34)
Hence, to reproduce an ohmic spectral density (s = 1),
we need to chose p = 1/2, so that (1 − p)/p = 1, and
the constant A = 1/2. Similarly, a sub-ohmic spectral
density of the form (s = 1/2) will require choosing p =
2/3 and A = 4ωc/9, and a super-ohmic like J(ω) =
ω2
ωc
will require p = 1/3 and A =
√
1
3ωc
. In all cases, the
coupling should be chosen as g =
√
α. In general, for
a spectral density with s, we need p = 1/(s + 1) and
A = (
ω1−sc
s+1 )
1/s.
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