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SPECTRAL ASYMPTOTICS FOR
KREIN-FELLER-OPERATORS WITH RESPECT TO
RANDOM RECURSIVE CANTOR MEASURES
LENON A. MINORICS1
Abstract. We study the limit behavior of the Dirichlet and Neumann eigenvalue counting
function of generalized second order differential operators ddµ
d
dx , where µ is a finite atomless Borel
measure on some compact interval [a, b]. We firstly recall the results of the spectral asymptotics
for these operators received so far. Afterwards, we give the spectral asymptotics for so called
random recursive Cantor measures. Finally, we compare the results for random recursive and
random homogeneous Cantor measures.
1. Introduction
It is well known that f ∈ C0([a, b],R) possesses a L2 weak derivative g ∈ L2(λ1, [a, b]), where λ1
denotes the one dimensional Lebesgue measure, if and only if
f(x) = f(a) +
∫ x
a
g(y) dy.
Replacing the one dimensional Lebesgue measure by some measure µ leads to a generalized L2
weak derivative depending on the measure µ. Therefore, we let µ be a finite non-atomic Borel
measure on some interval [a, b], −∞ < a < b <∞. The µ-derivative of f : [a, b] −→ R for which
fµ ∈ L2(µ) exists such that
f(x) = f(a) +
∫ x
a
fµ(y) dµ(y) for all x ∈ [a, b]
is defined as the unique equivalence class of fµ in L2(µ). We denote this equivalence class by dfdµ .
The Krein-Feller-operator ddµ
d
dxf is than given as the µ-derivative of the λ
1
|[a,b] -
derivative of f .
This operator were introduced for example in [12]. [15], [16], [17], [18] investigate on properties
of the generated stochastic process, called quasi or gap diffusion, and related objects.
As in e.g. [1], [9], we are interested in the spectral asymptotics for generalized second order
differential operators ddµ
d
dx with Dirichlet or Neumann boundary conditions, i.e. we study the
equation
d
dµ
d
dx
f = −λf (1)
with
f(a) = f(b) = 0 or f ′(a) = f ′(b) = 0.
For a physical motivation, we consider a flexible string which is clamped between two points
a and b. If we deflect the string, a tension force drives the string back towards its state of
equilibrium. Mathematically, the deviation of the string is described by some solution u of the
one dimensional wave equation
ρ(x)
F
∂2u(t, x)
∂t2
=
∂2u(t, x)
∂x2
, x ∈ [a, b], t ∈ [0,∞)
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with Dirichlet boundary condition u(t, a) = u(t, b) = 0 for all t. Hereby, ρ is given as the density
of the mass distribution of the string and F as the tangential acting tension force. To solve this
equation, we make the ansatz u(t, x) = ψ(t)φ(x) and receive
ψ′′(t)
F ψ(t)
=
φ′′(x)
φ(x) ρ(x)
= −λ,
for some constant λ ∈ R. In the following, we only consider the equation
φ′′(x)
φ(x)ρ(x)
= −λ.
Thus, we have
φ′(t)− φ′(a) = −λ
∫ t
a
φ(y) dµ(y),
where µ is the mass distribution of the string. In other words,
d
dµ
d
dx
φ = −λφ. (2)
This equation no longer involves the density ρ, meaning that we can reformulate the problem
for singular measures µ. Such a solution φ can be regarded as the shape of the string at some
fixed time t. Up to a multiplicative constant, the natural frequencies of the string are given as
the square root of the eigenvalues of (2).
In Freiberg [5] analytic properties of this operator are developed. There, it is shown that
− ddµ ddx with Dirichlet or Neumann boundary conditions has a pure point spectrum and no finite
accumulation points. Moreover, the eigenvalues are non-negative and have finite multiplicity.
We denote the sequence of Dirichlet eigenvalues of − ddµ ddx by
(
λµD,n
)
n∈N
and the sequence of
Neumann eigenvalues by
(
λµN,n
)
n∈N0
, where we assort the eigenvalues ascending and count them
according to multiplicities. Let
NµD(x) := #
{
i ∈ N : λµD,i ≤ x
}
and NµN (x) := #
{
i ∈ N0 : λµN,i ≤ x
}
.
NµD and N
µ
N are called the Dirichlet and Neumann eigenvalue counting function of − ddµ ddx ,
respectively. The problem of determining γ > 0 such that
NµD/N (x)  xγ , x→∞, (3)
is an extension of the analogous problem for the one dimensional Laplacian. The following the-
orem is a well-known result of Weyl [21].
Theorem 1.1: Let Ω ⊆ Rn be a domain with smooth boundary ∂Ω. Consider the eigenvalue
problem {
−∆n,Ωu = λu on Ω,
u|∂Ω = 0,
where ∆n,Ω denotes the Laplace operator on Ω. Then, for the Dirichlet eigenvalue counting func-
tion N (n,Ω)D of ∆n,Ω it holds that
N
(n,Ω)
D (x) = (2pi)
−n cn voln(Ω)xn/2 + o
(
xn/2
)
, x→∞, (4)
hereby cn denotes the volume of the n-dimensional unit ball.
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Choosing µ = λ1|[a,b] leads to
NµD(x) = N
(1,(a,b))
D (x)  x1/2, x→∞,
which gives the leading order term in the Weyl asymptotics as in Theorem 1.1. (4) motivates the
definition of the spectral dimension
ds(Ω)
2
:= lim
λ→∞
logN
(n,Ω)
D (λ)
log λ
. (5)
Which leads to
ds(Ω) = n
in Theorem 1.1. Many authors before studied the expression (5) for generalized Laplacians on
p.c.f. fractals, e.g. [8], [10], [14]. In this paper, we investigate on this expression for the Krein-
Feller-operator on so called random recursive Cantor sets. Therefore, we call the limit
γ := γ(µ) := lim
λ→∞
logNµD(λ)
log λ
the spectral exponent of the corresponding Krein-Feller-operator.
The spectral asymptotics for Krein-Feller-operators with respect to self similar measures was
developed by Fujita [9], more general by Freiberg [7] and with respect to random (and determin-
istic) homogeneous Cantor measures by Arzt [1].
We give an example of a random recursive Cantor set and a corresponding random recursive
Cantor measure. In Section 4.1 we define the general class. The fractal is constructed as follows:
we subdivide the unit interval with probability p into three intervals with equal lengths, where
we remove the open middle third interval and with probability 1−p into five intervals with equal
lengths, where we remove the open second and fourth interval. In the next step, we subdivide
the remaining intervals independent from each other likewise and continue the procedure. The
fractal under consideration is the limiting set, called random 13 -
1
5 -recursive Cantor set.
Figure 1: First two approximation steps of one possible random 13 -
1
5 -recursive Cantor set
Afterwards, we construct probability measures µn, n ∈ N such that µn is a weighted Lebesgue
measure those support is given by the n-th approximation step of the random 13 -
1
5 -recursive
Cantor set. To this end, let m(j) =
(
m
(j)
1 , ..,m
(j)
Nj
)
, j = 1, 2, N1 = 2, N2 = 3 be vectors of
weights, i.e.
∑Nj
i=1m
(j)
i = 1, mi ∈ (0, 1), i = 1, .., Nj , j = 1, 2. µ1 weights the left remaining
interval by m(1)1 and the right by m
(1)
2 , if we subdivided the unit interval into three parts, else it
weights the left interval by m(2)1 , the middle interval by m
(2)
2 and the right by m
(2)
3 . µ2 weights
an interval by the weight of the predecessor interval multiplied by the weight according to the
procedure for n = 1. Recursively, we continue this construction.
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Figure 2: First two approximation steps of µ(
1
3 ,
1
5 )
A random recursive Cantor measure µ(
1
3 ,
1
5 ) corresponding to the 13 -
1
5 -recursive Cantor set is
given as the weak limit of the sequence (µn)n∈N.
It turns out that under some regularity conditions for the solution γ > 0 of
E
NU∅∑
i=1
(
r
(U∅)
i m
(U∅)
i
)γ = 1,
there exists a constant C > 0 and a random variable W > 0 a.s., EW = 1 such that
NµD/N (x)x
−γ −→ CW a.s. (6)
or there exists a deterministic periodic function G such that
NµD/N (x) = (G(log(x)) + o(1))x
γW a.s., (7)
where µ is a random recursive Cantor measure. Hereby U∅ is the unique ancestor of the underlying
random tree, NU∅ is the corresponding number of self similarities, r
(U∅)
i are the corresponding
scale factors and m(U∅)i are the entries of the corresponding vector of weights.
Since the eigenvalue counting functions are branching processes, they fulfill a random version
of the renewal equation of [4]. The constant C in (6) is given as the limit of E
(
NµD/N (x)x
−γ
)
.
The random variable W is the limit of the fundamental martingale of the underlying random
population. The strict positivity of W follows by an x log x argument, standard in branching
theory.
It is an open question whether there exists a non-trivial example in (7) or not.
For the random 13 -
1
5 -recursive Cantor set we thus receive that either (6) or (7) is satisfied,
where γ > 0 is the unique solution of
p
((
m
(1)
1
3
)γ
+
(
m
(1)
2
3
)γ)
+ (1− p)
((
m
(2)
1
5
)γ
+
(
m
(2)
2
5
)γ
+
(
m
(2)
3
5
)γ)
= 1.
We denote by γ0 the spectral exponent for p = 0 and by γ1 for p = 1. For every γ ∈ [γ0, γ1] there
thus exists a p such that γ is the corresponding spectral exponent. Therefore, we can construct
a tailored string those spectral exponent is an arbitrary γ ∈ [γ0, γ1], where the support of this
string is then given by some random 13 -
1
5 -recursive Cantor set.
The paper is organized as follows. In Section 2 we give the definition of the operator under
consideration and recap the important results received so far. Section 3 is dedicated to the C-M-
J branching processes. The convergence results for these types of branching processes we need
are given there. We use them to establish the spectral asymptotics for the eigenvalue counting
functions. Then, in Section 4, we firstly define the measures under consideration and proof
afterwards the main theorem. Finally, we compare the spectral exponent for random homogeneous
and random recursive Cantor measures. It will be shown that iffW 6= 1 a.s., the spectral exponent
for random recursive Cantor measures is strictly bigger than the spectral exponent for random
homogeneous Cantor measures. We illustrate this fact by some examples.
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2. Preliminaries
2.1. Definition of the Krein-Feller-Operator. Let µ be a finite non-atomic Borel measure
on [a, b], −∞ < a < b <∞ and
Dµ1 :=
{
f : [a, b] −→ R : ∃ fµ ∈ L2(µ) :
f(x) = f(a) +
∫ x
a
fµ(y) dµ(y), x ∈ [a, b]
}
.
The µ-derivative of f is defined as the equivalence class of fµ in L2(µ). It is known (see [5,
Corollary 6.4]) that this equivalence class is unique. Thus, the operator
d
dµ
: Dµ1 −→ L2(µ),
f 7→ [fµ]∼µ
is well-defined. Let
D := Dµ,λ12 :=
{
f ∈ C1((a, b)) ∩ C0([a, b]) : ∃ (f ′)µ ∈ L2 (µ) :
f ′(x) = f ′(0) +
∫ x
a
(f ′)µ(y) dµ(y), x ∈ [a, b]
}
.
The Krein-Feller-operator w.r.t. µ is given as
d
dµ
d
dx
: D −→ L2(µ)
f 7→ [(f ′)µ]∼µ .
2.2. Spectral Asymptotics for Self-Similar and Random Homogeneous Cantor Mea-
sures. As mentioned in the introduction, the spectral asymptotics for Krein-Feller-operators
were discovered by [9] and [1] for special types of measures. In this section we summarize
some main results. Firstly, we consider self-similar measures, treated in [9]. Therefore, let S =
{S1, ..., SN}, N ≥ 2 be an iterated function system given by
Si(x) = ri x+ ci, x ∈ [a, b],
whereby ri ∈ (0, 1), ci ∈ R are constants such that the open set condition is satisfies, Si[a, b] ⊆
[a, b] for all i and let m = (m1, ...,mN ) be a vector of weights. As shown in [11], there exists a
unique non-empty compact set C = C(S) ⊆ [a, b] such that ⋃Ni=1 Si(C) = C and a unique Borel
probability measure µ = µ(S,m) such that µ = ∑Ni=1mi µ ◦S−1i . Moreover it holds suppµ = C.
We call C self-similar w.r.t. S and µ self-similar w.r.t. S and m. The Hausdorff dimension of C is
given by the unique solution d ∈ [0, 1] of ∑Ni=1 rdi = 1 and it holds Hd(C) ∈ (0,∞). Moreover, if
mi = r
d
i for all i, we have µ = Hd(C)−1Hd|C . In this setting, the spectral exponent of the corre-
sponding Krein-Feller-operator is the unique solution γ > 0 of
∑N
i=1 (mi ri)
γ
= 1. For references
see [9, Theorem 3.6] and [7, Theorem 4.1].
In the following, we want to relax the self similarity of the set C and the measure µ. To this end,
we take an index set J and define to each j ∈ J an IFS S(j) =
{
S
(j)
1 , ..., S
(j)
Nj
}
. Then, we choose
randomly j0 ∈ J (according to some probability distribution on J) and take the image of [a, b]
under S(j0). Next, we choose randomly j1 ∈ J (according to the same probability distribution)
and take the image of S(j0)1 [a, b], ..., S
(j0)
Nj0
[a, b] under S(j1). The limit of this construction is the
fractal under consideration. More precise, let J be a non-empty countable set. To each j ∈ J let
S(j) =
{
S
(j)
1 , ..., S
(j)
Nj
}
, Nj ∈ N be such that
S
(j)
i (x) = r
(j)
i x+ c
(j)
i , x ∈ [a, b], i = 1, ..., Nj ,
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where the constants r(j)i ∈ (0, 1), c(j)i ∈ R are chosen such that
a = S
(j)
1 (a) < S
(j)
1 (b) ≤ S(j)2 (a) < · · · < S(j)Nj (b) = b. (8)
Further, we call ξ = (ξ1, ξ2, ...), ξi ∈ J an environment sequence and define
Wn := {1, ..., Nξ1} × {1, ..., Nξ2} × · · · × {1, ..., Nξn} , n ∈ N.
The homogeneous Cantor set to a given environment sequence ξ is
K(ξ) :=
∞⋂
n=1
⋃
w∈Wn
(
S(ξ1)w1 ◦ S(ξ2)w2 ◦ · · · ◦ S(ξn)wn
)
([a, b]).
Next, we define a measure µ(ξ) on [a, b] to a given environment sequence ξ, which generalizes
the invariant measures, presented before. To this end, let m(j) = (m(j)1 , ...,m
(j)
Nj
), j ∈ J be a
vector of weights. µ(ξ) is defined as the week limit of the sequence of Borel probability measures(
µ
(ξ)
n
)
n∈N
,
µ(ξ)n :=
∑
w∈Wn
m(ξ1)w1 · · ·m(ξn)wn µ0 ◦
(
S(ξ1)w1 ◦ · · · ◦ S(ξn)wn
)−1
, µ0 :=
1
b− a λ
1
|[a,b] .
µ(ξ) is called homogeneous Cantor measure, corresponding to K(ξ). If |J | = 1, then the definition
of invariant sets and measures coincide with K(ξ) and µ(ξ).
[1, Theorem 3.3.10] makes a statement about the spectral exponent of the Krein-Feller-operator
with respect to µ(ξ), where ξ is a deterministic environment sequence. Here, we only consider
the random case. Therefore, let (Ω,F ,P) be a probability space and ξ = (ξ1, ξ2, ..) a sequence
of i.i.d. J-valued random variables with pj := P(ξi = j). We denote the Dirichlet and Neumann
eigenvalue counting function of the Krein-Feller-operator w.r.t. µ(ξ(ω)) by N (ξ(ω))D and N
(ξ(ω))
N ,
respectively. Further, if |J | =∞, we need the following five technical assumptions:
sup
j∈J
Nj <∞, (A1)
inf
j∈J
min
i=1,...,Nj
r
(j)
i m
(j)
i > 0, (A2)
sup
j∈J
max
i=1,...,Nj
r
(j)
i m
(j)
i < 1, (A3)
∏
j∈J,∑Nj
i=1
r
(j)
i
m
(j)
i
<1
Nj∑
i=1
r
(j)
i m
(j)
i > 0, (A4)
∏
j∈J,∑Nj
i=1
r
(j)
i
m
(j)
i
>1
Nj∑
i=1
r
(j)
i m
(j)
i <∞. (A5)
Under these assumptions, we obtain:
Theorem 2.1 ( [1], Corollary 3.5.1): Let γh > 0 be the unique solution of
∏
j∈J
 Nj∑
i=1
(
r
(j)
i m
(j)
i
)γhpj = 1.
Then, there exist C1, C2 > 0, x0 > 0 and c1(ω), c2(ω) > 0 such that
C1 x
γh e−c1(ω)
√
log x log log x ≤ N (ξ(ω))D (x) ≤ N (ξ(ω))N (x) ≤ C2 xγh e−c2(ω)
√
log x log log x
for all x > x0 almost surely.
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3. C-M-J Branching Processes
By the construction of random recursive Cantor sets, there is a natural relation to random la-
belled trees. We will be able to write the eigenvalue counting function as a sum over each node
of the tree, counted by some random characteristic which leads to C-M-J branching processes.
This method was also used in [10]. Nerman [20] used renewal theory, based on [4], for some
convergence results for C-M-J branching processes. These results can then be used to determine
the asymptotic behaviour of the eigenvalue counting functions.
A C-M-J branching process is a stochastic process which counts individuals of a population
according to some (maybe random) function φ. We assume that the considered population has a
unique ancestor, denoted by ∅. We say i = (i1, ..., in) belongs to the n-th generation of the pop-
ulation, if the individual i is the in-th child of the in−1-th child of the ... of the i1-th child of the
ancestor ∅. Since a mother can give birth to a child, we say ι˜ is the mother of i, if ι˜ = (i1, ..., in−1).
The generation of i is given by | i |. Each individual has a reproduction rate, described by a ran-
dom point process ξi on [0,∞), i.e. an individual reproduces at time t according to ξi(t), for
t ∈ [0,∞), whereby ξi(t) denotes the ξi measure of [0, t]. The birth time of i is denoted by σi
and is given as
σ∅ = 0,
σi = σι˜ + inf {u ≥ 0 : ξι˜(u) ≥ in} .
Every individual has a life time L. Therefore, it lives in the interval [σi, L+ σi) and dies at time
L+ σi. We define the tuple (ξ, L, φ) on some probability space (Ω˜, B˜, P˜). We call (ξx, Lx, φx)x a
general branching process. Let
Gn := {(i1, ..., in) : ij ∈ N, j = 1, ..., n} ,
G := {0} ∪
( ∞⋃
n=1
Gn
)
.
The probability space on which we define the C-M-J branching processes is the product space
(Ω,B,P) =
∏
i∈G
(Ωi,Bi,Pi), (9)
where (Ωi,Bi,Pi) are copies of (Ω˜, B˜, P˜) and contain independent copies (ξi, Li, φi) of (ξ, L, φ).
Thereby, we assume that φ : Ω×R −→ [0,∞) is a product measurable, separable càdlàg function
on R. The C-M-J branching process to a given general branching process (ξx, Lx, φx)x is defined
by
Zφt :=
∑
i∈Σ
φi(t− σi),
where Σ is the trace of the underlying Galton-Watson process and φi(t) = 0 for t < 0. The
interpretation of the process Zφ depends on the random characteristic φ. For φ ≡ 1, Zφ describes
the total number of individuals born up to and including time t. In this case, we set Tt := Z
φ
t .
Further, we define ν(t) := ν([0, t]) := E(ξ(t)) and we require that the following two properties
hold:
1. There exists an α > 0 such that ∫ ∞
0
e−αt dν(t) = 1.
This parameter α is called Malthusian parameter of the process.
2. For the Malthusian parameter α holds∫ ∞
0
u e−αu dν(u) <∞.
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The following representation of Zφ is useful for our consideration (see [13]):
Zφt = φ∅(t) +
ξ∅(t)∑
i=1
(i)Z
φ
t−σi , t ∈ [0,∞), (10)
where
(
(i)Z
φ
t
)
t
, i = 1, ..., ξ∅(∞) are i.i.d., distributed like
(
Zφt
)
t
. Also,
(
(i)Z
φ
t
)
t
is independent
of ξ∅. If there will be no confusion, we will suppress the i in φi, Li, etc. Further, we write ξ(∞),
if we mean ξ([0,∞)) and analogously for the other measures. The type of branching processes
we consider is called supercritical, i.e. ν(∞) > 1. In this case the extinction probability is strictly
less than 1 (see e.g. [13, Theorem 2.3.1]). In our consideration each individual will have at least
two offsprings and therefore the extinction probability is 0. By ξα we denote the Laplace-Stieltjes
transformation with respect to α of ξ and by να its expectation, i.e.
ξα(t) =
∫ t
0
e−αs dξ(s),
να(t) = E(ξα(t)).
In the following we order the individuals according to their birth times, that is, if i is the n-th
individual of the population and
σi < σ(i,i),
for some i ∈ N and there exists no individual j such that
σi < σj < σ(i,i),
then (i, i) is the (n+ 1)-th individual. If we have several births at the same time, we sort them
according to an arbitrary rule. We write i(n) for the n-th individual of the population.
For our main result, we need to introduce a random variable W which is the almost sure
limit of a martingale (Rn)n∈N. Therefore, we define a filtration (An)n∈N on the probability space
(Ω,B,P) as follows: For j ∈ G let Pj be the projection of (Ω,B) onto (Ωj,Bj). Then, An is defined
as the smallest σ-algebra (on Ω) such that{
ω ∈ Ω : i(1)(ω) = j1, ..., i(n)(ω) = jn
} ∈ An for all j1, ..., jn ∈ G
and
A ∩ {ω ∈ Ω : j ∈ {i(1)(ω), ..., i(n)(ω)}} ∈ An for all A ∈ P−1j (B), for all j ∈ G.
We interpret An as the biography of the first n individuals. By construction σi(n) is An−1 mea-
surable. Further, we have that (i(k))Z
φ
t and ξi(k) are independent of An for all k > n, t ∈ R.
We remark that analogous results hold for ATt (for individuals born after time t such that their
parents are born before or at time t), where Tt is a stopping time with respect to the constructed
filtration for fixed t. Let H(n) be the set of the first n individuals of the population and
R0 := 1
Rn := 1 +
∑
i∈H(n)
ξi(∞)∑
i=1
e−ασ(i,i) −
∑
i∈H(n)
e−ασi , n ∈ N.
Theorem 3.1: The process (Rn)n∈N is a non-negative martingale with respect to
(An)n∈N. Furthermore, there exists a random variable W such that
Rn
n→∞−→ W a.s.
If
E
(
ξα(∞) log+ ξα(∞)
)
<∞,
then W > 0 a.s., otherwise W = 0 a.s.
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Proof. [2, Theorem 4.1]
The case where φi depends on the whole line of descendants is discussed in [20, Chapter 7].
There, it is shown that Theorem 3.1 also holds.
We need a strong law of large numbers for C-M-J branching processes. For reference see [3].
For this strong law, the branching process has to satisfy the following two conditions.
Condition 3.2: There exists a non-increasing bounded positive integrable càdlàg function g on
[0,∞) such that
E
(
sup
t≥0
ξα(∞)− ξα(t)
g(t)
)
<∞.
Condition 3.3: There exists a non-increasing bounded positive integrable càdlàg function h on
[0,∞) such that
E
(
sup
t≥0
e−αtφ(t)
h(t)
)
<∞.
Theorem 3.4 (strong law of large numbers): Let (ξx, Lx, φx)x be a general branching process
with Malthusian parameter α, where φ ≥ 0 and φ(t) = 0 for t < 0. Then,
1. If να is non-lattice,
e−αtZφ(t)→ να(∞)W a.s.
2. If να is lattice with span T , there exists a periodic function G with period T such that
Zφ(t) = (G(t) + o(1)) eαtW a.s.
G is given as
G(t) = T ·
∑∞
j=−∞ e
−α(t+jT )φ(t+ jT )∫∞
0
te−αt dν(t)
.
4. Spectral Asymptotics for General Recursive Cantor
Measures
4.1. Construction of General Recursive Cantor Measures. Let J be a (possibly un-
countable) index set. We define to each j ∈ J an IFS S(j). Therefore, let Nj ∈ N, Nj ≥ 2. Then
S(j) =
(
S
(j)
1 , ..., S
(j)
Nj
)
, where we define S(j)i : [a, b] −→ [a, b] by
S
(j)
i (x) := r
(j)
i x+ c
(j)
i ,
for some r(j)i ∈ (0, 1), c(j)i ∈ R, i = 1, ..., Nj such that
a = S
(j)
1 (a) < S
(j)
1 (b) ≤ S(j)2 (a) < S(j)2 (b) ≤ · · · ≤ S(j)Nj (a) < S
(j)
Nj
(b) = b.
Furthermore, let m(j) =
(
m
(j)
1 , ...,m
(j)
Nj
)
be a vector of weights and thus, as in Chapter 2.2, an
element of the index set J identifies a tuple
(
S(j),m(j)
)
.
As in Chapter 3, we construct a population I with unique ancestor, denoted by ∅. Every individual
i ∈ I identifies an element of J which we also denote by i. The number of children of i is Ni.
For i, j ∈ G, i = (i1, ..., in), j = (j1, ..., jm) we define i j := (i1, ..., in, j1, ..., jm) and, if m > n,
j |n := (j1, ..., jn). Let In be the n-th generation of I.
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For i ∈ In, i = (i1, ..., in), we define
mi := m
(∅)
i1
· · ·m((i1,...,in−1))in ,
Si := S
(∅)
i1
◦ ... ◦ S((i1,...,in−1))in
and we define analogously S−1i as the composition of the preimages of the Si.
For n ∈ N let
K(I)n :=
⋃
i∈In
Si([a, b]).
The limiting set K(I) :=
⋂∞
n=1K
(I)
n is called recursive Cantor set.
Proposition 4.1: The set K(I) is compact and contains at least countably infinitely many ele-
ments, namely S(i1,...,in)(a) and S(i1,...,in)(b), i1 = 1, ..., N∅, ..., in = 1, ..., N(i1,...,in−1), n ∈ N.
Proof. Let i = (i1, ..., in) ∈ In. For m ∈ N let i′ and i′′ be two individuals of the pop-
ulation such that i′ = i1m, 1m := (1, ..., 1) ∈ Rm, m ∈ N and i′′1 , ..., i′′n = i1, ..., in, i′′k =
N(
i1,...,ik−1,N(i1,...,ik−1)
) for k = n+ 1, .., n+m. By definition, we have
Si′(a) = Si(a),
Si′′(b) = Si(b).
Thus, we have Si(a), Si(b) ∈ K(I)n+m for all m ∈ N, which proofs the statement.
By construction, we have
K(I) =
N∅⋃
i=1
S
(∅)
i
(
K(θiI)
)
, (11)
where θiI denotes the subtree of I, rooted at (i).
We define the recursive Cantor measures, analogously to the homogeneous Cantor measures.
Let
µ(I)n (A) :=
∑
i∈In
mi µ0
(
S−1i (A)
)
, µ0(A) :=
1
b− aλ
1
|[a,b](A)
for all A ∈ B([a, b]). The recursive cantor measure µ(I) to given Cantor set coded by I is
defined as the weak limit of
(
µ
(I)
n
)
n∈N
.
Lemma 4.2: For all i ∈ I holds
µ(I)(Si([a, b])) = mi.
Proof. We write µ = µ(I), µn = µ
(I)
n , n ∈ N. Let Ki := Si([a, b]) for i ∈ I.Let i ∈ In, j ∈ In+m,
n,m ∈ N. Because of
Ki ∩Kj =
{
Kj, if j |n = i
∅, otherwise,
we get
µn+m(Ki)
=
∑
j∈In+m
mj µ0
(
S−1j (Ki)
)
=
∑
j∈In+m
j |n=i
mj µ0
(
S−1j (Ki)
)
.
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Because of (
S(i1,...,in,jn+1,...,jn+m))
−1(Ki
)
=
(
S
((i1,...,in))
jn+1
◦ · · · ◦ S((i1,...,in,jn+1,...,jn+m−1))jn+m
)−1
◦ S−1i (Ki)
=
(
S
((i1,...,in))
jn+1
◦ · · · ◦ S((i1,...,in,jn+1,...,jn+m−1))jn+m
)−1
([a, b])
=[a, b],
we get
µn+m(Ki) =
∑
j∈In+m
j |n=i
mj = mi.
Analogously to (11) holds
µ(I) =
N∅∑
i=1
m
(∅)
i S
(∅)
i µ
(θiI), (12)
where S(∅)i µ
(I)(A) := µ(I)
((
S
(∅)
i
)−1
(A)
)
, A ∈ B([a, b]).
Proof. Let A ∈ B([a, b]). Then, we get
N∅∑
i=1
m
(∅)
i µ
(θiI)
n
((
S
(∅)
i
)−1
(A)
)
=
N∅∑
i=1
Ni∑
i1=1
· · ·
N(i,i1,...,in−1)∑
in=1
m
(∅)
i m
(i)
i1
· · ·m((i,i1,...,in−1))in µ0
(
(Si,i1,...,in)
−1
(A)
)
=
N∅∑
i1=1
· · ·
N(i1,...,in)∑
in+1=1
m
(∅)
i1
m
(i)
i2
· · ·m((i,i1,...,in))in+1 µ0
((
Si1,...,in+1
)−1
(A)
)
=µ
(I)
n+1(A).
Taking the limit, we get the assertion.
With (12) we get the following lemma.
Lemma 4.3: Let i ∈ {1, ..., N∅} and A ∈ B([a, b]) with A ⊆ S(∅)i ([a, b]). Then, it holds
µ(I)(A) = m
(∅)
i (S
(∅)
i µ
(θiI))(A).
4.2. Scaling Properties. We establish a Dirichlet-Neumann-Bracketing with which we receive
the characteristic φ for the C-M-J branching process under consideration. To this end, we need
some scaling properties.
4.2.1 Scaling Property of the L2-Norm.
Lemma 4.4: Let f, g ∈ L2
(
µ(I)
)
. Then,
〈f, g〉L2(µ(I)) =
N∅∑
i=1
m
(∅)
i
〈
f ◦ S(∅)i , g ◦ S(∅)i
〉
L2
(
µ(θiI)
) .
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Proof. We have suppµ(I) = K(I). Together with Lemma 4.3, we get
〈f, g〉L2(µ(I)) =
∫
[a,b]
f g dµ(I)
=
N∅∑
i=1
∫
S
(∅)
i ([a,b])
f g dµ(I)
=
N∅∑
i=1
∫
[a,b]
f ◦ S(∅)i g ◦ S(∅)i d
(
S
(∅)−1
i µ
(I)
)
=
N∅∑
i=1
m
(∅)
i
∫
[a,b]
f ◦ S(∅)i g ◦ S(∅)i dµ(θiI)
=
N∅∑
i=1
m
(∅)
i 〈f ◦ S(∅)i , g ◦ S(∅)i 〉L2(µ(θiI)).
4.2.2 Scaling of the Eigenvalue Counting Function - Neumann Boundary Conditions.
Let (E(I),F) be the Dirichletform on L(µ(I)), whose eigenvalues coincide with the Neumann
eigenvalues of − d
dµ(I)
d
dx . Namely,
F = H1(λ),
E(f, g) =
∫ b
a
f ′(x) g′(x) dx,
see [6, Proposition 5.1]. We write N (I)N for the eigenvalue counting function of (E ,F), instead of
N(E,F). To obtain the Neumann-Dirichlet-Bracketing, we define a new Dirichlet form
(
E˜(I), F˜ (I)
)
,
introduced in [1, Chapter 3]. Let F˜ (I) be the set of all functions f : [a, b] −→ R with f ◦S(∅)i ∈ F
for all i = 1, ..., N∅ and f
∣∣(
S
(∅)
i (b),S
(∅)
i+1(a)
) ∈ H1 (λ,(S(∅)i (b), S(∅)i+1(b))) for all i = 1, ..., N∅ − 1.
With [1, Proposition 3.2.1] follows F ⊆ F˜ (I), but F˜ (I) * F , because f ∈ F˜ (I) has not to be
continuous on the boundary points of S(∅)i ([a, b]), i = 1, ..., N∅. For all f, g ∈ F˜ (I), we define
E˜(I)(f, g) :=
N∅∑
i=1
1
r
(∅)
i
E
(
f ◦ S(∅)i , g ◦ S(∅)i
)
+
N∅−1∑
i=1
∫ S(∅)i+1(a)
S
(∅)
i (b)
f ′(t) g′(t) dt.
Due to [1, Proposition 3.2.1] we then have for all f, g ∈ F , E˜(I)(f, g) = E(f, g). Further, [1,
Proposition 2.2.2] implies that the embedding F˜ (I) ↪→ L2(µ(I)) is a compact operator and thus
we can refer to the eigenvalue counting function of the Dirichletform
(
E˜(I), F˜ (I)
)
. From now on
we suppress the I dependence of the Dirichletform
(
E˜(I), F˜ (I)
)
.
Proposition 4.5: For all x ≥ 0 holds
N(F˜,E˜)(x) =
N∅∑
i=1
N
(θiI)
N
(
r
(∅)
i m
(∅)
i x
)
.
Proof. Let f be an eigenfunction of
(
E˜ , F˜ , µ(I)
)
with eigenvalue λ, i.e.
E(f, g) = λ 〈f, g〉L2(µ(I)) for all g ∈ F˜ .
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Because f, g ∈ L2
(
µ(I)
)
, we have with Lemma 4.4
N∅∑
i=1
1
r
(∅)
i
E
(
f ◦ S(∅)i , g ◦ S(∅)i
)
+
N∅−1∑
i=1
∫ S(∅)i+1(a)
S
(∅)
i (b)
f ′(t) g′(t) dt
= λ
N∅∑
i=1
m
(∅)
i
〈
f ◦ S(∅)i , g ◦ S(∅)i
〉
L2(µ(θiI))
.
(13)
Now, we show that each summand on the left side equals each summand on the right side,
respectively. Therefore, let h ∈ F and define for each j ∈ {1, ..., N∅}
h˜j(x) :=
{
h ◦ S(∅)−1j (x), if x ∈ S(∅)j ([a, b]),
0, otherwise.
Obviously, we have h˜j ∈ F , h˜j ◦ S(∅)j = h, for all j ∈ {1, ..., N∅} and h˜j ◦ S(∅)i = 0 for i 6= j.
Moreover, h˜′j
∣∣(
S
(∅)
i (b),S
(∅)
i+1(a)
) = 0, j = 1, ..., N∅, i = 1, .., N∅ − 1. With g = h˜j , we then have in
(13)
1
r
(∅)
j
E
(
f ◦ S(∅)j , h
)
= λm
(∅)
j
〈
f ◦ S(∅)j , h
〉
L2
(
µ(θjI)
) .
Because this equation holds for all h ∈ F , f ◦ S(∅)j is an eigenfunction of the Dirichletform(E ,F , µ(θjI)) with eigenvalue r(∅)j m(∅)j λ for all j = 1, ..., N∅.
Now, let λ > 0, s.t. for i = 1, ..., N∅, r
(∅)
i m
(∅)
i λ is an eigenvalue of
(E ,F , µ(θiI)) with eigen-
function fi, say. This means,
E(fi, g) = r(∅)i m(∅)i λ 〈fi, g〉L2
(
µ(θiI)
) ,
for all g ∈ F . Let
f(x) :=
{
fi ◦ S(∅)
−1
i (x), if x ∈ S(∅)i ([a, b]) for some i ∈ {1, ..., N∅}
0, otherwise.
Then f ∈ F and f ◦ S(∅)i = fi, i = 1, ..., N∅ and therefore
N∅∑
i=1
1
r
(∅)
i
E
(
f ◦ S(∅)i , g
)
= λ
N∅∑
i=1
m
(∅)
i
〈
f ◦ S(∅)i , g
〉
L2(µ(θiI))
,
for all g ∈ F . Since for g˜ ∈ F we have by definition of F , g˜ ◦ S(∅)i ∈ F , i = 1, ..., N∅, we get
N∅∑
i=1
1
r
(∅)
i
E(f ◦ S(∅)i , g˜ ◦ S(∅)i ) = λ
N∅∑
i=1
m
(∅)
i
〈
f ◦ S(∅)i , g˜ ◦ S(∅)i
〉
L2(µ(θiI))
.
But the left side of this equation is equal to E(f, g˜), because f ′∣∣(
S
(∅)
i (b),S
(∅)
i+1(a))
) = 0, for all
i = 1, ..., N∅ − 1. With Lemma 4.4 we then have
E(f, g˜) = λ 〈f, g˜〉L2(µ(I)),
for all g˜ ∈ F . Therefore, λ is an eigenvalue of (E ,F , µ(I)) with corresponding eigenfunction f .
Using this, we can easily conclude the claim.
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4.2.3 Scaling of the Eigenvalue Counting Function - Dirichlet Boundary Conditions.
Let (F0, E) be the Dirichlet form on L2
(
µ(I)
)
whose eigenvalues coincide with the Dirichlet
eigenvalues of − d
dµ(I)
d
dx . Meaning, E is defined as before and
F0 := {f ∈ F : f(a) = f(b) = 0}.
We write ND instead of N(F0,E). Again, we define a new Dirichletform
(
E , F˜0(I)
)
on L2
(
µ(I)
)
and suppress the I dependence of
F˜ (I)0 :=
{
f ∈ F0 : f(x) = 0 for x ∈
(
S
(∅)
i (b), S
(∅)
i+1(a)
)
, i = 1, ..., N∅ − 1
}
.
Further, we use the notation E for E∣∣F0×F0 .
Proposition 4.6: For all x ≥ 0 we have
N(E,F0,µ(I))(x) =
N∅∑
i=1
N
(θiI)
D
(
r
(∅)
i m
(∅)
i x
)
.
Proof. Let f be an eigenfunction of
(E ,F0, µ(I)) with eigenvalue λ. Then
E(f, g) = λ 〈f, g〉L2(µ(I)),
for all g ∈ F0. Therefore, we have with [1, Proposition 3.2.1] and Lemma 4.4,
N∅∑
i=1
1
r
(∅)
i
E
(
f ◦ S(∅)i , g ◦ S(∅)i
)
+
N∅−1∑
i=1
∫ S(∅)i+1(a)
S
(∅)
i (b)
f ′(t) g′(t) dt
= λ
N∅∑
i=1
m
(∅)
i 〈f, g〉L2(µ(θiI)).
For h ∈ F0 we define
h˜j(x) :=
{
h ◦ S(∅)−1j (x), if x ∈ S(∅)j ([a, b])
0, otherwise.
Because h ∈ F0, it follows h˜j ∈ F0 and h˜j ◦ S(∅)j = h for j = 1, ..., N∅ and h˜j ◦ S(∅)i = 0, if i 6= j.
Hence,
1
r
(∅)
j
E
(
f ◦ S(∅)j , h
)
= λm
(∅)
j
〈
f ◦ S(∅)j , h
〉
L2
(
µ(θjI)
) ,
for all j = 1, ..., N∅. Therefore, λ r
(∅)
i m
(∅)
i is an eigenvalue of
(E ,F0, µ(θiI)) with eigenfunction
f ◦ S(∅)i , i = 1, ..., N∅.
Now, let r(∅)i m
∅)
i λ be an eigenvalue of
(E ,F0, µ(θiI)) for some λ > 0 with corresponding eigen-
function fi, i = 1, ..., N∅. Therefore, we have
E(fi, g) = r(∅)i m(∅)i λ 〈fi, g〉L2(µ(θiI))
for all g ∈ F0. Let
f(x) :=
{
fi ◦ S(∅)
−1
i (x), if x ∈ S(∅)i ([a, b]), for some i ∈ {1, ..., N∅}
0, otherwise.
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Since fi ∈ F0, we have f ∈ F0 and because of f ◦ S(∅)i = fi, i = 1, ..., N∅, we have
N∅∑
i=1
1
r
(∅)
i
E
(
f ◦ S(∅)i , g
)
= λ
N∅∑
i=1
m
(∅)
i
〈
f ◦ S(∅)i , g
〉
L2(µ(θiI))
,
for all g ∈ F0. For g˜ ∈ F0, we have g˜ ◦ S(∅)i ∈ F0, i = 1, ..., N∅. Analogously to the case with
Neumann boundary conditions we get with [1, Proposition 3.2.1] and Lemma 4.4,
E(f, g˜) = λ 〈f, g˜〉L2(µ(I)).
Hence, λ is an eigenvalue of (E , F˜0, µ(I)) with eigenfunction f and, as before, we can now easily
conclude the claim.
Since
(E ,F , µ(I)) is an extension of (E ,F , µ(I)) and (E ,F0, µ(I)) is an extension of (E , F˜0, µ(I)),
we get the following corollary.
Corollary 4.7: For all x ≥ 0 holds
N∅∑
i=1
N
(θiI)
D
(
r
(∅)
i m
(∅)
i x
)
≤ N (I)D (x) ≤ N (I)N (x) ≤
N∅∑
i=1
N
(θiI)
N
(
r
(∅)
i m
(∅)
i x
)
.
4.3. Spectral Asymptotics. We define a probability space (Ω,B,P) in which every atomic
event indicates a random tree I. Let
(
Ω˜, B˜, P˜
)
be a probability space and U˜i, i ∈ G be i.i.d. J-
valued random variables. The probability space we are interested in is defined as in (9), meaning
(Ω,B,P) =
∏
i∈G
(Ωi,Bi,Pi),
whereby (Ωi,Bi,Pi) are copies of (Ω˜, B˜, P˜). We set Ui = U˜i ◦Pi, i ∈ G, where Pi is the projection
map onto the i-th component. ω ∈ Ω indicates a random tree I(ω). If (i1, ..., in) = i ∈ G is such
that NU(i1,...,in−1)(ω) < in, then in the infinite tree I(ω), the in-th child of (i1, ..., in−1) is never
born, i.e. i /∈ I(ω). If we refer to the Dirichlet/Neumann eigenvalue counting function, we write
N
(ω)
D/N instead of N
(I(ω))
D/N . Also, we write θiω, if we mean the sub tree θiI(ω) of I(ω), rooted at
i ∈ I(ω). is measurable.
We consider C-M-J branching processes with
(ξi, Li) =
NUi∑
i=1
δ− log
(
r
(Ui)
i m
(Ui)
i
), max
i∈{1,...,NUi}
− log
(
r
(Ui)
i m
(Ui)
i
) ,
whereby δy(·) denotes the dirac delta function δ(· − y). Let (zt)t denote the C-M-J branching
process to the random characteristic
φˆi(t) := ξi(∞)− ξi(t).
Then zt denotes the number of individuals born after time t to mothers born before or at time
t. We assume that Condition 3.2 and Condition 3.3 are satisfied and thus there exists a random
variable W such that
lim
t→∞ e
−αtzt = W νφˆα(∞) a.s., νφˆα(∞) :=
∫∞
0
e−αt E(φˆ(t)) dt∫∞
0
t dνα(t)
,
or there exists a periodic function Gφˆα such that
zt = W e
αt
(
Gφˆα + o(1)
)
a.s.
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If we assume that EN2U∅ <∞, we have
E(ξα(∞) log+ ξα(∞)) <∞.
Hence, by Theorem 3.1, W > 0 a.s. For the rest of this chapter we denote by W this random
variable.
With Corollary 4.7 we have for each x ≥ 0
NU∅∑
i=1
N
(θiω)
D
(
r
(U∅)
i m
(U∅)
i x
)
≤ N (ω)D (x) ≤ N (ω)N (x) ≤
NU∅∑
i=1
N
(θiω)
N
(
r
(U∅)
i m
(U∅)
i x
)
.
We consider the scaling property
ξ∅(∞)∑
i=1
N
(θiω)
D (r
(U∅)
i m
(U∅)
i x) ≤ N (ω)D (x).
We suppress the ω dependence and define
XD(t) := ND
(
et
)
.
Therefore, we have
ξ∅(∞)∑
i=1
XD(t− σi) ≤ XD(t) a.s.
As in [10] we extend the branching processes to {Xφ(t) : −∞ < t <∞}, where
Xφ(t) :=
∑
i∈I
φθiω(t− σi)
and φω is defined for all t ∈ R and ω ∈ Ω. For our purposes it is enough that φω is bounded and
φω(t) = 0 for all t < t0(ω), for some t0(ω) ∈ R. As for the C-M-J branching processes, we have
Xφ(t) = φω(t) +
ξ∅(t)∑
i=1
(i)X
φ(t− σi), (14)
where
{
(i)X
φ(t)
}
t
, i = 1, ..., ξ∅(∞) are branching processes with characteristic φ with the as-
sumption that the population has initial ancestor (i). Moreover, (i)Xφ are i.i.d. copies of Xφ,
distributed like Xφ and independent of U∅ and ξ∅. We will suppress (i), if it will not cause con-
fusion.
We want to give a representation of XD such that XD = Xφ for some bounded φ. Let
η(t) := XD(t)−
ξ∅(∞)∑
i=1
XD(t− log τ1(i))
and
η˜(t) := η(t)1{t≥0} +
ξ(∞)∑
i=1
(i)XD(t− σi)1{0≤t<σi}.
Then, we have XD = Xη and X η˜(t) = 1[0,∞)(t)Xη(t) and thus both processes have the same
asymptotic behavior as t tends to infinity.
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Lemma 4.8: Assume that
EN2U∅ <∞.
Then, the Malthusian parameter of the process {XD(t) : t ∈ R} is the unique solution γ > 0
of
E
NU∅∑
i=1
(
r
(U∅)
i m
(U∅)
i
)γ = 1.
If ν is non-lattice, then
lim
t→∞XD(t) e
−γt = vη˜γ(∞)W a.s.,
where
vη˜γ(∞) :=
∫∞
−∞ e
−γt E(η˜(t)) dt∫∞
0
t e−γt dν(t)
.
If ν is lattice with period T , then
XD(t) = (G
η˜
γ(t) + o(1)) e
γtW a.s.,
where G is a periodic function with period T , given by
Gη˜γ(t) = T ·
∑∞
j=−∞ e
−γ(t+jT ) E(η˜(t+ jT ))∫∞
0
t e−γt dν(t)
.
Proof. Let
f(s) := E
NU∅∑
i=1
(
r
(U∅)
i m
(U∅)
i
)s .
By dominated convergence, we see f : [0,∞) −→ R is continuous and because r(j)i m(j)i < 1 for
all j ∈ J , i = 1, ..., Nj , f is strictly decreasing. Because Nj ≥ 2, j ∈ J , we have
f(0) ≥ 2
and
lim
s→∞ f(s) = 0.
By continuity, there exists γ > 0 such that f(γ) = 1. Furthermore, γ is the unique solution
strictly bigger than zero and also the Malthusian Parameter of the general branching process
under consideration. The first moment of νγ is finite, since ENU∅ < ∞. With g(t) = t−2 ∧ 1
Condition 3.2 is satisfied since
E
(
sup
t≥0
ξγ(∞)− ξγ(t)
g(t)
)
≤ E
(
sup
t≥0
∫ ∞
t
1
g(s)
dξγ(s)
)
≤ sup
t≥0
{
(1 ∨ t2)e−γt}ENU∅ <∞.
By [19, Lemma 4.10] there exists a deterministic constant c˜ > 0 such that
XD(t) ≤ c˜ et. (15)
Further, from the Dirichlet-Neumann-bracketing follows that
0 ≤ η(t) ≤
NU∅∑
i=1
(
N
(θiI)
N
(
r
(∅)
i m
(∅)
i e
t
)
−N (θiI)D
(
r
(∅)
i m
(∅)
i e
t
))
.
18 LENON A. MINORICS
With [6, Proposition 5.5]
ND(x) ≤ NN (x) ≤ ND(x) + 2,
we thus receive
η(t) ≤ 2NU∅ . (16)
Taking together (15) and (16), we receive
η˜(t) ≤ cNU∅ ,
for some deterministic c > 0. Therefore, Condition 3.3 follows with h(t) = e−γt. The Lemma
then follows from Theorem 3.4.
Theorem 4.9: Assume that
EN2U∅ <∞
and let γ > 0 be the unique solution of
E
NU∅∑
i=1
(
r
(U∅)
i m
(U∅)
i
)γ = 1.
Then,
1. If ν is non-lattice, then
lim
x→∞ND/N (x)x
−γ = ν η˜γ (∞)W, a.s.,
where
ν η˜γ (∞) :=
∫∞
−∞ e
−γt E(η˜(t)) dt∫∞
0
t e−γt dν(t)
.
2. If the support of ν lies in a discrete subgroup of R, then
ND/N (x) = (G(log(x)) + o(1))x
γW, a.s.,
where G is a periodic function with period T , given by
G(t) = T ·
∑∞
j=−∞ e
−γ(t+jT ) E(η˜(t+ jT ))∫∞
0
t e−γt dν(t)
.
Proof. For the Dirichlet eigenvalue counting function, we simply rescale Lemma 4.8 by x = log(t)
and hence the claim follows. The assertion for the Neumann eigenvalue counting function follows
from the identity
ND(x) ≤ NN (x) ≤ ND(x) + 2,
see [6, Proposition 5.5].
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4.4. Comparison between Random Recursive and Random Homogeneous Cantor
Measures. We have seen the construction of the recursive Cantor sets and the corresponding
recursive Cantor measures. Then, we randomized these sets and measures and showed that under
some regularity conditions the spectral exponent for the corresponding Krein-Feller-operator is
almost surely given by the unique solution γr > 0 of
E
NU∅∑
i=1
(
r
(U∅)
i m
(U∅)
i
)γr = 1.
In Theorem 2.1 we recalled the results of [1] about the spectral asymptotics for Krein-Feller-
operators w.r.t. random homogeneous Cantor measures. The next proposition relates γr to γh,
where we assume that conditions (A1)-(A5) are satisfied.
Proposition 4.10: With the notation above and in Theorem 2.1, we have γh ≤ γr and equality
if and only if there exists α > 0 such that
Nj∑
i=1
(
r
(j)
i m
(j)
i
)α
= 1, for all j ∈ J. (17)
Proof. Let xj(α) :=
∑Nj
i=1
(
r
(j)
i m
(j)
i
)α
, j ∈ J . With Jensen’s inequality, we receive
∑
j∈J
pj log (xj(α)) ≤ log
∑
j∈J
pj xj(α)
 .
Since log is strictly increasing, we have equality if and only if xi(α) = xj(α) = 1 for all i, j ∈ J .
Now, let (17) not be satisfied. Then,
0 =
∑
j∈J
pj log (xj(γh)) < log
∑
j∈J
pj xj(γh)
 .
As log
(∑
j∈J pj xj(α)
)
decreases as α increases, the assertion follows.
Remark 4.11: If Ui = Uj for all i, j ∈ I such that | i | = | j |, then the corresponding recursive
Cantor measure is homogeneous. However, Theorem 4.9 makes no statement about the spectral
asymptotics w.r.t. homogeneous Cantor measures, since the probability that µ(I) is homogeneous
is 0.
Example 4.12: Let J be countable and pj := P (U∅ = j) ∈ (0, 1), j ∈ J . Further, assume that
r
(j)
1 = ... = r
(j)
Nj
, m(j)1 = ... = m
(j)
Nj
for all j ∈ J . Therefore, m(j)i = 1Nj i = 1, ..., Nj for all j ∈ J .
Let r := rU∅ and N := NU∅ . If the conditions (A1)-(A5) are satisfied, then the spectral exponent
for the Krein-Feller-operator w.r.t. the corresponding random homogeneous Cantor measure is
given by
γh :=
E logN
E log(N/r)
,
see [1, Page 64]. The spectral exponent for the Krein-Feller-operator w.r.t. the corresponding
random recursive Cantor measure is given by the unique solution γr > 0 of
E (N (r/N)γr ) = 1.
If not (r/N)α = 1/N for some α > 0, for almost all ω ∈ Ω, we thus have
0 = log
∑
j∈J
pj Nj
(
r
(j)
1 /Nj
)γr <∑
j∈J
pj log
(
Nj
(
r
(j)
1 /Nj
)γr)
= E log (N (r/N)γr ) .
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Therefore,
γh =
E logN
E log(N/r)
< γr.
Coming back to the 13 -
1
5 -recursive Cantor set from the introduction and let p =
3
5 , m
(1)
1 =
m
(1)
2 =
1
2 , m
(2)
1 = m
(2)
2 = m
(2)
3 =
1
3 . Then, the spectral exponent for the Krein-Feller-operator
w.r.t. the corresponding random recursive Cantor measure is given as the unique solution γr > 0
of (
1
6
)γr
+
(
1
15
)γr
=
5
6
.
Numerically, we get γr ≈ 0.396403.
References
[1] P. Arzt: Eigenvalues of measure theoretic Laplacians on Cantor-like sets. Dissertation, Univer-
sität Siegen. http://dokumentix.ub.uni-siegen.de/opus/volltexte/2014/819/ (2014). Accessed
5 September 2014.
[2] S. Asmussen, K. Hering: Branching processes. Birkhäuser, Boston, 1984.
[3] Charmoy, P. H. A.: On the geometric and analytic properties of some random fractals. Dis-
sertation, University of Oxford. http://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.686930,
2014.
[4] W. Feller: An introduction to probability theory and its applications. Volume II, Wiley, New
York, 1966.
[5] U. Freiberg: Analytic properties of measure theoretic Krein-Feller-operators on the real line.
Math. Nachr. 260, pages 34-47, 2003.
[6] U. Freiberg: Dirichlet Forms on Fractal Subsets of the Real Line. Real Analysis Exchange
Volume, 30(2):589-604, 2004/2005.
[7] U. Freiberg: Spectral asymptotics of generalized measure geometric Laplacians on Cantor like
sets. Forum Math., 17:87-104, 2005.
[8] U. Freiberg, B. Hambly, J. Hutchinson: Spectral Asymptotics for V -Variable Sierpinski Gas-
kets, arXiv:1502.00711 [math.PR], 2015.
[9] T. Fujita: A fractional dimension, self similarity and a generalized diffusion operator. Proba-
bilistic methods in mathematical physics, Proceedings of Taniguchi International Symposium
Katata and Kyoto, pages 83-90, (1985), Kinokuniya, 1987.
[10] B. M. Hambly: On the asymptotics of the eigenvalue counting function for random recursive
Sierpinski gaskets. Probab. Theory Relat. Fields, 117:221-247, 2000.
[11] J. Hutchinson: Fractals and self similarity. Indiana University of Mathematics Journal,
30:713-747, 1981.
[12] K. Itô and H. P. jr. McKean, Diffusion processes and their sample paths, Springer-Verlag,
Berlin-Heidelberg-New York, 1965.
[13] P. Jagers, Branching Processes with Applications, John Wiley & Sons, Ltd., 1975.
[14] J. Kigami and M. L. Lapidus, Weyl’s Problem for the Spectral Distribution of Laplacians
on P.C.F. Self-Similar Fractals, Commun. Math. Phys. , 158:93-125, 1993.
[15] U. Küchler, Some asymptotic behaviour of the transition densities of one-dimensional qua-
sidiffusions, Publ. RIMS (Kyoto Univ.), 16:245-268, 1980.
SPECTRAL ASYMPTOTICS FOR KREIN-FELLER-OPERATORS 21
[16] U. Küchler, On sojourn times, excursions and spectral measures connencted with quasidif-
fusions, J. Math. Kyoto Univ., 26(3):403-421, 1986.
[17] J.-U. Löbus, Generalized second order differential operators, Math. Nachr., 152:229-245,
1991.
[18] J.-U. Löbus, Constructions and generators of one-dimensional quasidiffusions with appli-
cations to selfaffine diffusions and Brownian motion on the Cantor set, Stoch. Stoch. Rep.,
42:93-114, 1993.
[19] L. A. Minorics, Spectral Asymptotics for Krein-Feller-Operators with respect to V -Variable
Cantor Measures. Preprint, 2018 arXiv:1808.06950 [math.SP].
[20] O. Nerman: On the Convergence of Supercritical General (C-M-J) Branching Processes. Z.
Wahrscheinlichkeitstheorie verw. Gebiete, 57:365-395, 1981.
[21] H. Weyl: Das asymptotische Verteilungsgesetz der Eigenschwingungen eines beliebig gestal-
teten elastischen Körpers. Rend. Cir. Mat. Palermo, 39:1–50, 1915.
