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Abstract-In this paper, we study the existence of solution of the nonlinear second-order difference 
problem with Neumann boundary conditions. Assuming the existence of a pair of ordered lower and 
upper solutions y and p, we obtain optimal existence results for the case y < p and even for y 2 p. 
To this end, we do an exhaustive study of the values of the real parameters CY and p, for which the 
associated Green’s function to the linear operator L[a, ~1 ua z uk+z - 2 Q uk+r +p uk with Neumann 
boundary conditions has fixed sign. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The aim of this paper is to give existence results for the nonlinear difference problem with 
Neumann boundary conditions 
uk+2 = f(k,Uk,‘LLk+l), k E {O,.**,N-l), AU(O) = A, Au(N) = B, (1.1) 
where AU(~) = u~c+~ - ok, for all Ic E Z, A, B E IR, N E N, N 2 2. 
We present optimal existence results for problem (l.l), finding solutions of this problem lying 
between a pair of ordered lower and upper solutions, under the hypothesis that function f satisfies 
a one-sided Lipschitz condition for a convenient values of two parameters related with the linear 
operator 
L[cr,~L]Uk=--k+2-2auk+lf~uk, lc E z. (1.2) 
This study is in the way of recent papers in which oscillatory and nonoscillatory properties of 
the solutions are studied (see [l-4]). Here, we use the concept of upper and lower solutions; this 
concept is very well known in the field of differential equations, see [5] and references therein, 
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but not in difference ones. One of the first papers in which this technique was developed for the 
second-order centered Dirichlet difference problem 
‘ZLkfl - 2 uk + uk-1 = f(k, uk), k E (1,. . .,N}, U(0) = u(N+ 1) = 0, 
is [6]. There, the authors obtain the existence of solutions lying in the sector formed by a lower 
solution y and an upper solution p such that y < p. A similar result can be found in [7]. 
The second-order periodic problem is treated in [8], in which maximum principles are obtained 
studying the sign of the Green function. Higher-order equations have been studied, for instance, 
in [9,10] where, among other ones, the focal boundary conditions are treated, and in [ll] consid- 
ering in this last case lower and upper solutions. Optimal existence results for nth-order periodic 
problems in the presence of lower and upper solutions have been obtained in [12]. 
In this paper, we study problem (1.1) supposing the existence of a’pair of lower and upper 
solutions. The proofs are in the spirit of [5], where second-order differential equations with 
Neumann boundary value conditions have been considered. In Section 2, the existence of extremal 
solutions lying between the lower and the upper solutions is proved. To do this, we give in 
Section 3, an expression of the Green’s function associated to the operator L[cr,p] in the space 
of RN+2 sequences that satisfy Neumann boundary conditions. Section 4 is devoted to the study 
of initial and terminal homogeneous problems, whose sign of golutions is the same (or opposite) 
of the Green’s function. Finally, in Section 5, we apply the existence results obtained in Section 2 
to some particular cases. 
Throughout the paper, for each p 1 0 given, if z = (~0,. . . , zP} and y = (~0,. . . , yP} E i?P+’ 
aresuchthatz~~y~(~~>~~)forilllk~{O,...,p},weshitlldenotes~y(a:~y)on{O,...,p} 
and 
[x, y] = {z = (20,. . . , Zp} E Rp+’ : xk 5 zk 5 yk, k E (0, . . . ,p}} . 
Furthermore, we shall denote I = (0,. . . , N - l}, J = (0,. . . , N + l}, n:I,‘zj = 1, and 
xi:; xj = 0. 
2. EXISTENCE OF EXTREMAL SOLUTIONS 
In this section, we present a constructive method that permits us to conclude the existence of 
extremal solutions of problem (1.1). 
First, we define the concept of lower and upper solutions for this problem as follows. 
DEFINITION 2.1. A real sequence y = {-yc,, 71, . . . , YN+l} is said to be a lower solution for prob- 
lem (1 .I) if 
yk+2 5 f(k, -/k,‘-Yk+l), k~ I, AT,, IA, Ar,v 2 B. 
DEFINITION 2.2. A real sequence p = {PO, PI,. . . ,PN+~} is said to be an upper solution for 
problem (1.1) if 
pk+2 2 f(k,PkrPk+l), k E I, A,& 2 A, A@, 5 B. 
To conclude the mentioned existence result, we consider the following preliminary condition 
on f. 
(H) There exist a, p E W such that 
for all k E I and 7k 5 xk 5 zk 5 pk, ‘-fk+l _< yk 5 tk < pk+l. 
Before we prove the main result of this section, we introduce the concept of inverse positive 
operator. 
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DEFINITION 2.3. Let (Y, p E JR be fixed. We say that the operator L[a,p] defined in (1.2) is 
inverse positive on the set 
WN = {u E RN+‘; Au(O) >_ 0 2 Au(N)} , 
if the two following properties hold. 
(1) There exists L-l [a, p] on 
s1~ = {u E RN+2; Au(O) = Au(N) = 0} . 
(2) If u E WN is such that L[a, p] u 2 0 on I, then u 2 0 on J. 
REMARK 2.1. Analogously to the proof given in [12], one can see that if Condition (2) in Def- 
inition 2.3 holds, then Condition (1) is also verified. We use this definition for the convenience 
of the reader and by the importance that the fact of that operator L[a, ~1 was invertible on 5l~ 
represents in the rest of the paper. 
REMARK 2.2. Note that a necessary condition to assure that operator L[cr, p] is inverse positive 
in WN is that 1 - 2 LY + ~1 > 0. To see this, it is enough to verify that if 1 - 2 a + p 5 0, then 
every constant C < 0 (which obviously belongs to 0,) satisfies L[a, p] C 2 0. 
Now, we prove the existence of extremal solutions of problem (1.1) as follows. 
THEOREM 2.1. Suppose that there exist y 5 p lower and upper solutions of problem (1 .l) and 
that f is a continuous function satisfying Condition (H) f or some a, p E R such that the operator 
L[a, p] is inverse positive on WN. Then there exist two monotone sequences in RN+2, {a,} and 
{b,} with a0 = y and bo = p, which converge pointwise to the extremal solutions of problem (1.1) 
in [r, PI. 
PROOF. The proof follows, essentially, the steps given in [12] for the periodic case. We do it for 
the convenience of the reader. 
For each v E [r, PI, we consider the following linear problem: 
(Pv) 
Lb, PI 0) = f (k rl@), vl(k + 1)) - 2 a v(k + 1) + pv(k), k E 1, 
Au(O) = A, Au(N) = B. 
Since L[a, ~1 is inverse positive on WN, we know that (PV) admits a unique solution ‘u. for each 7 
given. 
Condition (H) implies that L[a,p](u - y) 2 0 on I. Now, since u - y E WN and L[cy,p] is 
inverse positive on WN, we conclude that u 2 y on J. Similarly we prove that ‘IL 5 /3 on J. 
Now, let ui, i = 1,2, be the unique solutions of Problem (I’,;), with 71 5 772 on J. We know 
that L[a, p](uz - ~1) 2 0 on I. Clearly, 74 - u1 E WN and then u2 1 u1 on J. 
The sequences {a,} and {b,} are obtained by recurrence: a0 = CY, bo = p, and a, and b, are 
given as the unique solutions of (I’,,,-,) and (F’b,-,), respectively. I 
Using this fact, we have that the previous theorem is, in some sense, optimal. 
THEOREM 2.2. The assertion proved in Theorem 2.1 is optimal in the sense that for all CX, 1-1 E IX, 
for which there exists L-l[a, p] on flN and 1 - 2a + p > 0, but L[a, ~1 is not inverse positive 
on flN (with obvious definition), we can find a function f and real sequences y and p satisfying 
the assumptions of Theorem 2.1 and for which problem (1.1) with A = B = 0 has no solution 
in [Y,PI. 
PROOF. Since operator L[cY, p] is invertible on 0~ but it is not inverse positive on QN, we know 
that there exists a real sequence o = (00,. . . ,o~-~} E RN, ok 2 0 for all k E 1 such that the 
problem 
uk+2 = ok + 2’3’7Jk+1 - p”k = f(k,uk,uk+l), 
Au(O) = 0, Au(N) = 0, 
has a unique solution u, which is not nonnegative on J. 
k E I, (2.1) 
(2.2) 
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Let C = minkEJU(k) < 0. Clearly, y = (0,. . . ,O} E lPf2 is a lower solution of (2.1),(2.2). 
Consider ,B(rC) = u(k) - C, Ic E J. Since 1 - 2a + p > 0 we have that, for all k E I, it is satisfied 
that 
P(k + 2) - 2aP(k + 1) + P@(k) = a(k) - C(1 - 2QI + P) 2 a(k). 
Thus, the nonnegative function ,B is an upper solution of (2.1),(2.2). However, this problem has 
no solution in [y, p]. I 
As we will see at the end of the paper, operator L[a,p] can be inverse positive on flN but 
not in WN. This property is common in difference equations, see [12,13], contrary to that in 
differential ones. 
The case in which the lower and the upper solutions are given in reverse order, that is, y 2 j3, 
can be also treated. To this end, we suppose the one-sided Lipschitz condition in f: 
(IH) there exists a and ~1 E Iw such that 
for all k E I and pk 5 xk 5 zk 5 ‘-fk, pk+l 2 ?.ik _< tk 5 ‘yk+l, k E 1. 
Furthermore, we introduce the concept of inverse negative operator. 
DEFINITION 2.4. Let CX, p E Iw be fixed. We say that the operator L[a,p] defined in (1.2) is 
inverse negative on WN if the two following properties hold: 
(1) there exists L-‘[a, p] on flN; 
(2) if u E WN is such that L[q p] ‘1~ 10 on I, then u _< 0 on J. 
Similar comments as in Remarks 2.1 and 2.2 (in this last case, the necessary condition to assure 
the inverse negative character of operator L[cr, ~1 is that 1 - 2 QI + 1-1 < 0) are valid for this case. 
Thus, analogously to Theorems 2.1 and 2.2, we can prove the following result. 
THEOREM 2.3. Suppose that there exist y > p lower and upper solutions of problem (1.1) 
and that f is a continuous function satisfying Condition (El) for some a, p E R such that the 
operator L[a, ~1 is inverse negative on WN. Then there exist two monotone sequences in IRN+2, 
{a,} and {bm} with a0 = y and bo = ,f3, which converge pointwise to the extremal solutions of 
problem (1.1) in [p, 71. 
This assertion is optimal in the sense that for all o, ~1 E’ R, such that 1 - 2a + p < 0 and 
for which there exists L-‘[a,pL] on fiN, but L[a,p] is not inverse negative on QN, we can find 
a function f and real sequences y and ,8 satisfying the previous assumptions and for which 
problem (1.1) with A = B = 0 has no solution in [p, 71. 
3. EXPRESSION OF THE SOLUTION 
OF THE LINEAR PROBLEM 
In this section, we study the following linear second-order Neumann difference problem: 
u(k+2)-2au(k+l)+~u(k)=cl(k), k E I, (3.1) 
AU(O) = A, Au(N) = B. (3.2) 
We will obtain the expression of the unique solution, if it is the case, of such a problem in function 
of the solutions u and w of the initial and terminal problems 
and 
v(k + 2) - 2 crv(k + 1) f pw(k) = 0, k E I, v(O) = 1, Au(O) = 0, (3.3) 
w(k + 2) - 2aw(k + 1) + pw(k) = 0, IcEI, w(N)=l, Aw(N)=O. (3.4 
First, we prove the following previous technical lemma, which will be useful in the rest of the 
paper. . 
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LEMMA 3.1. Let p # 0. The following properties hold: 
(1) Aul(N - k) = -Aw(k)/@, k E (0,. . . ,N}; 
(2) I(k) = (l/pk)(w(k)w(k + 1) - w(k)v(k + 1)) = -a?@)//~~, k E (0,. . . ,N}. 
PROOF. Part 1 is trivial for k = 0. Now, from (3.3) we have that 
Av(k f 1) - /JAW(~) + (p + 1 - 2cr)w(k + 1) = 0, k E I, 
and 
Aw(k + 1) - 2aAw(k) + pAw(k - 1) = 0, ICE {l,...,N-1). 
Obviously, using equation (3.4), these expressions remain valid for 2~. 
Consequently, for k = 1, we have that 
Aw(N - 1) = - 
Aur(N) +~+1-2c~ 
P P 
4N) 
p-tl-2a = 
I-1 
w(l) = -y + Aw(0) = -av(l). 
P 
Suppose that this equality holds for k - 1 and k; then 
Aw(N-(ktl)) = $hw(N-k)-+(N-k+l) = -2;$(k) +“($- l) = -Aw;;+;l), 
and Part (1) is verified for all k E (0, . . . , N}. 
Finally, to prove Part (2), we use that 
AI(k) = --& (w(k + l)ur(k + 2) - w(k + l)w(k + 2) - pw(k)w(k + 1) +pw(k)w(k + 1)). 
Using (3.3) and (3.4), we know that this last expression is equal to 
--& (w(k + 1)2crut(k + 1) - w(k + 1)2aw(k + 1)) = 0. 
Then, function I is a constant function given by 
I(k) = I(N) = -y. I 
Now, we obtain the expression of u when /I # 0. 
THEOREM 3.1. Let p # 0 be fixed. If problem (3.1),(3.2) has a unique solution u, then it is 
given by the expression 
where 
k-l 
z(k) = c &w(j + l)ur(k) u(j) + Nc --&w(k)w(j + 1) dj), 
j=O j=k 
and 
z(N + 1) = z(N). 
for all k E J, (3.5) 
k E (0,. . . , N}, 
Here w and w are the unique solutions of problems (3.3) and (3.4), respectively. 
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PROOF. Note that if Au(N) = 0, we have that problem (3.1),(3.2) with o 3 0 and A = B = 0 
does not have a unique solution. This implies that problem (3.1),(3.2) does not have a unique 
solution (if it exists). 
Now, using the initial conditions imposed to functions Y and w and Lemma 3.1, we have that 
Au(O) = - & AAw(0) - +W + Nc1 -&w(j + l)Av(O) g(j) = A 
j=o 
and 
N 
Au(N) = -A;(N) AWN) - pN xAv(N) = B. 
Thus, function 21 satisfies the boundary conditions (3.2). 
Now, in order to prove that u satisfies equation (3.1), let k E (0,. . . , IV - 3) be fixed. Using 
the conditions imposed to function u and w, we obtain that 
u(Ic + 2) - 2 au(k + 1) + &k) 
=-& 
i 
~+4j+‘)“(k+2)4j)+ ‘gl f -v(k + 2)w(j + 1) a(j) 
3=0 j&+2 p3+1 
-zUi:~~~j+l)lii(k+l)o(J-)-20 Ny -+k+l)w(j+l)o(j) 
j=o j=k+l 
k-l 
f P c -&cj + lb(k) u(j) + p Ny -+k)w(j + 1) u(j) 
j=o j=k 
1 
PN -- 
= Au(N) ( 
1v(k + 2)w(k + 2)a(k + 1) + -+(k + l)w(k + 2)0(k) pk+2 
- -gzI(L + l)w(k + l)a(k) - -$o(k + l)w(k + 2)a(k + 1) 
+&l v(k)w(k + 1)0(k) + -+(k)w(k + 2)cqc + 1) 
> 
= -& 
( 
+p(k + l)w(k + 2)(7J(k + 2) - 2av(k + 1) + p(k)) 
+ -&(k)(u(k + l)w(k + 2) - 2ov(k + l)w(k + 1) + /.L”(k)w(k + 1)) 
> 
(v(k + l)w(k + 2) - v(k + 2)w(k + 1)) 
= --&u(k)I(k + 1) = a(k). 
For k = N - 2, we have 
u(N) - 2 cm(N - 1) + ,uu(N - 2) 
= -& 
( 
y -+ + l)w(N) &I 
3=0 
N - 1) o(j) - 2a +(N - l)w(N) u(N - 1) 
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+a(N-2) Lw(N - l)W(N) - -+(N - l)W(N - 1) pN-l 
-w(N - 2)W(N - 1) 
N 
+ = pN-l ---a(N - 2) A:(N) 
- w(N)w(N - 1)) = --& a(N - 2)I(N - 1) = a(N - 2). 
Analogously, we verify equation (3.1) for k = N - 1. I 
Obviously, when p = 0, equation (3.5) does not hold; even more, the terminal problem (3.4) 
does not have a solution when (p = 0 and) cy # l/2.’ Despite this, for some values of CY., 
problem (3.1),(3.2) with 1-1 = 0 d oes not have a unique solution. It is not difficult to prove the 
following result. 
LEMMA 3.2. Suppose that p = 0. If there exists a unique solution, u, of problem (3.1),(3.2), for 
any k E (1,. . . , N + l}, it is given by the expression 
k-2 N-2 
u(k) = c (2CX)k-YY(j) - c (2a)“-+%(j) - (2$~k;j,--“l)) 
j=o j=o 
(3.6) 
and ~(0) = u(l) - A. 
4. FIXED SIGN SOLUTIONS 
In this section, we study the sign of the unique solution, if it is the case, of problem (3.1),(3.2). 
The case 1-1 = 0 is not complicated; in fact, by simple calculus, from the expression (3.6) one can 
easily verify the following result. 
PROPOSITION 4.1. The operator L[a, 0] is inverse negative on WN if and only if (Y > l/2. 
There is no cx E R for which operator L[cY, 0] was inverse positive on WN. 
For the case ~1 # 0, we have the following results. 
LEMMA 4.1. Let p # 0. If the operator L[a, ,B] is inverse positive (inverse negative) on WN, then 
Au(N) < 0 (Au(N) > 0). 
PROOF. As we have seen in Theorem 3.1, if Aw(N) = 0, then operator L[a,p] is not invertible 
On ON. 
Suppose that Aw(N) > 0; let u be the unique solution of problem 
L[a,p]u E (0,. . . ,o, l), Au(O) = Au(N) = 0. 
Then, from (3.5) we have that u(l) = -l/Aw(N) < 0, and L[a, ~1 is not inverse positive on WN. 
One can prove in a similar way that if Aw(N) < 0 operator L[a,p] is not inverse negative 
on WN. I 
LEMMA 4.2. Let p # 0. If the operator L[a, p] is inverse positive or inverse negative on WN, 
then w(k) >_ 0 and w(k) > 0 on J. 
PROOF. In this case, let u be the unique solution of 
L[a, p]u 5 0, Au(O) = 0, Au(N) = -1. 
Using expression (3.5), we have that ‘IL(~) = -w(k)/Aw(N) which changes sign in J with w. 
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Analogously, considering the unique solution of 
L[o!, p]u SE 0, Au(O) = 1, AU(N) = 0, 
we verify that if w changes sign in J, operator L[a,p] cannot be inverse positive or inverse 
negative on Wjj~. I 
LEMMA 4.3. Let p # 0. If the operator L[a,p] is inverse positive or inverse negative on W~V, 
then p > 0. 
PROOF. Suppose p < 0. From Lemmas 4.1 and 4.2, we have that Au(N) < 0 or Au(N) > 0 and 
w(k) > 0, w(k) 2 0 on J. 
Let ui E EXN+2, i = 1,2, be the unique solutions of problems L[a,& = oi, AZ(O) = 
AZ(N) = 0, i = 1,2, with (~1 = (l,O,. . . ,O) and Q = (O,l,. . . ,O). From equation (3.5), we 
know that 
N-l 
w(k) = - &q w(k), 
N-2 
uz(k) = -&q7@Mk), k E J. (4.1) 
Now we prove that ~(2) > 0. If it is not the case v(2) = 2a - p = 0, w(3) = -p > 0, and 
v(4) = -2ap < 0. Since 20 - p < 1, the treated case is L[a, p] inverse positive operator. Since 
Aw(2) > 0, we deduce N > 2 (we assume N 2 2 in all the paper). However, v(4) < 0 implies 
N < 3, which is not possible. 
In this situation, from (4.1) we deduce u~(IC)U~(IC) < 0, for some k E J, and L[cy,p] can be 
neither inverse positive nor inverse negative operator on WN. I 
As a consequence of the previous lemmas and equation (3.5), we deduce the following-result. 
PROPOSITION 4.2. Let p # 0. The operator L[a, ~1 is inverse positive (inverse negative) on WN 
if and only if v(lc) 2 0, w(k) > 0 on J, p > 0 and Au(N) < 0 (w(k) 2 0, w(k) 2 0 on J, p > 0 
and Aw(N) > 0). 
To apply Proposition 4.2, we obtain the expression of functions v and w and study the values 
of the constants (Y E R and ~1 > 0 for which operator L[a, ,B] is inverse positive or inverse negative 
on WN. 
4.1. Study of the Initial Value Problem (3.3) 
First it is important to note that w(2) = 2a - ~1; therefore, since p > 0 it must be o > 0. The 
function w is given by the following expression depending on the circumstances. 
(1) a2 > p. The characteristic polynomial has two real roots X1 > X2. 
w(k) =& 
2 1 
($(l - X,) -x:(1 -X2)) . 
In this case, we have that v is nonnegative on J if and only if one of the three following 
conditions hold: 
(a) 0 < X2 < X1 5 1, 
(b) 0 < X2 5 1 < X1, or 
(c) 1 < X2 < X1 and X1 < X2 “+v(l - X1)/(1 - X2). 
Rewriting these conditions in function of (Y and p, we say that in this case w is nonnegative 
on J if and only if one of the three following conditions hold: 
(a) 1 I 2~3 - CL, 
(b) 1 > 2a: - /I and Q < 1, or 
(c) 0 < 2cu - p < 1, cy > 1, and X1 5 X2 N+l (1 - X1)/(1 - X2). 
(2) CY~ = p. The characteristic polynomial has a double real root X1 = &. Then 
w(k) = cYk + (1 - cu)kak-1. 
Thus, w is nonnegative on J if and only if 0 < (Y 2 (N + 1)/N. 
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(3) a2 < p. The characteristic polynomial has complex roots T cos0 f ir sine. Here T > 0 
and 0 E (0, r). In this case, 
This function is nonnegative on J if and only if one of the two following properties hold: 
(a) Q: 2 1 and 0 < arctan &E?/cY 5 (l/(N + 1)) arctan &Z~/(Q - 1). 
(b) CY < 1 and 0 < arctan ~-/(II 5 (l/(N + l))(arctan ~-/(cY - 1) + n). 
4.2. Study of Terminal Value Problem (3.4) 
It is not difficult to verify that if ‘w is the unique solution of (3.4), then z(k) = w(N + 1 - k), 
k E (0,. . . , N + l}, is the unique solution of the problem 
L ;,; t(k)=O, [ 1 k E I, z(0) = 1, AZ(O) = 0. 
For this, the study of function w is deduced from the one given in this section for function V. 
Thus, we have that function w is nonnegative on I if and only if one of the following situations 
holds (CX, ,D > 0): 
(1) a2 > ~1 and 1 I 2a - CL; 
(2) a2 > p, 1 > 2a - p, and QI > 1; 
(3) o2 > /J, 1 > 20 - ,LL, l/2 < cx < 1, and Xr 5 Xs Nf* (p - Xr)/(p - X2), (Xi and X2 defined 
in the previous section); 
(4) o2 = ~1 and cv 2 N/(N + 1); 
(5) o2 < 1-1, a 2 p, and 0 < arctan JD/cz 5 (l/(N + 1)) arctan ~-/(cY - CL); 
(6) cy2 < p, cy < p, and 
0 < arctan + _< & arctan + + 7r . 
a ( a--P ) 
4.3. Constant Sign Solutions 
Before we study the sign of the unique solution of problem (3.1),(3.2), supposing that 
w(k),ur(k) 2 0 on J and ,LL > 0, from Proposition 4.2, we must deduce the sign of Aw(N). 
To this end, we use the following expression: 
Av(k + 1) = PA”(k) + (2~ - p- l)v(k + l), k E I. 
Consequently, it is clear that if 2a - p > 1 and Av(k) > 0, when w(k + 1) > 0 we know that 
Aw(k + 1) > 0. Now, since v(0) = w(l) = 1 we deduce, by induction in k, that Aw(N) > 0 when 
2a-/L> 1. 
On the other hand, if 20 - ,LL < 1 (2a - p = 1 implies Aw(k) = 0, for all k E (0,. . . , N}) and 
Aw(k) 5 0, if v(k + 1) > 0, we deduce Aw(k + 1) < 0. Using that v(0) = w(l) = 1, again we 
verify that if w(k) 2 0 on J, then w is strictly decreasing in (1,. . . , N + l}, and then Aw(N) < 0. 
Finally, using Proposition 4.2, from the properties exposed in this section, we conclude that 
the unique solution of problem (3.1),(3.2), w h en a(k) 2 0, k E I, and A 2 0 2 B is nonpositive 
on J if and only if 1 < 2cz - CL, it will be nonnegative on J if and only if one of the following 
properties holds: 
(1) o2 > II, p > 2a - 1, l/2 < Q < 1, and Xr 5 X2 N+l (II - Xr)/(p - X2); 
(2) a2 > p, 2a! - 1 < p < ICY, (Y > 1, and Xi 5 Xs N+l (1 - X1)/(1 - X2); 
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(3) a2 = p, a # 1, and N/(N + 1) I (Y I (N + 1)/N; 
(4) a2 < /L, o 2 p, and 0 < arctan d-/o 5 (l/(N + 1)) arctan ~-/(cx - p); 
(5) cr2 < p, a < ,u, QI < 1, and 
0 < arctan V 
- minlarctan m + 7r, arctan y + r) ; 
1 
s N+1 ff-P 
(6) 1 < cy2 < p and 0 < arctan ~-/cx < (l/(N + 1)) arctan J~/(cY - 1). 
5. FINAL REMARKS 
5.1. Spectrum of Operator L[cr,p] 
In all the results proved in this paper, we suppose the uniqueness of solutions of the 
problem (3.1),(3.2). Obviously, this is not true for all the values of the parameters o, p E W. 
When p = 0, from the expression (3.6), we deduce immediately that problem (3.1),(3.2) has a 
unique solution if and only if Q # 0,1/2. . 
If, on the contrary, p # 0, we have that problem (3.1),(3.2) is uniquely solvable if and only 
if 01, ,U E R, do not satisfy one of the following properties: 
(1) 2a-CL= 1; 
(2) (Y = 0, /J < 0, and N even; 
(3) There exists 1 E { 1,. . . , N - 1) for which the following equality holds: 
5.2. Particular Cases 
In this section, we consider different problems in which operator A2 E A o A is used. We 
obtain existence results for these cases derived from the ones given in previous sections. 
First, we study the explicit problem 
A24k> = f(k, u(k)), k E I, Au(O) = A, AU(N) = B. (5.1) 
In this case, the definition of y and p follows the obvious definitions; that is, 
A2yk 5 f(k,-/d, k E I, ATO I A, A^/N > B, 
and the reversed inequalities for /3. 
It is clear that the operator to study in this case is A2uk + MUk, which is, from the cases 
exposed in the previous section, inverse negative on WN for all M E (-1,0) and inverse positive 
if and only if 
0 < &i? 5 tan 
2 (NT+ 1) ’ (5.2) 
Consequently, as a corollary of Theorem 2.1, we know that if f satisfies the following condition: 
(Hl) there exists M E W such that 
f(k>xk)+Mxr, <f(k,yk)+Myk, 
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for M satisfying (5.2), then the assertions enunciated in Theorem 2.1 hold and, consequently, 
problem (5.1) has extremal solutions in the sector [y, ,B]. 
In the reversed case, supposing that f satisfies the following condition: 
(11) there exists M < 0 such that 
for all k E I and /& 5 xk 5 yk 5 Tk, 
for some M E (-l,O), then Theorem 2.3 permits us to assure that problem (5.1) admits extremal 
solutions in [/3, y]. 
We can also study the centered problem 
A%(k) = f(k,u(k + l)), .k E I, AU(O) = A, Au(N) = B. (5.3) 
It is clear that the operator to study in this case is A2uk + Mzlk+r, which is, from the cases 
exposed in the previous section, inverse negative on W, for all M < 0 and inverse positive if and 
only if M E (0,2) and 
arctan m < 
2-M -&-i (arctan(i/F) +7r). 
As a consequence, with analogous arguments that we used for problem (5.1), we deduce ex- 
istence results for the centered problem (5.3). The case of y 2 p has been proved in [14] for a 
more general equation. 
Finally, despite that it is not in the general form (l.l), we can consider the problem 
A2u(k) = f(k,u(k + 2)), k E I, AU(O) = A, AU(N) = B. (5.4) 
If we develop the existence method for this case, we must study operator A2uk + Muk+2. Now, 
it is not difficult to see that if M # -1, the character inverse positive or inverse negative in WN 
of this operator is equivalent to the operator L[l/(M + l), l/(M + l)]. Thus, we deduce that 
this operator is inverse negative for all M E (-1,O) and inverse positive for all M > 0 such that 
&? E (0, tan(n/(2 (N + l)))]. For M = -1, this operator is of first order, however, one can 
easily verify that it is inverse negative on WN. 
Similar comments about the existence of solutions for the nonlinear problem (5.4) can be 
deduced in this case. 
5.3. Estimates in Other Sets 
In Proposition 4.2, we have proved that the existence of extremal solutions of problem (1.1) 
is equivalent to warrant the constant sign in J of the functions u and 20, solutions of the initial 
problem (3.3), and the terminal one (3.4), respectively. However, we can obtain different estimates 
if we suppose that one of the values AU(O) or AU(N) (or both) is equal to zero. If it is the case, 
weonlyneedtoassurethatv~Oin{O,...,N}whenA=Oand/orw~Oin{O,...,N}ifB=0. 
This property gives us better estimates (or the same if we have real eigenvalues), depending on 
the set in which we work: flN if A = B = 0, Wj, = {u E IR?41; Au(O) 2 0 = AU(N)} if B = 0, 
or Wj$ = {u E RN+‘; AU(O) = 0 2 Au(N)} when A = 0. 
This property is translated to the definition of lower and upper solutions, considering equalities 
in some of the values of Ay or A/3 at 0 or N, and permits us to obtain existence results for a 
wider set of functions f. 
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