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2.1 K- $L$ (CIarke$(1996)$ )
Clarke(1996) $\pi(\theta)$
$\pi_{0}(\theta)$ $n$ $X$ $=(X_{1}, X_{2}, \ldots, X_{n})$





$X_{n},$ $n$ $I(\pi_{0}(\theta|X_{n}), \pi(\theta))$
$n$ $\pi(\theta)$
(Jeffieys)
$\pi_{0}(\theta)\propto|I(\theta)|^{1/2}$ ( $I(\theta)$ )
2.1
$X_{i}(i=1,2, \ldots, n)$ $Po(\theta)$
$\theta\in\Theta=[1,11]$ $\theta$ $\pi(\theta)$
$N(6,1)$ [1,11] $\pi(\theta)$
$\pi_{0}(\theta|X_{n})$ $\pi_{0}(\theta|X_{n})=e^{-n\theta}\theta^{\Sigma x_{i}-\frac{1}{2}}/\int_{1}^{11}e^{-n\theta}\theta^{\Sigma x_{i}-\frac{1}{2}}d\theta$
$\pi(\theta)$ K-$L$
$I( \pi_{0}(\theta|X_{n}), \pi(\theta))=l^{11}\pi_{0}(\theta|X_{n})\log\frac{\pi_{0}(\theta|X_{n})}{\pi(\theta)}d\theta$
n $=$ 1,2,3, . . . , $\Sigma$ xi $=$ 1,2,3, . . . $n$
$n=6,$ $\sum x_{i}=37$ K-$L$ 0.01260359
$\pi(\theta)$ $N(6,1)$ [1,11] #
6
K- $L$
2.1 K-$L$ $n=$ 1,2,3, . . . , $\Sigma$ xi $=$ l, 2,3, . . .
$n$ $n$ $\sum x_{i}$
$n$ $\sum x_{i}$




$n$ $X_{i}(i=1,2, \ldots, n)$ $\theta$


























































2.2 $r_{\pi}( \delta_{\lambda})=\frac{\nu\alpha}{\frac{1}{\alpha}+n}$ $n_{(+)}$
( )


























1 $(1/n$ $)$ $1/n^{2}$
$R_{1n}= \frac{a}{n}+\frac{b_{1}}{n^{2}}+o(\frac{1}{n^{2}}) , R_{2n}=\frac{a}{n}+\frac{b_{2}}{n^{2}}+0(\frac{1}{n^{2}})$







$R_{1n}= \frac{\overline{X}}{n}+(\nu-\frac{2\overline{X}}{\alpha})\frac{1}{n^{2}}+o(\frac{1}{n^{2}}) , R_{2n}=\frac{\overline{X}}{n}+\frac{1}{2n^{2}}$




$\nu,$ $\alpha>0$ $Ga(\nu, \alpha)$




n, $R_{2n}^{*}$ 1 $(1/n$
) $1/n^{2}$
$R_{1n}^{*}= \frac{a}{n}+\frac{b_{1}}{n^{2}}+0(\frac{1}{n^{2}}) , R_{2n}^{*}=\frac{a}{n}+\frac{b_{2}}{n^{2}}+o(\frac{1}{n^{2}})$









$R_{1n}^{*}= \frac{\overline{X}}{n}+(\nu+1-\frac{2\overline{X}}{\alpha})\frac{1}{n^{2}}+0(\frac{1}{n^{2}}) , R_{2n}^{*}=\frac{\overline{X}}{n}+\frac{3}{2n^{2}}$
2 $R_{1n}^{*},$ $R_{2n}^{*}$ $d$ $d=$
$\frac{1}{X}(\frac{1}{2}-\nu)+\frac{2}{\alpha}$ 3.3 $d$
3.3 $Ga(\nu, \alpha)$















3.2 (Johnson(1970)) $\overline{h}_{n}(\theta)=-n^{-1}\log f(X_{n}|\theta)$ $\overline{\delta}_{\theta}$ $\theta$
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