We study large deviations for intersection local times of p independent d-dimensional symmetric stable processes of index β, under the condition p(d − β) < d. Our approach is based on FeynmanKac type large deviations, moment computations and some techniques from probability in Banach spaces.
Introduction
Let X(t) be a non-degenerate d-dimensional stable processes of index β. We assume that X(t) is symmetric, i.e. X(t) Let X 1 (t), · · · , X p (t) be independent copies of X(t). Their ranges will have a point in common aside from the initial point if and only if p(d − β) < d, see [13] . When p(d − β) < d there is a random measure α p (ds 1 , · · · , ds p ) supported on (t 1 , · · · , t p ) ∈ (R + ) p ; X 1 (t 1 ) = · · · = X p (t p ) . (1.3) α p (ds 1 , · · · , ds p ) is called the intersection local time of X 1 (t), · · · , X p (t). Formally it can be written as
where δ 0 (x) is the Dirac delta-'function' at 0.
In the case d = 1 and β > 1, the intersection local time can be represented in terms of the spatial L p (R 1 ) norms of the local times L x t of the symmetric stable processes. In this case the large deviations and law of the iterated logarithm have been established for α(·) in recent work [4] for the Brownian motion and [5] for the symmetric stable processes. We note that in the case β > d, where local times exist, we can also consider the analogue of (1.4) where we use a single process rather than p independent processes. Once again this is dealt with in [5] . However, in the case β ≤ d considered in this paper, where local times do not exist, if in (1.5) we use a single process rather than p independent processes, the limit blows up. To get a non-trivial limit we must 'renormalize'. Large deviations for the resulting limit in the case p = 2 are discussed in [2] .
To describe our results we need some further notation. For any function f ∈ L 2 (R d ) set
where f (λ) denotes the Fourier transform of f . E ψ (f, f ) is the Dirichlet form of {X(t) ; t ≥ 0}. Let
and M ψ,p = sup
In the next section we show that M ψ,p < ∞ when p(d − β) < d and that M ψ,p can be expressed in terms of the best possible constant in a GagliardoNirenberg type inequality.
We can now present our theorem desrcribing the exponential asymptotics and large deviations for α p,t .
Theorem 1 Assume that
Equivalently for any h > 0
Using the scaling (1.7) our Theorem is equivalent to the fact that for any h > 0 lim
(1.15)
We next desrcribe the law of the iterated logarithm for α p,t .
Theorem 2 Assume that
For the case of Brownian motion, i.e. β = 2, these results were obtained by the first author in [3] . The methods of that paper depended heavily on the continuity of the Brownian path and the fact that the generator of Brownian motion, the Laplacian, is a local operator. In the course of overcoming the various problems associated with the stable process we have developed a new approach which greatly simplifies the proofs even for the case of Brownian motion.
We have also developed analogous results for random walks. Thus, consider S 1 (n), · · · , S p (n) independent copies of a d-dimensional symmetric random walk S(n). We will assume that our random walks are in the domain of attraction of our nondegenerate symmetric stable process X(t) of index β,
with b(x) a function of regular variaton of index 1/β. Set
is the usual Kroenecker delta.
Let {ν n } represents a positive sequence satisfying
Here is our analogue of Theorem 1 desrcribing the exponential asymptotics and moderate deviations for I p,n .
Theorem 3 For any
and for any h > 0
This gives rise to the following LIL for I p,n .
Theorem 4 lim sup
2 Sobolev inequalities and Feynman-Kac formulae
, and for any
we have E ψ ≤ CE β hence it suffices to prove (2.1) when ψ(λ) = |λ| β . By the Hausdorff-Young inequality
where f denotes the Fourier transform of f . We also have that for any r > 0
This gives (2.1) on taking r sufficiently large. This completes the proof of our Lemma.
Set
Proof of Lemma 2: To see that (2.8) is finite, note that if we set f (
and the fact that (2.8) is finite follows on taking s
. The same scaling establishes (2.10). Finally, (2.9) follows as in the proof of Lemma 8.2 of [3] . This completes the proof of our Lemma.
Large deviations
In this section we show how to obatain our large deviation result for the intersection local time, Theorem 1, from a large deviation result for an approximate intersection local time together with exponential approximation.
Let
Recall that the approximate intersection local time is defined by
and that
The following large deviation result for α p,t, will be proven in Section 4.
Theorem 5 Assume that
The following Theorem on exponential approximation will be proven in Section 6.
Theorem 6 Assume that
Proof of Theorem 1: By Hölder's inequality,
Letting → 0 and using Theorem 6 and (2.10)
Letting a → 1,
On the other hand,
Therefore, using Theorem 5 lim sup
Combining what we have,
Finally, by the Gärtner-Ellis theorem,
Exponential Asymptotics for the Approximate Intersection Local Time
In this section, we fix > 0 and write
For any θ > 0, using * to denote convolution, write
By the fact that ||f || 2 = 1
so that the functions M ψ,p, (·) and N ψ,p, (·) are continuous for any fixed > 0.
Theorem 7 For any θ > 0 and integers
Proof of Theorem 7: We start with the following result based on the Feynman-Kac formula:
where f can be any bounded, measurable function f on R d . This can be proven in a manner similar to our proof of (4.2) in [5] , which deals with the one-dimensional case. (Alternatively, (4.6) can be derived by the methods used in [7] , which also deals with the one-dimensional case. Using those methods one can show that we have equality in (4.6), although we will not need that).
We begin by proving the lower bounds for (4.4) and (4.5). Notice that for any r > 0, and any measurable function f on R d with |f | q = 1 and
By (4.6) we have lim inf
Taking the supremum over f on the right-hand-side, lim inf
In particular, letting r = ∞ gives the lower bound for (4.4).
To prove the lower bound for (4.5), we let r > 0 be finite in (4.9). For any function f (x), let R r f (x) be the restriction of f (x) to B r , the closed ball of radius r centered at the origin. It follows from the definition (4.1) that
Hence if we set
and sup
Note that by Ascoli's Lemma A r, is a precompact subset of C(B r ) in the uniform norm, and a fortiori A r, is a precompact subset of L p (B r ). We use
Hence, for given δ > 0 and any
where B (g, b) stands for the open ball in L p (B r ) with the center g and the radius b. Therefore,
which covers K r, . Then by (4.11)
Therefore,
Combining this with (4.9) (with θ being replaced by p −1 θ), and (4.14) we have lim inf lim inf 
Using the methods we used in the proof of Lemma 6 of [5] , which deals with the one-dimensional case, we can show that for any bounded, measurable 
and sup 
In particular, using (4.27)
Hence by (4.25), lim sup
In view of the relation (4.21) and Lemma 3 below, letting δ −→ 0 and then m −→ ∞ we obtain the upper bound for (4.4):
lim sup
we have 
Localization
In this section we assume β < 2. The case of Brownian motion was developed in [3] . By the Lévy-Khintchine formula
where J d+β (y) ≥ 0 is a symmetric positively homogeneous function of degree d + β and we may assume that for some 0 < c < C < ∞
Using Parseval's formula we find that
Lemma 3 Let p > 1 and let h be any non-negative measurable function satisfying
Proof of Lemma 3: Letḡ ∈ F ψ,T d m be fixed. We may considerḡ to be extended to R d by periodicity. Then
2 (y)dy ≤ c using (5.4) and (5.6).
We also have
where the last equality follows as in the proof of (5.3).
Note that by (5.6) we have
Throughout, c will denote a constant which may depend on h. Write
By Lemma 3.4 in Donsker-Varadhan (1975), there is an
We may assume a = 0, i.e.,
for otherwise we may replace g(·) by g(a + ·). Define the function φ on R
we find, exactly as in (4.13)-(4.18) of [5] that
On the other hand, recalling (5.7)
By (5.11) and (5.8)
Using the fact that |Af 2 −ḡ 2 | ≤ḡ 2 and (5.10)
d \ E we see that the only non-zero contribution to our last integral is for |x − y| ≥ m 1/2 . Hence, using (5.4)
where the last inequality follows as in (5.8).
Combining (5.14)-(5.20) and noticing that A ≤ 1 we obtain
where M ψ,h (θ) denotes the right hand side of (5.5). Taking the supremum on the left hand side overḡ ∈ F ψ,T d m and then letting m → ∞ on both sides we have (5.5).
Exponential Approximation
where, as before, −dp
R dp
−dp
Using the Fourier inversion formula in the form
we have that
where from now on we have λ p = −(
We will prove this theorem shortly, but first note that it follows from our Theorem and Kolmogorov's lemma that for anyȳ 
Let us first show how (6.7) leads to Theorem 6. Proof of Theorem 6: By (6.7) for some θ > 0 
which completes the proof of Theorem 6.
Proof of Theorem 8: Using (6.2) with the convention that λ p = −(
Consequently, using the notation H( λ
where from now on
Since we can write
where the union goes over all p-tuples of permutations π 1 , . . . , π p of {1. . . . , m}, and
where
If we set
Using Hölder's inequality we have
Absorbing the inner sum in the constant C m , we consider
If i = r, then using (6.18) we can bound each |λ i,j | ρ by a sum of two |u l,π l ,j | ρ 's and we can be sure that no factor |u l,π l ,j | ρ appears more than twice. If i = r then we first use (6.14) to bound each |λ r,j | ρ by a sum of |λ i,j | ρ 's with i = r, and then proceed as in the last sentence. Thus we can bound (6.25) by
where the max runs over the the set of functions h r (l, j) taking values 0, 1, 2, 3, 4 such that h r (r, j) = 0 and l,j h r (l, j) = m. Hence To prove (6.5), we note that just as in (6.16) we have
We then proceed as before, but instead of (6.23) we now use the fact that H(·) ∞ ≤ C and for any ρ ≤ 1, we have the bound
The rest of the proof of (6.5) is completed as before. This completes the proof of Theorem 8.
Theorem 9 Let
Proof of Theorem 9: Fix M < ∞. We will show that for some ζ > 0 and any even integer n
It will then follow from Kolmogorov's Lemma and the fact that α p,t, is continuous in t and > 0 that for some ζ > 0 and c ω < ∞ a.s.
which implies our Theorem.
It thus remains to prove (6.33). We begin with
We may assume that t < t. As in (6.16) we have
−dp(n−1)
Following through the estimates used in the proof of the last theorem we find that
where the last step used Holder's inequality with 1 r + 1 r = 1. Take q > 1 sufficiently close to 1 so that qd(p − 1)/kβ < 1 and therefore the last integral in (6.38) is bounded. Then we see from (6.38) that for some ρ > 0
This completes the proof of (6.33) and hence of Theorem 9.
The law of the iterated logarithm
In this section we will prove Theorem 2. We start with some preparatory material. Givenȳ = (y 1 , . . . , y p ) ∈ R pd , we use the notation Pȳ and Eȳ to denote probabilities and expectations with respect to the p independent symmetric stable processes X 1 (t), · · · , X p (t) in R d of index β, where now each 
Now, from (6.8), as in the proof of (6.11) we find that for any λ > 0,
Using this to first let → 0 in (7.2) 
Proof of Theorem 2: The upper bound follows from (7.7) and a standard use of Borel-Cantelli lemma. We now prove the lower bound. Let t k = k 2k and let
We first prove that lim sup
By Markov property and Lévy's Borel-Cantelli lemma, we need only show that
However, it is easy to see that t k+1 − t k > n k k 2 as k → ∞ so that by the scaling property of the stable process, for any δ > 0
for any > 0, since X 1 has β − moments. By the Borel-Cantelli lemma, with probability 1 the events
On the other hand, by (7.7), if > 0 is small enough, lim inf k→∞ 1 log log t k+1 log inf |ȳ|≤ (t k+1 / log log t k+1 ) 1/β (7.12)
Finally the lower bound follows from the relation (7.13) and the fact that h can be arbitrarily close to A
. This completes the proof of Theorem 2.
Moderate deviations for random walks
and define l j (x, n, ) analogously.
Theorem 10 For each
and
Proof of Theorem 10: Given t > 0, write t n = [tn/ν n ] and γ n = [n/t n ]. Then n ≤ t n (γ n + 1). By independence and the triangle inequality, 
.
By the same argument as in Theorem 4.1 of [4] , This follows from (8.30 ).
