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Abstract. This paper establishes connections between logical equiva-
lences and bisimulation relations for hidden Markov models (HMM).
Both standard and belief state bisimulations are considered.
We also present decision algorithms for the bisimilarities. For standard
bisimilarity, an extension of the usual partition refinement algorithm
is enough. Belief bisimilarity, being a relation on the continuous space
of belief states, cannot be described directly. Instead, we show how to
generate a linear equation system in time cubic in the number of states.
1 Introduction
Probabilistic models like Markov chains allow to describe processes whose be-
haviour is governed by probabilistic distributions. Together with extensions with
nondeterministic choices, reward structures and continuous time, they are widely
used in networked and distributed systems. During the last twenty years, effi-
cient model-checking algorithms of Markov chains and their extensions have been
extensively studied, allowing for performance evaluation and formal reasoning.
Markov chains are fully observable, in the sense that at any time, an observer
can determine the exact state and infer the probability to be in a specific state
at later times. This may be too restrictive in many applications: Intuitively, the
underlying state space of a Markov chain may contain fine-grained information,
which is not always visible from the outside. For instance, a meteorologist might
use a Markov chain with states for several kinds of snow [18] to model the weather
behaviour. Non-expert observers only see whether it is snowing or not, implying
that the states of the Markov chain are not fully visible to them.
Hidden Markov models (HMM) [14] enhance Markov chains with observa-
tions. These reveal partial information about the state, while the actual state
remains unknown. Given the sequence of produced observations, we may infer a
probability distribution over the states, a so-called belief state.
HMMs have received much attention in the area of speech recognition [9],
communication channel modelling [15], and biological systems [5]. Recently, they
have also been used to analyse stochastic dynamic systems [16]. A typical prob-
lem is to find the most probable state after a given observation sequence and
perhaps other constraints. For example, in speech recognition, a sequence of
sound recordings is given, and the sentence that has probably been pronounced
is sought.
As for Markov chains, model checking and other algorithms depend on the
size of the HMM, which is usually very large. Bisimulation equivalences have
been shown to be an effective way to amend the state space problem for Markov
chains [10]. In contrast, behavioral equivalences for HMMs have only been in-
troduced recently by Castro et al. [4]. It is, however, not clear whether such
equivalences agree with the logical properties in HMMs. To pave the way for
efficient algorithms using reduction techniques, we study various bisimulation
equivalences and characterise them logically with variants of the logic POCTL*
(probabilistic observation-CTL*) introduced in [19].
Contributions. Our main contribution is the logical characterisation for three
variants of bisimulation for HMMs, and their corresponding decision algorithms.
For standard state-based bisimulation, we show that the logic POCTL* is sound
and complete. Since Markov chains are special instances of HMMs, this result
conservatively extends the logical characterisation for Markov chains [2]. More
interesting are the strong and weak belief bisimulations defined by [4]. (We shall
follow [4] and call the two equivalence relations strong and weak belief bisimu-
lation, although this differs from the usual distinction between strong and weak
bisimulation.) We show that these relations are too coarse for POCTL*: the
nested probabilistic operator, conjunction and some forms of the until operator
can distinguish belief bisimilar states. We introduce two sublogics SBBL* and
WBBL*, which correspond to strong and weak belief bisimilarity, respectively.
The key difference between SBBL* andWBBL* is that the latter cannot describe
requirements on the most probable state after a certain sequence of observations.
We also present decision algorithms for the bisimilarities. For standard bisim-
ilarity, an extension of the usual partition refinement algorithm [13] is enough.
Belief bisimilarity is a relation over distributions and cannot be computed with
partition refinement. Instead, we extend the approach in [7]: we generate a lin-
ear equation system that is satisfied by two belief states iff they are bisimilar.
The time to construct the system is in O(|S|3) for weak and in O(|S|3 · |Ω|) for
strong belief bisimilarity, where |S| is the number of states and |Ω| the number
of observations. Since the bisimulation for labelled Markov chains considered in
[7] can be regarded as a special case of strong belief bisimulation, our results
apply also in that setting. This produces another logical characterisation. More
interestingly, our algorithm improves their complexity O(|S|4).
We believe that our results are of practical relevance. We have identified the
properties corresponding to the bisimulation relations considered, so the model
checker can choose the appropriate relation and reduce the size of the HMM
under consideration, using our efficient decision algorithm. Such characterisation
and decision algorithms will make it possible to analyse HMMs of larger size.
Organisation of the paper. In Section 2 we recall the definition of HMM, belief
states, probabilistic measures on them and the logic POCTL*. Section 3 discusses
the three different notions of bisimulation for HMMs. The corresponding logical
characterisations are presented in Section 4. The decision algorithm is presented
in Section 5. We discuss related work in Section 6.
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Fig. 1. A hidden Markov model for a cooling system
2 Hidden Markov models and the logic POCTL*
In this section we recall the definition of hidden Markov models (HMM) [4] and
some related notions. On that basis, we can define the logic POCTL*.
2.1 Hidden Markov models
Definition 1. A hidden Markov model is a sextuple M = (S, P, L,Ω,O, α),
where S is a finite set of states; P : S × S → [0, 1] is a probabilistic transition
relation satisfying
∑
s′∈S P (s, s
′) = 1 for every s ∈ S; L : S × AP → {0, 1}
describes the truth values of atomic propositions; Ω is a finite set of observations;
the partial function O : S × S → Dist(Ω) assigns a probability distribution over
the observations to each transition in P−1((0, 1]); α : S → [0, 1] is the initial
distribution.
Note that we assign observations to transitions. Many other definitions assign
observations to states, but in that case, the observations would be almost the
same as atomic propositions. Our choice is inspired by [4].
Example 1. In Fig. 1, a simple HMM that describes a small part of a nuclear
power plant is depicted. It describes the state of the cooling system and how
much information about this state can be obtained based on the incomplete
information provided by temperature sensors, a situation that may occur in a
partially broken power plant. For example, if the temperature sensor produces
a “high” reading, it is not completely clear whether the power plant is melting
down, renouncing all hope of repair, or it is only in state “out of order”, so a
repair should be attempted.
2.2 Belief states
In this and the following sections, we assume we are given a fixed set of atomic
propositions AP and a hidden Markov model M = (S, P, L,Ω,O, α).
In a hidden Markov model, only the observation can be seen, and a standard
problem is to guess the real state of the HMM based on the observations. We can
summarize the history of observations in a belief state (or information state) [14].
Definition 2. A belief state is a probability distribution over S. Moreover, we
let 1s be the characteristic belief state for s ∈ S defined by: 1s(s) = 1.
A belief state is not really a state of the HMM. Rather, it is a way to describe
what we know about the state. The set of all belief states is called the belief space
and is denoted by B. The labelling function can easily be extended to belief
states by: L(b, a) :=
∑
s∈S b(s) · L(s, a). Intuitively, L(b, a) gives the probability
of satisfying a in belief state b.
The belief state bn at time n ≥ 0, i. e. the distribution over S at time n given
the observation history ω0, . . . , ωn−1, captures all information about the past.
We can inductively calculate the next belief state bn+1 based on the previous
belief state bn and the current observation ωn. More details will be given after
introducing probability spaces for HMMs.
2.3 Paths in HMM and probability spaces over paths
Given M = (S, P, L,Ω,O, α) (as fixed above), we first introduce some notation.
A path σ of M is a sequence s0, ω0, s1, ω1 . . . ∈ (S ×Ω)
ω where P (si, si+1) > 0
and O(si, si+1)(ωi) > 0 for all i ∈ N. For i ∈ N, let σ(i)s = si denote the
(i + 1)th state of σ, and σ(i)o = ωi denote the (i + 1)st observation of σ. Let
σ(i . . .) denote the suffix path of σ starting with σ(i)s, i. e., si, ωi, si+1, ωi+1, . . .
Let PathM denote the set of all paths in M , and PathM (s) denote the
set of paths in M that start in s. The superscript M is omitted whenever it
is clear from the context. We define a probability space on paths of M us-
ing the standard cylinder construction. For a finite state–observation sequence
s0, ω0, s1, ω1, . . . , sn, its induced basic cylinder set is C(s0, ω0, s1, ω1, . . . , sn) :=
{σ ∈ Path | ∀i ≤ n : σ(i)s = si ∧ ∀j < n : σ(j)o = ωj}. This set con-
sists of all paths σ starting with s0, ω0, s1, ω1, . . . , sn. Let Cyl contain all basic
cylinder sets for all finite state–observation sequences. Given a finite sequence
C0, Υ0, C1, Υ1, . . . , Cn of state sets and observation sets, we define the cylinder
set to be the (disjoint) union of the basic cylinder sets with state–observation
sequences picked from the sequence of sets:
C(C0, Υ0, . . . , Cn) :=
⋃
s0∈C0
⋃
ω0∈Υ0
· · ·
⋃
sn∈Cn
C(s0, ω0, . . . , sn)
Given a belief state b, we define the premeasure Probb on Cyl by induction
on n as: Probb(C(s0)) = b(s0) and, for n > 0, Probb(C(s0, ω0, . . . , sn)) equals:
P (sn−1, sn)O(sn−1, sn)(ωi−1) ·Probb(C(s0, ω0, . . . , sn−1)). By induction, we get:
Probb(C(s0, ω0, . . . , sn)) = b(s0)
n∏
i=1
O(si−1, si)(ωi−1)P (si−1, si)
The above premeasure can be extended uniquely (Carathe´odory’s theorem, see
e. g. [17, page 272]) to a measure on the σ-algebra generated by Cyl. We introduce
a few shorthand notations, which will be used frequently later on:
– Probb(ω, s
′) :=
∑
s∈S O(s, s
′)(ω)P (s, s′)b(s) is the probability to get obser-
vation ω and end in some state s′. So, Probb(ω, s
′) = Probb(
⋃
s∈S C(s, ω, s
′)).
For a set of states A ⊆ S, let Probb(ω,A) :=
∑
s′∈A Probb(ω, s
′).
– Probb(ω) := Probb(ω, S) is the probability to get observation ω in belief
state b. For a set of observations Υ , let Probb(Υ ) :=
∑
ω∈Υ Probb(ω).
– τ(b, ω)(s′) := Probb(ω,s
′)
Probb(ω)
. Then, τ(b, ω) is the resulting belief state under
the condition that we take a transition from belief state b and that we get
observation ω.
– Probb(b
′) :=
∑
ω∈Ω Probb(ω) · 1b′=τ(b,ω) is the probability of getting to b
′ in
the next step, starting from b. Here 1b′=τ(b,ω) equals 1 if b
′ = τ(b, ω), and 0
otherwise. For a set of belief statesB, we define Probb(B) :=
∑
b′∈B Probb(b
′).
For belief state b = 1s, we sometimes write s when clear from the context. The
updating of belief state described above can now be written by: bn+1 = τ(bn, ωn).
2.4 Syntax of POCTL*
In our article [19], we defined a logic POCTL* to describe properties of HMMs.
In POCTL*, we distinguish state formulas (denoted Φ), path formulas (denoted
ϕ), and belief state formulas (denoted ε). Its syntax is:
Φ ::= true | a | ¬Φ | Φ ∧ Φ | ε
ϕ ::= Φ | ¬ϕ | ϕ ∧ ϕ | XΥ ϕ | ϕ U
≤n ϕ
ε ::= ¬ε | ε ∧ ε | P⊲⊳p (ϕ)
where a is an atomic proposition, Υ is a set of observations, n is a natural number
or ∞, ⊲⊳ is a comparison operator ∈ {<,≤,≥, >}, and p is a probability bound
∈ [0, 1].3
The disjunction ∨ is defined as usual as an abbreviation. If Υ = Ω, we
will sometimes suppress the index of a next-state operator: Xϕ := XΩ ϕ. The
future-operator ♦≤nϕ abbreviates true U≤n ϕ.
The semantics of Φ and ϕ is mostly defined in the same way as for CTL
over states and paths, respectively [19, 1]. A few examples: s |= ε iff 1s |= ε,
σ |= XΥ ϕ iff σ(0)o ∈ Υ and σ(1 . . .) |= ϕ, and b |= P⊲⊳p (ϕ) iff Probb{σ|σ |=
ϕ} ⊲⊳ p. POCTL* can be applied to the typical problem (based on the sequence
of observations and perhaps other constraints, find a probable state) by verifying
a formula like P≥0.25 (Xω1 Xω2 Xω3 true).
3 Some formulas, e. g. state formula ¬ε, have two derivations: either use the negation
of state formulas or the negation of belief state formulas. However, this will not pose
problems because the two are semantically equivalent.
3 Bisimulation notions for HMMs
In this section we define various bisimulations for HMMs. First, one can simply
extend standard bisimulation of Markov chains [12] to the HMM setting:
Definition 3. Let R ⊆ S×S be an equivalence relation on the states of M . R is
a strong bisimulation if it respects the following conditions for every (s, t) ∈ R:
1. For all atomic propositions a ∈ AP , we have s |= a iff t |= a.
2. For all observations ω ∈ Ω, we have Prob1s(ω) = Prob1t(ω).
3. For all observations ω ∈ Ω, and all R-equivalence classes C ∈ S/R, we have
τ(s, ω)(C) = τ(t, ω)(C).
Two states s, t ∈ S are strongly bisimilar if there exists a strong bisimulation R
with s R t. We denote this as s ∼ t. Bisimilarity can be extended to paths: two
paths σ, ρ ∈ Path are strongly bisimilar if σ(i)o = ρ(i)o and there exists a strong
bisimulation R such that σ(i)s R ρ(i)s for all i ∈ N.
Note that Conditions 2 and 3 can be subsumed to: For all observations ω ∈ Ω and
all R-equivalence classes C ∈ S/R, we have Probs(ω,C) = Probt(ω,C). Since
probabilities agree on bisimilar states, we sometimes denote Probs by Prob[s]R .
The definition conservatively extends bisimilarity on Markov chains: if |Ω| = 1,
HMM bisimilarity reduces to standard bisimilarity for Markov chains [12].
The state-based bisimulation defined above does not take into account that
states in HMMs are hidden, i. e., only indirectly observable. Recently, Castro et
al. [4] introduced two new notions of bisimulation relations, not on the states of
the HMM, but on the belief states, i. e., on distributions over states. We recall
their definitions and adapt them to our fully probabilistic setting.
Definition 4. Let R ⊆ B × B be an equivalence relation on the belief states. R
is a strong belief bisimulation if it respects the following conditions for every
(b, c) ∈ R:
1. For all atomic propositions a ∈ AP , we have L(b, a) = L(c, a).
2. For all observations ω ∈ Ω, we have Probb(ω) = Probc(ω).
3. For all observations ω ∈ Ω, we have τ(b, ω) R τ(c, ω).
Two belief states b, c ∈ B are strongly belief bisimilar if there exists a strong belief
bisimulation R with b R c. This is denoted b ∼sb c.
The first condition requires that b and c have the same labelling. The second
condition states that the probability of observing ω is the same from b or c.
The new condition is the third one, stating that the updated belief states with
respect to ω must also be in the relation R. It is weaker than the third condition
of state-based bisimulation: The following example illustrates the difference.
Example 2. Consider the HMM depicted in Fig. 2. Assume L(s3) 6= L(s4), and
other states have the same labelling. First, s1 6∼ t1, independent of the obser-
vations. The reason is that s2 cannot be bisimilar with either t2 or t3. Now let
b = 1s1 and c = 1t1 . It is easy to verify that b ∼sb c.
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Fig. 2. State-based strong bisimulation and strong belief bisimulation differ.
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Fig. 3. Strong and weak belief bisimilarity differ.
Now we recall weak belief bisimulation for HMMs, based on [4]:
Definition 5. Let R ⊆ B × B be an equivalence relation on the belief states.
R is a weak belief bisimulation if it respects the following conditions for every
(b, c) ∈ R:
1. For all atomic propositions a ∈ AP , we have L(b, a) = L(c, a).
2. For all observations ω ∈ Ω, we have Probb(ω) = Probc(ω).
3. For all R-equivalence classes B ∈ B/R, we have Probb(B) = Probc(B).
Two belief states b, c ∈ B are weakly belief bisimilar if there exists a weak belief
bisimulation R with b R c. This is denoted b ∼wb c.
Indeed, it holds that ∼sb ⊂ ∼wb, where the inclusion is strict [4]. Intuitively,
while strong belief bisimulation requires that the updated belief states must be
in the relation, in weak belief bisimulation we require only that the updated
belief states evolve with the same probability to each B ∈ B/R.
The example in Fig. 3, taken from [4], illustrates the difference: 1s1 and 1t1
are not strongly belief bisimilar, but they are weakly belief bisimilar.
4 Characterising bisimilarity
This section presents the logical characterisation results for the three bisimi-
larities for HMMs. We first show that state-based bisimilarity agrees with the
logical equivalence induced by POCTL*. Then, we shall identify two sublogics
of POCTL* to characterise strong and weak belief bisimilarities, respectively.
4.1 Strong bisimilarity
We show that the equivalence induced by POCTL* agrees with state-based
bisimilarity. As a preparation, we introduce bisimulation-closed sets of paths.
Definition 6. A set of paths is bisimulation-closed if it is a (disjoint) union of
equivalence classes induced by strong bisimilarity on paths.
Lemma 1. Assume that s is strongly bisimilar to t. Then, for all bisimulation-
closed sets of paths Π, we have that Probs(Π) = Probt(Π).
Proof. It is enough to show equality for a ∩-closed generator of the σ-algebra
of all bisimulation-closed sets of paths. Therefore, assume w. l. o. g. that Π is a
cylinder set C(C0, ω0, C1, ω1, . . . , Cn), where the Ci are bisimulation equivalence
classes, and assume that s ∈ C0. Bisimilarity implies t ∈ C0. Clearly,
Probs(Π) = ProbC0(ω0, C1)·ProbC1(ω1, C2)·· · ·ProbCn−1(ωn−1, Cn) = Probt(Π)
where ProbCi = Probsi for some si ∈ Ci; as Ci is a bisimulation equivalence
class, ProbCi is well-defined. The intersection of two such cylinder sets is either
the smaller of the two or empty.
The following theorem shows that the equivalence induced by the logic POCTL*
agrees with strong bisimulation:
Theorem 1. The logic POCTL* characterises strong bisimilarity, i. e.,
two states are strongly bisimilar iff they satisfy the same POCTL* state formulas,
and two paths are (statewise) strongly bisimilar iff they satisfy the same POCTL*
path formulas.
The proof is mostly based on the proof of Theorem 10.67 of [1], adapted to
the setting of HMMs – for details see Appendix A. The completeness proof does
not rely on the until operator being part of the logic; therefore, the sublogic of
POCTL* without until formulas is sufficient to characterise state-based strong
bisimilarity. Thus, it conservatively extends the result for Markov chains [1].
4.2 Strong belief bisimilarity
In this section we will present a logical characterisation of strong belief bisimilar-
ity. First, in Subsection 4.2, we will discuss that several operators of POCTL*
are too discriminative with respect to belief bisimilarity. Then, we define the
logic SBBL*, which characterises strong belief bisimilarity.
POCTL* is too discriminative. In the example of Fig. 4, we illustrate why
we shall have to remove a few operators to characterise strong belief bisimilarity.
Every transition in the HMM produces the same observation.
– The nested probabilistic operator ε1 := P≥0.5 (P≥1 (X a3)). Consider belief
state b1 defined by b1(s2) = b1(s4) = 0.5, and b2 defined by b2(s1) = b2(s3) =
0.5. It follows that b1 ∼sb b2, but b1 |= ε1, while b2 6|= ε1. The distinguishing
power of ε1 comes from the fact that s2 (in the support of b1) satisfies the
inner probabilistic formula, whereas no state in the support of b1 does so.
– The conjunction ε2 := P≥0.5 (a1 ∧ a2). For the belief states b1 and b2 defined
above, it holds then b2 |= ε2 but b1 6|= ε2.
– The conjunction after the path operator ε3 := P≥0.5 (X (a1 ∧ a2)), and belief
states 1s7 ∼sb 1s8 . We again have 1s7 6|= ε3 but 1s8 |= ε3.
– The until formula (X a1) U
≤∞ a2 is satisfied by paths in C(s8, ω, s3), but
not by any path starting in s7. Therefore, 1s7 |= P=0
(
(X a1) U
≤∞ a2
)
, but
1s8 does not satisfy this formula.
– The nested until formula ¬a1 U
≤∞ (a2 U
≤∞ a3) holds on paths in C(s8, ω, s3,
ω, s6), so similarly 1s7 |= P=0
(
¬a1 U
≤∞ (a2 U
≤∞ a3)
)
.
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Fig. 4. A hidden Markov model
The logic SBBL*. Based on
the discussion above, we present
a sublogic of POCTL* to char-
acterise strong belief bisimilarity.
We call this logic SBBL*:
Φ ::= true | a | ¬Φ
ϕ ::= Φ | XΥ ϕ
ε ::= ¬ε | ε ∧ ε | P⊲⊳p (ϕ)
| P⊲⊳p
(
Φ U≤n Φ
)
Theorem 2. The logic SBBL* characterises strong belief bisimilarity,
i. e., two belief states are strongly belief bisimilar iff they satisfy the same SBBL*
belief state formulas.
Proof. We prove soundness by induction over the structure of the formulas; in
contrast to Theorem 1, the induction runs only over the belief state formulas.
We assume given two belief states b ∼sb c and a belief state SBBL*-formula
ε; we prove that b |= ε iff c |= ε. For symmetry reasons, it is enough to prove
one direction, so assume that b |= ε; then it remains to be proven that c |= ε.
– ε = ¬ε′ and ε = ε1 ∧ ε2. These two cases are simple consequences of the
induction hypothesis.
– ε = P⊲⊳p (true) or P⊲⊳p (¬true). Trivial.
– ε = P⊲⊳p (a) or P⊲⊳p (¬a). A simple consequence of Condition 1 of Def. 4.
– ε = P⊲⊳p (ϕ), where ϕ = XΥ1 XΥ2 · · ·XΥk Φ. LetΠ be the set of paths satisfy-
ing ϕ. So, Π = {σ|σ(0)o ∈ Υ1∧σ(1)o ∈ Υ2 . . . σ(k−1)o ∈ Υk∧σ(k . . .) |= ϕ
′}.
Note that Probb(Π) is a product of factors of the form Probb(ω1) for ω1 ∈ Υ1,
Probτ(b,ω1)(ω2) for ω2 ∈ Υ2, all constructed using Prob(·) and τ(·, ·). Simi-
larly, Probc(Π) can be described using Probc(ω1), Probτ(c,ω1)(ω2) etc. All
these terms for b and c are equal, because τ(b, ω1) ∼sb τ(c, ω1) for all ω1
(Condition 3 of Def. 4), Probb(ω1) = Probc(ω1) (Condition 2 of Def. 4), etc.
– ε = P⊲⊳p
(
Φ1 U
≤n Φ2
)
. First assume that n <∞. We evaluate this property
on a modified HMM M ′. It has the same states, labels and observations as
M , but (Φ2∨¬Φ1)-states are made absorbing. This does not change the truth
values of Φ1 or Φ2. Further, once a path has reached a (Φ2 ∨ ¬Φ1)-state, it
has become clear whether it satisfies ϕ. So modifying transitions out of these
states does not change the truth value of ε. OnM ′, the formula ε is equivalent
to P⊲⊳p (XX · · ·XΦ2) (n next-operators); then, the argumentation for the
next-operator can be used to complete the proof.
Now, if n = ∞, note that the sequence (Probb(Φ1 U
≤i Φ2))i∈N is a nonde-
creasing sequence in a compact interval, so it does have a limit, which is
Probb(Φ1 U
≤∞ Φ2). The corresponding sequence for Probc consists of the
same elements, so it must have the same (unique) limit.
This finishes the proof of soundness. To show completeness, we define the equi-
valence relation on belief states R := {(b, c) | ∀ SBBL*-belief state formulas ε :
b |= ε iff c |= ε}. We have to show that this relation is a strong belief bisimula-
tion. Assume given two belief states b and c such that b R c.
– Condition 1. One sees easily that L(b, a) = sup {r|b |= P≥r (a)}. Obviously,
{r|b |= P≥r (a)} = {r|c |= P≥r (a)}; therefore L(b, a) = L(c, a).
– Condition 2. The same reasoning with sup {r|b |= P≥r (Xω true)} = Probb(ω).
– Condition 3. Assume given any ω ∈ Ω. We prove that b′ := τ(b, ω) R
τ(c, ω) =: c′. Assume given a belief state formula ε such that b′ |= ε; if
we can prove that c′ |= ε, then we get the desired result.
First assume that ε has the special form P⊲⊳p (ϕ). Then, b |= P⊲⊳p·Probb(ω) (Xω ϕ),
as Probb(Xω ϕ) = Probb(ω) · Probb′(ϕ). From the definition of R, we know
that c |= the same formula, and therefore c′ |= P⊲⊳p (ϕ).
Now assume that ε is constructed from the special form above using negation
and conjunction, then a trivial induction over the structure of ε shows c′ |= ε.
Again, from the completeness proof we see that the sublogic of SBBL* with-
out until formulas is sufficient to characterise strong belief bisimilarity.
4.3 Weak belief bisimilarity
In this section we present logical characterisation results for weak belief bisimi-
larity. We restrict SBBL* further to the following logic, named WBBL*:
Φ ::= true | a | ¬Φ
ϕ ::= Φ | XΥ true | Xϕ
ε ::= ¬ε | ε ∧ ε | P⊲⊳p (ϕ) | P⊲⊳p
(
Φ U≤n Φ
)
Essentially, the operator XΥ ϕ in SBBL* is replaced by two subformulas
XΥ true and Xϕ. Note that properties like P≥0.25 (Xω1 Xω2 Xω3 true) are not
in WBBL*, so it cannot be used to describe to solve the corresponding standard
problem. The following theorem shows the main result:
Theorem 3. The logic WBBL* characterises weak belief bisimilarity,
i. e., two belief states are weakly belief bisimilar iff they satisfy the same WBBL*-
belief state formulas.
Proof. We proceed as in the previous two cases. To prove soundness, assume
given two belief states b and c that are weakly belief bisimilar and a belief state
WBBL*-formula ε such that b |= ε. We have to prove that c |= ε.
– ε = ¬ε′, ε = ε1 ∧ ε2, ε = P⊲⊳p (true), P⊲⊳p (¬true), P⊲⊳p (a), P⊲⊳p (¬a), or
P⊲⊳p
(
Φ U≤n Φ
)
. These cases are handled as in Theorem 2.
– ε = P⊲⊳p (XΥ true): The set Π of paths that satisfy XΥ true has probability
Probb(Π) = Probb(Υ ). From Condition 2 of Def. 5, it follows that this is
equal to Probc(Υ ) = Probc(Π).
– ε = P⊲⊳p (Xϕ). From the induction hypothesis, we can conclude that b
′ ∼wb
c′ implies b′ |= P>p (ϕ) iff c
′ |= P>p (ϕ), so for every weak belief bisimi-
larity class B ∈ B/∼wb, ProbB(ϕ) is well-defined. Therefore, Probb(Xϕ) =∑
B∈B ProbB(ϕ) ·Probb(B), and Probc(Xϕ) =
∑
B∈B ProbB(ϕ) ·Probc(B).
The right-hand sides are equal because of Condition 3 of Def. 5.
To show completeness, we define the equivalence relation on belief states
R := {(b, c) | ∀ WBBL*-belief state formulas ε : b |= ε iff c |= ε}
We have to show that this relation is a weak belief bisimulation. Assume given
two belief states b and c such that b R c.
– Conditions 1 and 2 are handled as in Theorem 2.
– Condition 3. Assume given any R-equivalence class B. We prove Probb(B) =
Probc(B) by regarding the satisfaction sets Sat(ε) for all WBBL*-belief state
formulas with rational probability bounds, i. e., every subformula P⊲⊳p ( · ) has
p ∈ Q. Let SatQ contain all such satisfaction sets, and let F be the σ-algebra
generated from SatQ. Then, B ∈ F , because B is a countable intersection of
elements of SatQ. Note that SatQ is ∩-closed. Therefore, if two premeasures
agree on SatQ, then their extensions to measures on F also agree.
From the definition of R, it follows easily that Probb(ϕ) = Probc(ϕ) for any
belief states b R c, because Probb(ϕ) = sup{q ∈ Q|b |= P>q (ϕ)}. So, Probb
and Probc agree on SatQ.
5 Decision algorithms
In this section we present decision algorithms for the three different bisimilari-
ties. The state-based strong bisimilarity is the easiest one, as it can be computed
by a simple extension of the usual partition refinement algorithm [13, 6, 10]. The
complexity is linear in the number of transitions and observations and logarith-
mic in the number of states. We do not go further into that matter, as details
can be found in [3].
As the belief states are probability distributions, the set of belief states is un-
countable. Therefore, one cannot describe the belief state bisimulation quotient
as a partition of the state space as for standard bisimilarity or ordinary lumping
of Markov chains. Another approach has been proposed by [7]: two belief states
b and c are belief bisimilar if they are a solution to a specific equation system
over b(s) and c(s), for all s ∈ S. We adapt their algorithm to our setting and
show an improved time bound. The equation system is constructed as follows.
Let {s1, s2, . . . , sn} be an order of the states. We denote b(sj) as bj and c(sj)
as cj ; these variables will be the unknowns in the system. We construct the
equation system iteratively. We start with the system
∧
a∈AP
∑
si|=a
bi − ci = 0 ∧
∧
ω∈Ω
∑
si∈S
Probsi(ω) · (bi − ci) = 0
The base case is the same for strong and weak belief bisimilarity: the first con-
junction corresponds to the condition on the labelling, and the second one to
the condition that the probability of observing ω ∈ Ω agrees with b and c.
Considering b and c and row vectors, this equation system can be written as
(
A1 −A1
)
· (b, c)T = 0
where A1 is an (|AP |+ |Ω|)×n-matrix. We assume that A1 is brought to upper
triangular form (i. e., a matrix with zeroes below the main diagonal) immediately,
and the equations that turn out to be linearly dependent are removed. Let k1
be the number of rows in A1 (after the triangular transformation), i. e., k1 ≤
|AP |+ |Ω|. There can be at most n linearly independent equations of this form
(since A1 has n columns); this property will be used to ensure termination. If
k1 = n, we stop immediately.
5.1 Deciding weak belief bisimilarity
Now we describe the iteration step for weak belief bisimilarity – corresponding
to the third condition of weak belief bisimulation in Def. 5. In the ith iteration
step, we assume given an equation system of the form


A1 −A1
...
...
Ai −Ai

 · (b, c)T = 0 (1)
with at most n − 1 equations (n equations cannot occur because the algorithm
would have terminated earlier in that case), all of them linearly independent, in
upper triangular form. From this, we construct an extended equation system of
the same form, but possibly with more equations:


A1 −A1
...
...
Ai −Ai
Ai+1 −Ai+1

 · (b, c)
T = 0 (2)
If it does not have more equations, we have reached a fixpoint. In that case, or
if the new system has n equations, we can stop after the ith iteration step.
To find Ai+1, we first add new equations to the system: the new equa-
tions are produced from equations in (1) by replacing the variable bj with∑
ω∈Ω Probb(ω, sj) and replacing the cj with
∑
ω∈Ω Probc(ω, sj). It is enough to
add the new equations for the rows of Ai, as equations for A1, A2, . . . , Ai−1 have
been added earlier. This adds at most ki equations, where ki is the number of
rows in Ai. Then, we bring the matrix in equation 2 with all these new equations
into upper triangular form, to find out which ones are linearly dependent. As
A1, . . . , Ai are already in upper triangular form, we only have to do calculations
with Ai+1. Finally, we drop the linearly dependent equations, giving us ki+1 ≤ ki
additional equations.
Time complexity. The algorithm generates an equation system in upper triangu-
lar form. It basically interleaves (i) steps where ki new equations are generated,
corresponding to Ai+1, with (ii) steps where these new equations are brought into
upper triangular form, and the linear dependent ones are removed. Some equa-
tions then turn out to be linearly dependent; this will happen exactly |AP |+ |Ω|
times in total, because we started with this number of equations. To see this, re-
member that every single row in A1 (i. e., a single equation) is transferred to A2,
A3, . . . by the variable substitution described above. In one of those transfers,
the generated equation turns out to be linearly dependent, and from that itera-
tion on, it is dropped completely. Therefore, at most n + |AP | + |Ω| equations
over 2n variables are generated. The most costly step is to turn the equation
system into upper triangular form. For all equations together, this takes time
∈ O(n2(n+ |AP |+ |Ω|)). Notably, this improves the time bound O(n4) in [7] by
a factor of n, as in most cases |AP |+ |Ω| ≪ n.
5.2 Deciding strong belief bisimilarity
The argumentation for strong belief bisimilarity is almost the same as for weak
belief bisimilarity; only in the iteration step, one set of equations for each ob-
servation ω ∈ Ω is generated – corresponding to the third condition of strong
belief bisimulation in Def. 4. In the ith iteration step, assume that we start
with an equation system of the form in (1). We similarly add new equations to
it, but now, for every ω ∈ Ω, we add a set of equations where we replace bj
by Probb(ω, sj) and cj by Probc(ω, sj). So, Ai+1 consists of rows of the form
Ai · P ·O(. . . , . . .)(ω). It adds at most ki|Ω| equations to the system.
We similarly bring all these equations into upper triangular form and elimi-
nate the linearly dependent ones.
Time complexity. The final equation systems contains at most n equations. In
the worst case, from every of these equations, we generated |Ω| new equations
in some iteration, brought them into upper triangular form and found them
(almost) all linearly dependent. So, at most n|Ω| equations over 2n variables have
been generated. Turning them into upper triangular form takes time ∈ O(n3|Ω|).
6 Related work
The three bisimulation relations we have considered in this paper are based
on existing definitions in the literature for Markov chains and their extensions.
The state-based strong bisimulation was considered earlier in [3] and is a simple
extension of the bisimulation for Markov chains [12], by incorporating the notion
of observations in HMM. Our logic POCTL* [19] is an extension of the logic
PCTL* introduced in [8]. Moreover, the logical characterisation result for state-
based bisimulation is also a conservative extension of the logical characterisation
result for Markov chains presented e. g. in [2].
The strong and weak belief bisimulations we have used were taken from [4],
where they are defined for a general model with nondeterministic choices. The
new concept here is to match distributions with distributions, instead of states
with states as in the classical setting. This notion of equivalence has also been
studied in [7], where bisimulation between distributions is defined for labelled
Markov chains: strong belief bisimulation can be considered as an extension of
the definition in [7] with the observation function attached to the transitions.
In HMMs where all transitions generate the same trivial observation, it agrees
with the definition in [7]. Thus, inspired by the work in [7], we have presented
an algorithm for deciding strong belief bisimulation. As we have noted, our time
bound improves theirs. Because of the mentioned connection to [7], our logical
characterisation also carries over to the setting of labelled Markov chains.
Finally, we want to mention the recent related paper [11] in which the al-
gorithm in [7] was – independently – improved to cubic as well: they have a
similar observation as our paper by keeping the basis in a canonical orthogo-
nal set. Moreover, they have proposed a randomized algorithm with quadratic
complexity which could be applied in our setting as well.
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A Proof of Theorem 1
Proof. We first prove soundness by simultaneous induction over the structure of
state and path formulas.
For state formulas, we assume given two states s and t that are strongly
bisimilar and a state formula Φ; we prove that s |= Φ iff t |= Φ. For symmetry
reasons, it is enough to prove one direction of the equivalence, so assume that
s |= Φ; then it remains to be proven that t |= Φ.
– Φ = true. Trivial.
– Φ = a. A direct consequence of Condition 1 of Def. 3.
– Φ = ¬Φ′ and Φ = Φ1 ∧ Φ2. These two cases are simple consequences of the
induction hypothesis.
– Φ = ε. The only interesting subcase is Φ = P⊲⊳p (ϕ). Let Π be the set of
paths that satisfy ϕ. (We sometimes denote Probs(Π) as Probs(ϕ).) We
have to show that Probs(ϕ) = Probt(ϕ). The induction hypothesis applied
to ϕ implies that Π is bisimulation-closed. Therefore, by lemma 1, we can
conclude that Probs(ϕ) = Probs(Π) = Probt(Π) = Probt(ϕ).
Now let’s look at path formulas. Assume given two bisimilar paths σ and ρ
and a path formula ϕ. We prove that σ |= ϕ iff ρ |= ϕ. (This also implies that
the satisfaction set of a path formula is bisimulation-closed.) Again, it is enough
to prove one direction; so assume that σ |= ϕ.
– ϕ = Φ, ϕ = ¬ϕ′ and ϕ = ϕ1∧ϕ2. These three cases are simple consequences
of the induction hypothesis.
– ϕ = XΥ ϕ
′. The induction hypothesis for ϕ′ and the path fragments σ(1 . . .)
and ρ(1 . . .) (which are bisimilar to each other) gives us: σ |= XΥ ϕ
′ implies
σ(0)o ∈ Υ and σ(1 . . .) |= ϕ
′, this implies ρ(0)o ∈ Υ and ρ(1 . . .) |= ϕ
′, and
this again implies ρ |= XΥ ϕ
′.
– ϕ = ϕ1 U
≤n ϕ2. Let j ≤ n be such that σ(j . . .) |= ϕ2. Then, by the induction
hypothesis, ρ(j . . .) |= ϕ2. Similarly, for every i < j, σ(i . . .) |= ϕ1 implies
ρ(i . . .) |= ϕ1. Therefore, ρ |= ϕ1 U
≤n ϕ2.
This completes the soundness proof. To show completeness, we define the equiv-
alence relation on states
R := {(s, t)|∀ state formulas Φ : s |= Φ iff t |= Φ}
and show that it is a strong bisimulation relation. Assume given two states s R t.
– Condition 1: s |= a iff t |= a. Trivial.
– Condition 2. Let ω be any observation. Let p := Probs(ω). Obviously, s |=
P=p (Xω true). Therefore, also t |= P=p (Xω true), and from this follows
that p = Probt(ω).
– Condition 3. Let ω be any observation, and let C ∈ S/R be any equivalence
class. We have to show that τ(s, ω)(C) = τ(t, ω)(C). As we already know
that Probs(ω) = Probt(ω), it is enough to show that p := Probs(ω,C) is
equal to Probt(ω,C).
It is possible to find a formula ΦC that is satisfied exactly by the states
in C. (If s1 ∈ C and s2 ∈ S \ C, then there exists a formula Φs1s2 such
that s1 |= Φs1s2 and s2 6|= Φs1s2 . As S is finite, a finite conjunction of such
formulas can serve as ΦC .) Now s |= P=p (Xω ΦC), so t |= P=p (Xω ΦC), so
p = Probt(ω,C).
It now remains to be proven that paths satisfying the same path formulas
are also bisimilar. We define the following equivalence relation on paths:
R := {(σ, ρ)|∀ path formulas ϕ : σ |= ϕ iff ρ |= ϕ}
and show that it is a strong bisimulation relation, i. e., if two paths are in R, then
they are pointwise bisimilar. We prove this by reductio ad absurdum: Assume
given two paths σ and ρ and an index n ∈ N such that σ(n) 6∼ ρ(n).
Then, based on the proof above for state formulas, there exists a state formula
Φ such that σ(n) |= Φ and ρ(n) 6|= Φ. As a consequence, σ |= XX · · ·XΦ (the
X operator is repeated n times), while ρ does not. Contradiction!
