Abstract A powerful way to expand the time and frequency range of material properties is through a method called time-temperature superposition (TTS). Traditionally, TTS has been applied to the dynamical mechanical and flow properties of thermo-rheologically simple materials, where a well-defined master curve can be objectively and accurately obtained by appropriate shifts of curves at different temperatures. However, TTS analysis can also be useful in many other situations where there is scatter in the data and where the principle holds only approximately. In such cases, shifting curves can become a subjective exercise and can often lead to significant errors in the long-term prediction. This mandates the need for an objective method of determining TTS shifts. Here, we adopt a method based on minimizing the "arc length" of the master curve, which is designed to work in situations where there is overlapping data at successive temperatures. We examine the accuracy of the method as a function of increasing noise in the data, and explore the effectiveness of data smoothing prior to TTS shifting. We validate the method using existing experimental data on the creep strain of an aramid fiber and the powder coarsening of an energetic material.
Introduction
Time-temperature superposition (TTS) is a powerful method in analyzing the time evolution of properties in systems where time (or frequency) and temperature have similar effects on material properties. Traditionally, it has been used in connection with analyzing viscoelastic and rheological properties of polymers and composites (Williams 1964 ), e.g., viscosity, storage modulus, loss modulus, and tan δ. For thermorheologically simple materials, the principle can be applied with a high degree of accuracy. In time and temperature space, the principle can be stated as
where f denotes the property of interest as a function of time t and temperature T, T ref is a reference temperature, and a T and b T are temperature-dependent accelerating factors, termed respectively the horizontal and vertical shift factors (Ferry 1980) . In most situations, the vertical shift factors are assumed be 1, and we will ignore them here as well. The horizontal shift factors a T will henceforth be loosely referred to as the shift factors or simply shifts. Typically, the property f evolves faster at higher temperatures. Thus, the shift factor a T > 0 at T > T ref and a T < 0 at T < T ref , while a T = 1 at T = T ref .
With appropriate choice of temperatures and experimental time scale, TTS can be a powerful tool in making long-term predictions of property evolution at temperature T ref , which can, e.g., be the glass-transition temperature for a noncrosslinked polymer or simply the ambient temperature at which long-term time evolution is of interest. A typical experiment consists of measurements at regular time intervals at a number of different temperatures, usually T ref plus a few elevated temperatures. One then shifts the curves horizontally for each elevated temperature to appropriate longer times (t → a T t, see Eq. (1)) so as to generate a single "master curve" at the reference temperature T ref . This is typically done on a logarithmic time-scale such that the procedure amounts to a rigid horizontal shift of each elevated-temperature curve to the right by an amount log (a T ).
For thermo-rheologically simple materials accurate measurements are possible, and aligning the various curves into a single master curve is straightforward. Moreover, the temperature-dependence of the shift factors a T can be guided by physical models like the Williams-Landel-Ferry (WLV) model (Ferry 1980; Williams et al. 1955 ) and the Arrhenius model (Laidler 1987) .
If the functional form of time-evolution of the property of interest is known, determining the optimum shifts becomes a simple problem of minimizing least-square error. However, in many cases, e.g., compression set in aging polymer foams (Patel and Skinner, 2001; Coons et al. 2006; Patel et al. 2010) , cure kinetics of thermosets (Neag and Bruce Prime 1991) , or creep in structural fibers (Alwis and Burgoyne, 2006) , property evolution is a complex physical-chemical process and such functional dependence is unknown. In such systems, one often assumes, without sound justification, a simple Arrhenius model involving a single temperatureindependent energy barrier. Moreover, in many situations where the TTS principle holds only approximately, the measurements can show significant scatter, and there are no simple physical laws that govern the temperature dependence of the shift factors a T . In such cases, the process of shifting the elevated temperature curves manually (i.e., "by eye") in an attempt to create an appropriate master curve can be difficult and often subjective (Zhao et al. 2007; Knauss 2008) , which can lead to significant error in long-term prediction.
To address the above issue, several authors have proposed different objective methods for determining the optimum shift factors, e.g., by minimizing the sum of square errors in horizontal distances in the overlapping region of neighboring curves (Honerkamp and Weese 1993; Buttlar et al. 1998; Barbero and Ford 2004) , matching first derivatives (Hermida and Povolo 1994; Naya et al. 2013) , minimizing areas in the overlapping regions between two successive curves (Gergesova et al. 2011) , and minimizing the arc-length of the master curve in the complex (storage, loss) modulus plane (Cho 2009; Bae et al. 2011) .
Given its simplicity and ease of implementation, we further explore the method of arc length minimization (Cho 2009; Bae et al. 2011) . We show that in the ideal case of zeronoise data for systems where the TTS principle holds true to a high degree, the optimized TTS shifts do indeed correspond to the global minimum in arc length. This is true for any reasonable definition of the distance metric used to compute arc length. However, as noise in the data increases, the principle of minimum arc length can become inaccurate, with errors in TTS shifts displaying significant data dependence.
In such situations, it becomes necessary to effectively reduce noise through data smoothing prior to minimizing arc length.
Method description
In this section, we provide schematic details of the minimum arc length method. Suppose the property of interest y was measured at (N + 1) temperatures, i.e., T ref = T 0 , and N elevated temperatures {T α }, α = 1, 2, …, N. At each temperature T α , let n α measurements be taken at times {t iα }, i = 1, 2, …, n α , with the measured values being y iα = f(t iα , T α ). The total number of measurements, therefore, is n tot ¼ ∑ N α¼0 n α .
Computing arc length d We arrange all the n tot times {t iα } in ascending order. Let us call these sorted times {t k }, k = 1, 2, …, n tot , and indicate the corresponding y values as {y k }. The case of a tie in times is broken by an extra random infinitesimal shift added to each time. The total arc length d could be defined in the form
where n is any positive number and δ(y k+1 ,y k ) is a distance function between successive points. In this work, we have explored only n = 1 and 2, and for the function δ(y k+1 ,y k ) considered only the linear difference (y k+1 -y k ) and the difference in log space, i.e., log(y k+1 /y k ). However, we believe that any other reasonable choices of δ, e.g., |y k+1 m -y k m | 1/m ,would not qualitatively change any of our main conclusions. Note that through Eq. (2) we are defining a vertical arc length, i.e., one that involves distances only in the y space and no distances in the t space. However, for simplicity, we will refer to it as simply "arc length" or d in the rest of the paper.
Applying shifts {a α } and re-computing d Next, we apply time shifts {a α } to the elevated-T data: t iα →a α t iα (α = 1, 2, …, N), i.e., all observation times at each elevated temperature T α are horizontally shifted along the logarithmic time axis by an amount ln log(a α ). The arc length d is then re-computed using the procedure outlined above.
Determining the optimum shifts {a α *} corresponding to the minimum d It is to be noted that d is a piecewise function of the shifts {a α }. It changes discontinuously whenever a crossing of neighboring sorted times {t k } occurs under the variation of the TTS shifts, and remains constant until the next crossing. Thus, one cannot use a standard gradients-based method like the steepest descent or conjugate gradients to minimize d. However, in all cases reported below, we found that searching for the minimum d can be carried out using the following procedure:
& Make a change in the search-space variables from {a α } to {x α } where x 1 = log(a 1 ), x 2 = log(a 2 /a 1 ), ..., x Ν = log(a N / a N − 1 ). Begin with a set of initial values of {x α } [e.g., the original unshifted data corresponds to x α = 0 for all α]. & Loop through all possible values of x 1 (keeping all other x's fixed) and record the value of x 1 corresponding to the smallest d. Keep x 1 fixed at this value, and perform a minimization in the x 2 space, and continue sequentially until minimization in the x n space is performed. & Repeat the above cycle until there is no change in minimum d.
In nearly all cases studied so far, we found convergence within just a few (<10) iterations.
Results
For purposes of the present discussion, synthetic data were generated using theoretical functions that follow the TTS principle perfectly, i.e., functions of the form f(t,T)=φ(a T t) (see Eq. (1); in this work, we assume no vertical shift, i.e., b T =1). To this, a random noise term was added to mimic any realistic scatter in the data due to inherent measurement inaccuracies, uncertainties in materials' state, fluctuations in environmental conditions, etc. Thus, "experimental" data in this discussion is modeled by functions of the form
where N is a probability distribution with zero mean and σ a noise amplitude parameter. As for N, we have experimented with the uniform and Gaussian distributions. However, the main results of this work were found to be insensitive to the detailed nature of the distribution chosen for N. Thus, for the brevity of discussions here, all data reported below were generated with the shifted uniform distribution: ∼U(0,1)-0. Perfect TTS + zero noise (σ = 0) Figure 1 (top) illustrates an example of "smooth" noise-free data in highly controlled experiments where the measured property perfectly follows the TTS principle. Figure 1b displays the optimally shifted curves where the shifts were obtained by minimizing the arc length, as described in "Method description," using any sensible definition of d (n = 1 or 2, δ = linear or log difference). From an eyeball test, the method appears to generate a curve very close to the smoothest possible master curve. We have performed the same experiment on data generated by several other functional forms of φ and different sets of {a T }, and in each case obtained a smooth master curve as in Fig. 1 .
However, in situations of Fig. 1 , i.e., perfect TTS and zero noise, it is straightforward to shift the curves "by eye" and obtain the optimum master curve. Thus, going through the procedure of arc length minimization for such a situation is overkill. To explore the true utility of the arc length minimization algorithm, one needs to consider a situation where there is noise or deviations from TTS or both. We first consider the case of noise and perfect TTS.
Perfect TTS + finite noise (σ > 0) Figure 2a -c displays the same data as in Fig. 1 with a random noise added onto it: σ = 0.05, 0.1, and 0.2, respectively. One can clearly see that the larger the noise, the more difficult it becomes to shift the curves in order to obtain the optimum master curve. The question then becomes how the minimum arc length algorithm fares in such situations.
Since the data was generated using known values of k T , the optimum TTS shifts were known in this case, and the master curve obtained by the minimum arc length procedure could be directly compared with the known "exact" curve. Table 1 lists arc length d (computed by Eq. (2)) using the minimum arc length procedure and compares with that corresponding to the exact curve corresponding to the known Fig. 1 Synthetic zero-noise data generated by the function φ(k T t)=2/ {1+ exp(-(k T t) n )}-1 with n = 0.3, and k T = 0.1, 0.4, 0.8, and 1.4 at four hypothetical temperatures; a original unshifted data; b shifted data corresponding to minimum arc length, with log(shift) indicated for each temperature shifts. One can clearly see that for noisy data the arc length corresponding to the exact master curve can be significantly bigger than that corresponding to the minimum arc length. Figure 3a -d displays the shifted curves in the y-log(t) space with shift factors determined by the minimum-d algorithm.
The prediction curves, indicated by dashed lines, are smooth, minimum-RMS-deviation fits to the shifted data. Table 2 lists the values of the optimized logarithmic shifts corresponding to minimum-d curves and compares them to Table 1 Comparison of the arc length of the exact master curve (from known TTS shifts) and that corresponding to the minimum arc length for different noise levels (data corresponding to Figs. 1 and 2 ). Arc length was computed using Eq. (2) with n = 2 and δ(y k+1 ,y k )=y k+1 -y k Table 2 . A red curve represents the exact TTS curve taken to be of the functional form: φ(kt)=2/{1+ exp(-(kt) n )}-1 with n = 0.3 and k = 0.1 (reference value). The prediction curve is a smooth, minimum-RMS-deviation fit to the shifted data the exact shifts a T =k T /k ref , obtained from the known values of {k T }. We note that even for zero noise (σ = 0) there is a small difference between the minimum-d shifts and the exact shifts. This is because of the piecewise nature of d in which it remains constant between two successive crossings in the sorted shifted times {t k }. Typically, this leads to a degeneracy in the set of the {a α *} corresponding to minimum d. More specifically, there is a narrow range of {a α *} values all corresponding to the minimum d. However, as Fig. 3 (top) shows, this leads to only a very small deviation of the minimum-d prediction curve from the exact master curve. From Fig. 3 , it becomes clear that with noisy data the predicted curve from minimum-d shifts can deviate significantly from the exact master curve, and can lead to both under-and over-prediction. At the same time, it should be kept in mind that the ones shown in Fig. 3 are specific instances of noise drawn from a random number generator for the purpose of representing typical scenarios. The amount of prediction error can have significant dependence on the data. Thus, even for the same error level σ, two sets of random noises can lead to different sets of minimum-d TTS shifts, thereby leading to different amounts of deviation from the exact master curve. However, from a large number of simulations, we have observed the (expected) trend that on an average the smaller the σ, the smaller the error in prediction. This raises the obvious question whether reducing noise by data smoothing can consistently reduce errors.
Data smoothing
In this work, we pursued two different methods of data smoothing-local non-parametric regression, LOESS (Cleveland and Devlin, 1988) , and fitting with smooth functions (examples given below). LOESS is typically the method of choice but requires a large, dense, dataset. Unfortunately, the data generated in this work (representative of polymer aging data in our lab) does not fall in that category, and did not lend itself well to LOESS smoothing. We found it more appropriate to use smoothing functions. Ideally, one would like to choose a flexible functional form with a few adjustable parameters so that one can obtain a smooth minimum-RMSdeviation curve by optimizing the parameters. For data such as in Fig. 2 , we found the following three-parameter functional form useful:
where parameters k, m, n > 0. This function works well for the smoothing of noisy data generated with functions that start from zero at t = 0 and saturate at 1 at large t, as we have verified with the current data that was generated with the function 2/{1+ exp(-(kt) n )}-1, and additional data generated with functions like 1-exp{-(kt) n }, 1-1/exp[{ln(1+ kt)} n ], etc. Figure 4 displays the prediction curve resulting from smoothing of the σ = 0.2 data of Fig. 2c . Clearly, the prediction curve is much improved relative to the unsmoothed data of Fig. 3d .
To illustrate that the method also works with properties that do not have an upper limit, we experimented with data generated by functions of the forms (kt) n , exp{(kt) Figure 5 shows results for data generated with the function exp{(kt) n }-1 for noise level σ = 0.5. The smoothing was performed by minimum-RMS-deviation fit using the function
As Fig. 5 shows, the minimum-d algorithm on smoothed data significantly improves the accuracy in the TTS shifts and leads to accurate aging evolution of the property of interest.
It should also be pointed out that in all our experiments the prediction curves obtained by the minimum-d method are only weakly sensitive to the functional forms of Eqs. (4) and (4′). These forms were chosen just for convenience because they have only a few adjustable parameters and yet were found to Table 2 Comparison of logarithmic shift factors for data in Figs. 1 and 2 as a function of noise level σ. Also included are the exact values of shifts from the known parameters k T (see Fig. 1 Fig. 4 Prediction curve using minimum-d algorithm after the initial data from Fig. 2c was smoothed by a minimum-RMS-deviation fit using the function in Eq. (4). The log(shift) is indicated for each T be flexible enough to fit data generated by a wide variety of functional forms. In reality, smoothing with any reasonable function should work, even smoothing with data points generated "by eye."
Validation with prior experimental data Creep strain of Kevlar 49
The analysis in the previous section was performed on theoretically generated data. In this section, we test the code on previously published creep data on an aramid fiber, Kevlar 49 (Alwis and Burgoyne 2006) . Figure 6a displays the original experimental data for Kevlar 49 under a load of 70 % of its average breaking strength, while Fig. 6b shows the TTS-shifted data with the shifts obtained by the minimum-d algorithm. When applying the minimum-d algorithm, the raw data was used as such without any polynomial smoothing or data removal as became necessary by the original authors who had difficulty in implementing a gradient matching method. Additionally, we made no assumption about the temperature dependence of the TTS shifts. However, a plot of the natural log of the minimum-d TTS shifts vs. reciprocal absolute temperature reveals a near-perfect straight line (Fig. 7) , which suggests the domination of a simple Arrhenius process with an energy barrier of 101.5 kJ/mol. This barrier is a bit lower than that obtained by the original authors (116.3 kJ/mol). Coarsening of a high-explosive powder As a second illustration, we go outside the field of rheology and apply the present method to the slow coarsening of a powder over long times. As a concrete example, we consider the powder of pentraerythritol tetranitrate (PETN), an energetic material typically employed as an initiator. The effectiveness of such a powder depends on its specific surface area, which is known to decrease over time through thermal coarsening. Since such coarsening is a slow process at room temperatures, a common procedure is to accelerate the powder evolution at elevated temperatures and then extrapolate to room temperatures by rescaling time using some activation energy. However, such extrapolation uses numerical fitting that can be subjective and makes assumptions about a dominant activation process. It would be preferable to use a more objective technique like the TTS procedure developed here. Figure 8a plots the powder's specific surface area as measured by Fisher flow permeametry (Fisher sub-sieves surface area, FSSA) as a function of aging time at five different elevated temperatures. The original data (Maiti and Gee, 2011; Maiti et al. 2015) shows two regimes of coarsening, i.e., an initial fast decay in FSSA that accounts for most of the coarsening, followed by a regime of slow coarsening. Below, we employ the TTS analysis on the fast decay part, which is what is displayed in the raw data of Fig. 8a . Figure 8b shows the TTS-shifted data with the shifts determined by the minimum-d procedure, while Fig. 8c replots Fig. 8b as a function of linear time. Figure 9 plots the TTS shifts as a function of inverse absolute temperature, from which we obtain an activation energy of ∼255 kJ/mol. Using this activation energy to estimate the TTS shifts at room temperatures, we obtain estimates for powder coarsening under ambient conditions over very long (decades) time scales, as shown in Fig. 10 . However, the activation energy for coarsening is probably not constant at all temperatures (Li et al. 2010 ), but rather increases from a value close to the sublimation energy of PETN (∼ 150 kJ/mol) at room temperature to ∼250 kJ/mol at T around 100°C, which could increase the estimates of coarsening (i.e., drop in FSSA value) by a factor of 2 to 3. To lower the uncertainty in room temperature estimates, it is necessary to obtain experimental data at intermediate temperatures, e.g., 40, 60, and 75°C. Interestingly, the results in Fig. 10 are of the same order as previous room temperature estimates using somewhat ad hoc numerical fitting-either employing different fits in different regimes of FSSA evolution (Maiti and Gee, 2011) or using a single fit after ignoring the first few hours of coarsening (Maiti et al. 2015) , none of which is fully satisfactory.
Summary
In summary, we explored the method of arc length minimization as a means of obtaining optimized time-temperature superposition shifts. We found that in situations where the TTS principle holds perfectly, the optimized shifts indeed correspond to the minimum arc length. This principle holds for any reasonable definition of arc length: linear, logarithmic, absolute sum, square root of sum of square, or something more complex. We illustrate the method by applying it to previously published data on two different applications: (1) The creep strain of Kevlar 49. We show that without any pre-fitting or adjustments of the raw data a nice master curve is obtained, and the temperature dependence of TTS shifts reveals a pure Arrhenius behavior with a single temperatureindependent activation barrier. (2) Specific surface area reduction during the coarsening of an energetic material powder. Again, our TTS procedure produces a smooth master curve with a well-defined energy barrier at a reference temperature that is the lowest of the set of experimental temperatures employed in the study (90°C).
Although the present method is robust in that it runs on most numerical data and produces a master curve, one needs to be cognizant of a few caveats: (1) the method is reliable typically for data with some overlap between successive temperatures; (2) although it is tempting to apply the present procedure to any kind of overlapping data, one needs to be cautious when dealing with noisy data. Through analysis on synthetic data, we show that noise can sometimes introduce a bias that can lead to the master curve deviating significantly from the theoretical curve; such deficiency can be overcome by performing a data smoothing step (e.g., local regression for dense dataset or fitting with a smooth curve for less-dense data) before the arc length minimization procedure is performed; (3) even in situations where the data looks smooth, TTS shifts produced by the minimum-d method can lead to an activation barrier somewhat different from that obtained by other methods (as exemplified by the creep strain in the Kevlar example); (4) in situations where the reference temperature is high (e.g., 90°C as in the PETN coarsening example), one should take into account possible temperature dependence of the activation barrier when trying to extrapolate master curve predictions to room temperatures. In the absence of such data, it may be necessary to perform additional measurements at intermediate temperatures.
