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Abstract
The decreasing of the distance between the head and the magnetic disk surface leads to a model
of the behaviour of the air by using a modified Reynolds equation. The existence and the uniqueness
of this stationary equation is, under some conditions on the data, proved using both fixed point
and monotonicity techniques. Double-scale analysis allows us to obtain the associated homogenized
equation.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The high recording density and high data rate requirement of magnetic recording sys-
tems in the hard disk drives (HDD) of modern computer systems require that an extremely
small head-to-disk spacing be maintained.
Since the first conception and application of the disk recording head element in 1956,
the classic compressible Reynolds equation [6] (continuum problem) has been found to
accurately predict the performance of the air bearing operating with film thicknesses of the
order 8–10 µm.
When the ratio of the molecular mean free path and the film thickness (the Knudsen
number) is between 0 and 0.25 (in the case of air film the minimum film thickness is
greater than 0.25 µm), Burgdorfer [7] found it necessary to modify the classic equation
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obtained the so-called first order slip Reynolds equation.
The existence and uniqueness of solutions to the continuum and first order slip equations
were studied in [9].
When the Knudsen number is greater than 0.25, the experimental results differ widely
from the numerical results obtained using the first order slip equation [12]. In this case if
the Knudsen number is not greater than 1 an accurate model is obtained by taking into
account the second order molecular slip effects. This model is called the second order slip
Reynolds equation, and its mathematical study is the first objective of the present work.
We remark that for Knudsen numbers greater than 1 (ultra-low flying height applica-
tions) the Fukui–Kaneko model [10] is employed. In this model, the modification of the
Reynolds equation is based on the linearized Boltzman equation.
The normalized second order slip Reynolds equation considered in this paper is the
following [12]:{∇ · [(h3p+ 6Kh2 + 6K2 h
p
)∇p]=Λ · ∇(hp), x = (x1, x2) ∈Ω,
p = pa, x ∈ ∂Ω,
(1)
where the air bearing normalized pressure p = p(x) is the unknown of the problem. The
normalized film thickness between the head and the magnetic disk is given by h= h(x).
K > 0 is the so-called Knudsen number, Λ = (Λ1,Λ2) is the bearing vector, and pa is
the given boundary pressure. Ω ⊆R2 is the region (with smooth boundary ∂Ω) where the
upper and lower bodies are in proximity. The symbol ∇ denotes the gradient with respect
to the x variable.
In [9] Chipot and Luskin studied an analogous equation (1) without the 6K2(h/p) term.
They proved existence and uniqueness by using a change of the unknown function which
leads to a new problem in which the nonlinearity appears in the convection term. Due to
the 6K2(h/p) term, this proof technique does not work in our case to prove existence (see
Remark 3.2 for details) and we use directly instead a fixed point argument to problem (1).
However, the idea of a new unknown function is retained, in a somewhat easier way, to
prove uniqueness.
Although the flying head and magnetic medium have precisely finished surfaces, when
the head-to-disk spacing becomes very small (in the order of 0.01 µm) the roughness effects
become important. Moreover, the hard disk data storage of magnetic devices are artificially
roughened in order to manage the sticktion problems. Most of the time, the “Reynolds
roughness” model is retained to describe the pressure distribution in the device, which
serves to homogenize the Reynolds equation by letting the characteristic wavelength of the
roughness tends to 0.
In fact Eq. (1) is obtained by asymptotic development in a small parameter η (which
characterizes the thin film thickness) from Stokes equations in 3-dimensional thin domain
of the form {(x1, x2, x3): (x1, x2) ∈Ω : 0 x3  ηh(x1, x2)} with some appropriate limit
conditions (see [12]). Now, in order to take into account the roughness effects we must
suppose that h depends on a small parameter  (that is h(x)= h∗(x, x/) see (4)) which
is the characteristic wavelength of the roughness and pass to the limit in → 0 in (1). So,
we implicitly supposed that we passed to the limit η→ 0 in the Stokes equations with 
fixed in order to obtain (1). Then we pass to the limit → 0 in (1) with h depending on .
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makes sens uniquely for η  1.
The second object of this work is to homogenize the second order slip Reynolds equa-
tion. The study of the homogenization of the continuum compressible and first order slip
equations is given in [13].
The double-scale convergence method introduced by Nguetseng [16] and developed by
Allaire [1,2] is used. The main difficulty here is to pass to the limit in the nonlinear term.
A generalization of a result due to Artola and Duvaut [3] allows to conclude.
In Section 2 the problem is introduced and the main results of this paper are stated.
Section 3 is devoted to the proof of the existence and uniqueness, while in Section 4 the
results concerning the homogenization are proven.
2. Preliminary notations and main results
2.1. Existence and uniqueness results
We assume in this first part that the functions h :Ω → R and pa : ∂Ω → R satisfy the
following hypothesis:{
h ∈W 1,∞(Ω),
hm  h(x) hM a.e. x ∈Ω,
(H1)
with hm and hM positive constants,{
pa is the restriction to ∂Ω of a smooth enough function p¯adefined on Ω,
pm  pa(x) pM, x ∈ ∂Ω, (H2)
where pm and pM are positive constants.
In order to give a variational formulation of (1) we introduce the following set:
V = {u ∈H 1(Ω)∩L∞(Ω): ∃α > 0 s.t. u(x) α a.e. x ∈Ω}. (2)
In the following we shall use the notation
b(t, s)= t3s + 6Kt2 + 6K2 t
s
.
Definition 2.1. We say that p is a weak solution of (1) if p− p¯a ∈H 10 (Ω), p ∈ V , and∫
Ω
b(h,p)∇p · ∇v dx =
∫
Ω
hpΛ · ∇v dx, ∀v ∈H 10 (Ω). (3)
In order to prove the existence we need the following assumption:{
There exists two positive numbers R1 <R2 and r2 > 2 such that
c∗(r2) hM ·|Λ|·R2h3mR1+6Kh2m+6K2(hm/R2) min{R2 − pM,pm −R1},
(H3)
where c∗(r2) is given in (23).
The existence result is the following
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to problem (1).
Remark 2.3. For |Λ| small enough or K large or pm large, assumption (H3) is satisfied.
However it is not always the case. Choosing pm = pM = 1, K = 1, hm = 1, hM = 2,
Ω =]0,1[2, the right-hand side of (H3) is always 1 and R1 and R2 are to be chosen with
R2 > 1 and R1 < 1. Taking in (19),
v(x1, x2)=
(
1
2
−
∣∣∣∣x1 − 12
∣∣∣∣
)(
1
2
−
∣∣∣∣x2 − 12
∣∣∣∣
)
leads to the rough estimate c∗2(r2)  2/3 so that the left-hand side of (H3) is greater
than (2/13)c∗2(r2)  4/39. So for |Λ| > 39/4 hypothesis (H3) is not satisfied. Then the
existence result in hypotheses less restrictive than (H3) remains an interesting and open
problem.
We now give the uniqueness result.
Theorem 2.4. Under hypotheses (H1) and (H2), we have uniqueness among all weak so-
lutions to problem (1). Further, suppose that pi is a weak solution to (1) corresponding to
the boundary data pia , i = 1,2, where pia satisfies hypothesis (H2). If p1a  p2a a.e. on ∂Ω ,
then p1  p2 a.e. on Ω .
Remark 2.5. In fact the condition h ∈W 1,∞(Ω) of (H1) is only used in the proof of the
uniqueness. For the existence, the less restrictive condition h ∈ L∞(Ω) suffices.
2.2. Homogenization results
Let us set Y = [0,1]2. In this part we suppose that the head is rough, so the function h
in (1) is replaced by h given by
h(x)= h∗
(
x,
x

)
, (4)
where the function h∗ :Ω ×R2 →R satisfies the following hypothesis:

y → h∗(x, y) is Y -periodic,
hm  h∗(x, y) hM a.e. (x, y) ∈Ω × Y,
h∗ ∈W 1,∞(Ω × Y ) and h∗(x, ·) ∈H 1p(Y ), ∀x ∈Ω,
(H4)
where
H 1p(Y )=
{
v ∈H 1(Y ), v takes equal values on opposite faces of Y}, (5)
which is a Hilbert space with the norm
‖φ‖H 1p(Y ) =
(
‖φ‖2
L2(Y ) +
2∑∥∥∥∥ ∂φ∂yi
∥∥∥∥
2
L2(Y )
)1/2
.i=1
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H 1m(Y )=
{
v ∈H 1p(Y ),
∫
Y
v dy = 0
}
, (6)
the norm of which is
‖φ‖H 1m(Y ) =
( 2∑
i=1
∥∥∥∥ ∂φ∂yi
∥∥∥∥
2
L2(Y )
)1/2
,
which is equivalent to the above H 1p-norm. Problem (1) becomes{∇ · [b(h,p)∇p] =Λ · ∇(hp), x = (x1, x2) ∈Ω,
p = pa, x ∈ ∂Ω. (7)
Hypothesis (H4) implies that h , given by (4), satisfies (H1). Therefore, under hypotheses
(H2)–(H4) we have existence and uniqueness of a weak solution to problem (7).
For a given function u ∈ V let L(x,u) be the operator defined on H 1m(Y ) by
v→ L(x,u)v =−∇y ·
{
b(h∗, u)∇yv
} (8)
and let a#(x,u) be the corresponding bilinear form given by
a#(x,u)(v,w)=
∫
Y
b(h∗, u)∇yv∇yw dy, ∀v,w ∈H 1m(Y ). (9)
Finally we introduce the following so-called local problems:
L(x,u)ωi = ∂
∂yi
b(h∗, u), (10)
L(x,u)χi = ∂
∂yi
(h∗) (11)
with unknowns ωi and χi , respectively, belonging to H 1m(Y ). We have the homogenization
results.
Theorem 2.6. Under hypotheses (H2)–(H4) the solution p of (7) tends to p0 in
H 1(Ω)-weakly, where p0 ∈ V is a weak solution of the following problem:{∇ · (A∗(x,p0(x))∇p0)=∇ · (Θ∗(x,p0(x))p0) in Ω,
p0 = pa along ∂Ω, (12)
where the matrix A∗ and the vector Θ∗ are given by

A∗ii (x,p0)=
∫
Y
b(h∗,p0)
(
∂ωi
∂yi
+ 1)dy, i = 1,2,
A∗12(x,p0)=
∫
Y
b(h∗,p0) ∂ω2∂y1 dy,
A∗21(x,p0)=
∫
Y
b(h∗,p0) ∂ω1∂y2 dy,
Θ∗1 (x,p0)=Λ1
∫
Y
[
h∗ + b(h∗,p0) ∂χ1∂y1
]
dy +Λ2
∫
Y
b(h∗,p0) ∂χ2∂y1 dy,
Θ∗(x,p0)=Λ2
∫ [
h∗ + b(h∗,p0) ∂χ2
]
dy +Λ1
∫
b(h∗,p0) ∂χ1 dy,
(13)2 Y ∂y2 Y ∂y2
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Moreover we have the following monotonicity and uniqueness result.
Theorem 2.7. Under hypotheses (H2) and (H4), we have uniqueness among all weak solu-
tions to problem (12). Further, suppose that pi0 is a weak solution to (12) corresponding to
the boundary data pia , i = 1,2, where pia satisfies hypothesis (H2). If p1a  p2a a.e. on ∂Ω ,
then p10  p20 a.e. on Ω .
3. Proof of the existence and uniqueness results
3.1. Existence
We set for any R1,R2 ∈R satisfying (H3),
BR1,R2 =
{
u ∈ L2(Ω): R1  u(x)R2, a.e. x ∈Ω
}
, (14)
which is a closed set of L2(Ω) and define the operator
T :BR1,R2 →H 1(Ω) (15)
by Tp = q if q ∈ p¯a +H 10 (Ω) is the unique solution of the variational problem∫
Ω
b(h,p)∇q · ∇v dx =
∫
Ω
hpΛ · ∇v dx, ∀v ∈H 10 (Ω). (16)
It is clear that any fixed point of T will be a weak solution of problem (1) and we
shall prove in Lemmas 3.1–3.3 that the hypotheses of the well-known Schauder fixed point
theorem are satisfied for T .
Lemma 3.1. T (BR1,R2)⊂ BR1,R2 .
Proof. From the Sobolev embedding H 1(Ω)⊂ L2(Ω), it suffices to prove that the solu-
tion q of (16) satisfies
R1  q(x)R2 a.e. x ∈Ω.
We shall use the classical L∞ estimates of solutions of elliptic variational equations given
in [5,15].
For any real constant N  pM we set ψN = (q −N)+ and
A(N)= {x ∈Ω : q >N}. (17)
Since ψN ∈H 10 (Ω) we can take v =ψN in (16) and obtain∫
b(h,p)|∇ψN |2 dx =
∫
hpΛ · ∇ψN dx,Ω A(N)
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‖∇ψN‖L2(Ω) 
hM |Λ|R2
h3mR1 + 6Kh2m + 6K2(hm/R2)
∣∣A(N)∣∣1/2, (18)
where |A(N)| denotes the Lebesgue measure of A(N).
On the other hand, for any r2 > 2 we denote by c2(r2) the constant satisfying the in-
equality
‖v‖Lr2 (Ω)  c2(r2)‖∇v‖L2(Ω), ∀v ∈H 10 (Ω). (19)
We have for any l N  pM and r2 > 2,
(l −N)r2 ∣∣A(l)∣∣= ∫
A(l)
(l −N)r2 dx 
∫
A(l)
(
q(x)−N)r2 dx
=
∫
A(l)
|ψN |r2 dx  c2(r2)r2‖∇ψN‖r2L2(Ω). (20)
From (18) we obtain
∣∣A(l)∣∣ [ c2(r2)hM |Λ|R2
(l −N)(h3mR1 + 6Kh2m + 6K2(hm/R2))
]r2∣∣A(N)∣∣r2/2. (21)
Using Lemma B1 of Kinderlehrer and Stampacchia [15], we deduce
q(x) pM + c
∗(r2)hM |Λ|R2
h3mR1 + 6Kh2m + 6K2(hm/R2)
a.e. x ∈Ω, (22)
where
c∗(r2)= |Ω |1/2−1/r22r2/(r2−2)c2(r2). (23)
From (H3) we deduce
q(x)R2 a.e. x ∈Ω.
In order to prove the other inequality, we set qˆ = R3 − q with R3 large enough such that
R3  pM .
We also set pˆa =R3− p¯a , so qˆ ∈ pˆa+H 10 (Ω) is the solution of the variational problem∫
Ω
b(h,p)∇qˆ · ∇v dx =−
∫
Ω
hpΛ · ∇v dx, ∀v ∈H 10 (Ω).
We repeat the above estimates for qˆ with N R3 − pm and we obtain
qˆ(x)R3 − pm + c
∗(r2)hM |Λ|R2
h3mR1 + 6Kh2m + 6K2(hm/R2)
.
From (H3) we deduce
q(x)R1 a.e. x ∈Ω,
which ends the proof. ✷
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Proof. Let p ∈ BR1,R2 be fixed and pn ∈ BR1,R2 a sequence such that pn → p in L2(Ω)
for n→∞.
Recall that
R1  p(x)R2, R1  pn(x)R2 a.e. x ∈R. (24)
We set
q = Tp, qn = Tpn.
The sequence qn ∈H 10 (Ω) satisfies the variational equality∫
Ω
b(h,pn)∇qn · ∇v dx =
∫
Ω
hpnΛ · ∇v dx, ∀v ∈H 10 (Ω). (25)
Setting v = qn − p¯a in (25), we easily obtain
‖qn‖H 1(Ω)  C,
which implies the existence of q∗ ∈ p¯a +H 10 (Ω) such that, up to a subsequence, qn con-
verges to q∗ weakly in H 1(Ω) and strongly in L2(Ω). Passing to the limit and using the
uniqueness of solution of (16) we have q∗ = q and that the entire sequence converges to q ,
which ends the proof. ✷
Lemma 3.3. T (BR1,R2) is relatively compact in L2(Ω).
Proof. The proof is elementary. ✷
Finally Theorem 2.2 follows from the Schauder fixed point theorem and Lem-
mas 3.1–3.3.
3.2. Uniqueness
We prove the uniqueness by using a change of the unknown function. Let us write for
p > 0,(
h3p+ 6Kh2 + 6K2p
h
)
∇p
= h3∇
(
p2
2
+ 6K h
p
+ 6K2 logp
h2
)
+ 6Kph∇h+ 12K2(logp)∇h. (26)
The new unknown will be
u= p
2
2
+ 6Kp
h
+ 6K2 logp
h2
. (27)
We consider the function f : ]0,∞[→R,
f (s)= s
2
+ 6Ks + 6K2 log s.2
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h2u= f (hp)− 6K2 logh.
We denote by g the inverse of f and we have from the above equality
p = 1
h
β(x,u) (28)
with
β(x,u)= g(h2u+ 6K2 logh). (29)
Our initial problem (1) becomes in u,

∇ · (h3∇u)=∇ · [(Λ− 6K∇h)β(x,u)− 12K2 logβ(x,u)∇h+ 12K logh∇h]
in Ω,
u= ua ≡ p
2
a
2 + 6K pah + 6K2 logpah2 .
(30)
We set
u¯a ≡ p¯
2
a
2
+ 6K p¯a
h
+ 6K2 log p¯a
h2
, (31)
where p¯a is given in (H2).
We remark that for all z ∈R,
0 dg
dz
(z)= g(z)
g2(z)+ 6Kg(z)+ 6K2 
1
6K
, (32)
0 d
dz
logg(z)= 1
g2(z)+ 6Kg(z)+ 6K2 
1
6K2
. (33)
Definition 3.1. We say that u is a weak solution of (30) if u− u¯a ∈H 10 (Ω) and∫
Ω
h3∇u · ∇v dx
=
∫
Ω
[
(Λ− 6K∇h)β(x,u)− 12K logβ(x,u)∇h+ 12K logh∇h]∇v dx,
∀v ∈H 10 (Ω). (34)
The equivalence between (1) and (30) is given by the following result.
Lemma 3.4. u is a weak solution of (30) if and only if p, given by (28), is a weak solution
of (1).
Proof. The equivalence between the two variational formulae is obvious from (26). It is
clear from (27) that if p ∈ V then u ∈ H 1(Ω). It remains to show that if u is a solution
of (34) then p ∈ V . From (28) we have that p ∈H 1(Ω) since g′ is bounded. On the other
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with p bounded away from 0, and the proof is complete. ✷
In the next lemma we give a general monotonicity and uniqueness result for a class of
semi-linear elliptic problems.
Lemma 3.5. Let I ⊆R and f :Ω× I →Rn an uniform Lipschitz function in the following
sense:
∃C > 0, ∣∣f (x,u2)− f (x,u1)∣∣ C|u2 − u1|, ∀x ∈Ω and u1, u2 ∈R. (35)
Let also a :Ω → R be a function satisfying a(x)  α0 > 0 a.e x ∈ Ω . Suppose that ui ,
i = 1,2, is a weak solution to{−∇ · (a(x)∇ui)=∇ · f (x,ui), x ∈Ω,
ui = ϕi, x ∈ ∂Ω. (36)
Then if ϕ1  ϕ2 a.e. on ∂Ω , then u1  u2 a.e. on Ω .
Proof. We set w = u2 − u1 which satisfies the problem{
w ∈ ϕ2 − ϕ1 +H 10 (Ω),∫
Ω a(x)∇w · ∇v dx =
∫
Ω(f (x,u2)− f (x,u1)) · ∇v dx, ∀v ∈H 10 (Ω).
(37)
We remark that w+ ∈H 10 (Ω), so we can take (as in [11,14]) v = w+/(w+ + δ) as a test
function in (37) with δ > 0, which gives∫
Ω
a(x)∇w+ · ∇
(
w+
w+ + δ
)
dx =
∫
Ω
(
f (x,u2)− f (x,u1)
) · ∇( w+
w+ + δ
)
dx. (38)
Remark that
∇
(
w+
w+ + δ
)
= δ ∇w
+
(w+ + δ)2 , ∇ log
(
1+ w
+
δ
)
= ∇w
+
w+ + δ ,
which implies∫
Ω
a(x)∇w+ · ∇
(
w+
w+ + δ
)
dx = δ
∫
Ω
a(x)
∣∣∣∣∇ log
(
1+ w
+
δ
)∣∣∣∣
2
dx. (39)
The right-hand side of Eq. (38) can be estimated with the help of (35) as∣∣∣∣∣
∫
Ω
(
f (x,u2)− f (x,u1)
) · ∇( w+
w+ + δ
)
dx
∣∣∣∣∣

n∑
i=1
∫
Ω
∣∣fi(x,u2)− fi(x,u1)∣∣
∣∣∣∣ ∂∂xi
(
w+
w+ + δ
)∣∣∣∣dx
 C
n∑
i=1
∫
|w|
∣∣∣∣ ∂∂xi
(
w+
w+ + δ
)∣∣∣∣dx = C
n∑
i=1
∫ ∣∣∣∣w+ ∂∂xi
(
w+
w+ + δ
)∣∣∣∣dx. (40)Ω Ω
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(
w+
w+ + δ
)∣∣∣∣= δ
∣∣∣∣∂w+∂xi
w+
(w+ + δ)2
∣∣∣∣ δ
∣∣∣∣∂w+∂xi
1
w+ + δ
∣∣∣∣
= δ
∣∣∣∣ ∂∂xi log
(
1+ w
+
δ
)∣∣∣∣ δ
∣∣∣∣∇ log
(
1+ w
+
δ
)∣∣∣∣. (41)
So from (38) we obtain using also (39)–(41),
α0
∫
Ω
∣∣∣∣∇ log
(
1+ w
+
δ
)∣∣∣∣
2
dx  C · n
∫
Ω
∣∣∣∣∇ log
(
1+ w
+
δ
)∣∣∣∣dx. (42)
Since log(1+w+/δ) ∈H 10 (Ω), from Poincaré inequality we deduce∫
Ω
∣∣∣∣log
(
1+ w
+
δ
)∣∣∣∣
2
dx  C1 (43)
with C1 independent on δ.
We then have w+ = 0 a.e. x ∈Ω and the proof is ended. ✷
Lemma 3.6. We have uniqueness among all weak solutions of problem (30). Further, sup-
pose that ui is a weak solution to (30) corresponding to the boundary data uia , i = 1,2. If
u1a  u2a a.e. on ∂Ω , then u1  u2 a.e. on Ω .
Proof. We apply Lemma 3.5 with a = h3 and f = (Λ − 6K∇h)β(x,u) − 12K2 ×
logβ(x,u)∇h + 12K logh∇h. Due to (32), (33), and the fact that h ∈W 1,∞(Ω), the
Lipschitz condition (35) is satisfied for f . ✷
Finally, Theorem 2.4 is an obvious consequence of Lemmas 3.4 and 3.6 and the fact
that g is an increasing function.
Remark 3.2. Due to (33) the behaviour of the function z→ logg(z) is linear for z→−∞.
So, we cannot obtain an estimation of type | logβ(x,u)| C|u|α with 0 < α < 1 which is
the key estimation in [9] for the proof of the existence. For this reason we cannot use the
technique of [9] for the existence of (30).
4. Homogenization
Firstly we recall some useful definitions and results on the two-scale convergence intro-
duced in [1,16].
Definition 4.1. The sequence u ∈ L2(Ω) is called two-scale converging to a limit u0 ∈
L2(Ω × Y ) if for any φ ∈D(Ω;C∞p (Y )), one has
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→0
∫
Ω
u(x)φ
(
x,
x

)
dx =
∫
Ω
∫
Y
u0(x, y)φ(x, y) dx dy, (44)
where the subscript p indicates the Y -periodicity on Y .
Remark 4.2. Let u be a sequence in L2(Ω) which two-scale converges to a limit u0 ∈
L2(Ω × Y ) and weakly to a function u(x) in L2(Ω). From Definition 4.1, we have
u(x)=
∫
Y
u0(x, y) dy.
Lemma 4.1. Let u be a bounded sequence in L2(Ω). Then there exists u0 ∈ L2(Ω × Y )
such that, up to a subsequence, u two-scale converges to u0. Moreover for any φ ∈ L2(Ω;
Cp(Y )) one has (44).
Lemma 4.2. Let u be a sequence in H 1(Ω) which converges weakly in H 1(Ω) to a
limit u0. Then u two-scale converges to u0, and there exists a function u1(x, y) ∈ L2(Ω;
H 1m(Y )) such that, up to a subsequence, ∇u two-scale converges to ∇xu0 +∇yu1.
Lemma 4.3. Let u be a sequence of functions in L2(Ω) which two-scale converges to a
limit u0(x, y) ∈L2(Ω × Y ). Assume that
lim
→0 ‖u‖L2(Ω) = ‖u0‖L2(Ω×Y ).
Then, for any sequence v which two-scale converges to a limit v0(x, y) ∈L2(Ω × Y ), we
have
uv →
∫
Y
u0(x, y)v0(x, y) dy in D′(Ω).
In the following we give a generalization of Lemma 2 of [3].
Proposition 4.3. Let I ⊂ R and a : (x, y, z) → a(x, y, z) be a function defined from Ω ×
R
2 × I to R and satisfying

(i) a is Y -periodic with respect to the second variable,
(ii) a ∈L∞(Ω × Y × I),
(iii) ∃k > 0 s.t. |a(x1, y, z1)− a(x2, y, z2)| k(|x1 − x2| + |z1 − z2|)
∀x1, x2 ∈Ω, y ∈R2, and z1, z2 ∈ I.
(45)
Then for any sequence u strongly converging, in L2(Ω), to a function u0, such that
u(x), u0(x) ∈ I a.e. x ∈Ω , one has
a
(· , u(·))→ a¯(· , u0(·)) L2(Ω)-weakly,
where, for any x ∈Ω and z ∈ I ,
a(x, z)= a
(
x,
x
, z
)

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a¯(x, z)=
∫
Y
a(x, y, z) dy.
Proof. Since, from (45)(iii), a(x, x/,u)−a(x, x/,u0(x)) strongly converges in L2(Ω)
to 0, it suffices to prove
a
(
x,
x

,u0(x)
)
→ a¯(x,u0(x)) L2(Ω)-weakly. (46)
Now replacing a by a − a¯, we can suppose that a¯(x, z)= 0, ∀x ∈Ω , ∀z ∈ I .
We consider for any q ∈ Z2,
Y q = (q + Y )
and
Q= {q ∈ Z2: Y q ∩Ω = ∅}.
We set for any q ∈Q,
u¯q = 1|Y q |
∫
Y q
u0(x) dx = 1
2
∫
Y q
u0(x) dx
with u0 extended by 0 outside Ω .
We define uˆ :
⋃
q∈Q Y q →R by
uˆ =
∑
q∈Q
u¯qχ

q ,
where χq is the characteristic function on Y q .
We have from [3],
uˆ |Ω → u0 strongly in L2(Ω).
Since from (45)(iii) a(x, x/,u0(x))− a(x, x/, uˆ(x)) strongly converges in L2(Ω) to 0,
it suffices to prove
a
(
x,
x

, uˆ
)
→ 0 L2(Ω)-weakly.
Now for any Ψ ∈D(Ω) we can write for  small enough using the Y -periodicity of a and
the fact that a¯ = 0,∫
Ω
a
(
x,
x

, uˆ
)
Ψ (x) dx =
∑
q∈Q
∫
Y q
a
(
x,
x

, u¯q
)
Ψ (x) dx
= 2
∑
q∈Q
∫
Y
a(q + y, y, u¯q)Ψ (q + y) dy
= 2
∑
q∈Q
∫ [
a(q + y, y, u¯q)Ψ (q + y)− a(q, y, u¯q)Ψ (q)
]
dy.Y
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∫
Ω
a
(
x,
x

, uˆ
)
Ψ (x) dx
∣∣∣∣∣
 C sup
q∈Q
∫
Y
∣∣a(q + y, y, u¯q)− a(q, y, u¯q)∣∣ · ∣∣Ψ (q + y)∣∣dy
+C sup
q∈Q
∫
Y
∣∣a(q, y, u¯q)∣∣ · ∣∣Ψ (q + y)−Ψ (q)∣∣dy
with C independent on . The terms of the right-hand side of the above inequality tend to 0
from (45)(ii), (45)(iii), and the regularity of Ψ . ✷
Lemma 4.4. Under the hypothesis of Proposition 4.3 we have for any φ ∈D(Ω¯;C∞p (Y )),
a
(
x,u(x)
)
φ(x) two-scale converges to a
(
x, y,u0(x)
)
φ(x, y), (47)
lim
→0
∫
Ω
[
a
(
x,u(x)
)
φ(x)
]2
dx =
∫
Ω
∫
Y
[
a
(
x, y,u0(x)
)
φ(x, y)
]2
dx dy, (48)
where φ(x)= φ(x, x/).
Proof. From (45)(ii) the sequence a(x,u(x))φ(x) is bounded in L2(Ω) and from
Lemma 4.1 there exists a function χ ∈L2(Ω × Y ) such that
a
(
x,u(x)
)
φ(x) two-scale converges to χ(x, y). (49)
Let φ1 ∈C∞p (Y ) and φ1 be the function defined on Ω by φ1(x)= φ1(x/). Then applying
Proposition 4.3 with a replaced by a(x, y, z)φ(x, y)φ1(y) we obtain
a
(
x,u(x)
)
φ(x)φ

1(x)→
∫
Y
a
(
x, y,u0(x)
)
φ(x, y)φ1(y) dy L
2(Ω)-weakly.
So
lim
→0
∫
Ω
a
(
x,
x

,u(x)
)
φ(x)φ

1(x)φ0(x) dx
=
∫
Ω
∫
Y
a
(
x, y,u0(x)
)
φ(x, y)φ1(y)φ0(x) dx dy (50)
for all φ0 ∈D(Ω).
From (49) and (50) we obtain
χ(x, y)= a(x, y,u0(x))φ(x, y) a.e. (x, y) ∈Ω × Y,
which gives (47).
In exactly the same manner we can prove(
a
(
x,u(x)
)
φ(x)
)2 two-scale converges to (a(x, y,u0(x))φ(x, y))2.
Now applying Lemma 4.1 with test function equal to 1 we obtain (48). ✷
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The variational formulation of (7) is{
p ∈ p¯a +H 10 (Ω),∫
Ω
b(h,p)∇p · ∇v dx =
∫
Ω
hpΛ · ∇v dx, ∀v ∈H 10 (Ω).
(51)
We recall, from Section 3, that the unique solution p of (51) satisfies
R1  p(x)R2 a.e. x ∈Ω, (52)
where R1,R2, given by (H3), are independent of .
Proposition 4.4. There exists a constant C independent of  such that
‖p‖H 1(Ω)  C.
Proof. By setting v = p − p¯a in (51) we obtain∫
Ω
b(h,p)∇p · ∇(p − p¯a) dx =
∫
Ω
hpΛ · ∇(p − p¯a) dx,
which implies, using (52),
6Kh2m‖∇p‖2L2(Ω) 
(
h3MR2 + 6Kh2M + 6K2
hM
R1
)
· ‖∇p¯a‖L2(Ω) · ‖∇p‖L2(Ω)
+ hMR2|Λ||Ω |1/2
(‖∇p‖L2(Ω) + ‖∇p¯a‖L2(Ω)).
We then easily obtain
‖∇p‖L2(Ω) C.
Combining with (52) we obtain the desired result. ✷
Lemma 4.5. Let p be a solution to problem (51). Then there exists a function p0 ∈ p¯a +
H 10 (Ω) such that, up to a subsequence, p weakly converges to p0 in H
1(Ω), p two-
scale converges to p0, and ∇p two-scale converges to ∇xp0 + ∇yp1, where (p0,p1) ∈
(p¯a + H 10 (Ω)) × L2(Ω;H 1m(Y )) is a solution of the following two-scale homogenized
system:
divy
[
b(h∗,p0)(∇p0 +∇yp1)
]= divy(h∗p0Λ), (53)
divx
[∫
Y
b(h∗,p0)(∇p0 +∇yp1) dy
]
= divx
(∫
Y
h∗p0Λdy
)
. (54)
Proof. By setting in (51), v = φ0(x) + φ1(x, x/) for all φ0 ∈ D(Ω) and φ1 ∈ D(Ω;
C∞p (Y )), we obtain
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∫
Ω
b(h,p)∇p · (∇φ0 +∇yφ1) dx + 
∫
Ω
b(h,p)∇p · ∇xφ1 dx
=
∫
Ω
hpΛ · (∇φ0 +∇yφ1) dx + 
∫
Ω
hpΛ · ∇xφ1 dx. (55)
From Proposition 4.4 and Lemma 4.2 there exists p0 ∈ pa + H 10 (Ω) and p1 ∈ L2(Ω;
H 1m(Y )) such that, up to a subsequence
p two-scale converges to p0, (56)
∇p two-scale converges to ∇p0 +∇yp1, (57)
p → p0 L2(Ω)-strongly. (58)
It is obvious that terms with  coefficients tend to 0. From (56) and Lemma 4.1 we have∫
Ω
hpΛ · (∇φ0 +∇yφ1) dx→
∫
Ω
∫
Y
h∗p0Λ · (∇φ0 +∇yφ1) dx dy. (59)
Since from (52) and (58) we have
R1  p0(x)R2 a.e. x ∈Ω, (60)
we can apply Lemma 4.4 with a :Ω × Y × [R1,R2]→R defined by
a(x, y, z)= h3∗(x, y)z+ 6Kh2∗(x, y)+
6K2
z
h∗(x, y).
With the help of (58) we deduce
b(h,p)(∇φ0 +∇yφ1) two-scale converges to b(h∗,p0)(∇φ0 +∇yφ1). (61)
We also have
lim
→0
∫
Ω
[
b(h,p)(∇φ0 +∇yφ1)
]2
dx
=
∫
Ω
∫
Y
[
b(h∗,p0)(∇φ0 +∇yφ1)
]2
dx dy. (62)
Now using Lemma 4.3, (61), (62), and (57) we can pass to the limit in the first term of (55).
Using also (59) we obtain∫
Ω
∫
Y
b(h∗,p0)(∇p0 +∇yp1) · (∇xφ0 +∇yφ1) dx dy
=
∫
Ω
∫
Y
h∗p0Λ · (∇φ0 +∇yφ1) dx dy. (63)
Finally by setting φ0 = 0 in (63) we obtain (53) and by setting φ1 = 0 we obtain (54). ✷
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The proof of the monotonicity and uniqueness follows in exactly the same manner as the
corresponding result for the homogenized problem of the first order slip Reynolds equation
given in [13]. The only difference between our homogenized problem and the homogenized
problem in [13] is the appearance in the homogenized coefficients of the term 6K2(h∗/p0).
Due to (60) this supplementary term does not affect the proof. We recall that the proof is
based on an argument due to Carillo and Chipot [8]. ✷
4.3. Proof of Theorem 2.6
Let ωi,χi , i = 1,2, be the solutions to local problems (10) and (11) with u replaced
by p0. From (53) we deduce
p1(x, y)= ∂p0
∂x1
ω1(x,p0)+ ∂p0
∂x2
ω2(x,p0)−Λ1χ1(x,p0)p0 −Λ2χ2(x,p0)p0.
(64)
By introducing p1 in Eq. (54) we deduce problem (12). The fact that the entire sequence
p converges to p0 is a consequence of the uniqueness result. ✷
5. Conclusion
In this paper we have obtained existence and uniqueness results for the second order slip
equation modeling the performance of the air bearing operating system. When the surfaces
of the magnetic disk are rough the homogenization of the above model is studied and the
homogenized problem is obtained.
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