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Modelos matema´ticos em diversas a´reas das cieˆncias aplicadas originam problemas
de otimizac¸a˜o que devem ser abordados por me´todos nume´ricos. Na medida em que os
modelos se tornam mais complicados, novas metodologias devem ser desenvolvidas. Os
me´todos para resoluc¸a˜o de problemas de otimizac¸a˜o sa˜o baseados, em geral, em teorias
consistentes e algoritmos computacionais robustos.
Neste trabalho consideramos um problema t´ıpico e importante de otimizac¸a˜o: a re-
soluc¸a˜o de modelos matema´ticos com minimizac¸a˜o de uma func¸a˜o linear com restric¸o˜es
de igualdades lineares. Muitos modelos importantes apresentam esta formulac¸a˜o. Para
implementac¸a˜o computacional e validac¸a˜o dos testes nume´ricos empregamos o ambiente
CUTE (Constrained and Unconstrained Testing Environment), um ambiente robusto
de otimizac¸a˜o nume´rica em que esta˜o dispon´ıveis va´rios modelos para avaliac¸a˜o de
me´todos nume´ricos. O principal objetivo e´ a compreensa˜o dos me´todos apresentados,
assim como a utilizac¸a˜o de uma poderosa plataforma para desenvolvimento e testes de
algoritmos em otimizac¸a˜o.
O trabalho esta´ organizado da seguinte maneira. No cap´ıtulo 1 falamos um pouco
sobre a minimizac¸a˜o irrestrita e sobre alguns me´todos nume´ricos para resolver o pro-
blema de minimizac¸a˜o irrestrita , no cap´ıtulo 2 desenvolvemos toda a teoria de mini-
mizac¸a˜o com restric¸o˜es lineares de igualdade, ressaltando o efeito das restric¸o˜es lineares
de igualdade no tamanho do problema. O cap´ıtulo 3 mostra a relac¸a˜o da fatorac¸a˜o QR
com os quatro espac¸os fundamentais e no cap´ıtulo 4 sa˜o apresentados os algoritmos e




Um importante problema de otimizac¸a˜o e´ a minimizac¸a˜o de uma func¸a˜o objetivo





onde x ∈ Rn e f : Rn −→ R e´ uma func¸a˜o regular. Vamos enta˜o expor, como reconhecer
as soluc¸o˜es:
1.1 A Soluc¸a˜o de um Problema de Minimizac¸a˜o Irrestrita
Um minimizador de f e´ um ponto onde a func¸a˜o atinge seu valor mı´nimo.
Definic¸a˜o 1. Um ponto x∗ e´ um minimizador global de f se f(x∗) ≤ f(x), ∀x ∈ Rn
(ou pelo menos para x no domı´nio de interesse do modelador).
Definic¸a˜o 2. Um ponto x∗ e´ um minimizador local de f se existe uma vizinhanc¸a N
de x∗ tal que f(x∗) ≤ f(x) para x ∈ N .
Um ponto que satisfaz esta definic¸a˜o e´, a`s vezes, chamado de minimizador local
fraco, terminologia dada para distinguir o que chamamos de minimizador local forte
(estrito):
Definic¸a˜o 3. Um ponto x∗ e´ um minimizador local forte de f se existe uma vizinhanc¸a
N de x∗ tal que f(x∗) < f(x) para x ∈ N .
1.1.1 Identificando um mı´nimo
Pela definic¸a˜o dada acima, devemos examinar todos os pontos na vizinhanc¸a de x∗
para reconhecer se este e´ ou na˜o um minimizador local. Se f e´ regular, existe uma
forma mais eficiente de identificar um minimizador local. Em particular, se f e´ duas
vezes continuamente diferencia´vel, somos capazes de dizer se x∗ e´ um minimizador
local, examinando o gradiente ∇f(x∗) e a Hessiana ∇2f(x∗).
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A ferramenta matema´tica usada para estudar minimizadores de func¸o˜es regulares
e´ o teorema de Taylor.
Teorema 1. Teorema de Taylor
Suponha que f : Rn −→ R e´ continuamente diferencia´vel e que p ∈ Rn. Enta˜o
temos que:
f(x + p) = f(x) +∇f(x + tp)T p
para algum t ∈ (0, 1). Ale´m disso, se f e´ duas vezes continuamente diferencia´vel, temos
que:









para algum t ∈ (0, 1).
Vamos citar as condic¸o˜es necessa´rias de otimalidade, assumindo que x∗ e´ um mini-
mizador local.
Teorema 2. Condic¸o˜es Necessa´rias de 1a Ordem
Se x∗ e´ um minimizador local e f e´ continuamente diferencia´vel em uma vizinhanc¸a
aberta de x∗, enta˜o ∇f(x∗) = 0, ou seja, x∗ e´ um ponto estaciona´rio.
Teorema 3. Condic¸o˜es Necessa´rias de 2a Ordem
Se x∗ e´ um minimizador local de f e ∇2f e´ cont´ınua em uma vizinhanc¸a aberta de
x∗, enta˜o ∇f(x∗) = 0 e ∇2f(x∗) e´ positiva semi-definida.
Vamos agora descrever condic¸o˜es suficientes, que garantem que x∗ e´ um minimizador
local.
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Teorema 4. Condic¸o˜es Suficientes de 2a Ordem
Suponha que ∇2f e´ cont´ınua em uma vizinhanc¸a aberta de x∗ e que ∇f(x∗) = 0 e
∇2f(x∗) e´ positiva definida. Enta˜o x∗ e´ um minimizador local forte de f .
1.2 Visa˜o Geral dos Algoritmos
Todos os algoritmos de minimizac¸a˜o irrestrita exigem do usua´rio um ponto inicial,
que denotamos por x0. Iniciando em x0, o algoritmo gera uma sequ¨eˆncia de iterac¸o˜es
{xk}
∞
k=0 que converge quando um ponto aparentemente se aproxima da soluc¸a˜o com
uma precisa˜o suficiente. O algoritmo utiliza informac¸o˜es sobre a func¸a˜o f em xk e
possivelmente informac¸o˜es sobre as iterac¸o˜es x0, x1, . . . , xk−1, para encontrar uma nova
iterac¸a˜o xk+1, onde o valor de f e´ menor que o valor de f em xk.
Existem duas formas fundamentais para descrever o movimento de xk para a nova
iterac¸a˜o xk+1, uma delas e´ o me´todo de busca linear e a outra e´ o me´todo de regia˜o de
confianc¸a.
• Me´todo de busca linear:
Na estrate´gia de busca linear, a partir de uma direc¸a˜o pk, busca ao longo dessa
direc¸a˜o, comec¸ando em xk, uma nova iterac¸a˜o com um valor da func¸a˜o menor.
A distaˆncia ao longo de pk pode ser encontrada resolvendo aproximadamente o




• Me´todo de regia˜o de confianc¸a:
Na estrate´gia de regia˜o de confianc¸a, a informac¸a˜o sobre f e´ usada para construir
uma func¸a˜o modelo mk cujo comportamento pro´ximo ao ponto xk e´ semelhante
a func¸a˜o objetivo f . Neste me´todo o passo p devera´ ser encontrado, resolvendo
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onde xk + p pertence a regia˜o de confianc¸a (regia˜o em torno de xk), ou seja,
restringimos a busca para um minimizador de mk em alguma regia˜o em torno de
xk.
O modelo mk e´ geralmente definido como uma func¸a˜o quadra´tica da forma:





onde fk, ∇fk sa˜o a func¸a˜o e o gradiente respectivamente calculados em xk e Bk
e´, ou a Hessiana ∇2fk, ou alguma aproximac¸a˜o dela.
1.2.1 Me´todo de Newton para Minimizac¸a˜o Irrestrita
Vamos discutir o me´todo de Newton para o problema (1).
Se a 1a e a 2a derivadas de f esta˜o dispon´ıveis, um modelo quadra´tico da func¸a˜o
objetivo f pode ser obtido a partir da sua expansa˜o em se´rie de Taylor:






onde fk, gk e Hk sa˜o, respectivamente, a func¸a˜o, o gradiente e a Hessiana calculados
em xk.
O mı´nimo do modelo (2) devera´ ser alcanc¸ado se pk e´ um mı´nimo da func¸a˜o
quadra´tica:




A func¸a˜o Φ tem um ponto estaciona´rio somente se existe um ponto pk em que o
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vetor gradiente se anula, isto e´, devemos ter:
∇Φ(pk) = Hkpk + gk = 0
Consequ¨entemente o ponto estaciona´rio pk de (3) satisfaz o sistema linear:
Hkpk = −gk (4)
Um algoritmo de minimizac¸a˜o no qual pk e´ definido por (4) e´ chamado me´todo de
Newton e a soluc¸a˜o de (4) e´ chamada direc¸a˜o de Newton.
Algoritmo 1. Algoritmo de Newton
Dado x0,
k = 0;
Enquanto gk 6= 0
resolver: Hkpk = −gk
xk+1 = xk + pk
k = k + 1
Fim Enquanto
O algoritmo de Newton na˜o e´ em geral um algoritmo de descida, podendo divergir.
Veremos adiante que se x0 estiver pro´ximo de um minimizador local x
∗ com H(x∗)
positiva definida, o me´todo converge para x∗ rapidamente.








k gk < 0
Quando Hk na˜o for positiva definida, a direc¸a˜o de Newton pode na˜o ser definida,
pois H−1k pode na˜o existir e assim uma nova definic¸a˜o de pk e´ requerida.
Me´todos que utilizam a direc¸a˜o de Newton teˆm uma taxa de convergeˆncia local
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ra´pida, tipicamente quadra´tica. Quando uma vizinhanc¸a da soluc¸a˜o e´ alcanc¸ada, a
convergeˆncia geralmente ocorre em poucas iterac¸o˜es.
1.2.2 Convergeˆncia do Me´todo de Newton
Teorema 5. Suponha que f e´ duas vezes diferencia´vel e que a Hessiana ∇2f(x) e´
Lipschitz cont´ınua em uma vizinhanc¸a da soluc¸a˜o x∗ (∇f(x∗) = 0 e ∇2f(x∗) e´ positiva
definida). Considere a iterac¸a˜o xk+1 = xk + pk, onde pk = −∇
2f−1k ∇fk. Enta˜o:
1. se o ponto inicial x0 e´ suficientemente pro´ximo de x
∗, a sequ¨eˆncia de iterac¸o˜es
converge para x∗;
2. a raza˜o de convergeˆncia de xk e´ quadra´tica; e
3. a sequ¨eˆncia das normas do gradiente {||∇fk||} converge quadraticamente para
zero.
Prova:
Pela definic¸a˜o do passo de Newton e da condic¸a˜o ∇f∗ = ∇f(x∗) = 0 temos que:
xk + pk − x










∗ − xk))(xk − x
∗)dt
temos
||xk + pk − x
∗|| ≤































∣∣∣∣∇2f(xk)−∇2f(xk + t(x∗ − xk))∣∣∣∣ · ||xk − x∗||dt
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∣∣∣∣∇2f(x∗)−1∣∣∣∣ · ||xk − x∗||2
onde L e´ a constante de Lipschitz de ∇2f(x) para x na vizinhanc¸a de x∗. Desde
que ∇2f(x∗) e´ na˜o-singular, e desde que ∇2fk → ∇2f(x∗), temos que
∣∣∣∣∇2f−1k ∣∣∣∣ ≤
2 ||∇2f(x∗)−1|| para todo k suficientemente grande.
Ou ainda:
||xk + pk − x
∗|| ≤ L
∣∣∣∣∇2f(x∗)−1∣∣∣∣ · ||xk − x∗||2 = L˜||xk − x∗||2
onde L˜ = L ||∇2f(x∗)−1||. Usando esta desigualdade indutivamente deduzimos que se
o ponto inicial esta´ suficientemente pro´ximo de x∗, enta˜o a sequ¨eˆncia converge para x∗,
e a taxa de convergeˆncia e´ quadra´tica.
Utilizando a relac¸a˜o xk+1 − xk = pk e ∇fk +∇




























provando que a norma do gradiente converge para 0 quadraticamente. 
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1.2.3 Outros Me´todos
No me´todo de Newton e´ necessa´rio o ca´lculo da Hessiana Hk. O ca´lculo expl´ıcito
dessa matriz deixa, a`s vezes, o processo caro e ate´ mesmo prop´ıcio ao erro. Uma
das alternativas, que na˜o requer o ca´lculo da Hessiana, e´ utilizar a direc¸a˜o de busca
Quase-Newton, calculando a direc¸a˜o atrave´s de uma aproximac¸a˜o Bk da Hessiana. A
aproximac¸a˜o Bk e´ atualizada em cada iterac¸a˜o e satisfaz a seguinte condic¸a˜o:
Bk+1sk = yk
onde
sk = xk+1 − xk e yk = ∇fk+1 −∇fk.
As fo´rmulas mais populares para atualizar Bk, sa˜o a fo´rmula sime´trica de posto um,
definida por:




e a fo´rmula BFGS, (Broyden, Fletcher, Goldfarb, e Shanno) que e´ definida por:














Teorema 6. Suponha que f e´ duas vezes continuamente diferencia´vel, que as iterac¸o˜es
geradas pelo algoritmo BFGS convergem para um minimizador x∗ e que a Hessiana




∗|| < ∞. Enta˜o xk converge para x∗ em uma raza˜o superlinear.
Prova: Ver [3].
Consideremos agora as direc¸o˜es de busca geradas pelos me´todos dos gradientes
conjugados na˜o-lineares. Eles teˆm a forma:
pk = −∇f(xk) + βkpk−1
onde βk e´ um escalar que garante que pk e pk−1 sa˜o conjugados.
Estes me´todos na˜o alcanc¸am a ra´pida taxa de convergeˆncia dos me´todos de Newton
e Quase-Newton, mas teˆm a vantagem de na˜o exigir o armazenamento de matrizes.
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2 Minimizac¸a˜o Restrita
Minimizac¸a˜o restrita consiste em minimizar uma func¸a˜o objetivo, sujeita a um




sujeito a ci(x) = 0, i = 1, 2, . . . ,m
′
ci(x) ≥ 0, i = m
′ + 1, . . . ,m
(5)
onde a func¸a˜o objetivo f e as func¸o˜es restric¸o˜es ci sa˜o func¸o˜es escalares de valor real.
Um ponto x̂ e´ dito via´vel se satisfaz todas as restric¸o˜es de (5). O conjunto de todos
os pontos via´veis e´ chamado de regia˜o via´vel.
2.1 Restric¸o˜es Lineares de Igualdade




sujeito a Ax = b
(6)
onde f e´ duas vezes continuamente diferencia´vel, a matriz A e´ t × n e a linha i de A
conte´m os coeficientes correspondentes a restric¸a˜o i.
Um ponto via´vel x∗ e´ um mı´nimo local de (6) se f(x∗) ≤ f(x), para todo ponto
via´vel x em alguma vizinhanc¸a de x∗. Vamos caracterizar o conjunto de todos os
pontos via´veis em uma vizinhanc¸a de um ponto via´vel, para determinar as condic¸o˜es
de otimalidade para (6).
Devemos assumir que b pertenc¸a ao espac¸o coluna de A, pois caso contra´rio as
restric¸o˜es seriam inconsistentes e na˜o haveria ponto via´vel. Como as restric¸o˜es formam
um sistema linear, as propriedades de subespac¸o linear tornam poss´ıvel especificar uma
caracterizac¸a˜o de todas as mudanc¸as via´veis de um ponto via´vel. Seja p o passo entre
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2 pontos via´veis x e x̂, enta˜o pela linearidade de A temos:
A(x− x̂) = Ax− Ax̂ = b− b = 0
Portanto Ap = 0, ou seja, o passo p de um ponto via´vel para qualquer outro ponto
via´vel deve ser ortogonal a`s linhas de A. Qualquer passo de um ponto via´vel ao longo
de p na˜o viola as restric¸o˜es, desde que A(x̂ + αp) = Ax̂ + αAp = Ax̂ = b.
A direc¸a˜o p e´ chamada direc¸a˜o via´vel com respeito as restric¸o˜es de (6).
Seja Z a matriz cujas colunas formam uma base para o subespac¸o de vetores que
satisfazem Ap = 0. Segue que se p satisfaz Ap = 0, enta˜o p pode ser escrito como Zpz
para algum vetor pz.
2.1.1 Condic¸o˜es de Otimalidade
Expandindo f em se´rie de Taylor sobre x∗ ao longo de uma direc¸a˜o via´vel p, (p =
Zpz) podemos determinar a otimalidade do ponto via´vel x
∗ dado:




onde θ satisfaz 0 ≤ θ ≤ 1 e  e´ um escalar positivo, ou ainda, como p = Zpz, tomando
g(x) = ∇f(x) e G(x) = ∇2f(x), temos:
f(x∗ + Zpz) = f(x





T G(x∗ + θp)Zpz (7)
Suponha que x∗ e´ um mı´nimo local. Se g(x∗) 6= 0, enta˜o existe um vetor p para
qual
pTz Z
T g(x∗) < 0 (8)
(p pode ser pego como −g(x∗))
Qualquer vetor p que satisfaz (8) e´ chamado direc¸a˜o de descida em x∗. Dada
qualquer direc¸a˜o de descida p, existe um escalar positivo  tal que para todo  positivo
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T G(x∗ + θp)Zpz < 0. Por (7),
segue que f(x∗+ p) < f(x∗) para tal , contradizendo o fato de x∗ ser o mı´nimo local.
Portanto, uma condic¸a˜o necessa´ria para x∗ ser um mı´nimo local de (6) e´ que
pTz Z
T g(x∗) = 0 para todo pz, o que implica que ZT g(x∗) = 0. O vetor ZT g(x∗) e´
chamado o gradiente projetado de f calculado em x∗.
Assumindo x∗ um mı´nimo local de (6), desde que ZT g(x∗) = 0, a expansa˜o em se´rie
de Taylor (7) torna-se:





T G(x∗ + θp)Zpz (9)
para algum θ, 0 ≤ θ ≤ 1 e  escalar positivo.
Se G(x∗) e´ indefinida, pela continuidade, G devera´ ser indefinida para todos os
pontos em alguma vizinhanc¸a de x∗, e podemos escolher  pequeno o suficiente para
que x∗ + p esteja nessa vizinhanc¸a. Escolhendo p tal que pT G(x∗ + θp)p < 0 temos:
f(x∗ + Zpz)− f(x
∗) < 0 =⇒ f(x∗ + Zpz) < f(x
∗)
o que contradiz a otimalidade de x∗.
A matriz ZT G(x∗)Z, que e´ chamada matriz Hessiana projetada, devera´ ser positiva
semi-definida. Portanto as condic¸o˜es para x∗ ser um mı´nimo local de (6), sa˜o:
Condic¸o˜es necessa´rias para um mı´nimo de (6):
A1. Ax∗ = b;
A2. ZT g(x∗) = 0;
A3. ZT G(x∗)Z e´ positiva semi-definida.
Condic¸o˜es suficientes para um mı´nimo de (6):
B1. Ax∗ = b;
B2. ZT g(x∗) = 0;
B3. ZT G(x∗)Z e´ positiva definida.
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Para verificar que essas condic¸o˜es sa˜o suficientes, observe que a condic¸a˜o B2. e´
necessa´ria e a expansa˜o de f sobre x∗ e´ portanto dada por (9). Se G(x∗) e´ positiva
definida, pela continuidade, G e´ positiva definida para todos os pontos em alguma
vizinhanc¸a de x∗. Para  suficientemente pequeno (tal que x+p esteja na vizinhanc¸a),
e para qualquer direc¸a˜o p, e´ va´lido que pT G(x∗ + p)p > 0. Por (9), isto implica que:
f(x∗ + Zpz)− f(x
∗) > 0 =⇒ f(x∗ + Zpz) > f(x
∗)
2.2 Desenvolvimento dos Algoritmos
Seja Y a matriz cujas colunas formam uma base para o espac¸o coluna de AT .
Desde que Y e Z definem espac¸os complementares, todo vetor x ∈ Rn tem uma u´nica
expansa˜o como uma combinac¸a˜o linear das colunas de Y e Z:
x = Y xy + Zxz
para algum vetor xy ∈ R
t (a porc¸a˜o espac¸o coluna de x) e um vetor xz ∈ R
n−t (a
porc¸a˜o espac¸o nulo de x).
Seja x∗ soluc¸a˜o de (6), dada por x∗ = Y x∗y + Zx
∗
z, enta˜o:
b = Ax∗ = A(Y x∗y + Zx
∗




z = AY x
∗
y
Agora, xy ∈ R
t e´ unicamente determinado, pois por definic¸a˜o de Y , a matriz AY e´
na˜o-singular. Portanto as restric¸o˜es determinam a porc¸a˜o espac¸o coluna da soluc¸a˜o de
(6). De fato, veremos que calcular a soluc¸a˜o do problema restrito (6), pode ser visto
como um problema irrestrito nas n− t varia´veis xz.
Exemplo 1. Considere a seguinte restric¸a˜o:
x1 + x2 + x3 = 3
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Substituindo em AY x∗y = b, no´s obtemos x
∗
y = 1. Portanto, independente da func¸a˜o






































Como observado anteriormente na sec¸a˜o (2.1), o passo p de qualquer ponto via´vel
para qualquer outro ponto via´vel, deve ser ortogonal as linhas de A. Portanto, se xk e´
via´vel, pk (a busca direcional na direc¸a˜o k) devera´ satisfazer:
Apk = 0 (10)
Agora, a seguinte equivaleˆncia e´ va´lida:
Apk = 0 ⇐⇒ pk = Zpz (11)
para algum vetor pz ∈ R
n−t, pois qualquer vetor pz que satisfaz (10) devera´ ser uma
combinac¸a˜o das colunas de Z.
Podemos enta˜o desenvolver um algoritmo modelo para resolver (6), generalizando
uma sequ¨eˆncia de iterac¸o˜es via´veis:
Dado um ponto inicial via´vel x0, seja k = 0, repita os seguintes passos:
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Algoritmo Algoritmo modelo
(i) (Teste da Convergeˆncia) xk e´ soluc¸a˜o se as condic¸o˜es para convergeˆncia sa˜o sa-
tisfeitas.
(ii) (Direc¸a˜o de Busca) Calcular um vetor pz ∈ R
n−t, pz 6= 0. A direc¸a˜o de busca e´:
pk = Zpz
(iii) Atualizar: xk+1 = xk + pk, k = k + 1 e ir para o passo (i).
2.2.2 Me´todo de Newton para Minizac¸a˜o Restrita
O me´todo de Newton descrito na sec¸a˜o (1.2.1) pode ser adaptado para minimizac¸a˜o









sujeito a Ap = 0
(12)
Se Gz denota a matriz Hessiana projetada Z
T GkZ, e gz denota o gradiente projetado
ZT gk, a soluc¸a˜o de (12) e´ dada por Zpz, onde pz e´ soluc¸a˜o de
Gzpz = −gz (13)
O algoritmo de Newton para minimizac¸a˜o restrita fica enta˜o:
Algoritmo 1. Algoritmo de Newton para minimizac¸a˜o restrita
Dado x0,
k = 0;
Calcular Z (base para o espac¸o nulo de A)






resolver: Gzpz = −gz
xk+1 = xk + Zpz
k = k + 1
Fim Enquanto













3 + 3x1x2 + 4x2x3 + 5x1x3 + x1x2x3
sujeito a x1 + x2 + x3 = 3






























No ponto via´vel x0 = (−1, 5,−1)







Se Gz e´ positiva definida e pz e´ a soluc¸a˜o de (13), a direc¸a˜o de Newton Zpz e´ uma
direc¸a˜o de descida, desde que:
gTk Zpz = ((Z
T )−1gz)






Agora, Gzpz = −gz =⇒ pz = −G
−1
z gz, enta˜o:
gTk Zpz = g
T
z pz = −gzG
−1
z gz < 0
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Se Gz na˜o e´ positiva definida, a aproximac¸a˜o quadra´tica local na˜o e´ limitada inferi-
ormente, ou na˜o tem um u´nico mı´nimo. Neste caso, e´ necessa´rio modificar a definic¸a˜o
de pz.
2.2.3 Representac¸a˜o do espac¸o nulo das restric¸o˜es
Para garantir que as restric¸o˜es sa˜o satisfeitas em cada iterac¸a˜o, precisamos encontrar
a matriz Z. A matriz Z que procuramos e´ a matriz cujas colunas formam uma base
para o espac¸o nulo de A. Como veremos na sec¸a˜o (3.2), basta tomar Z como sendo as
n− t colunas da matriz Q′ (matriz da fatorac¸a˜o Q′R′ de AT ).
Uma vantagem fundamental para usarmos a fatorac¸a˜o QR e´ que a escolha de Z
na˜o causa uma deteriorac¸a˜o no condicionamento quando resolvemos o problema (6).
Em um me´todo tipo Newton, podemos ver que cond(Gz) (nu´mero condic¸a˜o de Gz)
depende dos nu´meros condic¸a˜o de Z e de Gk:
Como Gz = Z
T GkZ enta˜o:
cond(Gz) = cond(Z
T GkZ) ≤ cond(Gk)(cond(Z))
2
A matriz Z determinada pela fatorac¸a˜o QR tem um nu´mero condic¸a˜o igual a 1, e
portanto:
cond(Gz) ≤ cond(Gk)





A partir de uma sequ¨eˆncia de matrizes elementares ortogonais, podemos reduzir
uma matriz A ∈ Rm×n de posto n, para a forma triangular superior.
Podemos introduzir elementos nulos na matriz A, da seguinte maneira: dado um








Como v esta´ na direc¸a˜o de y − x, temos y − x = αv, α ∈ R e tambe´m x + y ∈ v⊥,
enta˜o:
vT (x + y) = 0
vT (x + x + αv) = 0
vT (2x + αv) = 0























· x = Px
em que P e´ chamada matriz de Householder.
Vamos utilizar a transformac¸a˜o de Householder para introduzir elementos nulos na
matriz A. O sucesso depende do seguinte resultado:
Proposic¸a˜o 1. Suponha que y e´ o vetor coluna (1, 0, 0, 0), γ = ||x||, e v = x + γy.
Enta˜o Px = −γy = (−γ, 0, 0, 0).
Prova:




Agora vT x = (x + γy)T x = xT x + γyT x = xT x + γx1 e
vT v = (x + γy)T (x + γy)
= xT x + 2γxT y + γ2yT y
= xT x + 2γx1 + γ
2
= xT x + 2γx1 + x
T x






(x + γy)(xT x + γx1)
2(xT x + γx1)
= x−x−γy = −γy = (−γ, 0, 0, 0). 
A propriedade de reflexa˜o das matrizes de Householder, implica que uma sequ¨eˆncia
de n matrizes {Pi}, i = 1, . . . , n, podem ser aplicadas do lado esquerdo de uma matriz
A ∈ Rm×n de posto n, para reduzi-la a` forma triangular superior.
Em particular, P1 e´ constru´ıda para transformar a primeira coluna a1 de A em um
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mu´ltiplo de e1. Apo´s n transformac¸o˜es, no´s obtemos:






 = R (14)
onde R1 ∈ R
n×n e´ uma matriz triangular superior, na˜o-singular e QT e´ o produto
PnPn−1 . . . P2P1. A forma (14) e´ chamada fatorac¸a˜o QR de A.
3.2 Relac¸a˜o da fatorac¸a˜o QR com os Espac¸os Fundamentais
Seja A ∈ Rm×n, m ≥ n, com posto n (A tem posto completo). Existe uma matriz













, em que R1 ∈ Rn×n e´ triangular superior e na˜o-singular.
Sejam {aj}, j = 1, . . . , n as colunas da matriz A, {qi}, i = 1, . . . ,m as colunas da
matriz Q e {rij}, i = 1, . . . ,m e j = 1, . . . , n os elementos da matriz R. Pela fatorac¸a˜o
QR temos que:
a1 = r11q1
a2 = r12q1 + r22q2
...
...
an = r1nq1 + r2nq2 + . . . + rnnqn
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Observe que as colunas de A sa˜o combinac¸o˜es lineares das n primeiras colunas de





, onde Q1 ∈ R
m×n e Q2 ∈ Rm×(m−n), temos que R(A) =
R(Q1), ou seja, Q1 e´ base ortogonal para R(A) e Q2 e´ base ortogonal para N (A
T )
(N (AT ) e´ o espac¸o nulo de AT ).
Se encontrarmos a fatorac¸a˜o Q′R′ da matriz AT ∈ Rn×m teremos: AT = Q′R′, onde






onde Q′1 ∈ R
n×m e Q′2 ∈ R
n×(n−m). Temos que Q′1 e´ base ortogonal para R(A
T ) (o
espac¸o coluna de AT ) e Q′2 e´ base ortogonal para N (A) (o espac¸o nulo de A).
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4 Implementac¸a˜o no ambiente CUTEr
Para implementac¸a˜o computacional da metodologia descrita nos cap´ıtulo anteriores,
utilizamos o ambiente CUTE (Constrained and Unconstrained Testing Environment)
desenvolvido por N.I.M. Gould, D. Orban, e Ph. L. Toint.
4.1 O Ambiente CUTEr
O CUTEr e´ uma revisa˜o do CUTE, e´ um ambiente utilizado para testar problemas
de otimizac¸a˜o e de a´lgebra linear. O ambiente conte´m uma colec¸a˜o de problemas
testes, que juntamente com o Fortran 77, Fortran 90 e ferramentas do Matlab, auxiliam
os autores de softwares, na verificac¸a˜o, comparac¸a˜o e melhoramento de novos e ja´
existentes pacotes de otimizac¸a˜o.
Para selecionar os problemas adequados ao nosso estudo, basta olharmos para a
sua classificac¸a˜o. Cada problema e´ classificado da seguinte maneira:
X1X2X3r −X4X5 − n−m
onde:
• X1 indica o tipo da func¸a˜o objetivo, que pode receber o valor N se nenhuma
func¸a˜o objetiva for definida, C se a func¸a˜o e´ constante, L se e´ linear, Q se e´
quadra´tica, S se e´ uma soma de quadrados e O se a func¸a˜o objetivo e´ nenhuma
das func¸o˜es anteriores;
• X2 indica o tipo de restric¸a˜o, recebe o valor U se o problema e´ irrestrito, X se as
restric¸o˜es sa˜o varia´veis fixas, B se as restric¸o˜es sa˜o limitadas nas varia´veis fixas,
N se as restric¸o˜es representam a matriz de um grafo, L se sa˜o restric¸o˜es lineares,
Q se sa˜o restric¸o˜es quadra´ticas e O se as restric¸o˜es sa˜o mais gerais que qualquer
uma das anteriores;
• X3 indica a suavidade, recebe o valor R se o problema e´ regular e I se o problema
e´ irregular;
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• r = 0, 1 ou 2 indica o grau de maior derivada fornecida;
• X4 indica a origem e/ou a utilidade do problema, recebendo o valor A se o
problema for acadeˆmico, ou seja, foi constru´ıdo por pesquisadores para testar
algoritmos, M se o problema e´ parte de um exerc´ıcio de modelagem, onde os
valores reais da soluc¸a˜o na˜o sa˜o usados em uma aplicac¸a˜o pra´tica e R se a soluc¸a˜o
do problema e´ usada em aplicac¸o˜es reais para outros propo´sitos que na˜o sejam
testar algoritmos;
• X5 indica se o problema conte´m ou na˜o varia´veis internas expl´ıcitas, recebendo o
valor Y se o problema conte´m varia´veis internas expl´ıcitas e N no caso contra´rio;
• n indica o nu´mero de varia´veis, podendo ser igual a V , indicando que o nu´mero
de varia´veis pode ser escolhido pelo usua´rio; e
• m indica o nu´mero de restric¸o˜es, podendo tambe´m ser escolhido pelo usua´rio se
m = V .
Toda a estrutura, instalac¸a˜o, organizac¸a˜o das ferramentas, interfaces do ambiente
podera´ ser encontrada em [8].
4.2 Testes Nume´ricos
A seguir esta˜o o programa principal e a sub-rotina utilizada para fazer os testes









9 DOUBLE PRECISION X(NMAX),F,H(NMAX,NMAX),A(MMAX,NMAX)
10 DOUBLE PRECISION BU(NMAX),BL(NMAX),CU(MMAX),CL(MMAX)




15 OPEN (INPUT, FILE =’OUTSDIF.d’,FORM = ’FORMATTED’,
16 . STATUS = ’OLD’)
17 REWIND INPUT
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Nas linhas 24, 27 e 30 utilizamos as sub-rotinas do CUTEr, CSETUP, CNAMES
e CGR, para obter, respectivamente, os dados do problema; o nome do problema,
das varia´veis e das restric¸o˜es; e o gradiente das restric¸o˜es. Como nossas restric¸o˜es





4 DOUBLE PRECISION ONE,ZERO
5 PARAMETER(ONE=1.0D+0,ZERO=0.0D+0,EPS=0.00001)
6 INTEGER NU,NZ,M,K,NMAX,MMAX,IPIV(NMAX),INFO
7 DOUBLE PRECISION X(NMAX),F,H(NMAX,NMAX)
8 DOUBLE PRECISION DNRM2,NPROJE,P(NMAX),PN(NMAX)
9 DOUBLE PRECISION TAU(MMAX),WORK(NMAX),G(NMAX),V(MMAX),Y(NMAX)
10 DOUBLE PRECISION A(MMAX,NMAX),AT(NMAX,MMAX),Z(NMAX,MMAX)











22 C Ca´lculo da fatorac¸~ao QR de AT
23 CALL DGEQRF(NU,M,AT,NMAX,TAU,WORK,NU,INFO)
24
25 C Gera a matriz Q de AT
26 CALL DORGQR(NU,NU,M,AT,NMAX,TAU,WORK,NU,INFO)
27









37 C Ca´lculo do gradiente(G) da func¸~ao objetivo
38 CALL COFG(NU,X,F,G,.TRUE.)
39








47 10 IF (NPROJE.GT.EPS) THEN
48
49 C Ca´lculo da hessiana(H) da func¸~ao objetivo
50 CALL CDH(NU,M,X,MMAX,V,NMAX,H)
51
52 C Ca´lculo do produto (matriz*matriz) C=H*Z
53 CALL DGEMM(’n’,’n’,NU,NZ,NU,ONE,H,NMAX,Z,NMAX,ZERO,C,NMAX)
54







62 C Resolve D*P=-Y usando a LU de D
63 CALL DGESV(NZ,1,D,NMAX,IPIV,P,NMAX,INFO)
64
65 C Ca´lculo do produto PN=Z*P (Z * direc¸ao)
66 CALL DGEMV(’n’,NU,NZ,ONE,Z,NMAX,P,1,ZERO,PN,1)
67
68 C Atualiza o valor de X
69 CALL DAXPY(NU,ONE,PN,1,X,1)
70
71 C Ca´lculo do gradiente(G) da func¸~ao objetivo
72 CALL COFG(NU,X,F,G,.TRUE.)
73
74 C Ca´lculo do produto Y=Z^T*G (gradiente projetado)
75 CALL DGEMV(’T’,NU,NZ,ONE,Z,NMAX,G,1,ZERO,Y,1)
76









Os passos 15 ate´ 33 foram feitos para se calcular a matriz Z, matriz cujas colunas sa˜o
base para o espac¸o nulo de AT . Nas linhas 38, 42 e 45, calculamos, respectivamente,
o gradiente, o gradiente projetado e a norma do gradiente projetado. Se a norma
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do gradiente projetado e´ maior que EPS = 10−5, enta˜o calculamos a Hessiana da
func¸a˜o objetivo (linha 49), a Hessiana projetada (linhas 52 a` 56) e resolvemos o sistema
ZT HkZpk = −Z
T gk (linha 62). Atualizamos o valor de x na linha 60 (xk+1 = xk+Zpk).
Calculamos o valor do gradiente em xk+1 (linha 72), o valor do gradiente projetado
(linha 75), a norma do gradiente projetado (linha 78), e retornamos a` linha 47. Quando
a condic¸a˜o da linha 47 na˜o e´ satisfeita, o algoritmo retorna a soluc¸a˜o do problema.
Os problemas que vamos testar devem ter X2 = L (restric¸o˜es lineares), X3 = R
(devem ser problemas regulares) e r = 2 (precisamos da Hessiana da func¸a˜o obje-
tivo). Escolhemos alguns problemas e listamos abaixo os testes feito com o Me´todo
de Newton. Observe que para as func¸o˜es quadra´ticas (que e´ o caso dos problemas
BT3, GENHS28, HS28, HS48, HS51, HS52), o Me´todo de Newton converge em apenas




Nu´mero de Nu´mero de Norma do
varia´veis restric¸o˜es gradiente projetado
BT3 SLR2-AY-5-3 5 3 68.7078542
7.67864796−15
GENHS28 QLR2-AY-10-8 10 8 7.74301427
1.93928011−15
HS28 SLR2-AY-3-1 3 1 7.46420027
2.05144633−15
HS48 SLR2-AY-5-2 5 2 25.0421866
9.9213059−15


























HS51 QLR2-AY-5-3 5 3 6.34580419
2.54216271−15
HS52 QLR2-AY-5-3 5 3 39.9634448
1.01194492−15
Implementamos tambe´m o me´todo BFGS visto na sec¸a˜o (1.2.3) utilizando a seguinte
fo´rmula:



















9 DOUBLE PRECISION X(NMAX),F,H(NMAX,NMAX),A(MMAX,NMAX)
10 DOUBLE PRECISION BU(NMAX),BL(NMAX),CU(MMAX),CL(MMAX)




15 OPEN (INPUT, FILE =’OUTSDIF.d’,FORM = ’FORMATTED’,
16 . STATUS = ’OLD’)
17 REWIND INPUT
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4 DOUBLE PRECISION ONE,ZERO
5 PARAMETER(ONE=1.0D+0,ZERO=0.0D+0,EPS=0.00001)
6 INTEGER NU,NZ,M,K,NMAX,MMAX,IPIV(NMAX),INFO
7 DOUBLE PRECISION X(NMAX),F,H(NMAX,NMAX),Y(NMAX),YTP
8 DOUBLE PRECISION DNRM2,NPROJE,P(NMAX),PN(NMAX),DDOT,PTBP
9 DOUBLE PRECISION TAU(MMAX),WORK(NMAX),G(NMAX),V(MMAX)
10 DOUBLE PRECISION A(MMAX,NMAX),AT(NMAX,MMAX),Z(NMAX,MMAX)
11 DOUBLE PRECISION C(NMAX,NMAX),D(NMAX,NMAX),B(NMAX,NMAX)
12 DOUBLE PRECISION YVELHO(NMAX),YNOVO(NMAX),BP(NMAX),BTP(NMAX)












25 C Ca´lculo da fatorac¸~ao QR de AT
26 CALL DGEQRF(NU,M,AT,NMAX,TAU,WORK,NU,INFO)
27
28 C Gera a matriz Q de AT
29 CALL DORGQR(NU,NU,M,AT,NMAX,TAU,WORK,NU,INFO)
30








39 C Ca´lculo do gradiente(G) da func¸~ao objetivo
40 CALL COFG(NU,X,F,G,.TRUE.)
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56 C Ca´lculo do X_1
57 CALL DAXPY(NU,ONE,PN,1,X,1)
58
59 C Ca´lculo do gradiente(G) da func¸~ao objetivo
60 CALL COFG(NU,X,F,G,.TRUE.)
61
62 C Ca´lculo do produto YNOVO=Z^T*G (Z^T * gradiente)
63 CALL DGEMV(’T’,NU,NZ,ONE,Z,NMAX,G,1,ZERO,YNOVO,1)
64
65 C Ca´lculo da norma do gradiente
66 NPROJE=DNRM2(NZ,YNOVO,1)
67
68 C A matriz B inicial e´ a indentidade
69 DO I=1,NZ
70 DO J=1,NZ













84 C Ca´lculo da aproximac¸~ao da hessiana (a matriz B)
85 C Ca´lculo do produto BP=B*P
86 CALL DGEMV(’n’,NZ,NZ,ONE,B,NMAX,P,1,ZERO,BP,1)
87








95 C Ca´lculo do produto B=ALPHA1*BP*BTP^T + B
96 CALL DGEMM(’n’,’T’,NZ,NZ,1,ALPHA1,BP,NMAX,BTP,NMAX,ONE,B,NMAX)
97











109 C Resolve B*p=-YNOVO usando a LU de B
110 CALL DGESV(NZ,1,B,NMAX,IPIV,P,NMAX,INFO)
111
112 C Ca´lculo do produto PN=Z*P (Z * direc¸ao)
113 CALL DGEMV(’n’,NU,NZ,ONE,Z,NMAX,P,1,ZERO,PN,1)
114
115 C Atualiza o valor de X
116 CALL DAXPY(NU,ONE,PN,1,X,1)
117







125 C Ca´lculo do produto YNOVO=Z^T*G (Z^T * gradiente)
126 CALL DGEMV(’T’,NU,NZ,ONE,Z,NMAX,G,1,ZERO,YNOVO,1)
127










Nu´mero de Nu´mero de Norma do
varia´veis restric¸o˜es gradiente projetado



































HS49 OLR2-AY-5-2 5 2 na˜o converge
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Problema Classificac¸a˜o
Nu´mero de Nu´mero de Norma do
varia´veis restric¸o˜es gradiente projetado











































Observe que o comportamento do me´todo de Broyden e´, em alguns casos, oscilato´rio
(observe os problemas HS48, HS50 e HS52). Este fato ocorre porque usamos a matriz
identidade como aproximac¸a˜o inicial (B0 = I). Isso poderia ser corrigido, ou pelo
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menos minimizado por meio de duas alternativas que sa˜o: inicializac¸a˜o com uma matriz
mais pro´xima da Hessiana, ou mesmo a pro´pria Hessiana B0 = ∇
2f(x0); outra maneira
seria introduzir uma te´cnica de globalizac¸a˜o como regia˜o de confianc¸a com busca linear.
Estas modificac¸o˜es sera˜o feitas com a continuidade de nossos estudos futuramente.
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Conclusa˜o
Neste trabalho implementamos me´todos para minimizac¸a˜o de func¸o˜es lineares com
restric¸a˜o de igualdade. O principal objetivo do trabalho, a programac¸a˜o e validac¸a˜o
da metodologia na plataforma CUTE foi plenamente alcanc¸ada.
A experieˆncia deste Trabalho de Conclusa˜o de Curso abre inu´meras possibilida-
des de pesquisa em otimizac¸a˜o. Com acesso a uma variedade de problemas-testes e de
um robusto ambiente de programac¸a˜o podemos vislumbrar novos me´todos, assim como
novas implementac¸o˜es sempre baseadas em estudos teo´ricos que caracteriza esta impor-
tante a´rea da matema´tica. Uma poss´ıvel continuidade do trabalho seria a introduc¸a˜o
de restric¸o˜es de desigualdades lineares por meio do me´todo de restric¸o˜es ativas, ou
mesmo restric¸o˜es na˜o lineares.
Finalmente, por meio de todo o estudo teo´rico e principalmente computacional que
envolveu esse trabalho, estabelecemos condic¸o˜es muito favora´veis para enfrentar um
trabalho em n´ıvel de po´s-graduac¸a˜o.
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