We propose isomorphism type identities for nonlinear functionals of general infinitely divisible processes. Such identities can be viewed as an analogy of the Cameron-Martin formula for Poissonian infinitely divisible processes but with random translations. The applicability of such tools relies on precise understanding of Lévy measures of infinitely divisible processes and their representations, which are studied here in full generality. We illustrate this approach on examples of squared Bessel processes, Feller diffusions, permanental processes, as well as Lévy processes.
Introduction.
Let G = (G t ) t∈T be a centered Gaussian process over an arbitrary set T . The Cameron-Martin Formula says that for every random variable ξ in the L 2 -closure of the subspace spanned by G and for any measurable functional F :
Eξ 2 where φ(t) = E(ξG t ). This formula has many applications, including SDEs and SPDEs driven by Gaussian random fields. It can also be viewed as an isomorphism identity between functionals of a translated Gaussian process and the corresponding functionals of the untranslated process, under the changed probability measure. It is well-known that (1) does not extend to the Poissonian case. Indeed, it is easy to show that if Y = (Y t ) t∈ [0, 1] In this paper we propose isomorphism identities based on random translations as follows. Let X = (X t ) t∈T be an infinitely divisible process over a general set T (i.e., a process whose finite dimensional distributions are infinitely divisible). Then, for every process Z = (Z t ) t∈T independent of X, whose distribution is absolutely continuous with respect to Lévy measure of X, there exists a measurable function g : R T → R + such that for any measurable functional F : 
Therefore, if ν satisfies (L1) then ν 0 is a Lévy measure.
Below we give some equivalent conditions to (L2) that can be easier to verify.
Lemma 2.4. Let ν be a measure on (R T , B T ). The following conditions are equivalent to (L2).
(a) for every T 0 ∈T c there exists T 1 ∈T c such that T 0 ⊂ T 1 and ν{x ∈ R T : x T 0 = 0} = ν{x ∈ R T : x T 0 = 0, x T 1 = 0}.
(b) for every T 0 ∈T c with ν{x ∈ R T : x T 0 = 0} > 0 there is t / ∈ T 0 such that
(c) either (2.2) is satisfied for some T 0 ∈T c or for every T 0 ∈T c there is t / ∈ T 0 such that (2.4) holds.
Remark 2.5. Condition (a) was the original condition for a Lévy measure in Rosiński [25] . Condition (b) was communicated to us as equivalent to (a) by Gennady Samorodnitsky. Notice a subtle difference between (b) and the second alternative condition in (c).
Lévy-Khintchine and canonical spectral representations.
Let X = (X t ) t∈T be an infinitely divisible process, so that for every I ∈T the random vector X I is infinitely divisible in R I (which is considered as R Card(I) with the inner product ·, · and the norm | · |). By the Lévy-Khintchine representation [ The covariance function Σ of G restricted to I ∈T , equals Σ I ; similarly, by (c2) there is a path b : T → R whose restrictions to I coincide with b I .
Definition 2.6. We say that a family {ν I : I ∈T } of finite dimensional Lévy measures is consistent when it satisfies condition (c3).
It should be noted that a consistent family of finite dimensional Lévy measures is not necessarily a projective system. This fact makes "glueing together" ν I 's more complicated than it would be for projective systems. Nevertheless, we have the following. Let Y = (Y t ) t∈T be a Poissonian infinitely divisible process with Lévy measure ν. Let N be a Poisson random measure on (R T , B T ) having intensity measure ν. The existence of such N follows from Kolmogorov's Extension Theorem. We will work with a stochastic integral of the form (2.9)
where χ is a cutoff function defined at the beginning of this section. Since ν is not necessarily σ-finite, we take an extra care in handling this integral. At the outset notice that the present development works for a Poisson random measure on any measure space (S, S , n). For the sake of concreteness we take here (R T , B T , ν) and χ(v) = 1 {|v|≤1} . Let f = n j=1 a j 1 A j , where a j ∈ R and A j are disjoint with ν(A j ) < ∞. We have
A change of the cut-off function χ will result in a change of constant 2 to another universal constant. Therefore, the integral in (2.2) is well-defined for any measurable f : R T → R such that |f | 2 ∧ 1 dν < ∞ by the standard approximation procedure. I N (f ) is a Poissonian infinitely divisible random variable with the characteristic function 
has the same distribution as Y . Y will be called a canonical spectral representation of Y .
Sigma-finiteness of Lévy measures.
The σ-finiteness of measures is an important property but not every Lévy measure is σ-finite. This is shown in the following simple example.
Example 2.11. Let X = (X t ) t∈T be un uncountable family of independent Poisson random variables with parameter 1. Then, for every I ∈T , a ∈ R I ,
where ν is the counting measure of a set E given by E = {e s ∈ R T : s ∈ T, e s (t) = 1 if t = s and e s (t) = 0 otherwise}. 8
We have R T |x(t)| 2 ∧ 1 ν(dx) = |e t (t)| 2 = 1 for every t ∈ T . For T 0 ∈T c choose t / ∈ T 0 , and consider A = {x : x T 0 = 0, x(t) = 0}. Since A ∩ E = {e t }, we have ν(A) = 1 > 0, so that ν is Lévy measure of X by Lemma 2.4(c). However, ν is not σ-finite as the counting measure of an uncountable set.
The next theorem gives criteria when a Lévy measure is σ-finite. Notice a subtle difference between (L2) and (ii).
Theorem 2.12. Let ν be a Lévy measure on (R T , B T ). The following are equivalent:
Corollary 2.13. A Lévy measure is not σ-finite if and only if for every
Proof: Condition (c) of Lemma 2.4 divides Lévy measure into two categories: those which satisfy (2.2), which are σ-finite by Theorem 2.12, and the others which satisfy the condition of this corollary.
We may ask what Poissonian processes do not have σ-finite Lévy measures? The next theorem characterizes them. Proof. From the assumption, for every t ∈ T there exists a Borel measurable function Φ t : R T 0 → R such that Y t = Φ t (Y T 0 ) a.s. Suppose to the contrary that ν is not σ-finite, so by Theorem 2.14 there exist a versionỸ and t 1 / ∈ T 0 such that (a)-(c) hold. We also haveỸ
which gives |E[e iuη ]| = 1, so that η is deterministic. A contradiction. 18 , it seem that the σ-finiteness of a Lévy measure and the separability in probability of the corresponding Poissonian process are close. However, the separability in probability is a stronger condition. Indeed, let V = {V t } t∈ [0, 1] be a family of i.i.d. Rademacher random variables, P(V t = ±1) = 1/2, and let ν be the probability distribution of V in (R [0, 1] , B [0, 1] 
Representations of Lévy measures are useful for stochastic integral and series representations of the corresponding infinitely divisible processes while exact representations give precise forms of Lévy measures. The difference between these two representations is a technical one, as it is shown below. 
However, such representation does not give much of information about the Lévy measure because it is too general. Therefore, we are seeking more specific representations on richer structures, such as standard Borel spaces (Borel subsets of Polish spaces, see [11, Ch. 1] (u) , where K is the cumulant function given by
For every I = {t 1 , . . . , t n }, with 0 ≤ t 1 < · · · < t n , and a = (a 1 , . . . , a n ) ∈ R I (≡ R n ) we have
j=k a j , and t 0 = 0. Therefore, the Lévy measure ν I of X I is given by
equipped with a measure λ ⊗ ρ given by
where λ denotes the Lebesgue measure. We first verify that V is a representation of the Lévy measure ν of Y . Let I be a finite set of indices as above. For any B ∈ B I 0 we have
as in (2.23). To check that V is exact it is enough to verify (2.2). Indeed, for T 0 = N we have
Thus V in (2.23) is an exact representation of ν. 
where W is a one dimensional standard Brownian motion. Shiga and Watanabe [27] showed that squared Bessel processes are infinitely divisible and Pitman and Yor [17] described their Lévy measures on C(R + ). We will adapt that characterization to our setting. Let
U + is a Borel subset of C(R + ), on which we consider the Itô measure n + of the Brownian positive excursions, see Revuz and Yor [19, Chapter XII] . Let L a ∞ (u) denote the total accumulated local time of an excursion u ∈ U + at a > 0. Symbolically,
To check that V is an exact representation of the Lévy measure ν of Y we invoke an equation given after Theorem 3.2 in Mansuy and Yor [13] which states that
for any measurable functional F :
Example 2.25 (Feller diffusion). We consider a Feller diffusion Z = (Z t ) t≥0 without the drift term, which satisfies the stochastic differential equation
where W is a one dimensional standard Brownian motion. By change of time, Y t = Z 4σ −2 t we have
where W ′ is another standard Brownian motion. Therefore, Y is a 0-dimensional squared Bessel process whose Lévy measure ν 0 given in the above cited [13, Theorem 3.2] . Namely, in the notation of Example 2.24,
is a representation of the Lévy measure of Z = (Z t ) t≥0 on (U + , B(U + ), a n + ).
The next example provides a simple illustration for the method of Lemma 2.21.
Example 2.26 (General compound Poisson processes). Let V = {V t } t∈T be a stochastic process and let ζ a Poisson random variable with mean θ. Let {V (n) } n∈N be a sequence of independent copies of V and independent of ζ. Then
is a Poissonian infinitely divisible process such that for every I ∈T , a ∈ R I ,
Thus V = {V t } t∈T is a representation the Lévy measure ν of Y on (Ω, F , θP). By the proof of Lemma 2.21, the restriction V 0 of V to Ω 0 := {ω : V T 0 (ω) = 0} is an exact representation of ν, where T 0 ∈T c is such that
Lévy-Itô representations and transfer of regularity for Lévy measures.
The following proposition is a direct extension of Proposition 2.10 with a similar proof. Thus its proof will be omitted.
Proposition 3.1. Let X = (X t ) t∈T be an infinitely divisible process with the generating triplet
Gaussian process with covariance Σ and let N be a Poisson random measure on (S, S ) with intensity n such that G and N are independent. Then the process X ′ = (X ′ t ) t∈T given by
is a version of the process X.
The next theorem shows that, under some regularity assumptions, spectral representations hold almost surely. Recall Definition 2.17 (separability in probability).
Theorem 3.2 (Generalized Lévy-Itô representation). Let X = (X t ) t∈T be a separable in probability infinitely divisible process with a separant T 0 and the generating triplet (Σ, ν, b).
Assume that the probability space is rich enough to support independent of X standard uniform random variable. Then, given a representation V = (V t ) t∈T of ν defined on a σ-finite measure space (S, S , n), where S is countably generated (modulo n), there exist a centered Gaussian process G = (G t ) t∈T with covariance Σ, an independent of G Poisson random measure N on (S, S ) with intensity measure n, such that for every t ∈ T (3.2)
We illustrate this representation on four examples of infinitely divisible processes. 
where N is s Poisson random measure on R + × R with intensity λ ⊗ ρ. 
where N is s Poisson random measure on R + × U + with intensity βλ ⊗ n + . Therefore, a squared Bessel process Y is a mixed stochastic convolution.
2) applied to V in (2.25) yields: with probability 1 for all t ≥ 0,
where κ = σ 2 /4 and N is s Poisson random measure on U + with intensity a n + .
(d)(Compound Poisson process). Let
t∈T be a compound Poisson process generated by a stochastic process V = (V t ) t∈T and θ > 0, as in Example 2.26 . Suppose that V is separable in probability. Then (3.2) applied to V yields: with probability 1 for all t ∈ T
where N is s Poisson random measure on Ω with intensity θP.
Next we consider the transfer of regularity for Lévy measures. In short, this property says that path regularities of infinitely divisible processes are inherited by representations of their Lévy measures. A precise statement follows. As an application, consider a càdàg Poissonian infinitely divisible process Y = (Y t ) t∈ [0, 1] . Since Y is right continuous, it is separable in probability, so its Lévy measure ν is σ-finite. By Theorem 3.4, ν is concentrated on D[0, 1]. Using Basse and Rosiński [3, Lemma 3.5] we get ν{ x ∞ > r} < ∞ for any r > 0. Therefore, the Lévy-Khintchine representation of Theorem 2.8 can be refined to
where b ∈ D[0, 1] and · ∞ is the supremum norm.
Isomorphism identities and spectral representations.
We begin with some identities for expectations of functionals of stochastic processes. We present them under different degrees of generality of the assumptions, which is more suitable for applications. For any two σ-finite measures µ and ν, we write µ ≪ ν when µ is absolutely continuous with respect to ν, and µ ∼ ν when these measures are equivalent. We will also write E 
Hence, there exists a measurable functional g : R T → R + such that for any measurable functional
Theorem 4.1 is a consequence of Theorem 4.3, which itself is deduced from Theorem 4.4.
Remark 4.2. (a) From (4.1) it follows that the linear spaces of functionals F (X + Z) of the process X + Z and F (X) of X are isometric under various norms, such as the L p -norms, but with respect to possibly different probability measures. This may explain the name "isomorphism theorems" or "isomorphism identities" for results of this kind of formulas. (b) The processes Z can be viewed as a random translation (or perturbation) of X, so that Theorem 4.1 gives a sufficient condition when such translation (perturbation) is "admissible".
The function g in (4.1) has a closed form only in certain cases. Therefore, we will give below another, easier to handle term in place of g(X). We can also impose a slightly weaker condition on the process Z in part (b), than the one in the previous theorem.
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t∈T is a centered Gaussian process independent of a Poissonian process Y = (Y t ) t∈T having a σ-finite Lévy measure ν and given by its canonical spectral representation
Here N is a Poisson random measure with intensity ν (see Proposition 2.10) . Let Z = (Z t ) t∈T be an arbitrary process independent of N .
where
Conversely, for any F as above,
The previous two theorems will be proved as special cases of the next result.
Theorem 4.4. Let X = (X t ) t∈T be an infinitely divisible process given by
where V = (V t ) t∈T is a representation of the Lévy measure of X defined on a σ-finite measure space (S, S , n), N is a Poisson random measure on (S, S ) with intensity n, G = (G t ) t∈T is a centered 17
Gaussian process independent of N , and b is a shift function. Choose an arbitrary measurable function q
Now we will discuss how Dynkin's isomorphism fits into the pattern of Theorems 4.1 and 4.3. 
. . , s n ) are n × n-matrices, and α > 0. Hence, Y x 's are gamma distributed with shape parameter α and mean αu(x, x) and jointly they have a multivariate multivariate gamma distribution, as defined by (4.5). A prototype of a permanental process is a squared Gaussian processes, where u(x, y) is the Gaussian covariance multiplied by 2 and α = 1/2. For a fixed kernel (u(x, y) :
x ) x∈E denote the corresponding α-permanental process, it it exists. It is easy to see from (4.5) that if Y (α) exists and is infinitely divisible for some α = α 0 > 0, then it does exist for every α. Conversely, the existence of Y (α) for every α > 0 implies that all Y (α) are Poissonian infinitely divisible.
The importance of permanental processes comes also from their connection to Markov processes, as established by Eisenbaum and Kaspi [9] . They showed in [9, Theorem 3.1] that if X = (X t ) t≥0 is a transient Markov process with a state space E and 0-potential density (u(x, y) : x, y ∈ E) with respect to some reference measure, then for every α > 0 there exists a α-permanental process
x ) x∈E must be infinitely divisible 18 and one-dimensional marginals are nonnegative without drift, from Theorem 2.8 there is a Lévy measure ν on (R E , B E ) such that
for all x 1 , . . . , x n ∈ E, s 1 , . . . , s n ≥ 0, and n ≥ 1. ν is the Lévy measure of the 1-permanental process. Under some weak assumptions on Y (α) , such as its separability in probability, ν is also σ-finite, see Corollary 2.18. The canonical spectral representation of Y (α) is of the form
where N (α) is a Poisson random measure with intensity αν.
To formulate the Dynkin Isomorphism Theorem we need more ingredients. Recall, a transient Markov process X = (X t ) t≥0 specified above. Assume that X admits the local time (L x t : x ∈ E, t ≥ 0), which is normalized to satisfy E x (L y ∞ ) = u(x, y). Fix a ∈ E with u(a, a) > 0, and letP a be the probability under which the process X starts at a and is killed at its last visit to a. Then, for any measurable functional F : R E → R,
αu(a, a) .
This identity is a version of the Dynkin Isomorphism Theorem due to Eisenbaum and Kaspi [9, Theorem 3.2]. Here we assume that the processes
x ) x∈E and L ∞ = (L x ∞ ) x∈E depend on different coordinates of the product probability space under the product measure P ⊗P a , so that Y (α) and L ∞ are independent.
To show that (4.5) fits the framework of Theorem 4.1, we will check that L (L ∞ ) ≪ αν. Indeed, by [15, Lemma 2.6.2] and direct computations as in [9] , we have for every x 1 = a, x 2 , . . . , x n ∈ E and s 1 , . . . , s n ≥ 0,
Combining (4.5), (4.5), and (4.5) we get
which implies L (L ∞ ) ≪ αν. Now we will deduce (4.5) from Theorem 4.3(a). By the above, (a, a) , y ∈ R E + and from (4.5) ,
Therefore, (4.3) gives (4.5). Moreover, since Y (α) a > 0, by (4.3) we also get
Finally, notice that, while L (L ∞ ) is absolutely continuous with respect to ν, it is not equivalent to ν. Indeed, the set B = {y ∈ R E + : y(a) = 0} is a null set for L (L ∞ ) underP a , but it is not a null set for ν, even in the case when E is a two-point set. Indeed, from Vere-Jones [29] we know that the Lévy measure of a two dimensional permanental vector has singular components on the axes, except for the trivial totally correlated case, so that ν(B) > 0 in general. Nevertheless, path regularities of a permanental process transfer to ν by the transfer of regularity for Lévy measures (Theorem 3.4), and by the absolute continuity, they transfer to
In Example 4.5 we have started with an infinitely divisible permanental process and showed that Dynkin's isomorphism (4.5) is a special case of Theorem 4.1. N. Eisenbaum [7, Lemma 3 .1] made a surprising observation that any isomorphism of the type (4.5) implies the infinite divisibility of the process. We will reproduce this result in more detail and establish the form of Lévy measure in a general setting. We begin with random vectors. 
Moreover, if (ii) holds, then Y has the Lévy measure ν on R n + of the form
where 
Then the process Y is infinitely divisible. If, in addition, Y is separable in probability with a separant T 0 = (s k ) k≥1 , then the Lévy measure ν of Y is of the form 
The drift of Y is given by c = θ(t)P(Z t t = 0) : t ∈ T . Moreover, any nonnegative finite mean infinitely divisible process
where c and ν are the drift and Lévy measure of Y , respectively, and θ(s) = EY s > 0.
Remark 4.8. Consider a separable in probability process Y of Proposition 4.7 with Lévy measure ν given by (4.7). Let a ∈ T and θ(a) > 0. We can always include a in T 0 and assume that 
This formula may shed some light on the form of Lévy measure of a 2-dimensional permanental vector in Vere-Jones [29] , which has positive masses on the axes.
Isomorphism identities can also be useful for Lévy processes. We begin with a corollary to Theorem 4.4. 
where g(X) = {r>0: ∆Xr =0} q(r, ∆X r ) and ∆X r = X r − X r− . Conversely,
Proof: This is a direct application of Theorem 4.4. Indeed, has the Lévy-Itô decomposition
where N = {r: ∆Xr =0} δ (r,∆Xr) . Hence
as desired.
The next example specifies a set of admissible random translations for a Poisson process. 
Proof. It follows from Corollary 4.10 for q(r, v) = λ −1 h(r) and ρ = λδ 1 .
In the previous example function q depended only on time variable. Now we consider the case when q depends only on the space variable. 22 
To apply Theorem 4.4, take q(r, v)
where W = (W h ) h≥0 is a subordinator with Lévy measure ρ 1 given by
and
To illustrate usefulness of these formulas, in the next corollary we give an alternative proof to a known fact on the behavior of the distributions of the Lévy process at the origin. Actually, we prove a more general version of this fact, see, e.g., [26, Corollary 8.9] , and the last statement of the corollary seems to be new. 
If X is a subordinator, then the assumption of continuity can be weakened to the right-continuity.
Corollary 4.14. If X is a Lévy process then for any ρ-continuity set B with 0 / ∈B we have
(B). If in addition X is a subordinator, then for every r > 0 we have
Proof: In the first part of the corollary we take f (x) = 1 B (x) and in the second part we take f (x) = 1[r, ∞)(x), and apply the above.
Series representations and isomorphism identities.
Here we will show how representations of Lévy measures lead to series representations of Poissonian infinitely divisible processes. This method of constructing series representations was initiated in [21] and further developed in [24] . 
s. if and only if the limit
(ii) For every t ∈ T the centered series
converges a.s. and
(t).
Proof. This proof is a routine application of Theorem 4.1 [24] and thus it is omitted.
Remark 5.2. (a)
If Y is separable in probability and defined on a rich enough probability space (see Theorem 3.2), then proceeding as in [24] , we can choose V j , Γ j on the same probability space as Y such that (5.1) and (5.1) hold not only in distribution but also almost surely.
(b) If sample paths of Y belong to a separable Banach space, then the pointwise convergent series (5.1) and (5.1) converge a.s. in the norm of that Banach space. Such conclusion is generally false when sample paths of Y belong to a non-separable Banach space. An exception is the Skorohod space under the uniform topology, which is not separable. However, in such space the series converge uniformly a.s., see [3] .
(c) There is some analogy between series expansions of Poissonian infinitely divisible process, such as in Theorem 5.1, and Karhunen-Loève series representation of Gaussian processes. Exploring this analogy, one has the corresponding results for the oscillation and zero-one laws of Poissonian infinitely divisible process. See [4] and [22] . Recall that V t = L κt ∞ , t ≥ 0 is a representation of the Lévy measure of Z on (S, n) = (U + , a n + ). We will now give a probability measure n (1) equivalent to a n + . Let R(u) denote the length of an excursion u ∈ U + . It is well-known that
see, e.g., [19, Ch. 12, Proposition 2.8]. Let f : R + → R + be such that f (x) = 0 only for x = 0 and
so that n (1) is a probability measure such that g(u) := dn (1) d(a n + ) (u) = a −1 f (R(u)). Now we will apply Theorem 5.1(a). Let (ξ j ) j∈N be an i.i.d. sequence of random elements in U + with the common distribution f (R) dn + and let (Γ j ) j∈N be a sequence of partial sums of i.i.d. mean-one exponential random variables independent of the sequence (ξ j ) j∈N . Then
in the sense of equality of finite dimensional distributions. By Remark 5.2(b), the convergence holds also a.s. uniformly in t on finite intervals. Let us take f (x) = π 2 (x ∧ 1) for concreteness. Then the above formula becomes
This formula says that a Feller diffusion is the series of randomly trimmed total accumulated local times taken at the level κt, t ≥ 0 from an infinite sample of Brownian excursions. This sample is taken according to the density (π/2) 1/2 (R ∧ 1) with respect to n + .
Along similar lines we obtain series representations of squared Bessel process. 
n (1) is a probability measure equivalent to βλ ⊗ n + . Let {η n } be an i.i.d. sequence of exponential random variables with parameter β, let (ξ j ) j∈N be an i.i.d. sequence of random elements in U + with the common distribution f (R) dn + and let (Γ j ) j∈N be a sequence of partial sums of i.i.d. mean-one exponential random variables. Assume that these sequences are independent of each other. We compute
By Theorem 5.1(i) and Remark 5.2(b),
in the sense of equality of finite dimensional distributions and the series converges uniformly a.s. Again, choosing a specific f , as at the end of Example 5.3, may give more insight into this representation.
Series representations of Lévy processes have been considered in many places, so we will only sketch representations resulting from Theorem 5.1. 
in the sense of equality of finite dimensional distributions and the series converges uniformly almost surely. 
Conversely,
(s) n(ds) .
Moreover Q > 0 a.s. provided n{s : q(s) > 0} = ∞.
Proofs. Proof of Lemma 2.3.
Clearly, the left hand side is greater or equal than the right hand side in (2.3). To prove the reverse inequality, take A ∈ B T . Since
U (B) for some set U ∈T c and B ∈ B U , with 0 U / ∈ B. Let J n ∈T be such that J n ↑ U . By the continuity of ν from below,
Since the measures ν(· \ π −1 J (0 J )), J ∈T are increasing as J's are increasing andT is a directed set under the inclusion,
which gives (2. 
3). Using (2.3)-(2.3) we get for every
) holds also for any larger set in place of T 1 , we get
where in the third equality we used that 0 T ∈ A. The above computation shows that ν * (A\0 T ) = ∞, in which case (L2) trivially holds. The proof is complete.
Proof of Theorem 2.8. The proof of Theorem 2.8 is divided into four steps.
Step 1. Let J ∈T and ǫ > 0 be fixed. Set U = {y ∈ R J : max t∈J |y t | > ǫ} and define a family of measures λ
where I ∈T and K = I ∪ J. We will show that there exists a finite measure λ J,ǫ on (R T , B T ) such that
First observe that all measures λ J,ǫ I , I ∈T , have equal finite mass. Indeed, by (c3) and the fact that ν J is a Lévy measure on
Next we will show that {λ J,ǫ I : I ∈T } is a projective system. Take I 1 ⊂ I 2 ∈T and put
In the fourth equality we used (c3) as π
does not contain the origin of R K 1 . By Kolmogorov's Extension Theorem there exists a finite measure λ J,ǫ on (R T , B T ) satisfying (6).
Step 2. Define
Then ν is a measure satisfying (2.8).
First we observe from (6) that for every I ∈T , λ
whenever J 1 ⊂ J 2 and ǫ 1 ≥ ǫ 2 . This implies, in conjunction with (6) , that λ J 1 ,ǫ 1 (A) ≤ λ J 2 ,ǫ 2 (A) for every A from the algebra of cylinders, A ∈ π −1 I (B I ), I ∈T . By the monotone class argument we obtain
We will now check that ν is a measure. For any pairwise disjoint sets A n ∈ B T we have
where the fifth equality uses (6) . Now we will show that measure ν satisfies (2.8). Let I ∈T and B ∈ B(R I ). We have
and, conversely,
I (B \ 0 I )) for every J ∈T . Taking supremum over (J, ǫ) shows (2.8), which completes Step 2.
Step 3. ν is a Lévy measure.
We need to show (L2). In view of (2.3) it is enough to show that
First we will show that for any J ∈T and ǫ > 0
By an argument similar to the proof of countable additivity of ν in the previous step, we infer that
is a finite measure on B T . Therefore, it is enough to show the equality in (6) on the algebra of cylinders. Since "≤" is obvious, we will prove the opposite inequality. Let A = π
, where I ∈T and B ∈ B I , and let K = I ∪ J. We have
The second and the fifth equations use (6) , and the third one follows from the definition of λ J,ǫ K and that 0 K ∈ {y ∈ R K : max t∈J |y t | ≤ ǫ}. This proves (6) . Taking supremum over (J, ǫ) in (6) yields (6).
Step 4. ν is the smallest measure satisfying (2.8), so is unique.
Suppose that ρ also satisfies (2.8). Let
, where I ∈T and B ∈ B I . Using (L2) and Lemma 2.3 we get
Thus ν = ρ 0 ≤ ρ on the algebra of cylinders. By the monotone class argument the same relation holds on B T . The proof is complete.
Proof of Proposition 2.10. The integral in (2.10) is well-defined by (L1). Given J ∈T and
Using (2.2) we get
which gives (2.2). Therefore, Y is a version of Y .
Proof of Theorem 2.12. (i) ⇒ (ii). There is a set A ∈ B T such that ν(A) < ∞ and 0 T ∈ A.
Then by (2.3)
(ii) ⇒ (iii). Let A n ∈ B T be such that 0 T ∈ A n and ν(A n ) < n −1 . There exist T n ∈T c and B n ∈ B Tn , with 0 Tn ∈ B n , such that A n = {x :
Proof of Theorem 2.14. Assume that ν is not σ-finite. Let Y be the canonical spectral representation of Y . That is,
where N is a Poisson random measure on R T with intensity ν. Let T 0 ∈T c . By Corollary 2.13 there is t 1 / ∈ T 0 such that ν(A) > 0, where
where B = {x ∈ R T : x T 0 = 0, x(t 1 ) = 0}. Clearly conditions (a)-(c) hold. Conversely, suppose (a)-(c) hold for some version Y of Y . Let T 1 = T 0 ∪{t 1 } and U = (U t : t ∈ T 1 ) be given by U t = Y t when t ∈ T 0 and U t 1 = ξ; define also V = (V t : t ∈ T 1 ) by V T 0 = 0 and V t 1 = η. Then Y T 1 = U + V and processes U and V are independent. Let ν Y T 1 , ν U and ν V be Lévy measures
Moreover, ν V is concentrated on the t 1 -axis, i.e. ν V = δ 0 T 0 ⊗ ν η with ν η being a Lévy measure of η. Hence
since η is non-degenerate. By Corollary 2.13 ν is not σ-finite, which completes the proof.
Proof of Lemma 2.21. Let V be as in Definition 2.20. Let f : S → (0, ∞) be a measurable function such that S f (s) n(ds) < ∞ and let n 1 (ds) := f (s)n(ds) be a finite measure on S. Put
Then α ∈ [0, ∞) and there is T 0 ∈T c such that α = n 1 {s ∈ S : V T 0 (s) = 0}. Let B ∈ B I 0 , I ∈T , and let T 1 = T 0 ∪ I. Since {V I ∈ B} ⊂ {V T 1 = 0} and by the extremity of
Therefore, V restricted to S 0 = {s ∈ S : V T 0 (s) = 0} is a representation of ν and is exact because it satisfies (2.2) (which implies (L2)).
Proof of Theorem 3.2. Consider on some probability space (Ω ′ , F ′ , P ′ ) mutually independent centered Gaussian process G ′ over T with covariance Σ and a Poisson random measure N ′ on (S, S ) with intensity n. By Proposition 3.1 (with G = G ′ and N = N ′ ), we have X
where Y ′ is the Poissonian part in (3.1). Now we restrict the index set to T 0 and write (3.1) as
where N ′ S 0 is the restriction of N ′ to a countable algebra S 0 that generates S modulo n. Indeed, since the stochastic integral with respect to N ′ is a limit of integrals of simple functions and N ′ on S can be approximated by N ′ on S 0 , the right hand side of (3.1) (restricted to T 0 ) can be represented as a Borel function f of a random element (G ′ ) taking values in a Polish space [11, Corollary 6.11] there exists a random element ((G t ) t∈T 0 , (N (A)) A∈S 0 ) on the original probability space of X such that (6.6)
). Since (N (A)) A∈S 0 is a Poisson random measure on the algebra S 0 , independent of (G t ) t∈T 0 , it extends uniquely to a Poisson random measure N on (S, S , n), which is also independent of (G t ) t∈T 0 . Therefore, (6) establishes (3.2) for t ∈ T 0 (see [18, Theorem 5.2] for more details).
Since X is separable in probability, for every t ∈ T there exists τ n ∈ T 0 such that X τn P → X t . By a symmetrization inequality, G t := lim n→∞ G τn exists in probability and G = {G t } t∈T is independent of N . Having G and N constructed, we use Proposition 3.1 again to state that
is a version of X. Since X t = X ′′ t a.s. for each t ∈ T 0 , and T 0 is a common separant for both X and X ′′ , we get X t = X ′′ t a.s. for all t ∈ T . This establishes (3.2) and completes the proof. 
Therefore, ν 0 is equivalent to ν and ν 0 ≤ ν. Since ν is σ-finite, ν satisfies condition (2.2), so does ν 0 . Therefore, ν 0 is a Lévy measure of Y (see Example 2.26) . Suppose that the process X has the generating triplet (Σ, ν, b). Let Z = (Z t ) t∈T be an infinitely divisible process independent of {η, ξ k t : t ∈ T, k ∈ N} and with the generating triplet (Σ, ν − ν 0 , c), where c is a shift function such
By Lemma 6.1 given below, there exists X with all paths in U such that X t = Y t + Z t a.s. for each t ∈ T . We will now check that Z satisfies (6.1). For every A ⊂ R T \ U , A ∈ B T we get
Thus, there exists Z with all paths in U such that Z t = Z t a.s. for each t ∈ T . Hence, by our assumption on U , Y := X − Z is a modification of Y with all paths in U . Consider the representation V as a stochastic process under the probability measure θ −1 n 0 , so we have V d = ξ 1 . For any set A as above we have
By Lemma 6.1 there exists a process V = ( V t ) t∈T with all paths in U such that
Since the measures n and θ −1 n 0 are equivalent, this proof is complete.
Lemma 6.1. Let X = (X t ) t∈T be a stochastic process and let U ⊂ R T . Assume that (U, U ) is a Borel space for the σ-algebra U = B T ∩ U . Then there exists a process X with all paths in U such that X t = X t a.s. for every t ∈ T if and only if
Proof of Lemma 6.1. The necessity of (6.1) is obvious, so we will prove its sufficiency. Define for
It is routine to check that under (6.1) µ is a well-defined probability measure on (U, U ). Let
By [11, Lemma 3.24] , X has a modification X whose paths lie in U such that X t = X t a.s. for each t ∈ T .
As we have mentioned in Section 4, Theorem 4.1 is a consequence of Theorem 4.3, which itself is deduced from Theorem 4.4. Therefore, we begin with Theorem 4.4.
Proof of Theorem 4.4.
Notice that EN (q) = S q dn = 1. Let Y = X −G be the Poissonian part of X. It is enough to prove (4.4) for F of the form F (x) = exp{i n j=1 a j x(t j )}, where a 1 , . . . , a n ∈ R, t 1 , . . . , t n ∈ T , n ≥ 1. We have F (X) = F (G)F (Y ), where
Here N = (N (A)) A∈S is viewed as a stochastic process and H : R S → R is a measurable functional.
Using the independence and Mecke-Palm formula we get
This establishes (4.4).
To prove (4.4) notice that X and N (q) are jointly infinitely divisible. Let θ be an isolated point of T and put T θ = T ∪ {θ}. Consider an infinitely divisible processX = (X t ) t∈T θ given bȳ
The Lévy measure ofX has a representationV on (S, S , n) of the form
where F is as above. Applying (4.4) we get
which shows (4.4). The last formula (4.4) follows from the previous (4.4) since
The proof is complete.
Proof of Theorem 4.3. First we will show that part (a) follows from part (b) of this theorem.
Hence q(0 T ) = 0, in which case (4.3) becomes (4.3) and (4.3) becomes (4.3). Therefore, we only need to prove (b).
Let S = R T and S = B T . Consider N 1 = N + ηδ 0 T , where η is a Poisson random variable with mean 1 independent of N and G. N 1 is a Poisson random measure on (S, S ) with intensity n 1 = ν + δ 0 T . Notice that (4.3) still holds after replacing N by N 1 and ν by n 1 . Therefore, V t (x) = x(t) is a representation of ν on (S, S , n 1 ). Using Theorem 4.4 we get
by the independence of N , G and η, and Eη = 1. This proves (4.3).
Since L (Z) ≪ n r := ν + rδ 0 T for every r > 0, we may consider q r :=
dnr , so that q 1 = q. Because ν and δ 0 T are singular, q r (0 T ) = r −1 q(0 T ) and q r = q ν-a.e. Therefore, we can take q r = q1 U c + r −1 q(0 T )1 U as a version of q r , where U is any set such that 0 T ∈ U ∈ B T and ν(U ) = 0.
Let η r be a Poisson random variable with mean r, independent of N and G, and let N r = N + η r δ 0 T . By the same argument as above, with n 1 replaced by n r and N 1 replaced by N r , we use (4.4) of Theorem 4.4 to get
which can written as
Letting r → ∞, and using that r −1 η r P → 1, we get
Proof of Theorem 4.1: Without loss of generality, we may assume that X = G + Y , where G is s centered Gaussian process, Y is the Poissonian part of X given by a canonical spectral representation (4.3) relative to a Poisson random measure N , where G, N , and Z are independent. By Theorem 4.3,
Proof of Lemma 4.6. We follow, with some necessary modifications, arguments from [7, Lemma 3.1]. Assume (i). Then the Laplace transform of Y is of the form
.
Using (6) we obtain
which yields (ii).
Assume (ii). We will prove that Y is infinitely divisible with the Lévy measure and drift given by (4.6)-(4.6). To this end, we first show that for any bounded measurable functional F : R n → R and j, k ≤ n (6.10)
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It is enough to show (6) for F (y) = exp{− n i=1 α i y i }, where α i > 0. Using (4.6) twice and independence we get
Since interchanging j and k does not change the first term in these equations, equating the final terms after the interchange gives (6) . Taking F (y) = 1 {y j =0} in (6) yields
This implies that for every j, k ≤ n,
Applying (6) to F (y)(y j y k ) −1 1 {y j y k >0} in the place of F , where F ≥ 0, and taking into account (6), we obtain (6.12)
Now we are ready to prove (i) together with (4.6)-(4.6). For n = 1, we get from (4. Notice that Z n i = 0 a.s. on the set {Z n n = 0} by (6) . Therefore, the exponent of the last term on the right hand side of (6) equals −θ n E α n 1 {Z n n =0} + e 
α i y i ν(dy).
Substituting the above into (6) completes the proof.
Proof of Proposition 4.7. The form of the drift follows from Lemma 4.6. Let I = {t 1 , . . . , t n } ⊂ T . We have
α i y(t i ) 1 {y(t 1 )=···=y(t j−1 )=0, y(t j )>0} ν k (dy), (6.14) and by (6) , for every j, k, The last statement of the theorem follows from the corresponding statement in Theorem 4.4.
