In the first part of this paper we develop a simple physica! model that is used to simultaneously estimate integrated water vapor and cloud liquid water. A discussion of the calibration of the model is presented in section 3. Section 4 involves the validation of the liquid water amounts derived from the present model through a comparison to coincident ground microwave radiometer measurements and to nearcoincident liquid water derived from the advanced very high resolution radiometer (AVHRR) for stratocumulus clouds off the coast of California. The validation is followed in section 5 by a sensitivity and error analysis of the derived liquid water for areas outside of precipitation under different atmospheric and surface conditions. Global fields of cloud liquid water derived from the present method are shown in section 6 and are compared to previous results from the SMMR and to total cloudiness obtained from the International Satellite Cloud Climatology Project (ISCCP). Finally, the conclusions drawn from this study are presented in section 7.
PHYSICAL RETRIEVAL METHOD
In the development of tile physical model we begin with the precipitable water content (PWC) retrieval method of Tierakes et el. [1991] 
P is the temperature lapse rate, and H• is the water vapor scale height. The second term on the right-hand side of (3) is 
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and r• and r2 axe the right-hand sides of (5) and (6) respectively, which in physical terms represent the optical depths of the total atmospheric water (outside regions of precipitation and excluding ice) at both frequencies. The procedure for finding W and L is to first apply (7) and (8) using One of the most difficult parameters in the model to estimate is the cloud temperature T,. Pandey et al. [1983] have shown that it is certainly possible (albeit in a highly statistical way) to infer cloud temperature from multichaxmel microwave measurements along with cloud top temperature information from infrared (IR) observations. A much simpler approach is used in this study to specify the cloud temperature. Since we have no a priori knowledge of the height and temperature of the cloud base or the cloud thickness, a climatological effective cloud temperature is estimated based on monthly mean SSTs. The justification is that the temperature of the cloud, in a climatological sense, roughly follows the sea surface temperature. Thus we let T• • T, -6 which is considered to be representative of most marine boundary layer clouds. A limitation of this crude approximation is that if the cloud is near the sea surface or if a temperature inversion is present, which often occurs at high latitudes, then the retrieved liquid water may be underestimated. For high clouds or clouds with large vertical extent an overestimation in the retrieval of liquid water will likely result.
The liquid water mass absorption coefficients, •tx• and /g/$7, are functions of the cloud temperature and are computed from the formulas of Petty [1990] . The cubic fit coefficients are shown in Table I and apply to temperatures in units of degrees Celsius. In the calculation of these absorption coefficients it is assumed, for simplicity, that the effective temperature of the cloud is the same at 19.35 and 37 Gttz. This may not be strictly true since the weighting functions for these two frequencies peak at slightly different levels and hence different temperatures.
It is important to note that the model developed in this study is identical in principle to the dual-frequency physical methods first adopted, for example, by Akvilonova ar, d Kutuza [!979] and later implemented by Grody et al. [1980] . Therefore the present method is a refinement of these pre- 
MODEL CALIBRATION
The main purpose of the calibration process is to arrive at an estimate of the one physical quantity that remains to be specified in the model, namely, •,,ay, and to account for uncertainties in oxygen and water vapor transmission at 37 GI-!z, possible biases in the sea surface emissivity model and brightness temperatures, and other unmodeled effects. This procedure is done by using SSM/I measurements in known cloud-free areas. The reason for exploiting such measurements is that three unknown variables, i.e., the liquid water path, •ctx9, and tYoe37, can be eliminated from the modd so as to provide a calibration that is independent of cloud properties [e.g., Petty, 1990] . The cloud-free data set con- Since the cloud liquid water for these observations is at or near zero, we can set L = 0 in (6) so that the water vapor optical depth at 37 GHz (r, oa,) is simply equal to r2. If r,,a7 derived from the cloud-free data set is plotted against the PWC retrieved from (5), one can obtain a direct estimate of •37. The relationship between r, oa, and PWC, as shown in Figure 3 , is very distinct and nearly linear. A correction factor of 3.58 K was used in both 37-GHz channels to correct a constant offset that was evident in the optical depths. This factor is determined specifically for the SSM/I on the DMSP F-8 satellite and a recalibration of the model will likely be necessary for the SSM/Is on the other satellites. The rationMe for adjusting these channels is that it is likely that the biases in the model are largely attributed to systematic biases in the 37-GI-Iz brightness temperatures. This assumption is supported by the study of Petty [1990] 
Ground Radiometer Observations
The ground radiometer measurements used in this study are taken from three island sites and one ship location. Although this is a very small sample of sites, they do represent various seasons and climate regimes. One disadvantage of using island locations is that they might contaminate the retrievals. Fortunately, most of the islands are comparatively small and the satellite footprints are large enough so that they produce a small to negligible effect on the SSM/I brightness temperatures. The possible exception is San Nicolas Island, which may cause a nonnegligible in- The major obstacle in directly comparing ground observations to satellite observations is of course the significant differences in sampling of the two measurement systems. la our opinion the most useful way of comparing these measurements is through the use of histograms. For the SSM/I data, spatial histograms are constructed from pixels that are Table 4 , the errors decrease slightly for higher wind speeds. What is clear from this analysis is that the retrieval errors vary greatly depending on the surface and atmospheric conditions, with the largest errors occurring in a tropical atmosphere. There axe many other potential sources of error that are not considered in (11). These include, for instance, unmodeled effects such as variations in temperature, humidity, and cloud liquid water profiles, although the effect of temperature profile variabi!ity on the oxygen transmittance is ac- Further research efforts are needed to monitor oceanic cloud liquid water over long periods of time at various sites, especially in the tropics, to provide reliable "ground truth" data sets to validate methods such as described in this paper. These ground-based and satellite data sets will be valuable tools for testing those general circulation models that currently predict cloud liquid water [e.g., Heise and Roeckv•er, 1990; Smith, 1990] and will play a vital role in better understanding the significance of clouds in climate and climate change.
