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Résumé 
Ces travaux de recherche présentent l'intégration complète d'un système de 
détection des expressions faciales à partir de séquences d'images vidéo par 
vision numérique. Conçu pour opérer dans un contexte d'évaluation de l'état 
des facultés d'une personne, le système a pour tâche de détecter automa-
tiquement des expressions faciales associées principalement à la fatigue, et 
ce, à partir des séquences d'images contenues dans une base de données 
préalablement construite. Les techniques de reconnaissance sélectionnées 
utilisent uniquement les composantes anatomiques du visage comme cara-
ctéristique discriminante. Le système réalise par ailleurs la reconnaissance 
des expressions faciales en quatre phases principales, soient l'acquisition 
des images vidéo, la détection et la localisation du visage, l'extraction de 
paramètres découlant de la détection du mouvement à l'aide des modèles 
temporels et, finalement, la détection et la reconnaissance des expressions fa-
ciales. Les séquences d'images, obtenues sont pré-traitées par un système de 
détection et de localisation du visage, et ensuite, ces données seront traitées 
à l'aide des modèles temporels pour en extraire l'historique de mouvement. 
Les résultats obtenus sont ensuite acheminés à un module de reconnais-
sance utilisant des techniques basées sur le calcul des distances à l'aide de 
l'algorithme des k plus proches voisins (k-ppv). Finalement, la validation 
des techniques sélectionnées est réalisée à l'aide de la banque des séquences 
d'images MMI provenant du laboratoire de recherche de Maja Pantic (pro-
fesseure au département d'informatique du collège royal de Londres) ainsi que 
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notre propre banque de séquences d'images utilisées pour l'expérimentation. 
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Chapitre 1 
Introduction 
1.1 Contexte et objectif 
Depuis quelques années, on observe un besoin croissant pour des systèmes 
automatiques de détection des expressions faciales. On n'a qu'à penser aux 
besoins relatifs au développement des systèmes actifs pour alerter un conduc-
teur et surveiller son niveau de vigilance pour tenir les conducteurs réveillés 
et par conséquent réduire le nombre d'accidents de la route. La détection 
automatique des expressions faciales d'une personne peut être réalisée à par-
tir des séquences d'images de l'individu, plus particulièrement de son visage. 
La vision numérique vise ainsi l'acquisition, le traitement et l'interprétation 
des images d'une séquence pour réaliser la reconnaissance des expressions 
faciales d'une personne. 
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1.2 Vision numérique, automatisation et re-
. 
connaIssance 
La vision numérique, ou vision artificielle, est un domaine visant la repro-
duction de la capacité de perception visuelle de l'oeil humain. Ainsi, des 
caméras sont utilisées pour observer des scènes qu'elles reproduisent sous 
la forme d'un signal vidéo ou d'une séquence d'images. Ce domaine inclut 
également le traitement et l'analyse qui est effectué sur les données brutes. 
Connue dans les milieux scientifiques depuis de nombreuses années, la vi-
sion numérique gagne maintenant le grand public. Pour ce faire, la plupart 
des ordinateurs vendus aujourd'hui sont équipés d'une caméra permettant 
l'acquisition d'images, de films ainsi que l'exécution d'applications interac-
tives. Citons entre autres les programmes de communication et les jeux. 
1.3 Description du projet 
La détection automatique des expressions faciales étant un sujet d'actualité, 
jumelé avec les défis passionnants de la vision numérique, le développement 
d'un système complet de détection automatique des expressions faciales repré-
sente un projet très intéressant. L'objectif principal concerne la concep-
tion d'une application de détection des expressions faciales, en utilisant un 
montage simple et peu coûteux. Parmi les objectifs supplémentaires, il y 
a entre autres le choix des algorithmes et méthodes nécessaires pour ef-
fectuer les tâches de détection et de reconnaissance. De plus, différentes 
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expérimentations doivent présenter les niveaux de précision, de robustesse et 
d'efficacité des techniques sélectionnées. 
En résumé, ce projet vise l'exploration des différentes facettes de la vision 
numérique à partir de l'acquisition des images et de leur traitement, jusqu'à 
l'interprétation et la reconnaissance des expressions faciales. Il s'agit donc 
en fait de la conception d'un système complet de détection automatique des 
expressions faciales. 
1.4 Contraintes du projet 
Pour réaliser ce projet, plusieurs contraintes ont été établies dès le départ 
afin de préciser les conditions réelles pour lesquelles l'application devait être 
conçue. Ces conditions ont permis le design d'un montage convenable ainsi 
que la sélection des différents algorithmes nécessaires au fonctionnement du 
système. Tout d'abord, le système de détection et de reconnaissance doit 
pouvoir observer une scène. Les conditions d'acquisition de chaque séquence 
d'images obtenue sont contrôlées. Habituellement, la capture des images 
du visage s'effectuera en vue frontale. Par conséquent, la présence d'un 
visage dans la scène est assurée, et le positionnement du visage dans la scène 
est connu a priori. Aucun mouvement principal rigide (mouvement de la 
caméra ou orientations du visage de la personne) ne doit être produit lors 
de la capture d'une séquence d'images. Comme contrainte supplémentaire, 
l'identification doit être réalisée seulement si le sujet observé est face à la 
caméra tout en se situant à une distance approximativement d'un mètre 
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devant elle. Concernant le montage physique, il se doit d'être simple et peu 
coûteux tout en offrant performance, robustesse et efficacité. Cette étape 
concerne donc le choix de l'équipement informatique et du capteur à utiliser. 
Aucune contrainte monétaire n'est réellement appliquée au système, mais il 
se doit d'utiliser des composantes standard et non spécialisées à des coûts 
raisonnables. 
1.5 Description de la solution 
Le système de détection automatique des expressions faciales développé com-
porte plusieurs modules effectuant chacun des tâches bien précises. 
La figure 1.1 illustre un diagramme représentant ces différentes étapes. 
Acquisition -+ Détection ~ Représelltati 011 --to Reconnaissance du visage des données des expressions 
Figure 1.1: Modules composant le système de détection automatique des 
expressions faciales. 
Tout d'abord, l'acquisition est réalisée à l'aide d'une caméra dont les spécifica-
tions techniques sont illustrées dans la table 1.1. 
Avec son coût approximatif de 2000$, cette caméra satisfait l'exigence du 
coût abordable associée au projet. Par la suite, les modèles de représentation 
de données (modèles temporels) basés sur le mouvement traitent les images 
brutes fournies au système. Ces modèles, utilisant une technique simple, 
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Caractéristiques Valeurs 
Modèle Sony XC-EI50 
Format du signal ElA (RS-170) 
Type de capteur CCD 
Pixels (H x V) 768 x 494 
Débit d'images jusqu'à 30 FPS 
Prix environ 2000$ 
Table 1.1: Spécifications techniques de la caméra utilisée pour le système de 
la détection automatique des expressions faciales. 
mais efficace de représentation du mouvement en 2D dans un espace tridi-
mensionnel (les deux dimensions spatiales et la dimension du temps) pour la 
création des images de l'historique du mouvement (Motion History Images, 
MHls). 
Finalement, ces images MHls normalisées sont présentées au module de re-
connaissance des expressions faciales. Ce module est basé sur le calcul des 
distances à l'aide de l'algorithme du k plus proches voisins (k-ppv) per-
mettant de calculer la distance entre un vecteur de caractéristiques corre-
spondant à une expression faciale inconnue avec un ensemble de vecteurs de 
caractéristiques de référence associée aux expressions faciales à reconnaître. 
Pour davantage de robustesse, ce module d'identification est basé sur une ar-
chitecture de classification utilisant des méthodes de reconnaissance variées. 
Toutes les opérations et calculs nécessaires sont réalisés à partir d'un ordina-
teur standard munis de composantes courantes et non spécialisées. 
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Les spécifications de cet équipement sont résumées dans la table 1.2. 
Composantes Valeurs 
Processeurs Intel Pentium VI 
Vitesse 1.70 GR 
Mémoire vive 512 Mo 
Carte graphique ASUS A9250 TD Radeon 9250 128 Mo 
Système d'exploitation Microsoft windows xp pro 
Table 1.2: Techniques de l'ordinateur utilisé pour les expérimentations. 
1.6 Organisation du mémoire 
Ce mémoire est donc organisé comme suit: Tout d'abord, le chapitre 2 
portera sur la revue de littérature qui permet de décrire les principales ap-
proches de détection des expressions faciales retrouvées dans la littérature, 
alors que le chapitre 3 portera sur l'analyse et toutes les méthodes ap-
pliquées pour la réalisation des tâches de détection et de reconnaissance 
des expressions faciales. Ensuite, le chapitre 4 présentera le fruit de nos 
expérimentations dans lesquelles le modèle de détection et de reconnaissance 
des expressions faciales implémenté est testé avec des séquences provenant de 
la banque de séquences d'images MMI ainsi que de la banque des séquences 
d'images constituées dans le cadre de ces expérimentations. Finalement, on 
finira par une conclusion au chapitre 5. 
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Chapitre 2 
Revue de la littérature 
2.1 Introduction 
Le visage humain est impliqué dans une variété impressionnante d'activités 
différentes. Il contient la majorité de notre appareil sensoriel : yeux, oreilles, 
bouche, et nez, nous permettant de voir, écouter, goûter et sentir. À part 
ces fonctions biologiques, le visage humain fournit un nombre de signaux es-
sentiels pour la communication interpersonnelle dans notre vie sociale. Le 
visage comporte plusieurs systèmes qui coopèrent pour produire un ensemble 
de signaux de communication comme: la parole, le regard, le positionnement 
et les mouvements de la tête, les expressions faciales, etc.. Ces signaux 
étant produits essentiellement par le système de production de la parole et 
le système musculaire facial. Ils sont primordiaux pour déduire l'état affectif 
et les intentions d'une personne. D'autres informations comme, l'attraction, 
l'âge et le genre peuvent être aussi dérivées à partir du visage d'une per-
sonne. Automatiser les analyses des signaux faciaux, et en particulier les 
signaux faciaux rapides (actions des muscles faciaux), devrait être fortement 
bénéfique pour plusieurs champs d'intérêt comme la sécurité, la médecine, 
la communication, et l'éducation. Dans le contexte de la sécurité, les ex-
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pressions faciales jouent un rôle crucial dans l'établissement ou l'évaluation 
de la crédibilité. En médecine, les expressions faciales fournissent une sig-
nification directe permettant d'identifier les processus mentaux spécifiques, 
par exemple, quand une personne est en état de sommeil. En éducation, 
les pupilles des auditeurs informent le professeur de la nécessité d'ajuster 
le message d'instruction. Les interfaces normales entre les êtres humains 
et les ordinateurs (ordinateurs personnels/ robots/ machines) sont aussi con-
cernées, les expressions faciales fournissent une possibilité pour communiquer 
des informations de base sur des besoins et des demandes à une machine. 
En fait, les analyses automatiques des signaux faciaux rapides semblent avoir 
une place naturelle dans divers sous-ensembles de systèmes de vision, incluant 
les outils automatisés pour le regard et reliés aussi à la lecture des lèvres, 
traitement de la parole bimodal, visage / synthèse de la parole visuelle, et le 
traitement facial. Certains signaux faciaux (clignement de l'oeil) peuvent être 
aussi associés à certaines commandes (click de souris) offrant une alternative à 
des commandes du clavier et souris traditionnelles. Les possibilités humaines 
à entendre dans les environnements bruyants au moyen de la lecture sur les 
lèvres sont la base du traitement de la parole bimodal qui peut mener à la 
réalisation des interfaces de discours robustes. La capacité humaine pour 
lire les émotions à partir des expressions faciales de quelqu'un est la base de 
l'analyse des messages faciaux pouvant mener au développement d'interfaces 
d'extension avec la communication émotive et, alternativement, à obtenir 
une interaction plus flexible, plus adaptable, et normale entre les hommes 
et les machines. Bien que les êtres humains soient parfaitement capables 
d'estimer l'état affectif d'une personne à partir d'une image statique, il y 
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a assurément plus d'informations sur le comportement facial contenu dans 
des observations dynamiques de la séquence vidéo d'un visage humain. Par 
conséquent, nous présentons plusieurs approches à travers ce chapitre qui 
visent à tirer bénéfice de cette information additionnelle. 
2.2 Les expressions faciales 
2.2.1 Définition 
Tout d'abord, il est important de faire la distinction entre la reconnaissance 
d'expressions faciales et la reconnaissance d'émotions. Les émotions résultent 
de plusieurs facteurs et peuvent être révélées par la voix, la posture, les gestes, 
la direction de regard et les expressions faciales. Par contre, les émotions ne 
sont pas la seule origine des expressions faciales. En effet, celles-ci peuvent 
provenir de l'état d'esprit (ex: la réflexion), de l'activité physiologique (la 
douleur ou la fatigue) et de la communication non verbale (émotion simulée, 
clignotement de l'oeil, froncement des sourcils). Néanmoins, sept émotions de 
base correspondent chacune à une expression faciale unique, et ce, quelles que 
soient l'ethnicité et la culture du sujet, ces émotions sont: la colère, le dégoût, 
l'étonnement, la joie, le mépris, la peur, et la tristesse. La reconnaissance des 
expressions faciales consiste à classer les déformations des structures faciales 
et les mouvements faciaux uniquement à partir des informations visuelles. La 
reconnaissance des émotions, quant à elle, est une tentative d'interprétation 
qui requiert une information contextuelle plus complète. 
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2.2.2 Utilisation des expressions faciales pour la détec-
tion de la fatigue 
A côté du mouvement de la tête et des yeux, les expressions faciales sont l'une 
des plus importantes sélections visuelles [1], parmi les sélections visuelles exi-
stantes, on trouve le mouvement de paupières, la détection de la direction du 
regard, le mouvement de la tête, et les expressions faciales. Ainsi les expres-
sions faciales d'une personne en état de fatigue ou bien d'une personne au 
début de la fatigue sont souvent caractérisées par le traînement des muscles 
et le bâillement. Le développement des systèmes actifs pour alerter un con-
ducteur et surveiller son niveau de vigilance est très important pour tenir les 
conducteurs réveillés et par conséquent réduire le nombre d'accidents. Cer-
tains efforts ont été rapportés dans la littérature sur le développement des 
systèmes actifs pour surveiller la fatigue en temps réel, mais la majorité de 
ces systèmes emploient une seule sélection visuelle ce qui est insuffisant. Le 
système proposé par Zhiwei Zhu et Qiang Ji [2] peut caractériser le niveau de 
vigilance d'un conducteur d'une façon non intrusive et en temps réel. L'armée 
de l'air des Etats-Unis a montré un intérêt en appliquant cette technologie 
pour surveiller la fatigue d'un pilote, l'administration fédérale des routes aux 
Etats-Unis a également montrée son intérêt. 
• Diagramme de fonctionnement 
La figure 2.1 présente une vue d'ensemble du système de surveillance de 
vigilance d'un conducteur dévellopé par Zhiwei et Qiang [1]. 
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Figure 2.1: Diagramme de fonctionnement d'un système de surveillance de 
la vigilance d'un conducteur [1]. 
• Le matériel nécessaire 
Le système consiste en deux caméras, avec une des caméras munie d'une 
lentille grand angle fixée en face du visage et une autre munie d'une lentille 
avec une ouverture étroite suivant les yeux. La caméra grand-angle surveille 
le mouvement de la tête ainsi que les expressions faciales tandis que l'autre 
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caméra surveille le regard et les mouvements de paupières. 
La figure 2.2 présente une vue d'ensemble de système utilisé. 
12 
Figure 2.2: Vue d'ensemble d'un système de surveillance de la fatigue d'un 
conducteur [1J. 
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La figure 2.3 représente les composantes matérielles utilisées. 
Computer 
Figure 2.3: Les composantes matérielles utilisées [1]. 
La figure 2.4 quant à elle présente un essai de l'ensemble du système utilisé 
pour alerter un conducteur. 
Figure 2.4: Essai de l'ensemble du système utilisé [1]. 
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• Traitement sur les expressions faciales 
Les caractéristiques visuelles utilisées dans ce système sont le mouvement 
de paupières, la direction du regard, le mouvement de la tête, et les ex-
pressions faciales. Les caractéristiques faciales autour des yeux et la bouche 
représentent les plus importants modèles composant les expressions faciales, 
ainsi 22 caractéristiques faciales sont détectées en temps réel par le système 
développé par Zhiwei Zhu et Qiang Ji [1]. 
La figure 2.5 présente les caractéristiques faciales suivies ainsi que les graphes 
locaux d'une personne en état de fatigue (baîllement). 
(a) (b) 
Figure 2.5: Les caractéristiques faciales suivies et les graphes locaux [1] ap-
pliqués sur deux images prisent à partir d'une séquence d'images montrant 
le baîllement. (a) Début de baîllement. (b) Baîllement (après deux secondes 
de temps). 
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À partir des points caractéristiques correspondant à chaque dispositif facial 
et leurs relations spatiales, on peut reconnaître différentes expressions fa-
ciales. Les auteurs [1, 3] se basent sur la forme de la bouche pour détecter le 
baîllement à l'aide du paramètre YAWNFREQ, le YawnFreq est un indica-
teur de baîllement qui correspond à la présence de baîllements. La fréquence 
d'ouverture et de fermeture de la bouche (baîllement) est schématisée par 
une courbe dans le temps. Par conséquent, le baîllement peut être détecté 
facilement par l'ouverture et la fermeture fréquente de la bouche pour une 
certaine période de temps. 
La figure 2.6 schématise la courbe de la fonction YAWNFREQ durant une 
période de deux minutes et vingt secondes. 
Figure 2.6: Courbe de la fonction YAWNFREQ d'ouverture de la bouche [1]. 
L'axe horizontal représente la durée de la séquence dans le temps (secondes) 
et l'axe vertical représente la fréquence d'ouverture de la bouche. Les mar-
queurs A, B, C, D, E et F indiquent qu'il y a une détection de baîllements. 
On voit clairement à partir de la figure 2.6 qu'il y a plusieurs détections de 
baîllements durant seulement soixante secondes entre la quarantième et la 
centième seconde du test et cela indique que la personne est vraiment en état 
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de fatigue. 
La figure 2.7 montre les résultats obtenus par le système pour une personne 
en état de fatigue (baîllement). 
Figure 2.7: Résultats du mouvement de la tête et des expressions faciales 
obtenus d'une personne en état de fatigue [1]. 
On voit plusieurs détections de baîllement durant toute la période de test et 
cela indique encore une fois que la personne est en état de fatigue. 
2.2.3 Analyse automatique des expressions faciales 
Le but recherché ici est l'implémentation d'un système qui peut effectuer 
les analyses automatisées des expressions faciales. En général, trois étapes 
doivent être exécutées pour résoudre ce problème. Premièrement, avant 
qu'une expression faciale soit analysée, le visage doit d'abord être détecté 
dans une scène. Ensuite, les expressions faciales sont extraites des séquences 
d'images. Ce processus correspond à l'extraction du visage et de ses cara-
ctéristiques dans une scène. À ce point, une distinction claire sera faite entre 
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deux termes, nommés, caractéristiques faciales et modèle de caractéristiques 
faciales. Les caractéristiques faciales sont les sourcils, les yeux, le nez, la 
bouche, et le menton. Le modèle de caractéristiques faciales est présenté 
sous forme d'une combinaison de caractéristiques utilisées pour représenter 
le visage, qui peut se représenter de plusieurs façons, soient en unité to-
tale (représentation holistique), sous forme d'un ensemble de caractéristiques 
(représentation analytique), ou en une combinaison de ces dernières (ap-
proche hybride). La dernière étape consiste à définir les catégories qu'on 
voudra utiliser pour la classification des expressions faciales et/ou l'interpréta-
tion des expressions faciales, et de diviser le mécanisme de catégorisation. 
Depuis le milieu des années 70, différentes approches ont été proposées pour 
l'analyse des expressions faciales des images faciales statiques ou des séquences 
d'images. Cette section discute les trois problèmes reliés au processus d'ana-
lyse des expressions faciales qui sont la détection du visage, l'extraction des 
expressions faciales, et la classification de ces dernières. Une exploration et 
une comparaison des approches d'analyse automatique des expressions fa-
ciales développées récemment sont aussi présentées (table 2.1). 
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La table 2.1 représente les caractéristiques d'un analyseur automatique des 
expressions faciales. 
Caractéristiques générales 
1 Acquisition automatique des images faciales 
2 Sujets de tout âge et appartenance ethnique 
3 Traitements des visages partiellement occlus 
4 Aucuns marqueurs spéciaux / marquage requis 
5 Traitements des mouvements rigides de la tête 
6 Détection automatique du visage 
7 Extraction automatique de données des expressions faciales 
8 Traitement de données imprécis des expressions faciales 
9 Classification automatique des expressions faciales 
10 Distinction de toutes les expressions possibles 
Applications de recherche sur le comportement facial 
11 Distinction des 44 actions faciales ([5]) 
12 Quantification des codes des actions faciales 
Applications multi-modales des médias des interfaces homme/machine (IHM) 
13 Interprétation des catégories illimitées 
14 Facilité d'apprentissage des caractéristiques adaptatives 
15 Assignations des étiquettes d'interprétation quantifiées 
16 Assignations des étiquettes d'interprétation multiples 
17 Traitement temps réel des caractéristiques faciales 
Table 2.1: Propriétés d'un analyseur idéal [4J. 
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La table 2.2 représente une synthèse des plus récentes approches pour l'ana-
lyse automatique des expressions faciales des séquences d'images. 
Caractéristiques d'un analyseur automatisé idéal 
Références des expressions faciales (Table 2.1) 
1 2 3 5 6 7 8 9 10 14 16 17 18 19 20 
Analyses des séquences d'images faciales 
Black[6] • - • • • x • x • x 6 x • x x 
Cohn[7] • 3 x • x x • x • 15 - x x x -
Essa[8] • • • • - • • • • 2 4 x x x • 
Kimura[9] • x • • x • • • • x 3 x • x -
Otsuka[10] • - - • • - • x • x 6 x x x x 
Wang [11] • 1 x • x x • - • x 3 x • x x 
Table 2.2: Méthodes récentes d'analyse des expressions faciales [4]. 
Légende: • = "oui", x = "non" , - = entrée absente 
2.2.4 Détection du visage 
Dans la plupart des travaux en analyse des expressions faciales [8, 18, 19, 23], 
etc., les conditions d'acquisition de chaque séquence d'images sont contrôlées. 
Habituellement, le visage est capté sous forme d'une vue frontale. Par 
conséquent, la présence d'un visage dans la scène est assurée, et la position du 
visage dans la scène est aussi connue a priori. Cependant, la détermination de 
l'endroit exact du visage dans une image faciale digitalisée est un problème 
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plus complexe. D'abord, la dimension et l'orientation du visage peuvent 
changer d'une image à une autre. Si les images sont captées avec une caméra 
fixe, les visages peuvent être captés dans les images à des tailles diverses et des 
orientations différentes dues aux mouvements de la personne observée. Ainsi, 
il est difficile de rechercher un modèle fixe dans l'image. La présence du bruit 
et d'occlusions rend le problème bien plus difficile. On croit généralement 
que les images à deux niveaux de gris de 100 à 200 pixels forment une limite 
inférieure pour la détection d'un visage par un observateur humain. Une 
autre caractéristique du système visuel humain est qu'un visage est perçu 
dans son ensemble, pas comme une collection des caractéristiques faciales. 
La présence de ces caractéristiques et leur rapport géométrique réciproque 
semblent être plus importants que les détails de ces caractéristiques. 
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La table 2.3 nous fournit une classification des analyseurs d'expressions fa-
ciales selon le genre d'images d'entrée et la méthode appliquée. 
Approche Référence Vue Méthode Description 
Holistique Huang [15] Frontale Le modèle PDM Rotations de 
d'ajustement tête non rigides 
(détection des 
bords) 
Pantic [18] Duelle Analyses des Caméra montée 
histogrammes sur la tête du su-
d'images jet 
Analytique Hara [13] Frontale Distribution de Pas de mouve-
luminance ments rigides de 
la tête (proces-
sus temps réel) 
Yoneyama [19] Frontale - -
Kimura [9] Frontale Projection Rotations de 
intégrale [22]. tête non rigides 
(Ajustement 
de la fonction 
d'énergie) 
Table 2.3: Résumé des méthodes pour la détection automatique de visage 
[4]. 
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• Pour représenter le visage, C.L. Huang et Y.M. Huang [15] (table 2.3) 
appliquent un modèle statistique de distribution des points (Points Dis-
tribution Model, PDM). Afin de réaliser un placement correct d'un 
PDM initial dans une image d'entrée, Huang et Huang utilisent un 
détecteur d'arêtes pour obtenir une évaluation grossière de la position 
du visage dans l'image. La vallée dans la fonction de luminance située 
entre les lèvres et les deux bordures verticales symétriques représentant 
les frontières verticales externes du visage découle d'une évaluation 
grossière de l'endroit de cette dernière. Le visage ne doit pas être cou-
vert de cheveux et de lunettes. La tête doit être statique et les variations 
d'illumination doivent être linéaires pour que le système fonctionne cor-
rectement . 
• Pantic et Rothkrantz [18] (table 2.3) détectent aussi le visage comme 
une unité totale. Ils utilisent des paires d'images faciales en entrée: 
une de face et une de profil (Figure 2.9). Pour déterminer les frontières 
externes verticales et horizontales de la tête, ils analysent l'histogramme 
vertical et horizontal de l'image de vue frontale proposé dans [18]. Pour 
localiser le contour du visage, ils utilisent un algorithme de détection 
et de localisation du contour de visage basé sur le modèle de couleur 
HSV, qui est similaire à l'algorithme basé sur le modèle relatif RGB. 
Ainsi, ils utilisent des images en vue de profil pour faciliter la détection 
automatique des expressions faciales en cas de mouvement de la tête 
durant le traitement. Pour les images en vue de profil, ils appellent un 
algorithme de détection de profil, qui représente une approche spatiale 
pour prélever le contour de profil d'une image seuillée. Pour le seuillage 
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de l'image de profil en entrée, la valeur du seuil découlant du modèle 
de couleur HSV est exploitée. Les cheveux dans le visage et les lunettes 
ne sont pas permis non plus . 
• Kobayashi et Hara [13] (table 2.3) appliquent une approche analytique 
pour la détection du visage. Ils ont utilisé une caméra CCD en mode 
monochrome pour obtenir une distribution en niveau de brillance du 
visage humain. Premièrement, la distribution des niveaux de brillance 
du visage de 10 sujets est obtenue. Ensuite, le système extrait la po-
sition des iris en utilisant une technique de corrélation, cette dernière 
tente de déterminer la position dans une image d'un visage à partir 
de modèles de base où la corrélation entre les modèles d'iris et des 
régions dans l'image du visage est maximale. Une fois que les iris sont 
identifiés, la position globale du visage est déterminée en employant 
la position relative des caractéristiques faciales dans le visage. Le su-
jet observé doit faire face à la caméra tout en se situant à la distance 
approximative d'un mètre devant elle . 
• Yoneyama et al. [19] (table 2.3) emploient aussi une approche ana-
lytique pour la détection de visages. Les coins externes des yeux, la 
taille des yeux, et la taille de la bouche sont extraits d'une manière 
automatique. Une fois que ces caractéristiques sont identifiées, la taille 
du domaine facial examiné est normalisée et une grille rectangulaire de 
8 par 10 est placée au-dessus de l'image [19]. Il n'est pas énoncé quelle 
méthode a été appliquée et aucune limitation de la méthode utilisée 
n'a été rapportée par Yoneyama et al. 
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• Kimmura et Yachida [9] (table 2.3) proposent des méthodes automa-
tiques pour extraire des points de caractéristiques du visage à partir 
des images de couleurs normales. La méthode proposée inclut la lo-
calisation du visage, la position des caractéristiques du visage, les con-
tours de ces caractéristiques, et les séquences de points de ces dernières. 
Pour extraire robustement le contour d'une caractéristique de visage, 
ils ont proposé des modèles de contour actif, qui emploient n contours 
pour résoudre le problème des méthodes de contours originales une 
fois appliquées au problème contenant les contours et ils proposent une 
nouvelle fonction d'énergie pour ces méthodes. 
2.2.5 Extraction de données d'expressions faciales 
Après avoir localisé un visage dans une image, la prochaine étape est d'ex-
traire les informations sur l'expression faciale produite d'une manière au-
tomatique. Un analyseur d'expressions faciales entièrement automatique doit 
alors être développé. La représentation du visage et le genre d'images d'entrée 
affectent le choix de l'approche utilisée pour l'extraction des informations sur 
les expressions faciales. Un des objectifs fondamentaux de l'analyse des ex-
pressions faciales est la représentation de l'information visuelle qu'un visage 
testé peut contenir [24]. Les résultats de Johansson [26, 27] ont donné un 
indice de l'importance de ce problème. Les expériences de l'extraction des 
informations sur les expressions faciales suggèrent que les propriétés du visa-
ge, concernant les expressions faciales pourraient être obtenues en décrivant 
les mouvements des points de contrôle associés aux caractéristiques faciales 
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(sourcils, yeux, et bouche) et en analysant les rapports entre ces mouvements. 
Ceci a poussé les chercheurs sur l'analyse de visages à faire différentes tenta-
tives pour définir les propriétés visuelles des ensembles de points faciaux per-
mettant la modélisation des expressions faciales. Indépendamment du genre 
d'images d'entrée, les images faciales ou images arbitraires, la détection de la 
position du visage d'une image observée ou d'une séquence d'images a été ap-
prochée de deux manières. Dans l'approche analytique, le visage est localisé 
premièrement par la détection de certaines caractéristiques importantes du 
visage (ex : yeux, bouche, front). Dans l'approche holistique, le visage est 
considéré comme une unité totale. Diverses représentations analytiques du 
visage ont été rapportées, dans lesquelles le visage est modélisé comme un 
ensemble de points faciaux (par exemple: Figures 2.8 [13] et 2.9 [17]) ou 
comme un ensemble de gabarits adaptés aux caractéristiques faciales telles 
que les yeux et la bouche. 
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La figure 2.8 illustre les points caractéristiques du visage selon H. Kobayashi 




Figure 2.8: Points caractéristiques du visage [13]. 
La figure 2.9 représente une vue frontale et une vue de côté de l'ensemble des 
points du visage (approche analytique). 
Une fenêtre 3D avec une texture tracée et un modèle spatio-temporel de 
mouvement du visage d'une image sont des exemples d'approches holistiques 
typiques pour la représentation de visage. 
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Figure 2.9: Points faciaux [18]. (a) Modèle de visage à vue frontale. (b) 
Modèle de visage en vue de côté. 
La figure 2.10 représente le modèle planaire pour représenter des mouve-
ments rigides du visage et le modèle affine de courbure pour représenter des 
mouvements non rigide de visage (approche holistique). 
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Figure 2.10: Modèle planaire pour représenter les mouvements faciaux rigides 
et le modèle affine de courbure pour représenter les mouvements faciaux non 
rigides [6]. 
Le visage peut aussi être modélisé en utilisant une approche hybride, ce qui 
caractérise une combinaison de l'approche analytique et holistique pour la 
représentation du visage. Dans cette approche, un ensemble de points fa-
ciaux sont habituellement utilisés pour déterminer la position initiale d'un 
modulateur du visage. Le système qui utilise cette approche est proposé 
par Kimura et Yachida [9]. Ils utilisent la fonction d'énergie pour adapter 
cette fonction à une image faciale normale. Ils calculent d'abord le contour 
de l'image en appliquant un filtre différentiel. Ensuite, afin d'extraire la 
force externe, qui correspond au gradient de contour dans l'image, ils ap-
pliquent un filtre gaussien. L'image filtrée est désignée sous le nom d'un 
champ énergétique. 
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La figure 2.11 représente la fonction d'énergie et le champ énergétique corre-
spondant (approche hybride). 
, . 
(a) (b) 
Figure 2.11: La fonction d'énergie et son champ énergétique correspondant 
[9]. (a) La fonction d'énergie. (b) Le champ énergétique. 
Indépendamment du genre de vIsage, le modèle est appliqué, des tenta-
tives doivent être faites pour modeler et ensuite extraire les informations sur 
l'expression faciale montrée en perdant peu ou beaucoup de cette information. 
Plusieurs facteurs rendent cette tâche complexe. Le premier est la présence 
des cheveux, les lunettes, etc., ce qui cache les expressions faciales. Un autre 
problème est la variation au niveau de la taille et l'orientation du visage 
lors de la capture d'une séquence d'images. Ceci rend difficile la recherche 
des modèles fixes dans les images. Finalement, le bruit et l'occlusion sont 
toujours présents dans une certaine mesure. 
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2.2.6 Détection du mouvement 
Afin de limiter le volume important de calculs et de traitements nécessaires 
à la segmentation, à la détection et à la reconnaissance des expressions fa-
ciales, il est avantageux d'utiliser des techniques de pré-filtrage qui restrein-
dront l'espace de recherche. Parmi ces méthodes, la détection du mouve-
ment demeure l'une des plus efficaces. La détection du mouvement, réalisée 
immédiatement après l'acquisition d'une image, représente une étape très 
avantageuse pour un système de vision numérique. En effet, un gain de per-
formance considérable peut être réalisé lorsque des zones sans intérêt sont 
éliminées avant les phases d'analyse. Cette amélioration dépend cependant 
de la complexité des algorithmes de détection et de reconnaissance utilisés. 
Le problème de la détection du mouvement dans une séquence d'images con-
siste à séparer dans chaque image de la séquence les zones en mouvement des 
zones statiques. A chaque instant, chaque pixel doit ainsi être étiqueté par un 
identifiant binaire fixe/mobile. Lorsque la caméra est fixe, on peut effectuer 
une telle détection à partir des différences temporelles calculées pour chaque 
pixel dans une séquence d'images. Dans cette section, plusieurs méthodes de 
détection du mouvement par vision numérique seront présentées. Pour celles-
ci, la performance varie, autant en ce qui à trait aux temps de traitement, 
qu'à la qualité des résultats produits. 
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Différences entre deux images consécutives 
Étant peu complexe, la différence entre deux images consécutives [51J repré-
sente une solution très intéressante. Comme son nom l'indique, elle consiste 
à soustraire une image acquise au temps tn d'une autre au temps tn+k, où k 
est habituellement égal à 1. Ainsi, l'image résultante sera vide si aucun mou-
vement ne s'est produit pendant l'intervalle du temps observé car l'intensité 
et la couleur des pixels seront presque identiques. Par contre, si du mouve-
ment a lieu dans le champ de vision, la différence d'images correspondant 
aux pixels frontières des objets en déplacement devraient changer drastique-
ment de valeurs, révélant alors la présence d'activité dans la scène. Cette 
technique nécessite très peu de ressources, car aucun modèle n'est nécessaire. 
Cela implique qu'il n'y a pas de phase d'initialisation obligatoire avec une 
scène statique, ce qui procure une très grande flexibilité d'utilisation. De 
plus, une opération de soustraction d'images requiert très peu de puissance 
de calcul, lui conférant un avantage supplémentaire. Par ailleurs, les résultats 
obtenus avec cette méthode ne sont pas aussi éloquents que ceux générés en 
utilisant un modèle statistique de l'arrière-plan. En effet, certains traite-
ments supplémentaires sont nécessaires afin de déterminer la zone en mouve-
ment, car l'information disponible ne concerne que les contours des régions 
en déplacement (ce qui inclus également les zones intérieures d'un objet). 
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Flux optique 
Similaire à l'approche précédente, l'utilisation du flux optique procure une 
information du mouvement pour chaque pixel de l'image. Ainsi, il mesure 
les vecteurs du déplacement à partir de l'intensité des pixels de deux images 
consécutives ou temporellement rapprochées. Dans un contexte de détection 
du mouvement, les pixels inactifs posséderont une vélocité nulle contraire-
ment aux pixels appartenant à des objets dynamiques. Une classification 
sous forme de regroupement est donc nécessaire afin d'isoler et de localiser 
les zones représentant du mouvement. Cette technique a notamment été 
utilisée pour la détection de piétons [48J. Il y a finalement plusieurs méthodes 
pour calculer le flux optique, mentionnons entre autres celle de Lucas et 
Kanade [49J ainsi que celle de Horn et Schunck [50J. L'inconvénient majeur de 
l'utilisation du flux optique est la somme importante de calculs à réaliser pour 
l'estimation du mouvement. Par ailleurs, une variante utilisant l'appariement 
par bloc (Block Matching) peut bénéficier de certaines instructions opti-
misées MMXTM, ce qui peut accélérer le traitement global. L'appariement 
par bloc est utilisé dans plusieurs algorithmes de compression vidéo pour la 
prédiction du mouvement. Il a donc fait l'objet de recherches intensives afin 
d'optimiser son exécution. Néanmoins, une tâche supplémentaire de classi-
fication et d'interprétation est nécessaire. De plus, si certaines parties d'un 
objet ne sont pas en mouvement, elles seront complètement ignorées par cette 
méthode. Ce pourrait être le cas par exemple d'une séquence vidéo contenant 
une personne assise par terre et agitant les bras. Dans cette situation bien 
précise, le corps de la personne ne serait pas détecté contrairement à ses bras. 
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Image de l'historique du mouvement 
A.P. Bobick et J.W. Davis [51] utilisent la représentation MHI (Motion His-
tory Image) comme une base des histogrammes de mouvement. Ainsi, ils 
génèrent le mouvement entre fenêtres en faisant la différence successive des 
images binaires de la silhouette du visage de la personne (section 3.3.4). La 
raison de ceci est double. Premièrement, on croit que les méthodes à flux 
optique strict sont toujours trop fragiles pour l'imagerie réelle du mouve-
ment des caractéristiques du visage (dû au bruit, textures, et le taux de 
mouvement). La différenciation entre images continue à être une méthode 
assez robuste pour localiser facilement la présence du mouvement. Un des 
problèmes principaux de la différentiation entre images est qu'on ne peut 
pas indiquer la magnitude ou la direction du mouvement mais seulement sa 
présence. Ainsi, il est difficile d'enlever le mouvement non désiré purement 
originaire du résultat de différentiation. Mais comme on montrera plus tard, 
l'accumulation des différences d'images peut rapporter une information di-
rectionnelle du mouvement. La deuxième raison de la différenciation des 
silhouettes correspond au fait que la texture fréquente au niveau du visage 
et le mouvement non rigide de la tête signalent un mouvement non désiré, ce 
qui peut causer des problèmes quand on utilise le mouvement pour la recon-
naissance. Pour cette raison on choisit d'extraire la forme de la silhouette 
de la personne. Un effet secondaire d'utiliser des silhouettes est qu'aucun 
mouvement à l'intérieur de silhouette ne peut être vu. Donc, les différences 
d'images (l'union des différences aux résolutions normales et basses) montrent 
seulement le mouvement de la frontière des silhouettes, mais elles rapportent 
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toujours l'information de mouvement tout à fait utile pour divers types de 
mouvements. 
2.2.7 Modèles de représentation de données 
La représentation de données facilite la détection automatique des expres-
sions faciales dans une séquence d'images représentant le visage humain. Les 
modèles temporels présentés par A.F. Bobick et J.W. Davis [51J sont une des 
méthodes de représentation de données. Ils servent à représenter le mouve-
ment en 2D dans un espace tridimensionnel (les deux dimensions spatiales 
et la dimension du temps). 
La figure 2.12 représente l'application des modèles temporels par M. Pan-
tic, et 1. Patras [53J pour la création des images de l'historique du mouve-
ment. A.F. Bobick et J.W. Davis [51J proposent une représentation spatio-
Figure 2.12: Création de l'image MHI à partir d'une séquence d'images [53J. 
temporelle d'activités humaines. Ils définissent les images d'énergie de mou-
vement et les images de l'historique du mouvement. Les premières, binaires, 
représentent la position du mouvement dans une séquence d'images. Dans 
les secondes, les pixels sont des valeurs correspondant à l'âge du mouvement. 
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Ils sont calculés par un simple remplacement et un opérateur de décalage. 
Si D(x,y) est un booléen indiquant si l'intensité lumineuse du point (x,y) 
à l'instant t a changé depuis l'instant t-l, alors, les pixels de l'image H de 
l'historique du mouvement à l'instant t sont définis par: 
Hr(x, y, t) = 
{ 
T D(x, y, t) = 1 
M ax([Hr(x, y, t - 1) - 1], 0) Autrement 
(2.1) 
Dans cette équation, T est l'âge considéré dans l'historique. L'historique au 
point (x,y) est affecté à la valeur T si un mouvement est détecté en (x,y) au 
temps t, c'est-à-dire si D(x,y,t)=1. Sinon, l'âge du mouvement augmente et 
la valeur de H(x,y,t) est décrémentée. L'âge du mouvement en (x,y,t) est en 
fait déterminé par : 
(2.2) 
L'image E d'énergie du mouvement est alors définie par le seuillage de l'image 
H à zéro, c'est-à-dire: 
Er(x, y, t) ~ Q D(x, y, t - i) ~ { 1 si H r (x, y, t) > 0 (2.3) 
o s'mon 
Puisqu'on n'utilise pas les images d'énergie du mouvement (Motion Energy 
Images, MEIs) dans ce travail, on s'intéresse seulement à la construction 
des images d'historique du mouvement (Motion History Images, MHIs). M. 
Pantic, et 1. Patras [53] ont fait des études sur les émotions produites par 
le visage humain. Dans la définition de leur problème il n'a pas été révélé 
quand le mouvement d'intérêt débute (début de l'émotion à détecter) ou se 
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termine (fin de l'émotion à détecter). Donc ils doivent varier la période T 
observée et essayer de classifier toutes les MHIs résultantes. Dans le cadre 
de nos expérimentations, le début et la fin d'une expression faciale sont con-
nus et coïncident avec la durée d'une séquence d'images, nous n'avons pas 
besoin de varier T. Pour cette raison, ils sont capables de normaliser le com-
portement temporel en distribuant les valeurs de niveau de gris dans l'image 
MHI sur la gamme complète de leur image de sortie (0-255, supposons qu'ils 
utilisent les images de niveau de gris de 8 bits). Ainsi, les variations de 
la durée d'affichage d'une unité d'action sont annulées. Cela rend possi-
ble la comparaison des expressions faciales qui ont différentes périodes mais 
qui sont autrement identiques. Initialement les séquences d'images peuvent 
avoir différents nombres de fenêtres. Ainsi, quand les images d'historique de 
mouvement (MHIs) sont temporellement normalisées, le nombre de niveaux 
historiques dans ces images diffère d'une séquence d'images à une autre. 
Pour être capable de comparer les séquences correctement, on aura besoin de 
créer toutes les MHIs contenants le même nombre fixé de niveaux historiques 
nh. Donc la séquence d'images est prélevée à nh+1 fenêtres. Le nombre des 
niveaux d'historiques est expérimentalement déterminé pour devenir le nom-
bre permettant de construire les MHIs, donnant le taux de reconnaissance le 
plus élevé. En utilisant le paramètre connu nh, on modifie l'opérateur MHI 
de la formule 3.1 comme suit: 
_ { s * t D(x, y, t) = 1 H(x,y, t)-
H(x, y, t - 1) Autrement 
(2.4) 
Où s=(255/n) est le saut d'intensité entre deux niveaux historiques et 
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H(x,y,t)=O pour t::;O . 
Les figures 2.13 et 2.14 illustrent quelques résultats du modèle temporel. 
(a) (b) 
Figure 2.13: Image de sourire et son image MHI correspondante [53]. (a) 
Fenêtre montrant l'émotion sourire prise à partir de la séquence d'images 
de l'émotion sourire. (b) L'image MHI construite à partir de la séquence 
d'images de l'émotion sourire et contenant la fenêtre présentée en (a). 
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(a) (b) 
Figure 2.14: Image MHI résultante d'une séquence vidéo représentant un 
mouvement des sourcils. (a) Relèvement des sourcils. (b) Abaissement des 
sourcils. 
2.2.8 Classification des expressions faciales 
Après que le visage et son aspect ont été perçus, la prochaine étape d'un 
analyseur automatisé d'expressions faciales est de classifier (identifier) cette 
expression donnée par le visage. Une problématique fondamentale de la clas-
sification des expressions faciales est de définir un ensemble de catégories 
que nous voulons traiter. Une autre problématique qui en découle est de 
concevoir des mécanismes de catégorisation. Des expressions faciales peu-
vent être classifiées de plusieurs façons en termes des actions faciales qui 
causent une expression, en termes de certaines expressions sans prototype 
(ex. : fronts augmentés) ou en termes de certaines expressions à prototype 
(expressions émotives). Il y a plusieurs approches pour la reconnaissance 
des changements du visage humain linguistiquement universelles basées sur 
l'activité musculaire du visage [6, 7, 8, 18]. Parmi ces approches, on trouve le 
système de codage d'actions faciales (Facial Action Co ding System, FACS) 
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proposé par Ekman et al [5], qui est la meilleure approche connue et utilisée. 
C'est un système désigné pour les observateurs humains pour décrire les 
changements dans l'expression faciale en termes d'activations visuellement 
observables des muscles du visage humain. 
Système de codage d'actions faciales 
Les signaux rapides du visage humain sont les mouvements des muscles du 
visage qui tirent la peau, entraînant une déformation provisoire de la forme 
des caractéristiques faciales (yeux, bouche, nez, front) et de l'aspect des plis, 
des sillons, et des bombements de la peau. La terminologie commune pour 
décrire les signaux rapides du visage se réfère l'un ou l'autre aux limites lin-
guistiques culturellement dépendantes indiquant un changement spécifique 
dans l'apparaissance d'une caractéristique faciale particulière (sourire, sourire 
affecté, froncement des sourcils, ricanement, etc.). Le système de codage 
d'actions faciales (FACS) est probablement l'étude la plus connue sur l'acti-
vité faciale. C'est un système qui a été développé pour faciliter la mesure 
objective de l'activité faciale pour des investigations comportementales de la 
science sur le visage. FACS est conçu pour les observateurs humains pour 
détecter les changements subtils indépendants de l'aspect facial provoqué 
par des contractions des muscles faciaux. Les changements au niveau de 
l'expression faciale sont décrits avec les FACS en termes de 44 unités d'action 
(Action Dnits, AD) différentes, qui sont anatomiquement liées à la contrac-
tion d'un muscle spécifique du visage ou d'un ensemble de muscles. 
La figure 2.15 illustre quelques images des unités d'actions faciales ainsi que 
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Figure 2.15: Quelques exemples des unités d'actions faciales [23]. 
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Avec la définition des différentes unités d'action (AUs), les codeurs FACS 
(Facial Action Coding Systems) fournissent aussi les règles permettant la 
détection visuelle des unités d'action et leurs segments temporels (début, mi-
lieu, et fin de l'unité d'action) d'une image faciale. En utilisant ces règles, un 
codeur FACS décompose une expression faciale fournie en plusieurs unités 
d'action qui produisent l'expression faciale. Bien que les FACS fournissent 
une bonne fondation pour le codage des unités d'actions des images faciales 
par les observateurs humains, réaliser la reconnaissance des unités d'actions 
par un ordinateur n'est pas une tâche triviale. Le problème majeur de cette 
méthode est que les unités d'action peuvent se produire dans plus de 7000 
combinaisons complexes différentes entraînant des bombements (bombement 
produit par la langue (AU36) comme la figure 2.15 le démontre) et divers 
mouvements d'entrée et de sortie des images planes de caractéristiques fa-
ciales permanents qui sont difficiles à détecter dans les images faciales à deux 
dimensions. 
Approches utilisant FACS 
Peu d'approches ont été rapportées pour l'identification automatique des 
unités d'actions dans les images représentant le visage. Quelques chercheurs 
ont décrit les modèles de mouvement facial qui correspondent à quelques 
unités d'actions spécifiques, mais n'ont pas rendu compte de l'identification 
actuelle de ces unités d'actions. Des exemples de tels travaux sont des études 
de Mase [28], Black et Yacoob [6], et Essa et Pentland [8]. Presque tous les 
autres efforts qui utilisent le codage de FACS ont adressé le problème de 
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reconnaissance automatique des unités d'actions dans une séquence vidéo 
représentant un visage humain. 
Pour détecter six unités d'actions individuelles dans une séquence vidéo 
représentant le visage et sans mouvement de tête, Bartlett et al [29] ont 
utilisé un réseau de neurones de type 61xlOx6 alimenté vers l'avant. Ils 
ont réalisé 91% de réussite en alimentant le réseau convenablement avec les 
résultats d'un système hybride combinant l'analyse holistique spatiale et le 
flux optique avec l'analyse des caractéristiques locales. 
Pour reconnaître huit unités d'actions individuelles et quatre combinaisons 
des unités d'actions dans des séquences vidéo représentant le visage hu-
main sans prendre en considération le mouvement de tête, Donato et al [30] 
ont utilisé une représentation d'ondelette de Gabor (Gabor wavelet) et la 
méthode d'analyse de composante indépendante (Independent Component 
Analysis, ICA). Ils ont rapporté 95.5% comme taux moyen de reconnais-
sance des unités d'actions. 
Pour reconnaître huit unités d'actions individuelles et sept combinaisons des 
unités d'actions dans des séquences d'images vidéo représentant le visage et 
sans prendre en considération le mouvement de tête, Cohn et al [31] ont utilisé 
pour leur part le suivi des points de caractéristiques faciaux et l'analyse par 
fonction discriminante. Ils ont réalisé un taux moyen de reconnaissance de 
85 %. 
Tian et al [32] ont utilisé une approche pour le suivi des lèvres, un modèle 
de suivi (template matching), et des réseaux neutres (neutral networks) 
pour reconnaître 16 unités d'actions individuelles ou en combinaison à partir 
d'images extraites des séquences vidéo acquises en vue frontale. Ils ont rap-
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porté 87.9 % comme taux moyen de reconnaissance. 
Braathen et al [33] ont rapporté la reconnaissance automatique de trois unités 
d'actions utilisant le filtrage de particules appelé aussi les chaînes de Markov 
de Monte-Carlo [40, 41, 42] pour le suivi des séquences d'images en 3D, les 
filtres de Gabor [46] (Gabor Filters), les machines de vecteur de soutien (Sup-
port Vector Machines) [43, 44], et les modèles cachés de Markov [45] (Hidden 
Markov Models) pour analyser une séquence d'images d'entrée n'ayant au-
cune restriction placée sur la position de tête. 
Ces approches pour la détection automatique des unités d'actions, traitent 
seulement des images de visage humain en vue frontale et ne peuvent pas 
manipuler la dynamique temporelle des unités d'actions. Pantic et Patras 
[34] ont adressé le problème de la détection automatique des unités d'actions 
et leur segments temporels (début, milieu, et fin de l'unité d'action) pour les 
séquences d'images à partir d'une vue de profil (profile-view). Ils ont utilisé 
un filtrage de particules pour le suivi de 15 points caractéristiques du visage 
provenant de séquences d'images vidéo représentant le visage en vue de pro-
fil et des règles temporelles pour effectuer la segmentation automatique et la 
reconnaissance des segments temporels de 23 unités d'actions apparaissant 
seules ou en combinaison dans la séquence vidéo. Ils ont réalisé 88 % de 
reconnaissance. 
Le seul travail rapporté jusqu'à maintenant qui s'adresse au codage automa-
tique des unités d'actions pour une séquence d'images représentant la tête 
statique est celui de Pantic et Rothkrantz [23]. Il s'agit d'un système au-
tomatisé pour la reconnaissance des unités d'actions dans les images couleur 
en vue frontale et / ou de profil représentant le visage sans mouvement de 
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tête. Une approche multi détecteurs [47] (approche qui effectue la détection 
au niveau d'un visage en vue frontale et en vue de profil) pour la locali-
sation des caractéristiques du visage est utilisée spécialement pour prélever 
le contour d'un visage sous forme d'une vue de profil et les contours des 
composantes du visage comme les yeux et la bouche. Pour les contours des 
caractéristiques du visage, le contour de 10 points caractéristiques du vi-
sage sous forme d'une vue de profil et 19 points caractéristiques des contours 
des composantes du visage sont extraits. Basées sur ces derniers, 32 unités 
d'actions individuelles apparaissant seules ou en combinaison sont reconnues 
utilisant le raisonnement basé sur un ensemble de règles. Avec chaque unité 
d'actions marquée, l'algorithme utilisé associe un facteur dénotant une cer-
titude avec laquelle l'unité d'actions pertinente est marquée. Un taux de 
reconnaissance de 86 % est réalisé avec cette méthode. 
En résumé, quatre essais critiques dans l'automatisation du codage des FACS 
peuvent être distingués. La première concerne le traitement avec les varia-
tions du positionnement de la tête. La majorité des systèmes ont des ca-
pacités limitées pour surmonter les problèmes causés par les variations de 
la position de la tête. Xiao et al [35], ont signalé une méthode pour recou-
vrir le mouvement complet (trois rotations et trois translations) de la tête 
à partir d'une séquence d'images d'entrée utilisant un modèle de tête cylin-
drique. En utilisant les paramètres du mouvement recouverts, la région du 
visage peut être stabilisée et traitée par un analyseur d'expressions faciales. 
Le deuxième essai concerne les aspects temporels des expressions faciales. La 
synchronisation des différentes unités d'actions, la vitesse d'activation d'une 
unité d'action, et la détection du début, du milieu, et de la fin de l'émotion, 
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sont seulement trois exemples des aspects temporels de l'action faciale. Les 
chercheurs en codage automatique des FACS ont commencé à poursuivre ces 
essais. Troisièmement, l'occlusion du visage pose souvent un problème pour 
le codage automatique des FACS. Les barbes, moustaches et lunettes com-
pliquent la détection des unités d'actions. L'importance de ces occlusions 
varie pour chaque système mais la plupart des publications ne mentionnent 
pas à quel point le système proposé fait face à ce problème particulier. Seule-
ment Essa et Pentland [8] rapportent un système qui est capable de manipuler 
les occlusions causées par les cheveux dans le visage (barbe, moustache) et 
les lunettes. 
La table 2.4 représente quelques méthodes sur la classification des expres-
sions faciales en termes des actions faciales extraites de séquences d'images 
représentant le visage humain. 
Comme indiqué par Fridlund et al. [37], l'étude la plus connue et généralement 
la plus utilisée sur la classification émotive des expressions faciales est l'étude 
sur l'existence des catégories universelles des expressions émotives. Ekman 
[5] a défini six catégories, désignées sous le nom des émotions de base : 
bonheur, tristesse, surprise, crainte, colère, et dégoût. Il a décrit chaque 
émotion de base en termes d'expressions faciales qui caractérisent unique-
ment cette émotion. Ces dernières années, beaucoup de questions ont été 
posées autour de cette étude. Pour un certain nombre de raisons il est 
difficile d'automatiser la classification émotionnelle des expressions faciales. 
Premièrement, la description d'Ekman pour les six modèles des expressions 
faciales de l'émotion est ambiguë. Il n'y a aucune description uniquement 
définie en termes d'actions faciales ou en termes de quelques autres codes faci-
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Référence Méthode Nombre d'actions Étude de cas Réussite 
faciales 
Méthodes basées sur les modèles 
Cohn [7] Fonctions discrimi- Combinaison de 15 504 séquences 88% 
nantes unités d'actions et 100 sujets 
Essa[8] Modèles spatiotem- Combinaison de 2 22 séquences et 100% 
porels d'énergie de unités actions 8 sujets 
mouvement 
Méthodes basées sur les règles 
Black [6] Paramètres de mou- - 70 séquences et 88 % 
vement seuillés 8 sujets 
Table 2.4: Classification des expressions faciales en termes d'actions faciales 
[4]. 
aux universellement reconnus. Par conséquent, la validation et la vérification 
du schéma de classification à employer sont des tâches difficiles et cruciales. 
Deuxièmement, la classification des expressions faciales dans de multiples 
catégories d'émotions devrait être faisable, par exemple les sourcils aug-
mentés et le sourire est un mélange de surprise et de bonheur (Figure. 2.16). 
A ce jour, il n'y a aucun examen psychologique minutieux en cette matière. 
Trois problématiques supplémentaires sont liées à la classification d'expres-
sions faciales en général. Premièrement, le système devrait être capable 
d'analyser n'importe quel sujet, mâle ou femelle de n'importe quel âge et 
appartenance ethnique. En d'autres termes, le mécanisme de classification 
peut ne pas dépendre de la variabilité physionomique de la personne ob-
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(a) (b) 
Figure 2.16: Expressions d'un mélange d'émotions (sourire et surprise) de la 
même personne [4J. (a) Émotion surprise. (b) Émotion sourire. 
servée. D'autre part, chaque personne a sa propre façon d'exprimer une 
expression faciale particulière. Par conséquent, si la classification obtenue 
doit être mesurée, les systèmes qui peuvent commencer par une classification 
générique d'expressions et ensuite s'adapter à un individu particulier ont un 
avantage certain. Par contre, l'information sur le contexte de chaque expres-
sion faciale est très difficile à obtenir de façon automatique. Finalement, il 
y a maintenant une croissance au niveau de la recherche psychologique qui 
avance le fait que la synchronisation des expressions faciales est un facteur 
critique dans l'interprétation des expressions faciales [26, 27, 39J. 
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k plus proche voisin et métriques de distance 
Le k plus proche voisin: Pour un bon nombre de techniques, l'algorithme 
du k plus proches voisins (k-ppv) [55, 56] est utilisé lors de la phase de re-
connaissance. Le k-ppv se base tout simplement sur une liste ordonnée des 
voisins les plus près d'une image test. Pour ce faire, le vecteur test est 
comparé avec chacun des prototypes constituant la banque d'apprentissage. 
Pour chacune de ces comparaisons, une distance est calculée pour évaluer la 
ressemblance avec un certain prototype. Cette distance peut être mesurée 
par différentes métriques, dont voici une liste partielle que nous présenterons 
dans la section suivante. 
Les métriques de distance: L'algorithme du k plus proches voisins (k-
ppv) permet par un simple test utilisant une métrique de distance, [56] de 
compter quels k échantillons sont les plus proches de l'échantillon à classer. 
Il détermine ensuite l'étiquette majoritaire des voisins les plus proches pour 
décider la classe de l'échantillon de test. Les paramètres d'intérêt sont 
la métrique de distance étant utilisée et k, le nombre de voisins à con-
sidérer. Indépendamment de l'expertise du domaine, il n'y a aucune façon 
de déterminer quelle métrique de distance à utiliser ou quelle valeur de k on 
devrait prendre. Les métriques de distance les plus utilisées sont les suivantes 
• Métrique de City-block (L!) : La métrique de distance Ll con-
siste à calculer la somme des différences absolues entre les éléments des 
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vecteurs, soit la fonction suivante : 
d 
Li = lU - VI = L lUi - Vil (2.5) 
i=l 
Où U et V représentent les vecteurs à comparer et d la taille des 
vecteurs. 
• Métrique Euclidienne (L2) : La métrique de distance L2 ou métrique 
de distance euclidienne entre deux vecteurs consiste à calculer la racine 
de la somme des différences au carré, soit : 
d 
L 2 = IIU - VII = L(Ui - Vi)2 (2.6) 
i=l 
Où U et V représentent les vecteurs à comparer et d la taille des 
vecteurs. 
• Métrique de Minkowski : 
d 
Lm(a, b) = (L lai - bilm) (2.7) 
i=l 
Où la distance euclidienne connue (Norme L2, m=2) et la distance de 
Manhattan ou de bloc de ville (city block, m=l) (Norme LI) sont des 
cas spéciaux. La distance de Manhattan est la somme des distances 
de projections des points sur un ensemble des axes perpendiculaires 
prédéfinis. 
• Métrique de Tanimoto : On trouve souvent cette métrique dans le 
domaine de la taxonomie et est définie comme suit : 
(2.8) 
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Où n1 et n2 sont les nombres d'éléments dans les ensembles 8 1 et 8 2 
respectivement, et n12 est le nombre d'éléments qui se trouvent dans 
les deux ensembles (n12=n1 +n2) . 
• Métrique de Chamfer : Cette métrique de distance permet d'évaluer 
la distance entre vecteurs de dimensions différentes ce qui est très utile 
avec la représentation de données d'images d'historique de mouvement 
à niveaux multiples MMHI. Cette métrique est définie comme suit : 
1 m 
DChamjer(a, b) = L minklai - bkl + L minklbi - akl (2.9) 
i=1 i=1 
Où a et b sont des ensembles avec les cardinalités 1 et m, respective-
ment. Une fois appelées pour les images de l'historique de mouvement à 
niveaux multiples (Multilevel Motion History Images), les entités dans 
les ensembles a et b indiquent quels niveaux d'historiques sont actifs. 
Une fois toutes les distances mesurées par rapport à chaque prototype d'exp-
ressions faciales, une liste ordonnée croissante est générée afin de départager 
les candidats. Habituellement, k se voit assigner une valeur de 1, ce qui 
signifie que le prototype de la banque d'apprentissage le plus proche est 
sélectionné. Si k est supérieur à 1, le prototype qui possède la majorité de 
votes parmi les k plus proches voisins sera choisi. 
2.3 Conclusion 
Cette revue de littérature nous a permis d'expliquer succinctement comment 
détecter automatiquement les expressions faciales d'une personne, plusieurs 
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approches ont été introduites, ces approches vont nous servir dans le cadre 
de ce mémoire à atteindre notre objectif qui sert à la détection automatique 
des expressions faciales à partir de séquences d'images pour l'évaluation de 
l'état des facultés d'une personne. L'analyse des expressions faciales est un 
problème intrigant que les humains résolvent avec une assez grande facilité. 
Nous avons identifié trois aspects importants de ce problème: la détection 
du visage, l'extraction des informations associées à chaque expression faciale, 
et la classification d'expressions faciales. La possibilité du système visuel hu-
main pour la résolution de ces problèmes a été discutée. Elle devrait servir 
comme un point de référence à n'importe quel système de vision automa-
tique essayant de réaliser les mêmes fonctionnalités. Parmi ces problèmes, 
la classification d'expressions faciales a été la plus étudiée, due à son utilité 
dans les domaines d'application de l'interprétation du comportement hu-
main et les interfaces homme-machine. Cependant, la plupart des systèmes 
examinés sont basés sur des images représentant le visage sous forme de vues 
frontales et sans cheveux et lunettes, qui sont peu réalistes dans ces domaines 
d'application. En outre, toutes les approches proposées pour l'analyse au-
tomatique d'expressions effectuent seulement la classification d'expressions 
faciales dans les catégories de base d'émotion définies par Ekman et Friesen 
[5]. Néanmoins, ces approches sont peu réalistes puisqu'il n'est pas du tout 
certain que toutes les expressions faciales pouvant apparaître sur le visage 
puissent être classifiées dans les six catégories d'émotions de base (dégoût, 
colère, sommeil, sourire, surprise, tristesse). 
Finalement, notre travail étudie la possibilité de détecter automatiquement 
quelques expressions faciales standards (Baîllement, Colère, Sommeil, Sourire, 
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Surprise) en utilisant les modèles de représentation de données (modèles tem-
porels) présentés par A.F. Bobick, J.W. Davis [52], M. Pantic, et 1. Patras 
[53]. 
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Chapitre 3 
Analyse et méthodes appliquées 
3.1 Introduction 
Le but de ce travail est d'investiguer de nouvelles combinaisons de représenta-
tion de données et de classification pour la recherche d'une solution qui facilite 
la détection de plusieurs unités d'actions (Action Units, AUs) menant à la 
détection des différentes expressions faciales. Pour atteindre ce but, nous 
appliquerons plusieurs méthodes, à savoir les méthodes de détection et loca-
lisation du visage [58, 59, 60, 63, 64], les modèles temporels d'A.F. Bobick 
et J.W Davis [51, 52] pour la détection du mouvement, et la méthode du k 
plus proches voisins (k-ppv) [55] pour la classification et la reconnaissance de 
ces expressions détectées. Les modèles temporels [51, 65] sont des images 2D 
construites à partir des séquences d'images, qui permettent de réduire effec-
tivement un espace spatiotemporel 3D en une représentation 2D. L'idée est 
d'éliminer une dimension tout en préservant l'information temporelle. Les 
endroits où le mouvement s'est produit dans une séquence d'images d'entrée 
sont dépeints dans 1'image 2D du mouvement. Pour être capable de con-
struire les modèles temporels il faut que la caméra et le background soient 
statiques et/ou le mouvement de l'objet d'intérêt soit séparable du mouve-
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ment introduit par la caméra et par des mouvements du fond. Pour la phase 
de classification de données nous appliquerons l'algorithme de classification 
du k plus proches voisins (k-ppv) [55]. C'est l'algorithme le plus connu et 
le plus utilisé comparativement à d'autres classifieurs et aussi il réalise une 
meilleure classification. Dans ce chapitre nous allons premièrement décrire 
tous les éléments nécessaires à la réalisation de notre projet. Ensuite nous 
effectuerons une analyse complète de toutes les méthodes retenues et ap-
pliquées et nous finirons par adapter ces méthodes pour obtenir une meilleure 
détection automatique des différentes expressions faciales en question. 
3.2 Détection et normalisation du visage 
3.2.1 Matériel nécessaire 
Pour pouvoir réaliser ce projet un ensemble de pièces matérielles est nécessaire. 
Le système qui permet de préparer les séquences d'images consiste en une 
caméra vidéo munie d'une lentille grand angle fixée en face du visage. La 
caméra est reliée à un ordinateur qui permet d'effectuer l'enregistrement des 
séquences d'images. Les caractéristiques de ces pièces matérielles utilisées 
sont présentées à la section 1.5. 
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3.2.2 Séquences d'images 
Bases de données des séquences d'images de visages 
Dans un contexte de reconnaissance d'individu, la quantité d'informations 
requise peut être considérable. En effet, un système de détection automa-
tique et de reconnaissance des expressions faciales doit en pratique identi-
fier les émotions d'un grand nombre de visages différents, ce qui nécessite 
plusieurs séquences d'images pour chaque personne. Pour développer et 
évaluer les applications d'analyse de visages, des tests sur de grandes col-
lections de séquences d'images sont requis. Puisque les enregistrements de 
séquences d'images du visage en mouvement sont nécessaires pour étudier 
la dynamique temporelle des expressions faciales, les images statiques sont 
quant a elles importantes pour obtenir de l'information sur la configura-
tion des expressions faciales qui sont essentielles, donc les séquences vidéo 
du visage et aussi les images statiques sont importantes dans le processus 
de classification d'expressions faciales. Plusieurs chercheurs [68, 69, 70, 71J 
dans le domaine de l'analyse de machine d'effet facial se sont intéressés à des 
expressions faciales d'émotions. D'autres chercheurs [23, 34, 33, 32, 30], dans 
le développement de machine d'analyse sur les actions des muscles faciaux 
se sont intéressés à des expressions faciales produites par l'activation d'un 
seul muscle facial (unité d'action) ou par l'activation d'une combinaison des 
unités d'action. Donc les deux genres de formation et de test (activation 
d'un seul muscle et activation d'une combinaison des unités d'action) sont 
demandés. Dans une image faciale en vue frontale, les unités d'action faciales 
sont clairement observables comme les changements de l'aspect des yeux et 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
3. ANALYSE ET MÉTHODES APPLIQUÉES 56 
des sourcils. Par contre les actions faciales comme par exemple montrer 
la langue ou pousser la mâchoire représentent des mouvements non rigides 
qui sont difficiles à détecter. Des bases de données de visages sont rendues 
publiquement disponibles, mais pas encore utilisées par toutes les commu-
nautés de recherche sur les expressions faciales, se sont la base de données 
PIE [72] contenant les images de visages, la base de données AR [73], et la 
base de données JAFFE [74]. Ainsi, toutes ces bases de donnés contiennent 
seulement des images statiques et captées en vue frontale, aucune de ces 
bases de données ne contient des séquences vidéo en plus des images faciales. 
Nous présentons deux types de bases de données contenants en plus des im-
ages statiques, les séquences vidéo. De plus, la base de données construite 
dans le cadre de ce mémoire et basée sur ces deux bases de données est aussi 
présentée. 
MMI La base de données MMI [75] contient les images faciales ainsi que 
les séquences vidéo montrant les visages humains sous forme de vue frontale. 
Elle est très connue et utilisée, elle consiste à plus de 1200 vidéos et 600 
images statiques de 31 adultes âgés entre 18 et 35, 50 % femelles, 81 % sont 
des Caucasiens, 14 % Asiatiques et 5 % des africains. Presque toutes les 
vidéos sont enregistrées sous forme de vue frontale et sept seulement sont 
enregistrées sous forme d'une vue de profil en utilisant un miroir. 
Cohn Kanade La base de données Cohn Kanade [36] contient plus de 2000 
vidéos de 210 adultes âgés entre 18 et 50 ans, 69 % femelles, 81 % caucasiens, 
13 % africains et 6 % des autres groupes ethniques. Seulement des expressions 
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réelles ont été enregistrées, ce qui signifie que jamais plusieurs unités d'actions 
n'apparaissent seules. Parmi toutes les bases de données citées auparavant, 
Cohn Kanade est la plus utilisée dans le domaine de recherche sur les analyses 
des expressions faciales automatisées. 
Base de données utilisée dans l'expérimentation La base de données 
utilisée pour l'expérimentation contient plus de 150 échantillons des séquences 
d'images de visages en vue frontale et montrant les cinq expressions faciales 
citées auparavant. La base de données inclut huit visages différents des 
adultes (étudiants ainsi que le directeur du staff de recherche) âgés entre 
25 et 45 ans. Parmi les huit adultes choisis, 25 % sont des femelles, 50 % 
sont des américains, 50 % africains. 
Préparation des séquences d'images 
Les séquences d'images utilisées pour le développement du programme pro-
viennent de notre laboratoire de recherche. Chaque séquence représente une 
émotion à la fois. Ainsi, la durée de chaque séquence est la durée d'une 
émotion (Bâillement, Sourire, Sommeil, Colère, ou Surprise), en moyenne la 
durée d'une séquence d'images est de 3.5 secondes. 
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La table 3.1 illustre la durée moyenne de chaque émotion prise après plusieurs 
tests sur les séquences. 






Table 3.1: Durée moyenne de chaque émotion parmi les cinq émotions mise 
en test. 
Une fois qu'une séquence est prête pour la mise en test, elle sera mise dans 
une base de données. La numérisation des séquences vidéo se fait à l'aide 
de notre programme. Ainsi, le taux de numérisation est de 30 images par 
seconde pour toutes les séquences. 
Exigences sur les séquences 
Pour la plupart des travaux en analyse des expressions faciales [23, 32], les 
conditions d'acquisition de chaque séquence d'images obtenue sont contrôlées. 
Habituellement, la capture des séquences d'images du visage s'effectuera en 
vue frontale. Par conséquent, la présence d'un visage dans la scène est as-
surée, et le positionnement du visage dans la scène est connu a priori. Pour 
que le système fonctionne correctement un ensemble de conditions doivent 
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être appliquées sur les séquences d'images. 
• La séquence d'images doit être compressée à l'aide d'un logiciel de 
compression des séquences d'images. 
• Le visage doit être sans cheveux (moustache, barbe) et lunettes. 
• Le visage doit être en position de face par rapport à la caméra. 
• Aucun mouvement principal rigide ne doit être produit. 
• Les variations d'illumination doivent être linéaires. 
• Le sujet observé devrait faire face à la caméra tout en se situant à une 
distance approximativement d'un mètre devant elle. 
• Aucune variation au niveau de la taille et l'orientation de visage ne doit 
survenir lors de la capture d'une séquence d'images. 
3.2.3 Protocole de découpage 
Le découpage en plan d'une séquence vidéo consiste à donner le lieu et la 
nature de la transition entre deux plans. De nombreux travaux découpent 
automatiquement une vidéo en faisant appel à des algorithmes adaptés à 
la nature de la transition entre plans pour des séquences vidéo compressées 
[78] ou non [76, 77]. Chaque plan identifié est représenté par une image fixe 
caractéristique qui résume ce plan. Selon la durée d'une vidéo et le rythme 
du montage, le nombre d'images peut être élevé et un résumé vidéo exhaustif 
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serait de taille importante. On estime qu'il y a environ 30 images par seconde. 
D'où pour une séquence vidéo de 3.5 secondes nous nous retrouvons avec 105 
images à traiter. 




Figure 3.1: Quelques images prises à partir de la séquence représentant 
l'émotion surprise. (a) À l'instant to=O. (b) À l'instant t 1=0.6 seconde. 
(c) À l'instant t 2=1.2 seconde. (d) À l'instant t 3=2 secondes. 
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3.2.4 Structure du programme 
Langage utilisé 
L'architecture logicielle a été conçue avant tout afin de simplifier l'intégration 
des différentes méthodes de reconnaissance tout en demeurant la plus flexi-
ble et versatile possible. Le programme est développé en langage C. C'est 
un langage de programmation structurel impératif et aussi un des langages 
les plus utilisés dans le domaine de traitement d'images et de la vision par 
ordinateur pour plusieurs raisons : 
• Il est très facile à porter d'une machine à une autre (le compilateur est 
écrit en C : il y a juste à changer les routines de génération de code et 
à le faire se compiler lui-même pour une machine cible). 
• Il n'est pas très éloigné de la machine. 
• Il est très puissant au niveau de l'analyse d'images et de vision par 
ordinateur. 
• Il inclut la bibliothèque de traitement d'images et de vision par ordi-
nateur OpenCV que nous allons aborder par la suite. 
OpenCV 
Définition OpenCV (Open Source Computer Library) est une bibliothèque 
gratuite d'analyse d'images et de vision par ordinateur, en langage CjC++, 
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proposée par Intel pour Windows et Linux. C'est une collection de fonctions 
en langage C et peu de classes de C++ qui mettent en application quelques 
algorithmes populaires du traitement d'images et de vision par ordinateur. 
Opérateurs classiques OpenCV comprend un très grand nombre d'opéra-
teurs, parmi lesquels: 
• Création/libération d'images, macros d'accès rapides aux pixels. 
• Opérateurs standards (morphologie, filtres dérivatifs, filtres de con-
tours, suppression de fond, recherche de coins). 
• Recherche, manipulation, traitement de contours. 
• Pyramides d'images. 
• Dessins de primitives géométriques (lignes, rectangles, ellipses, poly-
gones ... et même du texte). 
• Création et utilisation d'histogrammes. 
• Changement d'espaces de couleurs (RGB, HSV, L*a*b* et YCrCb). 
• Interface Utilisateur (lecture/écriture d'images de type« JPEG, PPM,-
... », affichage à l'écran, gestion des signaux sur un clic de fenêtre, 
fermeture, ... ). 
• Lecture des séquences vidéo et découpage de celles-ci en plusieurs ima-
ges (environ 30 par seconde). 
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Opérateurs complexes Comme pour les opérateurs classiques OpenCV 
comprend aussi un nombre élevé d'opérateurs complexes, parmi lesquels: 
• Contours actifs: Modèle qu'on nomme aussi snakes (serpents) en rai-
son des déformations subies pendant le processus d'adaptation qui 
s'apparentent au mouvement d'un serpent. 
• Analyse de mouvement : Flux optique et MHI. 
• Détection de visages. 
• Calibrage d'une caméra (possible à partir d'un échiquier). 
• Suivi d'objets 3D avec plusieurs caméras. 
• Mise en correspondance entre deux images. 
• Lecture d'images à la volée directement depuis une vidéo AVI ou une 
caméra (Windows seulement). 
Fonctions OpenCV nécessaires Les fonctions OpenCV suivantes sont 
les plus intéressantes que notre programme utilise : 
• Modèles du mouvement 
oMise à jour de l'historique du mouvement (cvUpdateMotion-
History) Cette fonction permet la mise à jour de l'historique du 
mouvement en déplaçant la silhouette. Ainsi, un pixel brillant 
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dans l'image de l'historique du mouvement correspond à un mou-
vement récent et un pixel moins brillant correspond à un mouve-
ment plus ancien. 
o Le gradient du mouvement (cvCa1cMotionGradient) Cette fon-
ction permet le calcul du gradient d'orientation d'historique du 
mouvement de l'image MHI. Ainsi, elle calcule les dérivés Dx et Dy 
de l'historique du mouvement de l'image et ensuite l'orientation 
du gradient à l'aide de la formule suivante: 
Orientation(x, y) = Arctangente(Dx(x, y)j Dy(x, y)) (3.1) 
o L'orientation globale (cvCa1cGlobaIOrientation) Cette fonction 
calcule l'orientation globale du mouvement de quelques régions du 
visage sélectionnées (Figure 3.12) et retourne l'angle d'orientation 
entre 0° et 360° de chaque région d'intérêt. Ainsi, à chaque in-
stant de la séquence vidéo et durant le traitement de chaque image, 
la fonction calcule l'orientation globale de chaque région des six 
régions d'intérêt choisies. 
o Le segment du mouvement (cvSegmentMotion) Cette fonction 
trouve tous les segments du mouvement et les marques des six 
régions d'intérêt dans l'image où le masque trouvé devrait être 
stocké avec chacune des valeurs individuelles (1,2, ... ). Ensuite, la 
direction du mouvement pour chaque composant puisse être cal-
culée avec la fonction de calcul de l'orientation globale du mouve-
ment en utilisant le masque extrait du composant particulier. 
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• Histogrammes On peut définir des histogrammes standards. La créa-
tion n'est pas directe: il faut auparavant désentrelacer les canaux de 
l'image. Ils sont utilisés pour évaluer la distribution du mouvement 
dans une région d'intérêt. Ainsi, la fonction de création d'histogramme 
d'une taille indiquée retourne le pointeur sur l'histogramme créé. Il 
existe plusieurs fonctions sur les histogrammes parmi lesquelles la copie 
d'un histogramme dans un autre, les fonctions de comparaison d'histog-
rammes, rétro projection sur une image, etc . 
• Fonctions d'entrée / sortie sur les séquences vidéo 
o Lecture d'une vidéo Il est possible de lire une séquence d'images 
à partir d'un fichier vidéo ou directement à partir d'une caméra. 
Pour chaque étape, une image est automatiquement allouée (et 
ensuite libérée) en mémoire. 
o Structure de capture d'une vidéo (CvCapture) Cette struc-
ture n'a pas d'interface publique et elle est employée seulement 
comme paramètre pour des fonctions de capture de vidéo. Ainsi, 
il y a deux types d'initialisation de capture d'une vidéo. Le pre-
mier type est l'initialisation à partir d'un fichier AVI (cvCapture-
FromFile("Fichier.avi")). Le deuxième type est l'initialisation en 
temps réel à partir d'une caméra (cvCaptureFromCAM (index de 
la caméra utilisée)). 
o Saisie d'une image (cvQueryFrame(capture» Cette fonction 
permet de saisir une image à partir d'une caméra ou un fichier AVI 
déjà capturé. L'image saisie est stockée en mémoire. Le but de 
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cette fonction est de saisir l'image rapidement ce qui est important 
pour la synchronisation dans les cas de lecture à plusieurs caméras 
simultanément. Les images saisies ne sont pas exposées parce 
qu'elles peuvent être stockées dans le format compressé (comme 
défini par la caméra/conducteur). 
o Obtention d'une image (cvSaveImage("Image.extension" ,ima-
ge» Cette fonction permet de sauvegarder l'image saisie. Ainsi 
elle retourne un pointeur sur l'image saisie par la fonction précé-
dente. L'image retournée ne devrait pas être libérée ou modifiée 
par l'utilisateur. 
3.2.5 Le diagramme de fonctionnement 
La figure 3.2 illustre le diagramme de fonctionnement de notre programme. 
Il regroupe toutes les étapes nécessaires à la détection automatique d'une 
expression faciale à partir d'une séquence d'images. 
3.3 Méthodes appliquées 
3.3.1 Opérations Classiques 
La reconnaissance de formes est un sujet traité de longue date en traitement 
d'images. Elle fait généralement appel à la détection des contours ainsi 
qu'à la morphologie mathématique pour établir des caractéristiques et des 
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Figure 3.2: Le diagramme de fonctionnement regroupant toutes les étapes 
nécessaires à la détection automatique d'une émotion. 
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opérations sur les formes. Ainsi, l'approche retenue utilise des outils liés à la 
reconnaissance de formes ainsi que la géométrie spatiale et les probabilités 
pour parvenir à une solution efficace. 
Détection de contours 
Pour pouvoir détecter et localiser le visage dans une séquence d'images et 
par la suite l'approximer par une ellipse, on a appliqué des techniques de 
détection de contours [57, 64, 61, 79]. La détection de contours est très 
utilisée comme étape de prétraitement pour la détection d'objets et pour 
trouver les limites de régions. En effet, un visage peut être localisé à par-
tir de l'ensemble des pixels de son contour. De plus, trouver cet ensemble 
permet d'obtenir une information sur la forme du visage. Du point de vue 
théorique, un contour est défini par un changement marqué de l'intensité 
d'un pixel à autre. En chaque point, le contour est considéré comme perpen-
diculaire à la direction du gradient de la fonction de luminance de l'image 
de la région entourant le visage, ce dernier est alors utilisé pour la détection. 
Selon les modèles classiques de traitement d'image, en tout point de l'image 
les dérivées partielles sont estimées. Ceux dont le gradient est le plus fort 
correspondent à des pixels de contour. En pratique, le calcul du gradient 
est effectué par la convolution avec des filtres linéaires. Ces filtres peuvent 
estimer les dérivées premières, les dérivées secondes, etc., et se focaliser sur 
des contours de directions différentes. Il existe ainsi de nombreux filtres, qui 
ont des fondements mathématiques différents. Cependant, quelle que soit 
leur justification théorique, leur objectif reste le même: mettre en évidence 
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les pixels qui ont une valeur très différente de leurs voisins. Le filtre de Sobel 
[57] est utilisé pour la détection des contours à transition élevée du niveau 
de gris permettant entre autres la localisation des contours du visage. Ce 
filtre à matrice de 3 x 3 a un seuil ajustable et accorde une pondération aux 
pixels environnants. Il permet après seuillage d'obtenir une image binaire 
où les pixels d'intensité maximum représentent les zones à fort contraste. 
C'est un filtre dont l'application est relativement rapide et qui donne de 
bons résultats. 
La transformée de Hough [57] est une méthode utilisée pour la détection 
des droites et aussi adaptée à la détection des cercles. C'est une méthode 
d'ordre de complexité élevé et de temps d'exécution assez lent. Plusieurs 
chercheurs développent des optimisations de cette méthode mais un essai 
personnel n'ayant pas été satisfaisant dans le contexte de cette recherche, la 
méthode n'a pas été utilisée dans le développement. Elle est mentionnée ici 
puisqu'elle est citée dans certaines recherches en références [80, 81, 82, 83]. 
Les contours peuvent être également employés pour l'analyse de formes et la 
reconnaissance des objets. L'approche retenue pour la détection de contours 
fonctionne de la façon suivante : au début, elle effectue une recherche des 
contours de l'image binaire et renvoie le nombre de contours recherchés. En-
suite, un pointeur est retourné par la fonction. Il contiendra une référence 
sur le premier contour ou NULL si aucun contour n'est détecté (si l'image 
est complètement noire). D'autres contours peuvent être atteints en utilisant 
des liens de hnext ou Vnext (fonction cvFindContourO d'OpenCV). 
Les figures 3.3 et 3.4 représentent les résultats de détection de contours de 
deux personnes en état neutre (aucune émotion produite). 
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(a) (b) 
Figure 3.3: Détection de contours d'une image prise à partir d'une séquence 
vidéo. (a) Image source. (b) Résultat de la détection de contours. Avec un 
seuil du gradient de 80. 
(a) (b) 
Figure 3.4: Détection de contours d'une image prise à partir d'une séquence 
vidéo. ( a) Image source. (b) Résultat de détection de contours. A vec un 
seuil du gradient de 114. 
Finalement, la détection de contours va nous servir pour la détection du 
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visage et ensuite permettre son approximation par une ellipse. 
Morphologie mathématique 
La morphologie mathématique [62] est une représentation ensembliste des 
éléments de l'image. Ainsi, les opérateurs morphologiques que nous avons 
appliqué servent à une détection, une localisation, et une approximation par 
une ellipse du visage plus précise et ce en éliminant le bruit et ensuite faciliter 
les prochaines tâches (figures 3.6 et 3.7). Les opérateurs morphologiques 
(l'érosion et la dilatation sont les plus connues) permettent de traiter efficace-
ment des images binaires. Les pixels obéissant à une certaine connectivité 
forment des ensembles sur lesquels on peut appliquer des opérations mor-
phologiques. La morphologie permet également de caractériser l'ensemble de 
pixels par l'utilisation des relations de dispersion ou de proximité. L'intro-
duction de règles probabilistes assure une bonne certitude d'évaluation. Les 
opérations sur un ensemble restreint de pixels s'exécutent dans un temps très 
court et permettant une décision rapide. 
Corrélation 
La technique de corrélation [55] est utilisée pour faciliter la détection au-
tomatique des expressions faciales. Ainsi, elle est basée sur une comparaison 
simple entre une image d'un visage non classifié et les images des visages 
d'apprentissage. L'image du visage d'apprentissage se trouvant à la plus 
faible distance du visage non classifié sera sélectionné comme premier choix. 
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Plusieurs métriques peuvent être utilisées afin d'évaluer cette distance comme 
par exemple les distances L1 (city block) et L2 (euclidienne), la corrélation 
croisée, la distance de Mahalanobis, etc. Ce processus de décision est com-
munément appelé algorithme du k plus proches voisins (k-ppv) [55] et est 
présenté avec davantage de détails à la section 2.2.8. De plus, toutes les 
séquences qui seront traitées représentent des visages clairs, sans mouvement 
non rigide, et sous forme d'une vue frontale. Dans ce contexte, cette méthode 
offre des avantages particulièrement intéressants. Par contre, la technique de 
corrélation offre peu de robustesse face aux expressions faciales, aux varia-
tions d'éclairage et aux changements physiques (ex. : barbe) ce qui n'est pas 
notre cas. 
3.3.2 Détection et localisation du visage 
De nombreux algorithmes de reconnaissance du visage ont été développés au 
cours des dernières années et plusieurs se révèlent très performants [59, 60, 
63, 64, 80]. Cependant, le succès de ces méthodes dépend largement de la 
qualité des résultats de détection et de localisation des visages. En effet, 
plus la précision obtenue est élevée, plus les conditions se rapprocheront de 
celles de la phase d'apprentissage, ce qui augmentera les probabilités d'une 
identification efficace. La performance d'un système de reconnaissance de 
visages est évidemment tributaire de la qualité et de l'efficacité du module 
d'identification. Une mauvaise localisation du visage entraîne cependant 
une chute drastique du taux de reconnaissance. Dans ce cas bien précis, 
l'extraction de la représentation du visage sera erronée et difficilement com-
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parable aux prototypes d'apprentissage. L'algorithme de détection et locali-
sation s'effectue en trois phases: 
• Détecter et affiner les contours dans l'image. 
• Modéliser chaque contour avec une courbe elliptique. 
• Raffiner la localisation des visages dans l'espace des paramètres. 
La figure 3.5 représente le système de segmentation de visages. 
o 00 
Figure 3.5: Le système de segmentation de visages. 
Notre système de segmentation comprend trois phases majeures: 
• Prétraitement: Cette phase requiert la présence obligatoire d'un visage 
dans l'image, changement des dimensions de l'image si différentes des 
images références, le visage doit être en position de face, et calcul des 
gradients en x et en y de l'image. 
• Transformations: Création d'un espace de paramètres avant d'effectuer 
la détection des visages. 
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• Détection : Dernière étape de segmentation et qui permet la détection 
dans un espace des paramètres de tous les visages disponibles dans une 
image (dans notre cas un seul visage). Le résultat de détection est sous 
forme d'ellipses (chaque ellipse représente un visage). 
Détection du visage 
Une grande variété de méthodes de détection du visage ont été proposées 
dans les dernières années [59, 60, 80]. Nous allons se limiter à une seule 
méthode pour la détection de celui-ci. Ainsi, la méthode retenue et la plus 
adaptée à notre projet porte sur l'utilisation des arêtes grâce à son efficacité 
et sa robustesse par rapport aux autres approches. Les arêtes sont décrites 
comme étant formées des" points de discontinuités dans la fonction de lumi-
nance (intensité) de l'image" [61]. Ces informations utiles sont notamment 
employées pour l'interprétation de scène et la reconnaissance d'objets. Le 
principe de base consiste à reconnaître des objets (le visage pour notre cas) 
dans une image à partir des modèles de contours connus au préalable [61]. 
Pour réaliser cette tâche on appliquera la méthode de la transformée de 
Hough. 
Transformée de Hough : La transformée de Hough est une méthode 
permettant d'extraire et de localiser des groupes de points respectant cer-
taines caractéristiques. La transformée de Hough est largement utilisée en 
traitement d'images. Ainsi, nous avons appliquée la transformée de Hough 
dans nos expérimentations à l'aide de plusieurs fonctions openCV (cvFitEl-
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lipseO, cvEllipseO, cvDrawEllipseO). Cette méthode fut introduite en 1962 
par Paul Hough dans le but de détecter les trajectoires rectilignes de parti-
cules de haute énergie. Korosec et al. [80] sont les premiers à modéliser les 
contours extérieurs du visage par une ellipse, en appliquant une transformée 
de Hough standard. En outre, l'utilisation de la transformée de Hough au-
torise une vitesse de détection assez rapide pour envisager un traitement en 
temps réel. Nous avons donc décidé d'adapter la Transformée de Hough à 
une séquence vidéo en modélisant les contours extérieurs d'un visage par une 
courbe elliptique, et en recherchant ce type de courbe dans une scène. Par 
exemple, les particularités recherchées peuvent être des droites, des arcs de 
cercles, des formes quelconques, etc. Dans un contexte de détection du vi-
sage, ce dernier est représenté par une ellipse. L'application de la transformée 
de Hough circulaire produirait donc une liste de tous les candidats étant des 
cercles ou des dérivés [63]. Finalement, la transformée de Hough peut être 
utilisée pour détecter les yeux et les iris. Par contre, cette méthode échouera 
lorsque l'image est trop petite ou lorsque les yeux ne sont pas clairement 
visibles. 
Localisation du visage Cette étape correspond à la recherche du centre 
d'ellipse dans l'espace des paramètres. Nous détectons ensuite dans l'espace 
des paramètres, les valeurs maximales locales qui correspondent dans l'espace 
image aux centres des l'ellipses d'approximation des visages. Si plusieurs 
visages sont détectés dans l'image, le système les considère les uns après 
les autres (les zones précédemment détectées sont remplacées par zéro) en 
utilisant un seuillage. Ainsi la vitesse d'exécution est d'autant moins rapide 
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que le nombre de personnes présentes dans l'image augmente. La distance 
entre la caméra et la scène filmée est fixe et la taille des visages varie peu 
dans l'image. La transformée de Hough exploite la valeur et la direction du 
gradient en chaque point de contour. Dans notre cas, la forme recherchée est 
une ellipse, donc le gradient en chaque point de contour est perpendiculaire 
à la tangente de la courbe générée par ce point et son voisinage [64]. Puisque 
les séquences d'images utilisées pour l'expérimentation contiennent un seul 
visage, cette approche est très bien adaptée pour notre projet et donne des 
meilleurs résultats de localisation du visage. 
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Les figures 3.6 et 3.7 illustrent les résultats de traitement de chaque étape en 
exploitant deux images contenants deux visages différents. 
(a) (b) 
(c) (d) 
Figure 3.6: Résultats de détection et localisation du visage par une ellipse. 
( a) Image originale. (b) Contours affinés. ( c) Ellipse d'approximation. ( d) 
Localisation du visage par une ellipse. 
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(a) (b) 
(c) (d) 
Figure 3.7: Résultats de détection et localisation du visage par une ellipse 
d'une autre personne. (a) Image originale. (b) Contours affinés. (c) Ellipse 
d'approximation. (d) Localisation du visage par une ellipse. 
Dans la majorité des cas, les visages intéressants à détecter sont positionnés 
selon une direction verticale (Vue frontale), donc il n'est pas indispensable 
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de définir l'orientation précise des visages détectés. Une ellipse verticale a 
pour expreSSIOn : 
(3.2) 
Avec: X=x-xc et Y =y-Yc, 
Où (xc,Yc) est le centre de l'ellipse, (x,y) un point de contour de l'ellipse, la 
demi-hauteur lh et la demi-largeur Iv de l'ellipse. 
En effet, d'après nos mesures avec un objectif de 8 mm de distance focale 
et une distance du visage par rapport à la caméra de 70 cm (représentant 
la position d'un individu en face d'une caméra positionnée sur un PC), si la 
distance varie de (plus ou moins) 10 cm (soit 14 %), la variation de la taille 
du visage est de l'ordre de 5 %. Ainsi, les paramètres lh et Iv peuvent être 
considérés comme des constantes pour notre application visée. Toutefois, 
pour augmenter la robustesse de notre système, nous tenons compte de cette 
faible variation de la taille des visages. 
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3.3.3 Enregistrement du visage dans une séquence 
d'images 
80 
Pour être capable de construire les modèles temporels il faut que la caméra 
et le background soient statiques, ou bien il faut que le mouvement de 
l'objet d'intérêt soit séparable du mouvement induit par la caméra et par 
des mouvements de fond. En outre, pour être capable de comparer les 
modèles temporels séparés d'une façon significative, le visage dans la séquence 
d'images doit avoir la même position et la même orientation. Par conséquent, 
pour construire les modèles temporels utiles et comparables, il faut que les 
séquences d'images d'entrée soient enregistrées de deux façons. Premièrement, 
tous les mouvements rigides de la tête dans la séquence d'images doivent être 
éliminés. Deuxièmement, toutes les séquences d'images utilisées doivent avoir 
le visage dans la même position, la même orientation, et la même échelle. 
Pour réaliser les deux modes d'enregistrement, on sélectionne manuellement 
à la main les neufs points faciaux de la première fenêtre capturée à partir de 
la séquence d'images à traiter (Figure 3.8). 
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Figure 3.8: Les neuf points faciaux utilisés pour l'enregistrement des images 
pour qu'elles soient utilisées pour la construction du modèle temporel. 
Ces points seront alors suivis dans toutes les fenêtres suivantes (fenêtres 
capturées durant le traitement). Pour l'enregistrement de chaque fenêtre 
en respect de la première fenêtre on appelle une transformation affine en 
utilisant les points faciaux stables dont la position faciale demeure la même 
si une contraction faciale (activation d'une unité d'action AU) de certains 
muscles faciaux survient (figure 3.9). 
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(a) (b) 
(c) (d) 
Figure 3.9: Exemple d'enregistrement de quatre fenêtres d'une séquence 
d'images représentant l'émotion surprise. (a) À l'instant to=O (fenêtre de 
base). (b) À l'instant t1=O.6 seconde. (c) À l'instant t2=1.2 seconde. (d) À 
l'instant t3=2 secondes. 
En effet, si nous employons quelques points faciaux pouvant subir des défor-
mations, nous ne pourrons pas être certain si le mouvement d'un point est 
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dû au mouvement de tête rigide non désiré ou dû à l'activation d'une ou de 
plusieurs unités d'actions (figure 3.10). 
Figure 3.10: Les neuf points faciaux utilisés pour l'enregistrement, les deux 
cercles en blanc montrent les deux points non importants pour découvrir 
l'origine de mouvement (activation d'une unité d'action ou mouvement de 
tête non rigide). 
3.3.4 Détection du mouvement 
La détection du mouvement, réalisée immédiatement après l'acquisition d'une 
image, représente une étape non essentielle, mais très avantageuse pour un 
système de vision numérique. En effet, un gain de performance considérable 
peut être réalisé lorsque des zones sans intérêt sont éliminées avant les phases 
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d'analyse. Cette amélioration dépend cependant de la complexité des algo-
rithmes de détection et de reconnaissance utilisés. Par ailleurs, il est im-
portant de bien définir le terme détection du mouvement afin d'éliminer les 
ambiguïtés qui pourraient survenir. La technique de différence d'images est 
bien connue en vision par ordinateur, elle consiste à effectuer une différence 
pixel à pixel entre deux images. Étant peu complexe, la différence entre 
deux images consécutives représente une solution très intéressante. Comme 
son nom l'indique, elle consiste à soustraire une image acquise au temps tn 
d'une autre au temps tnH , où k est habituellement égal à 1. Supposons que 
notre séquence d'images se compose de 1 fenêtres. Posons H(x,y,t), t=:l..k 
une séquence des intensités de pixels de la tieme fenêtre et posons D(x,y,t) 
l'image binaire indiquant les régions du mouvement qui résulte de la détection 
de changement d'intensité du pixel, cela s'effectue par le seuillage comme 
montré par la formule suivante, 
II(x, y, t) - I(x, y, t - 1)1 > th! (3.3) 
Où, x et y sont les coordonnées spatiales des éléments de l'image et th! est le 
seuil de différence d'intensité entre deux images de détection du mouvement, 
un paramètre qui doit être déterminé expérimentalement. Ainsi, l'image 
résultante sera vide si aucun mouvement ne se produit pendant l'intervalle 
du temps observé car l'intensité et la couleur des pixels seront presque iden-
tiques. Par contre, si du mouvement a lieu dans le champ de vue, les pi-
xels frontières des objets en déplacement devraient changer drastiquement 
de valeurs, révélant alors la présence d'activité dans la scène. 
La figure 3.11 illustre certains résultats expérimentaux. Alors que les images 
des figures 3.11 (a) et (b) représentent les deux images consécutives utilisées, 
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les images des figures 3.11 (c) et (d) contiennent les résultats de la détection 
du mouvement. La différence entre celles-ci repose sur un seuillage appliqué 
aux données pour binariser les résultats et ainsi faciliter la visualisation. 
3.3.5 Identification du mouvement dans le visage 
L'estimation du mouvement a été un problème classique dans la vision par 
ordinateur. Plusieurs techniques pour décrire le mouvement dans une scène 
ont été proposées et sont utilisées [51, 52, 77]. La plupart tentent de calculer 
le flux optique à chaque pixel dans le domaine de l'image sans connaissance 
à priori au sujet de la scène. Souvent il est souhaitable d'employer une tech-
nique, qui peut ne pas être la solution du problème général mais devrait 
pouvoir travailler assez robustement pour un sous-ensemble d'applications. 
Notre système à été construit sur le concept des images d'historique du mou-
vement (Motion History Images, MHI) et des images du gradient de mou-
vement (Motion Gradient Images, MGI) développées par James Davis et 
Aaron Bobick [51, 52], et nous avons utilisé ces images pour déduire les his-
togrammes du mouvement (Motion Histograms) qui seraient indicatifs du 
genre de mouvement se produisant dans la scène. 
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(a) (b) 
(c) (d) 
Figure 3.11: Exemple de détection du mouvement avec la méthode de soust-
raction d'images consécutives. (a) Image source à l'instant ta. (b) Image 
source à l'instant t l . (c) Détection du mouvement non seuillée. (d) Détection 
du mouvement. 
Régions d'intérêt 
La figure 3.12 représente les six régions d'intérêt (présence du mouvement 
durant la production d'une émotion) choisies manuellement pour faciliter la 
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détection des différentes expressions faciales en question (Baîllement, Colère, 
Sommeil, Sourire, Surprise). 
Figure 3.12: Les six régions d'intérêt choisies (front, oeil gauche, oeil droit, 
joue gauche, joue droite, et la région de la bouche). 
Image de l'historique du mouvement 
Pour générer l'image MHI (Motion History Image) du mouvement, nous 
pondérons et nous calculons les différences successives de l'image de la sil-
houette [51]. Dans l'image MHI, chaque valeur du pixel est une fonction 
de l'historique temporel du mouvement à ce point de toutes les fenêtres cap-
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turées (30 fenêtres pas seconde) durant le traitement de la séquence d'images 
du mouvement. On utilise couramment un opérateur simple de rechange et 
d'affaiblissement basé sur l'emboutissage de temps. 
{ 
7 Si le mouvement courant est en (x, y) 
MRI(x,y) = 
o Sinon si MHI(x,y) < (7 - 6) 
(3.4) 
Où 7 est l'horodateur courant, et 6 est la constante maximale de la durée du 
temps. La fonction ci-dessus est appelée pour la mise à jour de l'image MHI 
à chaque fois qu'un résultat d'une nouvelle image de différence est calculé. 
En normalisant linéairement les horodateurs de l'image MHI à des valeurs 
entre 0 et 255, on voit que les pixels correspondant à un mouvement plus 
nouveau sont plus brillants que les pixels correspondant à un mouvement 
plus ancien. Le résultat du processus ci-dessus est montré dans la figure 
3.13. Finalement, une MHI est une image obtenue en projetant le volume 
d'images dans le temps sur une image simple. Les valeurs d'intensité dans la 
MHI sont indicatives du temps à ce que ce pixel était témoin pour la dernière 
fois du mouvement ou de la présence de l'objet. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
3. ANALYSE ET MÉTHODES APPLIQUÉES 89 
(a) (b) (c) 
(d) (e) 
Figure 3.13: Construction de l'image MHI d'historique de mouvement. (a) 
Image prise à partir d'une séquence d'images représentant une surprise. (b) 
et (d) Niveau de luminance (mouvement plus récent donne plus de luminance 
au niveau des pixels en mouvement). (c) Fin de l'émotion surprise. (e) Image 
MHI du mouvement. 
Image du gradient du mouvement 
Une MGI est l'image du gradient du mouvement de la MHI, où le gradient 
donne la direction du mouvement de chaque pixel dans l'image. Ainsi, l'image 
MHI présente les différences de silhouette de telle manière que le mouvement 
de la frontière de la silhouette puisse être perçu par le gradient déduit de 
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la fonction MHI(x,y). Ceci est très semblable au concept de flux optique 
[28]. On note que quand les sourcils sont montés vers le haut, l'effacement 
d'intensité (du foncé au plus clair) donne l'impression du mouvement dans 
la direction du mouvement des sourcils. Il s'est avéré que l'image MHI code 
visuellement quelques informations sur le mouvement de la silhouette. On 
voit clairement la direction du mouvement (Figure. 3.14), mais la magnitude 
est par contre inaccessible. Notre objectif est donc d'utiliser cette information 
directionnelle du mouvement pour la reconnaissance des expressions faciales. 
Les orientations locales du gradient de l'image MHI montrent directement le 
mouvement de la silhouette. Donc, on peut convoI uer les masques classiques 
du gradient avec l'image MHI pour extraire l'information directionnelle du 
mouvement. Pour notre travail, on réuni la convolution à deux résolutions 
(l'originale et une résolution plus grossière) pour manipuler les gradients les 
plus répandus (en raison des vitesses différentes du mo~vement). Les masques 
suivants de gradient de Sobel sont utilisés pour la convolution: 
-1 0 1 
F(x) = -2 0 2 , F(y) = 
-1 0 1 








Avec les vecteurs du gradient calculés, il est très simple d'avoir l'orientation 
du gradient d'un pixel comme suit: 
F: e = arctan -1l.. 
Fx 
(3.6) 
On doit faire attention en calculant l'information sur le gradient parce qu'elle 
est valide seulement à des endroits particuliers dans l'image MHI. Les fron-
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tières de l'image MHI ne devraient pas être utilisées car les pixels qui ne sont 
pas en mouvement (pixels en noir) seraient inclus dans le calcul du gradient, 
et cela donne souvent des résultats erronés. Seulement les pixels appartenant 
aux régions d'intérêt (présence du mouvement) dans une MHI devraient être 
examinés. De plus, on ne doit pas utiliser les gradients des pixels de la MHI 
qui ont un contraste trop bas ou trop élevé dans leur voisinage local. Un 
petit contraste ne donne pas une mesure fiable de la direction du gradient, 
et un grand contraste signifie une large disparité temporelle entre les pixels, 
ce qui rend l'information directionnelle polarisée et inutilisable. Les résultats 
du calcul de l'orientation du mouvement utilisant les masques du gradient 
sont présentés dans la figure 3.14. 
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(a) (b) 
(c) (d) 
Figure 3.14: Directions du mouvement à partir des gradients d'une MHI. 
(a) et (c) MHls résultantes du mouvement des caractéristiques faciales de 
l'émotion surprise ((a) au milieu de l'émotion, et (c) juste avant la fin de 
l'émotion). (b) et (d) Résultats de convolution des masques de gradient avec 
l'image MHI. 
Ainsi, les directions du gradient montrent le mouvement approximatif de 
chaque région des six régions d'intérêt définies manuellement (front, yeux, 
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bouche, et joues). 
La table 3.2 montre les résultats de mesure des orientations globales de mou-
vement des deux historiques de mouvement ( a) et (b) de la figure 3.14 pour 
chaque région parmi les six régions (régions d'intérêt figure 3.12). 
Fenêtre Orientation globale de la Région d'intérêt 
Rl(F) R2(oG) R3(OD) R4(B) R5(JG) R6(JD) 
(a) 0 276 0 262 0 271 0 331 0 221 0 
(b) 98 0 98 0 91 0 103 0 167 0 21 0 
Table 3.2: Orientation globale de mouvement pour chaque région d'intérêt 
de visage d'une personne produisant l'émotion surprise selon les résultats de 
la figure 3.14. 
NB : F = Front, OG = Oeil Gauche, OD = Oeil Droit, JG = Joue Gauche, 
JD = Joue Droite, B = Bouche. 
Histogramme du mouvement 
Un histogramme du mouvement décrit la distribution des angles (directions 
du mouvement) dans l'image MGI. La façon la plus simple de localiser le 
mouvement pour la reconnaissance des expressions faciales est de calculer 
un histogramme pour différentes régions autour du visage. Une solution 
pour cela est de diviser la MHl en diverses régions (ou fenêtres), et en-
suite de caractériser chaque région par un histogramme. Une méthode de 
caractérisation est d'utiliser l'histogramme des orientations du mouvement 
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d'une région. Ainsi, on peut diviser le modèle du mouvement d'une MHI en 
régions, chaque région va être représentée par un histogramme d'orientation 
du mouvement local. La table 3.3 représente l'histogramme du mouvement 
de la séquence d'images représentant l'émotion surprise traitée dans la fi-
gure 3.13. Ainsi, elle montre la présence du mouvement ou non ainsi que 
l'orientation du mouvement en cas de présence du mouvement (angle Ri 
différent de zéro) pour chaque région à chaque instant t de cette séquence. 
Durée(secondes) Orientation de mouvement 
Rl(F) R2(oG) R3(OD) R4(B) R5 (JG) R6(JD) 
0.3 0 0 0 0 0 0 
0.5 0 277 0 270 0 92 0 0 0 
1 0 279 0 246 0 79 0 251 0 225 0 
1.5 0 276 0 262 0 271 0 331 0 221 0 
2 98 0 95 0 89 0 252 0 177 0 177 0 
2.5 98 0 101 0 90 0 98 0 167 0 9 0 
3 98 0 98 0 91 0 103 0 167 0 21 0 
Table 3.3: Histogramme d'orientation du mouvement pour les six régions 
définies auparavant d'une séquence d'images d'une durée de trois secondes 
et représentant l'émotion surprise. 
3.3.6 Classification et reconnaissance 
Le résultat de production des histogrammes du mouvement du visage est la 
collection des histogrammes de toutes les régions localisées (table 3.2). Il Y 
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a plusieurs façons possibles d'utilisation de ces données pour la reconnais-
sance. L'approche la plus simple est de concaténer les histogrammes en un 
seul vecteur et d'appeler l'algorithme de classification. Pour effectuer la clas-
sification, nous avons utilisé l'algorithme du k plus proches voisins (k-ppv) 
[55]. C'est un algorithme de classification très connu et très simple à utiliser. 
Parmi les autres algorithmes de classification, nous pouvons citer les ma-
chines de vecteur de soutien (Support Vector Machines, SVM) [66,67]. C'est 
très complexe comme algorithme et ne pourrait pas être toujours adaptable, 
selon la représentation de données. Le calcul des distances peut s'effectuer 
par différentes métriques, les métriques qui sont adaptées à notre projet et qui 
sont retenues pour la classification des expressions faciales sont: La métrique 
de City-block (LI) , la métrique euclidienne (L2) ainsi que la métrique de 
Minkowski (Lm) (section 2.2.8). 
Le modèle du mouvement 
Dans cette experimentation, nous avons générer pour chaque émotion à , 
traiter un modèle du mouvement qui sert de référence pour la classifica-
tion. Pour générer un modèle du mouvement d'une émotion particulière, 
nous avons pris plusieurs exemples d'historiques et histogrammes de mou-
vement d'une personne (ou plusieurs personnes) produisant cette émotion 
particulière. De plus, nous avons répété cette approche pour chaque émotion 
traitée dans ce travail de recherche. Les histogrammes des orientations (ta-
ble 3.3) du mouvement pour chaque émotion et pour chaque région des six 
régions d'intérêt du visage (figure 3.12) sont générés et stockés (sous forme 
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de vecteurs à six dimensions) une fois que chaque exemple est terminé (à 
partir d'une sélection manuelle durant le test). Pour obtenir un modèle 
simple de ce mouvement, un histogramme moyen des orientations du mouve-
ment (table 3.2) est formé en calculant la moyenne de tous les histogrammes 
d'orientations (sous forme de vecteur) de toutes les régions d'intérêt du vi-
sage. Les exemples de test sont ensuite utilisés pour déterminer les voisins 
les plus proches entre ces vecteurs de test et le vecteur associé à une expres-
sion faciales inconnue et ce, à l'aide de l'algorithme de classification du k 
plus proches voisins (k-ppv). Ainsi, on peut choisir le seuil de reconnaissance 
basée sur la variabilité des mesures de données du test. Ce processus est alors 
répété pour chaque modèle du mouvement (séquence d'images représentant 
une émotion). 
Les figures 3.15, 3.16, 3.17, 3.18 et 3.19 illustrent les modèles graphiques 
de mouvement des cinq séquences d'images utilisées comme références et 
montrant les cinq expressions faciales cherchées (baîllement, colère, sommeil, 
sourire et surprise). 
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Figure 3.15: Modèle graphique de mouvement des six régions du visage de 
la séquence d'images représentant l'émotion baîllement et utilisée comme 
référence. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.






















Modèle graphique du mouvement de l'émotion colère 
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Figure 3.16: Modèle graphique de mouvement des six régions du visage de la 
séquence d'images représentant l'émotion colère et utilisée comme référence. 
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Modèle graphique du mouvement de l'émotion sommeil 
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Figure 3.17: Modèle graphique de mouvement des six régions du vIsage 
de la séquence d'images représentant l'émotion sommeil et utilisée comme 
référence. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
























Modèle graphique du mouvement de l'émotion sourire 
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Figure 3.18: Modèle graphique de mouvement des six régions du visage de la 
séquence d'images représentant l'émotion sourire et utilisée comme référence. 
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Figure 3.19: Modèle graphique de mouvement des SIX régions du visage 
de la séquence d'images représentant l'émotion surprise et utilisée comme 
référence. 
Les données utilisées pour la construction de ce modèle sont celles de la table 
3.3. 
Reconnaissance 
Pour la reconnaissance d'une nouvelle entrée de données (séquence d'images 
représentant une expression faciale inconnue), nous calculons tout simp-
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
3. ANALYSE ET MÉTHODES APPLIQUÉES 102 
lement la distance entre le vecteur d'entrée composé de l'histogramme des 
orientations du mouvement et chacun des vecteurs références composés aussi 
de l'histogramme des orientations prises à partir des séquences d'images 
références et représentants les différentes émotions (Baîllement, Colère, Som-
meil, Sourire, et Surprise) et cela s'est fait à partir d'une sélection manuelle. 
En utilisant l'algorithme de classification du k plus proches voisins (k-ppv), 
on peut calculer les distances entre les vecteurs références (vecteurs représen-
tants les séquences d'images utilisées comme références) représentants les 
différentes émotions et le vecteur représentant l'émotion à reconnaître. Donc, 
ce processus sera répété pour chaque entrée de données (séquences d'images 
des expressions faciales inconnues). Ainsi, la distance étant considérablement 
plus petite indique qu'il y a une ressemblance entre le vecteur représentant 
l'émotion utilisée comme référence et le vecteur représentant l'émotion utilisée 
comme entrée. Ces expérimentations nous montre que cette méthode de re-
connaissance est clairement discriminante et que dans ce sens, l'utilisation 
de la localisation et la direction du mouvement à partir des histogrammes 
est un modèle de caractérisation d'expressions faciales efficace. 
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3.4 Conclusion 
Plusieurs méthodes de reconnaissance ont été présentées tout au long de ce 
chapitre. Parmi celles-ci, certaines ne pouvaient être appliquées pour des 
raisons matérielles ou parce qu'elles transgressaient certaines conditions du 
projet. Notons tout particulièrement toutes les techniques intrusives ainsi 
que celles utilisant des informations tridimensionnelles. Les systèmes au-
tomatisés pour la détection des différentes émotions à partir des vidéos du 
visage qui ont été signalés jusqu'ici montrent principalement le problème 
de la modélisation spatiale des expressions faciales et, au mieux, peuvent 
détecter le mouvement dans les régions d'intérêt du visage. Nos méthodes 
développent d'autres aspects de la détection automatique des expressions 
faciales comparés aux travaux plus récents. La performance des méthodes 
proposées est invariable aux occlusions comme les lunettes et les cheveux de 
visage (barbe) tant que ces dernières n'occluent pas entièrement les points 
faciaux qui sont suivis. Afin d'implémenter efficacement le système, plusieurs 
fonctions OpenCV ont été utilisées. Cette bibliothèque permet notamment 
une gestion flexible des différents modules de reconnaissance. Finalement, 
cette architecture logicielle favorise les expérimentations de différentes con-
figurations multi-classifieurs grâce à ses capacités de modification dynamique. 
Les résultats expérimentaux reliés à la reconnaissance des émotions seront 
présentés au chapitre suivant. 




La détection automatique des expressions faciales par vision numérique est, 
comme démontrée précédemment, très complexe. Les différentes méthodes 
envisageables possèdent des avantages et des inconvénients qui doivent être 
considérés lors du design d'un système complet d'identification. Pour ce 
faire, il est primordial de valider les techniques choisies sur des ensembles 
de données relativement volumineux. Même si de telles séquences d'images 
ne représentent pas exactement les conditions réelles d'utilisation, elles pro-
curent néanmoins une idée fiable du comportement des différents modules 
dans un environnement contrôlé. Ainsi, plusieurs expérimentations ont été 
réalisées afin d'évaluer la performance relative des différents algorithmes 
sélectionnés, tant sur le plan de la détection que de la reconnaissance. En 
effet, il est intéressant d'évaluer l'impact de la qualité de la détection du vi-
sage sur la performance globale du système. De plus, diverses configurations 
multiclassifieurs furent testées à l'aide de la banque des séquences d'images 
construite dans le cadre de ce mémoire et basée sur les bases de données 
Cohn Canade et MM!. 
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Cette dernière a été utilisée afin de comparer les différentes méthodes entre 
elles selon diverses conditions (c.-à-d. : éclairage, pose, occlusions, etc.). 
Ainsi, elle possède évidemment ses particularités spécifiques ainsi que ses 
qualités et défauts. 
Ce chapitre exposera donc à la section 4.2 les différentes bases des séquences 
d'images retenues pour les expérimentations. Ensuite, la section 4.3 abordera 
le protocole expérimental utilisé lors des tests et finalement, la section 4.4 
présentera de nombreux résultats expérimentaux, et à la section 4.5 nous 
finissons par une conclusion. 
4.2 Banque de séquences d'images 
Peu importe le problème de reconnaissance des expressions faciales, un point 
commun demeure toujours présent: la nécessité d'utiliser un ensemble de 
données volumineux, représentatif et standardisé. Cette particularité est ef-
fectivement primordiale pour la comparaison de techniques ou d'algorithmes, 
permettant ainsi une évaluation relative des performances. Cela étant dit, 
plusieurs points importants sont à considérer lors de la création ou de la 
sélection d'une banque de séquences d'images. Voici donc les particularités 
majeures à tenir en compte: 
• Nombre de personnes La quantité d'individus dans une banque de 
séquences d'images est un des points les plus importants. En effet, ce 
nombre influence directement le niveau de difficulté de la banque: plus 
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la quantité est élevée, plus la tâche de reconnaissance sera difficile. De 
surcroît, la banque représentera davantage les tâches de reconnaissance 
en situations réelles, qui contiennent au minimum plusieurs milliers de 
personnes et aussi de multiples expressions à reconnaître. 
• Nombre de séquences d'images par individu Une certaine quan-
tité de séquences d'images est habituellement disponible pour chaque 
personne de la base de données. Un nombre élevé procure généralement 
un meilleur apprentissage du module de reconnaissance. Certaines 
banques d'images n'offrent cependant qu'une seule séquence d'images 
d'entraînement par individu, ce qui complique énormément le prob-
lème. 
• Hommes/femmes Le ratio d 'hommes et de femmes représente une 
particularité intéressante. Étant donné que certaines différences rela-
tives au genre peuvent être modélisées efficacement, une banque ne 
contenant que des hommes ne pourra être de difficulté égale à une 
autre contenant 50% de femmes. Finalement, il y a habituellement un 
plus grand nombre de femmes portant les cheveux longs, ce qui peut 
influencer certains algorithmes de détection et de localisation du visage. 
• Arrière-plan La plupart des banques de séquences d'images contien-
nent des séquences avec un arrière-plan neutre ou de couleur blanche. 
Les conditions d'acquisition ne sont par contre pas toujours idéales, 
occasionnant parfois la présence d'objets nuisibles ou d'arrière-plans 
complexes. 
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• Dimension des séquences La taille en pixels des séquences d'images 
a généralement beaucoup d'influence sur les algorithmes de reconnais-
sance. Les séquences d'images utilisées pour le test doivent avoir les 
mêmes dimensions que celles utilisées comme références. Dans le cas ou 
la dimension d'une séquence d'images est différente, on l'ajuste à l'aide 
d'un logiciel afin qu'elle garde les mêmes dimensions que les séquences 
d'images utilisées comme références. 
• Couleurs/tons de gris L'utilisation de couleurs dans les techniques 
de reconnaissance est peu répandue. Celle-ci peut par contre s'avérer 
fort utile pour une détection des pixels représentant la peau ou pour 
la pré-classification d'individus de races différentes (reconnaissance des 
individus et leurs races). Les techniques utilisées dans ce mémoire 
n'utilisent pas de couleurs pour la reconnaissance des expressions fa-
ciales. 
• Coordonnées cartésiennes des composantes du visage Ces in-
formations supplémentaires s'avèrent particulièrement pratiques pour 
la comparaison de méthodes de reconnaissance. En effet, les résultats 
obtenus ne dépendant pas de la qualité de la détection du visage, des 
analyses plus robustes et plus représentatives peuvent être réalisées. 
• Cas particuliers ou difficiles Des conditions spéciales peuvent éga-
lement être présentes dans les bases de séquences d'images. Citons no-
tamment les cas d'occlusions (exemple: lunettes fumées, chapeau, ban-
deau, cigares, etc.), de changements corporels (exemple : barbe, mous-
tache, maquillage, verres de contact de couleurs, couleurs de cheveux, 
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cheveux détachés, etc.) et d'éclairage (exemple: incandescent, direc-
tionnel, etc.) . 
• Pose La pose de la tête de l'individu représente finalement un autre 
point important. En effet, la reconnaissance d'une expression faciale 
d'un visage de profil sera différente d'un visage face à la caméra. 
Il y a donc plusieurs propriétés importantes à vérifier lors de la sélection d'une 
banque de séquences d'images pour fins d'expérimentations. Ces particu-
larités s'appliquent également lors de la création d'une banque de séquences 
d'images. 
Dans le cadre de ce mémoire nous avons utilisé notre propre banque de 
données en se basant sur les caractéristiques des bases de données Cohn 
Canade et MMI définies dans la section 3.2.2. Cette banque a été conçue 
spécialement pour le projet et était destinée aux expérimentations de l'appli-
cation. Les facteurs ayant favorisés sa sélection résident entre autres dans 
la grande quantité des séquences d'images disponibles, toutes les séquences 
d'images qu'elle contient sont sous forme d'une vue frontale, et contenant cinq 
expressions (baîllement, colère, sommeil, sourire, surprise (section 3.2.2)). 
Afin de valider notre modèle de reconnaissance, nous avons aussi traité 
plusieurs séquences d'images provenant de la banque des séquences d'images 
MM!. 
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4.3 Protocole expérimental 
Un protocole expérimental rigoureux permet avant tout la structuration des 
étapes nécessaires à l'exécution d'une certaine tâche. Dans le cas présent, 
l'objectif est de préparer les séquences d'images brutes pour les expérimen-
tations. 
Les étapes suivantes forment donc le protocole expérimental utilisé : 
1. Compression des séquences d'images AVI utilisées pour l'expérimen-
tation. 
2. Numérisation des séquences d'images à l'aide de notre application avec 
un taux de numérisation de 30 images par seconde pour toutes les 
séquences d'images utilisées. 
3. Vérification des coordonnées des caractéristiques du visage fournies 
avec la banque des séquences d'images. 
4. Représentation des données à l'aide des modèles temporels. 
5. Mise à jour des images de l'historique du mouvement (Motion History 
Images, MHIs) construites à l'aide des modèles temporels. 
6. Localisation et identification des différentes régions (régions d'intérêt) 
du mouvement dans le visage (front, oeil gauche, oeil droit, joue gauche, 
joue droite, et la bouche) nécessaires pour la détection d'une expression 
faciale. 
7. Apprentissage des différentes méthodes de reconnaissance. 
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8. Réalisation des expérimentations. 
Un protocole rigoureux permet alors la répétabilité des expérimentations. 
Ainsi, quiconque désirant reproduire les résultats pour fins de vérification ou 
de comparaison pourra alors suivre la recette fournie par le protocole. De 
cette façon, la procédure utilisée est standard et assure qu'aucune modifi-
cation ou altération n'est réalisée dans le processus. 
4.4 Résultats expérimentaux 
La présente section regroupe le fruit des expérimentations réalisées dans le 
cadre du projet de reconnaissance des expressions faciales par vision numé-
rique. Les sections suivantes présenteront donc différents aspects ayant été 
évalués. Tout d'abord, la section 4.4.1 traitera de l'impact des métriques sur 
les algorithmes de reconnaissance. La section 4.4.2 présentera des expérimen-
tations sur les modèles temporels. 
4.4.1 Impact des métriques utilisées 
La prochaine série d'expérimentations porte sur les différentes métriques 
utilisables lors de l'application de l'algorithme k-ppv. Ce dernier utilise en 
effet une métrique particulière pour déterminer l'ordre de proximité de la 
représentation test avec les différents prototypes d'apprentissage. Certaines 
des métriques envisageables ont été présentées au chapitre 2 (section 2.2.8), 
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citons notamment la métrique de city-block (LI), la métrique euclidienne 
(L2) ainsi que la métrique de Minkowski (Lm). Les autres métriques ne sont 
pas envisagées car elles ne peuvent pas être appliquées à notre méthode de 
classification. 
Discussion Les figures 4.1, 4.2, 4.3, 4.4 et 4.5 illustrent les différents taux 
de reconnaissance obtenus sur la banque des séquences d'images utilisées pour 
les expérimentations en appliquant les métriques LI (métrique de city-block), 
L2 (métrique euclidienne) et L3 (métrique de Minkowski avec m=3). 
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Figure 4.1: Impact des métriques utilisées (LI, L2 et L3) sur le taux de 
reconnaissance de l'émotion baîllement. 
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Figure 4.2: Impact des métriques utilisées (L1, L2 et L3) sur le taux de 
reconnaissance de l'émotion colère. 
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Figure 4.3: Impact des métriques utilisées (LI, L2 et L3) sur le taux de 
reconnaissance de l'émotion sommeil. 
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Figure 4.4: Impact des métriques utilisées (LI, L2 et L3) sur le taux de 
reconnaissance de l'émotion sourire. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
4. RÉSULTATS EXPÉRIMENTAUX 115 
100 
















Figure 4.5: Impact des métriques utilisées (LI, L2 et L3) sur le taux de 
reconnaissance de l'émotion surprise. 
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Voici donc certains points d'analyse: 
• La distance L2, ou distance euclidienne, procure les meilleurs taux 
de reconnaissance pour toutes les expressions faciales à reconnaître 
(baîllement, colère, sommeil, sourire, surprise). 
• La distance L2 est préférable à la LI, identique à ce qui est utilisé par 
certains auteurs [84]. 
• Les taux de reconnaissance de la distance LI et L3 ne permettent pas 
d'établir clairement la métrique la plus performante. La distance de 
city-block (LI) semble cependant être en moyenne légèrement plus ap-
propriée par rapport à L3. 
Suite à ces conclusions, toutes les expérimentations ont été réalisées unique-
ment à l'aide de la distance euclidienne (L2). Il serait cependant intéressant 
de vérifier l'impact de l'utilisation de différentes métriques dans un système 
de classification. Qui plus est, les erreurs de classifications commises en uti-
lisant une certaine métrique ne sont peut-être pas identiques à celles réalisées 
par les autres classifieurs. 
4.4.2 Validation de notre modèle 
Afin de valider notre approche de détection automatique des expressions fa-
ciales, nous avons effectué plusieurs tests sur la banque de séquences d'images 
MMI (section 3.2.2). Ainsi, le nombre de vidéos dans la base de données 
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MMI est de plus de 1200 avec 41 sujets. La plupart des sujets dans cette 
base représentent les cinq émotions (baîllement, colère, sommeil, sourire, sur-
prise) que notre propre base de données contient. Chaque séquence d'images 
représente une seule émotion. Cette séquence commence toujours par une 
expression neutre et finit par une expression neutre juste après la fin de 
l'expression qu'elle représente (3.5 secondes en moyenne). Pour nos expéri-
mentations, nous nous sommes intéressés à des séquences d'images sous forme 
de vue frontale. Ainsi, la validation de notre modèle nécessitait plusieurs tests 
sur des séquences d'images provenant de la banque des séquences d'images 
MMI (400 séquences d'images testées) ainsi que notre banque de séquences 
d'images (50 séquences d'images testées). Les résultats des expérimentations 
sont présentés à la section 4.4.3. 
Détection et localisation du visage 
Les figures 4.6, 4.7 et 4.8 illustrent les résultats de détection et de localisation 
du visage par une ellipse en exploitant trois séquences d'images de trois 
visages différents de la base de données MM!. 
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(a) (b) 
(c) 
Figure 4.6: Résultat de détection du visage. (a) Image source. (b) Détection 
de contours et localisation du visage par une ellipse. (c) Localisation du 
visage sur l'image originale. 
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(a) (b) 
(c) 
Figure 4.7: Résultat de détection du visage. (a) Image source. (b) Détection 
de contours et localisation du visage par une ellipse. (c) Localisation du 
visage sur l'image originale. 
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(a) (b) 
(c) 
Figure 4.8: Résultat de détection du visage. (a) Image source. (b) Détection 
de contours et localisation du visage par une ellipse. (c) Localisation du 
visage sur l'image originale. 
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Modèles temporels 
• Images de l'historique du mouvement 
Les figures 4.9 et 4.10 illustrent l'historique du mouvement de deux séquences 
d'images différentes de la même base de données MM!. 
(a) (b) 
Figure 4.9: Résultat de calcul de l'historique du mouvement. (a) Image 
source après un instant t (instant après le début de l'émotion). (b) Image de 
l'historique du mouvement correspondante. 
L'historique du mouvement de l'émotion colère (figure 4.9) contient un mou-
vement important au niveau des régions des yeux et de la bouche. 
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(a) (b) 
Figure 4.10: Résultat de calcul de l'historique du mouvement. (a) Image 
source après un instant t (instant après le début de l'émotion). (b) Image de 
l'historique du mouvement correspondante. 
L'historique du mouvement de l'émotion surprise (figure 4.10) contient un 
mouvement moins important au niveau des régions des yeux, de la bouche, 
et le front . 
• Orientation du mouvement 
Les figures 4.11 et 4.12 illustrent les résultats de l'orientation du mouvement 
des deux séquences d'images traitées dans les figures 4.9 et 4.10. Ainsi, les 
flèches montrent la direction du mouvement de chaque région parmi les six 
régions d'intérêt. 
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(a) (b) 
Figure 4.11: Résultat de calcul de l'orientation du mouvement de chaque 
région des régions d'interêt du visage. (a) Image source après un instant t 
(instant après le début de l'émotion). (b) Orientation du mouvement pour 
chaque région d'interêt. 
(a) (b) 
Figure 4.12: Résultat de calcul de l'orientation du mouvement de chaque 
région des régions d'interêt du visage. (a) Image source après un instant t 
(instant après le début de l'émotion). (b) Orientation du mouvement pour 
chaque région d'interêt. 
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4.4.3 Expérimentations sur les modèles temporels 
Dans le but de détecter des expressions faciales à partir des images de l'histo-
rique du mouvement (MHls) construites en appliquant la méthode des mo-
dèles temporels sur des séquences d'images représentant le visage humain 
en vue frontale, nous avons appliqué la technique de classification basée sur 
la notion de distances (distance euclidienne). Pour la reconnaissance d'une 
nouvelle entrée de données (séquence d'images représentant une expression 
faciale inconnue), nous calculons tout simplement la distance entre le vecteur 
d'entrée correspondant à l'histogramme des orientations du mouvement (ta-
ble 3.3 chapitre 3) et chacun des vecteurs de l'histogramme des orientations 
prises à partir des séquences d'images références et représentant les cinq 
émotions traitées dans ce mémoire (baîllement, colère, sommeil, sourire, et 
surprise) dont leurs représentations graphiques sont présentées aux figures 
3.1, 3.2, 3.3, 3.4 et 3.5. En appliquant l'algorithme de classification du k 
plus proches voisins (k-ppv), on peut calculer les distances entre les vecteurs 
références représentants les différentes émotions et le vecteur représentant 
l'émotion à reconnaître. Donc, ce processus sera répété pour chaque entrée 
de données (séquence d'images représentant une émotion inconnue). Ainsi, 
une distance considérablement plus petite indique qu'il y a une ressemblance 
entre le vecteur représentant l'émotion utilisée comme référence et le vecteur 
d'entrée de données (table 4.1). Ainsi, cette méthode de reconnaissance est 
clairement satisfaisante d'après cet ensemble de tests utilisant la localisation 
et la direction du mouvement à partir de son histogramme. 
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Émotion Baîllement Colère Sommeil Sourire Surprise 
Tl 32,59 105,19 180,11 197,42 208,06 
T2 78,98 55,82 280,71 229,20 228,18 
T3 240,36 304,58 8,22 448,74 350,47 
T4 153,40 230,24 311,82 43,39 124,98 
T5 189,79 324,40 92,43 89,38 88,06 
Table 4.1: Résultats de reconnaissance en appliquant la méthode des dis-
tances euclidiennes. 
NB : Tl = Baîllement. T2 = Colère. T3 = Sommeil. T4 = Sourire. T5 
Surprise. 
La table 4.1 présente les résultats de calcul des distances moyennes d'une 
série de tests sur plusieurs séquences d'images de la base de données MMI 
utilisée pour les expérimentations. Les chiffres représentent les distances eu-
clidiennes moyennes entre les vecteurs tests d'entrée Ti et les cinq vecteurs 
utilisés comme références (baîllement, colère, sommeil, sourire, surprise). Les 
chiffres en gras représentent les distances minimales moyennes pour chaque 
entrée de données (plus proches voisins). 
La table 4.2 montre la performance de notre système de reconnaissance des 
expressions faciales pour chaque région choisie (front, yeux, joues, bouche) 
ainsi que du classifieur basée sur la combinaison de ces régions et ce en re-
gard du calcul d'une métrique de distance (L2). Cette table indique que 
les régions choisies donnent une information (distances moyennes calculées 
à l'aide de notre système de classification) valable pour la classification des 
émotions. Elle montre aussi que les joues qui sont couramment utilisées dans 
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Région Baîllement Colère Sommeil Sourire Surprise 
Front 83,5 84 75,22 84,54 90 
Yeux 79,92 81 98,22 82,77 84,11 
Joues 76,63 79,90 72,35 80 77,9 
Bouche 153,40 230,24 311,82 43,39 124,98 
Combinaison 86,22 85,05 98,78 79,9 81,23 
Table 4.2: Performance de notre classifieur des expressions faciales. 
le domaine de la reconnaissance des expressions faciales donnent la perfor-
mance la moins discriminante car après plusieurs tests, les résultats de calcul 
des orientations du mouvement et des distances euclidiennes de ces régions 
sont similaires pour toutes les émotions étudiées (baîllement, colère, sommeil, 
sourire, et surprise) donc peu discriminantes. La table 4.2 montre aussi que 
le classifieur des expressions faciales combiné a un taux de reconnaissance 
moyen de 86,43 %, qui est plus haut que la plupart des classifieurs pour ces 
mêmes quatre régions. 
La Table 4.3 montre la matrice de confusion de cette méthode de classi-
fication pour analyser en détail la limite de ce système de reconnaissance 
d'émotions. Les colonnes représentent l'expression faciale à reconnaître et 
les lignes représentent l'expression sélectionnée par cette méthode de classi-
fication. 
Cette table indique que l'émotion sommeil est reconnue avec un taux de re-
connaissance très élevé (98,78 %). Les autres émotions sont classifiées avec 
un taux de reconnaissance moyen de 83,35 %. La table 4.3 nous montre 
aussi que dans le domaine des expressions faciales, la surprise et le sourire 
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Émotion Baîllement Colère Sommeil Sourire Surprise 
Baîllement 86,22 13,9 0,46 4,18 3,12 
Colère 11,2 85,05 0,2 2,34 2,95 
Sommeil 0,5 1,7 98,78 0,85 1,03 
Sourire 4,9 3,06 1 79,9 21,77 
Surprise 3,79 1,5 1,3 16,43 81,23 
Table 4.3: Matrice de confusion de la méthode de distance euclidienne. 
sont souvent confondus (Figure. 2.16 du chapitre 2), ainsi que le baîllement 
et la colère. Pour minimiser la confusion, on peut ajouter d'autres régions 
d'intérêt(régions entre les yeux et le nez par exemple). 
Il y a plusieurs raisons possibles qui donnent une mauvaise classification. La 
première est la présence des cheveux dans le visage et les lunettes, ce qui rend 
difficile la detection du mouvement présent dans quelques régions d'intérêt 
et aussi cache les expressions faciales. La deuxième raison est la variation au 
niveau de la taille et l'orientation du visage lors de la capture d'une séquence 
d'images, ce qui rend la taille du visage à traiter différente par rapport à 
la taille autorisée pour permettre une meilleure classification, et cela donne 
une mauvaise classification. Finalement, le bruit et l'occlusion sont toujours 
présents dans une certaine mesure. 
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4.5 Conclusion 
Notre étude portant sur la méthode des distances a démontré la robustesse à 
certaines transformations pouvant survenir lors de la reconnaissance des ex-
pressions faciales. Cette technique peut même tolérer la présence de plusieurs 
effets négatifs simultanément, en autant que des limites spécifiques ne sont 
pas transgressées. Après avoir présenté les performances individuelles des 
modules de reconnaissance, l'impact des métriques utilisées lors de l'iden-
tification a été abordé. En effet, le choix de cette métrique est crucial et agit 
directement sur le taux de reconnaissance de notre méthode de classification. 
Parmi les distances testées, la distance L2 a permis l'obtention des meilleurs 
résultats. L'algorithme k-ppv donne des meilleurs résultats de classification 
mais il a ses propres désavantages: il est lent en temps d'exécution et il oc-
cupe beaucoup d'espace mémoire au moment de l'exécution. Pour analyser 
la confusion entre les différentes émotions, nous avons présenté la matrice de 
confusion de notre classifie ur (table 4.3). Parmi les raisons possibles de la 
confusion: la production d'une émotion par plusieurs personnes (l'émotion 
surprise par exemple est différente d'une personne très surprit par rapport 
à une autre personne moins surprit, le baîllement d'une personne fatiguée 
par rapport à une autre personne moins fatiguée), similarité au niveau des 
résultats de test sur deux séquences d'images représentants deux émotions 
différentes. Notons que la majorité des expressions sont détectées avec un 
taux de reconnaissance plus élevé. Afin d'étendre les conclusions obtenues, 
des expérimentations supplémentaires pourraient être réalisées sur la banque 
des séquences d'images choisie. En effet, pour valider l'efficacité de notre ap-
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proche, de nouvelles sections devraient être créées pour obtenir une banque 
d'apprentissage contenant plusieurs séquences images par individu. 
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Chapitre 5 
Conclusion 
Malgré tous les travaux réalisés au cours des dernières années, la détection 
automatique des expressions faciales demeure un problème complexe et non 
parfaitement résolu. Plusieurs sous problèmes incombent à cette tâche de 
détection et de reconnaissance et chacun d'eux n'est pas trivial. Il y a 
également de nombreuses conditions réelles influençant la performance d'un 
système. Cela étant dit, le système complet de détection et de reconnaissance 
proposé dans ce mémoire n'a pas la prétention d'être le meilleur de tous ou 
de résoudre toutes les situations problématiques. Il représente néanmoins 
une solution efficace respectant les contraintes initiales et accomplissant les 
différentes tâches demandées. De nombreuses techniques ont été présentées 
tout au long de ce mémoire, certaines furent adaptées ou tout simplement re-
jetées. Les prochains paragraphes résument brièvement les méthodes retenues 
ainsi que les principales conclusions qui ressortent de ce travail. 
Résumé des modules spécifiques Le système de reconnaissance déve-
loppé contient quatre phases principales accomplissant les tâches d'acquisition 
des images, de détection et de localisation du visage, de représentation de 
données à l'aide des modèles temporels et, finalement, de détection et de re-
connaissance des expressions faciales. Ces différentes étapes sont accomplies 
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par des modules spécifiques. L'acquisition des images à partir des séquences 
vidéo est réalisée à l'aide de notre programme et le taux de numérisation est 
de 30 images par seconde pour toutes les séquences d'images. La détection 
et la localisation du visage sont réalisées ensuite par un module utilisant des 
arêtes grâce à son efficacité et sa robustesse par rapport aux autres modules 
de détection et de localisation. Le principe de base consiste à reconnaître des 
objets dans une image en appliquant la méthode de la transformée de Hough. 
Les particularités recherchées peuvent être des droites, des arcs de cercle, des 
formes quelconques, etc. Dans un contexte de détection et de localisation 
du visage, ce dernier est représenté par une ellipse. La représentation de 
données est réalisée à l'aide des modèles temporels présentés par A.F. Bo-
bick et J.W. Davis [51] qui servent à représenter le mouvement en 2D dans 
un espace tridimensionnel (les deux dimensions spatiales et la dimension du 
temps). Le dernier module du système réalise la tâche de détection et de 
reconnaissance proprement dite. Ainsi, le système de classification des ex-
pressions faciales a été développé permettant l'utilisation des techniques de 
reconnaissance basées sur le calcul des distances. Pour le calcul des distances 
entre les vecteurs références représentant les différentes émotions et le vecteur 
représentant l'émotion à reconnaître, nous avons appliqué l'algorithme de 
classification du k plus proches voisins (k-ppv). 
Atteintes des objectifs et respect des contraintes Le système pro-
posé dans ce mémoire satisfait toutes les contraintes établies au début du 
projet. Il réalise en effet, toutes les opérations nécessaires à la détection 
automatique des expressions faciales. Le montage proposé, qui est composé 
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d'un ordinateur standard et d'un capteur, satisfait également les contraintes 
du coût associées au projet. 
Travaux futurs La conception de ce projet a permis l'apprentissage d'une 
grande quantité d'informations. Qui plus est, plusieurs améliorations poten-
tielles ont été observées à l'usage et pourraient faire l'objet de travaux futurs. 
Tout d'abord, de nombreuses expérimentations supplémentaires pourraient 
être réalisées, notamment à propos de notre système de classification. Les 
métriques du k-ppv, la complémentarité des méthodes et la sélection dy-
namique du classifieur représentent des sujets intéressants à investiguer. Des 
techniques d'intelligence artificielle comme les réseaux de neurones pourraient 
également être expérimentées comme fonction de décision. 
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