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We consider a competition–diffusion system for two competing species; the density of
the ﬁrst species satisﬁes a parabolic equation together with an inhomogeneous Dirichlet
boundary condition whereas the second one either satisﬁes a parabolic equation with a
homogeneous Neumann boundary condition, or an ordinary differential equation. Under
the situation where the two species spatially segregate as the interspeciﬁc competition rate
becomes large, we show that the resulting limit problem turns out to be a free boundary
problem. We focus on the singular limit of the interspeciﬁc reaction term, which involves
a measure located on the free boundary.
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1. Introduction
The understanding of the interaction of biological species arising in ecological systems has recently developed as a
central problem in population ecology. In particular, problems of coexistence and exclusion of competing species have been
theoretically investigated using models based on partial and ordinary differential equations. Among many models proposed
so far, reaction–diffusion equation models are used to study the spatial segregation of competing species which move by
diffusion. Consider a competing system which consists of n species living in a habitat Ω ⊂ RN (N  1). We denote by
(x, t) → ui(x, t) (i = 1,2, . . . ,n) their population densities at position x ∈ Ω and time t  0. The evolution of ui is described
by
∂tui = diui +
(
ri − aiui −
n∑
j=1
biju j
)
ui, i = 1,2, . . . ,n,
where di is the diffusion rate, ri the intrinsic growth rate, ai the intraspeciﬁc competition rate, that is the competition be-
tween members of the same species ui , and bij the interspeciﬁc competition rate, that is the competition between members
of the different species ui and u j . All the rates are positive constants.
In this paper, we restrict ourselves to the case of two competing species, which reads as{
∂tu1 = d1u1 + r1u1(1− u1 − ku2),
∂tu2 = d2u2 + r2u2(1− u2 − αku1),
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parameters are of order O(1). The coeﬃcient α > 0 is the competition ratio between the two species u1 and u2. If α > 1,
then u1 has a competitive advantage over u2, while if α < 1, the situation is reversed. Nonlinear terms in the system are of
Lotka–Volterra type composed of two different contributions: the intraspeciﬁc one, namely ui(1 − ui), is a growth term of
Fisher-type, whereas the interspeciﬁc contribution −kuiu j is a consumption term modelling the competition between the
species.
We take k as a free parameter and keep the other parameters d1, d2, r1, r2 and α ﬁxed. For values of k which are neither
large nor small, it is shown that u1 and u2 exhibit spatial segregation with a rather wide zone of overlap. When the value
of k increases, the zone of overlap becomes narrower. Thus, taking the limit k → ∞, one can expect that u1 and u2 have
disjoint supports (habitats) with only one common curve, which separates the habitats of the two competing species. The
purpose of this paper is to derive the limiting system as k → ∞, which is called the spatial segregation limit, to describe
the time evolution of the supports of u1 and u2. As it will be proved below, the limiting system can be described by a free
boundary problem which is a two-phase Stefan-like problem (with zero latent heat) with reaction terms.
In this paper, we consider the reaction–diffusion problem for (u, v):
(Pk)
⎧⎪⎪⎨⎪⎪⎩
∂tu = d1u + f (u) − kF (u, v), in Ω × (0, T ],
∂t v = d2v + g(v) − αkF (u, v), in Ω × (0, T ],
u = u, d2∂nv = 0, on ∂Ω × (0, T ],
u(·,0) = u0, v(·,0) = v0, on Ω,
where Ω is a bounded domain in RN with smooth boundary ∂Ω . The functions f and g are the intraspeciﬁc growth
functions, whereas F (u, v) is the interspeciﬁc competition term; the diffusion coeﬃcients d1 and d2 are such that d1 > 0
and d2  0, so that the population V can be mobile or immobile and α is a positive constant. The parameter k is the
interspeciﬁc competition rate (k−1 can be also seen as a characteristic time of the interspeciﬁc competition process). We
assume that the following hypotheses hold:
Assumption 1 (Interaction of two species).
• F is a Lipschitz continuous function: there exists γ > 0 such that∣∣F (u1, v1) − F (u2, v2)∣∣ γ (|u1 − u2| + |v1 − v2|),
for all (u1, v1) ∈ [0,1]2 and (u2, v2) ∈ [0,1]2,
• F (0, s) = F (s˜,0) = 0 for s ∈ [0,1], s˜ ∈ [0,1],
• F (u, v) > 0 for (u, v) ∈ (0,1] × (0,1],
• F is nondecreasing in u and v .
Assumption 2 (Source terms for a single species).
(i) f and g are continuously differentiable on [0,+∞) such that f (0) = g(0) = 0;
(ii) f (s) < 0, g(s) < 0 for all s > 1.
Assumption 3 (Initial and boundary conditions).
• u0, v0 and u are functions with values in [0,1],
• u ∈ C2,1(Ω ×R+) and u > 0 on ∂Ω ×R+ ,
• u0 = u(·,0).
In the sequel, we will always assume that Assumptions 1, 2 and 3 hold.
Numerous studies have been carried out for competition models of Lotka–Volterra type in the case of two competing
species, see e.g. [28,33]. Let us also mention recent results of Squassina [34,35] who investigated from both theoretical and
numerical viewpoints the long term behaviour for a class of competition–diffusion systems of Lotka–Volterra type for two
competing species in the case of different interspeciﬁc reaction terms. Interestingly, a wide range of recent theoretical and
numerical works has focused on different aspects of such systems: existence and uniqueness of classical solution for related
free boundary problems [25], pattern formation [16], stability of competitive system with impulses [23,24], existence of trav-
eling waves [36], control [1], analysis of coexistence for competing species by minimization approach [3], analysis of trajecto-
ries in conﬁguration space of the population fractions for multi-species competing systems [11]. Other studies have focused
on the fast-reaction limit: under suitable assumptions, as the reaction rate tends to inﬁnity, competition–diffusion systems
usually exhibit a limiting conﬁguration with segregated habitats. We refer the reader to [4,5,7,10,12,13,22,27–29,31–33] and
in particular to [4,6,31] for models involving Dirichlet boundary data. In particular, [37,9] exhibit some uniqueness and con-
vergence results for a multi-species competing system and its singular limit, and an interior measure estimate of the free
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We refer to [10,15,22,30] for systems involving zero-ﬂux boundary conditions.
Problem (Pk) with d1 > 0 and d2 > 0 has been studied in [8] in the case of homogeneous Neumann boundary conditions
and by [4] in the case of inhomogeneous boundary conditions. Further we refer to [14,19–21] for studies of the singular
limit of systems where a parabolic equation is coupled to an ordinary differential equation. In this paper we only suppose
that d2  0 so that Problem (Pk) contains both classes of systems. About the singular limit of the term kF (uk, vk) in a
one-dimensional context where a parabolic equation is coupled to an ordinary differential equation, we refer to [17,18]. Our
aim is to show that the two competing species segregate more and more as k becomes large, and to describe the singular
limit of the interspeciﬁc reaction term.
This paper is organized as follows:
• In Section 2, we prove that (Pk) admits a unique solution. The well-posedness of the PDE/PDE system is a straightfor-
ward application of a well-known result by Lunardi and the well-posedness of the PDE/ODE system is obtained as a
limit case of the initial system.
• In Section 3, we focus on the fast reaction limit of (Pk) corresponding to an asymptotic study with respect to increasing
values of k. We rigorously prove that the limit problem is a (well-posed) free boundary problem so that the two
biological populations become disjoint.
• In Section 4, we consider again the limit problem: under some regularity assumption on the free boundary, we provide
a strong formulation of the fast reaction limit and show that the support of the interspeciﬁc source term converges to
a measure located at the free boundary. This is the main result of this article.
2. Existence and uniqueness results for the reaction–diffusion system
We ﬁrst prove the well-posedness of the initial value problem. We have to apply different methods for the PDE/PDE sys-
tem and the PDE/ODE system, due to the loss of regularity brought by the vanishing diffusion. In the ﬁrst step (Section 2.1),
we easily prove the well-posedness of the PDE/PDE system and then, in the second step (Section 2.2), we prove the well-
posedness of the PDE/ODE system by passing to the limit in the diffusion parameter. Interestingly, this convergence analysis
will be crucial also for the asymptotic study k → +∞ (see Section 3) as the estimates that are proven in this section are
uniform not only with respect to the diffusion parameter d2 but also with respect to the reaction rate k.
2.1. Well-posedness of the PDE/PDE system
Theorem 1. If d2 > 0 and k > 0, Problem (Pk) admits a unique classical solution1(
uk, vk
) ∈ C2,1(Ω × (0, T ])∩ C(Ω × [0, T ]).
Moreover,
0 uk, vk  1.
Proof. Deﬁne U := uk − u and V := vk . We can now apply Proposition 7.3.2, p. 277, in [26], to the corresponding problem
for U and V with homogeneous boundary conditions to deduce that Problem (Pk) has a unique classical solution. Bounds
are obtained as follows: we deﬁne
L1
(
uk
) := ∂tuk − d1uk − f (uk)+ kF (uk, vk),
L2
(
vk
) := ∂t vk − d2vk − g(vk)+ αkF (uk, vk).
Since Li(0) = 0 and Li(1) 0 for i = 1,2, the assertion 0 uk, vk  1 follows from the maximum principle; this completes
the proof. 
Note, using simple integrations, the following (classical) equalities which will be useful in the sequel. Let T > 0 be
arbitrary; the function pair (uk, vk) is such that
∫ ∫
Q T
uk∂tψ +
∫ ∫
Q T
{
d1u
kψ + ( f (uk)− kF (uk, vk))ψ}= −∫
Ω
u0ψ(·,0) +
T∫
0
∫
∂Ω
u∂nψ, (1)
1 By a classical solution of Problem (Pk) we mean a pair (u, v) such that u, v ∈ C2,1(Ω × (0, T ]) ∩ C(Ω × [0, T ]) and satisﬁes pointwise the partial
differential equations as well as the boundary and initial conditions in Problem (Pk).
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Q T
vk∂tψ +
∫ ∫
Q T
{
d2v
kψ + (g(vk)− αkF (uk, vk))ψ}= −∫
Ω
v0ψ(·,0) +
T∫
0
∫
∂Ω
d2v
k∂nψ, (2)
for all ψ ∈FT := {ψ ∈ C2,1(Q T ), ψ(·, T ) = 0 on Ω and ψ = 0 on ∂Ω × [0, T ]}.
2.2. Well-posedness of the PDE/ODE system
Lemma 1 (Interspeciﬁc source term: estimates). For d2 > 0 and k > 0, there exists a positive constant c0 which does not depend on k
and d2 such that
k
∫ ∫
Q T
F
(
uk, vk
)
 c0. (3)
Proof. Integrating the equation for vk over Q T := Ω × (0, T ) yields
k
∫ ∫
Q T
F
(
uk, vk
)= α−1( T∫
0
∫
∂Ω
d2∂nv
k +
∫ ∫
Q T
g
(
vk
)− ∫
Ω
vk(·, T ) +
∫
Ω
v0
)
 α−1 meas(Ω)
(
2+ T‖g‖L∞(0,1)
)
which implies the result. 
Proposition 2. For d2 > 0 and k > 0, there exist positive constants c1 and c2 which do not depend on k and d2 such that
d1
∫ ∫
Q T
∣∣∇uk∣∣2  c1, (4)
d2
∫ ∫
Q T
∣∣∇vk∣∣2  c2. (5)
Proof. We proceed as follows:
• Estimate for uk. We use the new unknown Uk = uk − u, so that the equation for uk becomes
∂tU
k = d1Uk + f
(
uk
)− kF (uk, vk)− ∂tu + d1u.
We multiply this equation by Uk and integrate over Ω . This yields the inequality
1
2
d
dt
∫
Ω
∣∣Uk∣∣2 + d1 ∫
Ω
∣∣∇Uk∣∣2 + k∫
Ω
F
(
uk, vk
)
Uk  2meas(Ω)‖ f ‖L∞(0,1) + 2
∫
Ω
|∂tu| + d1|u|,
which we integrate over (0, T ) to obtain (note that Uk(·,0) = 0)
d1
∫ ∫
Q T
∣∣∇Uk∣∣2 + k∫ ∫
Q T
F
(
uk, vk
)
Uk  2meas(Ω)T‖ f ‖L∞(0,1) − 12
∫
Ω
∣∣Uk∣∣2(·, T ) + 2 ∫
Q T
|∂tu| + d1|u|.
By Lemma 1, since F is nonnegative, |Uk| is bounded by 2, we have
d1
∫ ∫
Q T
∣∣∇Uk∣∣2  2(c0 + T meas(Ω)‖ f ‖L∞(0,1) + ∫
Q T
|∂tu| + d1|u|
)
.
Finally, we get
d1
∫ ∫
Q T
∣∣∇uk∣∣2 = d1 ∫ ∫
Q T
∣∣∇Uk + ∇u∣∣2
 2d1
(∫ ∫ ∣∣∇Uk∣∣2 + ∫ ∫ |∇u|2),
Q T Q T
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c1 := 2c0 + 4T meas(Ω)‖ f ‖L∞(0,1) + 4
∫
Q T
(|∂tu| + d1|u|)+ 2d1 ∫ ∫
Q T
|∇u|2.
• Estimate for vk. We multiply the equation for vk
∂t v
k = d2vk + g
(
vk
)− αkF (uk, vk)
by vk and integrate over Ω . This yields
1
2
d
dt
∫
Ω
∣∣vk∣∣2 + d2 ∫
Ω
∣∣∇vk∣∣2 + αk∫
Ω
F
(
uk, vk
)
vk meas(Ω)‖g‖L∞(0,1).
We integrate the result over (0, T ) and obtain
d2
∫ ∫
Q T
∣∣∇vk∣∣2 + αk∫ ∫
Q T
F
(
uk, vk
)
vk meas(Ω)T‖g‖L∞(0,1) + 12
∫
Ω
(∣∣vk∣∣2(·,0) − ∣∣vk∣∣2(·, T )).
Since F is nonnegative and vk , v0 are functions with values in [0,1], we get
d2
∫ ∫
Q T
∣∣∇vk∣∣2 meas(Ω)(T‖g‖L∞(0,1) + 1),
which completes the proof with
c2 := meas(Ω)
(
T‖g‖L∞(0,1) + 1
)
. 
Next we state further uniform estimates with respect to d2 and k. They will be essential for the convergence proof not
only as d2 tends to 0 but also as k tends to +∞. Proposition 3 below is the key ingredient which will permit to apply the
Riesz–Fréchet–Kolmogoroff theorem.
Proposition 3. Assume that d2 > 0 and k > 0. For r > 0 suﬃciently small, say r ∈ (0, rˆ), we deﬁne
Ωr =
{
x ∈ Ω, B(x,2r) ⊂ Ω}, Ω ′r = ⋃
x∈Ωr
B(x, r),
where B(x, r) denotes the ball in RN with centre x and radius r. We also deﬁne, for any F ∈ L∞(Q T ):
∀ξ ∈ B(0, r), ∀(x, t) ∈ Ω ′r × (0, T ), Sξ F (x, t) := F (x+ ξ, t),
∀τ ∈ (0, T ), ∀(x, t) ∈ Ω × (0, T ), Tτ F (x, t) := F (x, t + τ ).
For each r ∈ (0, rˆ), the following properties hold:
(i) There exists a positive function G which does not depend on k and d2 , such that G(ξ) → 0 as ξ → 0 and
T∫
0
∫
Ωr
∣∣Sξuk − uk∣∣2  c1|ξ |2, T∫
0
∫
Ωr
∣∣Sξ vk − vk∣∣ G(ξ),
for all ξ ∈ B(0, r).
(ii) There exist positive constants c3 and c4 which do not depend on k and d2 such that,
T−τ∫
0
∫
Ωr
∣∣Tτ uk − uk∣∣2  c3τ , T−τ∫
0
∫
Ωr
∣∣Tτ vk − vk∣∣ c4τ ,
for all τ ∈ (0, T ).
(iii) For each ε > 0, there exists ω Q T which does not depend on k and d2 such that ‖uk‖L2(Q T \ω) < ε, ‖vk‖L1(Q T \ω) < ε.
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(0, T )), whereas a key idea of the proof of the right-hand inequality in (i) is that if we would consider Problem (Pk) with
f = g = 0, then the quantity∫
Ω
(
α
∣∣uk1(x, t) − uk2(x, t)∣∣+ ∣∣vk1(x, t) − vk2(x, t)∣∣)dx,
where (uk1, v
k
1) and (u
k
2, v
k
2) are two solution pairs, would decrease in time. The inequalities in (ii) follow from substituting
the corresponding differential equations for {uk} and {vk} with the use of a suitable cut-off function. The inequalities in (iii)
are a straightforward consequence of the uniform L∞-boundedness of the solution.
◦ Proof of (i). This is a consequence of Proposition 2. We have
d1
T∫
0
∫
Ωr
∣∣Sξuk − uk∣∣2 = d1 T∫
0
∫
Ωr
∣∣uk(x+ ξ, t) − uk(x, t)∣∣2 dxdt
= d1
T∫
0
∫
Ωr
∣∣∣∣∣
1∫
0
∇uk(x+ θξ, t) · ξ dθ
∣∣∣∣∣
2
dxdt
 d1|ξ |2
1∫
0
T∫
0
∫
Ωr
∣∣∇uk(x+ θξ, t)∣∣2 dxdt dθ
 d1|ξ |2
T∫
0
∫
Ω ′r
∣∣∇uk(x, t)∣∣2 dxdt
 d1|ξ |2
∫ ∫
Q T
∣∣∇uk(x, t)∣∣2 dxdt
 c1|ξ |2.
In the same way, we prove that
d2
T∫
0
∫
Ωr
∣∣Sξ vk − vk∣∣2  c2|ξ |2.
Next we focus on |Sξ vk − vk|, also allowing that d2 = 0. Since Ωr ⊂ Ω ′r ⊂ Ω , we ﬁrst construct a function ψ ∈ C∞0 (Ω ′r),
which only depends on Ω and r, such that
0ψ  1 on Ω ′r and ψ = 1 on Ωr,
with |∇ψ |, |ψ | C(r). To that purpose we set for x ∈RN
(x) =
{
0 exp(− 11−|x|2 ), if |x| < 1,
0, otherwise,
where the constant 0 is chosen such that
∫
RN
 = 1,
Ω ′′r =
⋃
x∈Ωr
B
(
x,
r
4
)
and
ψ(x) = 4
r
∫
Ω ′′r

(
4(y − x)
r
)
dy, for all x ∈ Ω ′r .
Take a smooth function m :R→R with
m 0, m(0) = 0, m(r) = |r| − 1 , |r| > 1,
2
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mα(r) = αm
(
r
α
)
.
Now subtracting the equations for uk and for Sξuk (and also for vk and for Sξ vk) yields
∂t
(
uk − Sξuk
)− d1(uk − Sξuk)− ( f (uk)− f (Sξuk))= −k(F (uk, vk)− F (Sξuk,Sξ vk)), (6)
and
∂t
(
vk − Sξ vk
)− d2(vk − Sξ vk)− (g(vk)− g(Sξ vk))= −αk(F (uk, vk)− F (Sξuk,Sξ vk)). (7)
For an arbitrary ﬁxed t0 ∈ (0, T ), we multiply Eq. (6) by ψm′α(uk − Sξuk) and integrate this equation to obtain, after
partial integration,
t0∫
0
∫
Ω ′r
ψ∂t
{
mα
(
uk − Sξuk
)}
= −d1
t0∫
0
∫
Ω ′r
ψm′′α
(
uk − Sξuk
)∣∣∇(uk − Sξuk)∣∣2 − d1 t0∫
0
∫
Ω ′r
∇ψm′α
(
uk − Sξuk
)∇(uk − Sξuk)
+
t0∫
0
∫
Ω ′r
ψm′α
(
uk − Sξuk
)(
f
(
uk
)− f (Sξuk))− t0∫
0
∫
Ω ′r
kψm′α
(
uk − Sξuk
)(
F
(
uk, vk
)− F (Sξuk,Sξ vk)).
Evaluating the left-hand side, using m′′α  0 and integrating by parts again yield∫
Ω ′r
ψmα
(
uk − Sξuk
)
(·, t0) −
∫
Ω ′r
ψmα
(
uk − Sξuk
)
(·,0)
 d1
t0∫
0
∫
Ω ′r
ψmα
(
uk − Sξuk
)+ t0∫
0
∫
Ω ′r
ψm′α
(
uk − Sξuk
)(
f
(
uk
)− f (Sξuk))
−
t0∫
0
∫
Ω ′r
kψm′α
(
uk − Sξuk
)(
F
(
uk, vk
)− F (Sξuk,Sξ vk)).
Now we let α → 0 and observe that mα(r) → |r| and m′α(r) → sign(r). The dominated convergence theorem allows us
to pass to the limit α → 0 in the last inequality to obtain∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣(·, t0) − ∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣(·,0)
 d1
t0∫
0
∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣+L f t0∫
0
∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣
−
t0∫
0
∫
Ω ′r
kψ sign
(
uk − Sξuk
)(
F
(
uk, vk
)− F (Sξuk,Sξ vk)),
in which the local Lipschitz regularity of f implies that
sign
(
uk − Sξuk
)(
f
(
uk
)− f (Sξuk)) L f ∣∣uk − Sξuk∣∣.
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Ω ′r
ψ
∣∣vk − Sξ vk∣∣(·, t0) − ∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣(·,0)
 d2
t0∫
0
∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣+Lg t0∫
0
∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣
−
t0∫
0
∫
Ω ′r
αkψ sign
(
vk − Sξ vk
)(
F
(
uk, vk
)− F (Sξuk,Sξ vk)).
Combining the two previous inequalities, we get∫
Ω ′r
(∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣)(·, t0)ψ

∫
Ω ′r
(∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣)(·,0)ψ
+ d1
t0∫
0
∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣+ d2
α
t0∫
0
∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣
+L f
t0∫
0
∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣+ Lg
α
t0∫
0
∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣− t0∫
0
∫
Ω ′r
kE(uk, vk)ψ,
where E(uk, vk) denotes the following quantity(
sign
(
uk − Sξuk
)+ sign(vk − Sξ vk))(F (uk, vk)− F (Sξuk,Sξ vk)).
Next we show that
E(uk, vk) 0 (8)
a.e. in Ω ′r × (0, T ). Indeed, we can check that E(uk, vk) is equal to∣∣F (uk, vk)− F (Sξuk, vk)∣∣︸ ︷︷ ︸
E1
+ (F (uk, vk)− F (Sξuk, vk)) sign(vk − Sξ vk)︸ ︷︷ ︸
E2
+ (F (Sξuk, vk)− F (Sξuk,Sξ vk)) sign(uk − Sξuk)︸ ︷︷ ︸
E3
+ ∣∣F (Sξuk, vk)− F (Sξuk,Sξ vk)∣∣︸ ︷︷ ︸
E4
,
with E1 + E2  0 and E3 + E4  0.
From inequality (8) we deduce the inequality∫
Ω ′r
(∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣)(·, t0)ψ  ∫
Ω ′r
(∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣)(·,0)ψ
+ d1
t0∫
0
∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣+ d2
α
t0∫
0
∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣
+max(L f ,Lg)
t0∫
0
∫
′
(∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣)ψ.
Ωr
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d1
t0∫
0
∫
Ω ′r
ψ
∣∣uk − Sξuk∣∣ d1
( T∫
0
∫
Ω ′r
∣∣uk − Sξuk∣∣2
)1/2( T∫
0
∫
Ω ′r
|ψ |2
)1/2

√
c1d1
( T∫
0
∫
Ω ′r
|ψ |2
)1/2
|ξ |,
d2
t0∫
0
∫
Ω ′r
ψ
∣∣vk − Sξ vk∣∣ d2( T∫
0
∫
Ω ′r
∣∣vk − Sξ vk∣∣2)1/2( T∫
0
∫
Ω ′r
|ψ |2
)1/2

√
c2d2
( T∫
0
∫
Ω ′r
|ψ |2
)1/2
|ξ |.
Thus we obtain
∫
Ω ′r
Aξ (·, t0)ψ 
∫
Ω ′r
Aξ (·,0)ψ + (
√
c1d1 +
√
c2d2 )
( T∫
0
∫
Ω ′r
|ψ |2
)1/2
|ξ | +max(L f ,Lg)
t0∫
0
∫
Ω ′r
Aξψ,
with
Aξ :=
∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣.
Applying Gronwall’s lemma to the previous inequality, we ﬁnally get
∫
Ω ′r
Aξ (·, t0)ψ 
( ∫
Ω ′r
Aξ (·,0)ψ + (
√
c1d1 +
√
c2d2 )
√√√√√√
T∫
0
∫
Ω ′r
|ψ |2|ξ |
)
emax(L f ,Lg)t0 .
Now for d2 ∈ (0, D] (which may be assumed as we focus on the behaviour of the system for vanishing diffusion
d2 → 0), since Ωr ⊂ Ω ′r and ψ = 1 on Ωr , we get
∫
Ωr
∣∣uk − Sξuk∣∣+ 1
α
∣∣vk − Sξ vk∣∣
( ∫
Ω ′r
Aξ (·,0)ψ +
(√
c1d1 +
√
c2D
)√√√√√√
T∫
0
∫
Ω ′r
|ψ |2|ξ |
)
emax(L f ,Lg)t0 .
We have therefore completed the proof with G(ξ) being equal to the right-hand side of this inequality.
◦ Proof of (ii). Let us introduce a cut-off function ψ ∈ C∞0 (Ω ′r) such that 0ψ  1 in Ω ′r , ψ ≡ 1 in Ωr . Then
T−τ∫
0
∫
Ω ′r
∣∣Tτ uk − uk∣∣2ψ = T−τ∫
0
∫
Ω ′r
([Tτ uk − uk](x, t) t+τ∫
t
∂tu(x, s)ds
)
ψ(x)dxdt
=
T−τ∫
0
∫
Ω ′r
([Tτ uk − uk](x, t) τ∫
0
∂tu(x, t + s)ds
)
ψ(x)dxdt
= I1 + I2 + I3,
with
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τ∫
0
T−τ∫
0
∫
Ω ′r
[Tτ uk − uk](x, t)d1uk(x, t + s)ψ(x)dxdt ds,
I2 :=
τ∫
0
T−τ∫
0
∫
Ω ′r
[Tτ uk − uk](x, t) f (uk(x, t + s))ψ(x)dxdt ds,
I3 := −
τ∫
0
T−τ∫
0
∫
Ω ′r
[Tτ uk − uk](x, t)k[F (uk, vk)](x, t + s)ψ(x)dxdt ds.
Since ψ vanishes on ∂Ω ′r , one has
I1 −d1
τ∫
0
T−τ∫
0
∫
Ω ′r
∇[Tτ uk − uk](x, t)∇uk(x, t + s)ψ(x)dxdt ds
− d1
τ∫
0
T−τ∫
0
∫
Ω ′r
[Tτ uk − uk](x, t)∇uk(x, t + s) · ∇ψ(x)dxdt ds.
The right-hand side can be split into four terms:
I(1)1 = −d1
τ∫
0
T−τ∫
0
∫
Ω ′r
∇(Tτ uk)(x, t)∇uk(x, t + s)ψ(x)dxdt ds,
I(2)1 = d1
τ∫
0
T−τ∫
0
∫
Ω ′r
∇uk(x, t)∇uk(x, t + s)ψ(x)dxdt ds,
I(3)1 = −d1
τ∫
0
T−τ∫
0
∫
Ω ′r
(Tτ uk)(x, t)∇uk(x, t + s) · ∇ψ(x)dxdt ds,
I(4)1 = d1
τ∫
0
T−τ∫
0
∫
Ω ′r
uk(x, t)∇uk(x, t + s) · ∇ψ(x)dxdt ds.
Then, by the Cauchy–Schwarz inequality, using the property ψ  1 and recalling that Ts f := f (·, · + s), we have
I(1)1  d1
τ∫
0
( T−τ∫
0
∫
Ω ′r
∣∣∇(Tτ uk)∣∣2
)1/2( T−τ∫
0
∫
Ω ′r
∣∣∇(Tsuk)∣∣2
)1/2
ds.
Simple computations allow us to control each term of the product:
T−τ∫
0
∫
Ω ′r
∣∣∇(Tτ uk)∣∣2  T−τ∫
0
∫
Ω ′r
Tτ
(∣∣∇uk∣∣2) T∫
0
∫
Ω ′r
∣∣∇uk∣∣2,
and, for any s ∈ (0, τ ),
T−τ∫
0
∫
Ω ′r
∣∣∇(Tsuk)∣∣2  T−τ∫
0
∫
Ω ′r
Ts
(∣∣∇uk∣∣2) T∫
0
∫
Ω ′r
∣∣∇uk∣∣2,
so that we ﬁnally get
I(1)1  d1τ
T∫
0
∫
′
∣∣∇uk(·,·)∣∣2.
Ωr
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I(2)1  d1τ
T∫
0
∫
Ω ′r
∣∣∇uk(·,·)∣∣2.
As 0 uk  1, we have also
I(3)1  d1‖∇ψ‖L∞(Ω ′r)
τ∫
0
( T−τ∫
0
∫
Ω ′r
∣∣∇(Tsuk)∣∣)ds
 d1‖∇ψ‖L∞(Ω ′r)
τ∫
0
( T∫
0
∫
Ω ′r
∣∣∇uk∣∣)ds
 d1‖∇ψ‖L∞(Ω ′r)τ
T∫
0
∫
Ω ′r
∣∣∇uk∣∣.
With similar arguments, we have
I(4)1  d1‖∇ψ‖L∞(Ω ′r)τ
T∫
0
∫
Ω ′r
∣∣∇uk∣∣.
The combination of the previous inequalities yields
I1  2d1τ
T∫
0
∫
Ω ′r
∣∣∇uk∣∣2 + 2d1‖∇ψ‖L∞(Ω ′r)τ
T∫
0
∫
Ω ′r
∣∣∇uk∣∣
 2
(
1+ T meas(Ω)‖∇ψ‖L∞(Ω ′r)
)
τd1
T∫
0
∫
Ω ′r
∣∣∇uk∣∣2
 2
(
1+ T meas(Ω)‖∇ψ‖L∞(Ω ′r)
)
c1τ .
The other terms are easier to handle: using the L∞-bounds in the integral, we get
I2 
(
2‖ f ‖L∞(0,1) meas(Ω)T
)
τ ,
and, using Lemma 1,
I3  2c0τ .
Thus, we have obtained the estimate on the left-hand side of (ii) with the constant:
c3 :=
(
1+ 2T meas(Ω)‖∇ψ‖L∞(Ω ′r)
)
c1 + 2‖ f ‖L∞(0,1) meas(Ω)T + 2c0.
An L2-estimate for vk can be obtained in a similar way (note that the boundary condition for uk or vk does not play
any role in the proof, due to the use of a cut-off function). As a consequence, the desired L1-estimate immediately
follows. Note that the proof is even simpler for d2 = 0.
◦ Proof of (iii). Let ε be arbitrary. Since uk and vk are bounded by 1, there exist r0 > 0 and τ0 > 0 such that for 0 r  r0
and 0 τ  τ0,
T∫
T−τ
∫
Ω
∣∣uk∣∣2  ε, T∫
0
∫
Ω\Ωr
∣∣uk∣∣2  ε,
and similar inequalities hold for vk in the L1-norm. 
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in the case d2 = 0, corresponding to the PDE/ODE system. Thus, we have:
Lemma 4 (Convergence results). Let k > 0 be ﬁxed. There exists a pair (uk, v
k
) ∈ (L∞(Q T ; [0,1]))2 such that, up to a subsequence,
uk → uk in L2(Q T ),
vk → vk in L1(Q T ),
uk − u ⇀ uk − u in L2
(
0, T ; H10(Ω)
)
,
as d2 → 0.
Proof. We apply the Riesz–Fréchet–Kolmogoroff theorem2: we deduce from Proposition 3 that the sequence (uk, vk) is
relatively compact in L2(Q T ) × L1(Q T ) which, together with the properties of (uk, vk), implies that there exist functions
(uk, v
k
) ∈ (L∞(Q T ; [0,1]))2 such that, up to a subsequence, (uk, vk) strongly converge to (uk, vk) in L2(Q T ) × L1(Q T ).
Since Q T is a bounded domain, we easily check that vk strongly converges to vk in L
2(Q T ). The weak convergence in
L2(0, T ; H10(Ω)) follows from the estimate on ∇uk (see Proposition 2). 
The previous convergence result allows us to conclude this section with the well-posedness of the PDE/ODE system:
existence is obtained by using simple convergence procedure, thanks to Lemma 4, whereas uniqueness of the solution has
to be investigated in an independent way, as a consequence of a comparison principle.
Theorem 2. Let d2 = 0 and k > 0. Problem (Pk) admits a unique weak solution(
uk, vk
) ∈ W 2,12 (Q T ) × C0,1([0, T ]; L∞(Ω)),
which means that it satisﬁes
∫ ∫
Q T
uk∂tψ +
∫ ∫
Q T
{
d1u
kψ + ( f (uk)− kF (uk, vk))ψ}= −∫
Ω
u0ψ(·,0) +
T∫
0
∫
∂Ω
u∂nψ, (9)
∫ ∫
Q T
vk∂tψ +
∫ ∫
Q T
(
g
(
vk
)− αkF (uk, vk))ψ = −∫
Ω
v0ψ(·,0) (10)
for all ψ ∈FT := {ψ ∈ C2,1(Q T ), ψ(·, T ) = 0 on Ω and ψ = 0 on ∂Ω × [0, T ]}. Moreover, one has
0 uk, vk  1.
Proof. Existence of a solution follows from the convergence result stated in Lemma 4 applied to the formulations (1)
and (2). In particular, strong convergence results in L2(Q T ) allow us to pass to the limit with respect to d2 in the nonlinear
terms. Uniqueness of the solution is a straightforward consequence of the following comparison principle (Lemma 5). 
Lemma 5. Let d2 = 0 and k > 0. Let (u, v) and (u˜, v˜) be two solutions of (Pk) with different boundary and initial data. In particular,
assume the following:
(i) u, u˜ ∈ W 2,1(Q T ) and v, v˜ ∈ C([0, T ]; L∞(Ω)),
(ii) (u, v) and (u˜, v˜) satisfy
2 Let F be a bounded subset of Lp(Q T ) with 1 p < +∞. Suppose that
(i) for any ε > 0 and any subset ω Q T , there exists a positive constant δ < dist(ω, ∂Q T ) such that
∥∥ f (· + (ξ,0))− f (·)∥∥Lp (ω) + ∥∥ f (· + (0, τ ))− f (·)∥∥Lp (ω) < ε
for all ξ , τ and f ∈F satisfying |ξ | + |τ | < δ,
(ii) for any ε > 0, there exists ω Q T such that ‖ f ‖Lp (Q T \ω) < ε for all f ∈F .
Then F is precompact in Lp(Q T ).
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∂tu = d1u + f (u) − kF (u, v), in Q T ,
∂t uˆ = d1uˆ + f (uˆ) − kF (uˆ, vˆ), in Q T ,
∂t v = g(v) − αkF (u, v), in Q T ,
∂t vˆ = g(vˆ) − αkF (uˆ, vˆ), in Q T ,
u(·,0) uˆ(·,0), on Ω,
v(·,0) vˆ(·,0), on Ω,
u  uˆ, on ∂Ω × (0, T ].
Then u  u˜ and v  v˜ in Q T .
Proof. We set U = u − uˆ and V = v − vˆ . Then, we subtract the ﬁrst two equations to obtain
0 = ∂tU − d1U − f (u) + f (uˆ) + k
(
F (u, v) − F (uˆ, v))− k(F (uˆ, vˆ) − F (uˆ, v)),
which we multiply by −U− (with U− = max(0,−U )) and integrate over Ω × (t0, t). This yields
0 = 1
2
∫
Ω
∣∣U−∣∣2(·, t) − 1
2
∫
Ω
∣∣U−∣∣2(·, t0) + d1 t∫
t0
∫
Ω
∣∣∇U−∣∣2 − t∫
t0
∫
Ω
U−
(
f (uˆ) − f (u))
+
t∫
t0
∫
Ω
k
(
F (u, v) − F (uˆ, v))(−U−)− t∫
t0
∫
Ω
k
(
F (uˆ, vˆ) − F (uˆ, v))(−U−).
We obviously have that
t∫
t0
∫
Ω
∣∣∇U−∣∣2  0.
Note that, since F is nondecreasing in u,
t∫
t0
∫
Ω
k
(
F (u, v) − F (uˆ, v))(−U−) 0.
Also note that
−
t∫
t0
∫
Ω
U−
(
f (uˆ) − f (u))−L f t∫
t0
∫
Ω
∣∣U−∣∣2,
where L f denotes the Lipschitz constant of f . Moreover, using the monotonicity of F with respect to its second argument
as well as its Lipschitz continuity, one has
t∫
t0
∫
Ω
k
(
F (uˆ, vˆ) − F (uˆ, v))U− −γ t∫
t0
∫
Ω
kV+U−,
so that we obtain
1
2
∫
Ω
∣∣U−∣∣2(·, t) − 1
2
∫
Ω
∣∣U−∣∣2(·, t0) − t∫
t0
∫
Ω
γ kV+U− −L f
t∫
t0
∫
Ω
∣∣U−∣∣2  0.
Letting t0 → 0 and applying Cauchy–Schwarz inequality, we obtain
1
2
∫
Ω
∣∣U−∣∣2(·, t) t∫
0
∫
Ω
(
(γ k +L f )
∣∣U−∣∣2 + γ k∣∣V+∣∣2).
Using a similar procedure with respect to V , we get
1
2
∫ ∣∣V+∣∣2(·, t) t∫ ∫ (αγ k∣∣U−∣∣2 + (αγ k +Lg)∣∣V+∣∣2),
Ω 0 Ω
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constant K := K (α,γ ,k,L f ,Lg) such that∫
Ω
(∣∣U−∣∣2(·, t) + ∣∣V+∣∣2(·, t)) K t∫
0
∫
Ω
(∣∣U−∣∣2 + ∣∣V+∣∣2).
Finally we deduce from Gronwall’s lemma that U− = V+ = 0. 
Remark 1. The previous results show that Problem (Pk) for d2 = 0 can be obtained as a limit of Problem (Pk) for d2 > 0;
although the functional frameworks are different (due to the loss of regularity when the diffusion vanishes), the corre-
sponding solutions have similar properties. Some of the results which have been proved for d2 > 0 may be extended to the
PDE/ODE system: in particular Lemma 1, Eq. (4) in Proposition 2, and Proposition 3 still hold in the case d2 = 0.
Remark 2. Eqs. (1)–(2) on the one hand and Eqs. (9)–(10) on the other hand show that the weak formulations of both
problems are identical, which allows us to treat both cases in the same way. In particular, for convenience, we will denote
(uk, vk) the unique solution of Problem (Pk), d2  0.
3. Asymptotic analysis: The fast reaction limit
3.1. Derivation of the fast reaction problem
Now we focus on the behaviour of the unique solution (uk, vk) of Problem (Pk) (for d2  0) in the sense of Theorems 1
and 2. As we noticed before, uniform estimates stated in Section 2 allow us to lead the asymptotic study with respect to k.
Lemma 6 (Convergence results). Let d2  0. There exists a pair (u, v) ∈ (L∞(Q T ; [0,1]))2 such that, up to a subsequence,
uk → u in L2(Q T ),
vk → v in L1(Q T ),
uk − u ⇀ u − u in L2(0, T ; H10(Ω)),
as k → +∞.
Proof. We apply again the Riesz–Fréchet–Kolmogoroff theorem: in particular, Proposition 3 has been proved in the case
d2 > 0 but it can be easily extended to the case d2 = 0 since the estimates are uniform with respect to d2 (see Remark 1).
We deduce from Proposition 3 that the sequence (uk, vk) is relatively compact in L2(Q T ) × L1(Q T ). Consequently, also in
view of the properties of (uk, vk), there exist functions (u, v) ∈ (L∞(Q T ; [0,1]))2 such that, up to a subsequence, (uk, vk)
strongly converges to (u, v) in L2(Q T )× L1(Q T ). Since Q T is a bounded domain, we easily check that vk strongly converges
to v in L2(Q T ). The weak convergence follows from the estimate on ∇uk (see Eq. (4) in Proposition 2). 
Next we prove that, in the limit k → +∞, the two biological populations are segregated or, in other words, that their
habitats are disjoint.
Lemma 7 (Disjoint habitats). Let d2  0. One has:
uv = 0, a.e. in Q T .
Proof. By Lemma 1 (which has been proved in the case d2 > 0 but is easily extended to the case d2 = 0 since the estimates
are uniform in d2) and by Lemma 6, we deduce that F (u, v) = 0 from the fact that F is nonnegative on (0,1) × (0,1).
Furthermore, by Assumption 1, either u = 0 or v = 0, which concludes the proof. 
Lemma 7 shows the segregating effect of fast reaction: for ﬁxed k > 0, we have in general a mixture of the two popula-
tions in the whole domain, whereas the habitats tend to spatially segregate as k becomes large. At the limit, the competition
process concentrates on a free boundary. Now, let us focus on the behaviour of the two species at the boundary of the ﬁnite
domain:
Proposition 8. Let d2 > 0 and let γ be the trace on the boundary ∂Ω × (0, T ); we have that
γ
(
uk − v
k
α
)
⇀ u in L2
(
∂Ω × (0, T )),
as k → +∞.
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where the constants c5 and c6 do not depend on k. Therefore,
uk ⇀ u, vk ⇀ v in L2
(
0, T ; H1(Ω)),
as k → +∞. Thus, by linearity of the trace operator, we have that
γ
(
uk − v
k
α
)
⇀ u − γ (v)
α
in L2
(
∂Ω × (0, T )).
Moreover, since ∇(uv) = v∇u + u∇v ∈ L2(Q T ), uv ∈ L2(0, T ; H1(Ω)) and, more precisely, we have that the trace of uv on
∂Ω × (0, T ) is well deﬁned;
γ (uv) = uγ (v) = 0.
Since u is a positive function, we conclude that γ (v) = 0. 
Next we focus on the derivation of the limit problem. To this aim we take uk − vk/α as a new unknown function and
state the following result:
Proposition 9. For d2  0, the function pair (u, v) deﬁned in Lemma 6 (i.e. obtained as the fast reaction limit of (uk, vk)) satisﬁes the
following weak formulation
−
∫ ∫
Q T
(
u − v
α
)
∂tψ −
∫
Ω
(
u0 − v0
α
)
ψ(·,0) = −
T∫
0
∫
∂Ω
u∂nψ +
∫ ∫
Q T
{(
d1u − d2 v
α
)
ψ +
(
f (u) − g(v)
α
)}
,
for all ψ ∈FT := {ψ ∈ C2,1(Q T ), ψ(·, T ) = 0 on Ω, ψ = 0 on ∂Ω × [0, T ]}.
Proof. For d2 > 0 (resp. d2 = 0), divide Eq. (2) (resp. Eq. (10)) by α and subtract this equation from Eq. (1) (resp. Eq. (9)).
In both cases, this yields
−
∫ ∫
Q T
(
uk − v
k
α
)
∂tψ −
∫
Ω
(
u0 − v0
α
)
ψ(·,0)
=
∫ ∫
Q T
{(
d1u
k − d2 v
k
α
)
ψ +
(
f
(
uk
)− g(vk)
α
)}
−
T∫
0
∫
∂Ω
(
d1u − d2 v
k
α
)
∂nψ (13)
for all ψ ∈FT := {ψ ∈ C2,1(Q T ), ψ(·, T ) = 0 on Ω, ψ = 0 on ∂Ω × [0, T ]}. Note that in Eq. (13) the boundary term should
be read as
T∫
0
∫
∂Ω
(
d1u − d2 v
k
α
)
∂nψ, if d2 > 0,
T∫
0
∫
∂Ω
d1u∂nψ, if d2 = 0,
since the value of vk may be undeﬁned on the boundary if d2 = 0. We let k → +∞ in Eq. (13). In particular, by Proposi-
tion 8, in both cases, the boundary term converges to
−
T∫
0
∫
∂Ω
d1u∂nψ.
In view of the strong L2 convergence result (see Lemma 6), the weak formulation is obtained by considering the corre-
sponding limits in the linear and nonlinear integral terms. 
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wk = uk − 1
α
vk, w = u − 1
α
v. (14)
The key idea is that, because of the segregation property, function w completely characterizes the two unknown functions u
and v . Indeed, we deduce from Lemmas 6 and 7 that there exists w ∈ L∞(Q T ) such that the following strong convergence
results hold:
uk − v
k
α
→ w, u = w+, v = αw−.
This suggests the deﬁnition of the following nonlinear diffusion operator and source terms:
Deﬁnition 4. We deﬁne
D(s) :=
{
d1s if s 0,
d2s if s < 0,
h(s) :=
{
f (s) if s 0,
− g(−αs)α if s < 0.
It suggests the deﬁnition of the limit problem:
(P0)
⎧⎨⎩
∂t w = D(w) + h(w), in Ω × (0, T ],
D(w) =D(u), on ∂Ω × (0, T ],
w(·,0) = w0 := u0 − v0/α, on Ω.
Remark 3. We remark that, since the function D is inversible, the boundary condition is a Dirichlet condition: indeed,
D(u) = d1u so that D(w) = w+ and we get
w+ = u = u, αw− = v = 0, on ∂Ω × (0, T ),
so that the segregation principle is also valid on the boundary of Ω .
The way to analyze this problem relies on the following deﬁnition:
Deﬁnition 5. A function w is a weak solution of Problem (P0) if it satisﬁes
(i) w ∈ L∞(Ω ×R+),
(ii) for all T > 0,
∫ ∫
Q T
(
w∂tψ +D(w)ψ + h(w)ψ
)= T∫
0
∫
∂Ω
D(u)∂nψ −
∫
Ω
w0ψ(·,0),
for all ψ ∈FT := {ψ ∈ C2,1(Q T ), ψ(·, T ) = 0 on Ω, ψ = 0 on ∂Ω × [0, T ]}.
In the next subsection we will prove that function w deﬁned by Eq. (14) is the unique weak solution of Problem (P0);
we will see below how Problem (P0) can be expressed as a free boundary problem.
3.2. Well-posedness of the limiting free boundary problem (P0)
Theorem 3 (Existence of a weak solution). Function w deﬁned by Eq. (14) is a weak solution of Problem (P0).
Proof. This result is a straightforward consequence of Deﬁnition 5 and Proposition 9. 
Before proving the uniqueness result, we introduce the auxiliary problem:
(A)
⎧⎨⎩
∂tψ + σψ = η, in Q T ,
ψ = 0, on ∂Ω × (0, T ),
ψ(·, T ) = 0, on Ω,
and show the following preliminary result.
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σ  σ > 0 in Q T . Then there exists a unique solution ψ ∈ C2,1(Q T ) of Problem (A). It satisﬁes∫ ∫
Q T
σ(ψ)2  4T
∫ ∫
Q T
|∇η|2. (15)
|ψ | T − t in Q T , (16)∫ ∫
Q T
(ψ)2  T meas(Ω)
σ 2
. (17)
Proof. Let us prove the existence and uniqueness result. Since σ is bounded away from zero, Problem (A) is a uniformly
parabolic problem in which the time variable is reversed, and since both σ and η are smooth functions, Problem (A) has a
unique solution ψ ∈FT , with
FT :=
{
v ∈ C2,1(Q T ), v = 0 on ∂Ω × [0, T ], v(·, T ) = 0 on Ω
}
.
In order to prove inequality (15), we multiply the main equation of Problem (A) by ψ and integrate by parts. This gives
for all t ∈ (0, T )
1
2
∫
Ω
∣∣∇ψ(·,0)∣∣2 − 1
2
∫
Ω
∣∣∇ψ(·, t)∣∣2 + t∫
0
∫
Ω
σ |ψ |2 = −
t∫
0
∫
Ω
∇η∇ψ, (18)
which implies in particular that
1
2
∫
Ω
∣∣∇ψ(·,0)∣∣2 + T∫
0
∫
Ω
σ |ψ |2 = −
T∫
0
∫
Ω
∇η∇ψ,
and that
1
2
∫
Q T
|∇ψ |2  T
2
∫
Ω
∣∣∇ψ(·,0)∣∣2 + T ∫
Q T
σ |ψ |2 + T
∫
Q T
|∇η∇ψ |.
This implies that
1
2
∫
Q T
|∇ψ |2  2T
∫
Q T
|∇η∇ψ |. (19)
Next, we use the Cauchy–Schwarz inequality( ∫
Q T
|∇η∇ψ |
)2

∫
Q T
|∇η|2
∫
Q T
|∇ψ |2,
in which we substitute Eq. (19) to obtain( ∫
Q T
|∇η∇ψ |
)2
 4T
∫
Q T
|∇η|2
∫
Q T
|∇η∇ψ |.
Therefore,∫
Q T
|∇η∇ψ | 4T
∫
Q T
|∇η|2,
which together with Eq. (18) (with t = T ) implies inequality (15). Inequalities (16)–(17) can be proved as in [4]. 
Lemma 11 (Technical result). Assume that d2  0. Let wi , i ∈ {1,2}, be two solutions of Problem (P0) with initial conditions w(i)0 .
Then, ∫ ∫
Q T
|w1 − w2| T
∫
Ω
∣∣w(1)0 − w(2)0 ∣∣+ ∫ ∫
Q T
(T − t)∣∣h(w1) − h(w2)∣∣. (20)
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q(x, t) :=
{ D(w1(x,t))−D(w2(x,t))
w1(x,t)−w2(x,t) if w1(x, t) = w2(x, t),
min(d1,d2) otherwise.
Note that
min(d1,d2) q(x, t)max(d1,d2) in Q T .
It follows from Deﬁnition 5 that for all ψ ∈FT ,∫ ∫
Q T
{
w˜(∂tψ + qψ) + zψ
}= −∫
Ω
w˜0ψ(·,0). (21)
Now let n ∈N. Using molliﬁers one can ﬁnd a smooth function qn such that
‖qn − q‖L2(Q T ) 
1
n
, min(d1,d2) qn(x, t)max(d1,d2) in Q T .
Additionally, we deﬁne q˜n = qn + 1/n. Then,
min(d1,d2) + 1
n
 q˜n max(d1,d2) + 1
n
in Q T ,
so that∫ ∫
Q T
(q˜n − q)2
q˜n
 2
(∫ ∫
Q T
(q˜n − qn)2
q˜n
+ (qn − q)
2
q˜n
)
 2
n
(
T meas(Ω) + 1).
Fix η ∈ C∞0 (Q T ) with |η| 1 and let ψn be the solution of Problem (A) with the same function η and function σ replaced
by q˜n . Setting ψ = ψn in (21) gives∫ ∫
Q T
{
w˜(∂tψn + qψn) + zψn
}− ∫
Ω
w˜0ψn(·,0) = 0,
and hence, since
∂tψn + q˜nψn = η,
we obtain∫ ∫
Q T
w˜η =
∫ ∫
Q T
{
w˜(q˜n − q)ψn − zψn
}+ ∫
Ω
w˜0ψn(·,0),
and consequently∣∣∣∣∫ ∫
Q T
w˜η
∣∣∣∣ ∫ ∫
Q T
|zψn| +
∫
Ω
∣∣w˜0ψn(·,0)∣∣+ ∫ ∫
Q T
∣∣w˜(q − qn)ψn∣∣. (22)
Next we analyze each term of the right-hand side of inequality (22) to obtain
• by Proposition 10 (see inequality (16)),∫ ∫
Q T
|zψn|
∫ ∫
Q T
(T − t)|z|;
• by Proposition 10 (see Eq. (16) in t = 0),∫
Ω
∣∣w˜0ψn(·,0)∣∣ T ∫
Ω
|w˜0|;
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Q T
∣∣w˜(q˜n − q)ψn∣∣ ‖w˜‖L∞(Q T )
√√√√∫∫
Q T
(q˜n − q)2
q˜n
√√√√∫∫
Q T
q˜n(ψ)2
 2
√√√√8T
n
(
T meas(Ω) + 1) ∫ ∫
Q T
|∇η|2.
Now letting n → +∞ in inequality (22) gives∣∣∣∣∫ ∫
Q T
w˜η
∣∣∣∣ ∫ ∫
Q T
(T − t)|z| + T
∫
Ω
|w˜0|, (23)
for each η ∈ C∞0 (Q T ) with |η| 1. Next we take as the functions η the elements of a subsequence {ηk}k∈N such that {ηk}
converges to sign(w˜) in L1(Q T ) as k → ∞. Passing to the limit in (23) yields∫ ∫
Q T
|w˜|
∫ ∫
Q T
(T − t)|z| + T
∫
Ω
|w˜0|,
which completes the proof. 
Theorem 4 (Uniqueness of the weak solution). Assume that d2  0. There exists at most one weak solution w of Problem (P0) and the
whole sequence (uk, vk) converges to (u, v) = (w+,αw−).
Proof. Suppose that w1 and w2 are two weak solutions of Problem (P0) with initial data w(1)0 and w(2)0 . Since h is locally
Lipschitz continuous on R, there exists a constant L such that∣∣h(w1) − h(w2)∣∣ L|w1 − w2| in Q T .
Applying (20) with Q T replaced by Ω × (t0, t0 + τ ) gives
t0+τ∫
t0
∫
Ω
|w1 − w2| τ
∫
Ω
∣∣w1(·, t0) − w2(·, t0)∣∣+ t0+τ∫
t0
∫
Ω
(t0 + τ − t)
∣∣h(w1) − h(w2)∣∣
 τ
∫
Ω
∣∣w1(·, t0) − w2(·, t0)∣∣+ τ L t0+τ∫
t0
∫
Ω
(t0 + τ − t)|w1 − w2|,
from which it follows that, for all τ  (2L)−1,
t0+τ∫
t0
∫
Ω
|w1 − w2| 2τ
∫
Ω
∣∣w1(·, t0) − w2(·, t0)∣∣. (24)
Let
t˜ := sup{t ∈ [0, T ], w1(·, s) = w2(·, s) for 0 s t}
and assume that t˜ < T . Let
t0 :=
{
0 if t˜ = 0,
t˜ − ε if t˜ > 0 with ε < min( t˜, (2L)−1).
Then w1(·, t0) = w2(·, t0) so that by (24),
w1 = w2 on Ω × (t0, t0 + τ )
with τ ∈ [0,min{(2L)−1, T − t0}], which contradicts the deﬁnition of t˜ . Therefore, Problem (P0) has at most one weak
solution w . To complete the proof, we remark that the functions u = w+ and v = αw− are uniquely deﬁned as well. 
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The previous results highlight the fact that the same expression of the limit free boundary problem holds in both cases
that d2 > 0 and d2 = 0. In the next section, we present a strong form of the limit free boundary problem, under a simple
regularity assumption of the free boundary.
4. Behaviour of the free boundary
4.1. Strong formulation and interface jump conditions
Next we show that under suitable regularity assumptions (P0) can be more explicitly written as a free boundary prob-
lem, where the free boundary is the level set where w = 0. This free boundary formulation uniﬁes those either in the case
d2 > 0 or in the case that d2 = 0.
Theorem 5 (Free boundary problem under the regularity assumption). Let w be the unique solution of Problem (P0). Suppose that
T ∗ > 0 is such that for all t ∈ [0, T ∗], there exists a closed hypersurface Γ (t), and two subdomains Ωu(t), Ωv (t) such that (see Fig. 1)
Ω = Ωu(t) ∪ Ωv(t), Γ (t) = Ωu(t) ∩ Ωv(t),
and
w(·, t) > 0, on Ωu(t),
w(·, t) < 0, on Ωv(t).
Assume furthermore that t → Γ (t) is smooth enough and that (u, v) := (w+,αw−) is smooth up to Γ (t), then u and v satisfy
(P0)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tu = d1u + f (u), in Qu :=
⋃
t∈[0,T ∗]
{
Ωu(t) × {t}
}
,
∂t v = d2v + g(v), in Q v :=
⋃
t∈[0,T ∗]
{
Ωv(t) × {t}
}
,
[u] = d2[v] = 0, on Γ :=
⋃
t∈[0,T ∗]
{
Γ (t) × {t}},
[v]Vn = α
[
d1∂nu − d2
α
∂nv
]
, on Γ :=
⋃
t∈[0,T ∗]
{
Γ (t) × {t}},
u = u, on ∂Ω × [0, T ∗],
u(·,0) =
[
u0 − v0
α
]+
, in Ω,
v(·,0) = α
[
u0 − v0
α
]−
, in Ω,
where [·] denotes the jump across Γ (t) from Ωu(t) to Ωv(t), n denotes the outward normal unit vector from Ωu(t) to Ωv(t) (see
Fig. 2) and Vn denotes the normal speed of propagation of the free boundary. We use here the convention that all the terms containing
d2 as a factor vanish in the case that d2 = 0.
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Before proving Theorem 5, let us make some comments on the interface jump conditions at the free boundary:
Remark 4. We analyze the behaviour of (u, v) at the boundaries: for this, we will denote by Γu the points of Γ when they
are reached as limits of points of Qu and by Γv the points of Γ when they are reached as limits of points of Q v , so that in
particular [A] = A|Γv − A|Γu , where A is an arbitrary function. This can be rewritten as[
A(·, t)]= lim
→0+
A
(· + nu(t), t)− lim
→0−
A
(· + nu(t), t) on Γ (t).
 First we analyze the jump condition. By the segregation principle, we have
[u] = u|Γv︸︷︷︸
=0
− u|Γu︸︷︷︸
0
, d2[v] = d2v |Γv︸ ︷︷ ︸
0
−d2v |Γu︸ ︷︷ ︸
=0
so that the jump condition reduces to
d1u|Γu = d2v |Γv = 0.
In particular, we have the following properties:
– if d2  0, the function u(·, t) is continuous on Ω , i.e.
u|Γu = u|Γv = 0 on Γ (t);
– if d2 > 0, the function v(·, t) is continuous on Ω , i.e.
v |Γu = v |Γv = 0 on Γ (t);
– if d2 = 0, v(·, t) jumps across Γ (t):
v |Γv = v |Γu = 0 on Γ (t).
The loss of regularity is not surprising since the diffusion process has vanished. This is somehow similar to the loss
of boundary conditions (in a classical sense) when passing from a parabolic problem to a hyperbolic problem by the
vanishing viscosity method (see e.g. [2]).
 Next we consider the Rankine–Hugoniot condition:
[v]Vn = α
[
d1∂nu − d2
α
∂nv
]
.
• If d2 > 0, then the Rankine–Hugoniot reduces a jump condition on the normal derivatives[
d1∂nu − d2
α
∂nv
]
= 0.
• If d2 = 0, then the speed of propagation of the free boundary is given by
[v]Vn = α[d1∂nu] 0.
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−
∫ ∫
Q T
(
u − v
α
)
∂tψ −
∫
Ω
(
u0 − v0
α
)
ψ(·,0)
= −
T∫
0
∫
∂Ω
d1u∂nψ +
∫ ∫
Q T
{(
d1u − d2 v
α
)
ψ +
(
f (u) − g(v)
α
)}
for all ψ ∈ FT := {ψ ∈ C2,1(Q T ), ψ(·, T ) = 0 on Ω and ψ = 0 on ∂Ω × [0, T ]}. Next we consider the time derivative term
and the diffusion term, namely
() = −
∫ ∫
Q T
(
u − v
α
)
∂tψ,
() =
∫ ∫
Q T
(
d1u − d2 v
α
)
ψ.
• Analysis of the time derivative term. Since the space domains depend on time, we have
d
dt
∫
Ωu(t)
uψ =
∫
Ωu(t)
(∂tuψ + u∂tψ) +
∫
Γ (t)
uψVn,
where Vn denotes the speed of propagation of the boundary t → Γ (t). We apply the following convention: when Ωu(t)
increases, then Vn is nonnegative. Moreover, the term u in the boundary integral term should be understood in the following
sense:
u := lim
→0−
u
(· + n(t), t) on Γ (t).
In the same way, taking into account the property nv = −nu = −n, we get
d
dt
∫
Ωv (t)
vψ =
∫
Ωv (t)
(∂t vψ + v∂tψ) −
∫
Γ (t)
vψVn
where the expression v in the boundary integral term should be understood in the following sense:
v := lim
→0+
u
(· + n(t), t) on Γ (t).
Now, since the jump [·] is deﬁned as[
w(·, t)]= lim
→0+
w
(· + n(t), t)− lim
→0−
w
(· + n(t), t) on Γ (t),
integrating in time gives
() = −
∫ ∫
Qu
u∂tψ + 1
α
∫ ∫
Q v
v∂tψ
=
∫ ∫
Qu
∂tuψ − 1
α
∫ ∫
Q v
∂t vψ +
T∫
0
∫
Γ (t)
[
−u + v
α
]
ψVn.
• Analysis of the diffusion term. After two integrations by parts, we get∫ ∫
Qu
uψ =
∫ ∫
Qu
uψ −
T∫
0
∫
Γ (t)
∂nuψ +
T∫
0
∫
∂Ωu(t)
u∂nψ,
∫ ∫
vψ =
∫ ∫
vψ +
T∫ ∫
∂nvψ −
T∫ ∫
v∂nψ,Q v Q v 0 Γ (t) 0 Ωv (t)
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have to be considered in the sense that has been explained before. Moreover, note that, due to the regularity assumption,
one has
Ωu(t) = ∂Ω ∪ Γ (t), Ωv(t) = Γ (t).
Thus, integrating in time gives
() =
∫ ∫
Qu
d1uψ −
∫ ∫
Q v
d2
α
vψ
=
∫ ∫
Qu
d1uψ −
∫ ∫
Q v
d2
α
vψ −
T∫
0
∫
∂Ω
d1u∂nψ +
T∫
0
∫
Γ (t)
[
−d1∂nu + d2
α
∂nv
]
ψ +
T∫
0
∫
Γ (t)
[
−d1u + d2
α
v
]
∂nψ.
• Conclusion of the proof. The computations yield
0 =
∫ ∫
Qu
(
∂tu − d1u − f (u)
)
ψ − 1
α
∫ ∫
Q v
(
∂t v − d2v − g(v)
)
ψ
−
T∫
0
∫
∂Ω
d1(u − u)∂nψ −
∫ ∫
Γ
[
−d1u + d2
α
v
]
∂nψ +
∫ ∫
Γ
([
−u + v
α
]
Vn +
[
−d1∂nu + d2
α
∂nv
])
ψ,
for all ψ ∈ F˜T := {φ ∈ FT , φ(·,0) = 0 on Ω}. Now, by using suitable test-functions with suitable supports, namely ψ ∈
C∞0 (Qu) and ψ ∈ C∞0 (Q v), we obtain
∂tu = d1u + f (u), in Qu, and
∂t v = d2v + g(v), in Q v .
Besides, one has[
−d1u + d2
α
v
]
= 0, on Γ,
which follows from either the continuity in space of u and v if d2 > 0, or the continuity in space of u combined with the
fact that the term d2v does not exist if d2 = 0. By the segregation principle and nonnegativity of u and v , we get
[d1u] =
[
d2
α
v
]
= 0, i.e. [u] = d2[v] = 0.
The remaining term in the initial integral equality allows us to conclude that∫ ∫
Γ
([
−u + v
α
]
Vn +
[
−d1∂nu + d2
α
∂nv
])
ψ = 0, ∀ψ ∈ F˜T ,
which gives[
−u + v
α
]
Vn +
[
−d1∂nu + d2
α
∂nv
]
= 0, on Γ.
Because of the jump condition, this equality reduces to
[v]Vn = α
[
d1∂nu − d2
α
∂nv
]
= 0, on Γ.
The initial condition is obtained by restarting all the previous computations with a slightly modiﬁed space of test-functions:
indeed, considering test-functions in FT , we obtain
0 =
∫ ∫
Qu
(
∂tu − d1u − f (u)
)
ψ − 1
α
∫ ∫
Q v
(
∂t v − d2v − g(v)
)
ψ
−
∫ (
u(·,0) − v(·,0)
α
)
ψ(·,0) +
∫ (
u0 − v0
α
)
ψ(·,0)Ω Ω
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T∫
0
∫
∂Ω
d1(u − u)∂nψ −
∫ ∫
Γ
[
−d1u + d2
α
v
]
∂nψ
+
∫ ∫
Γ
([
−u + v
α
]
Vn +
[
−d1∂nu + d2
α
∂nv
])
ψ,
for all ψ ∈FT . Thanks to the previous computations, we obtain in a straightforward way∫
Ω
{(
u(·,0) − v(·,0)
α
)
−
(
u0 − v0
α
)}
ψ(·,0) = 0 for all ψ ∈FT .
As a consequence,
u(·,0) − v(·,0)
α
= u0 − v0
α
,
which implies that
u(·,0) =
[
u0 − v0
α
]+
, v(·,0) = α
[
u0 − v0
α
]−
. 
4.2. Concentration effect of the interspeciﬁc reaction term
In the previous subsection we have described the behaviour of the species at the free boundary. On each side of this
moving free boundary, intraspeciﬁc reaction–diffusion only involves one species, whereas the interspeciﬁc reaction terms
concentrate on the free boundary, where also the Rankine–Hugoniot type condition is satisﬁed. In order to describe this
concentration effect, we focus on the singular limit as k tends to inﬁnity of the interspeciﬁc reaction term. Previous esti-
mates (see Lemma 1) ensure that, up to a subsequence,
kF
(
uk, vk
)
⇀ μ in the sense of measures.
It remains to identify μ.
Theorem 6 (Singular limit of the interspeciﬁc reaction term). Under the assumptions of Theorem 5, there exists a measure μ such that
kF
(
uk, vk
)
⇀ μ, in the sense of measures as k → ∞.
The measure μ is localized on Γ and is given by
μ(x, t) = 1
1+ α
([d1∂nu + d2∂nv] + [v]Vn)δ(x− ξ(t)),
which we rewrite as
μ(x, t) =
{
1
1+α [(d1∂nu + d2∂nv)(ξ(t), t)]δ(x− ξ(t)), if d2 > 0,
1
α [v(ξ(t), t)]Vnδ(x− ξ(t)), if d2 = 0,
where (x, t) ∈ Q ∗T = Ω × (0, T ∗) and the function t → ξ(t) is a parametrization of the free boundary Γ .
Proof. Deﬁning μk = kF (uk, vk) and taking ψ ∈ C∞0 (Q T ), we have∫ ∫
Q T
μkψ =
∫ ∫
Q T
(
uk∂tψ + d1ukψ + f
(
uk
)
ψ
)
= 1
α
∫ ∫
Q T
(
vk∂tψ + d2vkψ + g
(
vk
)
ψ
)
.
Therefore, letting k → +∞ gives∫ ∫
Q T
μψ =
∫ ∫
Q T
(
u∂tψ + d1uψ + f (u)ψ
)
= 1
α
∫ ∫ (
v∂tψ + d2vψ + g(v)ψ
)
Q T
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∫ ∫
Q T
μψ =
T∫
0
∫
Ωu(t)
(−∂tu + d1u + f (u))︸ ︷︷ ︸
=0
ψ +
T∫
0
∫
Γ (t)
[u]︸︷︷︸
=0
(Vnψ − d1∂nψ) + [d1∂nu]ψ,
α
∫ ∫
Q T
μψ =
T∫
0
∫
Ωv (t)
(−∂t v + d2v + g(v))︸ ︷︷ ︸
=0
ψ +
T∫
0
∫
Γ (t)
[v]Vnψ − d2[v]︸ ︷︷ ︸
=0
∂nψ + [d2∂nv]ψ.
This yields
∫ ∫
Q T
μψ = 1
1+ α
T∫
0
∫
Γ (t)
([d1∂nu + d2∂nv] + [v]Vn)ψ,
which concludes the proof. 
This result highlights the particular behaviour of the two species in the following sense: the fast reaction limit enforces
the segregation of the two populations so that the interspeciﬁc competition effects focus on the free boundary. Thus, the in-
terspeciﬁc reaction is governed by this localized measure whereas each subdomain rules the behaviour of each intraspeciﬁc
(diffusion–)reaction process.
References
[1] S. Anit¸a, V. Capasso, Stabilization of a reaction–diffusion system modelling a class of spatially structured epidemic systems via feedback control,
Nonlinear Anal. Real World Appl. 13 (2012) 725–735.
[2] C. Bardos, A.-Y. Le Roux, J.-C. Nédélec, First order quasilinear equations with boundary conditions, Comm. Partial Differential Equations 4 (1979) 1017–
1034.
[3] M. Conti, V. Felli, Global minimizers of coexistence for competing species, J. Lond. Math. Soc. (2) 83 (2011) 606–618.
[4] E.C. M Crooks, E.N. Dancer, D. Hilhorst, M. Mimura, H. Ninomiya, Spatial segregation limit of a competition–diffusion system with Dirichlet boundary
conditions, Nonlinear Anal. Real World Appl. 5 (2004) 645–665.
[5] E.C.M. Crooks, E.N. Dancer, D. Hilhorst, Fast reaction limit and long time behavior for a competition–diffusion system with Dirichlet boundary condi-
tions, Discrete Contin. Dyn. Syst. Ser. B 8 (2007) 39–44.
[6] E.C.M. Crooks, E.N. Dancer, D. Hilhorst, On long-time dynamics for competition–diffusion systems with inhomogeneous Dirichlet boundary conditions,
Topol. Methods Nonlinear Anal. 30 (2007) 1–36.
[7] E.N. Dancer, Competing species systems with diffusion and large interactions, Rend. Sem. Mat. Fis. Milano 65 (1997) 23–33.
[8] E.N. Dancer, D. Hilhorst, M. Mimura, L.A. Peletier, Spatial segregation limit of a competition–diffusion system, European J. Appl. Math. 10 (1999)
97–115.
[9] E.N. Dancer, K. Wang, Z. Zhang, Uniform Hölder estimate for singularly perturbed parabolic systems of Bose–Einstein condensates and competing
species, J. Differential Equations 251 (2011) 2737–2769.
[10] E.N. Dancer, Z. Zhang, Dynamics of Lotka–Volterra competition systems with large interaction, J. Differential Equations 182 (2002) 470–489.
[11] C.H. Durney, S.O. Case, M. Pleimling, R.K.P. Zia, Saddles, arrows, and spirals: Deterministic trajectories in cyclic competition of four species, Phys. Rev.
E 83 (2011) 051108.
[12] S.-I. Ei, R. Ikota, M. Mimura, Segregating partition problem in competition–diffusion systems, Interfaces Free Bound. 1 (1999) 57–80.
[13] S.-I. Ei, E. Yanagida, Dynamics of interfaces in competition–diffusion systems, SIAM J. Appl. Math. 54 (1994) 1355–1373.
[14] R. Eymard, D. Hilhorst, R. van der Hout, L.A. Peletier, A reaction–diffusion system approximation of a one-phase Stefan problem, in: J.L. Menaldi,
E. Rofman, A. Sulem (Eds.), Optimal Control and Partial Differential Equations, IOS Press, Amsterdam, Berlin, Oxford, Tokyo, Washington, DC, 2001,
pp. 156–170.
[15] L.C. Evans, A convergence theorem for a chemical reaction–diffusion system, Houston J. Math. 6 (1980) 259–267.
[16] A. El Hamidi, M. Garbey, N. Ali, On nonlinear coupled diffusions in competition systems, Nonlinear Anal. Real World Appl. 13 (2012) 1306–1318.
[17] D. Hilhorst, R. van der Hout, M. Mimura, I. Ohnishi, Fast reaction limits and Liesegang bands, in: Free Boundary Problems, in: Internat. Ser. Numer.
Math., vol. 154, Birkhäuser, Basel, 2007, pp. 241–250.
[18] D. Hilhorst, R. van der Hout, M. Mimura, I. Ohnishi, A mathematical study of the one-dimensional Keller and Rubinow model for Liesegang bands,
J. Stat. Phys. 135 (2009) 107–132.
[19] D. Hilhorst, R. van der Hout, L.A. Peletier, The fast reaction limit for a reaction–diffusion system, J. Math. Anal. Appl. 199 (1996) 349–373.
[20] D. Hilhorst, R. van der Hout, L.A. Peletier, Diffusion in the presence of fast reaction: the case of a general monotone reaction term, J. Math. Sci. Univ.
Tokyo 4 (1997) 469–517.
[21] D. Hilhorst, R. van der Hout, L.A. Peletier, Nonlinear diffusion in the presence of fast reaction, Nonlinear Anal. 41 (2000) 803–823.
[22] D. Hilhorst, M. Iida, M. Mimura, H. Ninomiya, A competition–diffusion system approximation to the classical two-phase Stefan problem, Japan J. Indust.
Appl. Math. 18 (2001) 161–180.
[23] J. Hou, Z. Teng, S. Gao, Permanence and global stability for nonautonomous N-species Lotka–Volterra competitive system with impulses, Nonlinear
Anal. Real World Appl. 11 (2010) 1882–1896.
[24] H. Hu, K. Wang, D. Wu, Permanence and global stability for nonautonomous N-species Lotka–Volterra competitive system with impulses and inﬁnite
delays, J. Math. Anal. Appl. 377 (2011) 145–160.
[25] Z. Ling, Q. Tang, Z. Lin, A free boundary problem for two-species competitive model in ecology, Nonlinear Anal. Real World Appl. 11 (2010) 1775–1781.
[26] A. Lunardi, Analytic Semigroups and Optimal Regularity in Parabolic Problems, Progr. Nonlinear Differential Equations Appl., vol. 16, Birkhäuser Verlag,
Basel, 1995.
[27] H. Matano, M. Mimura, Pattern formation in competition–diffusion systems in nonconvex domains, Publ. Res. Inst. Math. Sci. 19 (1983) 1049–1079.
D. Hilhorst et al. / J. Math. Anal. Appl. 390 (2012) 488–513 513[28] M. Mimura, Spatial distribution of competing species, in: Mathematical Ecology, Trieste, 1982, in: Lecture Notes Biomath., vol. 54, Springer, Berlin,
1984, pp. 492–501.
[29] M. Mimura, K. Kawasaki, Spatial segregation in competitive interaction–diffusion equations, J. Math. Biol. 9 (1980) 49–64.
[30] H. Murakawa, H. Ninomiya, Fast reaction limit of a three-component reaction–diffusion system, J. Math. Anal. Appl. 379 (2011) 150–170.
[31] T. Namba, M. Mimura, Spatial distribution of competing populations, J. Theoret. Biol. 87 (1980) 795–814.
[32] N. Shigesada, K. Kawasaki, E. Teramoto, Spatial segregation of interacting species, J. Theoret. Biol. 79 (1979) 83–99.
[33] N. Shigesada, K. Kawasaki, E. Teramoto, The effects of interference competition on stability, structure and invasion of a multispecies system, J. Math.
Biol. 21 (1984) 97–113.
[34] M. Squassina, On the long term spatial segregation for a competition–diffusion system, Asymptot. Anal. 57 (2008) 83–103.
[35] M. Squassina, S. Zuccher, Numerical computations for the spatial segregation limit of some 2D competition–diffusion systems, Adv. Math. Sci. Appl. 18
(2008) 83–104.
[36] Z.-X. Yu, R. Yuan, Traveling waves of delayed reaction–diffusion systems with applications, Nonlinear Anal. Real World Appl. 12 (2011) 2475–2488.
[37] K. Wang, Z. Zhang, Some new results in competing systems with many species, Ann. Inst. H. Poincare Anal. Non Lineaire 27 (2010) 739–761.
