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SUMMARY 
This t h e s i s provides an implemented method of so lv ing the g e n e r a l ­
ized s t o c h a s t i c dec i s ion t r e e problem, where the g e n e r a l i z a t i o n c o n s i s t s 
of a l lowing the du ra t i ons of a c t i v i t i e s to be independent random v a r i a b l e s . 
Such problems a r i s e n a t u r a l l y , for example, in dec id ing how much overca­
p a c i t y to provide in a f a c i l i t y designed for u n c e r t a i n growth in demand. 
A FORTRAN-IV computer program for genera l i zed s t o c h a s t i c dec i s ion 
t r e e s i s provided and documented. Compared with e x i s t i n g dec i s i on t r e e 
a lgo r i t hms , i t s ex tens ions a re (1) the d u r a t i o n s of a c t i v i t i e s may be 
random v a r i a b l e s having any of s e v e r a l p r o b a b i l i t y d i s t r i b u t i o n s , (2) 
rewards or c o s t s may be incur red uniformly throughout a v a r i a b l e - d u r a t i o n 
a c t i v i t y , (3) va r i ances of the p resen t worth along s o l u t i o n pa ths a re r e ­
po r t ed , t ak ing i n t o account the j o i n t ( independent) v a r i a b i l i t i e s of 
t iming and amount, and (4) mean/variance approximation of v a r i a b l e a c t i v ­
i t y d u r a t i o n s i s a l lowed. Extensions 1 and 2 al low c o n s i d e r a t i o n of such 
th ings as extended c o n s t r u c t i o n c o s t s and de lays in ope ra t i ng p r o f i t s 
u n t i l completion of a p r o j e c t ; ex tens ion 3 al lows j o i n t c o n s i d e r a t i o n of 
p r o f i t a b i l i t y and r i s k ; ex tens ion 4 s i m p l i f i e s da t a ga the r ing and model­
ing . 
Proofs of ex tens ions 1, 2, and 3 a re p r e s e n t e d . A s e r i e s of ex­
periments i s presented to demonstrate the high accuracy of the mean/ 
va r i ance a c t i v i t y - d u r a t i o n approximat ion. I t i s shown t h a t the expected 
cos t of a wrong dec i s ion us ing the approximation i s l e s s than 0.009% for 
a wide v a r i e t y of dec i s i on t r e e s t r u c t u r e s of p r a c t i c a l i n t e r e s t where 
X 
i n t e r e s t r a t e s a r e below 24% and the average d u r a t i o n of a c t i v i t i e s i s 




1. Purpose of Research 
The o b j e c t i v e of the work repor ted in t h i s t h e s i s i s to provide 
d e c i s i o n makers with a p r a c t i c a l means for so lv ing dec i s i on t r e e problems 
to maximize the expected p resen t worth where the a c t i v i t i e s ( a rcs ) a r e of 
u n c e r t a i n d u r a t i o n . 
I t i s assumed t h a t the o b j e c t i v e of the dec i s i on maker i s to i den ­
t i f y the opt imal s e t of d e c i s i o n s g iv ing pa ths having maximal expected 
p re sen t worth a t an i n t e r e s t r a t e equal to the "minimum a t t r a c t i v e r a t e 
of r e t u r n . " I t i s f u r t he r assumed that: the dec i s ion maker w i l l want to 
c a l c u l a t e expected p re sen t worths for t h i s s e t of opt imal d e c i s i o n s and 
a l s o for d e c i s i o n s e t s t h a t a r e sub-op t imal , and to c a l c u l a t e the v a r i ­
ance of the p re sen t worth for each dec i s i on s e t . 
To meet these o b j e c t i v e s , convent iona l dec i s i on t r e e methods [ 3 1 , 
32,50,21] r e q u i r e cash flow amounts to be independent random v a r i a b l e s 
wi th known means and v a r i a n c e s , and a c t i v i t y d u r a t i o n s to be f i xed . 
The work r epo r t ed in t h i s t h e s i s provides ex tens ions to conven­
t i o n a l dec i s ion t r e e methods. S p e c i f i c a l l y , we r e l a x the requirement 
t h a t a c t i v i t y du ra t i ons be f i xed , r e q u i r i n g in s t ead t h a t a c t i v i t y du ra ­
t i o n s be independent of each o ther and of the independent cash flow 
amounts. With known p r o b a b i l i t y d i s t r i b u t i o n s of a c t i v i t y d u r a t i o n s , 
exact s o l u t i o n s a r e provided . With known means and v a r i a n c e s of a c t i v i t y 
2 
du ra t i ons where the d i s t r i b u t i o n i s unknown, approximate s o l u t i o n s a r e 
provided. I t i s shown t h a t the e r r o r s a s s o c i a t e d with using the approx i ­
mation for reasonable dec i s ion problems a re n e g l i g i b l y sma l l . 
2 . Background 
This s e c t i o n i s intended to provide the reader wi th a d e f i n i t i o n 
of terms and fundamental r e l a t i o n s h i p s used elsewhere in t h i s t h e s i s . The 
s e c t i o n i s d ivided i n t o two p a r t s . The f i r s t p a r t def ines p re sen t worth 
in terms of both d i s c r e t e and continuous t imes . A d e f i n i t i o n of the min­
imum a t t r a c t i v e r a t e of r e t u r n i s a l s o provided . In the second p a r t a 
d e c i s i o n t r e e i s defined and i s r e l a t e d to a p r o b a b i l i t y network. Both 
the l i n e a r programming and dynamic programming approach to so lv ing d e c i ­
s ion t r e e s i s p resented along with a d e f i n i t i o n of an optimal s o l u t i o n to 
a d e c i s i o n t r e e problem. 
2 .1 P resen t Worth Ca l cu l a t i ons with Var iab le Timing 
Discounted cash flow methods, in which f i n a n c i a l t r a n s a c t i o n s o c ­
cu r r ing a t d i f f e r e n t times a re rendered commensurable by comparing them 
to lending/borrowing t r a n s a c t i o n s a t compound i n t e r e s t , a r e widely used . 
For example, Fremgen [14] found t h a t 135 of 177 surveyed bus ines ses use 
formal d iscounted cash flow methods to eva lua t e proposed c a p i t a l i n v e s t ­
ments . 
Let worth have u n i t s of d o l l a r s , and l e t time have u n i t s of y e a r s . 
Let a concre te or a b s t r a c t e n t i t y or s t a t e of a f f a i r s have a worth denoted 
by F a t a d i s c r e t e time denoted by n . Let t he r e be a compound i n t e r e s t 
r a t e i having u n i t s of r e c i p r o c a l y e a r s . The worth of the same e n t i t y or 
s t a t e of a f f a i r s a t time zero (n u n i t s e a r l i e r than the time a s s o c i a t e d 
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with F) i s c a l l e d i t s p resen t wor th , denoted P, and i s defined by the 
fundamental equat ion of d iscounted cash flow: 
P = F / ( l + i ) n = F 3 n = Fe r n (1) 
The s i n g l e per iod d iscount f a c t o r s 1 / ( 1 + i ) , 3 , and e , w i l l be used i n ­
t e rchangeab ly . The q u a n t i t y r = In(1+i) i s c a l l e d the nominal continuous 
compound i n t e r e s t r a t e . 
If we denote by F the worth of an e n t i t y or s t a t e of a f f a i r s a t the 
d i s c r e t e time n, we can def ine the p re sen t worth P of a s e t of t h e s e , each 
element of the s e t having a d i f f e r e n t time n , by sums of equa t ions of the 
form of equat ion ( 1 ) . S p e c i f i c a l l y , wi th n e { 0 , 1 , 2 , . . . , k } , we have 
k 
P = 1 F n • 3 n . (2) 
n=0 n 
S i m i l a r l y , i f we consider a t ime-ordered s e t of e n t i t i e s or s t a t e s of 
a f f a i r s having worths F a t t imes t , t > t , wi th epochs neCo, 1,2, . . . ,k}, 
the p re sen t worth of the s e t i s defined 
P = 2 F • B 1 • (3) 
n=0 1 1 
Equation (2) def ines p re sen t worth for i n t e g e r t imes , and equat ion (3) d e ­
f ines p resen t worth for cont inuous t imes . 
The m o t i v i a t i o n for these d e f i n i t i o n s can be seen from t h e i r formal 
i d e n t i t y with the equat ions governing lending/borrowing t r a n s a c t i o n s a t 
compound i n t e r e s t . A loan of P d o l l a r s i s exac t ly repa id a t compound 
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i n t e r e s t r a t e i by a s e r i e s of repayments (F } t h a t s a t i s f i e s equat ion (2). 
or by a s e r i e s of repayments ^F } t h a t s a t i s f i e s equat ion (3) . 
If we assume t h e r e e x i s t s for a dec i s i on maker an i n t e r e s t r a t e i , 
c a l l e d the "minimum a t t r a c t i v e r a t e of r e t u r n , " a t which funds can be 
f r ee ly l e n t or borrowed in the o rd inary course of b u s i n e s s , t h i s assump­
t i o n i s tantamount to the assumption t h a t the dec i s i on maker i s i n d i f f e r ­
ent to r e ce iv ing a s e r i e s of fu tu re payments ve rsus the a l t e r n a t i v e of 
r e ce iv ing a t time zero the p resen t worth of the s e r i e s of fu tu re payments. 
The d e c i s i o n maker i s sa id to cons ider P " equ iva l en t " to {F } or {F } . 
n n n 
Discounted cash flow methods in common use [50] fol low d i r e c t l y 
from these assumpt ions . They proceed as fo l lows . F i r s t , a s e t of mutu­
a l l y exc lus ive a l t e r n a t i v e a c t i o n s i s de f ined . For each a c t i o n , a l l 
fu tu re consequences a r e c l a s s i f i e d exhaus t ive ly and mutual ly e x c l u s i v e l y ; 
t y p i c a l examples of consequences inc lude a r equ i red inves tment , a tax 
l i a b i l i t y , c o n t r o l of an a s s e t , e n t i t l e m e n t to something of v a l u e , e t c . 
If d e t e r m i n i s t i c methods a re in use , the next s t ep i s to a s s ign a worth 
and a time to every consequence, and to combine (add toge the r ) coeval 
consequences so t h a t t h e r e i s one F^ for each time n or one F^ for each 
epoch n . Equation (1) or (2) i s then solved to y i e l d a P for each a l t e r ­
n a t i v e a c t i o n , and the a c t i o n having the h ighes t P i s chosen. 
If p r o b a b i l i s t i c methods a re in u s e , the procedure i s the same ex­
cept t h a t p r o b a b i l i t y d i s t r i b u t i o n s and t h e i r parameters a r e ass igned for 
worths and t imes , and the expected va lues of P a r e c a l c u l a t e d by tak ing 
expec t a t i ons or c o n d i t i o n a l expec t a t i ons of equa t ions (1) and ( 2 ) , wi th 
the a c t i o n having the h ighes t E{P} being chosen. Often [20 ,23 ,24 ,30 ,43] 
t h i s maximization of the expected p resen t worth i s supplemented by examin-
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a t i o n of the va r i ance or f u r t he r moments, or c h a r a c t e r i z a t i o n of the en­
t i r e p r o b a b i l i t y d i s t r i b u t i o n of p r e sen t worth; however, in the absence 
of accepted formal methods, of using the f u r t h e r in format ion , accepted 
p r a c t i c e i s simply to r e p o r t the supplemental informat ion for i n t u i t i v e 
use by the d e c i s i o n maker. 
2 . 2 Decis ion Trees 
A p r o b a b i l i t y network i s a graph whose nodes r e p r e s e n t s t a t e s and 
whose d i r e c t e d a r c s r e p r e s e n t p o s s i b l e t r a n s i t i o n s from s t a t e to s t a t e . 
A f i n i t e p r o b a b i l i t y network can be completely spec i f i ed by a l i s t of i t s 
nodes, a l i s t of i t s d i r e c t e d a r c s , and a c o n d i t i o n a l p r o b a b i l i t y for each 
p o s s i b l e t r a n s i t i o n . In a f i n i t e s t a t e space S = { . . . , i , j , . . . } l e t t h e r e 
be N s t a t e s or nodes . Let d i r e c t e d a r c s or t r a n s i t i o n s ( i , j ) e x i s t for 
some p a i r s of nodes i£S and j £ S , and l e t p „ be the c o n d i t i o n a l p r o b a b i l i t y 
of t r a n s i t i o n ( i , j ) given s t a t e i . 
A p r o b a b i l i t y d e c i s i o n network i s a p r o b a b i l i t y network t h a t i s i n ­
completely s p e c i f i e d by al lowing some of the p to be chosen to opt imize 
some func t ion . We confine a t t e n t i o n here to maximizing the expected va lue 
of a sum of rewards r „ each r e a l i z e d i f the corresponding t r a n s i t i o n ( i , j ) 
occurs in a sample t r a j e c t o r y . 
A dec i s i on t r e e i s a p r o b a b i l i t y dec i s i on network t h a t i s a t r e e ; 
i t con t a in s one i n i t i a l s t a t e or roo t node having no e n t e r i n g a r c , a s e t 
T of t e rmina t ing nodes having no leav ing a r c s , and a s e t S-T-s of o rd ina ry 
nodes each having exac t ly one e n t e r i n g a rc and two or more leav ing a r c s . 
For example, in Figure 1 node 0 i s s , T con ta ins nodes 3 , 4 , 5 , 6 , and nodes 
1 and 2 a r e o r d i n a r y . Since one arc e n t e r s each node except node s , i t s 
number of a r c s i s N - l . 
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In a sample t r a j e c t o r y of a dec i s i on t r e e the system s t a r t s in 
s t a t e s and t r a n s m i t s through ord inary s t a t e s u n t i l i t e n t e r s a t e rmin­
a t i n g s t a t e , and a reward r_^. i s c o l l e c t e d for each t r a n s i t i o n ( i , j ) t h a t 
occurs in the sample t r a j e c t o r y . 
The dec i s i on problem in a d e c i s i o n t r e e i s to choose a l l p . . not 
ij 
f ixed , cons t ra ined of course by 0 - p . . - 1 and / p . . = 1, to maximize t o t a l 
expected reward. Non-terminat ing node i i s a chance node i f i t s p a r e 
f ixed , a choice node o t h e r w i s e . In Figure 1 node 0 i s a choice node and 
nodes 1 and 2 a re chance nodes . 
One a l g e b r a i c r e p r e s e n t a t i o n of a d e c i s i o n t r e e i s a l i n e a r program 
having a v a r i a b l e for each a r c . Ca l l t h i s program the p r ima l . I t s dual 
l i n e a r program has a v a r i a b l e for each node; c a l l t h i s program the d u a l . 
E f f i c i e n t s o l u t i o n procedures for d e c i s i o n t r e e s manipula te the v a r i a b l e s 
of the d u a l , but the primal i s of t h e o r e t i c a l i n t e r e s t in developing ex­
t ens ions to these methods. 
In formulat ing the p r imal , the c o n d i t i o n a l p r o b a b i l i t i e s p „ a re 
not convenient as pr imal dec i s i on v a r i a b l e s . Let us def ine the c o r r e ­
sponding uncond i t iona l p r o b a b i l i t i e s x^_., where x „ r e p r e s e n t s the p r o b ­
a b i l i t y t h a t a t r a n s i t i o n ( i , j ) occurs in a sample t r a j e c t o r y . Since r „ 
i s c o l l e c t e d with p r o b a b i l i t y x „ , the t o t a l expected reward to be maxi­
mized i s y r , . x . . , where J i s the s e t of a rcs ( i , j ) t h a t e x i s t in the t r e e . 
J ^ ^ 
The p r o b a b i l i t y t h a t a non- te rmina t ing node j occurs in a sample t r a j e c ­
tory i s equal to x . . and i s a l s o equal to £x. , . For each f ixed p . , , the 
!J k 
corresponding x . , equals p , . x , , by the d e f i n i t i o n of c o n d i t i o n a l p r o b a b i l -Jk JK . i j 
i t y . For each p . , not f ixed , the pr imal program's opt imal s o l u t i o n 
J k 
chooses the corresponding x . , . The pr imal program i s : 
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Maximize (1) 
sub jec t to X x'u ~ x . . = 0 
, j ^ s , ( j , k ) , ( i , j ) e j (2a) 
= 1 (2b) 
x :., - p ., x. . 
jk rjk ij 
= 0 , p f i xed , ( j , k ) , ( i , j ) e j (2c) 
J 
x . . > 0 ( i , j ) e J (2d) 
A convent ional d e c i s i o n t r e e i s one in which for each node j , e i t h e r 
the p . , a r e given for a l l k ( j a "chance node") or the p . , a re unspec i f i ed 
(j a "choice node") . If the unspec i f ied p_.^ a r e considered to be the d e c i ­
s ion v a r i a b l e s , the opt imal s o l u t i o n i s known [37] to have p . , e [ 0 , l ] . I t 
3 k 
i s customary to r e p r e s e n t such problems g r a p h i c a l l y . For example, i n the 
fol lowing solved d e c i s i o n t r e e , node 1 i s a choice node and nodes 2 and 3 
a re chance nodes: 
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Figure 1. Represen ta t ion of a Decis ion Tree 
The wel l known dynamic programming or fo ld-back s o l u t i o n procedure [40] 
involves l a b e l i n g each node wi th a "va lue" equal to the va lue of the dual 
v a r i a b l e of the l i n e a r programming formula t ion . Proceeding from r i g h t to 
l e f t , the express ion S. = M a x { p . . ( r . , + S . ) } i s solved for each non- te rmina l 
i ij ij 3 
node. The Max ope ra to r i s suppressed for chance nodes, where p_^. a re 
g iven . For choice nodes , p^.. a r e s e t equal to 1 for j t h a t maximizes 
( r . . + S . ) and to 0 for o ther j . 
This procedure i s e a s i l y extended to inc lude d i s c o u n t i n g . In the 
o b j e c t i v e func t ion , l e t r „ be rep laced by a ^ r ^ j » where i s the p re sen t 
worth d i scoun t f a c t o r for node i ; t h i s f a c t o r d i scoun t s a cash flow occur -
ing a t the time of the event denoted by node i . Node zero i s considered 
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to occur a t time z e r o . Each a c t i v i t y or a rc ( i , j ) i s considered to have 
a du ra t i on T\_., so t h a t the d i scount f a c t o r 3 for a s p e c i f i c node, say 
T 0 ^ TJ^ T-s^ 
node k, i s the product of the d i scount f a c t o r s 3 *3 ...3 , where 3 
i s the d i scount f a c t o r defined in equat ion ( 1 ) , s e c t i o n 1 . 2 . 1 , and the 
unique path to node k passes through a rc ( o , i ) , ( i , h ) , . . . , ( j , k ) . The ex­
p r e s s i o n for S. then becomes 
l 
T • • 
S. = Max{p . . ( r . .+3 1 J S.)} (3) 
and the s o l u t i o n proceeds as b e f o r e . I f a r c ( i , j ) has a cash flow F a t 
i t s s t a r t , a cash flow G a t i t s end, and a uniform cont inuous cash flow 
T • • T • • 
A throughout i t s d u r a t i o n , then r = F + G3 1 : l + A ( l-3 1 J ) / r ; t h a t i s , r _ 
r e p r e s e n t s the p r e sen t worth a t the time of event i for a l l cash flows 
a s s o c i a t e d wi th a c t i v i t y ( i , j ) . 
This t h e s i s concerns exact and approximate s o l u t i o n s for g e n e r a l ­
ized d e c i s i o n t r e e s which a r e defined such t h a t the T _ may be independent 
random v a r i a b l e s , thus a f f e c t i n g p re sen t worths of c o s t s , and in which 
c o s t s of a c t i v i t i e s may depend on the T „ . 
3 . Content Summary 
In Chapter I I , methods c u r r e n t l y a v a i l a b l e for so lv ing s t o c h a s t i c 
d e c i s i o n t r e e s a re d i s c u s s e d . These methods range from the c l a s s i c a l 
methods of t ransforming the s t o c h a s t i c problem i n t o a d e t e r m i n i s t i c p rob ­
lem to the complex approach of convolu t ing Laplace Transforms of the func­
t i o n s of t he random v a r i a b l e s . 
In Chapter I I I , a s o l u t i o n procedure i s defined for so lv ing s t o ­
c h a s t i c d e c i s i o n t r e e s with both t e rmina t i on cash flows and cont inuous 
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uniform cash f lows. This s o l u t i o n procedure provides for de te rmina t ion 
of the va r i ance of the "opt imal pa th" as we l l as the p re sen t worth . I t 
i s based on express ions for the expected va lue of the time dependent d i s ­
count f ac to r der ived by Young and Contreras and on a va r i ance r e l a t i o n ­
ship der ived by Rosen tha l . 
In Chapter IV, an approximation der ived by Young and Contreras i s 
t e s t e d for accuracy when app l ied to both cash flow paths and the s o l u t i o n 
of dec i s i on t r e e s . The expec ta t ion of a wrong d e c i s i o n i s i n v e s t i g a t e d 
along with the expected cos t of s e l e c t i n g a sub-opt imal dec i s i on s e t . 
In Chapter V, a computer program to so lve s t o c h a s t i c dec i s ion t r e e s 
i s d e s c r i b e d . 
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CHAPTER I I 
CURRENT METHODOLOGY 
1. Methods for Solving Discounted Cash Flows 
with Random Time I n t e r v a l s 
A review of c u r r e n t l y a v a i l a b l e methods for so lv ing s t o c h a s t i c cash 
flow problems i s presented in t h i s c h a p t e r . Throughout t h i s chap t e r , the 
random v a r i a b l e F^ i s the magnitude of the cash flow a s s o c i a t e d with epoch 
n , and the random v a r i a b l e T^ i s the time i n t e r v a l from epoch n to epoch 
n+1 . An epoch i s defined by the occurrence of a payment or the s t a r t i n g 
time of a uniform cont inuous s e r i e s of payments. 
1.1 C l a s s i c a l Methods 
One popular method of p repar ing da ta for d e c i s i o n t r e e s i s to con­
s i d e r the most l i k e l y time e s t ima te to be c e r t a i n and solve the de te rmin-
T M 
i s t i c problem [ 3 1 , 3 2 ] . Under t h i s approach, we r e p l a c e E{$ } with $ , 
where M i s the mode of the time func t ion . A v a r i a t i o n i s to s e t T equal 
T 
to the mean or expected va lue of the time d i s t r i b u t i o n , r e p l a c i n g E{$ } 
with 3^, where u = E {T ) . Two major ob j ec t i ons may be r a i s e d with regard 
to the use of these methods; they a r e i n s e n s i t i v e to the shape of the 
t iming d i s t r i b u t i o n for the occurrence of the cash flow, and the r e s u l t a n t 
answer does not y i e l d any informat ion as to the v a r i a b l i l i t y of the r e s u l t . 
1.2 Beta D i s t r i b u t i o n Method 
Another c l a s s i c a l method proposes t h a t the time pe r iods under con­
s i d e r a t i o n be broken i n t o small increments with p r o b a b i l i t i e s of t e rmina­
t i o n being a s s o c i a t e d with each s u b - i n t e r v a l of the t o t a l a c t i v i t y t ime . 
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Under t h i s approach, e i t h e r a d i s c r e t e d i s t r i b u t i o n i s used to c h a r a c t e r ­
i z e the t iming of the cash flow or a cont inuous d i s t r i b u t i o n i s used where 
the p r o b a b i l i t y of the flow occur r ing a t the nth s u b - i n t e r v a l i s given by: 
where F(*) i s the cummulative d i s t r i b u t i o n funct ion of the t iming . This 
method r e q u i r e s t h a t the form of the d i s t r i b u t i o n be s p e c i f i e d . To a l ­
l e v i a t e the need to spec i fy the d i s t r i b u t i o n type , Greer [15] proposed a 
method in 1970 based on the be t a d i s t r i b u t i o n . 
G r e e r ' s method has the advantage t h a t the d i s t r i b u t i o n shape i s 
f l e x i b l e , c o n d i t i o n a l p r o b a b i l i t i e s of occurrence a re a l l monotone i n ­
c r e a s i n g , i t has a d i s c r e t e r ange , and w i l l not take on nega t ive v a l u e s . 
For t h i s method, the be t a d i s t r i b u t i o n i s defined as fo l lows : 
where A and B a r e the lower and upper bounds of the d i s t r i b u t i o n , r e s p e c ­
t i v e l y , provid ing the be t a d i s t r i b u t i o n wi th a range between f^iA) and 
f^(B) , and the cons tan t i s used to normal ize the a rea under the cu rve . 
The random v a r i a b l e T i s normalized such t h a t 0 £ T ' £ 1 by s e t t i n g 
n 
f(T)dT = F ( t ) - F ( t . ) (1) 
(2) 
= ( t-A)/(B-A) (3) 
and the mode, M, i s normalized s i m i l a r l y for the same range by 
M' = (M-A) / (B-A) (A) 
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Once these va lues a r e e s t a b l i s h e d , c and d can be determined by equat ing 
the known va lues for the normalized mode, M', and the v a r i a n c e , V, to the 
a p p r o p r i a t e parameter combinations for the b e t a d i s t r i b u t i o n , namely: 
The assumption i s made t h a t the v a r i a n c e , V, i s equal to c/36 based on 
the normalized range of T' wi th the assumption t h a t the range covers s i x 
s tandard d e v i a t i o n s . Solving the s e t of s imultaneous equa t ions (5) and 
(6) y i e l d s va lues for c and d. Due to the normal i za t ion of M' to va lues 
between 0 and 1, c i s guaranteed to have a t l e a s t one p o s i t i v e v a l u e . 
Mul t i p l e va lues s i g n i f y a l t e r n a t e s o l u t i o n s . Each p o s i t i v e c y i e l d s a 
va lue for d. F i n a l l y the cons tan t i s computed in order to make the a rea 
under the d i s t r i b u t i o n equal to u n i t y . For non- in tege r c and d, t h i s i s 
not an easy process and i s t h e r e f o r e circumvented by e s t a b l i s h i n g an i n ­
crement 6, based on the accuracy d e s i r e d , to s o l v e : 
M' = c/(c+d) (5) 




n = A,A+6, . . . ,B-6 ,B 
To e l i m i n a t e a n a l y t i c a l de te rmina t ion of the cons tan t term, the i n t e g r a l 
express ion i s normalized over the range of p o s s i b l e v a l u e s : 
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P { n f t < n+6} = 
jf ( t - A ) C ( B - t ) n 
( t - A ) C ( B - t ) d d t d d t ] (8) 
n == A,A+6 , . . . ,B-6 ,B 
This provides a s e t of weights for d i scount f a c t o r s to f ind the p r o b a b i l i t y 
d i s t r i b u t i o n of the d iscounted cash flow (p resen t w o r t h ) . 
For de te rmina t ion of the i n t e g r a l express ion ( 8 ) , Greer developed a 
t a b l e r e l a t i n g d iscount f a c t o r va lues and a r ea s under the curve of the 
be t a d i s t r i b u t i o n . This t a b l e enables the user to e a s i l y determine the 
p r o b a b i l i t i e s a s s o c i a t e d with the (B-A)/<5 i n t e r v a l s w i t h i n s i g h t accuracy . 
The major d i sadvantage of G r e e r ' s method, as we l l as with any i n ­
cremental p r o b a b i l i t y method, i s the l a r g e number of c a l c u l a t i o n s n e c e s ­
sa ry to e v a l u a t e each branch of a dec i s ion t r e e . 
1.3 Monte Carlo Simulat ion 
Perhaps one of the most popular methods for so lv ing s t o c h a s t i c de ­
c i s i o n problems i s through Monte Carlo S imula t ion . This technique (as 
app l ied to o rd inary d e c i s i o n t r e e s ) i s p resen ted in [21] and a l s o in [ 8 ] 
and [ 2 2 ] , Although these a r t i c l e s p r e sen t the technique r e l a t i v e to d e ­
t e r m i n i s t i c event t imes , the a p p l i c a t i o n of the technique to s t o c h a s t i c 
event t imes i s p o s s i b l e by cons ide r ing time to be one of the random v a r i ­
ab l e s . 
Once aga in , as wi th G r e e r ' s method, a major d i sadvantage i s the 
l a r g e number of computations r equ i red to de r ive reasonably accu ra t e s o l u ­
t i o n s . 
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1.4 Transform Analys is Method 
The t ransform a n a l y s i s method, proposed by P e r r a k i s and Henin [38] 
and P e r r a k i s and Sahin [ 3 9 ] , extends the work of F. H i l l i e r [23] to p r o ­
ducing a d i s t r i b u t i o n of the ne t p re sen t va lue of a cash flow path where 
the i n t e r v a l s between success ive cash inflows a re independent ly d i s t r i b ­
uted and independent of the magnitude of the cash in f lows . The case of 
p e r f e c t l y c o r r e l a t e d cash inflows i s a l s o presented but w i l l not be d i s ­
cussed h e r e . 
The Per rak i s -Henin formula t ion i s based on t h r e e assumptions and 
the f ac t t h a t t h e r e e x i s t s a one- to-one correspondence between a func t ion 
and i t s Laplace t rans form. The Laplace t ransform i s def ined by: 
0 
The t h r e e assumptions a r e : 
1. Al l cash outflows occur a t time z e r o . If i t i s de s i r ed to 
have a cash outflow occur a t a time d i f f e r e n t from z e r o , the 
outflow must be d iscounted to i t s time zero va lue before b e ­
ginning the a n a l y s i s ; 
2 . Al l cash inflows occur a f t e r time ze ro ; 
3 . The number of cash r e c e i p t s , k, i s known, where k i s an i n ­
t ege r g r e a t e r than or equal to one. 





n = H F • e x p ( - r t ) 
i n K n n = i 
(10) 
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where F i s the magnitude of the n - th cash flow and t i s the time of 
occurrence of the r i - th cash flow. The random v a r i a b l e T^ i s defined as 






This y i e l d s the fol lowing r e - d e f i n i t i o n of the ne t p re sen t worth: 
n 
P„ = X F • exp ( - r • S T ) n - Ti - m ri=l m=l 
(12) 
The time a x i s i s then reversed in order to proceed from the l a s t cash flow 
to the f i r s t cash flow. Under t h i s arrangement: 
n 
? = y F. • exp ( - r • S T . ) 
1=1 3=1 
(13) 
i s defined as the magnitude of the process (or the ne t p r e sen t worth 
a f t e r the i - t h cash flow on the r e v e r s e time a c c e s s ) . This y i e l d s the 
fol lowing s e t of r e c u r s i v e equat ions as we proceed through the cash flow 
p a t h . 
s i : F i 
S _ = S . e - r T i + E i + 1 i+1 





We def ine B^ + ^(F) as the cummulative d i s t r i b u t i o n funct ion for the mag­
n i tude of the ( i + l ) - t h cash flow; b^ + ^(F) a s the corresponding d e n s i t y 
func t ion ; and g^(T) as the dens i t y funct ion of the time d u r a t i o n before 
the cash flow, or T . . Given these d e f i n i t i o n s i t i s c l e a r t h a t : 
1 
B.,1(F) = HS_ < F) = P { S . e " " r T i ^ F) (17) l + l l + l I 
= P { S . e ~ r T i 1 F | T. = T) g.(T) (18) l 1 l " i 
summed over a l l time where T i s a p a r t i c u l a r t ime . This i s an a p p l i c a t i o n 
of c o n d i t i o n a l p r o b a b i l i t i e s where F^ and F̂  a r e independent for a l l i 4- j , 
and T^jTJ a r e independent for a l l i ^ j , and F^,T^ a re independent for a l l 
i . Hence: 
P{S.e r T i < F) = f P{S.e r T i - F I T. = T} g . ( r ) d T (19) l J l 1 l ° i 
0 
Since B.(F) =P{S. < F> i t fol lows t h a t B . ( F e r T i ) i s equal to P{S. < F e r T J } . i v I l ^ i 
Hence: 
P{S. - F e r T i T. = T) = B . ( F e r T ) (20) l l l 
which i s the cummulative d i s t r i b u t i o n of T. eva lua ted a t T. Since the 
l 
fu tu re e f f e c t i v e d iscounted cash va lue i s p r o p o r t i o n a l to the d i f f e r e n c e 
between the new and the old v a l u e , l e t (F~X) r e p r e s e n t the d i f f e r e n c e , 
summed over a l l p o s s i b l e previous va lues which a re a funct ion of X» namely 
B(X). This y i e l d s : 
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(f> 00 
B i + 1 ( F ) = / [ / B i [ ( F - X ) e r T ] g . ( T ) dx] dB(x) (21) 
0 0 
which when extended to a l l cash flows k y i e l d s : 
oo 
P k ( F ) = / B k ( F e r T ) gk(T) dT (22) 
0 
The r e s u l t i n g s e t of r e c u r s i v e r e l a t i o n s h i p s for the net p re sen t 
worth in terms of the d e n s i t y func t ions a s s o c i a t e d wi th the magnitude of 
the cash flows and the t imes of occurrence of the cash flows as shown 
below: 
b (F) = F B (F) dF (23) 
F 
b . + 1 ( F ) = / [ / b i [ ( F - X ) e r r ] e r T g.(x) dtj b ( X ) d X (24) 
00 
P k = b k = F h k ( F e r T ) e r T gk(x) dT (25) 
This s e t of r e c u r s i v e r e l a t i o n s h i p s i s then defined in terms of Laplace 
t ransforms in order to s impl i fy the use of the s u p e r p o s i t i o n i n t e g r a l to 
convolute the many independent func t ions d e s c r i b i n g the a r c s of the cash 
flow p a t h . The s u p e r p o s i t i o n i n t e g r a l i s defined by: 
00 
f z ( z ) - J f x ( x ) f Y ( z - x ) dx (26) 
— 00 
Signi fy ing the Laplace t ransform with a bar placed over the func t ion 
o p e r a t o r , we apply the fol lowing theorem of convolu t ion : 
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(f*g) = f • g , (27) 
i . e . , the Laplace t ransform of the convolut ion of two func t ions i s equal 
to the product of the Laplace t ransforms of the two f u n c t i o n s . Appl ica­
t i o n of t h i s theorem and tak ing Laplace t ransforms of the func t ions in 
equa t ions (23 ) , (24) and (25) y i e l d s : 
b 1 ( F ) = d i r e c t Laplace t ransform of b ^ F ) (28) 
CO 
bT^(F) = bT(s) f b T ( s e " r T ) g.(T) dx (29) 
0 
CO 
P̂ ~ = b^(F) = f b ^ ( s e " r T ) g k ( x ) dx (30) 
0 
Equat ions (28 ) , (29) and (30) comprise the redef ined r e c u r s i v e r e l a t i o n ­
sh ips for the ne t p re sen t worth in terms of the Laplace t ransforms of the 
d e n s i t y f u n c t i o n s . In order to f u r t h e r s impl i fy the c a l c u l a t i o n s , 
P e r r a k i s and Henin apply the T a y l o r ' s s e r i e s expansion to y i e l d the f o l ­
lowing a n a l y t i c a l express ions for the moments of the p r e sen t worth of any 
cash flow pa th : 
m.. = j - t h moment about the o r i g i n 
= ( - l ) j 8 j b 7 ( s ) / 3 s j | = ( - l ) j - j ! - y . (31) 




r J ) (32) 
j 
i+l,j ' 1 j £>i m i , j - m k 




Reca l l t h a t the moments genera ted by equa t ions (31) through (34) a r e about 
the o r i g i n and must be modified to y i e l d moments about the mean. 
The p r a c t i c a l d i f f i c u l t i e s with us ing t h i s approach to so lve a p p l i ­
c a t i o n problems i s i l l u s t r a t e d in a paper by Barnes and Zinn [ 1 ] . The 
procedure a n a l y t i c a l l y y i e l d s the Laplace t ransform of the p r o b a b i l i t y 
d i s t r i b u t i o n of p r e sen t wor th . In a d e c i s i o n t r e e , a d i f f e r e n t a n a l y t i c a l 
problem would be solved for each path cons ide red . The Laplace t ransform 
con t a in s t o t a l informat ion on the d i s t r i b u t i o n ; i n v e r t i n g the t ransform i s 
of ten beyond reasonab le e f f o r t , but the t ransform may be r e p e a t e d l y d i f ­
f e r e n t i a t e d to g ive a l l moments. Machine implementation of t ransform 
methods, wi thout human a n a l y t i c a l mathematics work, seems out of the 
q u e s t i o n . 
21 
CHAPTER I I I 
SERIES OF VARIABLE DURATION ACTIVITIES 
1. So lu t ion Procedure for a Se r i e s of Cash Flows 
Express ions for the expected p resen t worth of a s e r i e s of cash 
flows occur r ing a t random times a r e developed in t h i s s e c t i o n . The a s ­
sumption i s made t h a t a l l cash flow amounts and a l l a c t i v i t y d u r a t i o n s 
a r e independent random v a r i a b l e s . S ing le cash flows occur a t the s t a r t 
or end of an a c t i v i t y ; uniform cont inuous cash flows occur throughout an 
a c t i v i t y . Thus, the t imings of s i n g l e cash flows and the s t a r t and end 
times of uniform cont inuous cash flows a r e dependent on previous t im ings , 
but a r e desc r ibed by random v a r i a b l e s whose p r o b a b i l i t y d i s t r i b u t i o n s 
a r e independent of previous t imings . 
1.1 S e r i e s of S ing le Cash Flows wi th Random Timing I n t e r v a l s 
The expected p resen t worth of a s i n g l e cash flow F occur r ing a t 
time T in the fu tu re i s given by 
E{F3T> = E{F} • E{$ T} = E{F} • E{e~ r T } (1) 
where 3 i s the p resen t -wor th d i scount f a c t o r as p rev ious ly de f ined , r = 
-ln3, and F and T a r e independent . Young and Cont reras [55] have p r o -
T 
vided express ions for E(3 ) for most commonly encountered d i s t r i b u t i o n s 
of T, and they have given an approximation a p p l i c a b l e when only the mean 
and va r i ance of T a r e known. Table 1 summarizes t h e i r r e s u l t s for s i n g l e 
cash flows with random t iming . 
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Table 1. Expected P resen t Worth Discount Fac to r s 
for S ing le Randomly-Timed Cash Flows 
(Adapted from Young and Cont reras [55] ) 
P r o b a b i l i t y D i s t r i b u t i o n of T E{$ T)=E{e r T } where r=-Zn3 
1. Constant 
T = N 
3 N 
2. Rectangular with bounds a and b 
( l / ( b - a ) , a £ T < b 
f(T) = I 
[ 0 , o therwise 
3 a - 3 b 
r ( b - a ) 
3. Negative - Exponent ia l 
f(T) = ( l / m ) e " T / m 
1 
1 + mr 
4 . Gamma wi th mean m = k A and 
v a r i a n c e V = k /A 2 
, 0 r T A k - l -AT 
f ( T ) = A ( X T ) 6 I U ; T(k) 
(1 + (Vr/m) ) " m 2 / V 
5 . Normal wi th mean m and 
va r i ance V 
f ( T ) _ exp(-Js(T-m)2/V) 
V27TV 
exp(-mr + ^Vr 2 ) 
6. A r b i t r a r y T wi th mean m and 
va r i ance V ^ e ~ m ( l + H>Vr2) 
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TIME 
Figure 2 . Cash Flow F Occurring 
a t the Random Time t^ 
Let the epochs of a cash flow s e r i e s be denoted by n = 0 , 1 , 2 , k , 
and l e t an epoch occur upon payment of a s i n g l e cash flow or upon c e s s a ­
t i o n of a uniform s e r i e s . Let the t imes of these epochs be denoted by 
t , and l e t the epochs be s e q u e n t i a l in time so t h a t t . , > t . Let F 
denote the s i n g l e cash flow t h a t occurs a t time t . To avoid w r i t i n g 
the expec t a t i on ope ra to r r e p e a t e d l y , l e t u denote the expected va lue of 
T 
F and l e t a denote the expected va lue of 3 • 
u = E(F ) (2) 
and 
T 
a n = E(3 T1) . (3) 
Let T^ denote the time i n t e r v a l between epoch i - 1 and epoch i : 
Throughout t h i s work we use the upper -case symbol T to denote a time 
i n t e r v a l (such as the time between two success ive payments or the du ra -
24 
t i o n of a payment s e r i e s ) and the lower-case symbol t t o denote time r e l ­
a t i v e to a f ixed z e r o . We def ine to = 0 and TQ = 0, so t h a t the i n i t i a l 
epoch n = 0 se rves to g ive a zero to the time s c a l e . The i n i t i a l payment 
FQ occurs a t t ime to = 0 or epoch 0 , and the f i n a l payment F^ occurs a t 
time t v or epoch k . 
w 
O p 
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Figure 3 . S e r i e s of Cash Flows Occurring a t Random Times 
Let denote the p re sen t worth of the s e r i e s of s i n g l e payments 
F ^ , F ^ + ^ , . . . , F k . That i s , the p re sen t worth of those payments t h a t occur 
a t t imes t . and l a t e r : l 
k T 
P, = 1 F B 1 1 (5) 
i n= i " 
Of cou r se , PQ i s the p r e sen t worth of the e n t i r e s e r i e s . Let S^ denote 
the c u r r e n t worth of the same s e r i e s of payments, defined as fo l lows : 
_ t i k 
S = P 3 = 1 F 6 ' , i = 0 , l , , . . , k (6) 
ri = i 
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i s c a l l e d a ' c u r r e n t wor th ' because i t i s numer ica l ly equal to the 
p re sen t worth of the same s e r i e s of payments as of the time of the f i r s t 
of the payments; t h a t i s , a d e c i s i o n maker a t time t^ would c a l c u l a t e a 
p r e sen t worth of the s e r i e s of payments occur r ing a t t imes t ^ , t ^ + ^ , . . . , t ^ 
as S . . 
1 
For any r e a l i z a t i o n of the t imings t 1 , t 2 , . . . , t k , the p re sen t 
worth Pq may be c a l c u l a t e d r e c u r s i v e l y . From (5) a t i = 0 
= S 0 (7) 
Now, each c u r r e n t worth can be c a l c u l a t e d from the next c u r r e n t worth 
S ± + 1 , for by (5) 
k ( t - t . ) 
S. = 1 F B n (8) 
n = i 
k ( t - t . ) 
= F . + 2 F B n 1 (9) 
1 n = i+i n 
k ( t - t , ^ ) ( t 4 J - - 0 
F. + I F 3 " n 1 + 1 3 i + 1 i > (10) 
1 n = i+i 1 1 
F i + e T ± + 1 s 1 + 1 ( i i ) 
Since the cash flow s e r i e s ends a t t^., S ^ F ^ . . Thus, the fol lowing 
s e r i e s of r e c u r s i v e equa t ions g ives Pq: 
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S k - 1 F k - 1 + S Ffc (12) 
k -1 
S k - 2 " F k - 2 + 3 S k - 1 (13) 
P 0 = S 0 - F 0 + 3 S X (14) 
Furthermore, the expected p re sen t worth of the e n t i r e s e r i e s , E(Pg) , can 
be c a l c u l a t e d r e c u r s i v e l y . From ( 2 ) , ( 3 ) , and (11 ) , we take the expected 
va lue of equat ions (12) through (14 ) , no t ing t h a t and S^ a r e indepen­
dent . 
E ( S K - I > • V I + V ( S K > = V I + V K ( I S ) 
E ( S K - 2 > • \ - 2 + V L E ( S K - L > 
E(P 0 ) = E(S 0 ) = y 0 + a : L E(S!) 
which proves the fol lowing lemma: 
The expected p resen t wor th , a t d i scount f a c t o r 3 , of a s e r i e s of 
cash flows V ,7^,...,7^ , occur r ing a t t imes 0 , ^ , . . . , t ^ , r e s p e c t i v e l y , 
where the time i n t e r v a l s T = t . - t . 1 between success ive cash flows a r e i 1 — i - 1 
random v a r i a b l e s independent of each o ther and of the cash flow amounts, 




E(P 0 ) = (18) 
where u = E(F ) and a . = E(3 x ) . 
The proof can be made e x p l i c i t by expanding (18) and the group of 
equat ions (15 ) , (16 ) , and (17 ) ; the two expansions a re i d e n t i c a l term-by-
term ( r e c a l l t h a t ag = 1) . 
1.2 Se r i e s of Continuous Uniform Cash Flows with Random Time I n t e r v a l s 
The p r e sen t worth of a uniform cont inuous cash flow, A, wi th du r -
— T 
a t i o n T i s A( l -3 )/*". Where T i s a random v a r i a b l e conforming to the 
independence assumptions p resen ted e a r l i e r , the expected p r e sen t worth 
i s given by: 




Figure 4 . A Continuous Cash Flow A wi th Durat ion T 
The i n s e r t i o n of express ions for E(3 } provided by Young and Contreras 
T 
[55] y i e l d s c losed-form express ions for (1 - E(3 ) ) / r which a re summar­
ized in the fol lowing t a b l e for f i ve commonly encountered d i s t r i b u t i o n s 
28 
Table 2 . Expected P resen t Worth Discount Fac to r s 
for Continuous Uniform Randomly-Timed Cash Flows 
(Adapted from Young and Cont re ras [55]) 
P r o b a b i l i t y D i s t r i b u t i o n of T E{$ T }=A(l -E{$ T }) / r ,where T=-ln$ 
1. Constant 
T = N 
A ( l - 3 N ) / r 
2 . Rectangular with bounds a and b 
( l / ( b - a ) , A = T < b 
f(T) = I 
( 0 , o therwise Lr r 2 ( b - a ) J 
3 . Negat ive - Exponent ia l 
f(T) = ( l / m ) e " T / m 
Am 
(1 + mr) 
4 . Gamma with mean m = k A and 
v a r i a n c e V = k /X 2 
f(T) = X ( X T ) k " 1 e X T / r ( k ) 
| [ l - (1 + V r / m ) - m 2 / V ] 
5 . Normal with mean m and 
v a r i a n c e V 
f ( T ) _ exp(-%(T-m) 2/V 
V27TV 
A ̂  1 _ e(~mr + ̂ Vr2)j 
6. A r b i t r a r y T wi th mean m and 
v a r i a n c e V - § [ 1 - e -
m ( l + 2̂Vr2)j 
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of T and a l s o for the approximation r e q u i r i n g knowledge of only the mean 
and v a r i a n c e of the d i s t r i b u t i o n for T. 
Let 
oi = E{A } (20) 
and 
- (1 - E{3 n > ) / r == ( l - a n ) / r (21) 
where ri i s t he i n d i c a t o r used to a s s o c i a t e 0) and V terms with cor respond­
ing epochs. An epoch occurs upon the c e s s a t i o n of a uniform continuous 
cash flow. 
Reca l l t h a t i s the c u r r e n t worth a t epoch i and, as such, i s 
the time t^ worth of a l l cash flows occur r ing w i th in epochs y7 such t h a t 
i ^ Y - k • For the cont inuous uniform cash flow s e r i e s , S. i s defined a s : 
- t 
s. = p.3 
X X 
2 . V i 
n=x 
1 - 3 
( V r V ( t - t . ) 
n x y (23) 
x — 0 , l , . . . , k . 
As in s e c t i o n 1 . 1 , 
(24) 
and the de te rmina t ion of SQ may be made r e c u r s i v e l y , where each i s a 
func t ion of S By (23) 
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•± = 1 . Vi ~ 
N=I L 
] (25) 
A i + 1 [ -Znp J P 




L -ln$ J = A i+1 
( t - t . ) 
n i (26) 
R_ ( V I V I ( t - t . + 1 ) ( t . + - t . ) 





[ T. . -1 1 - 3 + s 6 
-Zn3 J + S i + l 3 
i+l (28) 
Since an epoch marks the end of a uniform cash flow, the l a s t epoch, 
r) = k , occur r ing a t time t ^ , has a c u r r e n t worth of z e r o : 
S. = 0 k (29) 
The fol lowing r e c u r s i o n y i e l d s PQ: 
(30) 
- - i L D L ^ L + S , k-1 (31) 
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P 0 = S 0 = l_ i f ^ L - + S l B (32) 
The expected p r e sen t worth of the cont inuous uniform cash flow 
s e r i e s fol lows from (20) , ( 21 ) , (28) , and (29) : 
E{S k) = 0 (33) 
E ( S k - l } = V k ( 3 4 > 
E ( S k _ 2 ) = V l V i + V l E { S k - l } ( 3 5 ) 
E{P 0} = E{S 0} = taiVi + a 1 E{S 1 } (36) 
1.3 Combined S ing le and Continuous Uniform Cash Flows 
In t h i s s e c t i o n we w i l l i n v e s t i g a t e a cash flow path composed of 
both s i n g l e and uniform cont inuous s e r i e s cash f lows. In the p r i o r two 
s e c t i o n s , a r e c u r s i v e r e l a t i o n s h i p for so lv ing the pa th was der ived for 
each type of cash flow s e p a r a t e l y . The r e s u l t s were: 
1 . S ing le Cash Flows 
E(S k ) = U k (37) 
E { S } = y + E(S . ) • a (38) 
n n n+i n+i 
2. Continuous Uniform Cash Flows 
E{S.} = 0 k 
E{S } = co + E{S , } • a , 
n n+i n+i n+i n+i 
for n = k - l , ' k - 2 , . , . , 0 , 1 
where k i s the l a s t node in the p a t h . Not ice t h a t the r i gh t -mos t term in 
each c u r r e n t worth formula i s E{S , , } « a , , . This s i g n i f i e s t h a t the only 
n+i n+i 
ca r ry -ove r e f f e c t i s t h a t of d i scoun t ing the cu r r en t worth a t epoch n+1 
to i t s new va lue as p a r t of the cu r r en t worth a t epoch n* The de s i r ed 
equat ion i s t h e r e f o r e : 
E { s k } - ^ 
E { V - % + V i V i + E { V i } ' V i 
for n = k - l , k - 2 , . . . , 1 , 0 
2 . Variance Analys is 
The de te rmina t ion of the expected p r e s e n t worth of a s e r i e s of 
cash flows i s u se fu l for choosing among va r ious a l t e r n a t i v e s by i n d i c a t ­
ing which d e c i s i o n pa ths o f fe r the g r e a t e s t expected p r e s e n t wor th . The 
va r i ance of the p r e s e n t worth i s a l s o of i n t e r e s t [21 ,23 ,24 ,43] i n d i c a t i n g 
v a r i a b i l i t y of p r e sen t worth . This s e c t i o n i s concerned with the d e ­
t e rmina t ion of t h i s v a r i a n c e . 






f u t u r e , the v a r i a n c e of the expected p re sen t wor th , denoted by Var{F(3 } , 
was shown to be equal to the fol lowing express ion by Rosenthal [43]. 
Var{F3T> = ( y 2 + a 2 ) E{3 2 T > - y 2 ( E ( 3 T } ) 2 (43) 
where y = expected va lue of the random v a r i a b l e F 
O = v a r i a n c e for the d i s t r i b u t i o n of F 
3 = d i scount f a c t o r 
T = random v a r i a b l e for the e lapsed time 
before the occurrence of the cash flow. 
For a s e r i e s of s i n g l e cash f lows, l e t equal the va r i ance of the 
c u r r e n t worth a t t ime t for a l l cash flows t h a t occur a t time Y > t . 
n ri 
At epoch n = k , time t ^ : 
Q f c = 0* (44) 
T 
Reca l l from equa t ion (3) above t h a t a =E(3 } and, fur thermore , l e t us d e f i n e : 
T|> = E { 3 2 T n ) . (45) 
Then, a t epoch n = k - l , time t ^ - i * a p p l i c a t i o n of equat ion (43) y i e l d s : 
V i - °li + ( s k + V " k - skak ( 4 6 ) 
where a 2 . = c o n t r i b u t i o n to v a r i a n c e of the cash flow k-1 a t t ime t , , k -1 
= expected p re sen t worth a t time t ^ 
= va r i ance of expected p r e sen t worth a t time t^ 
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R e p e t i t i v e a p p l i c a t i o n of equat ion (43) in t h i s manner, where we cons ide r 
each back- s t ep along the branch s e p a r a t e l y , w i l l y i e l d the s o l u t i o n for 
the va r i ance of the branch when we reach QQ. The r e c u r s i v e r e l a t i o n s h i p 
may t h e r e f o r e be defined as fo l lows : 
Q k - ^ (47) 
0 = cr2 + ( S 2 , + 0 ) • i> , - S 2 a 2 , (48) r\ T) v n+i n̂+r yn+i n+i n+i 
for n = k ~ l , k - 2 , . . . , 0 , 1 
I t can f u r t h e r be shown t h a t for a uniform continuous cash flow occur r ing 
between t imes t and t , . for a du ra t i on defined by the random v a r i a b l e 
n "n+i 
T , the v a r i a n c e a t time t i s given by: 
n n 
= (C 2 + co2) • fl;-a2)/r2 + C 2 v 2 (49) 
where C 2 = Var{A} 
0) = E{A} 
Since a l l of the random v a r i a b l e s a s s o c i a t e d with cash flows and t iming 
throughout the model a r e mutual ly independent , the v a r i a n c e c o n t r i b u ­
t i o n s a r e a d d i t i v e . Figure 5 r e p r e s e n t s t h i s s i t u a t i o n . The fol lowing 
r e c u r s i v e r e l a t i o n s h i p i s hence defined for a r c s wi th both s i n g l e t e r ­
minat ion cash flows and continuous uniform cash f lows. 
(50) 
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= a 2 + (s : N N̂+I+ QN+Î N+I "N+I "N+I - s . a ' (51) 
+ (;2 + w 2 ) 
TI+I N+I (IP __ - a
2 ) / r 2 
N+I N+I 
+ +̂1 VN+i 
for N = K-L,K-2,...,1,0 
E{F}=UK_X 
E(A}=03K , Var{A}=Ck 
\/////////////////////////////.I 
E{F}=U k=S k 





Figure 5. Graphical Represen ta t ion of Variance of Cash Flows 
Associa ted with a S ing le A c t i v i t y 
3 . Summary 
In t h i s c h a p t e r , express ions for the expected p re sen t worth of a 
s e r i e s of cash flows a re de r ived , Equation (42) al lows a "va lue" to be 
ass igned to every node of the d e c i s i o n t r e e dur ing the foldback (dynamic 
programming) s o l u t i o n of a gene ra l i zed d e c i s i o n t r e e . This "va lue" i s 
36 
the expected p re sen t worth , a t the time of the epoch r ep resen ted by the 
node, of a l l cash flows from t h a t epoch onward. Equation (51) al lows the 
va r i ance of the p r e sen t worth to be c a l c u l a t e d for every node. Thus, a 
gene ra l i zed d e c i s i o n t r e e may be solved in the same manner as a conven­
t i o n a l d e c i s i o n t r e e . Equat ions (42) and (51) r e q u i r e the p r o b a b i l i t y 
d i s t r i b u t i o n of every a c t i v i t y d u r a t i o n ; whereas convent iona l dec i s ion 
t r e e s r e q u i r e f ixed d u r a t i o n s . 
In Chapter IV, the Young and Contreras approximation to so lve 
genera l i zed t r e e s , where only the f i r s t two moments of the a c t i v i t y du r ­




VALIDATION OF THE SERIES APPROXIMATION METHOD 
This chapte r i s concerned with i d e n t i f y i n g the e r r o r in us ing an 
approximation formula for the expec ta t ion of p re sen t worth. 
I f only the mean, m, and the v a r i a n c e , V, of an a c t i v i t y d u r a t i o n , 
T, a re known, r a t h e r than the e n t i r e p r o b a b i l i t y d i s t r i b u t i o n of T, ex­
pected p r e s e n t worths have been shown to be a c c u r a t e l y es t imated by use 
T 
of an approximation for E{$ } [ 5 5 ] : 
E(3 T } = 3 m ( l + %Vr2) (1) 
This approximation i s based on a Taylor s e r i e s . The employment of equa­
t i o n (1) to ob t a in approximations of expected p re sen t worths s h a l l hence­
f o r t h be c a l l e d the " s e r i e s approximation method" (SAM) . 
T 
Although the approximation for E(3 } i s known to be r e l a t i v e l y 
a c c u r a t e , i t has not p rev ious ly been determined whether the expected 
p r e sen t worth of a s e r i e s of independent a c t i v i t i e s i s we l l approximated 
by us ing SAM for each of the a c t i v i t i e s in the s e r i e s . A path in a de ­
c i s i o n t r e e c o n s i s t s of a s e r i e s of a c t i v i t i e s , and sys temat i c e r r o r 
could b u i l d up due to the f ac t t h a t the d i scoun t ing of a cash flow de ­
pends on the d u r a t i o n s of a l l preceding a c t i v i t i e s . Thus i t i s of i n ­
t e r e s t to s tudy the accuracy of the SAM approximation of products of 
approximated d i scount f a c t o r s such as 3 ^ 0 ^ 3 ^ " ^ • • • 3*^k where T q_^ + T ^ 
+ . . . T., i s the time to node k from node o. 
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The a n a l y s i s i s d iv ided i n t o two s e c t i o n s ; one concerned with the 
e r r o r propogat ion along discounted cash flow p a t h s , and the second with 
i d e n t i f y i n g the " c o s t " of t h i s e r r o r as i t r e l a t e s to the eva lua t i on of 
gene ra l i zed d e c i s i o n t r e e s . The " c o s t " i s a func t ion of both the p rob ­
a b i l i t y t h a t an i n c o r r e c t dec i s ion pa th w i l l be s e l e c t e d and the d i f f e r ­
ence between the expected p re sen t worth of the s e l e c t e d sub-opt imal path 
and t h a t of the c o r r e c t opt imal p a t h . 
For the de te rmina t ion of the expected p resen t worth of the cash 
flows a s s o c i a t e d wi th an a r c , where the a rc d u r a t i o n i s a random v a r i a b l e , 
two c h a r a c t e r i s t i c s a r e s i g n i f i c a n t ; the d iscount f a c t o r and the shape of 
the p r o b a b i l i t y d e n s i t y func t ion for the time d u r a t i o n . The d i scount 
f a c t o r i s given by 8, and the shape of the d e n s i t y funct ion i s p a r t i a l l y 
c h a r a c t e r i z e d by the mean, m, and the v a r i a n c e , V, The c o e f f i c i e n t of 
v a r i a t i o n , c = /V/m , i s used as an i n d i c a t o r of the shape of the d i s t r i ­
b u t i o n . This a n a l y s i s w i l l t h e r e f o r e be concerned with the e r r o r as i t 
r e l a t e s to va r ious va lues for c and 8. 
1. S ingle Branch Se r i e s Cash Flow Analys is 
This s e c t i o n dea l s with the e r r o r propogated along cash flow p a t h s . 
Two cases a r e analyzed. F i r s t , the case where the a c t i v i t y du ra t i on 
d e n s i t i e s a r e equal for each a rc in the pa th i s considered in order to 
e s t a b l i s h genera l l i m i t a t i o n s for the c h a r a c t e r i z i n g parameters c and 8. 
This cond i t ion i s included in the a n a l y s i s because a c losed form equat ion 
for the s o l u t i o n i s a v a i l a b l e . Second, pa ths wi th randomly generated 
a c t i v i t y d u r a t i o n d e n s i t i e s a r e s t u d i e d . These types of pa ths a r e s e ­
l e c t e d in order to demonstrate the e r r o r propogat ion for cash flow pa ths 
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t h a t would t y p i c a l l y be encountered in p r a c t i c e . 
For t h i s s tudy , the cash flow amounts a re s e t equal to 1. 
A r ecen t study conducted by Fremgen [14] shows t h a t 88% of b u s i ­
nesses and 86% of m i l i t a r y i n s t a l l a t i o n s use a p lanning hor izon of f i ve 
yea r s or l e s s for p lanning c a p i t a l e x p e n d i t u r e s . The t a b l e below shows 
the r e s u l t s of the survey which was conducted with 177 bus ines s f irms 
and 70 m i l i t a r y i n s t a l l a t i o n s . In accordance wi th these f i n d i n g s , a 
mean path du ra t i on of f i ve yea r s i s used . 
Table 3 , Maximum Number of Years for which 
Cap i t a l Expendi tures a r e Planned 
Percentage of Percentage of 
Years Business Respondents M i l i t a r y Respondents 
2 12 23 
3 21 8 
4 0 3 
5 55 52 
> 5 11 JL4 99 100 
1.1 Se r i e s with Equal A c t i v i t y Durat ion D e n s i t i e s and Equivalent Payments 
For a s e r i e s of n equal cash flows where the t iming between each 
cash flow i s independent and i d e n t i c a l l y d i s t r i b u t e d i t can be shown t h a t : 
E{P 0 ] = F a [ ( l - c t n ) / ( l - a ) ] (2) 
for the case where t h e r e i s no cash flow a t time 0, and: 
E{P 0} = F [ ( l - a n ) / ( l - a ) ] (3) 
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for the case t h a t inc ludes a cash flow a t time 0. For equa t ions (2) and 
( 3 ) : 
a = E{e } and F = Cons tan t . 
Equation (2) was used to genera te e r r o r s t a t i s t i c s for cash flow 
paths with from 1 to 10 a c t i v i t i e s each with an average du ra t ion of one 
y e a r . The i n t e r e s t r a t e was v a r i e d between 1% to 60% in increments of 
0.1%. This was intended to demonstrate an upper l i m i t for the i n t e r e s t 
r a t e for a given percentage e r r o r i n the ne t p r e sen t wor th . 
F igure 6. Path with Equal A c t i v i t y Durat ion D e n s i t i e s 
The e r r o r was determined as the d i f f e r ence between the r e s u l t a n t ne t 
p re sen t worth us ing the s e r i e s approximation formula and the exact f o r ­
mula for a , given t h a t T i s gamma d i s t r i b u t e d . The gamma d i s t r i b u t i o n 
was used because i t i s ab le to take on a wide v a r i e t y of shapes . 
Error s t a t i s t i c s were genera ted for a range of gamma func t ions 
depic ted by the c o e f f i c i e n t of v a r i a t i o n . Since the mean du ra t i on was 
f ixed a t the va lue 1, t h i s measure of d i s p e r s i o n was a l t e r e d by vary ing 
the va r i ance of the gamma func t ion . D i s t r i b u t i o n s included in the ex­
periment ranged from be l l - shaped func t ions with c < 1 . 0 , to the skewed 
exponen t i a l d i s t r i b u t i o n with c = 1 . 0 , to the h igh ly skewed func t ions 
where c > 1 . 0 . Table 4 summarizes the r e s u l t s of the t e s t . 
Table 4 . Error S t a t i s t i c s for I d e n t i c a l l y D i s t r i b u t e d Cash Flow Paths 
Highest I n t e r e s t Rate 
Yie ld ing Specif ied 
Coeff icent of Variance of No. of A c t i v i t i e s % Error or Less Maximum Percentage 
Va r i a t i on Gamma D i s t . i n the Branch <0.1% <1.0% <5.0% Error Encountered 
0.500 0.25 1 48.2 60.0+ 60.0+ < 1.0% 
5 32.9 60,0+ 60.0+ <1.0% 
10 28 .1 60.0+ 60.0+ < 1.0% 
0.707 0.50 1 27.6 60.0+ 60.0+ < 1.0% 
5 18.8 51.9 60.0+ < 5.0% 
10 15.6 45 .0 60.0+ <5.0% 
1.000 1.00 1 16.5 42.7 60.0+ <5.0% 
5 11.2 28.2 60.0+ < 5.0% 
10 9.2 23.5 53.2 6.1% 
1.500 2.25 1 9.3 22.9 48 .1 7.5% 
5 6.3 15 .1 30 .1 19.5% 
10 5 .1 12.3 24.6 28.2% 
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For c = 1 .5 , a gamma funct ion with a c o e f f i c i e n t of skewness equal 
to 3 . 0 , the Se r i e s Approximation Method y i e l d s an e r r o r of l e s s than 1% 
for i n t e r e s t r a t e s up to 15.1% for a d u r a t i o n of f ive y e a r s . When c i s 
lowered to a va lue of 1.0 the maximum accep tab le i n t e r e s t r a t e of 28.2% 
i s allowed for an e r r o r of l e s s than 1%. This impl ies t h a t an upper 
l i m i t for the i n t e r e s t r a t e may be in the neighborhood of 25% i f a 30% 
l i m i t a t i o n on accep tab le va lues for the c o e f f i c i e n t of v a r i a t i o n i s a l s o 
a p p l i e d . This w i l l be i n v e s t i g a t e d more f u l l y l a t e r . 
1.2 Se r i e s with Randomly Generated A c t i v i t y Durat ions and Equal Cash 
Flows 
Typical cash flow streams involve r e c e i p t s and disbursements t h a t 
occur a t v a r i o u s epochs in the f u t u r e . The t imes between epochs a re 
u s u a l l y not i d e n t i c a l l y d i s t r i b u t e d as was assumed in the previous s e c ­
t i o n . This s e c t i o n i s devoted to the de te rmina t ion of the e r r o r a s s o c i ­
a ted wi th us ing the s e r i e s approximation formula to d e s c r i b e the time 
d u r a t i o n between epochs where the d u r a t i o n d e n s i t i e s a r e not equa l . 
0 .1 < T < 1.3 
Figure 7. Path wi th Random A c t i v i t y Durat ion D e n s i t i e s 
The procedure s e l e c t s an i n t e r e s t r a t e and randomly genera tes 
t iming d i s t r i b u t i o n s , based on the mean and v a r i a n c e c h a r a c t e r i z i n g the 
d i s t r i b u t i o n , for branches composed of 10 nodes . In t h i s way, i t i s i n ­
tended to s imula te the occurrence of cash flow streams which would 
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t y p i c a l l y be encountered in p r a c t i c e . I t i s assumed t h a t the a c t u a l 
d i s t r i b u t i o n of the t imings i s gamma and t h a t the c o e f f i c i e n t of v a r i a ­
t i o n i s never g r e a t e r than c = l . 1000 pa ths were generated with a mean 
d u r a t i o n between epochs of 0,7 year and a range of from 0 .1 year to 1.3 
y e a r s . The s tandard d e v i a t i o n of the 10,000 epoch average time d u r a t i o n s 
generated i s 0.4 y e a r . Tables 5 , 6 and 7 summarize the r e s u l t s of the 
t e s t for i n t e r e s t r a t e s ranging from 12% to 60%. 
The t e s t was broken i n t o t h r e e p a r t s . The f i r s t p a r t was concerned 
with the e r r o r p ropaga t ion along pa ths with only t e rmina t ion cash f lows, 
the second p a r t i n v e s t i g a t e d pa ths with only cont inuous uniform cash f lows , 
and the t h i r d p a r t i n v e s t i g a t e d the j o i n t case of both cont inuous cash 
flows and t e rmina t ion cash f lows. 
The f i r s t t e s t concerning only t e rmina t ion r e t u r n s r e s u l t e d in an 
e r r o r of l e s s than 0.7% between the ne t p r e sen t worth computed by the 
s e r i e s approximation formula and the d e s i r e d r e s u l t based on the gamma 
d i s t r i b u t i o n for an i n t e r e s t r a t e of 36%. As the i n t e r e s t r a t e was i n ­
creased to 60% an e r r o r of 1.3% was encountered for a branch with n ine 
a c t i v i t i e s . 944 of the 1000 branches genera ted with n ine a c t i v i t i e s a t 
an i n t e r e s t r a t e of 60% y ie lded an e r r o r of l e s s than 1%. 
The second t e s t involv ing only cont inuous uniform cash flows r e ­
s u l t e d in a l l generated branches having an e r r o r of l e s s than 1%. The 
maximum encountered e r r o r was l a r g e s t for the sma l l e s t i n t e r e s t r a t e of 
12% and amounted to an e r r o r of 0.5%. 
The t h i r d t e s t , intended to demonstrate the most genera l case wi th 
both t e rmina t i on cash flows and cont inuous uniform cash flows r e s u l t e d in 
e r r o r s l e s s than 0.3% for i n t e r e s t r a t e s below 36%. The h ighes t pe rcen tage 
Table 5 . Simulated Se r i e s of Single Cash Flows 
I n t e r e s t No. of A c t i v i t i e s 
Rate in the Branch <1.0% 
12.0% 1 1000 
5 1000 
9 1000 
24.0% 1 1000 
5 1000 
9 1000 
36.0% 1 1000 
5 1000 
9 1000 
48.0% 1 1000 
5 1000 
9 999 
60.0% 1 1000 
5 975 
9 944 
. of Cases with 
p e c i f i e d Error Maximum Percentage 
<5.0%,>1.0% >5.0% Error Encountered 
0 0 <0.1% 
0 0 <0.1% 
0 0 0.1% 
0 0 0.1% 
0 0 0.2% 
0 0 0.3% 
0 0 0.1% 
0 0 0.5% 
0 0 0.7% 
0 0 0,2% 
0 0 0.8% 
1 0 1,0% 
0 0 0.4% 
25 0 1.1% 
56 0 1.3% 
Table 6. Simulated S e r i e s of Continuous Uniform Cash Flows 
I n t e r e s t No. of A c t i v i t i e s 
Rate in the Branch <1.0% 
12.0% 1 1000 
5 1000 
9 1000 
24.0% 1 1000 
5 1000 
9 1000 
36.0% 1 1000 
5 1000 
9 1000 
48.0% 1 1000 
5 1000 
9 1000 
60.0% 1 1000 
5 1000 
9 1000 
. of Cases with 
pec i f i ed Error Maximum Percentage 
<5.0%,>1.0% >5.0% Error Encountered 
0 0 0.2% 
0 0 0.4% 
0 0 0.5% 
0 0 0.2% 
0 0 0.2% 
0 0 0.2% 
0 0 0.3% 
0 0 0.2% 
0 0 0.1% 
0 0 0.4% 
0 0 0.2% 
0 0 0.1% 
0 0 0.4% 
0 0 0.2% 
0 0 0.1% 
Table 7. Simulated Se r i e s of Combined Single and Continuous 
Uniform S e r i e s Cash Flows 
No. of Cases with 
I n t e r e s t 
Rate 
No. of A c t i v i t i e s 
in the Branch <1.0% 




12.0% 1 1000 0 0 0.1% 
5 1000 0 0 0.1% 
9 1000 0 0 < 0.1% 
24.0% 1 1000 0 0 0.1% 
5 1000 0 0 0.1% 
9 1000 0 0 0.1% 
36.0% 1 1000 0 0 0.2% 
5 1000 0 0 0,1% 
9 1000 0 0 0.3% 
48,0% 1 1000 0 0 0.2% 
5 1000 0 0 0.3% 
9 1000 0 0 0.5% 
60.0% 1 1000 0 0 0.3% 
5 1000 0 0 0,4% 
9 1000 0 0 0.7% 
47 
e r r o r encountered was 0.7% a t an i n t e r e s t r a t e of 60% with n ine a c t i v i t i e s . 
To p lace these r e s u l t s in economic p e r s p e c t i v e , one can a r b i t r a r i l y 
choose " p r a c t i c a l " l i m i t s for i n t e r e s t r a t e and c o e f f i c i e n t of v a r i a t i o n . 
For example, p re sen t worths a r e normally c a l c u l a t e d a t an i n t e r e s t r a t e 
equal to the r a t e of r e t u r n normally earned in the o rd inary course of b u s ­
ines s ( the "minimum a t t r a c t i v e r a t e of r e t u r n " ) , which i s l e s s than 24% 
for most bus ines s concerns in c a p i t a l economies, and p r o b a b i l i t y d i s t r i ­
bu t ions wi th c o e f f i c i e n t s of v a r i a t i o n g r e a t e r than c = l a r e r a r e l y en­
countered . 
With i - 20% and cSl, the t e s t s imply t h a t an e r r o r of l e s s than 
0.5% i s to be expected through the use of SAM. Since i t i s u n l i k e l y t h a t 
the numbers used in a d e c i s i o n t r e e study would be s i g n i f i c a n t beyond 
t h r e e d i g i t s , an e r r o r of 0.5% or l e s s would impact only the l e a s t s i g ­
n i f i c a n t d i g i t . I t i s t h e r e f o r e a p p r o p r i a t e to conclude t h a t the use of 
the s e r i e s approximation formula w i l l y i e l d a p p r o p r i a t e r e s u l t s in p r a c ­
t i c a l s i t u a t i o n s . 
2. General ized Decis ion Trees 
In s e c t i o n I V . 1 , the e r r o r incur red by the use of the s e r i e s 
T 
approximation method (SAM) as an e s t ima to r of E{£ ) was shown to be v a l i d 
for i < 0 . 2 4 and c< 1.0 for s e r i e s of cash flows where the problem formu­
l a t i o n was accu ra t e to t h r e e s i g n i f i c a n t d i g i t s . This s e c t i o n i s concerned 
•k 
Formal uses of i n t e r e s t r a t e s h igher than 20% are in f ac t in common u s e , 
but as compensation for modeling d e f i c i e n c i e s assumed not to e x i s t among 
use r s of genera l i zed d e c i s i o n t r e e s . These d e f i c i e n c i e s inc lude system­
a t i c b i a s in ove res t ima t ing revenues and underes t ima t ing c o s t s , i n f i n i t e -
l i f e modeling of f i n i t e - l i f e revenues , e s t ima t ion of fu tu re cash flows in 
nominal r a t h e r than i n f l a t i o n - f r e e d o l l a r s , s a f e t y - f a c t o r conserva t i sm, 
and lack of e x p l i c i t cons ide r a t i on of r i s k and u n c e r t a i n t y in d e t e r m i n i s ­
t i c methods. 
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with the impact t h a t t h i s e s t ima to r w i l l have on the s o l u t i o n of a d e c i ­
s ion t r e e . Three types of dec i s ion t r e e s a r e of i n t e r e s t ; t r e e s with 
only t e rmina t ion cash f lows, t r e e s with only cont inuous uniform cash 
f lows, and t r e e s t h a t j o i n t l y combine the two types of r e t u r n s . This 
w i l l cover a l l p o s s i b l e use r c a s e s . 
For t h i s t e s t , a program was prepared t h a t randomly gene ra t e s a 
dec i s ion t r e e with 363 a rc s and 364 nodes . The t r e e has f ive epochs. 
Three a r c s extend from each node. The mean du ra t i on of each epoch i s 
between 0 .1 year and 2,0 y e a r s . The t y p i c a l a rc has a mean du ra t ion of 
1.01 yea r . The va r i ance of the time du ra t i on i s determined by the s e ­
l e c t e d c o e f f i c i e n t of v a r i a t i o n . The pa ths thus generated wi th in the 
t r e e a r e not intended to r e p r e s e n t t y p i c a l flows to be found in p r a c t i c e 
as in Sect ion I V , 1 . 2 ; here i t i s intended t h a t the worst case w i l l be 
r e v e a l e d . For each s e l e c t i o n of the parameters c and i , 100 t r e e s a re 
randomly genera ted . Each t r e e i s eva lua ted us ing both the SAM es t ima to r 
T 
and the gamma funct ion for E{$ } . The c o r r e c t time d i s t r i b u t i o n s a re 
assumed to be gamma to provide a b a s i s for eva lua t i ng the SAM s o l u t i o n s . 
In accordance with the r e s u l t s of Sect ion I V . 1 . 2 , the i n t e r e s t 
r a t e i s va r i ed between 0.06 and 0 .30 . The c o e f f i c i e n t of v a r i a t i o n i s 
t e s t e d for the t h r e e va lues in Sec t ion I V . 1 . 1 , namely 0 . 5 , 1.0 and 1 .5 . 
These parameter s e l e c t i o n s a r e intended to demonstrate r e s u l t s for a l l 
t r e e s of p r a c t i c a l i n t e r e s t p lus a r e p r e s e n t a t i v e sample of t r e e s t h a t 
extend beyond reasonable l i m i t s . The case where c = 1.0 and i = 0 , 2 4 i s 
intended to r e p r e s e n t the r easonab le l i m i t . 
The r e s u l t s of the t e s t a re summarized in Tables 8 through 10. 
Table 8 i n d i c a t e s the average percentage e r r o r between the SAM s o l u t i o n 
0 < A < 100 
0 < F < 100 
O . K T < 2.0 
Figure 8. Represen ta t ion of Tree S t r u c t u r e 
for Va l ida t i on Test 
Table 8. Average of the Percentage Error Between Se r i e s Approximation 
Method and Gamma Evaluated Expected Presen t Worths of Decision Trees 
0 < F < 100,A= 0 F = 0,0 < A< 100 0 < F < 100,0 < A< 100 
C 
i 






0.00 0.00 0.02 
0.00 0.03 0.13 
0.01 0.08 0.36 
0 .01 0.14 0.71 
0 .01 0.20 1.11 
0.02 0.27 1.32 
0.05 0.76 3.83 
0.08 1.26 6.52 
0.10 1.66 9.03 
0.12 2.04 11.44 
0.02 0.17 0 .81 
0.03 0.41 1.92 
0.04 0.55 2.60 
0.04 0.59 2.73 
0.04 0.61 2.53 
Table 9. Number of Times an I n c o r r e c t Decision Path 
was Selected by the Se r i e s Approximation Method 
0 < F < 100,A = 0 F = 0,0 < A< 100 0 < F < 100,0 < A < 100 
i 
c 0.50 1.00 1.50 0.50 1.00 1.50 0.50 1.00 1.50 
0 06 0 0 0 0 0 0 0 0 0 
0 12 0 0 0 0 0 1 0 0 6 
0 18 0 0 0 0 1 5 0 1 16 
0 24 0 0 10 1 1 5 0 3 12 
0 
-
30 0 5 6 0 5 5 0 5 29 
Table 10. Maximum Percentage Error Between the Expected 
Presen t Worth of SAM and GAMMA Selec ted Paths 
0 < F < 100,A= 0 F = 0,0 < A< 100 0 < F < 100,0 < A < 100 
C 
i 






0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.30 
0.00 0 .21 0.93 
0.00 0.00 0,00 
0.00 0.00 0.23 
0.00 0.26 0.64 
0.02 0.12 0 .71 
0.00 0.59 1.52 
0.00 0.00 0,00 
0.00 0,00 0.09 
0.00 0.00 0.74 
0,00 0.27 1.73 
0.00 0.38 2.98 
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and the gamma s o l u t i o n for the expected ne t p re sen t worth of the 100 
t r e e s . For c = 1 . 0 , the l i m i t i n g c a s e , the average e r r o r encountered for 
the case of t e rmina t ion cash flows only was 0.2%. For the case of con­
t inuous uniform cash flows on ly , the e r r o r was s i g n i f i c a n t l y h igher 
reaching 1,7% for i = 0 .24 . For the case of the combined cash flow t y p e s , 
the expected e r r o r was 0.61% a t i = 0 . 3 . Hence, for the l i m i t i n g c a s e , we 
may expect the wors t - case prospec t of an expected e r r o r of 1.7% where 
c = 1.0 for a l l d u r a t i o n d e n s i t i e s in the t r e e and only cont inuous uniform 
cash flows a re cons ide red . 
Table 9 i n d i c a t e s the number of t imes the c a l c u l a t e d optimal pa ths 
d i f f e r e d . As expected , the number of t imes the path was i n c o r r e c t l y s e ­
l e c t e d by SAM increased wi th i n c r e a s i n g i and c . Table 10 i n d i c a t e s the 
cos t of the i n c o r r e c t l y s e l e c t e d p a t h . The cos t i s computed by r e c a l c u ­
l a t i n g the expected ne t p re sen t worth of the SAM s e l e c t e d pa th with the 
gamma equat ion so t h a t the t r u e e r r o r may be recorded . For the l i m i t i n g 
c a s e , when a wrong dec i s i on was made, the maximum percentage e r r o r b e ­
tween the new p re sen t worth of t h i s path and t h a t of the c o r r e c t pa th was 
0.27%. This percentage e r r o r i s we l l w i th in the boundar ies of model 
accuracy for t h r e e s i g n i f i c a n t d i g i t s . 
In Table 9, numerous i n c o r r e c t d e c i s i o n s were recorded when in 
f ac t the expected p re sen t worth of the i n c o r r e c t l y s e l e c t e d pa th was not 
s i g n i f i c a n t l y d i f f e r e n t from the c o r r e c t pa th s e l e c t e d by the gamma func­
t i o n . In Table 1 1 , only those cases where the cos t of the i n c o r r e c t d e ­
c i s i o n was g r e a t e r than 0.5% a r e r ecorded . Based on the r e s u l t s p resented 
in t h i s t a b l e , no s i g n i f i c a n t l y wrong dec i s i ons were made for any of t he 
models generated up to the l i m i t i n g va lues for the parameters c and i . 
Table 11 . Number of Times an I n c o r r e c t Decision Path 
Was Selected by the Se r i e s Approximation Method Where 
the Percentage Error Between the Expected Presen t Worth 
of the SAM and GAMMA Selec ted Paths i s Greater than 0.5% 
0 < F < 100,A = 0 F= 0,0 < A< 100 0 < F < 100,0 < A< 100 
i 
c 0.50 1.00 1.50 0.50 1.00 1.50 0.50 1.00 1.50 
0 .06 0 0 0 0 0 0 0 0 0 
0 12 0 0 0 0 0 0 0 0 0 
0 18 0 0 0 0 0 4 0 0 3 
0 24 0 0 0 0 0 2 0 0 8 
0. 30 0 0 1 0 1 4 0 0 17 
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This f ac t adds f u r t h e r c r e d i b i l i t y to the SAM method for the l i m i t a t i o n s 
of i < 0.24 and c < 1.0. 
Using the r e s u l t s t abu l a t ed in Table 1 1 , Table 12 was cons t ruc t ed 
to give an i n d i c a t i o n of the l i k l i h o o d of making the c o r r e c t dec i s ion 
given maximum accep tab le va lues for c and i . Based on the maximum va lues 
of c = 1.0 and i = 0 .24 , the p r o b a b i l i t y of SAM y i e l d i n g the c o r r e c t path 
i s g r e a t e r than or equal to 0 .97 . For the cases where SAM f a i l s to y i e l d 
the c o r r e c t p a t h , the p r o p o r t i o n a l cos t of t h i s wrong dec i s ion i s l e s s 
than 0.3%. The maximum expected cos t s for wrong d e c i s i o n s a re dep ic ted 
in Table 13 for corresponding maximum c and i v a l u e s . 
3 . Summary 
In Sec t ion I V . 1 . 1 , the a n a l y s i s showed a marked i nc r ea se in the 
e r r o r between the SAM c a l c u l a t e d p re sen t worth and the gamma c a l c u l a t e d 
p re sen t worth for c > 1 . 0 . For a c o e f f i c i e n t of v a r i a t i o n equal to 1.0, 
the e r r o r was found to be l e s s than 1% for i n t e r e s t r a t e s up to 28.2% 
for a pa th of f i ve yea r s d u r a t i o n , and up to 23,5% for a path of ten 
years d u r a t i o n . This impl ies t h a t , for a f i ve -yea r p lanning h o r i z o n , 
the approximation i s accu ra t e to l e s s than 1% e r r o r for i n t e r e s t r a t e s 
below 28% and d e n s i t i e s t h a t a r e no more skewed than the e x p o n e n t i a l . 
In Sect ion I V . 1 . 2 , t y p i c a l d iscounted cash flow pa ths were t e s t e d 
where c was randomly s e l e c t e d between the va lues of 0 and 1. The net 
r e s u l t showed a maximum expected e r r o r l e s s than 0.3% for i n t e r e s t r a t e s 
below 24% where the mean du ra t i on of the path was 6.3 y e a r s . I t i s i n ­
t u i t i v e l y p l a u s i b l e to r e p r e s e n t the du ra t ion of a s i n g l e a c t i v i t y by a 
d e n s i t y as skew as the exponen t i a l d e n s i t y (c = 1 ) . For an a rc t h a t 
Table 12. Minimum Expecta t ion of a Correct Decis ion Using 
the Se r i e s Approximation Method by Maximum c and i 
^ " \ M a x c 
Max i 
0.50 1.00 1.50 
0.06 1.00 1.00 1.00 
0.12 1.00 1.00 0.94 
0.18 1.00 0.99 0.84 
0.24 1.00 0.97 0.88 
0.30 1.00 0.95 0.71 
Table 13 . Maximum Expected Error in I n c o r r e c t Decis ion 
Path by Maximum c and i 
^ \ ^ M a x c 
Max i ^ - • v . 
0.50 1.00 1.50 
0.06 * * * 
0.12 * •k 0.1% 
0.18 * 0.3% 0.8% 
0.24 * 0.3% 1.8% 
0.30 * 0.6% 3.0% 
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r e p r e s e n t s m u l t i p l e a c t i v i t i e s , the d e n s i t y for the a rc i s composed of a 
s e r i e s of such d i s t r i b u t i o n s , or r ep resen ted by the gamma d i s t r i b u t i o n 
with c l e s s than 1. T y p i c a l l y , the minimum a t t r a c t i v e r a t e of r e t u r n 
employed by an o r g a n i z a t i o n i s l e s s than 24%. Hence, we assume p r a c t i c a l 
l i m i t a t i o n s of l - ( l / 8 ) - 0.24 and c - 1,0. Given these l i m i t a t i o n s , the 
s e r i e s approximation method y i e l d s e r r o r s l e s s than 0,3%. 
Sec t ion IV.2 examined the use of SAM to compute opt imal d e c i s i o n 
pa ths wi th in a d e c i s i o n t r e e . For d e c i s i o n t r e e s where the va lues a r e 
t y p i c a l l y a c c u r a t e to only t h r e e s i g n i f i c a n t d i g i t s , the maximum expec ta ­
t i o n of a wrong d e c i s i o n was found to be 0 . 0 3 . This was for the case 
where a l l c = 1 . 0 and i = 0 . 2 4 . Given t h a t the i n c o r r e c t path was s e l e c t e d , 
the maximum e r r o r between the SAM and gamma computed expected p resen t 
va lues was 0.3%. This impl ies t h a t the expected cos t of a wrong d e c i s i o n , 
caused by the use of SAM, i s l e s s than 0.009%. This i s we l l below the 
s i g n i f i c a n c e of the input v a r i a b l e s which sugges ts t h a t SAM i s a sound 
es t ima to r when used in l i e u of the time d u r a t i o n d e n s i t i e s along pa ths in 
a d e c i s i o n t r e e . 
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CHAPTER V 
COMPUTER PROGRAM TO SOLVE DECISION TREES 
WITH STOCHASTIC ACTIVITY DURATIONS 
1. I n t r o d u c t i o n 
This chapte r d e s c r i b e s a FORTRAN-IV computer program t h a t may be 
used to so lve d e c i s i o n t r e e s where the cash flow magnitudes and the time 
d u r a t i o n between a c t i v i t i e s a re random v a r i a b l e s . 
Severa l d e c i s i o n t r e e programs a re c u r r e n t l y in e x i s t e n c e [ 3 6 ] . 
Applied Decis ion Systems, I n c . of Wellesley H i l l s , Massachuset ts deve lop­
ed a program c a l l e d ADTREE. DuPont had a program t h a t i s used i n t e r n a l l y 
in batch mode. The IBM Cambridge S c i e n t i f i c Research Center developed a 
dec i s i on t r e e program t h a t u t i l i z e s computer g raphics to d i sp l ay the 
model. This program was developed under an i n t e r n a l exper imental program 
and due to dependency on machines t h a t a r e no longer produced by IBM i s 
no longer being t e s t e d . S c i e n t i f i c Software Corporat ion of Englewood, 
C a l i f o r n i a developed a program t h a t uses s imula t ion to so lve the model. 
I t i s c u r r e n t l y i n use by the U.S. Department of Defense and the U.S. 
Geological Survey. Stanford Research I n s t i t u t e had developed two pack­
a g e s . One i s an i n t e r a c t i v e dec i s i on t r e e program c a l l e d TREE t h a t can 
handle problems up to 1000 nodes . I t i s h igh ly system dependent and w i l l 
handle only a l im i t ed number of p r o b a b i l i t y d i s t r i b u t i o n s . SRI developed 
another package c a l l e d CTREE which may be used for l a r g e dec i s i on t r e e 
problems. CTREE provides macros which must be used in a u s e r - w r i t t e n 
FORTRAN program to model the problem. Systemes Informat iques De Gest ion 
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of P a r i s , France has a program t h a t i s s i m i l a r to SRI 's TREE program and 
w i l l handle problems wi th up to 450 nodes . I t i s used p r i m a r i l y by edu­
c a t i o n a l i n s t i t u t i o n s in France . 
None of the programs mentioned above provide for v a r i a b l e a c t i v i t y 
d u r a t i o n s . 
The computer program descr ibed in t h i s chapter w i l l al low for v a r ­
i a b l e a c t i v i t y d u r a t i o n s . The d i s t r i b u t i o n of time may be ass igned any 
of f ive d i s t r i b u t i o n t ypes : c o n s t a n t , r e c t a n g u l a r , n e g a t i v e - e x p o n e n t i a l , 
normal, and gamma. If the des i r ed d i s t r i b u t i o n type i s unknown, the 
Se r i e s Approximation Method, descr ibed in Chapter I I I , may be used to 
solve the problem. With the use of SAM t h e r e i s no need to speci fy the 
d i s t r i b u t i o n s of the random v a r i a b l e s beyond the s p e c i f i c a t i o n of the 
mean and v a r i a n c e . A d i s c u s s i o n of the accuracy of SAM i s presented in 
Chapter IV. The primary l i m i t i n g f a c t o r s a r e t h a t the i n t e r e s t r a t e 
spec i f i ed be l e s s than 0.24 (annual) and t h a t the c o e f f i c i e n t of v a r i a ­
t i o n for any random v a r i a b l e in the model be l e s s than 1.0. The program 
w i l l provide warning messages i f e i t h e r of these l i m i t a t i o n s a re v i o l a t e d . 
The moments requ i red by the spec i f i ed d i s t r i b u t i o n type may be 
entered e x p l i c i t l y ; e . g . , mean and v a r i a n c e ; or in the more i n t u i t i v e 
approach of spec i fy ing the e a r l i e s t p o s s i b l e time (LB), the l a t e s t pos ­
s i b l e time (UB), and the most l i k e l y time (MODE). By spec i fy ing the 
l a t e r parameters , the program w i l l compute the r equ i red moments by us ing 
the PERT es t ima t ion technique as shown below: 
E{T} = 
Var{T} = 
(LB + 4 MODE + UB)/6 




The fol lowing s e c t i o n s d e s c r i b e the da t a p r e p a r a t i o n necessary to 
run the program, a d e s c r i p t i o n of the menu flow through the program, the 
l o g i c used to s e l e c t the opt imal dec i s i on p a t h s , and t h r e e example p rob­
lems. The program l i s t i n g i s provided in the Appendix. 
1.1 Program Overview 
The program i s w r i t t e n in s tandard FORTRAN-IV s t a t e m e n t s . I t con­
s i s t s of a modular des ign as diagrammed in Figure 9. This i s in tended to 
f a c i l i t a t e maintenance and the i nco rpo ra t i on of enhancements. 
The user i n t e r f a c e i s c o n t r o l l e d by a s e r i e s of opt ion menus. As 
dep ic ted by the te rmina l symbol in Figure 9 t h e r e a r e four primary menus: 
I n i t i a t i o n , Data Entry and Update, P roces s ing , and Terminat ion. The 
I n i t i a t i o n Option menu provides access to the I n s t r u c t i o n and F i l e Read 
modules. The I n s t r u c t i o n module i s i t s e l f composed of an opt ion menu 
which enables the user to ob ta in a s s i s t a n c e based on h i s scope of i n t e r ­
e s t . The F i l e Read module se rves the purpose of r e t r i e v i n g model da ta 
from a s e q u e n t i a l f i l e . The Data Entry and Update menu provides c o n t r o l ­
led access to the Data Desc r ip t ion modules which provide e x p l i c i t prompt­
ing for the v a r i o u s model parameters ( e . g . , t e rmina l cash f lows, uniform 
cash f lows, time v a r i a b l e s ) . Under t h i s menu prompt, the use r may s e l e c t 
to e i t h e r add an a rc to the model or change parameters in a c u r r e n t l y 
e x i s t i n g a r c . The Process ing menu provides access to the Display module 
which provides the user wi th the c a p a b i l i t y to d i s p l a y a l l model da t a for 
a rcs from or to a s p e c i f i c node or for a l l a r c s in the model. The P ro ­
cessor menu a l s o c o n t r o l s access to the processor modules which compute 
the expected p resen t worth and va r i ance of the pa ths in the t r e e . The 
Termination menu al lows access to the F i l e Write module which i s used to 
BASIC PROGRAM FLOW 









F i l e 
Write 
Module 
Figure 9. GTREE Program Flow 
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w r i t e the da ta a s soc i a t ed with the cu r r en t model to a s e q u e n t i a l f i l e , 
and the c a p a b i l i t y to r e - r u n the model e i t h e r by branching to the P roces ­
s ing menu or d i r e c t l y to the P re -p rocesso r a f t e r s p e c i f i c a t i o n of a new 
i n t e r e s t r a t e . A d e t a i l e d f lowchart of the opt ion p rocess ing s t a t e s i s 
provided in the Appendix. 
For use r convenience, a worksheet i s provided on the fol lowing 
page which may be prepared p r i o r to running the program. The only da ta 
en t ry r e s t r i c t i o n i s t h a t both source node numbers and s ink node numbers 
be numbered s e q u e n t i a l l y . Samples of prepared worksheets a re provided 
with the example problems l a t e r in the c h a p t e r . 
1.2 Processor Logic 
The purpose of the Processor module i s to determine the opt imal 
d e c i s i o n pa ths in the model. This func t ion i s d iv ided i n t o two p a r t s ; 
the P re -p rocesso r and the P roces so r . The P re -p rocesso r t ransforms the 
da t a i n t o a format s u i t a b l e for the P roces so r . For the da t a en t ry and 
f i l e read f u n c t i o n s , da ta i s maintained in the F i l e Format shown in 
Figure 10. This ensures the i n t e g r i t y of the user suppl ied d a t a . For 
Processor u s e , a l l v a r i a b l e s descr ibed in terms of bounds and the mode 
a re transformed i n t o the corresponding mean and v a r i a n c e . The user may 
e x p l i c i t l y speci fy the mean and va r i ance by keying "999" as the f i r s t 
f i e l d of each v a r i a b l e c l a s s . For the time pa ramete r s , the va lues of 
a , v , and i[> a re eva lua t ed . The r e s u l t i n g input da t a to the Processor 
module i s shown in Figure 1 1 . The computations fol low from Tables 1 and 
2 in Chapter I I I . 
The Processor l o g i c i s descr ibed by the s t eps o u t l i n e d in Figure 
12. 
WORKSHEET FOR DECISION TREE PROGRAM 
ARC 































Most l i k e l y va lue 
Spec i f i e s t h a t mean and 
va r i ance w i l l be used. 
DT = D i s t r i b u t i o n type : cons tan t 
r e c t a n g u l a r 
exponen t ia l 
gamma 
normal 
a r b i t r a r y 
DTFILE(I,J= 1 2 3 4 5 6 7 8 9 10 11 12 13 
SOURCE SINK 999 MEAN VAR. 999 MEAN VAR. DT 999 MEAN VAR. PR 
NODE # NODE # or or or or or or or or or 
LB UB MODE LB UB MODE LB* UB** MODE 
ADDRESSABILITY TERMINAL CASH UNIFORM CASH TIME DURATION 
FLOW FLOW 
DT = D i s t r i b u t i o n type 
PR = P r o b a b i l i t y 
*For the cons tan t time d u r a t i o n , 
the p o s i t i o n con ta ins the v a l u e . 
**For the r e c t a n g u l a r time dura ­
t i o n , t h i s and the previous 
p o s i t i o n con ta in t h e bounds. 
Figure 10. Layout of F i l e Data Format 
DTW0RK(I,J= 1 2 3 4 5 6 7 8 9 1 0 
SOURCE SINK MEAN VAR. MEAN VAR. a V PR 
NODE # NODE # y a 2 CO C 2 
ADDRESSABILITY TERMINAL UNIFORM TIME DURATION PROB-
CASH FLOW CASH FLOW ABILITY 
Figure 11 . Layout of Processor Data Format 
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STEP 1. Begin with the l a s t a rc defined in the model. 
STEP 2. Determine whether the p r o b a b i l i t y a s s o c i a t e d 
wi th the c u r r e n t a rc i s l e s s than one. I f i t 
i s , t h i s s i g n i f i e s t h a t t h i s i s a chance a r c , 
go to s t e p 7. Otherwise, go to s t ep 3 . 
STEP 3 . Compute the c u r r e n t worth of t h i s a r c . I f 
t h i s va lue i s g r e a t e r than any c u r r e n t worth 
p rev ious ly computed for the source node c o r ­
responding to t h i s a r c , go to s t ep 4 . Other­
w i s e , go to s t ep 5. 
STEP 4 . Save the c u r r e n t worth of the source node 
and save the source and s ink node numbers 
r e p r e s e n t i n g t h i s d e s i r a b l e p a t h . Go to 
s t ep 5 . 
STEP 5. Determine whether the next a rc in the model 
has the same source node number as the a rc 
c u r r e n t l y being p rocessed . I f i t does , go 
to s t ep 3 , o the rwi se , increment the path 
counter ( to p re se rve the p rev ious ly s e l e c t e d 
path) and go to s t e p 6. 
STEP 6. Compute the va r i ance for the s e l e c t e d a rc 
and go to s t e p 2. 
STEP 7. Compute the cu r r en t worth of t h i s a rc and 
mu l t i p ly by the p r o b a b i l i t y . Go to s t ep 8. 
STEP 8. Compute the va r i ance of t h i s a r c , mu l t ip ly 
by the p r o b a b i l i t y squared and add t h i s 
va lue to the c u r r e n t va r i ance va lue for 
t h i s source node. Go to s t ep 2 . 
Figure 12. Processor Logic 
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2. Example Problems 
Three example problems a re presented in t h i s s e c t i o n . The f i r s t 
example i s a p l a n t c o n s t r u c t i o n problem with an opt ion for l a t e r expan­
s ion based on a n t i c i p a t e d market demand. Var iab le c o n s t r u c t i o n times 
a r e accomodated. The second example i s a b r idge c o n s t r u c t i o n problem 
where one of two foundation a l t e r n a t i v e s must be s e l e c t e d . The v a r i ­
a b i l i t y in the c o n s t r u c t i o n time a s s o c i a t e d with each a l t e r n a t i v e i s 
c r i t i c a l to t h i s d e c i s i o n problem. The t h i r d example i s an a n a l y s i s of 
a l e a s e versus purchase opt ion for computer equipment where two con­
f i g u r a t i o n s with d i f f e r e n t p rocess ing c a p a b i l i t i e s a r e involved . 
2 .1 P l an t Expansion Example 
The f i r s t example problem was e x t r a c t e d from a problem presented 
by Magee [ 3 2 ] . The problem i s defined as fo l lows : 
After an ex tens ive market survey, a manufacturer i s 
confronted with the a l t e r n a t i v e s to e i t h e r bu i ld a l a r g e 
p l a n t f a c i l i t y today, or to bu i ld a smal ler f a c i l i t y today 
with an op t ion to expand t h i s p l a n t a t a l a t e r d a t e . 
Figure 13 i s a d e c i s i o n t r e e diagram of the problem and Table 14 
provides the d e t a i l e d d a t a . The numbers have been modified from the 
o r i g i n a l problem posed by Magee to provide for v a r i a b i l i t y in c o n s t r u c ­
t i o n t ime. 
The f i r s t dec i s i on po in t i s r ep resen ted by node 1. I f the manu­
f a c t u r e r chooses to bu i l d the l a r g e p l a n t i n i t i a l l y , he w i l l incur a 
$750K s t a r t - u p c o s t , a charge of $50K per month whi le the p r o j e c t i s 
underway, and a t e rmina t ion cos t of $750K. I t i s expected t h a t c o n s t r u c ­
t i o n w i l l t ake 30 months, however, under i d e a l cond i t ions c o n s t r u c t i o n 
-750K 3 . 3 K , T = 1 2 0 
- 7 5 0 K 
/ 
T = ( 2 6 , 3 0 , 3 8 ) 
8 . 3K 
T = 1 2 0 Vjy T = 9 6 
8 . 3 K . T = 1 2 0 
PROBABILITIES 
p ( 4 , 6 ) = 0 . 6 
p ( 4 , 7 ) = 0 . 1 
p ( 4 , 8 ) = 0 . 3 
p ( 5 , 9 ) = 0 . 7 
D ( 5 , 1 0 ) = 0 . 2 
^11) 
-320K -200K 
- 2 2 K ^ 5 8 . 3 K , T = 9 6 
\ T = ( 1 6 , 1 8 , 2 8 ) 
T = ( 2 0 , 2 4 , 3 0 ) T=96 
- 2 5 0 K 
F i g u r e 1 3 . D e c i s i o n T r e e D i a g r a m f o r P l a n t C o n s t r u c t i o n P r o b l e m . 
Table 14. Data for the P lan t Cons t ruc t ion Problem 
P r o b a b i l i t y Revenue/Mo. Time/Mo 
A l t e r n a t i v e 1. 
Build Large 
P lan t I n i t i a l l y 
High Demand 0.6 83.3K 120 
High Demand 0 .1 83.3K 24 
Followed by 8.3K 96 
Low Demand 
Low Demand 0.3 8.3K 120 
A l t e r n a t i v e 2 . 
Build Small 
P lan t I n i t i a l l y 
High Demand 0.7 37.5K 24 
Low Demand 0.3 33.3K 120 
A l t e r n a t i v e 2 .1 
Expand P lan t 
High Demand 0.86 58.3K 96 
Low Demand 0.14 4.2K 96 
A l t e r n a t i v e 2.2 
No P l a n t 
Expansion 
High Demand 0.86 33.3K 96 
Low Demand 0.14 25.OK 96 
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could be completed in 26 months and under adverse cond i t ions i t may take 
as long as 38 months. S i m i l a r l y , i f the smal ler f a c i l i t y i s cons t ruc ted 
i n i t i a l l y , an i n i t i a l ou t l ay of $250K i s r e q u i r e d , p rogress payments of 
$50K per month w i l l have to be p a i d , and a t e rmina t ion cos t of $150K w i l l 
be i n c u r r e d . I t i s es t imated t h a t t h i s p r o j e c t w i l l take between 16 
months and 28 months for completion wi th a m o s t - l i k e l y time to completion 
of 18 months. I f the d e c i s i o n i s made to c o n s t r u c t i o n of the smal le r 
p l a n t , node 9 r e p r e s e n t s the d e c i s i o n po in t where expansion of the p l a n t 
i s p o s s i b l e . This endeavor i s es t imated to r e q u i r e from 20 months to 30 
months with an expected completion time of 24 months. An i n i t i a l ou t l ay 
of $320K and a t e rmina t ion charge of $200K w i l l be r equ i red in a d d i t i o n 
to monthly p rogress payments of $22K for the d u r a t i o n of the p r o j e c t . 
The worksheet used for input of t h i s problem to the GTREE program 
i s provided on the next page. An annual i n t e r e s t r a t e of 10% i s assum­
ed. Under the o r i g i n a l problem formula t ion , wi thout c o n s i d e r a t i o n of the 
c o n s t r u c t i o n time de lay , the opt imal d e c i s i o n was to c o n s t r u c t the l a r g e r 
p l a n t i n i t i a l l y for a ne t p re sen t worth of $1,470K. The modified problem, 
a l lowing for v a r i a b l e c o n s t r u c t i o n t ime, y i e l d s an opt imal d e c i s i o n to 
c o n s t r u c t the smal le r f a c i l i t y and expand the p l a n t l a t e r i f demand i s 
h igh . The expected p resen t worth of t h i s op t ion i s $736K with a s tandard 
d e v i a t i o n of $93.5K. The opt ion to cons t ruc t the l a r g e r f a c i l i t y i n i t i a l ­
ly y i e l d s an expected p re sen t worth of $590K with a s tandard d e v i a t i o n of 
$89.7K. 
2.2 Bridge Cons t ruc t ion Example 
This problem was e x t r a c t e d and modified i n t o a s t o c h a s t i c d e c i s i o n 
t r e e problem from " P r o b a b i l i t y , S t a t i s t i c s , and Decis ion for C i v i l 
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1 2 999 -750 0 1.0 
1 3 999 -250 0 1.0 
2 4 999 -750 0 999 -50 0 A 26 38 30 1.0 
3 5 999 -150 0 999 -50 0 A 16 28 18 1.0 
4 6 999 83.3 0 A 999 120 0 0.6 
4 7 999 83.3 0 A 999 24 0 0 .1 
4 8 999 8.3 0 A 999 120 0 0.3 
5 9 999 37.5 0 A 999 24 0 0.7 
5 10 999 33.3 0 A 999 120 0 0.3 
7 11 999 8.3 0 A 999 96 0 1.0 
9 12 999 -320 0 1.0 
9 13 1.0 
12 14 999 -200 0 999 -22 0 A 20 30 24 1.0 
13 15 999 25 0 A 999 96 0 0.86 
13 16 999 33.3 0 A 999 96 0 0.14 
14 17 999 58.3 0 A 999 96 0 0.86 
14 18 999 4.2 0 A 999 96 0 0.14 






Most l i k e l y value 
Spec i f i e s t h a t mean and 
v a r i a n c e w i l l be used . 






cons tan t 
r e c t a n g u l a r 
exponen t i a l 
gamma 
normal 
a r b i t r a r y 
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Engineers" by Benjamin and Corne l l [ 3 ] , pp. 547-553. The modified prob­
lem d e f i n i t i o n i s as fo l lows: 
A b r idge i s r equ i red to c ross the John Day River in 
Oregon. The design s p e c i f i c a t i o n s c a l l for a s t r u c t u r e t h a t 
w i l l wi ths tand a r i v e r flow of 37,000 c f s . The p lans c a l l e d 
for the r i v e r to be layed in bedrock, b u t , due to excavat ion 
d i f f i c u l t i e s , the c o n t r a c t o r would l i k e to l ay the foundation 
in compacted sand and g r a v e l . This w i l l y i e l d cos t savings 
based on an a n t i c i p a t e d r e d u c t i o n in c o n s t r u c t i o n time by 
3.3%. Furthermore, the expected va r i ance in the c o n s t r u c t i o n 
time for the c o n t r a c t o r ' s de s i r ed op t ion i s much l e s s than 
t h a t for the o the r o p t i o n . To complete the p r o j e c t in bed­
rock i s expected to take 3 years with a s tandard d e v i a t i o n 
of 1.18 y e a r s , whi le for the sand /g rave l foundat ion op t ion 
the expected time to completion i s 2.9 years with a va r i ance 
of 0.34 years squared. In the p a s t , f loods have caused flows 
in excess of 43,000 c f s . I t i s u n l i k e l y t h a t a s and /g rave l 
foundat ion would wi ths tand the force of such a r i v e r flow. 
In approximately 6 y e a r s , however, the John Day River Dam 
should be completed p l ac ing the b r i dge over a calm l a k e . The 
dec i s ion problem i s t h e r e f o r e whether or not to a l low the 
c o n t r a c t o r to found the p i e r in sand and g r a v e l . 
For c e r t a i n flood l e v e l s , Table 16 i n d i c a t e s the l i k e l i h o o d of 
damage to the s t r u c t u r e for each foundat ion o p t i o n , and Table 15 i n d i ­
c a t e s the p r o b a b i l i t y of occurrence for each flood l e v e l . The i n i t i a l 
s t a r t - u p cos t on the p r o j e c t i s $640K wi th a va r i ance of 4000K d o l l a r s 
72 
squared, and the es t imated t e rmina t ion charge i s $160K with a va r i ance 
of 600K d o l l a r s squared. The monthly charge during the c o n s t r u c t i o n 
per iod i s $600K with a va r i ance of 360K d o l l a r s squared. The dec i s i on 
t r e e s t r u c t u r e for the problem i s presented in Figure 14. 
The eva lua t ion of t h i s dec i s i on t r e e i n d i c a t e s t h a t both a l t e r n a ­
t i v e s provide an equ iva len t expected p re sen t worth . For an i n t e r e s t r a t e 
of 12%, the sand /g rave l op t ion y i e l d s an expected p resen t worth of 
-$2,243K while the bedrock op t ion y i e l d s an expected p resen t worth of 
-$2,248K. The s tandard d e v i a t i o n a s s o c i a t e d with each p resen t worth i s 
s i g n i f i c a n t l y d i f f e r e n t however. For the s and /g rave l d e c i s i o n , the 
s tandard d e v i a t i o n i s $300K while for the bedrock dec i s i on i t i s $532K. 
This impl ies t h a t for a d e c i s i o n maker t h a t i s adverse to r i s k , the 
sand /g rave l op t ion would be p r e f e r a b l e . 
Table 15 . P r o b a b i l i t y of Occurrence by Flood Level 
for the Bridge Cons t ruc t ion Problem 
Flood Level (c fs ) 34,000 37,000 40,000 43,000 
P r o b a b i l i t y of 0.965 0.020 0.010 0.005 
Occurrence 
2.3 Computer S e l e c t i o n Example 
The f i n a l example problem i s a model of an a c t u a l d e c i s i o n problem 
undergoing c o n s i d e r a t i o n as of t h i s w r i t i n g . The s i t u a t i o n i s as fo l lows : 
A l a r g e Southeas te rn co rpora t ion has exhausted the 
power of t h e i r computer r esources and must make the dec i s i on 
to e i t h e r upgrade t h e i r e x i s t i n g equipment or purchase a new 
( - 6 0 0 K , 3 6 0 0 ) 
F i g u r e 1 4 . D e c i s i o n T r e e D i a g r a m f o r B r i d g e C o n s t r u c t i o n P r o b l e m . 
Table 16. P r o b a b i l i t y and Extent of Damage by Maximum Flood Level 
for each Option in the Bridge Cons t ruc t ion Problem 
FOUNDATION IN BEDROCK 
Maximum Flood Level (c fs ) 
34,000 37,000 40,000 43,000 
Bridge S t a t e 
S a t i s f a c t o r y 0.999 0.990 0.980 0.900 
Not S a t i s f a c t o r y 0.001 0.010 0.020 0.100 
Estimated Damage $165,000 $190,000 $220,000 $250,000 
Estimated time 0.6 0.9 1.1 1.4 
to Repair 
FOUNDATION IN SAND/GRAVEL 
Maximum Flood Level (c f s ) 
Bridge S t a t e 
S a t i s f a c t o r y 

























machine which has been r e c e n t l y announced. The cu r r en t 
system c o n s i s t s of a l a r g e 1973 v in t age computer with s i x 
megabytes of memory and s i x block mul t i p l exe r channe l s . 
I n i t i a l s a l e s quo ta t ions i n d i c a t e t h a t t h i s e x i s t i n g ha rd ­
ware could be sold for $2.0M. The co rpo ra t ion must decide 
whether to upgrade t h i s owned equipment by adding two mega­
by tes of memory, two a d d i t i o n a l channe l s , and i n s t a l l i n g an 
a t t ached processor (AP) which would add approximately 60% 
to the p rocess ing capac i ty of the system, or to s e l l the 
e x i s t i n g equipment and acqu i re the new machine. The new 
machine provides 12 channe l s , 8 megabytes of memory, and 
an 80% capac i ty improvement over the c u r r e n t hardware as 
s tandard f e a t u r e s . For each of these a l t e r n a t i v e s the 
co rpo ra t ion must decide whether to l e a s e or purchase the 
a d d i t i o n a l equipment. In a n t i c i p a t i o n of t h i s d e c i s i o n , 
the co rpora t ion has placed the necessary equipment for 
both op t ions on order with the vendor . The channels and 
memory for the upgrade a re scheduled to a r r i v e a t the same 
time as the new p roces s o r . The a t t ached processor (AP) has 
a d e l i v e r y p o s i t i o n s i x months a f t e r t h a t d a t e . 
The dec i s ion t r e e diagram for t h i s problem i s p resen ted in 
Figure 15. 
If the co rpora t ion chooses to upgrade the e x i s t i n g equipment, i t 
has the opt ion to e i t h e r l e a s e the two a d d i t i o n a l channels or purchase 
them o u t r i g h t . The memory upgrade must be purchased. I f the channels 
a r e leased an i n i t i a l ou t l ay of $258,941 w i l l be r equ i red for suppor t ing 
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Figure 15. Decision Tree Diagram for the Computer Selection Problem. 
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equipment and a new monthly lease /main tenance cos t of $24,837 w i l l be 
i n c u r r e d . If the channels a re purchased, an i n i t i a l ou t l ay of $667,761 
w i l l be i n c u r r e d . Under t h i s l a t t e r op t ion , the new monthly maintenance 
cos t w i l l be $7,958 for t h r e e months whi le the channels a r e under war-
r a n t l y and inc rease to $9,193 t h e r e a f t e r . 
After t h i s s i x month per iod they must dec ide whether to l e a s e or 
purchase the AP. The purchase p r i c e i s $1,286,964. The monthly charges 
w i l l i n c r e a s e by $566 a f t e r the t h r e e month warranty i s exhausted on some 
of the support equipment and w i l l i n c r e a s e again by $5,100 when the 12 
month warranty on the AP i s exhausted. Should they decide to l e a s e the 
AP, an i n i t i a l ou t l ay of $55,178 w i l l be r equ i red to purchase some sup­
por t equipment for the owned computer and the monthly charge w i l l i n ­
c rease by $58,493. 
If the d e c i s i o n i s made to acqu i re the new p roces so r , i t may 
e i t h e r by leased for $103,072 per month or purchased for $4 ,232,634. 
Under the purchase op t ion t h e r e w i l l be no monthly maintenance charge 
for the f i r s t t h r ee months whi le a l l of the equipment i s under war ran ty . 
After t h r e e months, the maintenance charge w i l l i n c r e a s e to $512 and 
a f t e r 12 months i t w i l l i nc r ea se to $8,902. I t i s assumed t h a t the 
e x i s t i n g equipment w i l l be sold for $2.0M i f the new processor i s 
acqu i r ed . 
The es t imated sa lvage va lues a t the end of the 35 month planning 
hor izon are shown in Figure 1 5 . These f i g u r e s inc lude the es t imated 
y i e l d due to a c c r u a l s on leased equipment. 
Along wi th the announcement of the new p roces so r , the vendor a l s o 
announced the a v a i l a b i l i t y of an a d d i t i o n a l sof tware/hardware f e a t u r e 
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c a l l e d Systems Extension (SE) which, i f i n s t a l l e d , may enhance the capac­
i t y of a machine by 15%. The SE hardware i s a s tandard f e a t u r e of the 
new computer, but r e q u i r e s an ou t lay of $68,250 for i n s t a l l a t i o n on the 
o lder computer. The cos t for the software i s $1,300 monthly. A $50 per 
month maintenance charge i s a l s o a p p l i c a b l e i f t he SE hardware i s i n s t a l ­
led on the o lder computer. Therefore , i f t h i s f e a t u r e i s de s i r ed a t a 
fu tu re d a t e , i t w i l l cos t $68,250 p lus an a d d i t i o n a l $1,350 per month i f 
the upgrade to the o lder computer i s s e l e c t e d , or only $1,300 monthly i f 
the new processor i s s e l e c t e d . 
The growth in processor requi rements for the next few years i s 
es t imated to be between 20% and 25% per y e a r . The expected growth i s 22% 
per yea r . Based on t h i s growth r a t e , the requirements r e l a t i v e to the 
base year (1978=100) a r e as fol lows for the next s e v e r a l y e a r s : 
1978 1979 1980 1981 
100 120 144 173 20% growth r a t e 
100 122 149 182 22% growth r a t e 
100 125 156 195 25% growth r a t e 
The AP complex w i l l provide for a r e l a t i v e processor capac i ty of 160 w i t h ­
out the SE and 184 with the SE. The new processor opt ion w i l l provide for 
the r e l a t i v e capac i ty of 180 wi thout the SE and 207 wi th the SE. The an­
t i c i p a t e d growth p a t t e r n t h e r e f o r e impl ies t h a t for each con f igu ra t ion 
opt ion the SE w i l l have to be i n s t a l l e d according to the fol lowing time 
t a b l e : 
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Time u n t i l SE I n s t a l l e d (Months) 
Min Exp Max 
AP Conf igura t ion 25 28 31 
New Computer Conf igurat ion 31 35 38 
Due to the planning horizon of 35 months, t h i s impl ies t h a t i f the up­
grade opt ion i s s e l e c t e d , the SE w i l l be i n s t a l l e d for an expected dura ­
t i o n of 7 months with a minimum dura t ion of 4 months and a maximum dura ­
t i o n of 10 months. If the new computer opt ion i s s e l ec t ed the SE would 
be used from zero to 4 months wi th an expected du ra t i on of zero month. 
The eva lua t ion of t h i s dec i s i on t r e e y i e l d s the r e s u l t s p resented 
in Table 17. The optimal d e c i s i o n can be seen to be the purchase of the 
new computer. This provides for the g r e a t e s t expected p resen t worth and 
a l so a small v a r i a n c e . 
Table 17. Resu l t s for the Computer S e l e c t i o n Problem 





Lease New Computer 
Purchase New Computer 


















2.4 Remarks Concerning Example Problems 
The t h r e e example problems presented in t h i s s e c t i o n exemplify the 
advantages to be gained from using random v a r i a b l e s to d e s c r i b e the dura ­
t i o n of a c t i v i t i e s in a d e c i s i o n t r e e . In the f i r s t example, the i n c l u ­
s ion of v a r i a b l e c o n s t r u c t i o n times lead to the s e l e c t i o n of a d i f f e r e n t 
d e c i s i o n than would have o therwise been made. In the second example, the 
i n c l u s i o n of a va r i ance f a c t o r for c o n s t r u c t i o n time provided the b a s i s 
for a r a t i o n a l d e c i s i o n based on the r epor ted va r i ance of the expected 
p re sen t worth of each a l t e r n a t i v e . The t h i r d example demonstrated the 
f l e x i b i l i t y provided by v a r i a b l e a c t i v i t y du ra t i ons in modeling a problem 
where growth i s u n c e r t a i n . 
Decis ion making i s an a r t r e q u i r i n g s i g n i f i c a n t judgement on the 
p a r t of the d e c i s i o n maker. This f ac t may be profoundly demonstrated in 
the second example. The optimal choice was c o n s t r u c t i o n in compacted sand 
and g r a v e l . This choice was s e l e c t e d by the a u t h o r i t i e s in Washington. 
Within a couple of yea rs a f t e r the completion of the p r o j e c t , a d e v a s t a t ­
ing flood des t royed the b r i d g e . N e v e r t h e l e s s , the proper d e c i s i o n has 
been made given the informat ion a v a i l a b l e . The i n c l u s i o n of a d d i t i o n a l 
v a r i a b l e s i n t o the model such as random timing with t ime-var i ance should 
provide a d d i t i o n a l i n s i g h t to b e t t e r enable dec i s ion makers to conclude 




This t h e s i s develops and demonstrates an ex tens ion to dec i s ion 
t r e e methodology for dec i s i on problems where a c t i v i t y du ra t i ons a r e i n ­
dependent random v a r i a b l e s , and where rewards or c o s t s may occur u n i ­
formly throughout an a c t i v i t y ' s d u r a t i o n . The extended model i s c a l l e d 
a gene ra l i zed d e c i s i o n t r e e . The d e r i v a t i o n of the r e c u r s i v e r e l a t i o n ­
sh ips necessa ry to eva lua t e the expected p resen t worth of a s e r i e s of 
such a c t i v i t i e s , as wel l as the r e l a t i o n s h i p to determine the va r i ance 
of t h i s s e r i e s , a r e provided . These r e c u r s i v e r e l a t i o n s h i p s a r e sum­
marized in F igure 9. 
The s o l u t i o n procedure i s based on a s e r i e s of exact and approx-
T 
imate express ions for E(3 } p resen ted by Young and Contreras [55] and a 
va r i ance r e l a t i o n s h i p provided by Rosenthal [ 4 3 ] . In Chapter IV, the 
accuracy of the approximate express ions i s demonst ra ted . For p r a c t i c a l 
ranges of pa ramete r s , i t i s f i r s t demonstrated t h a t the approximations 
a r e a c c u r a t e for i n d i v i d u a l a c t i v i t i e s ; then for s e r i e s of a c t i v i t i e s ; 
and f i n a l l y for use in a dec i s i on t r e e . I t i s demonstrated t h a t , given 
l i b e r a l l i m i t a t i o n s on the skewness of the time d i s t r i b u t i o n s and the 
maximum a l lowable i n t e r e s t r a t e , the l i k e l i h o o d of an i n v a l i d path s e ­
l e c t i o n i s a t most 0.03 with a maximum expected e r r o r a s s o c i a t e d with 
t h i s i n v a l i d s e l e c t i o n of 0.3%. Therefore , the expected cos t of a wrong 
d e c i s i o n i s demonstrated to be l e s s than 0.009%. Such an e r r o r i s l e s s 
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1. E(S k } = y k 
E{S } = u + a> + E{S . l a 
n T) n+i n+i n+i n+i 
for n = k - l , k - 2 , . . . , 1 , 0 
2. *k - *k 
o = a 2 + ( s 2 , + o )\b - s 2 a 2 
n̂ n n+i V H ' V H n+i n+i 
+ a 2 + w 2 - a 2 Wr 'n+i n + i ' n+i n+i 
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for n = k - l , k - 2 , . . . , 1 , 0 
Figure 16. Recurs ive R e l a t i o n s h i p s for Expec ta t ion (1) 
and Variance ( 2 ) . 
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than the s i g n i f i c a n c e of the model v a r i a b l e s ; an ' i n c o r r e c t ' pa th i s for 
p r a c t i c a l purposes an equa l ly opt imal pa th . 
In Chapter V a computer program i s developed to so lve the g e n e r a l ­
ized dec i s i on t r e e problem. The program provides ex t ens ive use r prompt­
ing for ease of u s e . The program's menu s e l e c t i o n format provides for 
the use r the f l e x i b i l i t y to access va r i ous modules for model en t ry and 
mod i f i ca t ion , da ta s t o r age and r e t r i e v a l , i n s t r u c t i o n , and execu t ion . 
The program al lows v a r i a b l e s to be en tered e i t h e r e x p l i c i t l y as mean and 
va r i ance or in the more i n t u i t i v e approach us ing bounds and the mode. 
Three example problems a r e provided which d e p i c t the modeling use fu lness 
of random timing for d e c i s i o n t r e e problems. 
The conc lus ions , then , a r e 
1. The gene ra l i zed d e c i s i o n t r e e problem has an exact s o l u t i o n . 
2 . I t has an a c c u r a t e approximate s o l u t i o n r e q u i r i n g only the 
means and v a r i a n c e s of a c t i v i t y d u r a t i o n s r a t h e r than f u l l 
d i s t r i b u t i o n s . 
3 . So lu t ions a r e o b t a i n a b l e a t small computat ional e f f o r t us ing 
a computer program t h a t has been t e s t e d and documented. 
4 . The genera l i zed d e c i s i o n t r e e problem has modeling use fu lness 
and reasonable da ta r equ i r emen t s . 
The most s i g n i f i c a n t l i m i t a t i o n of genera l i zed d e c i s i o n t r e e s i s 
t h a t a c t i v i t y du ra t i ons a r e assumed to be independent random v a r i a b l e s . 
In p r a c t i c e t h i s i s of ten a poor assumption [42] - A c t i v i t y du ra t i ons 
tend to be p o s i t i v e l y c o r r e l a t e d , and to be c o r r e l a t e d with c o s t s . As 
H i l l i e r has shown [ 2 5 , 2 6 ] , a n a l y t i c a l methods for independent c o n t r i b u ­
t i o n s to an expected p resen t worth can be extended to cover the case in 
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which c o n t r i b u t i o n s a re completely c o r r e l a t e d ; for incomplete c o r r e l a t i o n 
i t has u s u a l l y been necessary to r e s o r t to s imula t ion [ 8 , 2 1 ] . However, 
i t may be p o s s i b l e to apply a n a l y t i c a l ex tens ions to the genera l i zed d e ­
c i s i o n t r e e problem. Of p a r t i c u l a r i n t e r e s t would be the s t a t i s t i c a l 
theory of Ringer [ 4 2 ] , which s p e c i f i c a l l y t r e a t s ( in a PERT con tex t ) i n ­
terdependent a c t i v i t y d u r a t i o n s . I n v e s t i g a t i o n of the p o s s i b i l i t y of 
extending gene ra l i zed d e c i s i o n t r e e s to cover c o r r e l a t e d a c t i v i t y du ra ­
t i o n s i s a recommended a rea for f u r t h e r r e s e a r c h . 
Extension of exact s o l u t i o n s to cover a d d i t i o n a l d i s t r i b u t i o n s of 
a c t i v i t y d u r a t i o n not covered in t h i s t h e s i s would p r e sen t no d i f f i c u l t y , 
T 
s ince E(8 } i s known for any d i s t r i b u t i o n of T having a known c h a r a c t e r ­
i s t i c func t ion , Laplace t ransform or moment gene ra t ing func t ion . 
No d i f f i c u l t y would be encountered in extending the model to i n ­
c lude exponen t i a l l y i n c r e a s i n g or decreas ing c o s t s throughout an a c t i v i t y , 
l i n e a r g r a d i e n t c o s t s , or a r b i t r a r y cos t p r o f i l e s . The model now al lows 
a uniform cos t throughout an a c t i v i t y ; us ing the method of Young and 
Contreras [ 5 5 ] , any cos t p r o f i l e could be converted to an equ iva l en t 
cos t a t the s t a r t of the a c t i v i t y . 
The conclus ion regard ing accuracy of the approximation for a r b i ­
t r a r y a c t i v i t y du ra t i on d i s t r i b u t i o n s should ca r ry over to the s o l u t i o n 
of semi-Markov d e c i s i o n p r o c e s s e s . (A semi-Markov d e c i s i o n process i s 
l i k e a Markov d e c i s i o n process except t h a t the time between t r a n s i t i o n s 
i s a random v a r i a b l e . ) The advantage would be in reducing the da t a r e ­
quirements for such problems, s i nce the time between t r a n s i t i o n s could 
be c h a r a c t e r i z e d by mean and va r i ance r a t h e r than by the e n t i r e d i s t r i ­




INITIATION OPTION MENU 
1 . - INSTRUCTIONS 
2. - FILE READ 
3. - DATA ENTRY 
4. - TERMINATE PROGRAM 
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DATA ENTRY AND UPDATE 
1 . - ADD ARC PARAMETERS 
2 . - CHANGE ARC PARAMETERS 
3. - TERMINATE ENTRY 
ENTER: DESIRED OPTION, 
SOURCE NODE NO.> 
SINK NODE NO. 




1. - DISPLAY DATA 
2. - BEGIN PROCESSING 
3. - RETURN TO DATA ENTRY 
4. - TERMINATE PROGRAM i 
(1) o r (2) 
EXIT 
I N S T R U C T I O N M E N U 
1 . - G E N E R A L D E S C R I P T I O N 
2. - I N P U T RE2UIREMENTS 
3. - O U T P U T G E N E R A T E D 
* 4 . - F I L E C O N S I D E R A T I O N S 
5. - E R R O R M E S S A G E S 
6. - C O M P U T A T I O N S 
7. - R E T U R N 
SELECT DISPLAY OPTION 
1. - FROM NODE 
2. - TO NODE 
3. - DISPLAY ALL ARCS 
ENTER: OPTION,NODEC3,0) FOR ALL) 
DISPLAY OF ARCS NNNN XXXX 
—TERM. CASH FLOW-- —CONT. CASH FLOW-- -— TIME DURATION -
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where NNNN equals either "from" or "to " depending 
upon the option selected; 
XXXX equals the node number. 
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1 . - R E - R U N W I T H N E W I N T E R E S T R A T E 
2 . - R E T U R N T O D A T A E N T R Y 
3 . - W R I T E F I L E A N D T E R M I N A T E 
<4 . - T E R M I N A T E P R O G R A M 
( 1 ) (2 ) ( 4 ) 
LH CD 
( 3 ) 
X X X R E C O R D S W R I T T E N T O F I L E 
•4 E X I T 
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(5) 
D E S C R I B E A R C X X X Y Y Y 
C U R R E N T V A L U E S 
1. - T E R M I N A L C A S H F L O W X X X X X X . X X X X X X X X X X X X X X X X X X 
2 . - U N I F O R M C A S H F L O W X X X X X X . X X X X X X X X X X X X X X X X X X 
3 . - T I M E D U R A T I O N X X . X X X X X X . X X X X X X X X X X X X X X X X X X 
4 . - P R O B A B I L I T Y X X . X X X X X X 
5 . - R E T U R N 




T E R M I N A L C A S H F L O W F O R A R C X X X Y Y Y 
E N T E R : 9 9 9 , M E A N , V A R I A N C E 
O R L O W E R B O U N D , U P P E R B O U N D , M O D E 
U N I F O R M C A S H F L O W F O R A R C X X X Y Y Y 
E N T E R : 9 9 9 , M E A N , V A R I A N C E 
O R L O W E R B O U N D , U P P E R B O U N D , M O D E 
T I M E D U R A T I O N F O R A R C X X X yyy 
S E L E C T D I S T R I B U T I O N T Y P E F O R T I M I N G 
1.- C O N S T A N T 2.- R E C T A N G U L A R 
3.- E X P O N E N T I A L 4.- G A M M A 
5.- N O R M A L 6.- A R B I T R A R Y 
P R O B A B I L I T Y F O R A R C X X X Y Y Y 
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( 1 ) 
• 
( 2 ) 
• 




( 5 ) 
• 
( 6 ) 
• 
T I M E D U R A T I O N F O R A R C X X X Y Y Y D I S T = C O N S T 
E N T E R C O N S T A N T T I M E D U R A T I O N 
T I M E D U R A T I O N F O R A R C X X X Y Y Y D I S T = R E C T 
E N T E R L O W E R B O U N D , U P P E R B O U N D 
T I M E D U R A T I O N F O R A R C X X X Y Y Y D I S T = E X P 
E N T E R M E A N T I M E D U R A T I O N 
T I M E D U R A T I O N F O R A R C X X X Y Y Y D I S T = G A M M A 
E N T E R 9 9 9 , M E A N , V A R I A N C E 
O R L O W E R B O U N D , U P P E R B O U N D , M O D E 
T I M E D U R A T I O N F O R A R C X X X Y Y Y D I S T = N O R M 
E N T E R 9 9 9 , M E A N , V A R I A N C E 
O R L O W E R B O U N D , U P P E R B O U N D , M O D E 
T I M E D U R A T I O N F O R A R C X X X Y Y Y D I S T = A R B 
E N T E R 9 9 9 , M E A N , V A R I A N C E 
O R L O W E R B O U N D , U P P E R B O U N D , M O D E 
E 
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P R O G R A M M A I N ( T A P E 3 , T A P E 4 , I N P U T , 0 U T P U T , T A P E 5 = I N P U T , T A P E 6 = O U T P U T ) 
C P R O G R A M = G T R E E ( G E N E R A L I Z E D D E C I S I O N T R E E P R O G R A M ) 
C 
C W R I T T E N B Y : C A R L H . W O H L E R S 
C 
C D A T E : M A R C H 1 7 , 1 9 7 S 
C 
C I N P A R T I A L F U L F I L L M E N T OF T H E R E Q U I R E M E N T S F O R 
C T H E D E G R E E M A S T E R O F S C I E N C E I N O P E R A T I O N S R E S E A R C H 
C 
C T H E S I S T I T L E : 
C 
C D E C I S I O N T R E E S W I T H I N D E P E N D E N T S T O C H A S T I C A C T I V I T Y D U R A T I O N S 
C 
c 
C A D V I S O R S : D R . D O N O V A N B . Y O U N G , C H A I R M A N 
C D R . R O N A L D R . R A R D I N 
C D R . G U N T E R P . S H A R P 
C 
C D E S C R I P T I O N : T H I S P R O G R A M I S W R I T T E N I N S T A N D A R D F O R T R A N - I V 
C A N D W I L L S O L V E T H E G E N E R A L I Z E D D E C I S I O N T ^ E E 
C P R O B L E M W H E R E T H E D U R A T I O N OF A C T I V I T I E S A N D 
C M A G N I T U D E OF C A S H F L O W S A R E I N D E P E N D E N T 
C R A N D O M V A R I A B L E S . 
C 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C D E F I N E V A R I A B L E S 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
D I M E N S I O N S ( 5 0 ) , Q ( 5 0 ) 
C O M M O N D T W O R K ( 5 0 , 1 0 ) , D T F I L E ( 5 0 , 1 3 ) 
I N T E G E R P C N T , C O U N T , P A T H ( 5 0 , 2 ) , S R C E , S I N K , A R C 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C D E F I N E F U N C T I O N S 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
P M E A N ( A , B , C ) = ( A + 4 * C + B ) / 6 . 0 
P V A R ( A , B ) = ( B - A ) * * 2 / 3 6 . 0 
C O N S T ( A , R ) = E X P ( - R * A ) 
R E C T ( A , B , R ) = ( E X P ( - R * A ) - E X P ( - R * B ) ) / R * ( B - A ) 
E X P N T ( A , R ) = 1 / ( 1 + A * R ) 
G A M M A ( A , B , R ) = ( 1 + ( 3 * R / A ) ) * * ( - A * * 2 / B ) 
N O R M ( A , B , R ) = E X P ( - A * R + . 5 * B * R * * 2 ) 
A R B ( A , B , R ) = E X P ( - R * A ) * ( 1 + . . 5 * B * R * * 2 ) 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C I N I T I A L I Z A T I O N 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
1 = 0 
DO 5 M = l , 1 2 
DO 4 N = l , 5 0 
D T F I L E ( N , M ) = 0 . 0 
4 C O N T I N U E 
5 C O N T I N U E 
DO 10 M = l , 5 0 
D T F I L E ( M , 1 3 ) = 1 . 0 
S ( M ) = 0 . 0 
O ( M ) = 0 . 0 
10 C O N T I N U E 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C I N I T I A L O P T I O N M E N U 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C 
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1 4 W R I T E ( 6 , 1 5 ) 
1 5 F 0 R M A T ( / 2 X , ' I N I T I A L O P T I O N M E N U ' , / 2 X , 
1 1 9 C ' - ' ) , / / l X , 
2 ' 1 . - I N S T R U C T I O N S ' , / l X , 
3 ' 2 . - F I L E R E A D ' , / l X , 
4 ' 3 . - D A T A E N T R Y ' , / I X , 
5 ' 4 . - T E R M I N A T E P R O G R A M ' ) 
R E A D ( 5 , 1 6 ) J 
1 6 F O R M A T ( I l ) 
I F ( J . G T . 4 ) G O T O 1 4 
G O T O ( 2 5 , 2 2 0 , 1 2 8 , 6 2 0 ) , J 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C I N S T R U C T I O N M O D U L E 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
2 5 W R I T E ( 6 , 2 6 ) 
2 6 F O R M A T ( / / 3 X , ' I N S T R U C T I O N M E N U ' , / 3 X , 1 6 ( ' - ' ) , / / 1 X , 
l ' l . - G E N E R A L D E S C R I P T I O N ' , / l X , ' 2 . - I N P U T R E Q U I R E M E N T S ' , / l X , 
2 ' 3 . - O U T P U T G E N E R A T E D ' , / I X , ' 4 . - F I L E C O N S I D E R A T I O N S ' , / l X , 
3 ' 5 . - E R R O R M E S S A G E S ' , / I X , ' A N A L Y T I C A L M E T H 0 D 0 L O G Y ' , / 1 X , 
4 ' 7 . - R E T U R N ' ) 
R E A D ( 5 , * ) J 
I F (J . G T . 7 ) G O T O 2 5 
G O T O ( 3 0 , 4 0 , 5 0 , 6 0 , 7 0 , 8 0 , 1 4 ) , J 
3 0 W R I T E ( 6 , 3 1 ) 
31 F 0 R M A T ( / 1 X , ' G E N E R A L D E S C R I P T I O N ' , 
1 / / 1 X , ' T H I S P R O G R A M W I L L S O L V E T H E G E N E R A L I Z E D D E C I S I O N T R E E ' , / l X , 
2 ' P R O B L EM W H E R E A C T I V I T Y D U R A T I O N S A R E R E P R E S E N T E D B Y R A N D O M ' / I X , 
3 ' V A R I A B L E S . T H E S E V A R I A B L E S M A Y BE D E S C R I B E D 3 Y E X P L I C I T L Y ' / 1 X , 
^ ' S P E C I F Y I N G T H E M E A N A N D V A R I A N C E OR B Y S P E C I F Y I N G T H E U P P E R ' / I X , 
5 ' A N D L O W E R B O U N D S W I T H T H E M O D E . ' / / I X , ' T W O T Y P E S OF C A S H F L O W S ' , 
6 ' M A Y BE D E F I N E D ' / I X , ' 1 ) C A S H F L O W S O C C U R R I N G A T T H E E N D ' . 
7 / l X , ' 0 F T H E A C T I V I T Y , 2 ) C O N T I N U O U S U N I F O R M C A S H F L O ' . J S T H A T ' / I X , 
S ' A R E A P P L I C A B L E F O R T H E D U R A T I O N OF T H E A C T I V I T Y . T H E S E V A R I A B L E S ' > 
9 ' A R E ' / I X , ' D E F I N E D S I M I L A R L Y T O T H E T I M E V A R I A B L E S 3 Y S P E C I F Y I N G ' , 
A ' M E A N S ' / I X , ' A N D V A R I A N C E S OR B O U N D S A N D T H E M O D E . ' / / I X ) 
WR I T E ( 6 , 3 8 ) 
3 8 F O R M A T ( I X , ' T H E I N D E P E N D E N C E OF A L L V A R I A B L E S I S A S S U M E D ' ) 
G O T O 2 5 
4 0 W R I T E ( 6 , 4 1 ) 
4 1 F 0 R M A T ( / 1 X , ' I N P U T R E Q U I R E M E N T S ' , 
1 / / 1 X , ' T H R E E T Y P E S OF R A N D O M V A R I A B L E S A R E ' ) 
G O T O 2 5 
5 0 W R I T E ( 6 , 5 1 ) 
5 1 F O R M A T ( / I X , ' O U T P U T G E N E R A T E D ' ) 
G O T O 2 5 
6 0 W R I T E ( 6 , 6 1 ) 
61 F 0 R M A T ( / 1 X , ' F I L E C O N S I D E R A T I O N S ' ) 
G O T O 2 5 
7 0 W R I T E ( 6 , 7 1 ) 
7 1 F 0 R M A T ( / 1 X , ' E R R O R M E S S A G E S ' ) 
G O T O 2 5 
8 0 W R I T E ( 6 , 8 1 ) 
8 1 F 0 R M A T ( / 1 X , ' A N A L Y T I C A L M E T H O D O L O G Y ' ) 
G O T O 2 5 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C F I L E R E A D M O D U L E 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
2 2 0 W R I T E ( 6 , 2 2 5 ) 
2 2 5 F O R M A T C / 1 X , ' F I L E A C C E S S I N P R O G R E S S ' ) 
2 2 7 1 = 1 + 1 
94 
R E A D C 3 , * ) ( D T F I L E C I , L ) , L = L , 1 3 ) 
I F ( E O F ( 3 ) ) 228,227 
2 2 8 1 = 1 - 1 
W R I T E ( 6 , 2 2 9 ) I 
2 2 9 F O R M A T C I X , 1 3 , ' R E C O R D S I N P U T F R O M F I L E ' ) 
G O T O 2 5 0 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C D A T A E N T R Y A N D U P D A T E 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
1 2 3 1 4 = 1 + 1 
W R I T E C 6 , 1 3 0 ) 1 4 
1 3 0 F O R M A T ( / / 3 X , ' D A T A E N T R Y A N D U P D A T E ' , / 3 X , 2 1 ( ' - ' ) , / / 1 X , 
L ' L . - A D D A R C P A R A M E T E R S ( A R C = ' , 1 2 , ' ) ' , / I X , 
2 * 2 . - C H A N G E A R E P A R A M E T E R S ' , / L X , 
3 * 3 . - T E R M I N A T E E N T R Y A N D U P D A T E ' , / / 3 X , 
4 ' E N T E R - D E S I R E D O P T I O N , S O U R C E N O D E N U M B E R , S I N K N O D E N U M B E R ' ) 
R E A D ( 5 , * ) 1 3 , 1 1 , 1 2 
I F ( I 3 . G T . 3 ) G O T O 1 2 8 
G O T O ( 1 4 0 , 1 S O , 2 5 0 ) , I 3 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C D A T A D E S C R I P T I O N M O D U L E 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
1 4 0 1 = 1 + 1 
D T F I L E ( I , 1 ) = I 1 
D T F I L E ( I , 2 ) = I 2 
I F ( I . E Q. 1 ) G O T O 1 4 2 
I F ( D T F I L E ( 1 - 1 , 1 ) . L E . D T F I L E ( I , 1 ) ) G O T O 1 4 4 
W R I T E ( 6 , 1 4 1 ) D T F I L E ( I , 1 ) , D T F I L E ( I - 1 , 1 ) 
1 4 1 F O E M A T ( / 3 X , ' G T E 0 0 1 C U R R E N T C O U R S E N O D E ( ' , F 3 . 0 . ' ) M U S T B E ' , 
1 ' G R E A T E R T H A N OR E Q U A L T O P R E V I O U S S O U R C E N O D E ( ' , F 3 . 0 , ' ) . ' , 
2 ' R E - E N T E R . ' ) 
1 = 1 - 1 
G O T O 1 2 8 
1 4 2 I F ( D T F I L E ( I , 1 ) . E Q . 1 . 0 ) G O T O 1 4 4 
W R I T E ( 6 , 1 4 3 ) 
1 4 3 F O R M A T C / / 2 X , ' G T E 0 0 2 I N I T I A L S O U R C E N O D E M U S T E Q U A L 1 ' ) 
1 = 1 - 1 
G O T O 1~28 
1 4 4 I F ( I . E Q . 1 ) G O T O 1 5 0 
G O T O 1 4 7 
T E S T V = D T F I L E ( I , 1 ) - D T F I L E ( I - 1 , 1 ) 
I F ( T E S T V . E Q . 1 . 0 . O R . T E S T V . E Q . 0 . 0 ) G O T O 1 4 7 
W R I T E ( 6 , 1 4 5 ) 
1 4 5 F O R M A T C / / 2 X , ' G T E 0 0 3 S O U R C E N O D E S M U S T B E N U M B E R E D S E Q U E N T I A L L Y ' ) 
1 = 1 - 1 
G O T O 1 2 8 
1 4 7 T E S T V = D T F I L E C I , 2 ) - D T F I L E ( I - 1 , 2 ) 
I F ( T E S T V . E Q . 1 . 0 ) G O T O 1 5 0 
W R I T E C 6 , 1 4 8 ) 
1 4 8 F O R M A T ( / / 2 X G T E 0 0 4 S I N K V A L U E S M U S T B E N U M B E R E D S E Q U E N T I A L L Y ' ) 
1 = 1 - 1 
G O T O 1 2 8 
1 5 0 W R I T E ( 6 , 1 5 1 ) ( D T F I L E ( I , L ) , L = 1 , 1 3 ) 
1 5 1 F O R M A T C / / 3 X , ' D E S C R I B E A R C * , F 3 . 0 , 1 X , F 3 . 0 , ' : ' , / 3 X , 2 0 ( ' - ' ) , 5 X , 
1 ' C U R R E N T V A L U E S ' , / L X , ' 1 . - T E R M I N A L C A S H F L O W ' , 
2 3 ( F 9 . 3 , I X ) , / L X , ' 2 . - U N I F O R M C A S H F L O W ' , 3 ( F 9 . 3 , 1 X ) , / 1 X , 
3 ' 3 . - T I M E D U R A T I O N ' , F 2 . 0 , 1 X , 3 ( F 9 . 3 , 1 X ) , / 1 X , 
4 ' 4 . - P R O B A B I L I T Y ' , F 1 0 . 8 , / 1 X , ' 5 . - R E T U R N ' , / / 2 X , 
5 ' E N T E R D E S I R E D O P T I O N ' ) 
R E A D ( 5 , * ) 1 3 
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I F ( I 3 . G T . 5 ) G O T O 1 5 0 
G O T O ( 1 5 4 , 1 5 8 , 1 6 4 , 1 6 8 , 1 2 8 ) . 1 3 
1 5 4 ;! R I T E ( 6 , 1 5 5 ) D T F I L E ( I > 1 ) , D T F I L E ( I , 2 ) 
1 5 5 F O R M A T ( / / 3 X , ' T E R M I N A L C A S H F L O W F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , / 3 X 
1 3 4 ( ' - ' ) , / l X , ' E N T E R : 9 9 9 , M E A N , V A R I A N C E ' , / 4 X , 
2 ' 0 R L O W E R B O U N D , U P P E R B O U N D , M O D E ' ) 
R E A D ( 5 , * ) D T F I L E ( I , 3 ) , D T F I L E ( I , 4 ) , D T F I L E ( I , 5 ) 
G O T O 1 5 0 
1 5 3 W R I T E ( 6 , 1 5 9 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
1 5 9 F 0 R M A T ( / / 3 X , ' C O N T I N U O U S U N I F O R M C A S H F L O W F O R A R C ' , 
1 F 3 . 0 , I X , F 3 . 0 , / 3 X , 4 4 ( ' - ' ) , / / I X , 
2 ' E N T E R : 9 9 9 , M E A N , V A R I A N C E ' , / 4 X » 
3 ' O R L O W E R B O U N D , U P P E R B O U N D , M O D E ' ) 
R E A D ( 5 , * ) ( D T F I L E ( I , L ) , L = 6 , 8 ) 
G O T O 1 5 0 
1 6 4 W R I T E ( 6 , 1 6 5 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
1 6 5 F O R M A T ( / / 3 X . ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , / 3 X , 
1 2 9 ( ' - ' ) , / / I X , ' S E L E C T D I S T R I B U T I O N T Y P E F O R T I M I N G : ' , / 3 X , 
2 ' 1 . - C O N S T A N T ' , 1 5 X , ' 2 . - R E C T A N G U L A R ' , / 3 X , 
3 ' 3 . - N E G A T I V E - E X P O N E N T I A L ' , 3 X , ' 4 . - G A M M A ' , / 3 X , 
4 ' 5 . - N O R M A L ' , 1 7 X , ' 6 . - A R B I T R A R Y ' ) 
R E A D ( 5 , * ) 1 5 
I F ( I 5 . G T . 6 ) G O T O 1 6 4 
D T F I L E ( I , 9 ) = I 5 
C A L L T I M E ( 1 5 , 1 ) 
G O T O 1 5 0 
1 6 8 W R I T E ( 6 , 1 6 9 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
1 6 9 F O R M A T ( / / 3 X , ' E N T E R P R O B A B I L I T Y O F O C C U R R E N C E F O R A R C ' , 
1 F 3 . 0 , 1 X , F 3 . 0 , / 3 X , 4 7 ( ' - ' ) ) 
R E A D ( 5 . * ) D T F I L E ( I , 1 3 ) 
G O T O 1 5 0 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C D A T A D E S C R I P T I O N M O D U L E - U P D A T E A N A R C 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
I S O I C = I 2 - 1 
W R I T E ( 6 , 1 8 1 ) ( D T F I L E ( I C , L ) , L = 1 , 1 3 ) 
1 8 1 F O R M A T ( / / 3 X , ' U P D A T E A R C ' , F 3 . 0 , 1 X , F 3 . 0 , ' : ' , / 3 X , 1 S ( ' - ' ) , 6 X , 
1 ' C U R R E N T V A L U E S ' , / l X , ' 1 . - T E R M I N A L C A S H F L O W 
2 3 ( F 9 . 3 , I X ) , / I X , ' 2 . - U N I F O R M C A S H F L O W ' , 3 ( F 9 . 3 , 1 X ) , / 1 X , 
3 ' 3 . - T I M E D U R A T I O N ' , F 2 . 0 , 1 X , 3 ( F 9 . 3 , 1 X ) , / 1 X , 
4 * 4 . - P R O B A B I L I T Y ' , F 1 1 . 9 , / I X , ' 5 . - R E T U R N ' , / / / 2 X , 
5 ' E N T E R D E S I R E D O P T I O N ' ) 
R E A D ( 5 , * ) J 
I F ( J . G T . 5 ) G O T O 1 8 4 
G O T O ( 1 8 6 , 1 9 0 , 1 9 4 , 1 9 8 , 1 2 8 ) , J 
1 8 4 W R I T E ( 6 , 1 8 5 ) J 
1 3 5 F O R M A T ( / / 2 X , ' G T E 0 0 5 R E S P O N S E ( ' , 1 1 , ' ) I N V A L I D . R E - E N T E R . ' ) 
G O T O 1 8 0 
1 8 6 W R I T E ( 6 , 1 3 7 ) D T F I L E ( I C , 1 ) , D T F I L E ( I C , 2 ) 
1 8 7 F O R M A T ( / / / 3 X , ' T E R M I N A L C A S H F L O W F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , / 3 X , 
1 3 4 ( ' - ' ) ) 
W R I T E ( 6 , 1 8 S ) ( D T F I L E d C L ) , L = 3 , 5 ) 
1 3 8 F 0 R M A T ( / / 1 X , ' C U R R E N T = ' , 3 ( F 9 . 3 , 1 X ) , / / 1 X , 
1 ' E N T E R N E W : 9 9 9 , M E A N , V A R I A N C E OR L . B . , U . B . , M O D E ' ) 
R E A D ( 5 , * ) ( D T F I L E ( I C , L ) , L = 3 , 5 ) 
G O T O 1 8 0 
1 9 0 W R I T E C 6 . 1 9 1 ) ( D T F I L E ( I C , L ) , L = 1 , 2 ) 
1 9 1 F O R M A T ( / / 3 X , ' C O N T I N U O U S U N I F O R M C A S H F L O W F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , 
1 / 3 X . 4 4 ( ' - ' ) ) 
W R I T E ( 6 , 1 9 2 ) ( D T F I L E ( I C , L ) , L = 6 , 8 ) 
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1 9 2 F O R M A T C / / I X , ' C U R R E N T = ' , 3 ( F 9 . 3 , 1 X ) , / / 1 X , 
l ' E N T E R N E W : 9 9 9 , M E A N , V A R I A N C E OR L . 3 . . U . B . , M O D E ' ) 
R E A D ( 5 , * ) ( D T F I L E ( I C , L ) , L = 6 , 8 ) 
G O T O 1 3 0 
1 9 4 WR I T E C 6 , 1 6 5 ) C D T F I L E ( I C , L ) , L = 1 , 2 ) 
R E A D ( 5 , * ) 1 5 
D T F I L E ( I C , 9 ) = I 5 
C A L L T I M E ( 1 5 , I C ) 
G O T O 1 2 8 
1 9 8 W R I T E ( 6 , 1 9 9 ) ( D T F I L E ( I C , L ) , L = 1 , 2 ) 
1 9 9 F O R M A T ( / / 3 X , ' P R O B A B I L I T Y F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , / 3 X , 
1 2 7 ( ' - ' ) ) 
W R I T E ( 6 , 2 0 0 ) D T F I L E ( I C , 1 3 ) 
2 0 0 F O R M A T C / 1 X , ' C U R R E N T V A L U E = ' , F 4 . 2 , / / 1 X , ' E N T E R N E W V A L U E ' ) 
R E A D ( 5 , * ) D T F I L E C I C , 1 3 ) 
G O T O 1 8 0 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C P R O C E S S I N G M E N U 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
2 50 WR I T E ( 6 , 2 5 5 ) 
2 5 5 F O R M A T ( / / 3 X . ' E N T E R : 1 . - T O D I S P L A Y D A T A ' , / 1 0 X , 
1 ' 2 . - T O P R O C E E D W I T H P R O C E S S I N G ' , / 1 0 X , 
2 ' 3 . - R E T U R N T O D A T A E N T R Y ' , / 1 0 X , ' 4 . - T O T E R M I N A T E P R O G R A M ' ) 
2 5 3 R E A D ( 5 , 2 6 0 ) J 
2 6 0 F O R M A T C I I ) 
I F ( J . G T . 4 ) G O T O 2 6 1 
G O T O ( 2 7 0 , 3 0 0 , 1 2 3 , 6 2 0 ) , J 
2 6 1 W R I T E ( 6 , 2 6 2 ) J 
2 6 2 F O R M A T ( / / 2 X , ' G T E 0 0 5 R E S P O N S E ( ' , 1 1 , ' ) I N V A L I D . R E - E N T E R . ' ) 
G O T O 2 5 8 
2 7 0 C A L L E D T D I S ( J , 1 ) 
G O T O 2 5 0 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C P R E - P R O C E S S O R 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
3 0 0 WR I T E ( 6 , 3 0 5 ) 
3 0 5 F 0 R M A T ( / 1 X , ' E N T E R I N T E R E S T R A T E F O R T H I S R U N ( A N N U A L ) ' ) 
R E A D ( 5 , * ) R A T E 
R A T E = A - L O G ( 1 + R A T E ) 
W R I T E ( 6 , 3 1 0 ) 
3 1 0 F O R M A T C / / 3 X , ' * * * G T R E E P R E - P R O C E S S O R S T A R T E D * * * ' ) 
DO 3 9 0 K K = 1 , I 
C 
C N O D E T R A N S L A T I O N 
C 
D T W O R K ( K K , 1 ) = D T F I L E ( K K , 1 ) 
D T W O R K ( K K , 2 ) = D T F I L E ( K K , 2 ) 
C 
C T E R M I N A L C A S H F L O W T R A N S L A T I O N 
C 
I F ( D T F I L E ( K K , 3 ) . N E . 9 9 9 . 0 ) G O T O 3 1 5 
D T W O R K ( K K , 3 ) = D T F I L E ( K K > 4 ) 
D T U 0 R K ( K K , 4 ) = D T F I L E ( K K , 5 ) 
G O T O 3 2 0 
3 1 5 D T W O R K ( K K , 3 ) = P M E A N ( D T F I L E ( K K , 3 ) , D T F I L E ( K K , 4 ) , D T F I L E ( K K , 5 ) ) 
D T W O R K ( K K , 4 ) = P V A R ( D T F I L E ( K K , 3 ) , D T F I L E ( K K , 4 ) ) 
C 
•C C O N T I N U O U S C A S H F L O W T R A N S L A T I O N 
C 
3 2 0 I F ( D T F I L E ( K K , 6 ) . N E . 9 9 9 . 0 ) G O T O 3 2 5 
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D T W O R K ( K K , 5 ) = D T F I L E ( K K , 7 ) 
D T W 0 R K ( K K , 6 ) = D T F I L E ( K K , 3 ) 
G O T O 3 3 0 
3 2 5 D T W 0 R K ( K K , 5 ) = P M E A N ( D T F I L E ( K K , 6 ) , D T F I L E ( K K , 7 ) , D T F I L E ( K K . o ) ) 
D T W G R K ( K K , 6 ) = P V A R ( D T F I L E ( K K , 6 ) , D T F I L E ( K K , 7 n 
C 
C T I M E T R A N S L A T I O N 
C 
3 3 0 R = R A T E 
R 2 = 2 . * R A T E 
I F ( D T F I L E ( K K , 1 0 ) . E Q . 9 9 9 . 0 ) G O T O 3 3 3 
C 
C U P P E R , L O W E R , M O D E T I M E T R A N S L A T I O N 
C 
V A L 1 = P M E A N ( D T F I L E ( K K , 1 0 ) , D T F I L E ( K K , 1 1 ) , D T F I L E ( K K , 1 2 ) ) 
V A L 2 = P V A R ( D T F I L E ( K K , 1 0 ) , D T F I L E ( K K , 1 1 ) ) 
C 
C T I M E T R A N S L A T I O N B A S E D O N D I S T R I B U T I O N T Y P E 
C 
3 3 3 I 3 = I N T ( D T F I L E ( K K , 9 ) ) 
I F ( I 3 . E Q . 0 ) G O T O 5 5 5 
G O T O ( 3 5 5 , 3 4 0 , 3 4 5 , 3 5 0 , 3 5 5 , 3 6 0 ) , 1 3 
3 3 5 D T W O R K ( K K , 7 ) = C O N S T ( D T F I L E ( K K , 1 0 ) , R ) 
D T W 0 R K ( K K , 8 ) = ( 1 . - D T ! ! 0 R K ( K K , 7 ) ) / R 
D T W O R K ( K K , 9 ) = C O N S T ( D T F I L E ( K K , 1 0 ) , R 2 ) 
G O T O 3 7 0 
3 4 0 D T W O R K ( K K , 7 ) = R E C T ( D T F I L E ( K K , 1 0 ) , D T F I L E ( K K , 1 1 ) , R ) 
D T ! J 0 R K ( K K , 3 ) = ( 1 . - D T W 0 R K ( K K , 7 ) ) / R 
D T W O R K ( K K , 9 ) = R E C T ( D T F I L E ( K K , 1 0 ) , D T F I L E ( K K , 1 1 ) . R 2 ) 
G O T O 3 7 0 
3 4 5 D T W O R K ( K K , 7 ) = E X P N T ( D T F I L E ( K K , 1 0 ) , R ) 
D T W 0 R K ( K K , S ) = ( 1 . - D T ' . ! 0 R K ( K K , 7 ) ) / R 
D T W O R K ( K K , 9 ) = E X P N T ( D T F I L E ( K K , 1 0 ) , R 2 ) 
G O T O 5 7 0 
3 5 0 I F ( D T F I L E ( K K , 1 0 ) . N E . 9 9 9 . 0 ) G O T O 5 5 2 
D T W 0 R K ( K K , 7 ) = G A M M A ( D T F I L E ( K K . 1 1 ) , D T F I L E ( K K , 1 2 ) , R ) 
D T W 0 R K ( K K , 8 ) = ( l . - D T i , ' C R K ( K K , 7 ) ) / R 
D T W O R K ( K K , 9 ) = G A M M A ( D T F I L E ( K K , 1 1 ) , D T F I L E ( K K , 1 2 ) , R 2 ) 
G O T O 5 7 0 
3 5 2 D T W 0 R K ( , K K , 7 ) = G A M M A ( V A L 1 , V A L 2 , R ) 
D T W 0 R K ( K K , 8 ) = ( 1 . - D T W 0 R K ( K K , 7 ) ) / R 
D T W 0 R K ( K K , 9 ) = G A M M A ( V A L 1 , V A L 2 , R 2 ) 
G O T O 3 7 0 
3 5 5 I F ( D T F I L E C K K , 1 0 ) . N E . 9 9 9 . 0 ) G O T O 5 5 7 
D T W 0 R K ( K K , 7 ) = N 0 R M ( D T F I L E ( K K , 1 1 ) , D T F I L E ( K K , 1 2 ) , R ) 
D T W 0 R K ( K K , 3 ) = ( 1 . - D T W 0 R K ( K K , 7 ) ) / R 
D T W O R K ( K K , 9 ) = N O R M ( D T F I L E ( K K , l l ) , D T F I L E ( K K , 1 2 ) , R 2 ) 
G O T O 5 7 0 
3 5 7 D T W 0 R K ( K K , 7 ) = N 0 R M ( V A L 1 , V A L 2 , R ) 
D T W 0 R K ( K K , 8 ) = ( 1 . - D T W 0 R K ( K K , 7 ) ) / R 
D T W 0 R K ( K K , 9 ) = N 0 R M ( V A L 1 , V A L 2 , R 2 ) 
G O T O 5 7 0 
3 6 0 I F ( D T F I L E ( K K , 1 0 ) . N E . 9 9 9 . 0 ) G O T O 5 6 2 
D T W O R K C K K , 7 ) = A R B ( D T F I L E ( K K , 1 1 ) , D T F I L E ( K K , 1 2 ) , R ) 
D T W 0 R K ( K K , S ) = ( 1 . - D T W 0 R K ( K K , 7 ) ) / R 
D T W O R K ( K K , 9 ) = A R B ( D T F I L E ( K K , 1 1 ) , D T F I L E ( K K , 1 2 ) , R 2 ) 
G O T O 5 7 0 
3 6 2 D T U 0 R K ( K K , 7 ) = A R B ( V A L 1 , V A L 2 , R ) 
D T W 0 R K ( K K , 8 ) = ( 1 . - D T U 0 R K ( K K , 7 ) ) / R 
D T W 0 R K ( K K , 9 ) = A R B ( V A L 1 , V A L 2 , R 2 ) 
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3 7 0 D T W O R K ( K K , 1 0 ) = D T F I L E ( K K , 1 3 ) 
3 9 0 C O N T I N U E 
C * * * * * * 
C P R O C E S S O R M O D U L E 
C * * * * K * * * * * * X * * * * * * * * X * > ! * * * * ^ * * * * * * * X * K * * * * * » * * * * * * * * * * * * * * 
WR I T E ( 6 , 3 9 5 ) 
3 9 5 F O R M A T C / / 3 X , ' * * * C T R E E P R E - P R O C E S S O R E N D E D * * * ' , / / 3 X , 
G T R E E P R O C E S S O R S T A R T E D 
C 
C S T O R E A R C C O U N T E R 
C 
5 0 0 C O U N T = I 
P C N T = 1 
C 
C D E T E R M I N E : S O U R C E N O D E N U M B E R = = > S R C E 
C S I N K N O D E N U M B E R = = > S I N K 
C A R C N U M B E R = = > A R C 
C 
5 0 2 S R C E = I N T ( D T W O R K ( I , 1 ) ) 
S I N K = I N T ( D T W O R K ( 1 , 2 ) ) 
A R C = S I N K - 1 
C 
C B R A N C H T O 5 5 0 O N C H A N C E A R C 
C 
I F C D T W O R K ( A R C , 1 0 ) . L T . 1 . 0 ) G O T O 5 5 0 
C 
C D E T E R M I N E S I N K N O D E V A L U E 
C 
5 0 5 S C S I N K ) = D T W O R K ( A R C , 3 ) + S ( S I N K ) 
C 
C C O M P U T E S O U R C E N O D E V A L U E G I V E N T H I S A R C S E L E C T E D 
C 
V A L U E = D T W O R K ( A R C , 5 ) * D T W O R K ( A R C , S ) + S ( S I N K ) * D T W O R K ( A R C 7 ) 
C 
C I F S O U R C E N O D E V A L U E = 0 , S E L E C T N E W V A L U E 
C 
I F ( S ( S R C E ) . E Q . O . O ) G O T O 5 2 5 
C 
C I F V A L U E G R E A T E R T H A N P R E V I O U S S O U R C E N O D E V A L U E . S E L E C T I T 
C 
I F ( V A L U E . L T . S ( S R C E ) ) G O T O 5 3 0 
C 
C S E L E C T T H I S A R C 
C 
5 2 5 S ( S R C E ) = V A L L I E 
P A T H ( P C N T , 1 ) = S R C E 
P A T H ( P C N T , 2 ) = S I N K 
C 
C B R A N C H I F L A S T A R C 
C 
5 3 0 I F ( I . E Q . 1 ) G O T O 5 3 5 
1 = 1 - 1 
K = I + l 
I F ( D T W O R K ( I , 1 ) . E Q . D T W O R K ( K , 1 ) ) G O T O 5 0 2 
5 3 5 S R C E = P A T H ( P C N T , 1 ) 
S I N K = P A T H ( P C N T , 2 ) 
A R C = S I N K - 1 
Q ( S I N K ) = D T W O R K ( A R C , 4 ) + Q ( S I N K ) 
V A L 1 = ( S ( S I N K ) * * 2 + Q ( S I N K ) ) * D T W O R K ( A R C , 9 ) 
V A L 2 = ( S ( S I N K ) * D T W O R K ( A R C , 7 ) ) * * 2 
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VA L 3 = D T W O R K ( A R C , 6 ) + D T W O R K ( A R C , 5 ) * * 2 
V A L 4 = D T W O R K ( A R C , 9 ) - D T W O R K ( A R C , 7 ) * * 2 
VA L 5 = D T W O R K ( A R C , 6 ) * D T W O R K ( A R C , 3 ) * * 2 
Q ( S R C E ) = V A L 1 - V A L 2 + ( V A L 3 * V A L 4 / R A T E * * 2 ) + V A L 5 
I F ( I . E Q . 1 ) G O T O 6 0 0 
P C N T = P C N T + 1 
G O T O 5 0 2 
5 5 0 S ( S I N K ) = D T W O R K ( A R C , 3 ) + S ( S I N K ) 
V A L U E = D T W O R K ( A R C , 5 ) * D T W 0 R K ( A R C , 8 ) + S ( S I N K ) * D T W 0 R K ( A R C , 7 ) 
S ( S R C E ) = S ( S R C E ) + V A L U E * D T W O R K ( A R C , 1 0 ) 
Q ( 5 I N K ) = Q ( S I N K ) + D T W 0 R K ( A R C , 4 ) 
V A L 1 = ( S ( S I N K ) * * 2 + Q ( S I N K ) ) * D T W 0 R K ( A R C 9 ) 
V A L 2 = ( S ( S I N K ) * D T W O R K ( A R C , 7 ) ) * * 2 
V A L 3 = D T W O R K ( A R C , 6 ) + D T W O R K ( A R C , 5 ) * * 2 
V A L 4 = D T W O R K C A R C , 9 ) - D T W O R K C A R C , 7 ) * * 2 
V A L 5 = D T W 0 R K ( A R C , 6 ) * D T W 0 R K ( A R C , 3 ) * * 2 
Q A D D = V A L 1 - V A L 2 + ( V A L 3 * V A L 4 / R A T E * * 2 ) + V A L 5 
Q A D D = Q A D D * D T W O R K ( A R C , 1 0 ) * * 2 
Q ( S R C E ) = Q ( S R C E ) + Q A D D 
I F ( I . E Q . 1 ) G O T O 6 0 0 
1 = 1 - 1 
G O T O 5 0 2 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C D I S P L A Y M O D U L E 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
6 0 0 1 = 0 
W R I T E ( 6 , 6 0 1 ) 
6 0 1 F O R M A T ( / / 2 X , ' O P T I M A L D E C I S I O N S : F R O M T O ' ) 
6 0 5 1 = 1 + 1 
I F ( P A T H ( I , 1 ) . E Q . 0 ) G O T O 6 2 5 
W R I T E ( 6 , 6 1 5 ) P A T H ( I , 1 ) , P A T H ( I , 2 ) 
6 1 5 F O R M A T C 2 4 X . I 3 , 3 X , I 3 ) 
G O T O 6 0 5 
6 2 5 W R I T E C 6 , 6 3 0 ) 
6 3 0 F O R M A T ( / / 2 X , ' E X P E C T E D V A L U E S ' - M E A N V A R I A N C E S T D . D E V 
1 / 2 2 X , 4 ( ' - ' ) , 5 X , 7 ( ' - ' ) , 5 X , 7 ( ' - ' ) ) 
V A L U E = S Q R T ( Q ( 1 ) ) 
W R I T E ( 5 , 6 3 5 ) S ( 1 ) , Q( 1 ) , V A L U E 
6 3 5 F O R M A T ( / 1 7 X , 5 ( F 1 0 . 2 , 2 X ) ) 
P A U S E ' P R E S S E N T E R T O C O N T I N U E ' 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C T E R M I N A T I O N M E N U 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
6 9 9 W R I T E ( 6 , 7 0 0 ) 
7 0 0 F O R M A T C / / 2 X , ' S E L E C T O P T I O N : ' , / 2 X , 1 4 ( ' - ' ) , / / 1 X , 
L ' L . - R E R U N W I T H N E W I N T E R E S T R A T E ' , / I X , 
2 ' 2 . - R E T U R N T O D A T A E N T R Y / U P D A T E ' , / 1 X , 
3 ' 3 . - S A V E F I L E A N D T E R M I N A T E P R O G R A M ' , / L X , 
4 ' 4 . - T E R M I N A T E P R O G R A M ' ) 
R E A D C 5 , * ) 1 5 
I F ( I 5 . G T . 4 ) G O T O 6 9 9 
G O T O ( 7 1 0 , 7 1 0 , 7 2 0 , 6 2 0 ) , 1 5 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C I N I T I A L I Z A T I O N F O R R E - R U N 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
7 1 0 I = C O U N T 
DO 7 1 5 1 1 = 1 , 5 0 
P A T H C I I , 1 ) = 0 
P A T H ( I I , 2 ) = 0 
S C I I ) = 0 . 0 
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QC in = o. o 
7 1 5 C O N T I N U E 
G O T O ( 3 0 0 , 2 50 ) , 1 5 
7 2 0 W R I T E ( 6 , 7 2 5 ) 
7 2 5 F O R M A T ( / / 2 X , ' * * * F I L E W R I T E I N P R O G R E S S * * * ' ) 
R E W I N D 4 
DO 7 3 0 J = l , C O U N T 
W R I T E ( 4 , * ) ( D T F I L E ( J , L ) , L . = 1 , 1 3 ) 
7 3 0 C O N T I N U E 
7 3 3 J = J 
WR I T E ( 6 , 7.3 5 ) J 
7 3 5 F 0 R M A T ( / 2 X , 1 3 , ' R E C O R D S W R I T T E N T O F I L E ' ) 
6 2 0 S T O P 
E N D 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C S U B R O U T I N E F O R E N T R Y OF T I M E D A T A 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S U B R O U T I N E T I M E ( 1 4 , I ) 
C O M M O N D T W O R K ( 5 0 , 1 0 ) , D T F I L E ( 5 0 , 1 3 ) 
I F ( I 4 . G T . 6 ) G O T O 9 
G O T O ( 1 0 0 , 2 0 0 , 3 0 0 , 4 0 0 , 5 0 0 , 6 0 0 ) , 1 4 
9 W R I T E C 6 , 1 0 ) 1 4 
10 F O R M A T ( / / 3 X , ' * * * R E S P O N S E ( ' , 1 1 , ' ) I N V A L I D . R E - E N T E R . ' ) 
R E T U R N 
1 0 0 W R I T E ( 6 , 1 0 5 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
1 0 5 F 0 R M A T ( / / 3 X , ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1X , F 3 . 0 , 
1 ' : D I S T = C O N S T ' , / 3 X , 4 4 ( ' - ' ) , / / I X , 
2 ' E N T E R C O N S T A N T T I M E D U R A T I O N ' ) 
R E A D ( 5 , * ) D T F I L E ( 1 , 1 0 ) 
R E T U R N 
2 0 0 W R I T E ( 6 , 2 0 5 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
2 0 5 F O R M A T ( / / 3 X , ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1X . F 3 . 0 , 
1 ' : D I S T = R E C T ' , / 3 X , 4 3 ( ' - ' ) , / / l X , 
• 2 ' E N T E R L O W E R B O U N D , U P P E R B O U N D ' ) 
R E A D ( 5 , * ) D T F I L E ( I , 1 0 ) , D T F I L E ( I , 1 1 ) 
R E T U R N 
3 0 0 W R I T E ( 6 , 3 0 5 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
3 0 5 F O R M A T ( / / 3 X , ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , 
1 ' : D I S T = E X P ' , / 3 X , 4 2 ( ' - ' ) , / / I X , 
2 ' E N T E R M E A N T I M E D U R A T I O N ' ) 
R E A D ( 5 , * ) D T F I L E ( I . 1 0 ) 
R E T U R N 
4 0 0 W R I T E ( 6 , 4 0 5 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
4 0 5 F O R M A T ( / / 3 X , ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , 
1 ' : D I S T = G A M M A ' , / 3 X , 4 3 ( ' - ' ) , / / I X , 
2 ' E N T E R : 9 9 9 , M E A N , V A R I A N C E ' / 4 X > 
3 ' 0 R L O W E R B O U N D , U P P E R B O U N D , M O D E ' ) 
R E A D ( 5 , * ) ( D T F I L E ( I . L ) , L = 10 , 1 2 ) 
R E T U R N 
5 0 0 W R I T E ( 6 , 5 0 5 ) D T F I LE ( I , 1 ) , D T F I L E ( I , 2 ) 
5 0 5 F 0 R M A T ( / / 3 X , ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , 
1 ' : D I S T = N O R M ' , / 3 X , 4 3 ( ' - ' ) , / / l X , 
2 ' E N T E R : 9 9 9 , M E A N , V A R I A N C E ' / 4 X , 
3 ' O R L O W E R B O U N D , U P P E R B O U N D , M O D E ' ) 
R E A D ( 5 > * ) ( D T F I L E ( I , L ) , L = l 0 , 1 2 ) 
R E T U R N 
6 0 0 W R I T E ( 6 , 6 0 5 ) D T F I L E ( I , 1 ) , D T F I L E ( I , 2 ) 
6 0 5 F 0 R M A T ( / / 3 X , ' T I M E D U R A T I O N F O R A R C ' , F 3 . 0 , 1 X , F 3 . 0 , 
1 ' : D I S T = A R 3 ' , / 3 X , 4 2 ( ' - ' ) , / / l X , 
2 ' E N T E R : 9 9 9 , M E A N , V A R I A N C E ' / 4 X , 
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3 ' 0 R L O W E R B O U N D , U P P E R B O U N D , M O D E ' ) 
R E A D C 5 , * ) ( D T F I L E ( I , L ) , L = 1 0 , 1 2 ) 
R E T U R N 
E N D 
****************************************************** 
S U B R O U T I N E T O D I S P L A Y D A T A 
******************************************************************* 
S U B R O U T I N E E D T D I S ( J , I C L A S S ) 
COMMON D T W O R K ( 5 0 . 1 0 ) , D T F I L E ( 5 0 , 1 3 ) 
WR I T E ( 6 , 1 0 0 ) 
1 0 0 F O R M A T C / / 3 X , ' S E L E C T D I S P L A Y O P T I O N ' , / 3 X . 2 1 ( ' - ' ) , / / 1 X , 
L ' L . - F R O M N O D E ' , / I X , ' 2 . - T O N O D E ' , / I X , ' 3 . - A L L A R C S ' , / / I X , 
2 ' E N T E R : O P T I O N , N O D E N U M B E R ( E N T E R 3 , 0 T O D I S P L A Y A L L A R C S ) ' ) 
R E A D ( 5 , * ) J , I 4 
I F ( J . G T . 3 ) G O T O 1 1 9 
G O T O ( 2 0 0 , 3 0 0 , 4 0 0 ) , J 
1 1 9 W R I T E ( 6 , 1 2 0 ) J 
1 2 0 F O R M A T ( / / 3 X , ' * * * R E S P O N S E ( ' , 1 1 , ' ) I N V A L I D . R E - E N T E R . ' ) 
R E T U R N 
2 0 0 W R I T E ( 6 , 2 0 5 ) 1 4 
2 0 5 F O R M A T ( / / 2 X , ' D I S P L A Y O F A R C S F R O M ' , 1 3 ) 
W R I T E ( 6 , 2 1 0 ) 
2 1 0 F O R M A T ( / 2 X , 2 5 ( ' - ' ) , / / 6 X , 
1 ' — T E R M . C A S H F L O W — C O N T . C A S H F L O W T I M E D U R A T I O N ' 
2 » ' , / 7 X , ' 9 9 9 . 0 M E A N V A R . 9 9 9 . 0 M E A N V A R . D T ' 
3 ' 9 9 9 . 0 M E A N V A R . ' ) 
W R I T E ( 6 , 2 1 1 ) 
2 1 1 F O R M A T ( 2 X , ' T O L O W E R U P P E R M O D E 
L ' L O W E R U P P E R M O D E L O W E R U P P E R M O D E P R O B ' ) 
W R I T E ( 6 , 2 1 2 ) 
2 1 2 F O R M A T C 2 X , ' ' , 6 ( ' - ' ) , 1 X , 6 ( ' - ' ) , 2 X , 6 ( ' - ' ) , 1 X , 
1 6 ( ' - ' ) , I X , 6 ( ' - ' ) , 2 X , 
2 2 ( ' - ' ) , L X , 6 ( ' - ' ) , L X , 6 ( ' - ' ) , L X , 6 ( ' - ' ) , 2 X , 4 ( ' - ' ) , / ) 
DO 2 5 0 K = 1 , 5 0 
K K = I N T ( D T F I L E ( K > I ) ) 
I F C K K . N E . I 4 ) G O T O 2 5 0 
W R I T E ( 6 , 2 4 0 ) D T F I L E ( K , 2 ) , ( D T F I L E ( K , L ) , L = 3 , I 3 ) 
2 4 0 F O R M A T ( F 4 . 0 , 2 X , 3 ( F 6 . 1 , 1 X ) , 3 ( 1 X , F 6 . 1 ) , 2 X , F 2 . 0 , 5 ( 1 X , F 6 . I ) , 
1 3 X , F 4 . 2 ) 
2 5 0 C O N T I N U E 
P A U S E ' P R E S S E N T E R T O C O N T I N U E ' 
R E T U R N 
3 0 0 W R I T E ( 6 , 3 1 0 ) 1 4 
3 1 0 F O R M A T C / 2 X , ' D I S P L A Y O F A R C T O ' , 1 3 ) 
W R I T E ( 6 , 2 1 0 ) 
W R I T E ( 6 , 3 1 1 ) 
3 1 1 F O R M A T ( 2 X , ' F R O M L O W E R U P P E R M O D E ' , 
L ' L O W E R U P P E R M O D E L O W E R U P P E R M O D E P R O B ' ) 
W R I T E ( 6 , 2 1 2 ) 
DO 3 5 0 K = L , 5 0 
K K = I N T ( D T F I L E ( K K , 2 ) ) 
I F ( K K . N E . I 4 ) G O T O 3 5 0 
W R I T E ( 6 , 2 4 0 ) D T F I L E ( K , 1 ) , ( D T F I L E ( K , L ) , L = 3 , 1 3 ) 
3 5 0 C O N T I N U E 
P A U S E ' P R E S S E N T E R T O C O N T I N U E ' 
4 0 0 1 5 = 0 
W R I T E ( 6 , 2 1 0 ) 
W R I T E ( 6 , 2 1 1 ) 
W R I T E ( 6 , 2 1 2 ) 
DO ^ 5 0 K = 1 , 5 0 
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I F ( 1 5 . I E . 1 0 ) G O T O 4 0 5 
1 5 = 0 
P A U S E ' P R E S S E N T E R T O C O N T I N U E ' 
W R I T E ( 6 , 2 I 0 ) 
W R I T E ( 6 , 2 1 1 ) U R I T E ( 6 , 2 1 2 ) 
4 0 5 KK = I N T ( D T F I L E ( K , 1 ) ) 
I F ( K K . E Q . 0 ) G O T O 4 5 5 
W R I T E ( 6 , 2 4 0 ) ( D T F I L E ( K , L ) , L = 2 , 1 3 3 
1 5 = 1 5 + 1 
4 5 0 C O N T I N U E 
4 5 5 R E T U R N 
E N D 
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