Abstract-Electromagnetic imaging is based upon the fundamentals of electromagnetic (EM) fields and their relationship with the material properties under evaluation. A new system based on a Giant Magneto-Resistive (GMR) sensor array was built to capture the scattered EM signal returned by metallic objects. This paper evaluates the new system's capabilities through the classification of metallic objects based on features extracted from their response to EM fields. A novel amplitude variation feature as well as the combinations of typical features is proposed to obtain high classification rates. The selected features of metallic objects are then applied to well-known supervised classifiers (ANN and SVM) to detect and classify 'threat' items. A collection of handguns with other commonly used metallic objects are tested. Promising results show that a high classification rate is achieved using the proposed new combination features and classification framework. This novel procedure has the potential to produce significant improvements in automatic weapon detection and classification.
INTRODUCTION
The struggle against the abuse of guns and knives is on-going, and the detection and characterisation of weapons which pose a threat to public safety is of great interest in relation to public and homeland security. Electromagnetic (EM) methods have been preferred for this purpose due to the fact that EM fields interact with various metallic objects, giving an indication of both the presence and electrical properties of the objects [1] . Systems built upon the principle of EM induction are prevalent in airports, stations and stadiums for the detection of suspicious metallic items carried by persons under interrogation. Screening procedures for the detection of concealed weapons such as handguns and explosives are common in controlled access settings, for example the entrances to sensitive buildings and at public events. Many weapon detection systems with enhancements to enable weapon classification and to discriminate threats from not-threats have been proposed [2] [3] [4] [5] [6] [7] . However, metallic object classification and discrimination capabilities are still limited.
A walk-through metal detector (WTMD) is a commonly used device for detecting metallic weapons and contraband items using an electromagnetic field. WTMD technology mostly depends upon the use of a fixed threshold to distinguish between large metal masses (e.g., guns) and small ones (e.g., keys).
WTMD can be classified as signal-and image-based, and the latter is the most effective one. Several image-based systems have been proposed [8] [9] [10] using a sensor or arrays of sensors which employ an EM field and eddy current for object detection. The scanning region in these systems is excited with a magnetic field generated by one or several coils. The presence of a conductive object disturbs the stimulating field, creating an eddy current inside the object; this eddy current in turn generates a secondary magnetic field which is sensed by an array of detectors located at the borders of the scanning region. Sets of measurements are then taken and used to recover the position and shape of the object.
Generally, EM methods are sensitive to all three passive EM properties: conductivity, permittivity and permeability.
In order to reduce the incidence of false alarms, advanced signal processing algorithms have been used by researchers to support their detection systems and to analyse the magnetic field change generated when a person passes through a portal. Pattern recognition and classification techniques can be used to calculate the probability that the acquired magnetic signature correlates to a known database of weapon versus not-weapon responses. One common procedure for the detection of metallic items is to extract or generate features from the EM signal obtained to represent the possible targets of interest. Feature extraction techniques are a transformation of the input signal into a set of features. Extracting distinctive features from the EM signal is imperative for a proper classification of these signals [11] .
In order to achieve effective classification, two types of features are normally required: features having physical meaning and features without physical meaning. For example, geometric features such as the shape, size and position of the pattern are considered to be features with physical meaning. Features extracted from the same signal, but based on the statistical understanding of the signal, fall into the second category [12] .
After processing and extracting features, the images can be displayed for operator-assisted weapon detection or fed into a weapon detection module for automated weapon detection and classification. Commonly, a machine learning algorithm is used for automatic processing, such as an Artificial Neural Network (ANN). ANNs are widely used for metal classification [13, 14] since they need no information about the probability distribution and prior probabilities of different classes. Further, Support Vector Machines (SVM) have also recently been used for the same purposes; these represent a concept in statistics and computer science for a set of related supervised learning methods that analyse data and recognize patterns, and are used for classification and regression analysis [15, 16] . Our previous works [17, 18] revealed that the new proposed system can classify between metallic objects with an acceptable classification rate using the features extracted from the EM response signal. However, there is still a need for a more accurate feature extraction framework for automatically classifying these objects using the system.
The aim of this work is to find appropriate feature extraction methods to classify the objects using the proposed EM system with higher accuracy. Three categories of features have been investigated and extracted from the EM signal. The first is based on the shape features of an object using invariant moments [19, 20] , while the second is based on the material features of an object, which are inferred from both the amplitude range [21] and principal component analysis (PCA) [22] of the EM signal. The third category applies cross correlation [23] [24] [25] upon the reconstructed EM transient response signal. These features, individually and in combination, will be anticipated as the object's signature and are fed to an ANN and SVM classifier.
The rest of this paper is organized as follows. Section 2 explains a brief summary of the system design and principle of operation. Section 3 presents the proposed feature extraction methods. Section 4 details the specification of the used classifier technique. Feature selection methodology is presented in Section 5. The test bed setup is explained in Section 6. Section 7 details the classification results and discussion, and is followed by the conclusions and future work in Section 8.
ELECTROMAGNETIC IMAGING SYSTEM
In this section, a brief description of the proposed system designed and built for gun detection will be given [26] . The proposed EM imaging system is a S/W-H/W system that converts the distortion present in a magnetic field, caused by the presence of a metallic object, to a 2D image. The system was based around an array of NVE AAL002-02 GMR sensors, and used in conjunction with the excitation coil in an ex-service WTMD from the Construction Electronics Industrial Automation CEIA) Company. Figure 1 shows the proposed system block diagram and system set up. The sensor array was aligned with the coil in the WTMD, and a variable excitation waveform is provided by a function generator. Pulsed excitation provides the opportunity to apply an interrogating field with rich frequency components in a single waveform. The sensor array picks up any distortions in the applied field caused by the presence of metallic materials. If no object is presented in the WTMD, the field measured by the sensor is unchanged. The image formulation process is summarised as follows:
1. The object under inspection is moved through the detector with data acquired at a pulse repetition rate of 500 Hz ( Figure 2 ). 2. Sets of ten pulse responses are averaged to produce a single pulse response signal (Figure 3(a) ). 3. A single value is picked from a previously computed pulse response signal (Figure 3(a) ). The maximum value of the difference signal (with and without the object) was used. 4. Each single value corresponds to a single pixel in the final image (Figure 3(b) ).
In comparison with conventional induction-based WTMDs, the GMR array-based system has shown great potential in 1) Material discrimination as samples made from mixed material are clearly distinguished, whereas the induction-based WTMD can only discriminate between objects depending on the certain threshold; 2) the GMR array-based system has thus progressed the technology.
3) The proposed system is also considered a cost effective imaging system for the classification of threat objects as it depends on the EM induction phenomena with cheap sensors [26] [27] .
Further information is extracted by employing a form of transient analysis from the reflected signals, as described in [18] . In this technique, the pulse response from each sensor is analysed and sliced into This system investigates three different sensor array configurations (2D array, vertical array and diagonal array). In this study, the outcome of a controlled diagonal array test using one sensor array with 40 GMR sensors was investigated, as shown in Figure 2 . Uncontrolled investigation such as concealed and multiple object where investigated in authors work [27] , the classification of the collected EM signal will be reflected in future work.
THE PROPOSED FEATURE EXTRACTION TECHNIQUES
In this section, the novel material features as well as the combination of typical geometrical and statistical features are employed to characterize the EM object. More details are organized as follows.
Proposed Material Features
Since the EM signal represents the EM reflection of samples sensed by a GMR sensor, this signal shows primarily the material properties of an object. The material features were deduced from the EM signal using two techniques as follows:
Maximum EM change features: Each object generates an overall EM signal amplitude variation according to the EM reflectivity of the material it is constructed from [21] .
The proposed amplitude variation feature (AMP change ) is calculated as the difference between the maximum (Max (EM signal )) and the minimum (Min(EM signal )) values from the received signal as shown in Eq. (1):
AMP change is directly related to the EM field intensity of the object's material. This new feature is formed in a feature vector called f-Max-Min and provided to the classifier. Figure 4 shows the max amplitude change for the samples used. Generally, the handguns have the highest amplitude change with the exception of the mobile phone, which gives a higher amplitude change than some handguns. This is because the battery cell returns a high EM response especially when it is fully charged, and so the system will give a positive false alarm when classifying the mobile phone. PCA-Based features: PCA is a multivariate statistical analysis method which transforms data into uncorrelated eigenvectors or principal components (PCs) corresponding to the maximum variability within the data. PCA is used to optimise and reduce the amount of redundant data. PCA-based features represent signal signatures of stand-off distance to object and material properties. The detailed steps of PCA [14, 22, 23] are summarised as follows: 1) organisation of the datase; 2) calculation of the mean along each dimension; 3) calculation of the deviation; 4) finding the covariance matri; 5) finding the eigenvectors and eigenvalues of the covariance matri; 6) sorting the eigenvectors and eigenvalues; 7) computing the cumulative energy content for each eigenvector; and finally, 8) selecting a subset of the eigenvectors as the basis vectors.
In this work, the PCA is applied to each EM signal to get its eigenvector. The covariance of input data (Σ x ) is calculated as follows (Eq. (2)):
Eigenvalues λ and Eigenvectors Wi are identified using covariance Σ x as in Eq. (3).
where, I is an identity matrix of the same order as Σ x . The new features are linearly independent. The PCA technique was applied to a range of commonly used items (14 samples) in addition to the six handguns in a separate test. It was found that PCA has the potential to discriminate between the handguns and other objects, as shown in Figure 5 , where objects are clearly classified into two non-overlapped clusters based on their first PCA component.
To ensure accurate classification, a third component is also used in addition to the first and second components. Therfor, as an input for the classifier, only the first three components are proposed. These three values are grouped in a feature vector named f-PCA for each sample and are then supplied to the classifier. 
Proposed Shape Features
Shape is one of the most prominent features of any object. Many researchers have tackled the problem of object classification based on feature extraction using object shape with different tools such as Invariant moments, Fourier descriptors, the Hough transform and Shape matrices to extract shape characteristics [28] . The Invariant moment's method is widely used in weapons detection as a feature since it is rotation, scale, and translation invariant [20] . Objects can be detected with over a 90% classification accuracy after producing a set of Invariant moments feature vectors in certain systems [29] . In [30] , invariant moments was used to identify the shape of a handgun to classify objects into weapon and not-weapon objects; this study obtained an accuracy rate of up to 96%.
In this work, shape features were extracted from the EM images using Invariant moments introduced in [29] . Based on the second and third moments from the general moment (Eq. (4)), eight moments (Eq. (5)) are derived. These eight moments are grouped in a features vector called f-Moment, which is considered a signature for each individual object based on its EM signal shape characteristics.
where m f pq is a general moment of an image f (x, y). Parameters p, q are non-negative integers, r = p + q is called the order of the moment, and P 00 (x, y), P 10 ( x, y) 
where φ 1 , . . . , φ 8 , are the eight moments derived from (Eq. (4)) [29] . Figure 6 shows 8 moments for the 10 objects, six threat items (handguns were provided by the Police for the tests) and four metal not-threat items (mobile phone, USB, pen and belt). It can be concluded that the moments of the handgun samples are higher than other objects in this test. It is worth to mention again that the results will not be affected by object orientation as the invariant moment is rotation invariant.
Proposed Transient Analysis Features
Analysis of the transient image sequence can be used to obtain information of material properties and geometrical information about the object under examination [24] . For example, through the proposed system investigation, it has been observed that aluminium objects exhibit a tendency for their EM signature to appear later in the image sequence and to increase in intensity over time. In contrast, the EM signatures corresponding predominantly to ferromagnetic objects (such as the hunting or kitchenknife used in our database), have a tendency to appear earlier in the sequence, peak in amplitude at a particular point and change in distribution over time.
A system has been designed using a portion of microwave frequency spectrum working from 1 to 14 GHz for gun detection. This system uses cross correlation between coherence polarisation and cross polarisation to distinguish between different handguns objects [31] . Cross correlation has also been applied on EM transient response signals obtained from a series of EM signals for defect characterization [25] .
In our previous work [18] , a novel cross correlation technique was used to classify different objects into a number of groups: paramagnetic, ferromagnetic and combinations of both depending on the transient response features. The EM response signal was generated using transient analysis for the handguns and other commonly used objects. Cross correlation for each two successive images in this sequence is calculated using Eq. (6) . Then the maximum value of each cross correlation is aggregated for all 14 image pairs to create a 13-value feature vector called f-Corr, to be used as an input for the classifier. All the phases of generating the transient analysis feature vector are shown in Figure 7 .
where
y ) is the pixel value at coordinate (x, y), (x , y ) for the original image and second image, respectively. f and g are the average grey values, and u and v are the displacement components for the subset centres in the x and y directions, respectively.
FEATURE EVALUATION WITH CLASSIFICATION TECHNIQUES
Two types of classification techniques are used to evaluate all the proposed features. These techniques are: Artificial Neural Network and the Support Vector Machine.
Classification Using an Artificial Neural Network
Neural networks are widely used in pattern recognition and metal detection and classification [13, 14] . In this study, the four proposed feature vectors (f-Moment, f-Max-Min, f-PCA, and f-Corr ) created in this study are used as an input to an ANN classifier, both individually and in combination strategies, to find the proper feature/features for the detection and classification of the metallic objects passed through proposed system.
A three layered ANN classifier was used. The hidden layer consists of 2N nodes (where N is the input feature vector element) with the sigmoid activation function. The output layer consists of one node (for our study, indicating whether it is a gun or not) with a linear activation function. The ANN classifier utilizes a training function based on LevenbergMarquardt optimisation. All ANN parameters are summarised in Table 1 . Table 1 . Artificial neural network parameters (used in MATLAB). 'logsig' for hidden layer, 'purelin' for output layer Training function:
No. of nodes in
' t r a i n l m ' Max number of Epochs: 10000 Min performance gradient:
1e-10
Classification Using the Support Vector Machine
The SVM-based classification method was applied in this work and its results were compared to the ANN result. Before the features are passed to the SVM, all the feature vectors used are normalised to the range [−1, +1] in each column. The reason for this is that the advantages of scaling avoid attributes being in greater numeric ranges which dominate those in small numeric ranges; thus, numerical difficulties during calculation are avoided. The radial basis function (RBF) was selected as a SVM kernel (K) as in Eq. (7):
The RBF kernel nonlinearity maps samples into a higher dimensional space, so it can handle cases when the relation between class labels and attributes is nonlinear. Furthermore, the linear kernel is a RBF special case. Finally, the RBF kernel has fewer numerical difficulties. The LIBSVM, a library for SVM developed by Chang and Lin [32] , is applied in this paper. After training data using SVM, the model is obtained for the prediction of known objects. The model is tested using the training data to identify the classification rate.
PROPOSED CLASSIFICATION FRAMEWORK
Features extracted from EM response signals were applied individually to the ANN and SVM classifiers to categorise the objects. Two object groups are tested: guns and not-guns. In the second stage, the not-guns were categorised to the threat and not-threat items, as explained in Figure 8 . Based on the initial classification results, the features with the highest classification rate (f H ) were selected to be combined with other features in order to gain higher classification accuracy. 
EM

TESTBED SETUP
Experiments were conducted using the proposed system, with two groups of objects. The first group consisted of 12 different objects: six of these objects were handguns, while the others were daily used objects that contain metallic parts. Table 2 describes the specifications of these objects. The second group consisted of ten daily used objects, five of which contained a bulky amount of steel (e.g., knives, scissors and screwdrivers) that may be considered as a threat. The handgun samples represent the most common weapons seized by the police; of particular interest is sample #5 the blank firer, which has been converted to fire live ammunition through the welding of another barrel to the existing mechanism, and the replica handgun (sample #6), commonly used by armed robbers, as a threat. Figure 9 shows the first group of samples in the sample holder constructed for the tests, where Figure 9 (a) represent the handguns samples and Figure 9 (b) represents the not-guns samples.
All weapon samples' compositions included steel, with several incorporating other materials, such as zinc alloy, aluminium, and polymers. The second group of samples is shown in Figure 10 , where Figure 10 (a) represents samples that are usually considered harmless (not-threat) and Figure 10 (b) represents samples that are usually considered harmful (threat). Similar conditions and procedures were used to prepare the second group of samples for the classifier.
During tests, the sensitivity of the proposed system to each gun sample was measured as the peak to peak amplitude change of the resultant response signal at different distances from the sensor array. Figure 11 shows a plot of the sensitivity of the system to different samples. It is clear that the differences between average peaks are extremely small. This was also found to be true for several tests of the same gun. This conclusion of the sensitivity test was used to solve the data shortage problem and to increase the number of items. Each object was tested five times using the proposed system to generate five samples for the same object. Hence, for the twelve test objects (six being guns and the other six not), 60 EM signal samples were generated. Based on this, the ANN classifier was trained using 48 EM signals for all the objects (four for each object), while the remaining 12 EM signals were used as test samples. In terms of the second group, five threats and five not-threat samples were used, so 50 EM signals were generated; 40 were used for training and the rest for testing, as in Table 3 . Table 3 . Data set of the work. 
Using Guns
RESULTS AND DISCUSSION
In this section, the results of the proposed features classification frame work are presented. The results of the Guns and Not-Guns group are discussed first, followed by discussion of the results of the Threat and Not-Threat everyday objects.
First Group Classification: Guns and Not-Gun
Tests were done using the first objects group; each type of feature vector was individually provided as the input for the ANN and SVM. The results are shown in Table 4 . In addition to the previous four features (Section 3), another feature set, named f-All, was formed from all the individual features combined. The features were normalised before combination to avoid any misclassification results from different feature methods values. The results are also shown in Table 4 . However, the f-All feature vector did not achieve a higher classification rate compared to the other individual features alone, and this is also true for the two classifiers. Taking it a step further, combinations between the highest feature result and other results are investigated to improve the classification rate. The selected combination for ANN is illustrated below: A similar procedure was carried out using the SVM classifier, where the combinations between the highest classification rate and the other results are adopted, as illustrated below: The classification rates of these combinations are shown in Table 5 (b) and it is clear that there is a slight improvement from the classification rates results using individual features. Figure 12 shows the classification rate of all the features extracted using an ANN. 
The SVM classifier shows 0% misdetection in all combinations of features, as shown in Table 5 (b). (Again, this ideal result was due to the use of limited samples).
A closer look at Table 5 shows that although both classification methods give high detection rates in terms of handgun objects in most features results, the ANN classifier shows lower false alarm rates compared to the SVM in terms of Not-Guns items. Therefore, the ANN has the better classification rate overall.
Second Group Classification: Threat and Not-threat Everyday Items
As a second stage after the handguns were detected, the everyday items group was further classified into Threat and Not-Threat items. For this purpose, the second group of objects was used. Tests were carried out using each of the types of feature vectors individually as the input for the ANN and SVM respectively. The classification results of the second group are presented in Table 6 . From Table 6 (a), the result of the f-Corr features reached 100% classification rate, indicating that the transient response feature through the time could be the best feature for discriminating between the everyday items using an ANN. Hence, no further combined features were investigated. Furthermore, f-Moment and f-MaxMin features had a 0% misdetection rate for the threat objects.
Also, Table 6 (b) shows that, when using the SVM classifier, the transient features (f-Corr ) gave the best results to classify the everyday items. However, generally the SVM classification rates are less than ANN classification rates because the SVM is more sensitive and training on these objects is not efficient due to the diversity of their size and material [33] . The classification results could be improved using a larger database size.
The classification algorithms were implemented in a MATLAB environment installed on a PC with a Core2 processor. The execution times for the sample testing were 4 sec and 0.04 sec for the ANN and LIBSVM, respectively. The time 0.04 sec delay in processing is more convenient for WTMD regarding human walking speed (about 1.5 m/sec), and will aid in the delivery of automatic results faster and easier than the flow in surveillance area. However, a 4 sec delay in processing is also acceptable and could be further squeezed when using low level languages (e.g., C language) and/or advanced processors.
CONCLUSIONS AND FUTURE WORK
Feature extraction techniques have been investigated to help distinguish between different metallic objects based on reflected EM signals. The feature extraction techniques consist of: shape descriptors, material properties and transient response analysis. An ANN and SVM classifier were used to classify the items based on features extracted both individually and combined. Real handguns and commonly used items were used as test samples to evaluate the features and classification methods towards building an automatic classification system. The features extracted from the transient response showed dominant higher classification rates than shape and material features. Fusion between features also shows a promising classification rate to discriminate between the items. In terms of the classifiers used, both the ANN and the SVM are able to classify the objects with a good degree of accuracy. However, the SVM delivered more accurate detection results especially for the real handguns using the combined features, and performed at a higher speed than the ANN. The results indicate the feasibility of using these features with the machine learning techniques to automatically identify and classify threat items, using a low-cost GMR sensor array system.
In comparison with conventional induction-based WTMDs, the GMR array-based system has shown great potential in material discrimination as samples made from mixed material are clearly distinguished, whereas the induction-based WTMD can only discriminate between objects depending on the certain threshold; the GMR array-based system has thus progressed the technology. The proposed system is also considered a cost effective imaging system for the classification of threat objects as it depends on the EM induction phenomena with cheap sensors.
For future work, concealed weapon and multiple object classification will be investigated, along with more threat and not-threat items, to build a more comprehensive EM signals database.
