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Abstract 
Statistical properties offast-slow Ellias-Grossberg oscillators are studied in response to deter-
ministic and noisy inputs. Oscillatory responses remain stable in noise due to the slow inhibitory 
variable, which establishes an adaptation level that centers the oscillatory responses of the fast 
excitatory variable to deterministic and noisy inputs. Competitive interactions between oscil-
lators improve the stability in noise. Although individual oscillation amplitudes decrease with 
input amplitude, the average to'tal activity increases with input amplitude, thereby suggesting 
that oscillator output is evaluated by a slow process at downstream network sites. 
1 Introduction 
Oscillatory behaviour in neural networks is attracting increased attention, partly due to recent 
results suggesting that oscillatory responses are present in visual cortex and may contribute to the 
solution of the binding problem (Eckhorn et al, 1988; Gray & Singer, 1989; Engel et al, 1992). 
From a theoretical point of view it needs to be clarified in how far fast synchronization of oscil-
lations is possible, a.nd what the underlying mechanisms necessary to obtain fast synchronization 
are. In this paper we study the fast-slow oscillator introduced by Ellias & Grossberg (1975). We 
confirm that oscillations occur only if the input lies within a particular interval. We establish that 
the input has a notable influence on amplitude, frequency and area of oscillations. We find that 
the behaviour of the oscillator is stable in the presence of noise. Armed with these results we study 
how two competing oscillators (encoding different orientations) interact, how competition affects 
their amplitude, frequency, area, and the influence of noise. 
2 The single fast-slow oscillator 
The single fast-slow oscillator consists of two nodes, one fast and one slow, with activities x andy 
respectively. The equations governing such an oscillator are: ·, ' 
dx 
dt 
dy 
dt 
-Ax+ (B- x)(Cf(x) +I)- Dxf(y) 
= E(x- y) 
,. 
(1) 
(2) 
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where the signal function is f(x) = max(x- r,o), i.e. simple rectification. The parameters used 
throughout are A = 1, B = 1, C = 20, D = 33.3, r = 0.4, and E = 0.025. Activity x obeys 
a shunting equation. It is a fast variable that excites itself and y. Activity y obeys an additive 
equation. It is a slow variable that inhibits x. The input I consists of two parts: signal Sand noise 
N = n£, where f is a random number over the unit interval following a uniform distribution, and 
where n is a scaling factor. Thus I = S + N. 
2.1 Noisefree input 
When n = 0, the input is purely deterministic. Oscillations then only occur for I= S E [0.67, 2.7], 
which is in accord with previous reports (EIIias & Grossberg, 1975; Grossberg & Somers, 1991). 
Within this oscillation interval, the amplitude of x oscillations decreases as input I increases, while 
activity y establishes a slow baseline level of activity. On the other hand, the oscillation frequency 
increases as I increases, as does the area below the curve. Thus the increase in frequency is faster 
than the decrease in amplitude, so that the average output of the network increases with I. A 
summary of these results is shown in Figure 1. The fact that the integrals of x and y are nearly 
identical confirms that the y node performs an averaging operation. 
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Figure 1: The amplitude, frequency and area under the x and y curves of the fast-slow oscillator 
(1)-(2) as a function of deterministic input in zero noise (n = 0). Solid line indicates x activity, 
dotted line y activity. 
These results suggest that the amplitude of oscillations is not the relevant variable for down-
stream processing, but rather that the area under the curve is measured by a slower process. 
2.2 Noisy input 
In the presence of noise, oscillations occur when the deterministic input S lies within an oscillation 
interval that is shifted by roughly the mean, n/2, of the noise. At very high noise intensities, 
the fast-slow oscillator produces spikes at irregular intervals. In this study, only regularly spaced 
spikes are counted as oscillations. Also, for smaller noise levels, a similar effect occurs for a high 
input, so that the actual size of the oscillation interval shrinks as noise increases, and is not merely 
shifted. However, the basic shape of the amplitude, frequency and area curves .remains the same, 
independent of the amount of noise present, as shown in Figure 2. ,. 
The presence of noise hardly influences the slow node, since y averages the activity x from the 
fast node, thus establishing a baseline of activity. Hence, for stronger noise, inhibition from the slow 
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Figure 2: The amplitude, frequency and area under the curve of the single fast-slow oscillator shown 
as a function of the deterministic input when noise is present (n = 0.25). 
node is bigger, thus ensuring that the fast node remains centered at the same activity, although 
the amplitude of oscillations varies. As a result, regular oscillations occur reliably even when very 
high levels of noise are present. This is the case for noise going as high as n = 1. Figure 3 shows 
how activity y reaches an adaptation level that tends to center the oscillations. 
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Figure 3: When more noise is present, the slow y curves remain close, thus setting an adaptation 
level (left). This means that the fast x oscillations are centered at the same position (right). Solid 
line: n = 0, dotted line: n = 0.25. 
. ' 
3 Two competing fast-slow oscillators 
We also studied the statistical properties of competing oscillators, in particular two fast-siow oscil-
lators, one encoding horizontal orientations ( x H, YH) and the other vertical orientations ( xv, YV) 
at the same position in analogy with models of visual cortex (Grossberg, Mingolla & Todorovic, 
1989). The equations used are as follows: 
dXH 
dt 
dyu 
dt = E(xu- YH) 
dxv 
dt 
dvv 
dt 
-Axv + (B- xv )(C f(xv) + lv)- D1xv f(Yv)- D2xv f(yu) 
(3) 
(4) 
(5) 
(6) E(xv- vv) 
where the parameters A, B, C and E are as before. The input to a fast node from an inhibitory 
node of the same oscillator is weighted by Db and from the other oscillator is weighted by D 2 , 
with D chosen as in (1), i.e. D = D1 + D2. We varied the ratio .R = DJ/ D2 to understand how 
cross-inhibition changes oscillator dynamics. In general, we varied the horizontal input hi, while 
Iv = 0. Both oscillators received the same noise as input. 
3.1 Noisefree input 
In the absence of noise, when .R is large, the horizontal oscillator behaved similarly to the 1-oscillator 
model. However, as .R decreased, the oscillation interval became substantially narrower. The 
amplitude remained largely unaffected for .R > 1 in that the slope of amplitude versus deterministic 
input is the same, but for R close to 1, the amplitude slightly increased with Iu, at input values 
close to the upper limit of the oscillation interval. The frequency of oscillations decreased with 
decreasing R, while the area below the curve substantially increased with decreasing .R. Thus 
competition enables each oscillator to generate a larger average output than in the 1-oscillator 
case. Figure 1 shows these results for .R = oo, and Figure 4 for R = 1. 
Amplilu<le: ~ y 
1 ---~r··---·-, -----·-··,.---...-~ C.02S 
0.9 
0,02 
0.7 
0.6 (),015 
0.5-
0.4 . 0,()1 
0.3 -
o.oos 
o.~l--t.s:---:---:"c--_J. 0 0 o.s 
D:tennininie lnJ!'olt 
l"roq~~e~~Cy:J..y 
,-----..,~--.,..--,· 
~~ 
1 I.S , 
D::tenniniruc. Input 
huegrah lt.Y 
300 -------.----.........--,..----····.---·-·...--·-
2SO. 
200 . 
ISO 
100 . 
so 
0 ------'------l....-·-'·----~---·-'---·--· 
OO.Sll.$2:1:.5 
Dottnniniotie Input 
Figure 4: The amplitude, frequency and area below the curve of the horizontal fast-slow oscillator 
when two osciilators compete at each position, shown as a function of deterministic input in' the 
absence of noise. 
The behaviour of two competing fast-slow oscillators can be understood as follows. With a 
bigger R the influence of the competing oscillator increases. Thus there are two loops acting on 
xu. The short loop is the fast-slow oscillatory loop (xH _, YH _, xu). The longer loop goes 
through the competing oscillator (xu_, YH-> xv-> Yv-> xu). Thus the inhibitory response to 
a rise of xu rises slower than in the single oscillator case, and lasts longer. This means that spikes 
last longer, which leads to a lower frequency, and spikes are broader, which leads to a bigger area 
below a single spike, and the area below the curve increases. 
3.2 Noisy input 
In the presence of noise, the behaviour of the two competing oscillators remained the same, although 
the oscillation interval is agaln shifted. The response of the horizontal fast node with noise is even 
more stable when there is competition (Figure 5) then when there is no competition(Figure 2), in 
that the deviation of the oscillations due to the same noise level is lower when oscillators compete. 
Thus competition further improves stability with respect to noise. 
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Figure 5: The amplitude, frequency and area under the curve of the horizontal fast-slow oscillator 
when two oscillators compete at each position, shown as a function of the deterministic input when 
noise is present (n = 0.25). 
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