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In this paper, we investigate the relation of the Nevanlinna characteristic functions
T (r, f (qz)) and T (r, f (z)) for a zero-order meromorphic function f and a non-zero con-
stant q. It is shown that T (r, f (qz)) = (1 + o(1))T (r, f (z)) for all r on a set of lower
logarithmic density 1. This estimate is sharp in the sense that for any q ∈ C such that
|q| = 1, and ρ > 0, there exists a meromorphic function h of order ρ such that T (r,h(qz)) =
(|q|ρ + o(1))T (r,h(z)) as r → ∞ outside of an exceptional set of ﬁnite linear measure. As
applications, we give some results on zero-order meromorphic solutions of q-difference
equations, and on value distribution and uniqueness of certain types of q-difference poly-
nomials.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The non-autonomous Schröder q-difference equation
f (qz) = R(z, f (z)), (1)
where the right-hand side is rational in both arguments, is widely studied during the last decades (see, e.g., [1–4]). Gun-
dersen et al. [5] considered the order of growth of meromorphic solutions of (1), from which a q-difference analogue of the
classical Malmquist’s theorem [6] is given: if the q-difference equation (1) admits a meromorphic solution of order zero,
then (1) reduces to a q-difference Riccati equation, i.e. deg f R = 1.
Bergweiler et al. [7] treated the functional equation
n∑
j=0
a j(z) f
(
c j z
)= Q (z), (2)
where 0< |c| < 1 is a complex number, a j(z) ( j = 0,1, . . . ,n) and Q (z) are rational functions with a0(z) ≡ 0, a1(z) ≡ 1. They
concluded that all meromorphic solutions of (2) satisfy T (r, f ) = O ((log r)2). This implies that all meromorphic solutions of
(2) are of zero order of growth.
The purpose of this paper is to study the properties of f (qz), where f is a meromorphic function of zero order and
q ∈ C \ {0,1}. We will show that the Nevanlinna characteristic T (r, f (qz)) satisﬁes T (r, f (qz)) = (1 + o(1))T (r, f ) as r
approaches inﬁnity outside of a small exceptional set. Applications of this asymptotic equation to q-difference equations
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538 J. Zhang, R. Korhonen / J. Math. Anal. Appl. 369 (2010) 537–544and the unicity theory of meromorphic functions are given. We will also show that the zero-order assumption is essentially
the best possible by indicating explicit examples.
In what follows, a meromorphic function will always mean meromorphic in the whole complex plane. We shall use the
standard notation in Nevanlinna value distribution theory of meromorphic functions such as T (r, f ), N(r, f ), m(r, f ) (see,
e.g., [8–12]). In particular, we denote by S(r, f ) any quantity satisfying S(r, f ) = o(T (r, f )) for all r outside of a set of upper
logarithmic density 0, i.e., outside of a set E such that
limsup
r→∞
∫
E∩[1,r]
dt
t
log r
= 0.
Similarly, the lower logarithmic density of the set E is deﬁned by
lim inf
r→∞
∫
E∩[1,r]
dt
t
log r
.
Finally, by ε(r, f ) we denote any quantity satisfying ε(r, f ) = o(T (r, f )) for all r outside of a possible exceptional set of
ﬁnite linear measure.
The standard logarithmic derivative lemma and Wiman–Valiron theory (see, e.g., [10]) play important roles in the study
of growth and value distribution of meromorphic solutions of differential equations. When talking about linear q-difference
equations, Barnett et al. [1] and Bergweiler et al. [13] gave analogues of logarithmic derivative lemma and Wiman–Valiron
theory, respectively. We recall the following theorem [1, Theorem 1.1], which also takes a key role in the present paper.
Theorem A. Let f (z) be a non-constant zero-order meromorphic function, and q ∈ C\{0}. Then
m
(
r, f (qz)/ f (z)
)= S(r, f ).
An example given in [1] shows that the assertion of Theorem A cannot be extended to hold for meromorphic functions
of strictly positive order δ for any δ > 0.
Recently, Chiang and Feng [14] investigated the relation of the characteristic function of a ﬁnite order meromorphic
function f and its shift. They concluded that T (r, f (z + c)) ∼ T (r, f ), where c is a non-zero constant. A natural question is:
what is the relation of T (r, f (qz)) and T (r, f (z)) for a non-constant zero-order meromorphic function f . Corresponding to
this question, we obtain the following result.
Theorem 1.1. Let f (z) be a non-constant zero-order meromorphic function, and q ∈ C\{0}. Then
T
(
r, f (qz)
)= (1+ o(1))T (r, f (z)) (3)
on a set of lower logarithmic density 1.
Remark 1. Eq. (3) implies that
T
(
r, f (qz)
)= T (r, f (z))+ S(r, f ). (4)
In fact, in the proof of Theorem 1.1 Eq. (4) has been proven ﬁrst, and then indicated how (3) follows from (4). The reverse
implication from (4) to (3) can be obtained similarly as in the proof of Theorem 1.1.
Example 1.2. The zero-order growth restriction in Theorem 1.1 cannot be, in general, extended to include any strictly positive
order. This can be seen by taking any meromorphic function h such that
T (r,h) = rρ + o(rρ), (5)
where ρ > 0. Let q ∈ C such that |q| = 1. Then by using the observation in [7] that T (r,h(qz)) = T (|q|r,h(z)) + O (1), it
follows that
T
(
r,h(qz)
)= T (|q|r,h(z))+ O (1)
= |q|ρrρ + o(rρ)
= |q|ρ(1+ o(1))T (r,h(z)).
Since |q|ρ = 1, the assertion of Theorem 1.1 is not valid for the function h. A meromorphic function h satisfying (5), for any
ρ > 0, has been constructed, for example, in [15, pp. 66–70].
The proof of the above main theorem on the Nevanlinna characteristic of f (qz) depends on Theorem A and the following
result.
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N
(
r, f (qz)
)= (1+ o(1))N(r, f (z)) (6)
on a set of lower logarithmic density 1.
Remark 2. The zero-order growth restriction in Theorem 1.3 is essentially the best possible. This can be seen by a similar
construction as in Example 1.2 using a counting function which satisﬁes N(r,h) = rρ +o(rρ). Meromorphic functions having
such counting functions can be constructed using Hadamard products.
This paper is organized as follows. We prove Theorem 1.1 and Theorem 1.3 in Section 2. Applications of Theorem 1.1 to
q-difference equations will be given in Section 3. We discuss the value distribution and shared values of certain types of
q-difference polynomials in Section 4 and Section 5, respectively.
2. Proofs of Theorem 1.1 and Theorem 1.3
Proof of Theorem 1.1. We deduce from Theorem A and Theorem 1.3 that
T
(
r, f (qz)
)=m(r, f (qz))+ N(r, f (qz))
m
(
r, f (qz)/ f (z)
)+m(r, f (z))+ (1+ o(1))N(r, f (z))
= T (r, f (z))+ S(r, f ).
Similarly, we obtain
T
(
r, f (z)
)
 T
(
r, f (qz)
)+ S(r, f ),
and so
T
(
r, f (z)
)= T (r, f (qz))+ S(r, f ). (7)
Let E be the set of zero upper logarithmic density associated with the error term S(r, f ) in (7). Then the complement of
E has lower logarithmic density 1. In addition, from (7) it follows that
T
(
r, f (qz)
)= (1+ o(1))T (r, f (z)), (8)
where r tends to inﬁnity in the complement of E . Hence we conclude that (8) holds in a set of lower logarithmic den-
sity 1. 
We need the following special case of [16, Lemma 4] to prove Theorem 1.3.
Lemma B. (See [16].) If T : R+ → R+ is an increasing function such that
limsup
r→∞
log T (r)
log r
= 0,
then the set E = {r: T (C1r) C2T (r)} has upper logarithmic density 0 for all C1 > 1 and C2 > 1.
Remark 3. (See [7].) We shall use the observation that
N
(
r, f (qz)
)= N(|q|r, f (z))+ O (1) (9)
holds for any meromorphic function f and any non-zero constant q.
Proof of Theorem 1.3. We discuss the following three cases.
Case 1. Suppose that |q| = 1. This case is trivial.
Case 2. Suppose that |q| > 1. If there exists a positive constant α < 1 such that the set
E = {r: N(r, f (z)) αN(|q|r, f (z))}
has positive upper logarithmic density, then we deduce from Lemma B that the exponent of convergence of poles of f is
non-zero. Thus, the order of f is non-zero, which is in contradiction with our assumptions. Therefore
N
(
r, f (qz)
)

(
1+ o(1))N(r, f (z)) (10)
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N
(
r, f (z)
)
 N
(|q|r, f (z))= N(r, f (qz))+ O (1) (11)
for all r. We conclude from (10) and (11) that
N
(
r, f (qz)
)= (1+ o(1))N(r, f (z))
where r approaches inﬁnity outside of an exceptional set of upper logarithmic density 0.
Case 3. Suppose that |q| < 1. Then 1/|q| > 1. From (9) and Case 2, we have
N
(
r, f (z)
)= N(|q| r|q| , f (z)
)
= N
(
|q|r, f
(
z
q
))
+ O (1)
= (1+ o(1))N(|q|r, f (z))
= (1+ o(1))N(r, f (qz))
for all r outside of a possible exceptional set with upper logarithmic density 0.
We have shown that (6) holds for any q ∈ C outside of an exceptional set of zero upper logarithmic density. This implies,
similarly as in the end of the proof of Theorem 1.1, that (6) holds on a set of lower logarithmic density one. 
3. Applications to q-difference equations
We apply Theorem 1.1 to prove the following result. For analogous results in ordinary difference equations, the reader is
invited to see [17, Prop. 8, Prop. 9] or [14, Theorem 9.1].
Theorem 3.1. Let q1, . . . ,qn ∈ C\{0}, and let a0(z), . . . ,ap(z), b0(z), . . . ,bs(z) be rational functions. If the q-difference equation
n∑
j=1
y(q j z) = R
(
z, y(z)
)= P (z, y(z))
Q (z, y(z))
= a0(z) + a1(z)y(z) + · · · + ap(z)y(z)
p
b0(z) + b1(z)y(z) + · · · + bs(z)y(z)s , (12)
where P (z, y(z)) and Q (z, y(z)) do not have any common factors in y(z), admits a transcendental meromorphic solution of zero
order, then max{p, s} n.
Proof. From the standard Valiron–Mohon’ko theorem (see, e.g., [12, Theorem 1.13]), we get T (r, R(z, y)) = max{p, s}T (r, y)+
ε(r, y). Noting this, (3) of Theorem 1.1 and (12) yield
max{p, s}T (r, y) = T (r, R(z, y))+ ε(r, y)
= T
(
r,
n∑
j=1
y(q j z)
)
+ ε(r, y)
 nT
(
r, y(z)
)+ S(r, y),
which implies max{p, s} n. 
By the same arguments as above, if we replace the left side of (12) by
∏n
j=1 y(q j z), then the same assertion that
max{p, s} n holds.
4. Value distribution of q-difference polynomials
Let f be a transcendental entire function and n be a positive integer. Hayman [18] and Clunie [19] proved that f n f ′
assumes every non-zero value a ∈ C inﬁnitely often. For an analogous result in ordinary differences, Laine and Yang [20]
proved
Theorem C. Let f be a transcendental entire function of ﬁnite order and c be non-zero complex constant. Then for n 2, f (z)n f (z+c)
assumes every non-zero value a ∈ C inﬁnitely often.
In this section, we give analogous results in q-differences as follows.
Theorem 4.1. Let f be a transcendental meromorphic (resp. entire) function of zero order and q be non-zero complex constant. Then
for n 6 (resp. n 2), f (z)n f (qz) assumes every non-zero value a ∈ C inﬁnitely often.
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taking f (z) = ez and q = −n. Then f (z)n f (qz) ≡ 1.
Proof of Theorem 4.1. Denote F (z) = f (z)n f (qz). We claim that F (z) is not a constant if n 2. Suppose for the contrary that
F (z) is a constant, say c. Then f (z)n = c/ f (qz). Thus nT (r, f (z)) = T (r, c/ f (qz)) = T (r, f (qz)) + O (1) = T (r, f (z)) + S(r, f ),
which contradicts with n 2. Therefore F (z) is not a constant. We discuss the following two cases.
Case 1. Suppose that f is meromorphic. From (3), the second main theorem yields
nT
(
r, f (z)
)= T (r, f (z)n)= T (r, F (z)/ f (qz))
 T
(
r, F (z)
)+ T (r, f (qz))+ O (1)
= T (r, f (z))+ T (r, F (z))+ S(r, f )
 T
(
r, f (z)
)+ N(r, F (z))+ N(r,1/F (z))
+ N(r,1/(F (z) − a))+ S(r, f )
 5T
(
r, f (z)
)+ N(r,1/(F (z) − a))+ S(r, f ),
which is N(r,1/(F (z) − a)) (n − 5)T (r, f (z)) + S(r, f ). The assertion follows by n 6.
Case 2. Suppose that f is entire. Since f is a zero-order entire function, also f (z)n f (qz) is entire and of zero order.
The assertion follows from the fact that a non-constant meromorphic function of zero order can have at most one Picard
exceptional value (see, e.g., [15, p. 114]). 
By the same reasoning as in the proof of Theorem 4.1, we obtain the following result. We omit the proof here.
Theorem 4.3. Let f be a transcendental meromorphic (resp. entire) function of zero order and q be non-zero complex constant. Then
for n 6 (resp. n 2), f (z)n( f (z) − 1) f (qz) assumes every non-zero value a ∈ C inﬁnitely often.
5. Shared common values of q-difference polynomials
Suppose that f and g are meromorphic, and a ∈ Cˆ = C ∪ {∞}. Denoting by E(a, f ) the set of those points z ∈ C where
f (z) = a, we say that f and g share a IM (ignoring multiplicities), if E(a, f ) = E(a, g). Provided that E(a, f ) = E(a, g) and
the multiplicities of the zeros of f (z) − a and g(z) − a are the same at each z ∈ C, then f and g share a CM (counting
multiplicities).
We now recall the following uniqueness theorem [21] corresponding to Theorem C.
Theorem D. Let f and g be two non-constant entire functions, and let n 6 be a positive integer. If f n f ′ and gng′ share 1 CM, then
either f (z) = c1ecz and g(z) = c2e−cz , where c1 , c2 and c are three constants satisfying (c1c2)n+1c2 = −1 or f = tg for a constant t
such that tn+1 = 1.
In this section, we get the following two uniqueness theorems corresponding to Theorem 4.1 and Theorem 4.3.
Theorem 5.1. Let f (z) and g(z) be two transcendental meromorphic (resp. entire) functions of zero order. Suppose that q is a non-zero
complex constant and n is an integer satisfying n 8 (resp. n 4). If f (z)n f (qz) and g(z)n g(qz) share 1, ∞ CM, then f (z) ≡ tg(z)
for tn+1 = 1.
Theorem 5.2. Let f (z) and g(z) be two transcendental entire functions of zero order. Suppose that q is a non-zero complex constant
and n 6 is an integer. If f (z)n( f (z) − 1) f (qz) and g(z)n(g(z) − 1)g(qz) share 1 CM, then f (z) ≡ g(z).
Proof of Theorem 5.1. From the assumptions of Theorem 5.1, there exists an entire function α(z) such that
f (z)n f (qz) − 1
g(z)n g(qz) − 1 = e
α(z).
Since the orders of f (z) and g(z) are zero, eα(z) is a non-zero constant, say, c. Rewriting the above equation, gives
cg(z)ng(qz) = f (z)n f (qz) − 1+ c. (13)
Denote F (z) = f (z)n f (qz), G(z) = g(z)n g(qz). Assume that c = 1. We discuss the following two cases.
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T
(
r, F (z)
)
 N
(
r, F (z)
)+ N(r,1/F (z))+ N(r,1/(F (z) − 1+ c))+ ε(r, f )
 2N
(
r, f (z)
)+ 2N(r,1/ f (z))+ N(r,1/G(z))+ S(r, f )
 4T
(
r, f (z)
)+ 2T (r, g(z))+ S(r, f ) + S(r, g). (14)
On the other hand, from Case 1 of the proof of Theorem 4.1, we obtain
(n − 1)T (r, f (z)) T (r, F (z))+ S(r, f ). (15)
Substituting (14) into (15), we get
(n − 5)T (r, f (z)) 2T (r, g(z))+ S(r, f ) + S(r, g).
Similarly,
(n − 5)T (r, g(z)) 2T (r, f (z))+ S(r, f ) + S(r, g).
Combining the last two inequalities, yields
(n − 7){T (r, f (z))+ T (r, g(z))} S(r, f ) + S(r, g),
which contradicts with the assumption n 8.
Case 2. Suppose that f and g are entire. Since now N(r, f ) = N(r, g) = 0, (14) gives
T
(
r, F (z)
)
 2T
(
r, f (z)
)+ 2T (r, g(z))+ S(r, f ) + S(r, g). (16)
From Theorem A, we obtain
(n + 1)T (r, f (z))= T (r, f (z)n+1)=m(r, f (z)n+1)
m
(
r, f (z)/ f (qz)
)+m(r, F (z))
 T
(
r, F (z)
)+ S(r, f ).
Substituting (16) into the above inequality, yields
(n − 1)T (r, f (z)) 2T (r, g(z))+ S(r, f ) + S(r, g).
Similarly,
(n − 1)T (r, g(z)) 2T (r, f (z))+ S(r, f ) + S(r, g).
Since n 4, we deduce a contradiction by combining the last two inequalities.
Assume now that c = 1, in which case f (z)n f (qz) = g(z)n g(qz) from (13). By denoting h(z) = f (z)/g(z) we obtain
h(z)nh(qz) = 1. (17)
We deduce from (3) and (17) that
nT
(
r,h(z)
)= T (r,h(z)n)= T (r,1/h(qz))= T (r,h(z))+ S(r,h).
Then h(z) must be constant from n  4. Suppose that h(z) ≡ t . We get tn+1 = 1 from (17). The proof of Theorem 5.1 is
complete. 
Proof of Theorem 5.2. Denote
F (z) = f (z)n( f (z) − 1) f (qz), G(z) = g(z)n(g(z) − 1)g(qz). (18)
From Theorem A and the standard Valiron–Mohon’ko theorem, we have
(n + 2)T (r, f (z))= T (r, f (z)n+1( f (z) − 1))+ ε(r, f )
=m(r, f (z)n+1( f (z) − 1))+ ε(r, f )
m
(
r, f (z)/ f (qz)
)+m(r, F (z))+ ε(r, f )
 T
(
r, F (z)
)+ S(r, f ). (19)
By the same arguments, we have
(n + 2)T (r, g(z)) T (r,G(z))+ S(r, g). (20)
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f (z)n
(
f (z) − 1) f (qz) − 1 = c{g(z)n(g(z) − 1)g(qz) − 1}. (21)
Assume that c = 1. Noting (18), (21), (3) and applying the second main theorem to F (z), we deduce
T
(
r, F (z)
)
 N
(
r,1/F (z)
)+ N(r,1/(F (z) − 1+ c))+ ε(r, f )
 3T
(
r,1/ f (z)
)+ N(r,1/G(z))+ S(r, f )
 3T
(
r, f (z)
)+ 3T (r, g(z))+ S(r, f ) + S(r, g). (22)
Substituting (22) into (19), means
(n − 1)T (r, f (z)) 3T (r, g(z))+ S(r, f ) + S(r, g).
By the same reasoning,
(n − 1)T (r, g(z)) 3T (r, f (z))+ S(r, f ) + S(r, g).
We get from the last two inequalities that
(n − 4){T (r, f (z))+ T (r, g(z))} S(r, f ) + S(r, g),
which is a contradiction since n 6.
Assume now that c = 1, which implies the equation f (z)n( f (z) − 1) f (qz) = g(z)n(g(z) − 1)g(qz). Let h(z) = f (z)/g(z).
We get
g(z)
(
h(z)n+1h(qz) − 1)= h(z)nh(qz) − 1. (23)
If h(z) is not a constant, then it is easy to get that h(z)n+1h(qz) is not a constant from the beginning of the proof of
Theorem 4.1. Suppose that there exists a point z0 such that h(z0)n+1h(qz0) = 1. Then h(z0)nh(qz0) = 1 from (23) since g(z)
is an entire function. Hence h(z0) = 1 and
N
(
r,1/
(
h(z)n+1h(qz) − 1)) N(r,1/(h(z) − 1)) T (r,h(z))+ O (1).
Denote H(z) = h(z)n+1h(qz). From the above inequality and (3), we apply the second main theorem to H , resulting in
T (r, H) N(r, H) + N(r,1/H) + N(r,1/(H − 1))+ ε(r,h)
 5T
(
r,h(z)
)+ S(r,h).
Noting this, we have
(n + 1)T (r,h(z))= T (r,h(z)n+1)= T (r, H(z)/h(qz))
 T
(
r, H(z)
)+ T (r,h(qz))
 6T
(
r,h(z)
)+ S(r,h),
which is a contradiction since n 6.
Therefore, h(z) is a constant, say, t . Substituting this into (23), we have
g(z)
(
tn+2 − 1)= tn+1 − 1.
Since g(z) is a transcendental entire function, we deduce from the above equation that tn+2 = 1 and tn+1 = 1. Thus
t = 1. Hence f (z) ≡ g(z). The assertion follows. 
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