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Abstract
Better quality imaging is often needed for all optical instruments including the scanning electron microscope (SEM). Inside the SEM, an electron beam is generated by applying a voltage
to the electron gun. The electron beam propagates through the SEM column and illuminates
the specimen with a small probe. Our research is oriented towards the end goal of obtaining
better images by modeling the SEM column which contains the lens system needed for probe
formation. This probe which scans the specimen to produce the final image is one of the
pivotal factors which determines the fundamental resolution of a SEM. We have developed a
simulation program based on wave optics of the electron beam and the lens system to predict
variation in electron distribution within the probe under different operating conditions for a
field-emission SEM. It is crucial to note that we ensure that all input parameters to the program are well known to a standard SEM user. The program offers capabilities of introducing
Seidel and parasitic aberrations in the lens aperture, effects of the partial coherence of the
source, noise, etc. and predict their effects on the final probe and imaging. This kind of
analytical tool would be very insightful for microscopists to critically understand the behavior
of their microscopes and to potentially design experimental and computational methods to
overcome these limitations to achieve better resolution.
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Chapter 1

Introduction
1.1

Imaging using electron optics

Microscopes have played a major role in understanding of our world at the small scale. They
have been used in various fields of science and technology for imaging, spectroscopy and
other sensing techniques. All microscopes use an illumination source to image the object. The
fundamental limit to resolution depends on the wavelength of the illumination used. For visible
light microscopy we directly can not resolve less than ∼200 nm (Rayleigh resolution criteria
for blue light). After the discovery of matter waves and development of quantum mechanics,
scientists realised that they can obtain wavelengths much smaller than visible light by using
particle beams (electrons, protons, α particles, etc.). This led to the invention of the electron
microscope [5] where electron guns were used as an illumination source, achieving resolution
multiple order of magnitudes smaller than light microscopes which is demonstrated in Figure
1.1. The field of electron microscopy has grown tremendously and has found applications in
very diverse areas.

1.1.1

Types of electron microscopes

All electron microscopes have an electron source which emits an electron beam that interacts
with the sample to produce a signal which is recorded by a sensing device. However, based
on the type of gun, electron beam, electron-matter interaction and signal used for sensing,
Chapter 1. Introduction
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Figure 1.1: A resolution comparison of a radiolarian (protozoa) specimen imaged using a light
microscope (left) and an SEM (right)
etc there are many types of electron microscopes. Broadly they are classified as the three
types described below in Figure 1.2. It is crucial to note that there are many types of electron

Figure 1.2: Types of electron beams and the recorded signals in different electron microscopes.
(a) Scanning electron microscope (SEM), (b) Transmission electron microscope (TEM), (c)
Scanning transmission microscope (STEM) [1]
microscopes beyond this classifications, but our research focuses on one of them; the scanning
electron microscope (SEM).

1.2

Scanning electron microscope (SEM)

A SEM is an ensemble of two sub-imaging systems: the probe forming lenses and the beamsample interaction. The interaction produces a variety of signals which are recorded by their
2
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corresponding detectors to generate outputs such as an image, X-ray map, spectrogram, etc.
A general schematic diagram of an SEM is shown below in Figure 1.3. The purpose of the

Figure 1.3: Schematic diagram of a scanning electron microscope [1]
magnetic lenses is to form the smallest possible scanning probe by demagnifiying the spatial
intensity distribution of electrons coming from the source. In general, multiple lenses (condenser, intermediate, objective) are required for this job. However in case of field-emission
guns, the virtual source size already is of the order of nm0 s. So despite having multiple lens,
it requires less number of lenses for demagnification (sometimes only objective lens is enough,
for example - TESCAN MIRA3 SEM). There are apertures like the spray aperture and the
final aperture whose primary job is to remove the off-axis electrons to make the beam narrow
and coherent. When the beam scans the sample a whole range of electrons, photons, plasChapter 1. Introduction
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mons, etc. are released as shown in Figure 1.4. Each one of them carries different information
about the sample and are sensed using a unique detector. The commonly imaged electrons
are the secondary electrons (SE) and backscattered electrons (BSE). SEs are electrons which
can be released from different orbitals of the atoms in the sample after they are removed by
beam electrons and have energy E ≤ 50eV . If they have enough energy, they can overcome
the work function potential of the sample and escape in to the SEM chamber to be sensed
by the Everhart-Thornley (ET) detector. Generally, SEs come from within 5-50 nm of the
sample surface. The ET detector has a

(+200V ) voltage on a Faraday cage to attract the

electrons and then a scintillator followed by a photo multiplier tube which amplifies the signal
to record a gray level value coming from a single object pixel. BSEs are beam electrons having
energy E  50eV , which interact approximately elastically with the nuclei in the sample and
are scattered back toward the sample surface. These are sensed by an annular ring detector
placed just below the objective lens on the optical axis. BSEs can come from well below the
surface of the material and provide information about both topography and composition of
the sample.

Figure 1.4: (a) Electron-matter interaction and various signals generated in SEM, (b) Interaction volume and signals from various depths in the sample. [1]
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1.2.1

Electron sources

Electron guns are crucial to the performance of SEMs. One type of electron gun is favored over
the other depending on the application. They are broadly of two types: thermionic (tungsten,
Lanthanum hexaboride or LaB6) and field emission (Schottky and cold field emission). In
our work we will consider only field emission SEMs where the virtual source size (spatial
intensity distribution of the beam at the source) is already < 30 nm. Therefore, they use only
the objective lens for beam demagnification and probe formation. Coherence of the electron
source plays a huge role in the achievable resolution and final image quality. In general field
emission guns have high spatial and temporal coherence compared to tungsten or LaB6.

1.2.2

Final image formation

The image displayed on the monitor using an SEM has a 1-to-1 correspondence between a
sample pixel and an image pixel. All the electrons of a specific range of energy generated by
the interaction when the beam is parked at a particular location are collected by the detector.
They are then converted into a voltage value and then quantized on a gray scale as pixel
intensities by the image acquisition system. The actual processing is much more detailed and
Figure 1.5 shows a simplified view of the process. In a SEM, the image is generated pixel-by-

Figure 1.5: Image formation process in SEM. [2]
pixel by focusing an electron beam to a single point on a bulk sample and then rastering the
Chapter 1. Introduction
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beam over an area. Magnification is determined by the ratio of the distance scanned on the
display to the distance scanned on the sample (e.g., scanning a smaller area results in a larger
magnification, if the display size is constant). But, the useful magnification is limited by the
minimum electron probe size. As magnification is increased, eventually the step size between
pixels will be smaller than the diameter of the electron probe.

1.3

Point spread function (PSF)

The PSF of an imaging system describes how the image of a point source is changed by the
system. If the imaging system were perfect, the image would be an exact representation of the
point source being imaged. In reality, the image of the point source is altered by imperfect
optics, mirrors, or other aspects of image formation for a particular system. The imperfections
are captured in the PSF. Knowledge of the PSF can be utilized to improve the quality of the
output image using different deconvolution algorithms. In general, an inverse filter is designed
using the PSF to approximately reverse the blur caused by PSF during forward imaging
described in Equation 1.3.1. An image can be described as the convolution of an imaging

Figure 1.6: Visualization of a PSF and its effect on images. The true image of an object is
shown in the left column. The output of the imaging system is shown in the right column.
When a point source is imaged (C), the output image is the PSF. The output images of (A)
and (B) are the convolutions of the true image and the PSF. [3]
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system’s PSF and the scene being imaged. The convolution is given by the following equation:

Io [x, y] = It [x, y]  psf [x, y] + n[x, y]

(1.3.1)

where  is the convolution operator, It [x, y] is the true image of the scene, psf [x, y] is the PSF,
n[x, y] is the noise, and Io [x, y] is the output image of the scene. A visualization of this process
can be seen in Figure 1.6. These variables are given as a function of pixel coordinate location
[x,y]. It is important to note that this is a lax description of a PSF. A rigorous discussion of
PSF includes the degree of coherence and its effects, which is provided in Chapters 3 and 4.

1.4

Imaging chain of the SEM

Figure 1.7: Imaging chain of a SEM. A Gaussian beam at the virtual source plane is minimized
by the probe forming optics which interacts with the specimen to produce image signal.
As mentioned above, a SEM consists of two imaging systems; the probe forming lenses
and the beam-specimen interaction. An ideal lens system which forms the probe, is expected
to just demagnify the probe. However, in practice all lens systems are diffraction limited
and have aberrations. Therefore, at the specimen the geometrical image of the beam (ψg ) is
convolved with the coherent point spread function (PSFlens ) to produce an aberrated beam
Chapter 1. Introduction
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as shown in Figure 1.7.
As the beam impacts the specimen, its phase is lost and the aberrated intensity (|ψi |2 )
is convolved with the specimen structure signal (So ) to produce the final image (Si ). This
final image can be a SE or a BSE signal. So [6] refers to the signal generated by the electronmatter interaction when the beam was an ideal delta function beam (δ(x, y)). It is interesting
to notice in Figure 1.7, that we show Si has been blurred, deformed and has less contrast
than the ideal signal So . The whole imaging chain can be summarized in the equations below
(ignoring noise for now):
ψi = ψg ⊗ P SFlens

(1.4.2)

Si = So ⊗ |ψi |2

(1.4.3)

where ⊗ shows convolution. As the aberrated beam intensity |ψi |2 blurs the specimen structure
signal So it is often referred to as the PSF for the SEM [6] and has been an interest of recent
research [7, 8, 9, 10]. The squared modulus in Equation 1.4.3 indicates that we loose the phase
and only the beam intensity is used for imaging the specimen.

1.4.1

PSF of a SEM

Figure 1.8: Probe parameters in a SEM
In practice, the PSF of a SEM (probe intensity) is often characterized using a single
number; the probe diameter. An approximation of probe diameter can be found by using the
8
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following expression:
d2p = d2d + d2s + d2c + d2g

(1.4.4)

where dp is the effective probe diameter, dd is the beam width of the Airy disc corresponding to
the diffraction limit, ds is the size of the disk of least confusion caused by spherical aberration,
dc is the size of the disk of least confusion due to chromatic aberration (more severe at low
voltages), and dg is the minimum Gaussian focus of the beam. Values of these parameters
are dependent on the beam voltage (Vo ), beam convergence angle (αp ), and probe current (ip )
which are shown in Figure 1.8 and the coefficients of aberrations. Many hardware advancements have been developed to reduce the probe size, and therefore increase the achievable
resolution of the SEM. But, reduced probe size addresses only one of the determining factors
of resolution in the SEM.

Chapter 1. Introduction
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Background
Resolution of a SEM is theoretically limited by the electron probe which scans the specimen
for imaging. In practice, there are multiple other factors [6] such as noise, specimen damage,
charging, beam deflection blurring [11], etc. which further deteriorate resolution. In this work,
we focus on probe formation and its effects on resolution in a field-emission SEM using wave
optical simulations. Field-emission guns (FEG) compared to thermionic guns (tungsten, LaB6)
have high spatial and temporal coherence. The high spatial coherence can be attributed to the
fact that the FEGs form a virtual image (< 20nm) of the source just below the tip of the gun.
√
Beam width/probe diameter/virtual source size, refers to 2 times the full-width-at-half-max
(FWHM) value.
High temporal coherence is related to the monochromaticity of the electron beam. FEGs
have a relatively small spread in energy of beam electrons ∆E as compared to thermionic
guns which ensures high temporal coherence. It has been shown by theoretical modeling and
experiment that the current density distribution at the electron gun is Gaussian [12, 13]. This
holds true for all electron guns [14, 15]. For instantaneous time, this implies that the charge
density (spatial intensity distribution of electrons) is also Gaussian.
The lens system in a SEM which forms the electron probe, images the electron probe at
the source and demagnifies it at the specimen thereby manipulating the spatial distribution
of electrons. Older systems with thermionic guns have an initial beam width of the order of
10

µm0 s and therefore the condenser lenses are required in successive demagnification at all the
beam crossovers. Although, there are multiple lenses in the SEM column, for FEGs (Schottky,
cold FEGs) the demagnification is performed mainly by the probe forming objective lens [16].
In the case of FEGs, the condenser lenses might be used to control the formation of cross
over points away or near from the final aperture diaphragm, thus controlling the number
of electrons passing through the aperture. For instance, the TESCAN MIRA3 SEM with a
Schottky gun has intermediate lenses, but they are turned off in the resolution mode.
In quantum mechanics the wave nature of matter is exhibited by the wave function ψ
describing a system which satisfies Schrödinger’s wave equation. In electron microscopes,
|ψ|2 is the probability density of the electron beam where the wave function ψ describes the
electron beam as a function of space-time. We cannot measure ψ directly, instead we can
measure the physical properties like current, intensity and momentum which can be described
using the modulus squared - |ψ|2 . This means that the wave properties like superposition and
interference can be applied only to the wave function ψ but not to their observable physical
properties described by |ψ|2 .
There exists a very close analogy [17] between the description of imaging systems based
on light optics and on electron optics. In electrodynamics there is a flow of charge and in
quantum mechanics there is a flow of probability density. This implies that the probability
density is analogous to charge density and the current density is analogous to the probability
of current density. The charge density of the beam is Gaussian and we apply wave optics to
the wave function ψ of the electron beam.
In recent years, research related to coherent beam manipulation of electron beams [18, 19]
has become a growing field in the electron microscopy community. The idea is that freespace paraxial electrons obey a wave equation which is similar to the Helmholtz equation
for wave dynamics in light optics. Therefore, we can apply the theory of Fourier optics to
electron beams. Some of its recent applications are electron vortex beam generation [20], beam
manipulation in any arbitrary shape [18], etc. However, these advances are primarily limited
to transmission electron microscopes (TEM) and scanning transmission electron microscopes
Chapter 2. Background

11

Chapter 2. Background
(STEM) with some very recent developments for the SEM [21].
Electron probes in probe forming systems have been studied extensively using both geometrical and wave optics [16]. Exact and approximate theoretical calculations of the probe
size, analytical solutions, probe current and practical brightness of the probe, the root-powersum algorithm to calculate the probe diameter, and evaluation of the effect of the probe
on the imaging performance of a SEM are some of the important advancements in the field
[22, 23, 24, 25]. In practice, the electron probe diameter has a contribution from the probe
brightness and can be broadened further by the effects of diffraction, aberrations and coherence of the source. All of these studies talk about the probe size and the probe diameter which
implies that the probe distribution is always circularly symmetric. Although modern electron
microscopes with aberration correctors and astigmators have a good capability of keeping the
probe symmetric, it is not always the case. The probe can suffer other aberrations which
not only affect the size of the probe but its shape too and can make it asymmetric. This
was recently demonstrated for astigmatism [26] in an electron probe for SEM. Wave optical
modeling has been used for both STEM [27] and for SEM [16, 21] to explain probe formation.
However, none of these studies provide a practical tool for a microscopist to picture the
electron probe under different scenarios. Image and probe simulation tools [28, 29, 30] have
been quite beneficial for the electron microscopy community. A dedicated program for SEMs to
visualize the effect of aberrations, coherence and noise in combination with different operating
conditions of the SEM would be perceptive. It is crucial to mention here that we do not model
the beam-specimen interaction in our program. Although, the implementation might be used
to predict behaviour of other probe forming systems like STEM and Focused Ion Beam (FIB),
we insist it is designed for the SEM.
Therefore, with the goal of applying the concepts of Fourier optics in SEMs, in this work
we show the modeling, visualization and reconstruction of the electron probe in field-emission
SEMs using Fourier optics. In this thesis, we provide a detailed discussion about our simulation
program ‘SEM Nano’, with some results and its limitations. The software is focused on
describing probe formation, its reconstruction, given the structure signal (So ). The graphical
12

user interface (GUI) is designed in a simple layout shown in Figure 2.1. The user provides
input parameters in Section 1 (Input Parameters) and the program calculates the shapes of
the probe using electron wave optics in the 2nd section (Output Parameters). In the 3rd
section (Imaging & Probe Reconstruction) this probe is used to image a specimen (simulated
signal) and generate the final image. Noise can be added to the image and a Wiener-filter
deconvolution can be done to reconstruct the electron probe.

Figure 2.1: GUI for SEM Nano simulation program

Chapter 2. Background
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SEM Nano
3.1

Optical setup

This is the starting point for our implementation, where we consider the probability density
of the beam at the gun is a Gaussian distribution whose width is defined by the virtual
source size. The virtual source size of a gun is generally specified by the type of electron
gun. Our discussion is focused on TESCAN MIRA3 SEM with a Schottky gun that uses a
Denka TFE (thermal field emission gun) with actual radius 0.52 µm and a virtual source size
of 20 nm. We also know from the instrument manual that while while imaging in resolution
mode, the intermediate lenses are turned off and the condenser lens is used to control the
beam crossover formation distance before the final aperture. The lens primarily responsible
for source demagnification and probe formation is the objective lens.
The electron beam wave function is described as

ψs (r⊥ , z) = ζ(r⊥ , z)eiφ(r⊥ ,z)

(3.1.1)

where amplitude function squared ζ(r⊥ , z)2 = |ψ(r⊥ , z)|2 is Gaussian and can be written as
2

ζ(r⊥ , z)2 = |ψ(r⊥ , z = zn )|2 = e−(r⊥ /ds ) , where r⊥ = (x, y) corresponds to the transverse
coordinates, z is the direction of the beam propagation, z = zn is a plane perpendicular to
the z − axis and ds is the virtual source size, i.e., the electron beam width in the object plane
14

3.2. Input Parameters
z = z1 in Figure 3.1. The beam width at the crossover just before the objective lens is assumed

Figure 3.1: Optical Setup for field-emission SEM using only objective lens for beam demagnification and probe formation.
to be the same as the beam width at the gun as the condenser lenses are not directly used
for successive demagnification in FEGs. We use scalar diffraction theory to perform coherent
diffraction-limited imaging of the electron beam by calculating objective lens and imaging
parameters from known information provided by the user.

3.2
3.2.1

Input Parameters
Gun Brightness, β(A/sr · m2 )

Brightness is defined as the current density per unit solid angle at the emission source, which
directly affects the emission current. Theoretically, if we have a bright source, we have more
probe current which improves the final image quality. For our simulations we use typical
brightness values ≈ 1011 for Schottky guns and 1012 to 1013 for cold FEG [31].

Chapter 3. SEM Nano
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3.2.2

Accelerating voltage, Vo (volts)

This is the extracting voltage applied to accelerate the electrons within the gun and provide
them enough energy to overcome the metal work function and escape in to the column vacuum. It determines the kinetic energy of the electrons and thus directly affects the deBroglie
wavelength λ associated with the beam electrons. We use values from 0.1keV to 30keV in our
simulations. During our simulation experiments we found that for energies > 15keV , wave
effects in probe formation are minimal.

3.2.3

Energy spread in the gun, ∆E(eV )

There is a small spread in the emission energy associated with the gun which affects temporal
coherence. In the case of cold FEG, the energy spread is around 0.2−0.3eV and it is 0.3−0.8eV
for Schottky guns. Temporal coherence length lctemporal = ve h/∆E, where ve is the velocity
of electrons and h is Planck’s constant. For coherent imaging and coherent aberrations, we
assume ∆E = 0 in our simulations. In case of partial coherence, typical values of ∆E ≈
0.2 − 0.8eV are used.

3.2.4

Virtual source size, ds (nm)

The field just below the Wehnelt cap acts as a converging lens and forms a virtual image of
the source in FEGs. This is the virtual source size which ensures very high spatial coherence.
For Schottky guns it is 10 − 20nm in width and 3 − 5nm for cold FEG. In our simulations,
we use ds = 20nm. An indicative measure of high spatial coherence is achieved when effective
source size ds << λ/2αp , where αp is the half convergence angle in Figure 3.1.

3.2.5

Aberration coefficients

Aberration coefficients are the weights of an aberration in terms of the number of wavelengths
(λ) of error from the ideal wave front. We are going to incorporate three types of aberrations
in our program which are Seidel, parasitic and incoherent aberrations.
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3.2.6

Probe current, ip (A)

In practice the probe current affects the visibility of the final image as it affects the signalto-noise ratio (SNR). Higher probe current means more contrast in the image. Probe current
also affects the geometrical size of the probe; higher probe current makes the probe larger and
hence reduces the highest achievable resolution. Typically for our simulations we use a value
of 10−11 to 10−12 amps.

3.2.7

Half-convergence angle, αp (radians) and final aperture diameter, D(µm)

The convergence angle determines the depth of focus in the image. It also is a factor which is
inversely proportional to the geometrical probe size. The smaller the convergence angle, the
larger the probe size and hence the lower the resolution. However, if we want higher depth
of focus, a smaller αp serves the purpose. We use typical values of 5 − 20mrad for αp in our
simulation. The values of αp defines the ratio of D/2zi .
The final aperture diameter is used to trim the final beam which enters the objective lens.
In terms of Fourier optics, it imposes a maximum limit on the frequencies which contribute to
the image formation of the beam through the objective in the image plane z = z3 described in
Figure 3.1. Practical values of D are in µm0 s. For instance, the TESCAN VEGA3 SEM has
a final aperture diameter of 50µm. However, in our simulations we don’t change the value of
D, instead we change αp .

3.3

Output parameters

Using the brightness equation [16], we find the width dg of the geometrical probe at the
specimen. This is the ideal probe which is just the geometrical demagnification of the electron
probe at the source without any diffraction or aberrations and is calculated by the equation:
s
dg =

Chapter 3. SEM Nano
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(βπ 2 αp2 )

(3.3.2)

17

Chapter 3. SEM Nano
This is the width of the geometrical image of the probe in the image plane z = z3 in Figure
3.1.
Once we have the width of the electron probe before and after demagnification, we can
calculate the magnification M = dg /ds . Since we have the half-convergence angle αp and the
final aperture diameter D, we can calculate the image distance, zi = Rl /αp where Rl = D/2
is the radius of the aperture. Now, using the magnification M and image distance we find
the object distance from the aperture, zo = zi /M . Then zi and zo are used to find the focal
length of the lens by the lens formula, 1/f = 1/zo + 1/zi . In order to define the action of the
lens in the Fourier domain, we find the cut-off frequency of the aperture which is fc = αp /λ
(small angle or paraxial approximation). The relativistic wavelength of the electrons, λrel is
calculated using the equation:
hc
λrel = p
2eVo me c2 + (eVo )2

(3.3.3)

where h is the Planck’s constant, c is the speed of light in vacuum, me is the rest mass of an
electron, e is charge of an electron and Vo is the accelerating voltage provided by the user.

3.4

Coherent imaging of the electron beam

image formation of the probe in the plane z = z3 can be explained by defining the point spread
function (PSF) of the lens. We are restricting our discussion here only to coherent imaging of
the beam for now. As FEGs have very high coherence, the effects of partial coherence are not
central to the this discussion. The coherent PSF [32, 33] of the lens system (P SFlens ) is the
Fourier transform of the aperture function A(xl , yl ):
Z

∞

Z

∞

P SFlens = h(xi , yi ) = F [A(xl , yl )] =

A(xl , yl )exp[
−∞

−∞

−i2π
(xi xl + yi yl )]dxl dyl (3.4.4)
λ

where (xl , yl ) is the lens plane (z = z2 ) coordinate system, (xi , yi ) is the image plane (z = z3 )
coordinate system and λ is the wavelength. The wave function in the image plane is calculated
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3.4. Coherent imaging of the electron beam
by the convolution of the P SFlens and the geometrical wave function.
Z

∞

Z

∞

ψi (xi , yi ) = ψg (xi , yi ) ⊗ h(xi , yi ) =
−∞

−∞

ψg (x0i , yi0 )h(xi − x0i , yi − yi0 )dx0i dyi0

(3.4.5)

where, ψg (xi , yi ) = (1/|M |)ψs (xi /M, yi /M ) [32, 33, 4].
It is important to note that the PSF for incoherent imaging can be obtained by simply squaring the modulus of the coherent response, i.e. |P SFlens |2 = |h(xi , yi )|2 and the
incoherent imaging of the beam [32, 33] can be expressed as

|ψi (xi , yi )|2 = |ψg (xi , yi )|2 ⊗ |h(xi , yi )|2

(3.4.6)

However for FEGs, high coherence of the electron source ensures that the imaging of the
probe is never completely incoherent. The effects of partial coherence are discussed later in
the paper.
If the geometrical wave function is real and positive then the phase factor eiφ(r⊥ ,z) must
be equal to 1. Therefore ψg (xi , yi ) = |ψg (xi , yi )| = e−(ri⊥ /ds )2 , where ri⊥ = (xi , yi ). However,
there is always a phase error present because of aberrations and the diffraction caused by
the aperture. If there is just diffraction because of a finite circular aperture without any
aberrations, the phase oscillates between −π and +π. For a simpler analysis here we considered
a monochromatic system which means ∆E = 0 and ∆λ = 0. Magnetic lenses, inherently
suffer from wavefront aberrations which can be modelled as a phase function W (xl , yl ) =
eiφ(xl ,yl ) . In this case, when the lens system has aberrations, the aperture function becomes
[A(xl , yl )W (xl , yl )] and the coherent PSF then becomes,

P SFlens = h(xi , yi ) = F [A(xl , yl )W (xl , yl )]

(3.4.7)

For a Gaussian geometrical image, when imaged through a circular aperture it will produce
J1 (xi , yi ), a Bessel function of the first kind, and the probability density will be |ψi (xi , yi )|2 =
|J1 (xi , yi )|2 , which is shown above in Figure 3.2.

Chapter 3. SEM Nano
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Figure 3.2: Simulation showing the wave nature of electron beam in a SEM column. The
geometrical probe is the probe profile plotted just by using the brightness equation. The
diffracted probe is the profile which shows the effect of λ(Vo ) and the zoomed-in ripples show
diffraction through a finite aperture.

3.4.1

Effect of diffraction

All imaging systems which have a finite aperture, are limited by diffraction. As we state in
Equation 3.4.4 and 3.4.5, the objective aperture limits the higher frequencies to contribute in
the probe formation. The coherent point spread function (P SFlens ) is the Fourier transform of
the aperture function which is defined in Equation 3.4.4 and is scaled by λ. As we go higher in
beam energy (E), λ decreases and thus P SFlens becomes smaller. Therefore, we get narrower
probes and better resolution at higher voltages as demonstrated in Figure 3.3.
The amplitude of the probe intensity also decreases as the probe broadens with decrease in
beam energy E. The energy within the probe is distributed at the sides causing the amplitude
to go down as shown in Figure 3.4. Almost no probe broadening or amplitude reduction was
found in our simulations for voltages ≥ 15kV . Therefore, the effect of diffraction as probe
broadening and reduction in probe amplitude is more noticeable at lower voltages.
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3.4. Coherent imaging of the electron beam

Figure 3.3: PSF of the electron lens system (top row) and probe intensity (bottom row) at
the specimen variation w.r.t beam voltage (Vo ).

Figure 3.4: Relative intensity reduction and broadening of the probe profile because of diffraction and voltage (Vo ) variation.
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Figure 3.5: Normalized intensity to show broadening of the probe profile because of diffraction
and voltage (Vo ) variation.
A normalized intensity plot shown in Figure 3.5 is more handy to visualize the probe
broadening effect due to change in voltage. The quantification of change in FWHM for Figure
3.5 has been shown in table 3.1.
Voltage
1KV
2KV
5KV
20KV
Geometrical

FWHM
≈ 4.028 nm
≈ 3.052 nm
≈ 2.2705 nm
≈ 2.0752 nm
≈ 2.075 nm

Table 3.1: FWHM with Voltage variation and no aberrations.

3.5

Specimen imaging and beam reconstruction

When the electron beam interacts with the specimen, the phase of the beam is lost. Therefore
the beam foot print is the intensity of the final wave function ψi in the specimen plane z = z3 ,
|ψi (xi , yi )|2 . The specimen structure signal (So ) [6] is generated at every point on the specimen
due to the interaction with primary beam electrons. According to this definition, the final
22
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3.5. Specimen imaging and beam reconstruction
SE/BSE image intensity is obtained by the convolution of the electron beam intensity with
specimen structure signal So . This is the same equation mentioned earlier in Equation 1.4.3.
Si (x, y) = |ψi (xi , yi )|2 ⊗ So (xi , yi )

(3.5.8)

So, if the structure signal is a delta function, i.e. So = δ(x, y) then the beam intensity can
be thought of as the PSF of the structure signal imaging process, which blurs So . However,
it must be stated that in practice that the So will never actually be a delta function because
the electrons are scattered within the specimen. It should be noted that, if we know So , then
given the final image we can calculate the beam intensity using a Wiener deconvolution [8].
In our simulations we assume that we have So which is shown in Figure 3.6.

Figure 3.6: RIT object used as a specimen structure signal (So ) in our simulations.
In practice, noise (n(x, y)) is always present in the final image. The model for imaging

Chapter 3. SEM Nano
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with noise and then probe reconstruction through Wiener deconvolution is shown below.

Si (x, y) = So (x, y) ⊗ psf (x, y) + n(x, y)

(3.5.9)

SI\
(fx , fy ) = SO\
(fx , fy ) · OT F (fx , fy ) + N (fx , fy )
"
!
#
∗
c
S
O
−1
g=F
cI
psf
·S
2
|Sc
O| + K

(3.5.10)
(3.5.11)

where psf (x, y) is the probe intensity, Equation 3.5.10 is the Fourier transform of Equation
∗
\
g
3.5.9, Sc
O is the complex conjugate of SO (fx , fy ), psf is the reconstructed probe intensity

and K =

|N |2
.
|OT F |2

The process of probe formation, imaging and probe reconstruction has been

summarized in Table 3.2.
Step #
1
2
3
4
5
6
7
8

Mathematical description
P SFlens = h(xi , yi ) = F [A(xl , yl )W (xl , yl )]
ψg = (1/M )ψ√
s
ψi = ψg ⊗ P SFlens = ψi eiφtrue
|ψi |2 = |ψg ⊗ P SFlens |2
Si (x, y) = |ψi |2 ⊗ So (xi , yi )
Si (x, y) = So (x, y) ⊗ psf (x, y) + n(x, y)
\
SI (fx , fy ) = SO\
(fx , fyh
) · OT F (fx, fy ) i+ N (fx , fy )
∗
Sc
−1
O
g
cI
psf = F
·S
2
|Sc
O | +K

Physical description
Coherent PSF
Beam demagnification
Aberrations introduced
True phase lost
BSE or SE image signal
Noise added
Fourier space representation
Wiener Reconstruction of probe

Table 3.2: Summarizing the coherent imaging of the beam, the final probe formation and
imaging using the final probe in a step-wise description

3.6

Simulation parameters

Aliasing is one of the major factors which affects the accuracy of our simulation. In order to
ensure that there is no aliasing error, we calculated the constraints on sampling and length
on the image plane in consideration. Here, image plane means the plane z = z3 in Figure 3.1,
where the focused probe image is formed. The convolution between the specimen structure
signal and the beam irradiance (probability density) gives us the final image of the specimen.
Let L be the length under consideration in the image plane (z = z3 ) and ∆xi be the
sampling interval. Therefore, the Nyquist frequency, which is the highest available spatial
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frequency in the signal fN = 1/2∆xi . The cut-off frequency fc = αp /λ = Rl /zi λ sets an
upper limit on the ψg in the image plane. However we are concerned with |ψg |2 and from the
cut-off frequency fc we know that the maximum possible frequency in the image (irradiance)
is 2fc , [4]. Therefore, in order to prevent aliasing in the simulation, we must ensure that the
Nyquist frequency must always be greater than or equal to the cut-off frequency.
2Rl
1
≥
;
2∆xi
zi λ
1
⇒ ∆xi ≤
4fc

fN ≥ 2fc ; ⇒

(3.6.12)

Multiplying both sides with N (# of samples), we arrive at a relationship between L and
N.

⇒ N ∆xi ≤

N
N
⇒L≤
4fc
4fc

(3.6.13)

So, in the simulation choice of L and N always must be such that it should comfortably satisfy
the above derived condition. For instance, using practical values Rl = 50µm, Vo = 5kV ,
αp = 5mrad and satisfying all the conditions, we calculated some values presented in the
Table 3.3. For all the results shown in this paper, we have always used N = 4096 and
L = 50nm.
# of Samples
4096
2048
1024
512

L - length on plane z = z3
≤ 3555.55 nm
≤ 1778.6 nm
≤ 889.3 nm
≤ 444.6 nm

Table 3.3: Values to choose in order to avoid aliasing
The other simulation parameter, which is pivotal to the beam intensity reconstruction is
the noise. We can add noise in the simulation at two stages: Poisson noise to the electron
beam before interaction with specimen and then a Gaussian noise to the final specimen image
generated which represents the noise added by the detection system. Noise distribution in the
final image helps us choose the value of K (the Wiener filter parameter) described above in
Chapter 3. SEM Nano
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Chapter 4

Aberrations and Partial Coherence
4.1

Aberrations

In an ideal situation the description of the beam in Figure 3.2 is accurate. However, the beam
intensity never has a perfect airy disk pattern because of aberrations. These aberrations can
be broadly classified as coherent and incoherent aberrations which further can be classified as
shown in Figure 4.1. The Seidel aberrations are third-order inherent aberrations which are

Figure 4.1: Classification of aberrations in electron microscopes and optical instruments.
always present in monochromatic non-paraxial electron beams. In practice, if we are working
at high magnifications and it is correct to assume the non-axial aberrations are small, only
Chapter 4. Aberrations and Partial Coherence
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spherical aberration contributes significantly to the wavefront error. However, non-axial coma
and astigmatism can also effect the probe. Therefore, we have included the first three Seidel
aberrations and defocus in our implementation as shown in Table 4.1.
Aberrations
Defocus
Spherical
Coma
Astigmatism

Coefficient(# of λ)
Wd
W040
W131
W222

Wavefront error
Wd r
W040 r2
W131 uo x r
W222 uo x2

Table 4.1: Defocus and Seidel aberrations (spherical aberration, non-axial coma and astigmatism). [4]
For simulating Seidel aberrations we have modelled the aberrations in terms of a wavefront
error function [4]. It expresses the optical path difference in terms of (xo , yo ) and uo , which are
normalized coordinates in the aperture plane and the normalized length in the image plane,
respectively. The normalized aperture has a radius of 1 where the physical coordinates (x, y)
are divided by the aperture radius to get normalized coordinates. uo is a fractional image
(probe) width, or normalized image width. The fractional image length is the physical height
of a given point in the image divided by the maximum image radius being considered. Here,
p
r = x2 + y 2 , x = rcosθ and W is the wavefront error function shown in Figure 4.2.

Figure 4.2: Wavefront aberration function schematic diagram. Deviation shown from a perfectly spherical and converging wavefront.

W (uo ; r, θ) =

X

Wklm uko rl cosm θ

(4.1.1)

j,m,n

where k = 2j + m , l = 2n + m.
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Parasitic aberrations are aberrations which are not inherent to the system and are due
to non-uniform magnetic field, inaccurate shape of the pole pieces and slight misalignment of
lens aperture from the optical axis. The axial coma, axial astigmatism, image shift are some
examples of this type of aberration. It is interesting to note that spherical aberrations can
inherently be present in the system and can also be caused by system non-uniformity. There
are different types of notations to represent axial aberrations [34, 35, 36]. For our simulation
of parasitic aberrations we use the notation used by Haider [35] which is shown below as
2π
1
1
1
Re [A0 ω 0 + A1 ω 02 + C1 ω 0 ω + ω 03 +
λ
2
2
3
1
02
02 2
3 0
B2 ω ω + C3 ω ω + S3 ω ω + ....]
4

W (ω) =

(4.1.2)

where Re is the real part of the bracketed quantity, ω 0 is the complex conjugate, ω = λkx +iλky
are vectors of the Fourier space and A0 (beam/image shift), A1 (two-fold axial astigmatism),
B1 (defocus), C1 (three-fold axial astigmatism), etc. are the aberration coefficients. In our
implementation we have added higher order aberrations (with the nomenclature) up to order
8. Both the Seidel and parasitic aberrations are multiplied by the aperture transfer function
as a wavefront error represented by an exponential phase factor. In general, incoherent aberrations like chromatic aberration have the effect of broadening of the focal spread and therefore
degrading the spatial resolution.

4.1.1

Effect of aberrations

Aberrations can not only effect the size but also the shape of the probe. Aberrations like
defocus and spherical aberration broaden the probe but keep the probe symmetric. But,
aberrations like coma and astigmatism can make the probe asymmetric. In Figure 4.3, we
show that as we change the coefficient of spherical aberration (W040 ), the probe broadens and
the imaging resolution goes down. It is important to note that the effect of negative and
positive coefficients are the same as spherical aberration is an even function.
However, Figure 4.4 shows the effect of aberrations where the probe no longer remains
symmetric. This simulation experiment was done with the following values of input paramChapter 4. Aberrations and Partial Coherence
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Figure 4.3: Effect of spherical aberration coefficient (W040 ) variation on PSF of the electron
lens (1st row), the probe intensity (2nd row), and the final image (3rd row).
eters; β = 1012 A · sr/m2 , ip = 10−11 amps, αp = 5 mrad, D = 50 µm, Vo = 5 kV ,
ds = 20 nm. The aberration coefficients; Wd = 2.5λ, W040 = 3λ, W131 = 4λ, W222 = 2λ.
The arbitrary wavefront error function was constructed by adding two aberration functions;
first was the aberration function calculated by the input Seidel aberration coefficients with
xo = 1, yo = −2 and the second was obtained by rotating the first by 90o in the counterclockwise direction. Finally, Poisson noise was added to the probe intensity distribution.

Figure 4.4: Normalized probe intensity visualization in top view (left column), contour view
(middle column) and 3D surface view (right column). Effect of only diffraction through the
aperture (top row) vs. Diffraction coupled with an arbitrarily constructed wavefront aberration
function included in the aperture function of the lens (bottom row)
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4.2. Partial coherence simulation and the probe

Figure 4.5: Effect of aberrations shown on lens PSF, probe formation and imaging. Normalized PSF of electron lens (left column), Normalized probe intensity (middle column), Final
specimen image (right column). Effect of only diffraction through aperture (top row) vs.
Diffraction coupled with an arbitrarily constructed wavefront aberration function included in
the aperture function of the lens (bottom row).
Any arbitrary probe distribution can be constructed by introducing different permutations
and combinations of Seidel and parasitic aberrations in the aperture function. Imaging using
this aberrated probe is shown in Figure 4.5. There is a drastic degradation in the resolution
of the final image. Although aberrations present inside a well aligned SEM are parasitic in
nature, this shows the final resolution is very sensitive to changes in the probe.

4.2
4.2.1

Partial coherence simulation and the probe
Coherence of the source

Coherence is crucial in the rigorous description of any imaging system. It is defined as a
measure of correlation between the phases at different points on a wave in space and time.
Coherence is a very broad research area and we will restrict our discussion here only to its
effects on probe formation in FEGs. In the context of electron microscopy, highly coherent
electron sources are desirable as they produce better quality images because of their ability
to form smaller probes with a very narrow spread in energy. FEGs have both high spatial
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and temporal coherence. But in practice, no source is completely coherent; rather it has
partial coherence. There are many approaches to simulate both spatial and temporal partial
coherence [4, 37, 38, 39, 40, 41]. For our implementation we have used the method of ‘explicit
focal averaging’ [42, 40] to simulate the effect of partial temporal coherence and the mutual
coherence function [40, 27] to simulate partial spatial coherence.

4.2.2

Temporal coherence

Partial temporal (longitudinal) coherence in FEGs arises due to a small energy spread ∆E in
the electron gun. This small energy spread is one of the primary contributors to chromatic
aberration in the lenses (other factors like lens current fluctuations and unstable voltage also
contribute to chromatic aberration). The spread in beam energy (∆E) causes a small spread in
the wavelengths of electrons (∆λ). Different wavelengths are focused at different focal points
creating a longitudinal focal spread (∆f ) shown in Figure 4.6.

Figure 4.6: Diagram for axial chromatic aberration caused by partial temporal coherence
(spread in beam energy).
The focal spread caused only by the spread in beam energy is calculated as ∆f ≈ 2fo (∆λ/λo )
[43], where λo is the central wavelength and fo is the focal distance corresponding to that
wavelength. A more accurate calculation of ∆f [44, 45] shown in Equation 4.2.3, requires the
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knowledge of the chromatic aberration coefficient (Cc , which is typically of the order of fo ),
current instability in objective lens (∆I/I) and voltage instabilities (∆V /V ).
s
f = Cc
∆f

∆E
E

2


+

∆V
V

2


+

2∆I
I

2
(4.2.3)

f for fo = Cc = 4.7007mm, ∆I/I = 1×10−6
It is worth mentioning that value of ∆f and ∆f
and ∆V /V = 0.5×10−6 [45] were found to be same upto two decimal places in µm0 s. Therefore,
we use both the formulae in our simulations interchangeably. To implement the effect of focal
f and to show the variation in αp we use ∆f .
blur in probe broadening we use ∆f

4.2.3

Spatial coherence

Ideally we would want a point source having a δ-distribution. However, in practice all the
sources have a finite width to them which gives rise to partial spatial (transverse) coherence.
While adding the fields, analytical solutions exist which call for adding a cross-correlation term
in the interference equation but computationally it is ignored [4]. What this means is that
every point on the source produces spherical waves, incoherent to each other that are imaged
through the lens as shown in Figure 4.7. The wave field in the specimen plane can be modeled

Figure 4.7: Diagram to explain the effect of finite source size which gives rise to partial spatial
coherence. All the points in the effective source plane produce spherical waves. The offaxis point is also located in the plane (z = z1 ). The Gaussian distribution shows the source
intensity distribution in the plane.
as the summation of incoherent images weighted according to the source distribution. This is
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formulated in terms of the mutual coherence function [17]. The intensity of the wave field can
be given by the convolution of the probe intensity with the geometrical image of the source in
the specimen plane (ψg ) [27].
ψei (xi , yi ) = |ψi (xi , yi )|2 ⊗ ψg (xi , yi )

(4.2.4)

where ψg (xi , yi ) = (1/|M |)ψs (xi /M, yi /M ).

4.2.4

Effect of partial coherence

Partially coherent illumination is another factor which affects the probe formation in SEMs.
We have examined the effects of partial coherence and explained them through Figure 4.8,
Figure 4.9, Figure 4.10 and Table 4.2. We found in our simulations that for FEGs, spatial
coherence has more significant effect on the final probe than temporal coherence of the source.
However, at lower voltages the effect of partial coherence (chromatic aberration) is dominant.
The probe profiles (without aberrations) are shown in Figure 4.8 for Vo = 2 and 20kV to
demonstrate the effect of finite source width (ds = 20nm). The fully coherent probe at 20keV
has no effect of partial coherence and diffraction and is identical to the geometrical probe. It
is interesting to note that the coherent probe at 2keV is narrower than the partially coherent
probe at 20keV . This result shows how crucial the virtual source size is to achieve smaller
probes. In theory, better resolution can be achieved at lower voltages just by having a smaller
virtual source size.
However, spatial coherence is not the only factor, as at lower voltages temporal coherence
also has a major effect. We calculate the focal spread caused by the spread in beam energy
which is shown in Table 4.2. It can be observed that ∆f has a monotonous relation with
γ = ∆E/E. As γ becomes smaller the focal spread decreases. Note that even for the largest
value of γ = 0.0004, ∆f ≈ 1.89µm which is 3 orders of magnitude smaller than than the
mean focal length fo . Another visualisation is shown in Figure 4.9 where the variation in
convergence angle (αp ) is shown for different values of f ∈ [fmin , fmax ] drawn from a Gaussian
focal distribution with µ = fo , fmin = fo − ∆f /2 and fmax = fo + ∆f /2. The largest
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Figure 4.8: Probe broadening caused by the partial spatial coherence of the electron source
(finite virtual source size ds = 20nm)
variation in αp is for ∆E = 0.8eV at E = 2kEV and the smallest variation is for ∆E = 0.2eV
at E = 20kEV . Our simulations also demonstrate that cold-FEGs produce smaller probes and
better resolution compared to Schottky FEGs. Typically cold FEGs have smaller virtual source
size (ds ) and energy spread (∆E) and therefore, better coherence properties than Schottky
FEGs.
∆E (eV )
0.8
0.2
0.8
0.2

E (keV )
2
2
20
20

γ
0.0004
0.0001
0.00004
0.00001

∆f (m)
1.8845 × 10−6
4.7103 × 10−7
1.9164 × 10−7
4.7910 × 10−8

Table 4.2: Focal variation caused by energy spread (∆E) in the beam with the mean focal
length fo = 4.7007mm corresponding to the central wavelength λo .
.
In order to show the effect of partial temporal coherence on probe broadening we calculate
f ) using Equation 4.2.3. For this simulation we have used Cc = 6mm,
the focal spread (∆f
f ) around
∆I/I = 1 × 10−6 and ∆V /V = 0.5 × 10−6 . Using the spread in focal length (∆f
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Figure 4.9: Spread in convergence angle of the probe (αp ) is shown. Energy spread in the beam
leads to spread in the wavelength. Different wavelength are focused at different points on the
z-axis changing the convergence angle and hence the cut-off frequency fc = αp /λ. Zoomed in
region of the graph shows focal distribution for E = 20kEV .

Figure 4.10: Probe broadening shown because of temporal coherence. The probe profiles are
shown for E = 2 and 20keV and ∆E = 0.2 and 0.8eV . γ = ∆E/E. γ = 0 represents the
completely coherent case with ∆E = 0.
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fo the change in zi is calculated as ∆zi . Following that, we select multiple values from
zi ∈ [(zi )min , (zi )max ] at equal intervals. Then for all values of selected zi0 s we propagate the
probe intensity the from the central plane (∆zi = 0) to the defocused plane (∆zi 6= 0) using
2

2

a fresnel propagator, e−iπλo zi (fx +fy ) . Finally, all the generated probe images at different zplanes are summed together and normalized. The result shown in Figure 4.10 corroborates
the known fact that at lower voltages chromatic aberration degrades the resolution in SEM.
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Conclusions
The simulation program ‘SEM Nano’ was introduced in the thesis. We explained and demonstrated the process of probe formation in field-emission SEMs using wave optical simulations.
Coherent imaging of the probe was explained and implemented. Different factors like aberrations, partial coherence, accelerating voltage, etc. were explored to analyse their effects on the
probe and the final image. It was found in our simulations that the effect of diffraction through
a finite aperture is negligible for Vo ≥ 15keV and is much more evident at Vo ≤ 10keV . One of
the most interesting observation was to note that partial spatial coherent probe at 20keV was
broader than a coherent probe at 2keV . We also argued that temporal coherence has scarce
effect on probe broadening compared to spatial coherence of the source. However, at lower
voltages partial temporal coherence which manifests as chromatic aberration is the limiting
factor. Lastly, an arbitrary aberration function was constructed to demonstrate the potential
degradation in resolution if aberrations are not well accounted for. The software is designed
for microscopists to understand the optics of field-emission SEMs in an intuitive way.

5.1

Our Contributions

Research Papers
1. Kamal, S., & Hailstone, R. (2021). SEM Nano: An Electron Wave Optical Simulation for
the Scanning Electron Microscope. Microscopy and Microanalysis (Accepted).
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5.2. Future Work
2. Kamal, S., & Hailstone, R. (2021). Modeling SEM Column, Probe Formation, and Imaging
Using Fourier Optics. Microscopy and Microanalysis, 27(S1), 3336-333
doi:10.1017/S1431927621011466
Open Source Software
1. SEM Nano, Version 1.0 - https://github.com/suryaphysics

5.2

Future Work

Ideally a more complete discussion for partial coherence would include a degree of coherence.
This would be a subject for future research and will potentially be included in our future
versions. Once we have understood the beam intensity (probe) behaviour at the specimen,
our focus will be on the beam phase.
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