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Hybrid Collaborative Filtering Models
for Clinical Search Recommendation
Zhiyun Ren, Bo Peng, Titus K. Schleyer and Xia Ning*
Abstract—With increasing and extensive use of electronic
health records, clinicians are often under time pressure when they
need to retrieve important information efficiently among large
amounts of patients’ health records in clinics. While a search
function can be a useful alternative to browsing through a pa-
tient’s record, it is cumbersome for clinicians to search repeatedly
for the same or similar information on similar patients. Under
such circumstances, there is a critical need to build effective
recommender systems that can generate accurate search term
recommendations for clinicians. In this manuscript, we developed
a hybrid collaborative filtering model using patients’ encounter
and search term information to recommend the next search terms
for clinicians to retrieve important information fast in clinics.
For each patient, the model will recommend terms that either
have high co-occurrence frequencies with his/her most recent
ICD codes or are highly relevant to the most recent search terms
on this patient. We have conducted comprehensive experiments
to evaluate the proposed model, and the experimental results
demonstrate that our model can outperform all the state-of-the-
art baseline methods for top-N search term recommendation on
different datasets.
Index Terms—collaborative filtering, search term recommen-
dation, clinical decision support
I. INTRODUCTION
ELECTRONIC Health Records (EHRs) are increasinglylarge and varied collections of health information about
patients. However, it is difficult for clinicians to retrieve in-
formation from EHRs efficiently and effectively given today’s
limitations of user interfaces. Clinicians often operate under
time pressure, and must invest significant amounts of time
and effort in retrieving information from EHRs. While using
a search function can provide a useful alternative to browsing
through a patient’s record, searching repeatedly for the same
or similar information on similar patients is repetitive and
cumbersome. Under such circumstances, there is a critical
need to build effective systems that can generate accurate
search term recommendations for clinicians.
In this manuscript, we tackle the problem of next search
term recommendation. Given each patient’s previous encoun-
ters and previous search terms that clinicians conducted on the
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patient, the objective of the next search term recommendation
problem is to recommend information items to clinicians that
are most relevant to the patient to help diagnosis. We assume
clinicians conduct search over the patient EHR data in order to
manually identify such information items, while our method is
able to proactively identify such information items and present
them to the clinicians so as to save the time and effort of
manual search.
Recommender systems (RS) aim to recommend the most
relevant items to a user by learning user preferences from
their previously interacted items (e.g., products, information
items). Traditional RS techniques, such as collaborative filter-
ing (CF) [7, 10], have been widely used to recommend the
top-N most relevant items to each user – the so-called top-
N recommendation. In this manuscript, we adapt traditional
CF techniques and consider patients as users, search terms as
items, and propose a RS model to recommend the next search
term on each patient, and to present the terms to the clinicians.
While traditional RS techniques usually recommend the next
items only based on users’ previously interacted items, the
next search term recommendation can be a different problem
as a search term on a patient may have strong relations with
two factors: previous search terms (e.g., for chronic diseases)
and the patient’s previous encounters (e.g., for most recent
health concerns).
Based on this intuition, we propose a model named Hybrid
Collaborative Filtering Model using encounter information,
denoted as HCFM, to recommend the next search term on
a patient based on previous search terms on the patient and
his/her previous encounters. Given the ICD codes in a patient’s
encounters and the previous search terms on each patient, in
HCFM, we first calculate the co-occurrence frequency between
each ICD code and each search term, where a co-occurrence
is considered when a term is searched right after the ICD
code has been assigned to the patient. The HCFM model then
recommends terms that have high co-occurrence frequencies
with the most recent ICD codes and are highly relevant
to the most recent search terms. In addition, we propose
another model that uses only ICD-search term co-occurrence
patterns to recommend the next search term for clinicians.
This method recommends the terms that are highly relevant
to all the previous encounters of a patient, and is named Co-
occurrence Pattern based recommendation Method, denoted
as CoPM. The experimental results show that the proposed
models outperform all the state-of-the-art methods on top-N
search term recommendation on different real datasets. We
have also conducted comprehensive parameter studies that
enable important insights on the two factors.
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II. RELATED WORK
The most relevant work to our method is from recommender
systems (RS) research field. Recently, a lot of research in RS
has been conducted to tackle top-N recommendation problems
(i.e., to recommend N most relevant items). Specifically,
factorized personalized Markov chains (FPMC) [9] generate
recommendations for the next item using Markov chains,
which capture item-item transition relations. Hidasi et al. [2,
3] adapted deep learning techniques, and used gated recurrent
units (GRUs) to model the dynamics of a user’s preferences.
Kang et al. [4] developed a self-attention based sequential
model (SASRec) to capture the most informative items in a
user’s previously interacted items for top-N recommendation.
Tang et al. [11] developed a convolutional sequence embed-
ding recommendation model (Caser) by adapting multiple
convolutional filters on the most recent interacted items of
each user to model sequential features in a user’s historical
interactions. Ma et al. [6] developed a hierarchical gating
network (HGN) that adapts gating mechanisms over users’
historical interacted items to identify important items and their
features for top-N recommendation.
Very limited work has been conducted on next search
term recommendation problem for clinical applications. Fan
et al. [1] have developed several CF models to tackle this
problem. Among these models, Transition-Involved Patient-
Term-Similarity-based CF Scoring (TptCF) recommends the
next search terms for clinicians on a patient based on the
patient-patient similarities, term-term similarities and term-
term transition relations. The difference between TptCF and
our model is that our model generates top-N recommendations
using both previous search terms and previous encounters,
while TptCF only uses previous search terms.
III. DEFINITIONS AND PREPROCESSING
A. Definitions and Notations
Figure 1 presents the data preprocessing protocols and
Table I presents the key notations used in this manuscript.
Formally, the terms searched on each patient will be sorted
chronologically. The sequence of patient p’s sorted search
terms is denoted as Sp, and the subsequence of Sp from
the i-th search to the j-th search is denoted as Sp(i, j). For
simplicity, we store in Sp the indices of search terms from
a universal dictionary instead of search terms themselves.
Similar to search terms, the encounters of each patient will
be sorted chronologically. The sequence of patient p’s sorted
encounters is denoted as Cp, and the subsequence of Cp
from the i-th encounter to the j-th encounter are denoted as
Cp(i, j). For each patient, each search will be matched using
timestamps to his/her most recent, previous encounter that the
search immediately follows (indicated by the green arrows in
Figure 1). Please note that such matching does not necessarily
mean that the searches happen during the matched encounters,
or they are triggered or induced by the encounters, but it only
indicates the temporal proximity.
For each patient, an ICD code may appear in his/her
multiple encounters. We denote the encounters of patient p that
contain ICD code c as Cp(c). Similarly, a term can be searched
a search sequence a search
an encounter sequence an encounter
time
1 2 3 4 5 6
1 2 3 4 5 6
a search with term s
an encounter that contains ICD code c
𝐶" 𝑐𝐶" 𝑠
a search session
{                     }
{ }
{                } { }
06/12/2014 07/05/2014 02/20/2015 08/13/2015 09/01/201508/15/2015
Fig. 1: Data Preprocessing Protocols
TABLE I: Notations
notations meanings
Sp the sequence of patient p’s chronologically sorted searches
Sp(i, j) subsequence of Sp from the i-th search to the j-th search
Cp the sequence of patient p’s chronologically sorted encounters
Cp(i, j) subsequence of Cp from the i-th encounter to the j-th encounter
Cp(c) the encounters of patient p that contain ICD code c
Cp(s) the encounters of patient p that search term s is matched to
n/m/l number of ICD codes/search terms/patients
d the dimension of representations
np/lp the number of all search terms/encounters on patient p at the time
when the recommendation is to be made
ms/mc the number of previous search terms/encounters that are used for
next search term recommendation
for multiple times on a patient. We denote the encounters of
patient p that each search term s is matched to as Cp(s). We
use the indices of ICD codes or search terms to refer them
correspondingly in the sequences.
B. Identifying Sessions
In our dataset (discussed later in Section V-B), the time
difference between consecutive searches in a search sequence
may vary from minutes to years, but unfortunately session
information is not always logged. Therefore, we segment
searches into sessions based on their timestamps using a
sliding window with size of three months. Therefore, if the
time interval between two consecutive searches are less than
three months, the two search terms will be grouped into one
session. To generate recommendations for a search, we only
use the searches that are in a same session at the time when
the recommendation is to be made. This is analogous to the
real patient visit scenario in which clinicians search within
the context of the current visit or recent searches. Figure 1
shows the search sessions with blue parentheses. Please note
that the sessions here are defined as a natural segmentation
of search/encounter clusters, and they are not the same as the
sessions in internet connections.
IV. METHODS
Our method has the following steps. First, we learn to
numerically represent each ICD code and each search term
so that the representations can be used to calculate recom-
mendation scores. Such representations will encode how ICD
codes and search terms co-occur in our data (Section IV-A).
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Then, we calculate a recommendation score for each term
for each patient. The recommendation score will be based on
the previous search terms on the patients, and the previous
encounters of the patients. We rank the recommendation scores
of all terms for each patient and recommend top-N terms to
the clinician seeing the patient (Section IV-B).
A. Learning from Previous Search Terms and Encounters
1) Constructing an ICD Code-Search Term Co-Occurrence
Matrix: We hypothesize that each search term on a patient
is highly related to the patient’s most recent encounters, that
is, given an ICD code that is assigned to a patient, and thus
the corresponding diagnoses, certain terms that are related to
the encounters/ICD codes are more likely to be searched next.
For example, if a patient was assigned an ICD code “588.81:
secondary hyperparathyroidism (of renal origin)” in his/her
recent encounters, terms such as potassium levels that are
highly related to hyperparathyroidism have high probability to
follow compared to the case of ICD code “786.2: Cough” with
which potassium level provides little information. Thus, co-
occurrence frequencies between ICD codes and search terms
can provide useful information to predict search terms that will
follow; given the ICD codes in a patient’s recent encounters,
the terms with high co-occurrence frequencies with these ICD
codes among many patients are more likely to be searched
next, and thus should be recommended.
Following the above intuition, we first calculate the co-
occurrence frequency between each ICD code and each search
term by counting how many times in total the term has been
searched after the ICD code in encounters. We construct a
matrix A ∈ Rn×m to store such co-occurrence frequencies,
where n is the number of all involved ICD codes and m is
the number of all search terms. We hypothesize that clinicians
tend to search information from recent encounters of a patient.
Thus, a search term is more likely to be induced from its
recent ICD codes compared to those from long time ago.
Based on this, we emphasize the recent encounters using a
time-decay parameter, and calculate the ICD code-search term
co-occurrence frequencies acs as follows:
acs =
l∑
p=1
∑
ec∈Cp(c)
∑
es∈Cp(s)
λi(es)−i(ec)1(i(es) ≥ i(ec)),
(1)
where es and ec are two encounters; l is the total number
of patients, λ ∈ (0, 1) is the time-decay parameter (in
our experiments, λ = 0.5); 1(x) is the indicator function
(1(x) = 1 if x is true, otherwise, 1(x) = 0); i(es) and i(ec)
are the indices of encounter es and encounter ec, respectively,
in patient p’s encounter sequence Cp. When calculating the co-
occurrence frequencies between ICD code c and term s, we
only consider the cases in which term s is searched after ICD
code c or in the same encounter as c (i.e., 1(i(es) ≥ i(ec))).
Please note that acs is not a probability value and can have
values greater than 1; larger acs indicates more likely that ICD
code c and search term s co-occur.
2) Learning ICD Code and Search Term Representations:
Note that the co-occurrence matrix A as constructed above
is typically sparse because most of the ICD codes are not
observed as co-occurring with most of the search terms. In
order to capture the underlying relations between each ICD
code and each search term that are not directly observed in
A, we use a matrix factorization method [5] to learn the
representations of ICD codes and search terms which together
produce what we observe in matrix A and recover what we do
not observe in A. Specifically, we factorize A into two low-
rank matrices, U ∈ Rn×d and V ∈ Rm×d (d < min(n,m)),
representing the ICD codes and search terms, respectively.
Particularly, each row of matrix U , denoted as uc, represents
the ICD code c, and each row of matrix V , denoted as vs,
represents the search term s. Thus, all ICD codes and search
terms are represented by size-d latent vectors and can be
learned from matrix A. The co-occurrence “chance” between
ICD code c and search term s can be estimated as follows:
aˆcs = ucv
T
s , (2)
where aˆcs is the estimation of acs. To learn the representations
of each ICD code and each search term, we formulate the
following optimization problem:
min
U,V
‖A− UV T‖2F +
γ
2
(‖U‖2F + ‖V ‖2F ), (3)
where U = [u1;u2; · · · ;un], V = [v1;v2; · · · ;vm], γ is the
weight for regularization term; ‖.‖F is the Frobenius norm,
and the regularization on the Frobenius norm restricts large
values in U and V . We solve this problem using alternative
gradient descent method [5]. Other representation learning
methods include deep learning based methods [4, 11]. How-
ever, given the very sparse nature of our data (Section V-B), we
do not use the deep learning methods which typically require
a lot of data for model training. Instead, matrix factorization
based method as in Equation 2 has been demonstrated very
effective in learning from sparse data [5].
B. HCFM: Hybrid Collaborative Filtering Model
Our hybrid collaborative filtering model using encounter
information, denoted as HCFM, generates recommendations
for the next search term for clinicians on each patient using
two factors: (i) the previous search terms on the patient, and
(ii) the previous encounters of the patient. Each of two factors
will be used to calculate a recommendation score for each
term for the next search on a patient (Section IV-B1 and
Section IV-B2), and the two recommendation scores will be
combined into a final recommendation score (Section IV-B3).
1) Recommendation Score from Previous Search Terms:
Previous studies from RS field have shown that more recent
items will provide more pertinent information to recommend
the next item [6, 11]. We hypothesize similarly that most recent
search terms provide more pertinent information to recom-
mend the next search term. Based on this, we recommend the
next term using the most recent search terms on a patient.
We aggregate the information from the most recent ms search
terms in the current search session by calculating the mean
values of their latent feature representations as follows:
mp =
1
ms
∑
i∈Sp(np−ms,np)
vi, (4)
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where np is the number of all search terms on patient p at
the time when the recommendation is to be made; ms is
the number of the most recent search terms that are used for
recommendation (ms is a fixed number in our experiments);
mp ∈ R1×d is the aggregated representation from previous ms
search terms on patient p; The recommendation score of term
s on patient p based on previous search terms is calculated as
the dot-product similarity between mp and vs as follows:
xps =mpv
T
s . (5)
2) Recommendation Score from Previous Encounters: To
calculate the recommendation score for each term, we also use
the information from the most recent mc encounters of each
patient. Here, we hypothesize that clinicians tend to search
within the context of the recent searches; ICD codes that
induce the most recent searches are more likely to induce the
next search, and thus should be emphasized to recommend
the next search term. Based on this, we learn an importance
weight on each ICD code c for each patient p. The importance
weight is calculated as the normalized dot-product similarity
between each ICD code and the most recent ms search terms
as follows:
wpc =
exp(ucm
T
p )∑
e′∈Cp(lp−mc,lp)
∑
c′∈e′ exp(u′cmTp )
(6)
where mp is calculated as in Equation 4; lp is the number of all
encounters of patient p at the time when the recommendation
is to be made; mc is the number of the most recent encounters
that are used for recommendation (mc is a fixed number in
our experiments); e′ is an encounter in Cp(lp −mc, lp), and
c′ is an ICD code in e′. The recommendation score of term
s on patient p based on previous encounters is calculated as
follows:
yps =
∑
e∈Cp(lp−mc,lp)
∑
c∈e
wpcuc v
T
s , (7)
where e is an encounter in Cp(lp −mc, lp), and c is an ICD
code in e.
3) Combination of Recommendation Scores : The recom-
mendation scores of term s on patient p calculated as above are
then combined into a final recommendation score as follows:
rps = α xps + (1− α) yps (8)
where α ∈ [0, 1] is a pre-defined weight for the two factors.
In Equation 8, α=1 indicates that only previous search terms
are used for recommendation, and α=0 indicates that only
previous encounters are used for recommendation. The rec-
ommendation scores of all terms will be sorted, and the terms
with top-N scores will be recommended for the next search.
C. CoPM: Co-occurrence Pattern-based Model
We propose another method, denoted as CoPM, that uses
only ICD-search term co-occurrence patterns (Section IV-A)
to recommend the next search term for clinicians. The differ-
ence between HCFM and CoPM is that HCFM recommends
the search terms that are most relevant to the most recent
search terms and the most recent encounters, whereas CoPM
recommends the search terms that are most relevant to all
the previous encounters of a patient. Both methods represent
ICD codes and search terms using the representation matrices,
U and V , respectively, as learned based on Equation 3.
The CoPM model will serve as a baseline method in our
experiments.
Specifically, we aggregate the information of all ICD codes
in the patient’s previous encounters to calculate the recommen-
dation score for each search term. We hypothesize that more
recent ICD codes are more likely to induce the next search
term. Therefore, we emphasize the encounters/ICD codes that
are closer to a search to generate the term recommendations
for this search using a time-decay parameter. Specifically, the
recommendation score for term s on patient p is calculated as
follows:
rps =
∑
e∈Cp(1,lp)
∑
c∈e
σi(es)−i(e)ucvTs , (9)
where e is an encounter in Cp(1, lp), and c is an ICD code in
e; es is the encounter that current search is matched to, that
is, the most recent, previous encounter at the time that the
recommendation is to be made; i(es) and i(e) are the indices
of encounter es and encounter e, respectively; σ ∈ (0, 1) is
the time-decay parameter (in our experiments, σ=0.5). Note
that the time-decay parameter σ here indicates how long ago
each encounter occurred before the time of recommendation,
whereas the time-decay weights λ in Equation 1 indicates
the temporal proximity between an encounter and a search
term. Thus, the two time-decay parameters represent different
information in the model. Finally, we sort the recommendation
scores of all the terms and recommend the top-N terms for
the next search.
V. MATERIALS
A. Baseline Methods
We compare the HCFM and CoPM with the following state-
of-the-art baseline methods. Some of the methods are from
recommender systems (RS) research, in which they have users
and items. To use these methods on the next search term
recommendation task, we consider patients analogous to users,
and search terms analogous to items in our experiments.
• Transition-Involved Patient-Term-Similarity-based CF
Scoring (TptCF) [1]. The TptCF model generates rec-
ommendations for the next search term using two fac-
tors: (1) patients’ similarities and search terms’ similarities
(similarity-based scoring) and (2) search term dynamic tran-
sitions (dynamics-based scoring). For each patient, TptCF
will calculate a recommendation score for each search term
using similarity-based scoring and dynamics-based scoring,
and recommend the top search terms with the highest scores.
The detailed explanation of the TptCF method will be
presented in the supporting document.
• Personalized top-N (PTN) The PTN model recommends
the next item using the most frequently interacted items in
each user’s history. In our experiments, the terms are ranked
based on how many times they are searched on each patient,
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and the patient’s top-N most frequently searched terms will
be recommended to the patient.
• Hierarchical Gating Network (HGN) [6]. HGN selects im-
portant items and their important features by adapting gating
mechanisms [6] over users’ historical interacted items. To
generate recommendations for the next items, HGN uses the
identified important items and important features, and users’
general preferences to calculate a recommendation score of
each item for a user. HGN is a state-of-the-art sequential
recommendation method.
• Hybrid Associations Model (HAM) [8]. HAM models
users’ long-term preferences from all their historical items,
and models users’ short-term preferences from their most
recent items. The short-term preferences contain both high-
order and low-order association patterns among items. Both
the long-term and short-term preferences are used to recom-
mend the next items. HAM has been demonstrated as the
state-of-the-art algorithm for sequential top-N recommen-
dation.
B. Datasets
The data used in our experiments are collected from Es-
kenazi Health organization in Indiana, US, from 04/2013 to
05/2016. This dataset contains 13,934 patients, their 1,377,381
encounters, 9,565 valid ICD 9 codes and 7,215 unique search
terms. Among the 7,215 unique search terms, we remove
the irregular search terms, such as numbers and punctuations,
and also infrequent search terms that appear only once, and
map the misspelled terms to their most similar terms (e.g.,
“adimssion” is mapped to “admission”). We also remove the
infrequent patients and keep those who have at least two
search terms and at least three encounters. Table II presents
the statistics of the dataset after data preprocessing. Overall,
2,955 patients and 2,101 unique search terms are retained in
the dataset. On average, each patient has 10.22 searches and
173.26 encounters. Each term has been searched for 14.37
times on average over all the patients, and each encounter
has 2.09 ICD codes on average. Our study is conducted under
Protocol #1612682149 “Supporting information retrieval in the
ED through collaborative filtering” approved by the Indiana
University Institutional Review Board (IRB).
TABLE II: Dataset Statistics
Variables Statistics
Number of patients 2,955
Number of unique search terms 2,101
Number of unique ICD 9 codes 7,027
Number of encounters 511,987
Number of sessions 3,488
Average number of searches per patient 10.22
Average number of unique search terms per patient 7.00
Average number of encounters per patient 173.26
Average number of sessions per patient 1.18
Average number of searches per term 14.37
Average number of previous encounters per term 228.89
Average number of search records per session 8.66
Average number of unique ICD 9 codes per encounter 2.09
We present the distribution of search sequences’ lengths in
the dataset in Figure 2. As Figure 2 shows, there are many
more short sequences in the dataset than long sequences.
Figure 3 presents the distribution of the number of unique
terms for each patient. As it indicates, most of the search
terms are not frequent. On average, each patient has 7.00
unique search terms. Moreover, as presented in Section III-A,
we group search terms into sessions. Overall, there are 3,488
sessions identified from the dataset. On average, each patient
has 1.18 sessions, and each session has 8.66 search terms. It
is notable that search sequences are typically very short, and
the number of unique search terms per patient is very small.
This will make the recommendation problem difficult because
of the sparsity of the available data. Table III lists the most
frequently searched terms, where frequency is calculated based
on how many times each term is searched on all patients.
Fig. 2: Distribution of Search Sequence Lengths
Fig. 3: Distribution of Unique Terms per Patient
TABLE III: Most Frequent Search Terms
Term Frequency Term Frequency Term Frequency
hiv 2,144 culture 456 urine 284
a1c 854 inr 431 pap 279
creatinine 709 colonoscopy 409 height 270
weight 706 tsh 401 hgb 253
ekg 634 troponin 371 ct 224
cbc 542 ldl 352 urology 221
bmp 475 echo 316
C. Experimental Protocols
We use the following experimental protocol to evaluate
our methods on the dataset. In this protocol, all the search
sequences are split by a same cut-off time. Any searches before
the cut-off time are split into training set, and any searches
after the cut-off time are split into testing set. The models
are trained using only the training set, for example, the co-
occurrence matrix (Equation 1) is constructed only using the
search terms and encounters in the training set. This protocol
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training portion of a search session
testing portion of a search session
a training search term
a testing search term
cut-off timetime
training portion of an encounter sequence
an encounter sequence
a training encounter
an encounter
patient 4
patient 1
patient 2
patient 3
patient 5
Fig. 4: CUTOFF Experimental Protocol
TABLE IV: Dataset Statistics on Different Cut-off Times
Cut-off Time Pt Pe Tt Te St Tt/St Et/Pt
04/01/2015 2,627 109 1,915 442 2,854 8.22 167.88
10/01/2014 2,086 20 1,493 56 2,224 6.30 167.37
04/01/2014 1,129 139 1,065 254 1,171 6.12 164.84
10/01/2013 248 11 373 32 249 4.57 178.84
In this table, Pt indicates the number of patients in the training set; Pe is the
number of patients in the testing set; Tt is the number of unique search terms
in the training set; Te is the number of unique search terms in the testing set;
St is the number of search term sessions in the training set; Tt/St is the
average number of search terms per session in the training set; Et/Pt is the
average number of encounters per patient in the training set.
is referred to as cut-off cross validation, denoted as CUTOFF.
Figure 4 demonstrates the CUTOFF experimental protocol.
We selected four cut-off times: 10/01/2013, 04/01/2014,
10/01/2014 and 04/01/2015. These cut-off times are selected
because sufficient search terms and encounters from a majority
of the search sequences are retained in training set before the
cut-off time and meanwhile sufficient search sequences have
testing terms after the cut-off time. After the split, the statistics
for the training and testing data of four cut-off times that
we choose are presented in Table IV. This CUTOFF setting
is close to the realistic scenario, that is, all the data before
a certain time should be used to predict information after
that time. However, a shortcoming of CUTOFF is that many
early search sequences may not have testing terms, and many
late search sequences will not have anything in training set.
Sequences that do not have testing terms are still used to train
models. Sequences that do not have training terms are not
used. For those sequences which have terms after the cut-off
time, only the first one of the terms after the cut-off time will
be used for evaluation.
D. Evaluation Metrics
We use hit rate at k (HR@k) to evaluate the different
methods. HR@k measures the ratio of the patients whose
ground-truth next search term is within the top-k recom-
mendations, over all patients. Higher HR@k indicates better
recommendation performance.
E. Parameter Tuning
We use grid search to tune four parameters: ms (Equation
4), mc (Equation 6, 7), α (Equation 8) and latent dimension
d. We will present the best results among different parameter
settings in Section VI.
VI. RESULTS AND DISCUSSIONS
A. Overall Performance
We compare HGN, HAM, TptCF, PTN, CoPM and HCFM
in our experiments. Table V , VI, VII and VIII present
the best performance of each method in terms of HR@k
(k ∈ {1, 2, 3, 4, 5, 10, 20}) for four cut-off times, respectively.
In Table V, we present different parameter settings of each
method that achieve the best HR@k results for each k value.
For simplicity, in Table VI, VII and VIII, we only present
the parameter setting of each method that achieve the best
HR@5. We also present the improvement of HCFM over the
second best results in terms of all HR metrics in the tables.
In addition, we add the experimental results for the HCFM
model when ms equals to the number of all previous search
terms in the current search session for each patient (i.e., the
row for HCFM with parameter “all” in Table V).
1) Overall Performance on Cut-off Time 04/01/2015: Table
V shows that the HCFM model outperforms all the baseline
methods in terms of HR@k with k ∈ {1, 2, 3, 4, 5, 10},
and achieves the second best result in terms of HR@20.
HCFM achieves HR@1=0.0917, meaning that about 9% of
the patients have their ground-truth search terms correctly
recommended at the very top. Although this HR@1 value is
not high by itself, it is actually substantially higher than ran-
dom guessing, which has an expected HR@1= 11,915=5.22e
−4
(1,915 search terms in training set for cut-off time 04/01/2015
as in Table IV). That is, HCFM is 175-fold better than
random guessing on HR@1. HCFM achieves HR@5=0.2569,
meaning that about 26% of the patients have their ground-
truth search terms among top-5 recommendations. This is
also substantially higher than random guessing, which has an
expected HR@5=5.22e−4 × 5=2.6e−3. That is, HCFM is 98-
fold better than random guessing on HR@5.
The second best method is CoPM as it achieves the second
best results on HR@2, HR@3, HR@4, HR@5 and HR@10,
and the best results on HR@20. The difference between
HCFM and CoPM is that HCFM uses the most recent search
terms and the most recent encounters to recommend the next
search term, whereas CoPM uses all the previous encounters to
recommend the next search term. However, as Table IV shows,
each patient has 167.88 encounters on average. Since previous
encounters that occurred long time ago may not contain the
information that the clinicians want to search at the time of
recommendation, therefore, CoPM may generate inaccurate
search term recommendations using all previous encounters.
PTN is slightly worse than CoPM and HCFM. This is
probably because PTN uses the most popular search terms in
a patient’s entire searching history for recommendation, and
the popular terms that occurred long time ago may not be
of interest to clinicians at the time of recommendation, given
the progression of the patient’s health condition. TptCF has
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TABLE V: Performance Comparison with Cut-off Time 04/01/2015
method parameters HR@1 HR@2 HR@3 HR@4 HR@5 HR@10 HR@20
HGN
5 1 - 0.0798 0.1063 0.1247 0.1329 0.1472 0.1963 0.3129
20 3 - 0.0654 0.1002 0.1309 0.1391 0.1616 0.2188 0.3395
10 2 - 0.0593 0.0941 0.1125 0.1309 0.1554 0.2025 0.3476
HAM
9 2 1 0.0675 0.0941 0.1145 0.1391 0.1616 0.1943 0.3211
30 3 3 0.0818 0.0941 0.1022 0.1043 0.1125 0.1963 0.3190
30 3 2 0.0736 0.1084 0.1247 0.1350 0.1411 0.1738 0.3292
15 2 3 0.0736 0.0961 0.1288 0.1431 0.1472 0.1861 0.3374
30 3 1 0.0613 0.0941 0.1125 0.1309 0.1411 0.2168 0.3354
4 3 2 0.0716 0.0961 0.1145 0.1288 0.1391 0.1902 0.3517
TptCF
0.1 0.1 0.9 0.0859 0.1309 0.1595 0.1861 0.2045 0.2638 0.3722
0.1 0.1 0.7 0.0736 0.1247 0.1575 0.1881 0.2106 0.2945 0.3742
0.1 0.1 0.5 0.0736 0.1186 0.1493 0.1779 0.1984 0.3006 0.3763
0.1 0.1 0.3 0.0716 0.1145 0.1472 0.1800 0.1984 0.2822 0.3804
PTN - - - 0.0734 0.1193 0.1835 0.2110 0.2294 0.2844 0.3211
CoPM
64 0.01 - 0.0642 0.1284 0.2018 0.2202 0.2294 0.3211 *0.4312
32 0.05 - 0.0642 0.1284 0.1835 0.2018 0.2202 0.3303 0.4128
32 0.01 - 0.0734 0.1376 0.1927 0.2018 0.2202 0.3211 *0.4312
HCFM
6 2 0.2 0.0642 *0.1468 *0.2110 0.2294 *0.2569 0.3394 0.3945
6 2 0.0 0.0550 0.1376 0.1927 *0.2477 0.2477 *0.3486 0.3945
4 1 1.0 *0.0917 0.1376 0.1743 0.2294 *0.2569 0.3211 0.4220
all 2 0.8 0.0734 0.1376 0.1835 0.2110 0.2477 0.3303 0.3945
Improvement 6.75% 6.69% 4.56% 12.49% 11.99% 5.54% -2.13%
The best performance under each metric over all the methods is bold with *. The second best performance for under each metric over all the methods is bold. The best
performance within each method under each metric is underlined. The three parameters for TptCF are patient similarity threshold, term similarity threshold and weighting
parameter [1]; the two parameters for HGN are the number of previous purchases/ratings that are used for recommendation and the number of next purchases/ratings that are
recommended for [6]; the three parameters for HAM are the number of items of high-order sequential association, the number of items of low-order sequential association,
and the number of next purchases/ratings that are recommended for [8]; the two parameters for CoPM are dimension of latent features and regularization weight; the three
parameters for HCFM are the number of previous search terms that are used for recommendation, the number of previous encounters that are used for recommendation and the
weighting parameter (i.e., α). We didn’t present latent dimension k in the table since it is equal to 32 for all the HCFM results. The value “all” for parameter ms indicating
considering all previous search terms for recommendation.
slightly worse performance than PTN. This might be due to
the data sparsity issue. As shown in Table IV, the dataset
contains 2,627 patients and 1,915 unique search terms in
the training set. However, each patient has only 8.22 search
terms on average. The data sparsity issue may cause TptCF
to learn inaccurate patient-patient similarities and term-term
similarities, both of which can lead to inaccurate search term
recommendations.
HAM and HGN have the worst performance in this ex-
periment. In the RS settings, HGN assumes that each item
contributes differently to next item recommendations, and
therefore learns importance weights for items using gating
mechanisms. However, the data sparsity issue in our dataset
may cause HGN to learn inaccurate weights for items, and
thus leads to poor recommendation performance. On the other
hand, HAM generates recommendations using three factors:
users’ long-term preferences modeled from all previous items,
high-order association patterns modeled from a number of
most recent previous items and low-order association patterns
modeled from few most recent previous items. Our dataset
may not contain the long-term preferences and the association
patterns, and thus HAM may generate less meaningful recom-
mendations and thus have poor recommendation performance.
Table V also shows that HCFM consistently improves over
the second best method on all the evaluation metrics except
HR@20. In real applications, we prefer good performance with
small values k in HR@k, indicating that the correct recom-
mendations are on very top. Therefore, good performance on
HR@k, k < 20 is of more significance than that on HR@20.
In addition, HCFM has relatively high improvement (more
than 10%) over the second best results in terms of HR@4 and
HR@5. This indicates that HCFM can push the most relevant
search terms on very top of the recommendation list.
2) Overall Performance on Other Cut-off Times: Table VI
and Table VII presents the performance of the different meth-
ods on cut-off time 10/01/2014 and 04/01/2014, respectively.
They show similar trends as those in Table V, and HCFM
outperforms the baseline methods in terms of all HR metrics.
Further comparing Table V, Table VI and Table VII, we notice
that all the methods tend to have higher HR results in Table
VII (cut-off time 04/01/2014) than those in Table VI (cut-off
time 10/01/2014) and Table V (cut-off time 04/01/2015). This
is probably because there are fewer search terms (i.e., 1,065) in
the training set with cut-off time 04/01/2014 compared to those
with cut-off-time 10/01/2014 (i.e., 1,493) and those with cut-
off time 04/01/2015 (i.e., 1,915), as shown in Table II. Note
that in our experiments, the model will only recommend the
search terms that have appeared in the training set, and will not
recommend new search terms. Since generating recommenda-
tions from 1,065 search terms is more likely to hit the accurate
term by chance than generating recommendations from 1,915
search terms. Thus, HCFM is more likely to recommend
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TABLE VI: Performance Comparison with Cut-off Time 10/01/2014
method parameters HR@1 HR@2 HR@3 HR@4 HR@5 HR@10 HR@20
HGN 20 3 - 0.0854 0.1250 0.1437 0.1604 0.1833 0.2354 0.3083
HAM 30 1 3 0.0583 0.0854 0.1229 0.1521 0.1854 0.2396 0.3208
TptCF 0.1 0.1 0.1 0.0750 0.1146 0.1479 0.1708 0.1979 0.2729 0.3479
PTN - - - *0.1500 0.1500 0.1500 0.1500 0.1500 0.1500 0.1500
CoPM 32 0.05 - 0.1000 0.1500 0.1500 0.2000 0.2000 0.3000 *0.4000
HCFM 10 1 0.0 *0.1500 *0.2000 *0.2000 *0.2500 *0.2500 *0.3500 *0.4000
Improvement 50.00% 33.33% 33.33% 25.00% 25.00% 16.67% 14.98%
In this table, the best performance under each metric over all the methods is bold with *. The second best performance for under each metric over all the methods is
bold. The parameter columns of each method are corresponding to those in Table V.
TABLE VII: Performance Comparison with Cut-off Time 04/01/2014
method parameters HR@1 HR@2 HR@3 HR@4 HR@5 HR@10 HR@20
HGN 2 3 - 0.1458 0.1852 0.2075 0.2281 0.2556 0.2916 0.3688
HAM 25 0 3 0.0755 0.1578 0.2007 0.2367 0.2590 0.3002 0.3585
TptCF 0.1 0.1 0.7 0.1407 0.2024 0.2264 0.2436 0.2676 0.3276 0.3928
PTN - - - 0.2302 0.2374 0.2734 0.2950 0.3094 0.3094 0.3094
CoPM 32 0.05 - 0.3165 0.3453 0.3741 0.3957 0.4029 *0.4460 0.4820
HCFM 7 1 0.4 *0.3237 *0.3597 *0.4101 *0.4245 *0.4317 *0.4460 *0.5324
Improvement 7.20% 4.17% 10.42% 7.28% 7.15% 36.14% 10.46%
In this table, the best performance under each metric over all the methods is bold with *. The second best performance for under each metric over all the methods is
bold. The parameter columns of each method are corresponding to those in Table V.
TABLE VIII: Performance Comparison with Cut-off Time 10/01/2013
method parameters HR@1 HR@2 HR@3 HR@4 HR@5 HR@10 HR@20
HGN 25 3 - 0.0526 0.0643 0.0994 0.1053 0.1404 0.1637 0.2339
HAM 10 3 3 0.0468 0.0994 0.1637 0.1696 0.1988 0.2456 *0.3216
TptCF 0.1 0.1 0.7 0.0175 0.0234 0.0292 0.0351 0.0468 0.0760 0.1345
PTN - - - *0.1818 *0.1818 *0.1818 0.1818 0.1818 0.1818 0.1818
CoPM 32 0.05 - 0.0909 0.0909 0.0909 0.0909 *0.2727 *0.2727 0.2727
HCFM 10 1 0.0 0.0909 0.0909 *0.1818 *0.2727 *0.2727 *0.2727 0.2727
Improvement -50.00% -50.00% 11.06% 50.00% 37.17% 11.03% -15.21%
In this table, the best performance under each metric over all the methods is bold with *. The second best performance for under each metric over all the methods is
bold. The parameter columns of each method are corresponding to those in Table V.
search terms accurately with cut-off time 04/01/2014 than with
cut-off time 04/01/2015.
Table VIII presents the performance of the different methods
on cut-off time 10/01/2013. It shows that HCFM achieves the
best results in terms of HR@3, HR@4, HR@5 and HR@10,
and achieves the second best results in terms of HR@1 and
HR@20. In this experiment, PTN achieves the best HR@1,
HR@2 and HR@3 results. Furthermore, HAM achieves the
best result in terms of HR@20, and achieves the second best
results in terms of HR@2, HR@3, HR@5 and HR@10. In
this experiment, there are very few patients and search terms
in the training set and testing set, as shown in Table II. Due to
the data sparsity, the representations of search terms and ICD
9 codes may not be well learned, and thus it may cause both
HCFM and CoPM to have relatively poor recommendation
performance, and do not achieve significant improvement over
the baseline methods. Table VIII also shows that PTN has the
same values for all the HR metrics. This is probably because
there are sessions in which testing search terms do not appear
in the training part of the same sessions. Therefore, PTN is not
able to recommend the accurate search terms for such sessions
despite of the value of k.
Further comparing Table V, VI, VII and VIII, we notice
that HCFM tends to significantly outperform the baseline
methods when there is sufficient data for training, and would
not perform very well when data is very sparse. Overall, for
all three datasets, HCFM consistently outperforms the baseline
methods in terms of HR@3, HR@4, HR@5 and HR@10, and
achieves improvement of at least 4.56%, 7.28%, 7.15% and
5.54% over the second best method, respectively.
B. Parameter Study
For a parameter study, we evaluate the models with cut-off
time 04/01/2015 since there is sufficient training and testing
data with this cut-off time. We choose the set of parameter as
follows: ms=6, mc=2 and α=0.2, since HCFM achieves the
best HR@2, HR@3 and HR@5 with this set of parameters. To
conduct parameter study, we fix two out of three parameters
and evaluate the model with different values of the third
parameter. Table XI, X and IX present the results for parameter
study on HCFM on ms, mc and α, respectively.
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TABLE IX: Parameter Study of HCFM on ms (mc=2, α=0.2)
ms HR@1 HR@5 HR@10
1 0.0642 0.2110 0.3486
2 0.0642 0.2477 0.3303
3 0.0642 0.2202 0.3394
4 0.0642 0.2477 0.3394
[5, 9] 0.0642 0.2569 0.3394
10 0.0642 0.2477 0.3394
all 0.0642 0.2202 0.3394
In this table, the best performance for each metric is bold.
TABLE X: Parameter Study of HCFM on mc (ms=6, α=0.2)
mc HR@1 HR@5 HR@10
1 0.0642 0.2110 0.2844
2 0.0642 0.2569 0.3394
3 0.0642 0.2385 0.3394
4 0.0642 0.2294 0.3303
In this table, the best performance for each metric is bold.
TABLE XI: Parameter Study of HCFM on α (ms=6, mc=2)
α HR@1 HR@5 HR@10
0.0 0.0550 0.2477 0.3486
0.2 0.0642 0.2569 0.3394
0.4 0.0642 0.2569 0.3303
0.6 0.0734 0.2477 0.3211
0.8 0.0734 0.2569 0.3394
1.0 0.0917 0.2294 0.3119
In this table, the best performance for each metric is bold.
Table IX shows that HCFM achieves the best HR@5 result
with ms ∈ [5, 9] and the value of HR@5 decreases when ms
increases or decreases from the range. Recall that ms is the
number of previous search terms that are used to recommend
the next search term. The result here indicates that too few
previous search terms may not provide sufficient information
and too many pervious search terms may provide irrelevant
information for recommendation. Table IX also shows that
HCFM achieves the same HR@1 result with different ms
values. This indicates that increasing or decreasing ms values
may not be able to push the most relevant search terms to
the very top of the recommendation list, but can rank more
relevant search terms on top since HR@5 is improved when
choosing a proper ms.
Table X shows that HCFM achieves the same HR@1 result
with different mc values, achieves the best HR@5 with mc=2
and achieves the best HR@5 with mc=2 and 3. Recall that
mc is the number of previous encounters that are used to
recommend the next search term. Table X also shows that both
HR@5 and HR@10 decrease as mc increases or decreases
from 2 (or 3). This indicates that changing mc values may
not help HCFM to push the most relevant search terms on the
very top of the recommendation list, but when mc is set to a
small number (e.g., mc=2), HCFM can achieve its best results
in terms of HR@5 and HR@10.
Table XI shows that when α (Equation 8) increases, HR@1
increases, and HR@10 tends to decrease. Furthermore, HCFM
achieves the best HR@5 results with α equal to 0.2, 0.4, 0.8.
Recall that with α set to 1.0, HCFM only uses previous search
terms to generate recommendations, and with α as 0, HCFM
only uses previous encounters for recommendation. This indi-
cates that having more weights on previous search terms can
increase HR@1 performance, but hurt HR@10 performance,
whereas adding more weights to previous encounters can
hurt HR@1 performance, but improve HR@10 performance.
This is probably because using previous search terms can
push the most relevant search terms to the very top of the
recommendation list, thus, HCFM can achieve the best HR@1
result with ms equal to 1.0. However, only using previous
search terms overlooks encounters’ information, which may be
highly relevant to clinicians’ searches. Therefore, HCFM can
push more relevant search terms on top, and achieves the best
HR@10 with ms equal to 0. When using both previous search
terms and previous encounters, HCFM is able to achieves the
best HR@5 results.
C. Analysis on Length of Search Sessions
TABLE XII: Statistics on Lengths of Sessions
length of sessions min max mean
top 20% shortest sessions 2 2 2
top 20%-40% shortest sessions 3 5 3.95
mid 40%-60% sessions 6 8 6.76
top 20%-40% longest sessions 9 24 15.04
top 20% longest sessions 26 202 62.75
We evaluate HCFM on sessions of different sequence
lengths in order to better understand the influence of the ses-
sion lengths and information content on the recommendation
performance. Specifically, we first divide the sessions in the
testing set into five groups based on the session lengths. Table
XII presents the statistics of the lengths of search sessions
in our experiments. For each group, we present the min
length, max length and average length of the sessions. In this
experiment, we include all the previous searches for the next
search term recommendation, therefore, we set ms as “all”
in HCFM. Given ms as “all”, mc=2 and α=0.8 enable the
best performance of HCFM, as shown in Table V. Thus, we
select ms=“all”, mc=2 and α=0.8 as the parameters in our
experiment. In addition, ms=6, mc=2 and α=0.2 in HCFM
achieve the best HR@2, HR@3 and HR@5 results, as shown
in Table V. For comparison purposes, we also add this set of
parameters in our experiment. Finally, in order to understand
the effects of parameter α, we add another two parameter
settings for HCFM including ms=“all”, mc=2, α=0.2; and
ms=6, mc=2, α=0.8, that is, with α varying and the other two
fixed from the above two parameter settings, respectively. We
present the results of these four parameter settings in Figure
5a, 5b, 5c and 5d, respectively.
Figure 5a, 5b, 5c and 5d show the results in terms of HR@1,
HR@5 and HR@10 for the five groups of search sessions.
The four figures show similar trends, that is, top-20%-40%
longest sessions achieve the best performance, and the top-
20% longest sessions achieve the worst. This indicates that
previous search terms from long time ago may not represent
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(d) Parameter Settings: ms=6, mc=2, α=0.2
Fig. 5: Performance Comparison for Sessions with Different Lengths
the information that the clinicians intend to search at the
time of recommendation. Furthermore, groups with top-20%
shortest sessions, top-20%-40% shortest sessions and mid-
40%-60% sessions achieve similar HR@1 and HR@10, and
are all much worse than those with top-20%-40% longest
sessions. This indicates that too few search terms may not
contain sufficient information to produce accurate search term
recommendations, while the top-20%-40% longest sessions,
that is, the sessions with length from 9 to 24 (Table XII), can
achieve accurate recommendations with adequate search term
information.
Moreover, HCFM with ms as “all” and ms=6 show a
similar trend. Specifically, for the sessions with length less
or equal to 6 (i.e., top-20% shortest sessions and top-20%-
40% shortest sessions), HCFM with the two parameter settings
have identical results. This is because when ms is larger
than the number of all previous search terms in the current
session, we will use all the search terms to recommend the
next search term. In this case, ms=6 will have the same results
as ms=“all”. For the sessions of mid-40%-60% lengths, given
that their average length is 6.76 as shown in Table 5, the 6
most recent searches constitute 88.76% of a search session on
average. Thus, using the 6 most recent searches in a session
shows similar trends as using all previous searches for these
sessions. For the top-20%-40% longest sessions, the average
length is 15.04 as shown in Table 5, and the 6 most recent
searches constitute 39.90% of a search session on average.
Furthermore, comparing Figure 5a and 5c, Figure 5b and 5d,
we notice that using previous 6 searches achieves significant
improvement compared to using all previous searches in term
of HR@5 for top-20%-40% longest sessions. This indicates
that although using the most recent 6 searches discards a
lot of information in a session, the most recent, pertinent
information still retains in these sessions and thus enables
superior recommendation performance of HCFM. For top-
20% longest sessions, the average length is 62.75 as shown
in Table 5. For these sessions, the most recent 6 searches on
average constitute 9.56% of a search session. Therefore, using
the most recent 6 searches for recommendation may lose too
much information and may have equally bad recommendation
results as using all the previous searches, which, on the other
hand, may contain too much irrelevant information.
D. Case Study
We present a case study based on the results in Sec-
tion VI-C. Specifically, we extract top-20%-40% longest ses-
sions (as shown in Table 5) and divide the sessions into
two groups: top-5 hit group and top-5 miss group, based on
whether their testing search terms are correctly recommended
among top 5 or not. It turns out that each group has 12
sessions. We examine the testing search terms of each group
and investigate the following two questions: (1) is the testing
search term frequently searched? and (2) has the testing search
term appeared earlier in a same session? Table XIII presents
the testing search terms and how many times they are searched
on all patients in our dataset (i.e., including training set and
testing set). Table XIII also shows the percentage of search
sessions that have a corresponding testing search term. Table
XIII shows that for top-5 hit group, all the search terms in
the testing set are frequently searched, and are searched for
at least 200 times. However, for top-5 miss group, only 3
search terms in the testing set are searched for over 200 times,
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TABLE XIII: Testing Search Terms and Frequencies
Top-5 Hit Group Top-5 Miss Group
Term Freq (%) Term Freq (%)
hiv 2,144 (33.33) cbc 542 (8.33)
a1c 854 (8.33) troponin 371 (8.33)
creatinine 709 (8.33) ct 224 (8.33)
weight 706 (8.33) neurol 119 (8.33)
ekg 634 (8.33) operation 101 (8.33)
cbc 542 (8.33) culture & blood 79 (8.33)
bmp 475 (8.33) hep 51 (8.33)
inr 431 (8.33) cytol 45 (8.33)
pap 279 (8.33) prealb 40 (8.33)
tspot 31 (8.33)
aldo 14 (8.33)
form 5 (8.33)
In this table, Top-5 Hit Group is the group in which testing search terms are
among top-5 recommendations; Top-5 Miss Group is the group in which testing
terms are not among top-5 recommendations; “Freq” indicates how many times
each term is searched on all the patients; “%” is the perentage of search sessions
that have a corresponding testing search term among all the search sessions in
each group.
and 7 search terms are searched for less than 100 times. This
shows that if the testing search term is frequently searched,
the model is more likely to generate accurate recommendations
for this search term. On the other hand, if the testing search
term is infrequently searched, it is hard for the model to
generate accurate recommendations. Moreover, in top-5 hit
group, 75.00% of the sessions have their testing search terms
also appear earlier in the same sessions, whereas in top-5 miss
group, only 41.67% of the sessions have the testing search
terms in the earlier part of the same sessions. This indicates
that for each session, if the testing search term has appeared
earlier in the same session, HCFM is much likely to generate
accurate recommendations for this search term.
VII. CONCLUSION
In this manuscript, we developed a model named Hybrid
Collaborative Filtering model using encounter information
for search term recommendation (HCFM) for clinicians. The
HCFM model generates recommendations for the next search
using two factors: previous search terms and previous encoun-
ters. Specifically, HCFM recommends the terms that have high
co-occurrence frequencies with the most recent ICD codes
and are highly relevant to the most recent search terms for
the next search. We conduct comprehensive experiments on
different datasets to compare the proposed model with the
state-of-the-art baseline methods. The experimental results
demonstrate that the proposed model can outperform all the
baseline methods with improvement of at least 4.56%, 7.28%,
7.15% and 5.54% over the second best results in terms of
HR@3, HR@4 , HR@5 and HR@10, respectively, on different
datasets with different sparsities. We have also conducted
comprehensive parameter studies to analyze the impact of the
two factors. The experimental results show that when using the
most recent previous 5 to 9 search terms and the most recent
previous two encounters, with the weight of previous search
term factor between 0.2 and 0.8, HCFM is most likely to
generate accurate search term recommendations. Furthermore,
we evaluated the HCFM model on individual session groups
divided by session length. The experimental results show that
the search sessions with length from 9 to 24 are more likely
to have better performance than a shorter or longer session.
Finally, we conducted a case study to better understand the
performance of HCFM, and concluded that the HCFM model
tends to have better performance if the testing search term is
frequently searched and has appeared in a same search session
before.
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