Exposure to whole-body vibration (WBV) is associated with a wide variety of health disorders and as a result WBV levels are frequently assessed. Literature outlining WBV accelerations rarely address the calibration techniques and procedures used for WBV sensors to any depth, nor are any detailed information provided regarding such procedures or sensor calibration ranges. The purpose of this paper is to describe a calibration method for a 6 DOF transducer using a hexapod robot. Also described is a separate motion capture technique used to verify the calibration for acceleration values obtained which were outside the robot calibration range in order to include an acceptable calibration range for WBV environments. The sensor calibrated in this study used linear (Y = mX) calibration equations resulting in r 2 values greater than 0.97 for maximum and minimum acceleration amplitudes of up to ±8 m/s 2 and maximum and minimum velocity amplitudes up to ±100 • /s. The motion capture technique verified that the translational calibrations held for accelerations up to ±4 g. Thus, the calibration procedures were shown to calibrate the sensor through the expected range for 6-DOF WBV field measurements for off-road vehicles even when subjected to shocks as a result of high speed travel over rough terrain.
Introduction
With technological advancements, the detail and complexity of the measurements researchers are able to undertake has increased. This is exemplified in the field of whole-body vibration (WBV). The most recent publication of the ISO 2631-1 standard outlines the measurement of WBV in 6 degrees-offreedom (DOF), and some researchers have suggested that 12 DOF measurements should be performed [1] . Thus, measurements in translational axes X-, Y -, and Z-as well as rotational axes roll, pitch, and yaw (about X-, Y -, and Z-axes, resp.) are required. Exposure to excessive levels of whole-body vibration is associated with decreased worker performance and injury [2] ; the vibration limits described in the International and British standards ( [3] and BS 6841 [4] , resp.) and European Directive 2002/44/EC, are important benchmarks for assessing human exposure to whole-body vibration [5] . Compliance with the ISO and BS standards is recommended for reducing the risk of workplace injury. In contrast, the European Directive mandates that health surveillance is compulsory for workers exposed to vibration levels that exceed the daily exposure action values. This progression from assessment to compulsory surveillance has motivated increased vibration measurements in the workplace. The movement to 6-DOF and 12-DOF measurements has increased the complexity of the sensors used to measure WBV.
In some WBV environments, there may be transients (or shocks), which by definition are sudden changes in accelerations [2] . Off-road vehicles are likely often subjected to shocks as a result of high speeds over rough terrain [6, 7] . Based on forestry skidder WBV literature, the WBV transducer is required to record peak accelerations of no less than 7.08 ± 3.48 m/s 2 [6] or no less than 3.32 ± 1.42 m/s 2 [8] at 2 Advances in Acoustics and Vibration the operator seat interface (OSI) in the translational axes. The reported dominant frequency band was 2.5 Hz at the chassis [9] . In contrast, accelerations at the OSI of up to 11.73 m/s 2 have been reported for heavy haul dump trucks [10] . These published values have been weighted according to various versions of the ISO 2631-1 standard. Accordingly, since the ISO 2631 frequency weightings attenuate the acceleration signals according to the sensitivity to vibration at various frequencies, it is therefore important to calibrate the WBV sensors for a larger amplitude range than reported in these papers. This should be done to ensure that there has been no underestimation of the actual recorded field accelerations which may be attenuated at certain frequencies during the weighting process.
In the field of WBV, the literature outlining WBV accelerations rarely address the calibration technique/procedures used for WBV sensors to any depth, nor is any detailed information provided regarding such procedures or sensor calibration ranges. Therefore, the purpose of this paper was to describe a simple calibration method for a 6 DOF OSI transducer used for WBV measurements. Also described is a separate technique used to verify the calibration for acceleration values obtained which were outside the robot calibration range in order to include an acceptable calibration range for WBV environments.
Methodology
A seat-pad transducer (SPT) used for WBV measurements at the OSI was calibrated in two phases. The first calibration phase used a 6-DOF robot to generate the calibration equations for each DOF. The second phase was used to confirm that the robot determined calibration equations would hold outside of their calibrated range. This larger acceleration range was designed to represent the range of vibrations observed in forestry skidders. The SPT was designed to be compact and flat to remove pressure points as it was to be used at the OSI in the field to measure WBV. The sensor was built at the University of Guelph (Guelph, Ontario, Canada) using two Analog Devices (Analog Devices Inc., Norwood, Massachusetts, USA) ADXL320EB biaxial accelerometers measuring the X, Y , and Z axes and three Analog Devices ADXRS150EB rate gyroscopes to measure roll, pitch, and yaw. The ADXL320EB accelerometers were rated for ±5 g (±10%) and the ADXRS150EB gyroscopes were capable of recording ±150
• /s velocities. The accelerometers and gyroscopes were mounted to evaluation boards to simplify mechanical attachment, relative alignment and wiring. The accelerometers and rate gyroscopes were orthogonally placed in a Delrin plastic casing to monitor the roll, pitch, and yaw axes. For both calibration phases, a 12-bit SOMAT Series 2001 Field computer (nCode International Inc., Southfield, Michigan, USA) collected raw device voltages at a sampling rate of 500 Hz.
Experiment Setup.
The first phase was the low g (LG) calibration (maximum and minimum amplitude values of: ±1 to ±8 m/s 2 and ±10 to ±100
• /s) to determine the calibration equations using a 6-DOF robot. The second phase was used to assess the sensor calibration previously determined in the LG calibration using an expanded range of WBV values in order to validate the calibration values determined in the LG calibration. The range consisted of the expected field range for WBV measurements of forestry skidders. The high g (HG) calibration used a vibration table and an optical motion capture system. The sensor was zeroed before each axis was tested in order to eliminate orientation bias.
Low g (LG)
Calibration. The LG calibration was completed using a Parallel Robotics System Corporation (PRSCO) R2000 6-DOF robot (Parallel Robotic Systems Corporation, Hampton, New Hampshire, USA). The PRSCO was calibrated by PRSCO for repeatability and accuracy (within 24 µm), and accuracy (within +24/−38 µm) for travel in the X, Y , and Z axes. Sinusoidal acceleration and velocity profiles were created as inputs to the PRSCO. The acceleration profiles were developed to achieve acceleration amplitudes between ±1 and ±8 m/s 2 for the translational axes (X, Y , Z) at known frequencies (Table 1 ) and were double integrated using the trapezoid rule prior to implementation on the robot. The profiles were integrated into displacement form as the robot requires displacement inputs. For pitch, roll, and yaw, a single integration was required, since the sensors for these axes monitor angular velocity. Angular velocity profiles ranged between ±10 and ±100 • /s at frequencies between 0.5 and 5 Hz as shown in Table 2 . The sensors were placed in the centre of the PRSCO 6DOF robot platform which reproduced the known displacement profiles. The sensors were oriented such that the axis of interest was aligned such that the PRSCO robot would have the largest movement displacement allowing higher accelerations and angular velocities to be produced. The experimental Setup is shown in Figure 1 .
High g (HG)
Calibration. The LG calibration calibrated up to ±100
• /s, which exceeded the expected field The sinusoidal minimum and maximum angular velocity amplitudes and corresponding frequencies used to calibrate the gyroscopes (roll, pitch, yaw) using displacement profiles on a Parallel Robotics System Corporation Robot six-degree-of-freedom robot.
Velocity (
Frequency ( requirements for the gyroscopes, but did not encompass the entire expected field requirements for the accelerometers. Thus, a second stage was completed to calibrate the accelerometers up to and including approximately ±4 g minimum and maximum acceleration amplitudes at frequencies between 10 and 35 Hz. An All American vibration fatigue testing machine (VTM) (All American Tool & Mfg. Co., Illinois, USA) was used to calibrate at HGs. This vibration machine is only able to move in the Z-axis, thus the axis being tested was oriented with respect to the Z axis for each of the accelerometer axes as shown in Figure 2 . The SPT movement on the VTM was recorded using three VICON M 2 m cameras from a VICON 460 Motion Capture System (VICON Motion Systems, Centennial, CO, USA) and simultaneous data were recorded from the SPT. The experimental Setup is shown in Figure 3 . The various accelerations were tested by changing the VTM using an analog frequency setting dial (between approximately 10 Hz and 35 Hz) and peak-topeak displacements (between approximately 1.27 mm to 5.08 mm) outlined in Table 3 . The accelerations tested for HG calibration verification included and exceeded the accelerations determined at the LG accelerations which were used to generate the calibration equations. The VICON 460 M 2 m cameras were previously validated for vibration measurements of displacements greater than 1 mm to contain less than 5% error for frequencies between 3 and 30 Hz [11] .
Four, 14 mm diameter spherical reflective markers were adhered to the sensor/vibration table using double-sided tape such that all M 2 m cameras had full view of the markers. The cameras were oriented in an umbrella fashion ( Figure 4 ) often used in gait analysis [12] . The cameras recorded the X, Y , and Z lab coordinates of the reflective markers for each trial and were sampled at 500 Hz for 10 seconds. The VICON system was calibrated statically and dynamically in the measurement volume to minimize error due to the optical distortion phenomena [13] . The calibration residuals (error) were less than 1 mm during the calibration of the VICON motion capture system.
Data Analysis

Calibration at Low g Values.
The raw dynamic calibration data from the SPT were then second-order low pass Butterworth filtered at a cut-off frequency of 10 Hz (two times the highest expected signal frequency of 5 Hz as shown in Tables 1 and 2 ) such that the Nyquist rate was exceeded. The acceleration and velocity known input profiles were then aligned with the sensor voltage output for the translational and rotational axes, respectively. The calibration equations were determined for each sensor and each axis independently. The calibration equations were determined to be of the form Y = mX for all 6-DOF for the SPT, where Y refers to the calibrated output and X refers to the recorded voltage. The zero offset values are not presented, since they are easily identified and calculated from the resting transducer voltages.
Translational Acceleration Data Validation at High g (HG)
Values. The sensor voltages and raw digitized VICON 3D coordinates were second-order zero lag low pass Butterworth filtered at a cut-off frequency of two times the frequency set on the VTM. The calibrations determined from the LG calibration were applied to the filtered sensor voltages and then compared to the double-differentiated, filtered VICON displacement data for the three translational axes (X, Y , Z). Five individual cycles of double-differentiated VICON displacement data and sensor data were manually aligned using peak acceleration values. Maximum and minimum acceleration amplitudes as well as r 2 values were determined from the VICON and SPT data for five individual cycles at each VTM setting outlined in Table 3 . In addition, the corresponding percent error was determined for the difference between the sensor maximum and minimum acceleration amplitude and VICON maximum and minimum acceleration amplitude, where the VICON data were taken to be the gold standard. The overall average (n = 5) was reported using the five single cycle values. This was completed for each of the VTM settings listed in Table 3 . The expected acceleration profile is shown (VTM) alongside the accelerations determined using the seat-pad transducer (SPT) and VICON for a high g test with a peak-to-peak displacement of 3.81 mm and frequency setting of 15 Hz.
Results
The SPT calibration equations are shown in Table 4 . The calibration equations fit the LG calibration data with r 2 values of greater than 0.997 in all 6-DOF. When the LG calibration equations were applied to HG data and compared to VICON determined accelerations, the accuracy of the sensor was shown to generally produce less than 10% error. The largest error between the VICON and the system gold standard SPT data was approximately 12% (under 6 m/s 2 ). This error was less than 12% at both the maximum and minimum peaks. For the largest acceleration values, the SPT recorded acceleration amplitudes of approximately ±45.63 m/s 2 and VICON predicted accelerations of ±51.58 m/s 2 . The r 2 values exceeded 0.9 in all translational axes at all acceleration levels tested at the HG levels as shown in Table 5 . The effects of using VICON in addition to the known VTM settings were visually assessed, an example of which is shown in Figure 5 . As can be seen in the figure, there is a shift between the VTM and the SPT which is not constant over time. In contrast, the SPT and VICON data are well aligned. There was minimal cross-talk encountered in the SPT (Figure 6 ). Cross-talk was determined by expressing the rms of the individual axes as a percent of the rms of the vibration axis (mean ± SD). For the representative data presented in Figure 6 , cross-talk for the translational vibration axes was 7.7 ± 2.5%, while for the rotational vibration axes, cross-talk was 1.7 ± 0.6%.
Discussion
The LG calibration method produced near perfect calibrations which held throughout the expected field range as shown through the HG data verification ( Table 5 ). The errors encountered in the LG and HG acceleration values showed no apparent trends based on frequency or displacement ( Table 5 ). The errors shown in Table 5 were based on the VICON double-differentiated accelerations as it appeared that the true acceleration was different than the dial settings of the VTM ( Figure 5 ) to introduce a phase lag between the VTM and the VICON and SPT accelerations. In the interest of keeping the required calibration time minimal, the VTM was not calibrated. The calibration method being developed is more widely applicable when using any vibration table alongside a calibrated optical measurement system. Because the VTM was not calibrated, the accuracy of analog frequency settings and displacements were not validated. This is likely the reason for part of the shift between the VTM and SPT data shown in Figure 5 . The VTM data ( Figure 5 ) were determined using the manual settings (peak-to-peak displacement and frequency) to determine the expected acceleration of the VTM. This is also why the VTM data were not included in the calibration verification process and why the VICON Motion Capture System was used.
The VICON motion capture system is not without issues. It has been noted that any measurement error in 3-D marker coordinates may propagate unpredictably [13] . For example, the double differentiation may have also introduced high frequency errors which result from small errors in displacement data [14] . The data were low pass filtered so it is believed any error resulting from the double differentiation was minimized. The calibration data determined at LGs were applied to the SPT data, and compared to the VICON data with good results. It was shown in Figure 5 that the VICON and SPT accelerations are aligned, and the results in Table 5 indicate that the calibration determined at the LGs was successfully applied to HG accelerations. The findings of this study in the HG portion compare with previous literature which found the difference between the VICON measurements and accelerometer data was less than 5% absolute error for displacements greater than 1 mm for frequencies between 3 and 30 Hz [11] . This error value does not seem unreasonable, as they are extremely small and fast motions (i.e., 1 mm at 30 Hz). It is also possible that the errors reported by Jack et al. [11] may have resulted from the double differentiation process [14] .
The purpose of the work was to provide a simple and reasonably fast calibration procedure and the procedure presented satisfied both constraints. In the future, a multiple resolution cross-correlation technique [15] could be used to automate data alignment which would streamline the alignment portion of the procedure. Other studies which have utilized a robot to calibrate accelerometers have relied on complex mathematical analyses. Renk et al. [16] developed a kinematic model which could be used by a 6-DOF robot arm to calibrate accelerometers. Kinematic model development required detailed math, whereas the PRSCO 6-DOF robot utilized in the current study requires simple sinusoidal equations and integration techniques. Others have reported instances where 6 [17] or 9 [17, 18] linear accelerometer sensors were used to quantify 6-DOF movements in the field of biomechanics kinematic measurements. The calibration of these sensors requires the use of more complex mathematics than those required by the sensor and calibration procedure presented in this paper. The method outlined in the current paper can be used for WBV transducer calibration, as well as for almost any sensor measuring translational or rotational displacements, velocities, accelerations, or jerk. The method has been used successfully by our research group to quantify 6-DOF OSI and chassis accelerations in forestry skidders [19, 20] .
In addition to the ease with which this calibration can be completed, the incorporation of the VTM for verification allows for comparisons between the sensor and VICON at various frequencies and displacements that exceed the PRSCO robot's capabilities. The inclusion of a dynamic calibration allows for more data points to be added to the data set. The increased number of data points likely increased the accuracy of the calibration equation compared to a simple static calibration procedure alone. In this case, the calibration verification was quick with more emphasis placed on the relationship between the VICON double differentiated displacements and the SPT accelerations. The HG data verification was included to confirm that the calibration determined easily at LG values did hold throughout the expected field testing range.
The methods outlined in this paper required little time, approximately three hours for the LG and five for the HG calibrations, including VICON Setup and calibration. The data Advances in Acoustics and Vibration 7 processing took approximately 15 hours. Thus, a comprehensive calibration using a wide range of accelerations and angular rotations for a 6-DOF motion sensor may be performed in a reasonable amount of time by using the methods outlined in this paper.
Conclusions
This study described a method for calibrating multi-DOF sensors. The sensor calibrated in this study employed linear (Y = mX) calibration equations resulting in r 2 values greater than 0.97 for maximum and minimum acceleration amplitudes of up to ±8 m/s 2 and maximum and minimum velocity amplitudes up to ±100
• /s. These calibrations in the translational axes were shown to hold for accelerations up to approximately ±4 g. Thus, procedures calibrated the SPT sensor through the expected range for 6-DOF WBV field measurements.
