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1. INTRODUCTION 
The importance of the theory of variational inequalities is well documented in the literature, due 
to the large number of applications in various fields of mathematics including game and economic 
theory, complementarity problems, network equilibrium problems, optimization problems and 
many others (see, for instance, [l-12], and the references therein). 
We recall that given a nonempty subset C of Rn and a map g : C + R”, the classical 
variational inequality problem (see [2]) associated with C and g (in short, VI(C, g)) is to find 
x* E C such that 
(9(x:*),x - z*) L 0 for all z E C, 
where (., .) is the usual scalar product of R” which induces the Euclidean norm 11 . 11. 
Recently, the following extension of problem VI(C, g) was introduced in [ll]: given two sub- 
sets C and E of R” and RP, respectively, two multifunctions L : C --+ 2c and F : C -t 2E, two 
single-valued maps 6 : C x E -+ Rn and T : C x C -+ R”, find (x*, y*) E C x E such that 
Z* E L(x*), y* E F(z*) and (e(s*,y*),~(x,~*)) 20 for all 2 E L (x*). (1) 
Applications of problem (1) to nonconvex minimization problems, generalized dual problems 
and saddle point problems, and various equilibrium problems were also illustrated in [ll]. We 
note that problem (1) also extends the classical generalized quasi-variational inequality problem 
introduced in [l] (p = n, E = Rn, 0(x, y) = y, T(U, x) = u - CC). Applications of this latter 
problem to the generalized Nash equilibrium problem, traffic assignment problem, spatial price 
equilibrium problem and Walrasian equilibrium problem are well discussed in [2]. 
In this paper, we are interested in the following further extension of problem (1): given two 
subsets C and K of R” and Rm, respectively, two multifunctions L : C 4 2c and T : C 4 2K, 
and a single-valued function $J : C x K x C --) R, find x* E C such that there exists y* E K in 
such a way that 
2* E L(s*), y* E T(x*) and @(~*,y*,v) 2 0 for all 2, E L(x*). 
tip-t by h&-W 
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We say that such a point x* solves the implicit generalized quasi-variational inequality problem as- 
sociated with (C, K, T,L,$) (in short, IGQVI(C, K,T, L, 4)). The problem IGQVI(C, K,T, L,qb) 
reveals to be very general and unifying, since, as a matter of fact, all the existing finite-dimensional 
extensions of problem VI(C, g) ( see, for instance, [1,2,10,11,13-171) can be derived as special csses 
of the problem IGQVI(C, K, T, L, 4). 
Another problem which is in close connection with variational inequalities is the generalized 
complementarity problem. We now recall it in the general form introduced in [12]. Let C be 
a closed convex cone in Rn, E C RP, F : C --) 2E and V : C -+ 2c two multifunctions 
(V is assumed to be cone-valued), m : C -+ C and 0 : C x E -+ Rn two single-valued maps. 
Then the generalized complementarity problem associated with C, E, F, V, m and B is to find 
II: E m(x) + V(x) and y E F(z) such that 
0(x, y) E V(x)* and @(xc, Y), 2 - m(x)) = 0, (2) 
where V(x)* = {u e Rn : (u,v) 2 0, Vu E V(x)}. Such general formulation extends and unifies 
several previous formulations (see for instance [1,2,12,18-201). A s remarked in [12], several Kuhn- 
Tucker stationary point problems for nondifferentiable mathematical programming problems can 
be cast into the form (2). As shown in [12], problem (2) is equivalent to problem (l), with 
L(x) = m(z) + V(z) and r(u, z) = u - z. 
A fundamental result in the theory of complementarity problems is the following basic theorem 
of complementarity for the problem VI(C, g), first established by Eaves. 
THEOREM 1.1. (See 121, Theorem 31.) Let z be a positive vector in R”, g : R” --) Rn a 
continuous function. For each t E R+, let D(t) = {z E RT : (x, z) I t}. 
Then there is a closed connected set S in Rn such that 
(a) for each z E S, there is t E R+ such that x solves VI(D(t),g); 
(b) for each t E R+, there is x E S which solves VI(D(t), g) . 
Furthermore, S can be chosen so that it is maximal or minimal. 
Theorem 1.1 was extended by Kojima [22], who considered D to be a continuous and i&one 
multifunction with compact convex values, such that D(0) = {Onn} and UtER+ D(t) is closed. A 
slightly more general version was established by Saigal [19, Theorem 4.11. Later, a nice extension 
of these results was given by Yao [23, Theorem 2.21, who established a very general theorem of 
complementarity for a special case of problem (1) (L(x) z C). For the general case of prob- 
lem (l), the result was recently proved in the paper [24, Theorem 3.11, where applications to the 
generalized complementarity problem and to problem (1) itself were also presented. 
Our aim in this paper is to establish a very general theorem of complementarity for the problem 
IGQVI(C,K,T,L,$) h’ h w ic unifies and deeply extends all the above results. As an example of ap- 
plication, an existence result for the quasi-equilibrium problem introduced in [14] over unbounded 
sets is derived. 
2. PRELIMINARIES 
Let X, Y be two metric spaces. We recall that a multifunction F : X + Y is lower semicon- 
tinuous (respectively, upper semicontinuous) on X if for any open (respectively, closed) R C Y 
the set {Z E X : F(z) II 0 # 0) is open (respectively, closed) in X. The graph of F is the set 
{(z, y) E X x Y : y E F(x)}. W e recall the following basic facts (for more details on multifunc- 
tions, we refer to [25,26]): 
(a) if the graph of F is closed, then F has closed values; 
(b) if the graph of F is closed and Y is compact, then F is upper semicontinuous; 
(c) if F is upper semicontinuous with nonempty closed values, then the graph of F is closed; 
(d) if F is upper semicontinuous with nonempty compact values, then F(E) = lJIEE F(x) is 
compact for each compact set E 2 X; 
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(e) if F has nonempty values, then F is lower semicontinuous in X if and only if for any 
sequence {zk} in X converging to a point z E X, and for each y E F(z), there exists a 
sequence {yk} in Y converging to y such that yk E F(zk) for all k E N. 
Let R+ = [0, +co[, and let C 5 Rn. A multifunction D : R+ x C + 2c is said to be isotone 
if for each 5 E C one has D(tl, z) c D(tz, X) whenever tl 5 t2. 
If E & R”, we say that E is contractible if there exists 5 E E and a continuous map h : 
E x [0,1] + E such that h(z,O) = z and h(z, 1) = z for all z E E. Of course, each convex set is 
contractible. 
Finally, if r 2 0 we put B,(r) = {zr E R” : ]]lc]] 5 r} ( we shall write only B(r) when it will not 
generate confusion). 
3. RESULTS 
Before giving our main result, we recall the following fact which will be crucial in the sequel. 
It follows at once from [23, Lemma 2.11, by taking into account [27, Proposition 2.11. 
LEMMA 3.1. Let A C Rn be a nonempty, compact and convex set. Let t E R+ and let Cp : 
A x [0, t] 4 2 A be an upper semicontinuous multifunction with nonempty compact contractible 
values. Then there exists a connected set W C A x [0, t] which intersects both A x (0) and 
A x {t}, and such that 2 E @(z, t) for all (2, t) E W. 
Our main result is the following. 
THEOREM 3.2. Let C, K be nonempty, closed and convex subsets of R” and Rm, respectively. 
Let T : C 4 2K and D : R+ x C ---) 2c be two multifunctions, 4 : C x K x C ---f R a continuous 
single-valued function. Assume that: 
(9 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vii) 
T is upper semicontinuous with nonempty compact contractible values; 
$(z, y,z) > 0 for all (z, y) E C x K; 
the multifunction D : R+ x C -+ 2 c is lower semicontinuous with closed graph; 
D is isotone and D(O,z) = {OR”} 2 C for all x E C; 
the set {X E C : cr E lJtER+ D(t,z)} is closed; 
for each t E R+ the set lJsEC D(t, X) is bounded; 
for each fixed (2, y, t) E C x K x R+ the set 
is contractible. 
Then there is a closed connected set S in C such that 
(a) each 5 E S solves IGQVI(C, K, T, D(t, .), 4) for some t E R+; 
(b) for each t E R+, there is an z E S which solves IGQVI(C, K,T, D(t, .), $). Further- 
more, S can be chosen so that it is maximal or minimal. 
PROOF. For the reader’s convenience, we divide the proof into steps. 
FIRST STEP. We claim that for each t E R+ the set 
U(t) = {z E C: z solvesIGQVI(C,K,T,D(t, e),$)} 
is nonempty and compact. To see this, fix t E R+, and choose Mt 2 0 such that lJzEC D(t,z) C_ 
B(M,) (see (vi)). Let C, = CnB(M,). Since Ct is compact and convex, T(Ct) is compact (by (i)) 
and UrECt D(t,z) G C,, it is not difficult to realize, taking into account [27, Proposition 2.11, 
that all the assumptions of Theorem 3.1 of [ll] are satisfied. Hence, there exists z* E Ct such 
that z* E D(t, z*) and there exists y* E T(z*) such that 4(x*, y*, z) 2 0 for all z E D(t,s*). 
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Hence, x* E V(t) which is nonempty. Also, observe that by the definition of U(t) we have 
V(t) c_ UZEC D(t,z) C Ct; hence U(t) is bounded. Now, let {&} be a sequence in U(t) 
converging to 6 E Ct. Since for all k E N we have 2llk E D(t,zi&), by (iii) we get 2zI E D(t,@). 
For each k E N, let & E T(?&) such that 4(&, &, V) 2 0 for all v E D(t, 27/k). Since the sequence 
{&} is contained in the compact set T(Ct), we can assume {&} --) @ E T(C,). Since the graph 
of T is closed, we have g E T(G). Let .Z be any point in D(t, 271). By the lower semicontinuity 
of D, there exists a sequence {.&} in C such that {.&} -i 5 and .& E D(t,?&) for all k E N. In 
particular, we have (6(6k,&,&) 2 0 for all k E N. The continuity of 4 implies $(G,fl, 5) 2 0, 
hence G E U(t). Therefore, U(t) is closed and bounded, hence compact. 
SECOND STEP. We claim that the set X = lJteR+ U(t) is closed. To see this, let {zk} be a 
sequence in X converging to some Z E C. By the definition of X, for each k E N there exists 
tk E R+ such that xk E u(t,). Hence, in particular, We have xk E D(tl,, xk) c UtER+ D(t, xk). 
By assumption (v) we get ?? E lJtER+ o(t,Z). Therefore, the set {t E R+ : T E D(t,T)} is 
nonempty. Put 
?=inf{tER+:fED(t,Z)}, (3) 
and let us show that z solves IGQVI(C, K, T, I?@, .), 4). First, observe that since the graph of D 
is closed by assumption, (3) implies Z E D(?,Z). For each k E N, choose yk E T(zk) such that 
$(zk,Ykru) 2 0 fOi- all 21 E D (&, Zk) (4 
(of course, such yk exists since zk E U(tk)). Now, let A = (U&N{2k}) U {z}. Since {xk} --t z, 
the set A is compact; hence, by (i), the set T(A) is compact. Therefore, without loss of generality 
we can assume that {yk} converges to some jj E T(A). Due to (i), T has closed graph, hence 
5 E T(3). Now, let z be any point in D(&Z), and let us show that #@,g, z) 2 0. For each 
k E N, let ak = min{tk,z}. Since the whole sequence {Uk} lies in [O,t], without loss of generality 
we can assume that {Uk} converges to some s E [O,?]. We claim that s = 2. Arguing by 
contradiction, assume s < 3. Hence, we have f& = tk for sufficiently large k, and thus {i!k} --i s. 
Since for each k E N we have Xk E @tk,xk), by assumption (iii) we get a: E D(s,f), which 
contradicts (3). Therefore, we have (uk} + Z. By the lower semicontinuity of D (see (iii)), there 
exists a sequence {zk} in C such that {zk} --) z and z.!$ E D(Uk, zk) 2 D(&, xk) (see (iv)) for all 
k E N. By (4) we have that #)(zk,yk, zk) > 0 for all k E N; hence, by the continuity of 4, we 
have +(z, 3, z) 2 0. Thus, ZE solves IGQVI(C, K, T, D(Z, .), 4). Therefore, we have Z E U(f) 2 X, 
and hence X is closed. 
THIRD STEP. By (ii) and (iv) we have {OR*} = U(0) c X. Let 3 be the connected component 
of X containing the origin, and let us show that ,!? satisfies conclusions (a) and (b). First, observe 
that since X is closed, then 3 is also closed. Let x E 2. Since 3 2 X, there exists t E R+ such 
that z E U(t); therefore (a) holds. In order to check that 3 also satisfies (b), let t E R+ be fixed. 
Now, let F : C x K x R+ + 2c be defined by 
By (iii), (vi), (vii) and th e continuity of q5 we have that each set F(x, y, b) is nonempty, compact 
and contractible. Moreover, it is not difficult to check that the multifunction F has closed graph. 
By (vi), the set Ht = conv (UzEc D(t, z)) is compact. By (i), the set V, = conv(T(H,)) is also 
compact. Observe that if (x, y, b) E C x K x [0, t], then by (iv) we have D(b, x) C D(t, x) C Ht, 
hence F(x, y, b) C Ht. Let G : Ht x V, x [0, t] + 2HtxVt be defined by 
G(x, Y, b) = P’(x, Y, b), T(x)). 
The reader can easily observe that if (z, y) E G(z, y, b), then by (ii) we have that 2 solves 
IGQVI(C, K, T, D(b, e), 4). By (i), G has closed graph and nonempty compact contractible values. 
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By the compactness of Ht x Vt we have that G is upper semicontinuous. By Lemma 3.1, there 
exists a connected set W 2 Hi x V, x [0, t] such that 
W n (Ht x v, x (0)) # 0, (5) 
W n (Ht x v, x {t}) # 0, (6) 
and (2, y) E G(z, y, b) for all (2, y, b) E W. Let g be the projection mapping from Ht x V, x [0, t] 
onto Ht, and let E = g(W). Of course, E is connected. Let us show that E G X. To see this, 
choose z E E, and let (y,b) E Vt x [O,t] such that (2, y, b) E W. Thus, we have (z, y) E G(z, y, b), 
and hence 2 solves IGQVI(C, K, T, D(b, .), q5) and z E U(b) G X, as desired. Now, observe that 
by (5) there exists (x0, y”) E Ht x V, such that (x0, y',O) E W. Thus, we have 2’ f E and 
(z”,yo) E W”,~o,O); h ence IC’ E U(0) = (0~~). It follows OR= E E. Since E is connected 
and E C X, the last fact implies that E 2 3. By (6), there is (z’, y') E Ht x V, such that 
(zl,y’,t) E W, hence z1 E E and (z’, y') E G(z’, y',t). Thus, x1 E U(t) n E G U(t) n 2. 
Therefore, conclusion (b) holds. 
FOURTH STEP. Let us show that the set S in our conclusion can be chosen in such a way that it 
is maximal or minimal. First, observe that if SO is a connected subset of C satisfying (a) and (b), 
then one has So c X (by (a)) and {OR”} = U(0) s So (by (b)). Hence, one necessarily has 
SO C 3. Therefore, 3 is the maximal connected subset of C satisfying (a) and (b). Finally, by 
employing Zorn’s lemma exactly as in the proof of [22, Theorem 2.11 (here, the compactness of 
each U(t) is crucial), it can be easily seen that there exists a minimal closed connected set in C 
satisfying (a) and (1)). The proof is complete. 1 
REMARK. Of course, assumption (vii) of Theorem 3.2 is satisfied, for instance, if D has convex 
values and 4(x, y, . ) is quasi-convex. 
We now present an application of Theorem 3.2 to the quasi-equilibrium problem over un- 
bounded sets. We recall that given two subsets C and K of Rn and Rm, respectively, two 
multifunctions L : C -+ 2c and T : C -+ 2K, and a single-valued map f : C x K -+ R, the 
quasi-equilibrium problem associated with C, K, L, T and f is to find (z*, y*) E C x K such 
that 
2* E L(z?), Y* E T(z*) and .f (u, Y*) 2 f (IC*, Y*) for all 2, E L (5*) . (7) 
Such problem was recently considered and studied in [14], due to its great generality. In par- 
ticular, we observe that problem (7) extends the notion of generalized Nash equilibrium for 
noncooperative games (see [28]). We also note that, by [12, Theorem 3.21, problem (2) can be 
obtained as a special case of problem (7) by putting m = n, K = Rn, L(s) = m(z) + V(z), 
T(z) = e(z,F(z)), f(z,y) = (~C,Y). 
DEFINITION. Let S be a set in R” satisfying the conclusion of Theorem 3.2. Following [22,23], 
such a set S will be called a Browder set for (C, K,T, D, 4). 
LEMMA 3.3. Let C, K be two nonempty closed convex subsets of R” and Rm, respectively. Let 
T:C--+2KandD:R+xC-+2 c be two multifunctions, 4 : C x K x C --) R a continuous 
single-valued function. Let, L : C -+ 2c be the multifunction defined by L(z) = UtER+ D(t,z). 
Assume that: 
(i) T is upper semicontinuous with nonempty compact values; 
(ii) D is nonempty valued and isotone; 
(iii) for each fixed t E R+ the multifunction 2 -+ D(t, z) is lower semicontinuous. 
If there exists a bounded Browder set for (C, K, T, D, 4), then IGQVI(C, K, T, L, r$) admits a 
solution. 
PROOF. Let S be any bounded Browder set for (C, K, T, D, 4), and let {tk} be an incress- 
ing sequence in ]O,+oo[ such that {tk} ---) t-00. By the definition of S, for each k E N 
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there exists a vector zk E S such that 51~ solves IGQVI(C, K, T, D(tk, .), 4). Since S is closed 
and bounded, hence compact, we can assume {xk} --f x* E S. We claim that z* solves 
IGQVI(C, K,T, L, 4). First, observe that by the definition of S there exists t* E R+ such 
that z* solves IGQVI(C, K, T, D(t*, .), 4). In particular, we have x* E D(t*, x*) 5 ,5(x*). For 
each k E N, let yk E T(Xk) be such that 
ti(Xk>Yk,u) >o for all ‘1L E D (tk, 2k). (8) 
SinCe the Set A = (&N{zk}) U {Z*} is compact, by (i) the set T(A) is compact. Thus, we can 
assume {&} --f y* E T(A). We note that y* E T(x*) since the graph of T is closed. Now, let 
z E L(z*). Hence, there is t^ E R+ such that z E D(t”, x*). By (iii), there is a sequence {zk} in C 
such that {Zk} --f z and zk E D(f, Zk) for all k E N. Let p E N be such that t, 2 t^. For each 
k 3 p, by (ii) we get 
ZkED(t^,xk)CD(tp,2k)CD(tk,2k), 
and hence, by equation (8), we have $(zk, yk, zk) 2 0, for all k > p. By the continuity of 4 we 
get 4(x*, y*, z) 2 0, and hence x* solves IGQVI(C, K, T, L, 4). I 
THEOREM 3.4. Let C, K be two nonempty closed convex subsets of R” and Rm, respectively. 
LetT:C+2KandL:C-+2 c be two multifunctions, and f : C x K + R be a continuous 
function. Assume that: 
(i) T is upper semicontinuous on C with nonempty compact contractible values; 
(ii) L is lower semicontinuous with closed graph and convex values; 
(iii) for all y E K the function f( ., y) is quasi-convex; 
(iv) 0~” E fIzEC L(z); 
(v) there exists yo E T(OR~) and an increasing function ,8 : R+ -+ R+, with p(O) = 0 and 
h-n,,+, p(r) = +co, such that for all 2 E C, with x E L(z), we have 
fh Y> - f(X> Yo> 2 II41 P(II4l) for all y E T(z); 
(vi) f(0~~, y) 5 0 for all y E T(C); 
(vii) there exists T > 0 such that 
SUP 
If(~TYO)l 
bll 
< +ocL 
~EL(~),IMI>~ 
Then there exists a solution (x*, y*) E C x K to the quasi-equilibrium problem 
x* E L (z*) ) y* E T(x*) am’ f(v,~*) 2 fb*,~*) for all ZI E L (z*) . 
PROOF. Let D : R+ x C + 2 c be the multifunction defined by putting 
qt, x) = L(x) n B(t). 
By (ii) and (iv), each D(t,x) is nonempty, compact and convex. Moreover, it is easy to check 
that D has closed graph. We claim that D is lower semicontinuous. To prove our claim, choose 
a sequence {(tk,Xk)} in R+ x C such that {(tk,zk)} --t (t*,x*) E R+ x C, and choose any 
I* E D(t*, z*). Since L is lower semicontinuous, there is a sequence {‘uk} in C such that {?&} ---f z* 
and Uk E L(2k) for all k E N. For each k E N, let 
1 if lbkii = 0, 
ak = mi’{‘k, II”II} if IIZlkII > 0 (9) 
II-II 
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Also, put zk = akuk. Since {ak} lies in [0, l] and each L(zk) iS convex, by (iv) we have 2% E L(Q) 
for all k E N. Also, it is not difficult to check that ]I&]] 5 tk for all k E N. Hence, zk E D(tk,Zk) 
for all 
(a) 
(b) 
k E N. To prove that {%k} converges to z*, we distinguish two cases. 
t* = 0. Therefore, we have z* = 0~~. Since {ak} lies in [0, l] and {uk} --+ ORE, we have 
{Zk} -+ 0~” = z*, as desired. 
t* > 0. Fix E ~]0,1[, and choose g ~10, (d*)/(l - E)[. Since (t*/(l - E)) - 0 > t* and 
{\lukll} + h’*iI 5 t*, th ere exists ko E N such that ]]uk]] < (t*/(l - E)) - c for all k 2 ko. 
Since {tk} + t*, there exists ICI E N such that tk/(l - E) > (t*/(l - E)) - 0 for all k 2 kl. 
Therefore, for all k 2 max{ke, kl} we have 
t* 
hkll < - 
tk 
l---E -O< 1-f’ 
By equation (9) it is not difficult to check that the last fact implies 1 - E < ak 5 1 for all 
k 2 max{ke, kl}. Hence {ak} + 1, and {zk} -+ z*, as desired. 
This implies the lower semicontinuity of D. By applying Theorem 3.2 with $(zr, Y, U) = f(u, Y)- 
f(z, Y), we have that there exists a Browder set S for (C, K, T, D, 4). We claim that 5’ is bounded. 
Arguing by contradiction, we assume that the set S is unbounded. Let {wk} be any sequence in S 
with {llwkll} -+ + co. By the definition of S, for each k E N there are bk E R+ and Yk E T(Wk) 
such that 
wk E D @k>Wk) and f(%Yk) > f(Wk,Yk) for all u E D (bk, wk) . (10) 
1 := SUP If(GYo)ll < tea. 1141 ’ 
and let q E N such that ]]wq]] > T and P(]]w~]]) > 1. 
L(4) 
f (wq, Yq) L f (% Yo) 
By (v) we get (observe that wq E D(b,, wq) 2 
f Il~~ll P (Ilw4ll) 
2 IMI P #4711) - If (% Yo)l 
L Ilwqll (P will) - 9 > 0. 
Conversely, since by (iv) 0~~ E L(w,) fl B( b4), by (vi) and (10) we get 
a contradiction. Therefore, the set S is bounded. Now, our conclusion follows at once from 
Lemma 3.3. 1 
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