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Abstract 
We examine a model of human causal cognition, which generally deviates from normative systems such as classical logic and 
probability theory. For two-armed bandit problems, we demonstrate the efficacy of our loosely symmetric model (LS) and its 
implementation of two cognitive biases peculiar to humans: symmetry and mutual exclusivity. Specifically, we use LS as a 
simple value function within the framework of reinforcement learning. The resulting cognitively biased valuations precisely 
describe human causal intuitions. We further show that operating LS under the simplest greedy policy yields superior reliability 
and robustness, even managing to overcome the usual speed-accuracy trade-off, and effectively removing the need for parameter 
tuning. 
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1. Introduction 
Toward the end of the twentieth century, the study of intelligence bifurcated into the fields of artificial 
intelligence (AI) and cognitive science (CS). Whereas AI is concerned with the construction of intelligent systems, 
CS concentrates on analysis and modeling of human and animal intelligence. On rigorous, well-defined, and/or crisp 
problems, both AI and CS have made consistent progress, defining processes that are highly formalized, 
programmatic, and understandable. On more ambiguous or indeterminate problems, however, progress has been 
much slower. In CS, the study of judgment, reasoning, and decision-making under uncertainty, and of human 
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cognitive deviation from normative rules such as logical laws and probabilistic equations, has been undertaken 
mostly within the last two decades. With the firm establishment of cognitive biases in cognitive psychology and 
behavioral economics, we now know that humans are not formally rational in many situations (see, for example, the 
study of probability judgment in1), but rather, rational in an adaptive sense2. Considering the superiority of human 
cognition to existing artificial systems in coping with uncertainty, ambiguity, and indeterminacy, it is natural to 
assume that human cognitive biases have some ecologically adaptive merits (e.g., 3). Nevertheless, while the effects 
of these biases have been studied individually, there have been no collective or constructive studies into the utility of 
cognitive biases within natural (i.e., non-laboratory) settings. 
In this study, we examine the adaptive nature of cognitive biases within the framework of reinforcement learning, 
where the agent iteratively evaluates incoming information and acts upon the environment. Thus, evaluation and 
action modify one another inside the loop. Among the huge variety of biases presently known, we focus on just two, 
symmetry and mutual exclusivity4. We chose these biases because they are peculiar to humans and closely related to 
our intrinsic ability to acquire and use language5,6, and hence may be sources of other cognitive biases. As a model 
of human intuition that incorporates these two biases and their adjustment mechanism, we adopt a probabilistic 
formula called the loosely symmetric ( ) model, first proposed by Shinohara4 and later analyzed by one of the 
authors7,8,9. In order to test the adaptive efficacy of , we employ the framework of reinforcement learning, in 
which the goal is to adapt to uncertain environmental conditions in a quick and accurate way. We focus on the 
simplest class of adaptive tasks, known as -armed bandit problems. Researchers in machine learning have recently 
,
methods for efficient balancing of information search (exploration) and utilization of knowledge (exploitation) in 
uncertain environments. One well-known application of bandit problems is the construction of AI opponents in the 
game of Go with Monte Carlo tree search (e.g., 10), a significant challenge for computational methods due to the 
games immense search space ( ).  
This paper is organized as follows. We begin by briefly explaining the basics of cognitive biases. We then 
introduce the  model, which implements the two symmetric biases in a flexible way. After showing 
in describing human causal induction, we implement it as a value function for reinforcement learning. We then show 
that , operating under a simple greedy policy, performs very well with regard to reliability and robustness, and 
even manages to break the usual speed-accuracy tradeoff. 
2. The loosely symmetric model 
The illogic of some modes of human cognition, especially those that deviate from the expectations of homo 
economicus, is a fact well established by behavioral economics11. Systematic deviations of this sort are referred to as 
cognitive biases, and they are thought to derive from heuristics enabling fast and frugal judgment under limited 
computational resources11,12,13. Two of these biases, symmetry and mutual exclusivity, appear to be peculiar to 
humans, and have been explored in both comparative psychology (stimulus equivalence)14 and developmental 
psychology/linguistics15. It is thought that the acquisition and use of symbols and language by humans is facilitated 
by these human cognitive biases16,17. An infant learns a directed correspondence from an unknow
15. Then, if a parent asks the infant to pass a 
nearby apple, s/he picks up and passes the apple (object) without explicitly learning in that direction. Assuming that 
the relationship is symmetric, the symmetry in this case is undirected or bi-directional. The mutual exclusivity is 
found in the fact that, if there are two objects and an infant knows the name of only one of the objects, then when 
s/he hears a new name, s/he infers its association with the other object. The categories designated by the names do 
not have an intersection: they are mutually exclusive. 
Although it seems quite natural, trivial or universal to us, it is peculiar to humans. Other animals cannot even 
learn the opposite direction or bi-directionality18. Hattori considers the symmetry and mutual exclusivity biases as 
fundamental to human cognition16. In lexical acquisition by infants, the biases are thought to have a close 
relationship with human language use, and may form the basis for language competence8, 17.  
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2.1. The loosely symmetric  model 
We model intuitive causal perception by humans as a simple value function, , from co-occurrence frequency 
information to the unit interval that satisfies some of the laws of probability. The modeling framework is kept 
simple, but it is still very effective, as we shall see in a later section.  can be used for elemental causal induction19, 
which considers the intensity of the causal relationship, estimated from co-occurrence information defined on a 2 2 
contingency table of the effect in focus, , and the candidate cause, p (see Table 1). Hereafter, we denote the 
presence and absence of an event  as  and , respectively. 
Table 1: The  contingency table for causal induction (left) and for two-armed bandit problems (right). At left,  and  mean 
(the frequency at which  and  occurred),  and , respectively. A similar scheme applies on the right. 
 effect in focus   rewards 
    
candidate 
cause 
    actions 
(arms) 
  
      
 
For this table, the most basic indices describing the relationship of  to  are conditional probabilities like 
and  We denote conditional probability as , instead of , 
to treat it just as a candidate for an index representing a relationship from  to , implying also that the indices 
including  are compatible with conditional probability. Using the above two probabilities, one of the most 
representative indices for co-occurrence assessment, measuring the dependence of effect on cause, is the simple 
difference between the two20: . Similarly, the dual-factor heuristic (  21) is 
defined as the geometric average of  and , inspired by symmetry. Taking the limit as , the 
Pearson correlation coefficient ( ) is transformed to : =
. 
Let there be a conditional rule or relationship  "if then ." Symmetry is a bias in inference which presumes 
the converse, "if  then , , which is closely related to biconditional reading and conversion bias22, in 
addition to stimulus equivalence. Mutual exclusivity is another bias which presumes the inverse, "if  then 
, called invited inference in linguistics23. The resulting rules under symmetry and mutual exclusivity are 
contrapositive. Although reasoning with such biases is logically an error, it can be frequently observed in daily life, 
and has been shown to make language acquisition in infants more efficient, by generalizing the acquired directed 
knowledge to its converse and inverse8,17. 
 flexibly adjusts both biases with the extra terms (   and  ) not included in 
conditional probability:  
 
 (1)  
 
 (2)  
 
where   and , respectively.  
We can visualize the biases of probabilistic formulas using 3D histograms, as shown in Fig. 1. Each plot has 
10,000 points, randomly generated by uniformly sampling a, b, c and d from . If model  is 
completely biased, the points representing the values of  will rest exclusively along a diagonal line from the origin. 
We see that  loosely satisfies symmetry and mutual exclusivity biases, while  does not. This property of  is 
consistent with the fact that symmetry and mutual exclusivity do not always hold in human thinking: The 
equivalences between the directed relationships sometimes hold and in other cases do not.   
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Note that the extra terms  and  in , contained in both equations (1) and (2), have the same value. This 
property can be derived from the principle of ground-invariance7 used in analysis of foreground and background in 
vision. The two terms that adjust the biases stay the same for both  (1) and  (2), while the ground (background or 
context) remains invariant as the figure changes according to shifts in focus. This property helps to reduce 
calculation, since in evaluating the relationships from  to  and from  to ,  needs only the  part for each 
option (i.e.,  and  for , and  and  for ) and single values for the two 
common terms (  and ), even when the number of options increases.  
2.2. Causal induction and decision-making 
Causal induction in its elementary form attempts to find a plausible cause  of the focal effect  or to inductively 
establish a causal relationship from  to , when co-occurrence information is given for the two events  and 19. 
This type of inductive inference can be linked up to decision-making that uses causal relationships established from 
past observation, though some gap remains between the two.  is a kind of value function that is inspired by how 
humans infer causal relationships from co-occurrence information. We show the descriptive validity of  with a 
meta-analysis of experiments in causal induction in21. In an elemental causal induction experiment, the co-
occurrence information of two events, candidate cause  and focal effect , summarized as four natural numbers 
( ), is given to a participant in a table similar to Table 1, in a graphic list, or in a sequence of images. The 
participant then estimates the subjective intensity of the causal relationship from  to  on a semi-continuous scale 
from 0 to 100. The determination coefficient calculated from the value of their answer and the model prediction 
calculated using ( ) are shown in Table 2. In the rightmost column is the overall average of the determination 
coefficient ( ) based on Fisher's  transformation, as given in21. We show the results obtained from eight 
experimental data sets in table 2. We abbreviate experiment 1 from27 , 28 as 
, 29 , 30 
, 21 a ,
different kinds of co-occurrence information used as stimuli is 80, 13, 6, 11, 8, 4, 12, and 9, respectively. 
Table 2: Results of meta-analysis, as found in21 
AS95 BCC03.1 BCC03.3 LS00 W03.2 W03.6 H03 H06  
 0.78** 0.84** 0.7* 0.77** 0 NA 0 0.5* 0.714 
 0.91** 0.95** 0.91** 0.8** 0.69* 0.8 0.96** 0.93** 0.906 
 0.9** 0.96** 0.95** 0.73** 0.91** 0.72 0.97** 0.94** 0.914 
on 
between P and data in W03.6 is not available because the former stays the same for all four stimuli. 
 
Hattori and Oaksford showed that  has the best descriptive performance among the 41 models examined in21. 
Note that, as shown in Table 2, the true tendency of human causal induction is even more closely tracked by  than 
Fig. 1: The 3D histograms for symmetry (S) and mutual exclusivity (MX) of  (blue) and  (red) calculated by Monte-Carlo 
method with the values ( ,  and  , respectively 
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by , and  is also effective in decision-making under uncertainty, as will be demonstrated in later sections.  
has shown excellent generality and accuracy in a wide range of problems, including infantile lexical acquisition8, 
robot motion learning for giant-swing robots using naive reinforcement learning25, and music generation equipped 
with human cognitive biases26. The generality  is due to its formal compatibility with conditional probability. 
3. Two-armed bandit problems 
 intuitive grasp of causal relationship evolved as a means of efficiently obtaining the 
salient information about the world/environment around them. The way humans perform causal induction has been 
vigorously studied in cognitive psychology as the basis for all human action1, 2 in the world. The elemental causal 
induction introduced in the previous section and decision-making based on two options and two outcome levels have 
a common structure insofar as co-occurrence information is utilized (see Table 1). Here, we apply  to a 
fundamental class of problems in iterative decision-making under uncertainty, namely, two-armed bandit problems31. 
These problems have been studied in statistics, economics and evolutionary programming32, especially from the 
perspective of the exploration exploitation dilemma and the speed-accuracy tradeoff caused by this dilemma. 
The goal of an agent in a bandit problem is to maximize accumulated reward. The agent can choose only one of 
two arms of a slot machine (representing options or actions), each with a different probability of yielding a reward. 
This special class of two-armed bandit problems, using only two levels of reward (present and absent), is known as 
the binary bandit problems31. This is the most important class of problems in applications such as the Monte-Carlo 
tree search, as used in AI systems for the game of Go10. The results in this paper can be straightforwardly extended 
to more than two options and levels of reward. 
Let the two arms be  and , as in Table 1 (right), and let the reward probabilities for these two arms be  
and , respectively. Not knowing  and , the agent needs to infer the better of the two from a sequence of 
pulls of arms  and  To do this, the agent needs to decide which is the best option at each step, based on its 
experience thus far, stored as co-occurrence information. The best option in this case is arm . If the agent continues 
choosing arm  right from the beginning, the expected reward becomes optimal. However, it is difficult to 
determine quickly which arm of the slot machine has the higher reward probability. If the agent is allowed to try 
both arms as many times as it wants, the approximate value of  and  can be properly estimated as the expected 
value. However, in this case, the average reward in the exploration phase will be about , which 
is likely much worse than the optimal . As the difference between  and  becomes large, the 
expected loss  accumulates. Therefore, the agent needs to balance between searching for the better 
option (exploration) and choosing the currently best option for the agent (exploitation). This exploration-
exploitation dilemma is unavoidable whenever the agent does not have complete information about the environment, 
as in reinforcement learning.  
A reinforcement learning system consists of policy, reward function, and value function, together with a model of 
the environment31. In armed bandit problems, policy is a (generally probabilistic) mapping to behavior from 
present states, values and other available information. The reward function maps the states of the environment to 
real numbers. In this study, there are only two levels (kinds) of reward, presence, and absence, mapped to 1 and 0, 
respectively. This definition makes the conditional probability of reward for a selected arm equivalent to the 
expected value of reward for that arm. The value function is a mapping from present states to the values of 
selectable actions. The value of an action is often defined to be the expected value of reward obtained as the 
outcome of performing the action.  
In this framework, exploitation is defined as choosing the action with the highest value. The problem of doing 
reward, it can easily lead to incorrect choices and suboptimal outcomes. Exploration is defined as any instance of 
choosing an option that does not have the empirically highest value, according to previous observations. As above, 
exploitation and exploration seem to be mutually exclusive. The agent can switch or balance between exploration 
and exploitation using a modification in policy or value function. In the next section, we introduce representative 
policies and value functions, and apply  as a value function. 
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3.1. Policies and models 
Greedy policy: A model  calculates the value of the options (action value) in the conditional form,  
and  as the value of  and , respectively. Chosen arm  can be determined by 
. When the values for the arms are exactly the same, or when any of the action values is 
indefinite, due to a zero denominator, an arm is randomly chosen. This policy of choosing the option with the 
maximum value is called the greedy method, and we call  the greedy action. Using this terminology, exploitation is 
selection of the greedy option and exploration is selection of a non-greedy option. These options are mutually 
exclusive by definition. In this study, value functions  and  operate under the greedy policy unless otherwise 
stated. 
Greedy policy apportions all resources to exploitation according to the action value. In order to allot some portion 
of resources (i.e., choices) to exploration, we often use probabilistic methods. In the simplest case, an arm will be 
randomly chosen at a probability of , otherwise the greedy policy (at the complementary probability of ) will 
be used. This is called the epsilon greedy method31. Here we introduce four representative probabilistic models for 
bandit problems in reinforcement learning. 
Epsilon greedy methods: There are three popular ways to enhance exploration with the parameter of : 
 Epsilon first ( ) is a method to randomly choose an arm in the initial  steps, and then stick to the greedy policy. 
When the number of steps is fixed to , we can define . 
 Epsilon constant ( ) is a method to randomly choose an arm at a constant probability  for the entire series of 
steps. 
 Epsilon decreasing ( ) method is where  in  method decreases according to some monotonically 
decreasing function of the step number. Here we define a function of step number  as . 
This yields better performance than the similar function provided by 4, in which  was originally introduced.  
Softmax action selection rule: The Softmax action selection rules have a different way of managing the action 
values calculated by a probability-like formula. Based on values calculated using a value function , the probability 
of choosing arm , denoted by , is given by the Gibbs distribution: 
 
 (3)  
 
We define  as the expected value of reward for choosing arm , which is equivalent to . We call this method 
  33). Note that  is not the value of arm  but the probability of 
choosing arm  as in the roulette selection, which satisfies , while other methods deterministically 
decide the arm to choose. The parameter  is called temperature because it determines the randomness of action 
selection.  
UCB algorithms: The current standard model for bandit problems is  algorithms34. Although these 
algorithms are little more than value functions, they perform well when many steps are allowed, and are 
qualitatively optimal in the sense that the growth of regret (see Basic indices in the next section for a definition) is 
bounded logarithmically. When there are  arms available, a  algorithm requires spending the first  steps to 
try each action once. After this initial trial phase, it sticks to the greedy policy with the value function 
, where  is the expected value of reward when arm  is selected (identical to  under the 
settings in this paper),  is the number of times arm  has been played so far, and  is the current step.  
algorithms have been extensively applied to Monte-Carlo tree search for AI opponents in the game of Go, such as 
in10. tuned ( ) is a fine-tuned version of , defining the value of arm  as  
 
, (4)  
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where  is , and  is the reward obtained from selecting  at the -th step. 
Because the performance of  is much better than 's for all problems in this paper, we show only the 
results for .  
4. Simulations and results 
In this section, we provide the results of a series of simulations. We begin by defining the initial conditions, the 
parameterized class of two-armed bandit problems, and the necessary parameters for probabilistic methods. We then 
show optimal properties for  under various conditions. Based on this framework, we execute a large number of 
simulations. Reported results represent the average over 100,000 simulations. 
Initial conditions: To compare the performance of various models, we need a fair common ground. At the initial 
choice of arm, no reward has yet been given, so even the simplest index of expected reward is indefinite (for a 
denominator of zero). The value of  stays indefinite so long as  or . To avoid these values, 
 initially selects each arm once. This initial policy guarantees the expected reward to be definite, but not 's. 
In this study, we define the initial co-occurrence frequencies  and  all as , unless otherwise stated. This is a 
disadvantageous setting for  relative to the initial settings shown below. It has a theoretical background proposed 
. . 
This is justified by the fact that any initial condition setting has the same ordering of the performance for the models. 
Problems: A binary bandit problem is completely defined by a pair of probabilities, ( , ), where  is the 
reward probability of arm . The family of problems we examine in this article is parameterized by a single, 
continuous parameter,  The smaller the value of , the more difficult the problem is. In this paper, 
we assume that the sum of the two reward probabilities is always  and . Therefore,  and 
 holds. 
Parameters: We exhaustively tested probabilistic policies using the following parameters: for , 0, 1, 2, 3, 
4, 5, 6, 7, 8, 9, 10, 11, 12, 16, 22, 30, 40, 52, 66, 82, 100, 120 ; for , .01, 0.0125, 0.025, 0.05, 0.075, 0.1, 
0.125, 0.15, 0.2, 0.25, 0.5, 0.75, 0.9 ; for , 0.01, 0.0125, 0.025, 0.05, 0.075, 0.1, 0.125, 0.15, 0.2, 0.25, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.25, 1.5 ; and for , 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 
0.9, 1.0, 1.5, 2.0, 3.0, 5.0, 7.0, 10.0 . We denote the result for a model  with parameter value  by . 
Basic indices: We adopt the three indices of accuracy, regret and switch rate for evaluation of model 
performance. Accuracy is the proportion of optimal arm selections at each step over the course of the simulations. 
Regret is expected loss, the difference between the empirical accumulated reward and the ideal expected reward 
obtained in the case where the optimal arm has been chosen at each step. Switch rate is the proportion of change in 
the arm chosen. Note that regret is the most important index because it describes the performance of the algorithm in 
the most comprehensive way, based on its monotonic growth through the choices. However, we favor accuracy over 
regret, since accuracy is more intuitive and, in the simulations in this study, regret can be directly calculated from 
accuracy. 
Basic results: Basic results for  are shown in Fig. 2. The reward probability for each arm is  = 0.6 and 
 = 0.4. In this simulation, as in all other simulations in this study, none of the other models performed better than 
. The performance of  is shown with ,  and  because  is the most basic model and , using 
different parameter values, most clearly shows the speed accuracy tradeoff. Parameters  and  are 
optimized for regret in the early period (from approximately step 80 to 100) and in the middle to latter period 
(approximately step 250 to 690), respectively. Note that  is superior in speed but inferior in accuracy, while 
 is more accurate but less speedy. In Fig. 2-A and 2-B, we can see that the smaller the regret is, the greater 
the accuracy is. This is exactly the general relationship when there are only two arms. Note that switch and search 
(exploration) are not equivalent because, under the greedy policy, switches in chosen action result from fluctuating 
exploitation driven by flickering rewards or, under probabilistic policies, from programmed search. In the results for 
accuracy and switch rate of  in Fig. 2-A and 2-C, we can see a tradeoff between greater switching in the early 
stage to achieve better long-term performance (realized by ) and better performance in the very early stage via 
less switching ( ).  sits between these two approaches with respect to switch rate, but exceeds both in accuracy. 
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Tradeoffs: To exhaustively explore the problem space, we show the results for 50 values of difficulty parameter 
, ranging from 0.02 to 1.0 by an increment of 0.02. Fig. 3 shows the accuracy at the 50th, 200th, and 2,000th steps. 
Note that even after the 2,000th step, the performance ranking of  and  does not change.  shows the 
highest performance on any problem at any stage, thereby overcoming the speed-accuracy tradeoff.  
Robustness against various initial conditions: As with dynamical systems, there is some arbitrariness in the 
initial settings for bandit problems. As stated in Initial conditions, under some initial settings, the denominator of an 
action value can be zero, yielding an undefined value. To prevent this, we have chosen to set all initial frequencies 
( , and ) to 1. Here we validate this choice by showing that these settings are the most disadvantageous for  
among the following four settings: (Note: Shinohara et al. used the ( ) condition4.) 
( ):  all  
( ):  all  
( ):  all infinitesimal (  
( ):  randomly determined from the standard uniform distribution (  
In Fig. 4-A we show the results for  and  at the 50th step using these four initial conditions.  denotes the 
result of  using the initial condition . Because the maximum difference in accuracy for  among the four 
conditions is only 0.00472 for the problem = (0.53, 0.47) (  is better than  for that amount), only  
is shown for  in Fig. 4-A. In contrast,  performs significantly better than  using the other three conditions. 
In addition, the result does not significantly change for all initial conditions even if  enacts initial policies like 
selecting all the arms first, as  does. This is the reason why we set the common initial condition as ( ), as it is 
the fairest case to test the performance of  and the difference between the performance of  and other models 
(most significantly, ) is the smallest.  
Long-term performance: We have shown the performance of the models up to 2,000 steps. Since  is 
known to behave optimally over a much longer term, we here compare  and  over 3 million steps. We 
focus on two very difficult problems, , and  
, which allow for better discrimination of long-term performance. Results are shown in Fig. 4-B. 
Note that for both problems, the accuracy of  converges to the maximum value of , much quicker than does 
. 
Fig. 2: Accuracy (A), regret (B), and switch rate (C) for problem  with , ,  and  (  and ). 
Fig. 3: Accuracy (A) and regret (B) of ,  and for the problems ordered in continuous difficulty 
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Policy optimality: In general, adoption of probabilistic policies enhances the performance in comparison with 
the greedy method. Therefore, it is a natural guess to suppose that , for which we have shown results using the 
greedy policy, could perform even better under probabilistic policies. Takahashi et al. (20119) tested  as a value 
function under greedy policies ( , and Softmax with the temperature parameter fixed). Operating  as 
a value function under the four probabilistic policies, with any parameter setting, rather spoiled its performance 
under the greedy policy. This is because  has a kind of "policy optimality" under the simplest greedy method. 
However, because the Softmax action selection rule in9 was not step-dependent and because  showed better 
performance in earlier tests, we additionally tested  against , by switching model  of formula (3) in  from 
 to  (denoted ). The performance of  at the 15th, 50th, 200th, and 2,000th steps as an average 
accuracy for all 50 parameterized problems ( ) is shown Fig. 4-C. Note that the switching 
( ,  and ) and balancing ( ) between exploration and exploitation do not enhance the performance of . 
On this basis, we can reasonably assert that  is policy optimal. 
Comparison with probabilistic policies: Finally, in Fig. 5, we compare the results of  with those of ,  
and . The three indices, accuracy, regret, and switch rate, at the 50th step are shown for the problem space. The 
results of  are not shown because  was compared with  in Fig. 2. and  have the optimal 
parameters for accuracy and  for regret. Note that the accuracy rate of  and  are the same. This 
indicates that the performance of  at a given step is always as if it had collected the data available through 
maximum or pure exploration. Also note that the regret of  is very high (see Fig. 5-B) because  does 
too much exploration (covering 40 steps) with the expected reward probability at .  
5. General discussion 
First, we summarize the performance of  shown in the above simulations. Among the various models 
compared with  in this study,  shows good performance on easier problems in the very early stages (see Fig. 2), 
while  shows the best performance for harder problems over a long term (see Fig. 3). Probabilistic policies 
Fig. 5: Accuracy (A), regret (B), and switch rate (C) of  at the 50th step for the problems in continuous difficulty compared 
with  and the probabilistic policies. See text for details. 
Fig. 4: (A) Accuracy at the 50th step for  and  with various initial values; (B) long-term performance of  and  for 
problems with  and ; (C) performance of  managed under  for various  values. Black marks indicate the 
original performance of  under the greedy policy.  
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produce results in between those of  and  (Fig. 2 and Fig. 5). , operated under the simplest greedy 
policy, showed the best performance for any setting in the simulations. It showed the highest accuracy and the 
smallest regret in the earliest phases on easier problems (Fig. 2) and in the long-term on very hard problems as well 
(Fig. 3 and Fig. 4-B). The performance of  is not dependent on initial settings (Fig. 4-A) and is optimal with 
respect to policy in the sense that no probabilistic enhancement in policy leads to better performance for  (Fig. 4-
C and9).  works best as a value function with no parameters, under the simplest greedy policy, so it needs no 
parameter tuning for specific problems, or for the purpose of maximizing either speed or accuracy. Greedy method 
often falls into a local optimum31. In terms of -armed bandit problems, it means that regret never ceases to increase, 
or equivalently, that accuracy never reaches 1.0. In the simulations of this study,  does not remain at a local 
optimum.  reaches 1.0 accuracy far faster than , which is theoretically guaranteed to34, as shown in Fig. 4-
B. Remarkably,  overcomes the speed accuracy tradeoff ordinarily associated with bandit problems, which are 
good toy models of how to adapt to uncertain environments.  
Detailed analysis of  is left for future study. Here we discuss the heuristic nature of : comparative valuation, 
derived from the conjunction of the excluded middle and mutual exclusivity.  satisfies the former from the 
definition and loosely holds the latter. Excluded middle is an ordinary law of marginal probability, 
 and  Mutual exclusivity is a positive correlation between  
and and between and as shown in Fig. 1-MX. 
Comparative v . When  
acquires no reward by choosing arm  (incrementing  in Table 1), the value of  increases and  
decreases (excluded middle). This negative information for arm  increases the value of for arm  through 
mutual exclusivity. This leads to a quicker switch from arm  to arm . For this reason, comparative valuation can 
efficiently rank the values of the two options, which is core goal of arm evaluation in bandit problems. 
To simplify the framework, we have examined the bandit problems with two arms and binary reward. When there 
are  actions, the  contingency table as in Table 1 is expanded to the  table. For arm , the frequency of 
choosing  and acquiring reward 1 (0) is  ( ). We can easily generalize  for more than two arms, since the 
extra terms  and  have the form of , the product of positive or negative information divided by the sum. 
Another effective way of generalizing  is to make a tournament for n arms, determining the arm to choose after 
 times of two-arm comparisons.  
6. Concluding remarks 
The  model has cognitive underpinnings and does well in describing the human evaluation of co-occurrence 
information for inductive inference of causal relationships. We have shown that  works as an excellent heuristics 
for evaluating options. It goes beyond the usual speed-accuracy tradeoff and reliably works on a wide range of 
bandit problems. Indeed, it may prove to be an effective value function for uncertain environments in general, since 
it performs so well on bandit problems, and such problems form the basis of reinforcement learning. In this paper, 
we comprehensively established basic performance results, comparing  with all relevant existing algorithms. 
Though we maintained an elementary testing framework, we can easily generalize our results, from the two arms 
used in this study to some number arbitrary number of options. 
The key finding is that optimal results were obtained using a value function under the simplest greedy method 
with no parameter tuning. The  formula can be applied to any area involving conditional probability. We might, 
for instance, implement it in a multi-agent system to see whether it produces behaviors normally reserved to human 
agents. We might also apply   
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