Abstract. We provide a framework for proofs of structural theorems about sets with positive Banach logarithmic density. For example, we prove that if A ⊆ N has positive Banach logarithmic density, then A contains an approximate geometric progression of any length. We also prove that if A, B ⊆ N have positive Banach logarithmic density, then there are arbitrarily long intervals whose gaps on A · B are multiplicatively bounded, a multiplicative version Jin's sumset theorem. The main technical tool is the use of a quotient of a Loeb measure space with respect to a multiplicative cut.
Introduction
Szemeredi's theorem states that if A ⊆ Z has positive upper density, then A contains arbitrarily large arithmetic progressions. The main idea behind Furstenberg's proof of Szemeredi's theorem was to associate to the aforementioned set A a dynamical system (X, µ, T ) and a measurable set E ⊆ X with d(A) = µ(E) satisfying, for any finite F ⊆ Z: d i∈F (A − i) ≥ µ i∈F multiple recurrence theorem. Furstenberg's correspondence principle holds for any countable amenable semigroup (with densities calculated with respect to particular Følner sequences) and there are many generalizations of Furstenberg's recurrence theorem. In short, Furstenberg's correspondence has led to a large collection of structural results in combinatorial number theory.
Nonstandard analysis provides an elegant way of establishing Furstenberg's original correspondence theorem. (For an introduction to nonstandard methods aimed specifically toward applications to combinatorial number theory see [13] .) Indeed, one can consider the hyperfinite In this paper, we consider a different kind of density, namely logarithmic density (see Section 2 for the precise definition) and seek to associate an appropriate measure space to sets of positive logarithmic density. Using the nonstandard characterization of logarithmic density, this is accomplished in the same manner as in the previous paragraph. However, this Loeb measure space contains a serious deficiency, namely the fact that multiplication is not measure preserving. The main result in this paper is that multiplication is measure-preserving on an appropriate quotient of the associated Loeb measure space.
Initially, we had hoped to use this fact to deduce approximate geometric structure in sets of positive logarithmic density. Indeed, one can use Furstenberg's multiple recurrence theorem on the quotient space to obtain actual geometric structure in the quotient space, which, when pulled back to the original Loeb space and combined with the transfer principle, would yield approximate geometric structure in the original subset of the integers. While this process is valid and briefly explained in Section 3, in an upcoming paper we show that we can actually use the original Szemeredi theorem, combined with a "logarithmic change of coordinates," to more directly obtain the aforementioned approximate geometric structure and with better bounds on the nature of the approximation. Thus, we leave it as an open problem to find more sophisticated applications of the fact that multiplication on our quotient measure space is measure-preserving.
We then briefly discuss a family of densities on subsets of N for which the corresponding sets of positive measure in the quotient space contain arbitrarily long powers of arithmetic progressions.
In the next to last section, we show that the Lebesgue density theorem is valid in the aforementioned quotient measure space. In the last section, we use the Lebesgue density theorem to prove a multiplicative analog of a result of Jin [12] , namely that if A and B both have positive Banach log density, then there are arbitrarily long intervals on which A · B has multiplicatively bounded gaps. For the convenience of the reader, we recall the following:
• The upper density of A is defined to be
• The lower density of A is defined to be
We also recall the definitions of logarithmic densities:
• The upper logarithmic density of A is defined to be
• The lower logarithmic density of A is defined to be
When dealing with logarithmic densities, it is useful to recall that, setting H n := n k=1 1 k (the so-called n th harmonic number ), we have lim n→∞ (H n − ln n) = γ, the so-called Euler-Mascheroni constant. For example, it follows easily that ld(N) = ld(N) = 1.
The proof of the following lemma is straightforward.
Lemma 2.4. Suppose that A, B ⊆ N and n ∈ N.
(1) ld(A + n) = ld(A) and ld(A + n) = ld(A).
(2) If A△B is finite, then ld(A) = ld(B) and ld(A) = ld(B).
The following fact is the content of [3, Lemma 2.1(e)(f)]:
We would like to offer an alternative proof of the preceding fact. We will only prove that d(A) ≤ ld(A); the other inequality follows from the inequality for lower densities and the fact that d(A) = 1 − d(N \ A) and ld(A) = 1 − ld(N \ A). The heuristic behind our proof is simple: the logarithmic density of a set can only decrease if we "push the elements of the set to the right;" such a shift should leave the lower density fixed.
Here are the specifics:
. Without loss of generality, we may assume d(A) > 0. Take α < d(A) and H > N. It suffices to show that st(
Since two sets that differ by only a finite number of elements have the same lower density and the same lower logarithmic density, we can assume that inf n 1
Next observe that, for every k ∈ [1, H], we have
out taking integer parts, B would be an arithmetic progression of real numbers, whence the densities are clearly bounded by α; by taking integer parts and then adding 1, if anything, we have reduced the densities.) Let K := |B|. Let (a n : n ≤ m) and (b n : n ≤ K) be the enumerations of A∩ [1, H] and B in increasing order. Since α <
, it follows that a n ≤ b n for all n ≤ K. We thus get that
We also recall the following definition:
Definition 2.6. For A ⊆ N, the (upper) Banach density of A is defined to be
Of course, for the preceding definition to be legitimate, one must prove that the limit involved always exists. This is a rather straightforward argument; it also follows immediately from Fekete's Lemma (see [10] ).
We now want to define a Banach version of logarithmic density; to do so, we must show that the corresponding limit exists.
Lemma 2.7. Suppose that g : N → R is a nondecreasing function satisfying, for all j, n ∈ N, the inequality g(n j ) ≤ jg(n). Then lim n→∞ g(n) ln n exists and equals inf n≥1
Proof. It is enough to show that, for every n ∈ N and N ∈ * N \ N, we have st( Proof. Define g : N → R by
Clearly g is nondecreasing, so, by Lemma 2.7, it suffices to show that g(n j ) ≤ jg(n) for all j, n ∈ N. To see this, it suffices to observe that, for a fixed k, one has
We are thus entitled to make the following:
Of course one could also define the lower Banach log density, but in this paper we only focus on the upper Banach log density.
The next proposition can be proven in a manner analogous to the corresponding statement for upper log density. Finally, we will frequently make use of the following nonstandard formulation of Banach log density. 
Note the following obvious facts:
• multiplicative cuts are also additive cuts, that is, they are closed under addition; • bounded multiplicative cuts must be external;
• N is the smallest multiplicative cut.
Definition 2.13. Suppose that U and V are infinite initial segments of * N ∪ {0} and * N respectively. We set:
It is straightforward to verify the following facts:
(1) V is a multiplicative cut if and only if ln V is an additive cut.
(2) e U is a multiplicative cut if and only if U is an additive cut.
(3) If U is an additive cut, then ln(e U ) = U.
In the rest of this subsection, we fix N ∈ * N \ N and a multipicative
Definition 2.14. For any a, b ∈ * N \ N, we declare a ∼ V b if and only
The proof of the following proposition is straightforward.
Proposition 2.15. Fix a ∈ * N. Then:
It is straightforward to show that, if
(For instance, use that equality modulo an additive cut is a congruence relation with respect to addition on * N.) This allows us to set, for a, b
It is worth noting that this multiplication on equivalence classes satisfies cancellation: if
We can also order equivalence classes by setting [a]
Once again, to simplify notation, if V = N, we simply drop the V and write H k,N instead of H k,N,V . We will often abuse notation and write
, that is, we will let ϕ V also denote its restriction to [k, Nk].
It is worth noting that if
V is not completely contained in [k, Nk]; for our purposes, the set of such exceptional a's will become negligible in a sense to be made precise shortly. In light of Proposition 2.11, the spaces H k,N,V will prove important when studying Banach log density. Hence, we obtain an order-preserving isomorphism Φ # :
Loeb measure spaces. For each internal set
It is readily verified that ν is a finitely additive measure defined on the internal subsets of [k, Nk], whence we obtain a Loeb measure space based on [k, Nk], whose measure we continue to denote by ν = ν k,N .
By Proposition 2.11, for every N > N, there is k ∈ * N such that
Recall that, for n ∈ N, we set H n = n k=1
Proof. We assume that a, b ∈ * N \ N; the other cases are similar and easier. We have
In contrast to the previous corollary, note that, under the same as-
, that is, multiplication need not be measure preserving. Indeed,
We will shortly see that this problem vanishes when we pass to the quotient space H k,N,V .
In calculations pertaining to the quotient space H k,N,V , it will become useful to know how to approximate the measures of certain internal subsets of [k, Nk]. First, let us establish some notation. We call For the proof of the next lemma, we will need to recall the following elementary estimates: suppose that r, s ∈ N are such that 2 ≤ r ≤ s. Then:
Proof. Fix i ∈ I. Note then that
It follows that
Therefore, we have
Since ǫ > 0 was arbitrary, this yields the desired result. Proof. The proof is identical to that of [8, Proposition 6.3] .
Recall that if (X, B, µ) and (Y, C, ν) are probability spaces, then T : X → Y is said to be measure-preserving if T is measurable and
everywhere and is also measure-preserving, then we say that T is an Proof. We will only show:
To finish the proof of the proposition, one would need to show that T x is measurable and measure-preserving; the proof of this fact is similar to what we will actually show but is a bit messier.
Without loss of generality, we may suppose that a ∈ * N \ N. Indeed, if a ∈ N, then T x is "essentially" the identity map on H k,N,V ; see the discussion following the proof of the current proposition.
Without loss of generality, we may also assume that ϕ V (E). We can arrange that C has big components by prolonging each connected component to three times the right endpoint (and merging intervals where necessary); the resulting set is still internal, is still
Claim: 
This completes the proof of the claim.
Since F has big components and is contained in * N \ N, by Lemma 2.20
we have that
We conclude that ν ka,N (G) = ν k,N (D). For the same reason, we have that
It follows that ν ka,N (G \ F ) < ǫ. Since ǫ > 0 was arbitrary, this shows that ϕ
Now suppose that x := [a]
V is such that a < V N , where V N is as in Equation (2. 
Geo-arithmetic progressions
In this short section, we indicate how our results from the previous section can be used to obtain approximate geometric structure in sets of positive Banach log density. As mentioned in the introduction, in an upcoming paper we show how stronger results can be deduced from Szemeredi's theorem and a logarithmic change of coordinates.
Let x, a ∈ * N. If n ∈ N, we say that x is an n-approximation of a if x/n < a < xn. If every element x ∈ X is an n-approximation of some a ∈ A, we say that X is an n-approximate subset of A. For the convenience of the reader, we recall:
Fact 3.1 (Furstenberg's Recurrence Theorem). Let T : X → X be a measure-preserving transformation on the probability space (X, B, µ).
Further suppose that A ∈ B satisfies µ(A) > 0 and l ∈ N is given.
Then there exists n ∈ N such that Proof. Set α := ℓBD(A). Take k, N ∈ * N with N > N such that We give two examples to show the necessity of some of the statements in the previous theorem. First, we show that we can only expect to get approximate arithmetic progressions in general. The next example shows that we really do need the Banach log density to be positive.
3 , and set
(Observe that d(A) > α but ℓBD(A) = 0.) For any n ∈ N, there exists an m ∈ N such that there does not exist 3-term geometric progression G = {a, ar, ar 2 } with a, r > m and G is an n-approximate subset of A.
Proof. Let m = n 3 j. Let a, r > m and G = {a, ar, ar 2 } be a 3-term geometric progression such that u i 1 /n a ju i 1 n and u i 2 /n ar ju i 2 n.
If i 1 = i 2 , then we get
contradiction. So we can assume that i 2 > i 1 . Then
. Hence, it is readily verified that
Therefore, G is not an n-approximate subset of A.
Other densities
In this section, we introduce a family of densities on subsets of N for which the corresponding sets of positive measure in the quotient space contain arbitrarily long powers of arithmetic progressions. Since many of the properties of these densities have proofs analogous to the case of logarithmic density, we allow ourselves to just state the main definitions and results and omit almost all proofs. be an additive cut (for example, U = N). Let
For any a, As before, we can extend ν to the σ-algebra generated by the internal sets. 
Definition 4.7. For each set E ⊆ G k,N,m , we say that E is m-measurable if ϕ −1 (E) is Loeb measurable, in which case we define the measure
Then T c is an m-measure preserving transformation on G k,N,m .
Note that if m(E) > 0, then E contains arbitrarily long sequences
E contains arbitrarily long m-th powers of arithmetic progressions.
Thus, using the techniques of the previous section, if A ⊆ N satisfies BD m (A) > 0, then in A we can find approximations to arbitrarily long sequences of m-th powers of arithmetic progressions.
Lebesgue Density Theorem
In this section, we fix N > N and a multiplicative cut V contained in [1, N] . Suppose that A ⊆ [k, Nk] is internal and set X := ϕ V (A). For x ∈ H k,N,V and r > V , we write m x,r,V (X) to denote 
One can define the notion of δ − (x, X) in an analogous fashion. We say that x ∈ H k,N,V is a Lebesgue density point of
Here is the version of the Lebesgue Density Theorem in our setting. We model our proof after a proof of the classical Lebesgue density theorem given by Faure in [9] . Proof. We only show that almost every point x of X satisfies δ + (x, X) = 1. Fix n and set X n := {x ∈ X : δ + (x, X) < n n+1
(In this proof, we write
We now set
Note that C ′ is internal and
We first claim that ϕ
, there is V < b < c such that ν(ϕ
whence we conclude that a ∈ C ′ .
Since ϕ
Without loss of generality, we may suppose that D ′ has big compo-
] into its components. We now claim that
for each i. Fix i and let e i ∈ [a i +2, b i +1] be maximal such that
. We want to
show that e i = b i + 1. Suppose, towards a contradiction, that
. Then
Since [e i , be i ] ⊆ D ′ , we have be i ≤ b i , so be i + 1 ≤ b i + 1 contradicts the maximality of e i . We now suppose that e i / ∈ C ′ . Then
Thus e i + 1 also works, contradicting the choice of e i .
We now can calculate:
The last step used that D ′ has big components and is contained in * N \ N.
We now conclude that ν
ǫ was arbitrary (but n is fixed), we get that ν
Productset phenomenon
In this section, we use the Lebesgue Density Theorem for multiplicative cuts to obtain a multiplicative analog of Jin's sumset result from [12] . First, we establish some notation.
Of course, this notion depends on N and occasionally we will want to make this dependence explicit, in which case we write u −1,N .
The first goal of this section is to prove the following:
We break the proof of Theorem 6.1 up into a series of lemmas. We first prove that Υ is well-defined.
Proof. Without loss of generality, u ≤ v. We must show that ⌊ 
We next prove that Υ is an involution.
. We then have:
Suppose that A ⊆ [1, N] is internal and its decomposition into com- ). Then, for any distinct i, j ∈ I, we have [b
Proof. Without loss of generality, assume that 2b i < a j . Suppose that b
for some ǫ ∈ [0, 1). We then have 
The quantity on the right hand side of the display is appreciably larger than 2 since b a is appreciably larger than 2 and a N is infinitesimal.
We now must show that
into its components; then [b )), we know that
and 
Since A has big components, it follows that
Putting everything together, we get ν(A) = ν(A −1 ).
Proof. Without loss of generality, ϕ
). Fix ǫ > 0 and take internal sets C ⊆ ϕ Claim:
Proof of Claim: First suppose that x ∈ [b Once again, it follows that ϕ −1 V (Υ(E)) is measurable and has the same measure as E.
Note that Lemmas 6.2, 6.3, and 6.6 together establish Theorem 6.1. we have [u, mu] ∩ * (A · B) = ∅, whence we obtain the existence of the desired x ∈ N by transfer.
