Parameter estimation based on binary quantized observations is considered given the estimation system does not know which of a set of quantizers was used, without replacement, for each block of observations. Thus the estimation system receives permutated blocks of quantized samples of a signal in noise with unknown signal amplitude. Maximum likelihood (ML) estimators are utilized to estimate both the permutation matrix and unknown signal amplitude under arbitrary, but known, signal shape and quantizer thresholds. Sufficient conditions are provided under which an ML estimator can be found in polynomial time. In addition, model identifiability is also studied, and an alternating maximization algorithm is proposed to solve the general problem via good initial estimates. Finally numerical simulations are performed to evaluate the performances of the ML estimators.
I. INTRODUCTION
Recently, parameter estimation problems under permutated observations have been studied extensively [1] - [10] . In [1] , it is shown that the convex relaxation based on a Birkhoff polytope approach does not recover the permutation matrix, and a global branch and bound algorithm is proposed to estimate the permutation matrix. In the noiseless case with a random linear sensing matrix, it is shown that the permutation matrix can be recovered correctly with probability 1, given that the number of measurements is twice the number of unknowns [2] . In [3] , the noise is taken into account and a condition under which the permutation matrix can be recovered with high probability is provided. In addition, a polynomial time algorithm is proposed for a scalar parameter case [3] . For unlabeled ordered sampling problems where the relative order of observations is known, an alternating maximization algorithm combined with dynamic programming is proposed [4] . DRAFT 1 In large WSNs, the number of bits of information that each sensor sends to the fusion center may be larger than that of the identity information [8] . As a consequence, sensors may only send their measurements but not their identities. In this setting, estimation and detection algorithms should be redesigned to jointly estimate the underlying parameter and permutation matrix, as shown in [9] , [10] .
In [9] , a signal detection problem where the known signal is permutated in an unknown way is studied.
The unlabeled scalar parameter estimation problem is studied in both analog and digital communication scenarios, and an alternating maximization algorithm is proposed in [10] .
In this letter, we focus on estimation problems from unlabeled quantized samples. The main contribution of our work can be summarized as follows. First, a sufficient condition for the existence of a polynomial algorithm is provided for a unlabeled estimation problem. The model is shown to be unidentifiable in some special cases. Good initial points are provided to improve the performance of an alternating maximization algorithm.
II. PROBLEM SETUP
Consider a parameter estimation problem where N different binary quantizers are each used K times to generate binary quantized samples which will be utilized to estimate an unknown deterministic scalar signal amplitude parameter θ. The binary samples are generated via
where i and j respectively identify one of the N quantizers and one of the K repeated applications of that quantizer, h i is the known coefficient characterizing the signal shape, w ij is a zero-mean and variance σ 2 w Gaussian noise sample assumed independent across i and j, b ij is the binary quantized sample, and Q i (·) implies a binary quantization of its argument that produces 1 if the argument is larger than a scalar threshold τ i and 0 otherwise. The quantized data {b ij } are transmitted over a binary channel with flipping probabilities q 0 and q 1 which are defined as Pr(u ij = 1|b ij = 0) = q 0 and Pr(u ij = 0|b ij = 1) = q 1 , where u ij is the sample received at the output of the channel, which we call the fusion center (FC) [11] .
We assume that θ satisfies θ ∈ [−∆, ∆], which effectively imposes dynamic range limitations on the quantizers [12] .
A. Estimation with Labeled Data
Classically, one can estimate the scalar parameter θ based on binary quantized samples collected in a matrix U, where [U] ij = u ij . The probability mass function (PMF) of u ij is described by
DRAFT where Φ(·) denotes the standard Gaussian cumulative distribution function. Thus, the log-likelihood
where η i denote the fraction of elements of {u ij } K j=1 such that u ij = 1, i.e., η i = K j=1 u ij /K, and p i is given in (2) . Now the MLE problem based on the ordered data U is maximize θ l(η; θ), which is a convex optimization problem and can be solved efficiently via numerical algorithms [13] . In addition, the Fisher Information (FI) I(θ) given in [14] is
where p w (·) denotes the probability density function of a standard normal random variable. Consequently, the Cramér Rao lower bound (CRLB) is
which is later used as a benchmark performance for ML estimation from labeled data in Section IV.
III. ESTIMATION FROM UNLABELED QUANTIZED DATA
In this section, estimation from unlabeled quantized samples is studied where it is assumed that each quantizer transmits its data without including its own identity or somehow this identity is lost. The FC does not know which quantizer produced the data {ũ ij } K j=1 , but knows that {ũ ij } K j=1 was produced by one of the N quantizers. Note that U ∈ R N ×K is the labeled (ordered) data such that the row i actually identifies the quantizer that produced these data, thus we obtain the unlabeled samples U which are a permutation of the labeled samples U given by
where Π is an unknown permutation matrix. Introduce the function π(·) such that m = π(i) if the permutation matrix Π maps the ith row of U to the mth row ofŨ. The log-likelihood function l(η; θ, Π)
is
whereη π(i) = K j=1ũ π(i)j /K = K j=1ũ mj /K. The ML estimation problem can be formulated as
where P N denotes an N × N permutation matrix set.
A. θ known case
In this subsection, the permutation matrix recovery problem is studied in the case of known θ. It is shown that the permutation matrix under ML estimation criterion can be recovered efficiently, which is based on the following results.
Proposition 1 Given the ML estimation problem in (8) with known θ, the ML estimate of the permutation matrix Π will reorder the rows of U, and equivalently the elements ofη, to have the same relative order as the elements of (1 − q 0 − q 1 )(hθ − τ ).
Proof: Note that the objective function l(η; θ, Π) (7) can be decomposed as
where s i = log(p i /(1 − p i )). From (9), the ML estimate of the permutation matrix Π will reorder the rows of U, and equivalently the elements ofη to have the same relative order as the elements of s [9] , [10] . Because s i is monotonically increasing with respect to (1 − q 0 − q 1 )(h i θ − τ i ), the elements ofη should be reordered by the permutation matrix to have the same relative order as the elements of
would reverse the ordering. This might help to explain why two solutions appear in the subsequent Proposition 3 when θ is unknown.
B. θ unknown case
In general, θ may be unknown. Consequently, we should jointly estimate θ and permutation matrix Π.
However, finding the best permutation matrix is very challenging in most problems due to non-convexity.
One could try all the possible permutation matrices which costs O(N !). Given a permutation matrix, we can solve for the ML estimate of θ. Given θ, the computation complexity of finding the optimal permutation matrix is just reordering (sorting), which costs O(N log N ), as we show in subsection III-A. The above proposition deals with three cases, i.e., h is a constant vector, τ is a constant vector, and h is a multiple of τ . In [10] it is shown that reordering yields the optimal MLE given h = 1. Proposition 2 extends the special case in [10] to more general cases. Consequently, we propose Algorithm 1, an efficient algorithm for parameter estimation.
Algorithm 1 Reordering algorithm 1: Reorder the elements ofη according to the elements of h and −h given c = 0, otherwise according to the elements of τ and −τ . The corresponding permutation matrices areΠ s1 andΠ s2 ; 2: Solve the two convex optimization problems and obtainθ s1 = argmax
Note that Algorithm 1 will generate two solutions (θ s1 ,Π s1 ) and (θ s2 ,Π s2 ). Given system parameters h and τ , it is important to determine whether the two solutions (θ s1 ,Π s1 ) and (θ s2 ,Π s2 ) will yield the same log-likelihood l(η;θ s1 ,Π s1 ) = l(η;θ s2 ,Π s2 ), i.e., whether the model is identifiable [15] . The following proposition is presented to justify that there exist cases in which the model is unidentifiable. 
Proof: LetΠ s1 be a permutation matrix such thatΠ T s1η has the same relative order as h. Now we prove thatΠ DRAFT Next we prove that l(η; θ, Π)| θ=θs1,Π=Πs1 = l(η; θ, Π)| θ=θs2,Π=Πs2 holds. Becauseθ s2 = 2c 0 −θ s1 , we have
By examining l(η; θ, Π) (9) and utilizing h a = −h d , the second term of l(η; θ, Π)| θ=θs1,Π=Πs1 is equal to that of l(η; θ, Π)| θ=θs2,Π=Πs2 . For the first term, note that givenθ s1 andθ s2 , the corresponding s 1 and s 2 in (9) can be viewed as evaluating at h and −h according to (10) , respectively. Because h a = −h d , we can conclude that s 1 is a permutated version of s 2 . The first term of (9) can be expressed as either It can be shown that given |c 0 | ≥ ∆, only one of {θ s1 ,θ s2 } lies in the interval [−∆, ∆], thus the model is identifiable. In the following, an alternating maximization algorithm is proposed and a method to select good initial points is also provided for the general case.
2) Alternating maximization algorithm for general case: The problem structure induces us to optimize the two unknowns alternately as shown in Algorithm 2.
Algorithm 2 Alternating Maximization 1: Initialize t = 1 andθ t−1 ; 2: Fix θ =θ t−1 , reorderη according to (1 − q 0 − q 1 )(hθ − τ ) and obtain the corresponding permutation matrixΠ t−1 ; 3: Solve maximize θ l(η; θ,Π t−1 ) and obtainθ t ; 4: Set t = t + 1 and return to step 2 until a sufficient number of iterations has been performed or |θ t −θ t−1 | ≤ , where is a tolerance parameter.
The alternating maximization in Algorithm 2 can be viewed as the alternating projection with respect to θ and Π. The objective function is l(η; θ, Π). In step 2, givenθ t−1 , we update the permutation matrix aŝ Π t−1 , and the objective value is l(η;θ t−1 ,Π t−1 ). GivenΠ t−1 , we obtain ML estimation of θ asθ t , and the objective value is l(η;θ t ,Π t−1 ) satisfying l(η;θ t ,Π t−1 ) ≥ l(η;θ t−1 ,Π t−1 ). Givenθ t , we update the permutation matrix asΠ t , and the objective value is l(η;θ t ,Π t ) satisfying l(η;θ t ,Π t ) ≥ l(η;θ t ,Π t−1 ).
Consequently, we have
Given that the maximum with respect to each θ and Π is unique, any accumulation point of the sequence generated by Algorithm 2 is a stationary point [16] . DRAFT 3) Good initial points : For alternating maximization algorithms dealing with nonconvex optimization problems, an initial point is important for the algorithm to converge to the global optimum. In the following text, we provide good initial points for the alternating maximization algorithm.
Suppose that the number of measurements K is large. Consequently, as the number of measurements tends to infinity, the law of large numbers (LLN) implies
where p −→ denotes convergence in probability.
In the following text, we only deal with q 0 + q 1 < 1 case. The case that q 0 + q 1 > 1 is very similar and is omitted here. Define l = min i∈[1,··· ,N ]
.
which is a quadratic equation in θ. The solutions are
The above two solutions can be used for the alternating maximization algorithm as initial points. Finally, the optimum with larger likelihood is chosen as ML estimator. In Section IV, to provide fair comparison of alternating maximization algorithm with good initial points, −∆ and ∆ are used as two initial points, and we choose the solution whose likelihood is larger as ML estimator. For the first numerical experiment, the special case mentioned in Proposition 2 is verified. In Fig. 1 , h is equispaced with h = [−1.50, −1.29, −1.08, · · · , 2.50] T , which corresponds to a ramp signal, and DRAFT τ = 0.5h. Note that h does not satisfy the condition in Proposition 3, thus the model may be identifiable.
IV. NUMERICAL RESULTS

In
In addition, the MLE can be obtained via the reordering algorithm in Proposition 2. It can be seen that when the number of measurements K is small, the ML estimator with labeled data works well, and there is an obvious gap between the MSE of the reordering estimator and the CRLB with labeled data. As K increases, the MLE performances of both estimators become very close to the CRLB with labeled data. For the second numerical experiment, the MSE performance of Algorithm 2 (for the general case)
is evaluated. In Fig.2 , the elements of the vectors h and τ are independently and randomly generated between [−∆, ∆]. The results are plotted in Fig. 2 . It can be seen that when K is small, good initial points significantly improve the MSE performance of the alternating maximization algorithm with unlabeled data.
As K increases to 10 4 , the MSE performances of both unlabeled ML estimators approach a common level which is larger than the CRLB achieved by the labeled data. Finally, both the unlabeled ML estimators achieve the CRLB around K = 10 5 .
Note that the performance gap between labeled and unlabeled ML estimators exists due to incorrect permutation matrix recovery. As a result, we define the permutation matrix recovery probability as Pr(Π ML = Π 0 ), where Π 0 denotes the true permutation matrix. In Fig. 3 , we plot the permutation matrix recovery probability via MC trials. It can be seen that as the number of measurements K increases, the recovery probability of permutation matrix increases, i.e., the performance gap between labeled and unlabeled ML estimators decreases with increasing K and finally approach zero. In addition, it can be seen that the probability of correct permutation matrix recovery in the first experiment is higher than that of the second experiment. This result implies that the performance of unlabeled ML estimator more rapidly approaches that of labeled ML estimator in the first experiment, which is demonstrated in Fig 1   and 2 . Note that the permutation matrix recovery probability for the two unlabeled estimators is almost DRAFT 
MSE
Labeled data Unlabeled data Unlabeled data, good initial points CRLB Fig. 2 . MSE vs. number of measurements for the three ML estimators with labeled data, unlabeled data via initial points ±∆ and unlabeled data via good initial points ±∆, compared with the CRLB (5).
the same for randomly generated h, while there exists an MSE gap between the two estimators when K is less than 3000, demonstrating the importance of good initialization for this nonconvex ML estimation problem. Recovery Probability Experiment 1, equispaced, h Experiment 2, randomly generated, h Experiment 2, randomly generated, h, good initial points Fig. 3 . The permutation matrix recovery probabilities Pr(ΠML = Π0) vs. number of measurements for the cases of equispaced and randomly generated h. For equispaced h, the simulation parameters is the same as that of the first numerical experiment. For randomly generated h, the ML estimator is found via Algorithm 2 with good initial points (14) , and the simulation parameters is the same as that of the second numerical experiment.
V. CONCLUSION
We study the joint parameter and permutation estimation problem from quantized data for a canonical (known signal shape) sensing model. A sufficient condition under which the ML estimation problem can be solved efficiently is provided. It is shown that in some settings the model can even be unidentifiable.
Finally, good initial points are provided to improve the performance of an alternating maximization algorithm for general estimation problems, whose effectiveness is shown by numerical experiments. DRAFT 
