This paper presents a new class of collocation methods using cubic splines for solving elliptic partial differential equations (POEs). The error bounds obtained for these melhods are optimal. The methods are formulated and a convergence analysis is carried out for a broad class of elliptic POEs. Experimental resulls confirm the oplimal convergence and indicate that tlJese methods are computationally more efficient than methods based on either collocation with Hennite cubics or on Galerkin with cubic splines.
INTRODUCTION
We consider the Cannulation and analysis of a method Co> approximating the solution u. ( where Bu is u. D.>: u or Dy u. TIlrollghout it is assumed that the coefficients a,p;y satisfy the ellipticity condition /32 -4ay< O.
The method considered in this paper involves the determination of the bicubic spline piecewise polynomial u", (x,y) over the partition Ii of n. The spline "6 is chosen to satisfy exactly the boundary condi.
tions and an operator equation L'ulJ. = -f at the interior grid points of 6., whereL' is a high orderperturbation of L plus additional spline end conditions. An implementation of the method exists in ELLPACK [Rice 85] for equation (1.1) and mixed homogeneous boundary conditions. The method of collocation at nodal points based on tensor product of cubic splines was" first analyzed independently in [Cave 72] and [Ito 72 ] for Helmholtz elliptic PDEs with Dirichlet boundary conditions on a square. Second order converg ence of the method was proved. The formulation of this method for more general elliptic PDEs was con. sidered in [Ito 72 ] without deriving any error estimales. In [Arno 84] the nodal collocation method using the tensor product of smoolhest splines of arbitrary odd order is analyzed for a certain class of elliptic PDEs. The results indicate the failure of this meLhod to produce an optimal order approximation for the solution of (1.1),(1.2). Optimal order of convergence is oblained in various Sobolev spaces with oreler greater or equal to the order of the operator. In [Fyfe 69 
ffiGH ORDER INTERPOLATION RELATIONS
In this section we derive a high order perturbation L' ofL based on various interpo~alion results for cubic splines. We define sf.lto be the space of the two-dimensional splines associated with /J. and which satisfy exactly the boundary conditions (1.2). We can construct a basis for S~by' fanning the tensor product of basis elements of Ihe one-dimensional splines S~% and sf.lr If 11:.. == [t, = a + ih, i = -1 to n+l,
is a unifonn partition of [a,b} then the basis functions {Ii j } for S 3,,,-can be chosen so that
B'-(li_l)~1I(2h) and B'-(li+l)~-1I(2h).
In the case of Dirichlet boundary conditions lite basis functions B j of the subspace S~2. can be defined in terms of Bj's by
Similarly, for Neumann boundary conditions, the basis functions for Sa can be defined by (2.1)
BN(x) =8 N (x) .
Throughout we adopt the following representation of uti 
It is worth noticing lhat the relations (2.8) to (2.11) are independent of the spline end conditions. The following results will be used later to develop discretization error bounds for a class of two-dimensional elliptic boundary value problems. Stencil S.l. Definition ofL'S at Q, in terms of the cubic spline interpolant S and its derivatives at the grid points 0, U as. L'S is defined at boundary nodes by (2.15a) or (2.15b).
(i) the interior collocation equations
at the interior grid points Of whereL'is defined by S.l,
at the boundary knots as
where L' is defined by (2.15a) or (2.15b) depending on the type of boundary conditions (1.2). Notice that the cubic spline interpolant S satisfies the above equations (3.1) and (3.2) within 
Proor. First consider the equations tha1 correspond to the collocation points (Xi'Yj) E 0.,0. Based on the stencil S.2 and those given in Appendix I, the diagonal dominance condition is wriuen as However, we can obtain diagonally dominant boundary equations by appropriate differentiation of the operator equation Lu=f.
The analysis and the implementation of the cubic spline collocation method for the general operatQr is more convenient if u'" is defined ill two phases and the method is viewed as a deferred correction type.
Each phase involves the application of the standard second order spline collocation method with appropriate right sides. Specifically, we have the following second formulation of lhe spline collocation melhod:
and defineAyg (x I y) similarly as the second central difference in y. Then tnke at the interior nodes 0/:
at the boundary nodes n B : h/"4
Following the analysis of Lemma 3.1 we can prove diagonaly dominance for the second order coefficient collocation matrix. 
Convergence analysis
The convergence of a variation of the first Cannulation (3.1) and (3.2) of the method is studied in Section 4 for Helmhollz PDEs with Dirichlet or Neumann conditions. We believe that we can establish the optimal order of convergence for general PDEs using the second Cannulation, lhe one with two phases or a deffcred correction. To do this, we need to prove optimal order of convergence of Ihe standard nodal collocation method in a certain Soholev space of order two. The numerical resuIlS of Table II ., Note that lhe boundary unknowns vJI), vk lJ , vf!), vIP, in (4.6) can be explicitly del.ennined and cUminated from the problem since QN-l • QM-I are non-singular. Finally, the interior coliocaLion equations (4.2) can be described in terms of the stencils given in lIle Appendix I. where the Pi/S are zero excepl near the boundary and Lhere !.hey can be compuLed by multiplying !.he .xxx .. xxxxx.
• In order to formulate (4.2) and (4.8) in a matrix fonn we consider the 11 x n matrix T" defined in tenns of Q.. as
T" ... ='2q",n.
T1,2 =2q1,2. According to the fonnulation of lhe method, me boundary unknowns that correspond La the grid poinls 0B U D.e are explicitly defined by the systems (4.6) or (4.9) and can be eliminated using these equations. The remaining unknowns U i J lhat correspond lo interior grid points OJ are determined by the interior collocation equations (4.2). The behavior of the coefficient matrix A of these equations has been studied in the Lemma 3.1. IL is worth noticing that under the hypotheses of this lemma the collocation approximation uti. for (4.1) is uniquely defined. Next, we prove two important resulls on which the convergence proof is based. Similar results hold for the standard nodal collocation method applied to the operator Using inequality (4.11) and the above relation we obtain (.85 + .61~2 )/e as the upper bound for IlAo-ln for Neumann boundary conditions. This concludes lhe proof of the lemma.
In the case of the standard nodal cubic spline collocation method the following result holds for The error bound (4.13) is then a direct consequence of (4.16) and (2.12c).
NUMERICAL RESULTS
In this section we present some numerical results La confinn the convergence properties of the cubic spline collocation method. FOI" this purpose.. we have selected five problems with known solutions which are solved then for various uniform meshes. We used the first formulation for !.he daLa swnmarized in Tables 1 to 4 . which indicate thal the rate of convergence of the method is 3.9 • This rale should be compared with the optimal fourth order convergence in the approximation with bicubic-splines. It is worth noticing lhat the coefficient of u in problem 3 is positive while the mesh ratio cr' -for Problem 4 is outside the interval (~~• i~). This indicates that the conditions we give Wlder which the coeffici~t matrix of the method is invertable are only sufficient We used tile second fonnulation (phase version) for the data in Tables 5 to 12 . The other metllods used for these tables are from the ELLPACK system and described in [Rice 85 ]. The order is esLimated at the grid points by order = 11(. -u,,llimu -log 11(. -.,,llimu All computations were perfonned on a VAX 780 in double precision except those in Tables 5 and 6 that were done in single precision. In these experiments the systems of linear equations are solved by Table 10 . Errors, order of convergence and total time of cubic spline collocation for the problem considered in Table 9 , using a-uniform mesh. Table 11 . Derivative errors and order of convergence for the problem considered in Table 6 .
IIU~-S~II
The order of convergence results in Tables 5-8 confirm the conclusion from Tables 1-3 that the order of convergence of the spline collocation method is close LO 4.0. Table 10 gives data from a completely general operator with combined Dirichlet and Neumann boundary conditions. Again the order of convergence is close to 4.0 which suggests that the optimal order of convergence of the method is 4.0 in general. Table 4 gives a comparison of lhe problem size and computational times for three finite element methods using piecewise cubic polynomials. Using Hermite cubics (the Hennite collocation melhod) for a given grid size, gives many more unknowns much more computational effort and, as seen in Table 5, -25 -higher accuracy. However, accuracy is DOL improved enough to compensate for lhe additional compuler time. To achieve an accurncy of 10-3 or belter requires 8.9 seconds for spline collocation. 19.9 seconds for spline Galerkin and 16.3 seconds for Hennite collocation. Table 6 shows another example where spline collocation is more efficient than spline Galerkin and Table 9 shows another example where spline coUcx:alion is more efficient than Hermite collocation.
Ta,!,le 6 gives a comparison with high order finite difference (HODIE) method which is of comparable accuracy wilh a given grid size and a liUle more efficient. However, the HOOlE method is nOl as general in its applicability as spline collocation (it cannot handle U;ry terms). The HODIE Helmholtz method used in Table 7 is even faster, but this melhod is specifically designed for and reslricted to Helmhollz prob.
terns with only a variable coefficient of u in the operator. 
