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ABSTRACT  
Power consumption in residential sector has increased due to growing population, 
economic growth, invention of many electrical appliances and therefore is becoming a 
growing concern in the power industry. Managing power consumption in residential 
sector without sacrificing user comfort has become one of the main research areas 
recently. The complexity of the power system keeps growing due to the penetration of 
alternative sources of electric energy such as solar plant, Hydro, Biomass, Geothermal 
and wind farm to meet the growing demand for electricity. To overcome the challenges 
due to complexity, the power grid needs to be intelligent in all aspects. As the grid gets 
smarter and smarter, considerable efforts are being undertaken to make the houses and 
businesses smarter in consuming the electrical energy to minimize and level the electricity 
demand which is also known as Demand Side Management (DSM). It also necessitates 
that the conventional way of modelling, control and energy management in all sectors 
needs to be enhanced or replaced by intelligent information processing techniques. In our 
research work, it has been done in several stages. 
(Purpose of Study and Results) We proposed a policy-based framework which allows 
intelligent and flexible energy management of home appliances in a smart home which is 
complex and dynamic in ways that saves energy automatically. We considered the 
challenges in formalizing the behaviour of the appliances using their states and managing 
the energy consumption using policies.   Policies are rules which are created and edited 
by a house agent to deal with situations or power problems that are likely to occur. Each 
time the power problem arises the house agent will refer to policy and one or a set of rules 
will be executed to overcome that situation. Our policy-based smart home can manage 
energy efficiently and can significantly participate in reducing peak energy demand 
(thereby may reduce carbon emission). Our proposed policy-based framework achieves 
peak shaving so that power consumption adapts to available power, while ensuring the 
comfort level of the inhabitants and taking device characteristics in to account. Our 
vi 
 
simulation results on MATLAB indicate that the proposed Policy driven homes can 
effectively contribute to Demand side power management by decreasing the peak hour 
usage of the appliances and can efficiently manage energy in a smart home in a user-
friendly way.   
 We propounded and developed peak demand management algorithms for a Smart 
Energy Community using different types of coordination mechanisms for coordination of 
multiple house agents working in the same environment. These algorithms use centralized 
model, decentralized model, hybrid model and Pareto resource allocation model for 
resource allocation. We modelled user comfort for the appliance based on user preference, 
the power reduction capability and the important activities that run around the house 
associated with that appliance. Moreover, we compared these algorithms with respect to 
their peak reduction capability, overall comfort of the community, simplicity of the 
algorithm and community involvement and finally able to find the best performing 
algorithm among them. Our simulation results show that the proposed coordination 
algorithms can effectively reduce peak demand while maintaining user comfort.  With 
the help of our proposed algorithms, the demand for electricity of a smart community can 
be managed intelligently and sustainably. This work is not only aiming for peak reduction 
management it aims for achieving it while keeping the comfort level of the inhabitants is 
minimum. It can learn user’s behaviour and establish the set of optimal rules dynamically.   
If the available power to a house is kept at a certain level the house agent will learn to use 
this notional power to operate all the appliances according to the requirements and 
comfort level of the household.  This way the consumers are forced to use the power 
below the set level which can result in the over-all power consumption be maintained at 
a certain rate or level which means sustainability is possible or depletion of natural 
resources for electricity can be reduced. 
 Temporal interactions of Energy Demand by local users and renewable energy 
sources can also be done more efficiently by having a set of new policy rules to switch 
between the utility and the renewable source of energy but it is beyond the scope of this 
thesis. 
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We applied Q learning techniques to a   home energy management agent where the 
agent learns to find the optimal sequence of turning off appliances so that the appliances 
with higher priority will not be switched off during peak demand period or power 
consumption management.  The policy-based home energy management determines the 
optimal policy at every instant dynamically by learning through the interaction with the 
environment using one of the reinforcement learning approaches called Q-learning. The 
Q-learning home power consumption problem formulation consisting of state space, 
actions and reward function is presented. The implications of these simulation results are 
that the proposed Q- learning based power consumption management is very effective 
and enables the users to have minimum discomfort during participation in peak demand 
management or at the time when power consumption management is essential when the 
available power is rationale.  
This work is extended to a group of 10 houses and three multi agent Q- learning 
algorithms are proposed and developed for improving the individual and community 
comfort while at the same time keeping the power consumption below the available power 
level or electricity price below the set price. The proposed algorithms are weighted 
strategy sharing algorithm, concurrent Q learning algorithm and cooperative distributive 
learning algorithm. These proposed algorithms are coded and tested for managing power 
consumption of a group of 10 houses and the performance of all three algorithms with 
respect to power management and community comfort is studied and compared. Actual 
power consumption of a community and modified power consumption curves using 
Weighted Strategy Sharing algorithm, Concurrent learning and Distributive Q Learning 
and user comfort results are presented, and the results are analysed in this thesis. 
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1 INTRODUCTION 
Global demand for energy is increasing drastically as the population grows. Therefore, 
the number of household appliances also increases as technology improves. The 
international energy agency states that the world’s demand for energy will increase by 
50% in 2030. The emission of greenhouse gases when electricity is generated started to 
have significant impacts on the climate change. This is emerging as one of the major 
global challenges and researcher all over the world are working towards sustainability 
and climate change challenges. 
For the given amount of power generation with insignificant energy storage options 
whatever energy is generated must be transmitted and consumed by the consumers at 
once. If power generation is not equal to power consumption, then the stability problem 
arises. In peak hour, demand goes up and utility providers will bring additional power 
plants online to supply additional power which has higher operating costs and higher 
carbon emission. To meet peak demand, utility companies, must invest more money to 
build additional power plants, which may be operated only for short periods of time. In 
most countries, base load power will be supplied by the cleanest generators and during 
peak demand older and less- efficient generators will be operated Therefore, reducing 
/shifting peak load will reduce the need for  
• building additional power plants 
• operating older, less efficient machines  
which can significantly decrease carbon emission thus can help saving our 
environment. Some research also suggests that shifting peak load to base load periods 
also benefits energy conservation. Instead of managing energy at the supply side which 
is expensive it is good to have a control at the distribution side. Peak demand management 
programs help consumers to know their power consumption behaviour and use it to 
control or alter their consumption behaviour. When consumers know how much power 
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they consume and the bill they pay for they will start to think about ways to reduce energy 
consumption and the electricity bill. So, this creates energy awareness among consumers 
which can promote more efficient energy consumption. 
 1.1 Need for Residential power consumption management  
Houses and buildings consume over 30% of all energy and 50% of the electricity. 
Electricity peak demand is also expected to increase nearly by 30% in the coming decade 
mostly driven by increased use of Air conditioners and other high energy appliances in 
new and existing homes and buildings. Household appliances and equipment account for 
about one-third of energy consumption and about 45% of greenhouse gas emissions in 
the average household. According to a research commissioned for the power of choice 
Air-conditioners are forecast to be the sixth largest energy consuming appliances by 2020 
in terms of total annual demand [1]. They are likely to have a higher impact on peak 
demand relative to many other high energy appliances due to the observed relationship 
between temperature and peak demand. Televisions are forecast to generate the greatest 
amount of total demand by 2020 of all household appliances, followed by water heating, 
heating and cooling, washing machines, dishwashers, lighting and refrigerators. These 
appliances are the main reasons for residential peak demand growth and therefore it is 
essential to find a systematic approach to managing energy efficiency and the cost of 
electricity in residential sector.  
Data collected from World Energy council is shown in Figure 1-1 which helps us to 
understand how much power is consumed in an electrified household in different 
countries around the world. It also shows clearly that it is skewed towards wealthy 
countries than countries of higher population. Energy consumption is higher in developed 
countries than in developing countries. In developed countries there are many industries, 
modernized cities, infrastructure with a highly-developed economy which drive them to 
use 70% of the world’s Energy and all the developing countries together use only 30 % 
of the planet’s energy. Economic growth leads to increased energy use. However, this is 
changing as some of the developing countries start doubling their energy use over the past 
15 years due to economies of some of the developing countries growing fast. 
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Power consumption by an average person at home in each country is calculated by 
dividing residential electricity use and dividing it by population which is shown in Figure 
1-2. A Canadian uses 4741 kWh per year in their home which is about six times the global 
average per capita or about 60 times more than the power consumption by a Nigerian.  
 
Figure 1-1 Household electricity power consumption in countries around the 
world 
In the US, typical household power consumption is about 11,700 kWh each year, in 
France it is 6,400 kWh, in the UK it is 4,600 kWh and in China around 1,300 kWh.  The 
global average electricity consumption for households with electricity was roughly 3,500 
kWh in 2010.There are numerous things that drive these differences, including wealth, 
physical house size, appliance standards, electricity prices and access to alternative 
cooking, heating and cooling fuels. 
 16 
 
 
Figure 1-2 Residential Electricity use in countries around the world 
Residential sector consumes 38% of all power and House hold appliances account for 
30 % of the total energy consumption. White goods such as refrigerators, washing 
machines, and dish washers are the largest contributors to house hold energy use 
consuming 34% of all energy used by household appliances. Average household in 
Australia supposedly use around 15 to 20 KWhr electricity per day [2]. The power 
consumption of vaious household appliances in an average house in a developed country 
is shown in Figure 1-3. For most utilities electricity demand peaks between 3pm and 8 
pm when people come home from work and start cooking dinner,wash clothes, run the 
dishwasher, charge up their mobile phones, turn on their big screen TV’s. So it is really 
important to concentrate more on house hold appliances in residential energy 
management. 
Consumers based electricity power management will be one of the major emerging 
challenges. By 2050, the world’s population is expected to increase from about seven 
billion currently to more than nine billion. The energy consumption during this period 
could also be doubled.  
Electricity consumption in the residential sector grows steeply and significantly 
contributes to carbon emissions in Australia due to its generation of electricity using coal 
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as one of the main resources of energy. In 2007, Australia's residential sector accounted 
for around 9% of total greenhouse gas emissions which is an increase of 25% in carbon 
emissions since 1990 [3]. In 2006-07, more than 40 % of energy was consumed by heating 
and cooling. Then 25 % was accounted by water heating, 19% by household appliances, 
6% by lighting and cooking by 6%. Refrigerators and freezers consumee almost 34% of 
all energy used by household appliances [3]. 
 
 
Figure 1-3 Electricity use by various household appliances in a house 
As per International Energy Agency, 2003 Residential appliances and equipment 
account for 30% of all energy consumption in OECD countries and indirectly contribute 
to 12% of energy generation related carbon-dioxide (CO2) emissions. The International 
Energy Association also predicts that energy consumption by residential appliances 
would reach 25% by 2020. This data necessitates the importance of managing energy 
consumption in homes to save energy and the environment.  
This Figure 1-4 shows how each domestic appliance is graded according to the time it 
takes to consume 1 kWh. we can see numerous appliances consume 1 kWh less than an 
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hour of usage. If we arrange these appliances from smallest time to large time for 1 kWh 
we can see refrigerator is the median and starting from this appliance to all important 
house hold appliances take only 20 % of a day to consume 1-unit energy. All these high 
power consuming appliances are almost used every day after users come from work.  
 
Figure 1-4 Time versus Household appliances to consume 1 Unit of power 
The total energy savings from all appliances (which could amount to several millions 
typically in a city) could be significant and can effectively contribute to substantial energy 
savings if consumers change their energy consumption behaviour which also may help 
reduce the peaks in the power consumption curve. 
Consumer behaviour changes may be achieved by incentives such as vouchers, tax 
credits and utility rebates. Consumers may have preferences in their usage of electricity 
and their appliances. Consumers also have the authority and responsibility for device 
level management within their homes. Consumers have the rights to employ any 
instruments and tools to manage energy. 
Smart homes have a wide range of appliances which add sophistication to modern life 
and at the same time increase complexity of the system to be managed. A smart home 
may have in-home monitoring systems to keep older persons in home and to monitor their 
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health condition remotely. The inhabitant may run a part time business with special 
equipment (for dental clinic or beauty parlour) in one room which may consume more 
power, or have a sport centre in his garage, swimming pool at the backyard or a hybrid 
car with solar panel on the roof. As the number of such sophisticated appliances increases 
it results in excessive power consumption and there is a strong need for power 
management. The challenge is how to achieve this objective without negatively impacting 
people’s standard of living or their productivity.  
Energy consumption management will make sure that energy consumption and costs 
are as low as possible while maintaining high standards of comfort and productivity. 
There are many benefits associated with improving energy consumption management 
schemes including 
• Improved comfort  
• Reduced operating and maintenance costs 
• Reduced system and equipment failures 
• Reduced energy consumption 
• Improved environmental performance.  
Social behaviours, Users choice and interests are completely ignored in traditional 
energy management system or treat it as a single parameter describing the society. User’s 
choices and interests on power consumption is one of the main factors which affects 
energy demand and needs to be considered. If we study social behaviour towards power 
consumption such as how they are attached to their household devices in their daily lives, 
then we can be able to analyse and think about ways of influencing and changing their 
consumption behaviour or pattern.  
1.2 Policy-based power consumption management  
Using policies to control electric appliances is one of the ways of managing the overall 
power consumption behaviour of a consumer. Policies are set of rules that turn on or off 
an appliance depending on a set of conditions. In general, rules in a policy can examine 
the current state of an appliance and decide upon the next state to which the appliance can 
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be switched to depending on the current situation. Policies can be modified dynamically 
thus offering flexibility and they allow communications with other appliances using 
standard protocols over a network. (Existing in-home networks such as Wi-Fi, Ethernet, 
and Home area networks (ZigBee, Z-Wave, and Home plug etc.) are leveraged to support 
Grid applications such as meter reading, DR, and energy management [4]. 
Policy-based management is acknowledged as a promising way for dealing with 
automated management of large-scale distributed systems and networks. Policies which 
are set of rules can alter the behaviour of objects within the system. [5]. In this research 
work, we proposed a policy-based energy management for a smart home where all   
appliances are connected via a ZigBee network and a home energy management agent 
will have a set of policy rules embedded in it as shown in Figure 1-5. 
 
Figure 1-5 House agent connected with intelligent appliances 
Policy-based Smart home refers to a home where energy is managed smartly and 
efficiently with the use of cloud-based services and digital technology while ensuring the 
comfort level of the inhabitants. People are attracted to Smart homes or home automation 
mainly for security and convenience. Though it works towards energy savings or energy 
efficiency, consumers are not ready to change their behaviour towards usage of appliances 
and ready to lose comfort. If these smart homes can also interact with consumers to know 
their dynamic needs based on real life situations, environmental conditions and work 
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accordingly so that their comfort is maintained with minimum power and price it will be 
appreciated by them. There are people who prefer smart home for energy savings but not 
as many as needed for significant energy savings and conservation. Consumers need to 
be given more details about the appliances and how much energy they use which can help 
them to be aware of energy savings and its impact of climate change. 
 The home energy management agent will always maintain the home power 
consumption less than the notional available power by changing the states of appliances 
appropriately using policy rules. Policy rules can be added or edited easily by the resident 
according to his preferences and circumstances. In policy-based power consumption 
management we have considered consumer's preferences and comfort. In Policy-based 
simulation technique we used models that have agents which are computer programs. 
They are goal directed and interactive and react to their simulated social and physical 
environment. 
1.3 Peak reduction algorithms for a smart energy community 
Smart homes enable the residents with monitoring, control of the smart home 
appliances and ensuring security from remote. In this work, we tried to develop a smart 
community by grouping several smart houses which will be able to create a reliable and 
sustainable energy future by effectively managing energy consumption during peak 
demand. In this research, we assumed a smart community as a suburb which consists of 
several smart homes where each smart home is incorporated with a home agent which is 
capable of monitoring, controlling the operation (states) of all house hold appliances 
according to user preferences using the policy-based framework which we proposed. 
Additionally, these smart home agents will be able to communicate with each other for 
the sake of managing power consumption with maximum comfort. 
1.3.1 Benefits of Smart Energy Community  
By properly incorporating a suitable energy management framework for a smart 
community, we can have several benefits in terms of long-term health and prosperity of 
the community [7].  
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• Cost of electricity will be consistently lower than the neighbouring communities 
• The quality of air with reduced greenhouse gas emissions will be better. 
• The community residents are satisfied by knowing that these advantages are 
received with minimum impact on the earth. 
• The consumers will have reliable power supply. 
• Electricity prices will not be subjected to market volatility. 
On the other side, the suppliers of electricity also benefit from smart community 
such as greater understanding of customer end energy requirements and reduced 
carbon tax. 
Reinforcement learning is a machine intelligence model free approach which has many 
applications in different areas such as robotics, energy management systems, automated 
building evacuation systems, mazes and   computer games.   
1.4 Reinforcement learning for house agents 
 Q-learning (Watkins,1989) can make the agents capable of learning to determine 
optimal policy in Markovian domains by trying all possible actions in all states and 
experiencing the consequences of actions based on the long-term discounted reward [8]. 
We tried to treat a smart home with appliances as a Markovian chain as it is capable of 
being in more than one state. It can move from one power state to another power state 
and new state depends on the current state it is in. MDP is useful in finding policy or set 
of actions which can maximise some utility with respect to some future rewards.  
We proposed peak reduction algorithms for a smart community using different types 
peak reduction algorithms and user comfort model for appliances and used it to determine 
the impact of policy rules on user comfort based on user preferences and power 
consumption of appliances.  We also studied power consumption management using 
policy-based frame work and determined the user comfort using simulation. Though this 
method is effective in managing home power consumption, it does not guarantee 
maximum user comfort. To improve our policy-based power management frame work so 
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that we can get maximum comfort, in this research work, we have attempted to 
incorporate dynamic learning into the policy-based agent. 
In this work, we proposed a novel approach which uses online reinforcement learning 
for a policy-based energy management in a smart home where the smart home energy 
management agent computes an optimal policy for its smart appliances without the need 
for having a prior knowledge   about the environment. It determines the optimal policy 
by performing an action in a certain system state and adjusting the action when the same 
state is revisited based on the reward/comfort received.  
1.5 Multi agents and Q learning 
Multi agent systems (MAS) represent the collective behaviours of all the agents where 
some degree of autonomy and complexities exist because of their interactions. We assume 
that agents in MAS cooperate with each other aiming for own benefit and the benefit of 
the entire entity. In Multi agent systems the agents interact with each other to solve a 
problem or try jointly to maximise their comfort in a changing environment. As the 
number of agents participate become higher, the complexity of the domain is also 
increasing more due to their individual behavioural characteristics.  
In this work, we tried to extend the single house agent Q-learning to a smart energy 
community of group of 10 houses so that they can coordinate, cooperate, and negotiate 
between them to maximise their comfort at the time of peak demand management. We 
proposed and developed three multi agent Q-learning algorithms such as knowledge 
sharing algorithm, concurrent learning algorithm and distributive cooperative algorithm 
and compared the performance of these algorithms with respect to a performance index 
called community comfort. 
1.6 Thesis contributions and scope 
This thesis worked towards power consumption management of smart homes with 
intelligent appliances using policy-based house agents, for an individual house and for a 
Smart Energy Community to maximise the comfort of each house agent in the community 
by considering coordination, negotiation through proper communication between them. 
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While trying to make policy for an agent we accounted different state models of 
appliances, consumer’s choices. It analysed the performance of policy-based house agent 
by the discomfort it encounters during power consumption management. It contributed to 
the user comfort model based on consumer preferences and power rating of appliances 
participating in management. This will be detailed in chapter 3 and chapter 4.  
In the interest of consumer’s maximum comfort Q learning for a single house agent 
was proposed and developed in chapter 5. This work formulated Power consumption 
management problem as a Markovian model problem which can be efficiently handled 
by one of the reinforcement learning techniques called Q learning. A house agent trained 
with Q learning can give optimal policy for a house with maximum comfort. This work 
also describes how states, actions and Reward matrix are developed according to power 
management of the house with 8 Networked intelligent appliances. This thesis extends 
single agent Q learning to Multiagent houses forming a SEC to achieve maximum peak 
reduction with minimum discomfort. This thesis will present simulation results and 
performance analysis of proposed frameworks in chapter 6. This thesis will be concluded 
in chapter 7 summarising works done throughout this research work and will explore the 
possibilities of future research work which is implementing our algorithms to a real-time 
environment. 
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2 LITERATURE REVIEW AND 
RELATED WORKS 
In this chapter, we discuss the existing methods for power consumption management 
in smart homes, Smart Energy Community, Q learning and Multi agent Q learning. 
2.1 Policy-based Power Consumption Management 
Many researchers are working towards energy saving through intelligent management 
of house appliances. Policy-based model attempts to model specific behaviours of a 
specific individual which is different from macro simulation techniques which are based 
on mathematical models where the characteristics of a population are averaged together. 
So, policy-based modelling is appropriate for domains characterized by a high degree of 
localization and distribution whereas equation-based modelling is applied to systems that 
can be modelled centrally, and in which physical laws dominate the dynamics rather than 
using information processing [6]. 
In [10] the authors present a MAHS Multi Agent Home Automation System which 
allows the agents to cooperate and coordinate their actions so that power is managed 
efficiently. In this they use Tabu search algorithm to reduce the complexity of the problem 
by dividing into independent sub problems. In [11] the authors propose an agent-based 
approach to reduce energy consumption and carbon emission.  They mainly focus on how 
to reduce energy wastage and to develop “good” habits and life style towards to energy 
saving and CO2 reducing. A simulation is shown how to calculate energy consumption 
CO2 emission. In [12] the authors propose a hybrid social model for accurate power 
demand estimation which extends traditional models by adding a social simulation layer 
to capture social responsiveness on power conservation policies. In this they develop 
Residential Power Demand Simulator for evaluating power-pricing policies, in which 
consumer’s behaviour and social interactions are considered. They run a variety of 
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scenarios and observe the impact of how policies may affect total demand. In [13] the 
authors propose a demand side management system for a house hold by using KNIVES 
(Keiko University Network Oriented Intelligent and Versatile Energy System) and a 
smart circuit breaker box. It controls electric power by using distributed and cooperative 
power control algorithm. In this thesis, we focused our research to reduce peak energy 
demand by managing the house hold appliances by policy while taking care of device 
characteristics. We also tried to evaluate the user satisfaction factor while executing 
policies for the appliances and make sure that their comfort level is maintained.  
In [14], the authors propose a power scheduling protocol for demand response in smart 
grid system. In this, they developed a joint media access and appliance scheduling 
approach which allows appliances to coordinate with each other about their power usages 
over a home network so that that total demand for the home is kept below a target value. 
They assumed real-time prices to calculate a target power consumption level for home at 
time t. The framework of proposed joint access and scheduling protocol consists of three 
phases namely power update, power request and power scheduling. Iwayemi, et al. in [15] 
mainly concentrate on two of the largest electricity consumers in building which are 
appliances and lighting. They describe basic schemes for lighting control and   advanced 
intelligent lighting control schemes which include daylight harvesting, task tuning and 
demand response and   compare the centralized and decentralized lighting schemes with 
respect to their performance and scalability and single point of failure issues. 
In [16], the authors propose a novel paradigm that is energy awareness and smart 
enough to advice consumers to reduce energy consumption depending upon the details it 
gathered, no matter where they are and when it is. In this they used Ubi Power meter to 
link a variety of home appliances and the pervasive network. Smart meters measure and 
record the energy consumption in time and transmit the corresponding energy usage 
through wireless channel which is Zigbee Network. Therefore, users can obtain the 
feedback on the energy usage and cost of their home appliances and expected to gradually 
change their consumption behaviour towards energy savings and reduce their impact on 
the environment. In this work, they expect the users to change their consumption behavior 
by providing the accurate real-time information about their energy use. The management 
is not automated. In [17] a service agent society mechanism was implemented using Jini 
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platform. Their proposed system can supply any service or information to the homeowner 
through a portable device, for communication. The proposed system provides a uniform 
GUI for end users. It sends state information from the home network to homeowner via 
the internet. Home owners with the IM installed on their mobile phones can remotely 
control and monitor their appliances any time and from anywhere.  
In [18], the authors present a flexible energy management framework for smart 
buildings to control the intelligent appliances, decentralized power plants and electrical 
storages. In this, they use external signals reflecting   low voltage’s grid’s state to 
balance the energy demand and generation. In [19], the authors propose appliance 
coordination with feed-in scheme for managing consumer demands and locally generated 
energy. In this approach, consumer requests are scheduled based on available energy, 
peak hours, and other conflicting requests. They show that ACORD-FI (Appliance 
Coordination with Feed In scheme) decreases the cost of energy consumption of home 
appliances, significantly. The consumer can turn on any appliances without worrying 
about the peak hour electricity price. Whenever the user turns on an appliance it will 
communicate with the EMU to check for a convenient start time. The duration between 
the request time and suggested time is called the waiting time and the user can decide 
whether to turn on or off the appliance or wait until the assigned time slot. Here also the 
user should decide whether to turn on or off a specific appliance based on the electricity 
price and the available energy on the display. In [20] the authors present a system for 
intelligent energy management for home appliances. Their focus was on household 
profiles and appliances profiles. The system connects energy consumption of appliances 
and devices to an information system which enables better visibility and control of energy 
consumption of appliances.  
A novel agent-based system called Intelligent Control of Energy (ICE) for energy 
management in commercial buildings is presented in [21]. ICE uses different 
computational intelligence techniques such as fuzzy systems, neural networks, and 
genetic algorithms. They use these algorithms to learn a building thermal response to 
various conditions likes weather, user requirements. The authors also show how the use 
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of ICE can make significant energy cost savings while still maintaining the comfort level 
of the consumers.   
2.2 Peak Reduction Algorithms for a SEC 
In [25,26] we proposed a policy-based framework which allows intelligent and flexible 
power consumption management of smart home appliances in a smart home so that the 
peak demand is managed efficiently with minimum inconvenience to the users. The house 
agent is a program with a set of policy rules for the smart home appliances.  The house 
agent which is embedded in a smart home keeps comparing the actual power consumption 
of the house and the notional available power to that house. If there is a discrepancy it 
controls the states of appliances appropriately and maintains the power consumption of 
the smart house less than the available power. In [27] the authors modelled individual 
consumers, consumer resources, utility companies and production companies as 
autonomous agents and they interact with each other using a negotiation protocol. They 
proposed three different types of negotiation such as offer method, the request for bids 
method and the announce rewards table method. Throughout the work, they explained the 
reward table approach which a combination of first two methods is. The idea is utility 
agent will have a reward table which have possible cut down values associated with the 
reward and communicate this with the consumers. Then the customer agent can decide to 
cut down some power consumption for that award or not. After receiving the responses 
from consumer’s utility company agent will update the reward table based on the 
aggregated information. This will continue until the stability of the power system is 
reached. 
In [28] the authors contributed their work in identifying the elasticity property of 
appliances that enables the reduction of the power with a quantifiable impact on the 
appliance operation, providing a taxonomy of ten common household appliances with 
respect to their elasticity, collecting and comparing a comprehensive data sheet on all the 
appliances, penetration rate and load profiles and their usage patterns and finally 
validating their simulations using probabilistic computations. In [29] the authors 
proposed an organizational model called garbage can model (GCM). They extended the 
concept of original GCM by introducing autonomous agents in to it to get the benefits of 
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both methods and eliminating the disadvantages of original GCM. In this model, the 
resources are allocated to each agent not only by agents own efforts but also with the help 
of problem-solving status of other agents. In [30] the authors proposed principled 
negotiation for AAS (Aircraft/Airspace system) which allows coordination of agents with 
different interests allowing distributed optimization. In [31] the authors developed peak 
reduction methods for a group of 30 households which are load shifting, load delaying 
and optimizing the on off switching of the intermittent loads such as refrigerator and toilet 
washer. In this they have not considered the coordination of houses for maximum 
comfort. 
In [32] the authors present Span, a power saving technique for multi hop ad hoc 
wireless networks which will reduce energy consumption while maintaining the 
connectivity and capacity of the network.  Instead of all the nodes to participate in data 
transfer only few nodes will be awaking as coordinators and participate in the forwarding 
backbone topology. The authors used an election rule to choose the coordinators in which 
a node with larger Er/Em (Er is the amount of energy at a node and Em is the maximum 
energy available at the same node) is more likely to volunteer to become a coordinator. 
In [33] the authors proposed a model based on information fusion and multi agent control 
system to manage indoor energy and comfort for smart buildings developed a control 
system to maximize comfort with minimum energy consumption. They proposed two 
different comfort models for the users. They controlled thermal comfort, visual comfort 
and air quality using three local controller agents and used particle swarm optimization 
to optimize two parameters of their model named set points and OWA weights so that 
comfort index can be maximized with minimum energy consumption. In [34] the authors 
tried to develop a smart grid city simulator based on software agents which consists of 
houses, house hold appliances, vehicles, and power stations. In this the appliances are 
modelled based on continuous cyclic behaviour which is not realistic. In this work, we 
consider a group of households as a community and propose different kinds of peak load 
reduction algorithms by properly coordinating the house agents (house) to maximize the 
user comfort level, using different coordination structure such as centralized, 
decentralized and negotiation. In [35], the authors had reviewed smart home systems, 
Mobile IP technologies for a Smart home and its potential applications in security and 
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automation. All the home appliances will be controlled by a home gateway and the 
protocols used are residing in this the server which will be connected to internet. Zigbee 
and Z-Wave are the most important radio networks which help this communication 
between appliances possible with the existing electrical network. This author provides an 
integrated approach for smart homes where the wireless sensor network and mobile IP. 
They claim that the traditional smart home set up can be enhanced by providing mobility 
through current state-of-the art principles of MIPv6 which helps users to get connected 
even if IP changes from place to place. With this the home user can have control on his 
appliances connected to a home network even if he enters a foreign network. The user’s 
mobile phone can identify his current location. 
2.2 Single agent Q learning 
In this section, related work dealing with reinforcement learning algorithms in different 
applications will be briefly reviewed.  
The authors in [40] present an online power management technique based on 
reinforcement learning which can give an optimal power management policy that gives 
minimum power consumption for a given performance constraint. Their approach learns 
a new control policy instead of choosing from a set of existing policies. They used 
modified Q- learning algorithm where multiple Q values can be updated in each cycle 
with varying learning rate which results in faster convergence than traditional Q- learning. 
In [41] the authors propose a Q-learning   based neural network for learning selection of 
mobile robots. In this the authors tried to improve the autonomy of autonomous mobile 
robots for goal directed obstacle avoidance. Their simulation results show that the mobile 
robot can reach the target without colliding with any obstacles after a period of learning. 
In [42] a SA-Q (Simulated Annealing Q) learning algorithm is used to study the impact 
of demand side bidding in the electricity market. In this, consumers and generators are 
viewed as adaptive agents and their profits are maximized   using reinforcement learning. 
They tested their algorithm using a two-node system with two generators and two 
consumers and showed that consumers can learn to recognize the exercise of market 
power from generators and alter their bidding strategy to limit it.  
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In [44], the authors   use Q learning for a hexapod to learn to walk and they used a 
probability distribution for all actions to   balance between exploitation and exploration.  
In [45] the authors propose maze solving algorithm based on Q-learning and showed how 
they converted maze solving problem in to Q learning problem. Their simulation results 
show that mazes of different sizes can be easily solved using Q learning. 
2.4 Multiagent Q learning 
Watkins introduced Q learning [8] and found to be one of the best algorithms for agents 
in a complex environment to produce optimal solutions by continuously interacting with 
other agents and the dynamic environment. It is a model free learning algorithm and hence 
it is not necessary to have the mathematical model of the system we try to change.  The 
challenges due to this complexity enabled the researchers to develop   machine learning 
techniques where the optimal solutions can be found. Among three machine learning 
methods supervised learning is not applicable to the domain as the information about the 
domain is not completely known. Therefore, Reinforcement learning method is found to 
be very useful where learning of the agent is based on sequence of actions it performs in 
the environment. Q-learning is the most popular among all other reinforcement learning 
algorithms. Every time the agent performs an action it enters a new state and receives a 
reward or penalty to indicate the quality of the action it performs. The agent will keep 
updating its Q value for every state change from any of the start state to goal state. Based 
on this value it decides what action to perform in future to get long term rewards. The 
agents can learn an optimal policy by taking a sequence of actions thereby keep 
interacting with the environment they reside and start to learn about the environment. 
Multi agents find a lot of applications in robotics [9] as embodied agents such as Predator 
-prey-pursuit, foraging, box pushing, soccer, herding, Keep -Away Soccer, cooperative 
target observation and cooperative navigation It is useful in game theoretic environments 
where strategy games using pay offs for agents based on their joint actions. In addition to 
this MAS found a lot of applications in real world problems like distributed vehicle 
monitoring, Air traffic control, Network management and routing, Electricity distribution 
management, distributed medical care, supply chain and many other.   
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In this work, [47] the authors proposed optimal allocation of water resource for urban 
water management systems. They used maximum mapping value based multi agent Q-
learning and adaptive reward value function. They also found that the proposed system 
can have higher stability by conducting some comparison experiments.in this paper [48] 
the authors contributed a new learning algorithms called a variable learning rate and gave 
a new criterion for adjusting the learning rate named WoLF which means “Win or Learn 
Faster is used to specify how the learning rate must be changed in a particular dynamic 
environment so that shortcomings such as not always possible to get best response and 
convergence are eliminated. In [49,50] the authors proposed cooperative learning 
algorithm called Weighted Strategy Sharing and introduced some expertness measuring 
methods such as Normal, Absolute, Gradient, and Average. In this they considered all the 
agents in same environment can learn from each other and they analysed the effect of 
performance of their algorithm by changing one of the agent’s Q table randomly. This 
was tested on the Hunter Prey problems. They showed that when the experiences of agents 
were different, the WSS algorithm enhanced the learning process. 
In [51] the authors proposed a distributed Q -learning for multi -agent coordination. In 
this the learning, optimal policy is distributed to each agent and there is no central control. 
They used this to solve multi agent predator and prey game in which a team of predators 
coordinate to capture a prey. State action space is shared between agents and allocation 
of sub goals to agents improve the learning efficiency of the team. In [52] the authors 
added additional feature to distributed Q learning algorithm for the agents to coordinate 
which is capable of allocating sub goals among agents dynamically so that they can work 
more efficiently. In [53] the authors studied two important issues in multi agent robot 
learning which are credit assignment and amount of space needed to handle large data in 
this domain and changing nature of data in learning at every time. They suggested that by 
combining domain characteristics and machine learning algorithms successful results due 
to enhanced cooperative behaviours can be produced. In paper [54] the authors proposed 
a new framework with three important stages for optimizing traffic control agents. They 
are agents who act like traffic junction controllers get information about congestion from 
other neighbour agents, monitoring traffic states and using these coordinating the agents 
through coordination graphs and max-plus algorithm. In [55] the authors concentrated on 
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the feedback from environment for the agents to consider. If the learning is not converging 
due to improper coordination between agents, then there will be a convergence problem, 
so the solution might not be an optimal solution.  
In paper [56] the authors evaluated the convergence behaviour of concurrent learning 
algorithm using game matrix. They presented four different types of concurrent learning 
algorithms and while trying to conduct experiments they keep changing the number of 
actions available from 2-5 to 10-20, changing the number of agents per group and delayed 
feedback. In this paper [57] the authors proposed an alternate approach to layered learning 
which is called concurrent layered learning and claims that layered learning works better 
with concurrent layered learning where rather than feeding the output of one layer to other 
layer each layer will undergo a training for individual tasks and to act together efficiently 
to produce better results. Individual layers are trained completely individually and 
independently and says this outperforms traditional layered learning. 
In [58] the authors aimed to create a Mav Home (Managing an Intelligent Versatile 
Home) where the home agent will maximise user comfort by minimising the consumption 
cost. The agent will predict the mobility patterns and device usages of the inhabitants. 
Each agent will coordinate their action with other agents, so the overall goal is achieved. 
After studying the pattern, the agent will automate the devices within the home. They 
used Common Object Request Broker Architecture to communicate between agents. 
In [59], The authors proposed a novel Energy Management System which uses RL 
which can learn consumers satisfaction based on his completed/ cancelled jobs. Their 
approach also allows both user-initiated jobs and EMS -initiated jobs. It provides more 
flexible user-initiated jobs. The authors have demonstrated that their proposed model with 
classical Q learning can outperform the baseline policy without any job rescheduling. In 
[60], the researchers modified Q learning to enable the robots to autonomously adapt and 
improve team behaviours simultaneously. It is to accommodate for individualistic Q 
learning and collaborative advice sharing. They introduced the concept called inverse 
Reward in which it will move the agent back to its previous state. The authors tried to 
improve team performance by concurrent use of various algorithms focussing on three 
team behaviours which are collective, collaborate and collaborative. This paper has made 
 34 
 
the research work on interactions between these behaviours by using them concurrently 
in Hybrid multi-agent learning algorithms. They showed that this approach enables the 
multi-robot team to improve cooperation and individual performance concurrently. Q-
learning approach was not used in the domain of power consumption management in 
smart homes in the past and this research is intended to make contributions to mapping a 
power consumption management problem in to a Q learning problem to produce optimal 
solutions to better manage house hold appliances. 
In this thesis we focussed on developing a policy-based framework for a smart house 
for managing power consumption of appliances which can enable the users use power 
more efficiently to reduce peak demand. Later in this thesis user comfort model is 
developed mathematically to analyse how policy-based power consumption in a smart 
home can impact the comfort level of consumers.  
A detailed study about how Diversity factor and load factor changes as the size of the 
Smart Energy Community increases this was used in our research to implement policy-
based rules for a Smart Energy Community of 2000 houses. To enable cooperation and 
coordination between house agents, we proposed peak reduction algorithms. In the 
process of obtaining optimal policy rules for house agents we decided to formulate the 
power consumption management problem as a Q learning problem. The system to be 
managed was modelled in to three stages such as action space, state space, Reward matrix 
and Q learning was implemented for a single house agent. This work was extended to a 
group of 10 houses and Multi Agent Q Learning Algorithms such as distributive Q 
learning, concurrent Q learning and WSS algorithm were proposed and implemented. 
This will be discussed in detail in the following chapters.  
In chapter 3, home energy management using policy- based framework is outlined. 
Modelling of appliances using state model approach is elaborated and used in writing 
policy for the agent to control household appliances 
 
 
 35 
 
3 ENERGY MANAGEMENT IN 
SMART HOMES 
Smart homes embed various technologies to assist inhabitants and a range of household 
appliances which are connected in a home network. These appliances are known as 
intelligent or information appliances. They are capable of sharing information with the 
house agent [4] which is used to monitor and control the states of appliances towards 
energy savings. 
 There are so many energy management techniques developed for smart homes to 
manage power consumption. Most of the power management techniques associate with 
user discomfort. Though the consumers are given incentives for participating in demand 
side management or compensated for their inconvenience, the focus of researchers is to 
find out an efficient energy management strategy which brings minimum discomfort to 
the users and analyse the real-time parameters such as preferences and some attributes of 
house hold appliances to measure user comfort. To solve peak demand and power system 
stability problems we proposed a policy-based smart home where the energy consumption 
of all the household appliances are controlled by simple policies so that the average power 
consumption of the house is always less than the available power for that house over a 
period and doing so ensuring the comfort level of the residents is also not greatly affected. 
Power systems are very large and distributed in nature and management of this 
distributed systems need monitoring the activity, making management decisions, and 
performing control actions to modify the behaviour of the systems. Policies are defined 
as a set of information which can alter the behaviours of the objects within the system. 
Human managers can manage a system by interpreting both formal and informal policy 
specifications. However, as the size and complexity of the system increases, if the policies 
are hard-coded they will become inflexible and their behaviour can only be altered by 
recoding [3].  
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In this chapter, we present a policy-based system for flexible power consumption 
management of home appliances.  The structure of this chapter is as follows. In Section 
1, we   describe an    agent-based power management framework. In section 2 power 
system model is explained and it will be shown clearly that appliances are the ultimate 
users of electricity generated from Power Grid. Section 3 illustrates how policy-based 
framework is implemented in stages and in this, the three stages are explained. We then 
present sources of polices as appliances, consumers, and the grid in Section 4. We showed 
a house agent with a set of 14 rules (policy) for managing power consumption of a house 
which can also give minimum discomfort to the consumer. In Section 5, we discuss the 
performance results and compare our simulation results with the system with and without 
policy  
3.1 Policy-based Power consumption framework 
All the intelligent domestic appliances can interact with the house agent through Zigbee 
wireless network. Though it is effective for short range connection it is fully recognized 
for its low cost and no limits for the number of appliances in one network. Power 
consumption of the appliance will be measured in the smartness part of the appliance and 
will be transmitted to Zigbee network. Digital gateway converts Zigbee data to digital 
information to the server which is a house agent. Then based on the information received 
from various appliances in the house, the house agent executes rules to control the 
appliances to manage power consumption in a house. 
We write rules for appliances and put them in a house agent. Communication between 
the house agent and the appliance can be implemented using existing power lines. Then 
the house agent will supervise the states of all the appliances and finally decide whether 
to turn on or off depending on the time and total power consumption at that time. Figure 
3-1 shows the communication between intelligent appliances and the house agent.  
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Figure 3-1 Policy-based house agent with ZigBee connected appliances 
Smart meter sends power consumption of all the appliances to digital gateway and the 
gateway sends control signals to smart switches to turn ON/OFF appliances based on 
policy incorporated in the gateway. All these house appliances are connected by local 
area network and this will be connected to internet and other monitoring devices such as 
laptops, mobile-phones and Personal data assistants. Zigbee can connect all the devices 
wirelessly. This digital gateway/server is a transceiver to connect to the home area 
wireless network and microchip technology to act as a server.  
Policy: Proposed sequence of actions by a house agent for the operation (turn ON/OFF) 
of house hold appliances to manage power consumption of a smart house to prevent peak 
demand based on the inhabitant’s preferences. 
Policy can also be defined as a set of rules for household appliances. The appliances will 
be turned on or off based on this policy. 
Consider the following policy description in English: 
    If the air conditioner is turned on between 10 AM and 4.00PM during summer and 
if the total power consumption is more than the available power then washing, 
dishwashing and ironing are not allowed to be turned on together during that time.    
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We can represent the policy statement above formally by a set of rules as follows. 
Policy: A set of rules in the home agent;   
Example: A/C. 
Purpose: To turn on/off when required. 
Write policy rules for A/C in English;  
A/C is important between 10 AM and 4.00PM in summer. So, when user wants to turn 
on during this time it is turned on and other times if total power consumption exceeds the 
available power then even if the user wants to turn on A/C it is not allowed.  
Write it as rules and store it in the home agent; 
#Let t be the sampling time of a day and RonAC is the request time of the user to turn 
on AC.   
if (t = RonAC  &  10≤t≤16) 
         then turn on AC; 
if (t = RonAC  &  10≤t≥16 & total power ≥ available power )  
         then turn off AC; 
if( t = RonWash & 10≤t≤16 & total power ≤ available power)                 
         then Onwash = RonWash+durationAC  
if( t = Roniron  &  10≤t≤16  & total power  & t = RonAC)   
         then turn off Ironbox 
When a house agent receives a request from the user to turn on an appliance, it executes 
rules to achieve its goals (maintain the energy consumption below the available power or 
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the desired power). The house agent looks up in its memory rules fitting goals, selects, 
and executes them. The policy execution environment in general has three components: 
a policy agent, a translator, and a rule engine. The policy agent retrieves policies from a 
policy repository and uses the translator to convert them in to a form that is suitable for 
the rule engine. The rule engine executes rules either periodically or in response to events. 
Action is sent to the interface thru the protocol. Interface passes the action to the 
appliance. Appliance executes the action, the state changes; State is sampled and sent as 
above; 
3.2 Power System Model 
Electricity distribution is a complex system. Demand fluctuates quickly and loads that 
are responsive in real time can be highly valuable to retailers and networks. This domain 
is ideal for the adoption of policy-based power consumption management. Figure 3-2 
shows the power flow from grid to house through various stages 
3.2.1 Hierarchy of power system 
3.2.1.1 Generating station 
Electricity is produced close to supplies of energy such as coal and water which are 
used to drive equipment used to generate power. Each power station has one or more 
Figure 3-2 Power flow from grid to house appliances 
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power generators of various type such thermal, hydro, nuclear, fossil fuel and renewable 
energy generators. In conventional power plants called grids there is always a one-way 
communication which is from utility to consumers. Advancement in digital technology 
and a lot of renewable energy sources are integrated into main power grid make the grid 
smarter. Smart grid has a lot of features which has changed the way the power was 
produced, transmitted, and consumed in 21’st century. There are a lot of benefits 
associated with smart grid which are 
• Electricity is more efficiently transmitted 
• electricity and information can be interchanged between grid and consumers. So, 
it becomes easier for the utility to respond to rapidly changing demands. 
• Large scale integration of renewable energy resources 
• Peak demand is reduced 
• Better Safety and security of power networks  
• Quick recovery of defected and isolated or failure line of power systems  
• Reduced operation and maintenance cost which help lowering the cost for 
consumers.  
3.2.1.2 Substation 
The electric power carried over the extra high voltage transmission lines is delivered to 
regional and neighbourhood substations where the electricity is stepped down from high 
voltage to a current that can be used in homes and offices. Transformers are the main 
component and the largest equipment of substation. After lowering the voltage level to 
66kv,33kv, or 11kv it is transmitted to distribution station. 
3.2.1.3 Distribution 
It is the last stage in the delivery of electric power to the consumers.  Distribution 
circuits start from transformers located in the electrical distribution substation. Power 
generated form power plants is delivered to houses through this distribution transformers 
after the voltage is being stepped down to 230 V/440 V.  In 21st century the power grid 
has evolved into smart grid which uses the two flows of electricity and information for 
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the automation of advanced energy delivery network. It acts like an information gateway 
between customers and transmission grid 
3.2.1.4 Home agents: -Spend less and more comfort 
Electrical energy is distributed to houses at 230 V which is also the standard voltage 
for appliances in Australia. Each home has an “electrical service” connection and a meter 
for billing. Energy meters or power meters’ measure energy use and determine the power 
consumption over a period. Simple versions of energy meters are in home displays which 
indicates electricity is used in low medium or high prices per unit which helps consumers 
to choose the time they want to turn on appliances with higher power rating when the 
prices are low or helps consumers to be aware of how using appliances during peak 
demand period can increase the electricity price very high comparing to other times of a 
day.  Smart power meters offer a lot of advantages to both consumers and utility. Overall 
the smart grid can eliminate brown out, black out, surges by smoothing the flow of power.   
in our research work, we treat homes as agents which manage energy effectively 
throughout the day by controlling the appliances and ensure that the total power does not 
exceed the available power while maintaining the comfort level of the user. 
3.2.1.5 Appliances- ON/OFF 
Appliances are the real consumers of electricity in houses. Power produced at the 
generating plant finally goes to the appliances so that the inhabitants enjoy the services 
provided by the appliances. Smart home with intelligent appliances can communicate 
with the grid and enable users to manage their electricity usage. By measuring power 
consumption through power meters frequently the smart home can monitor the power 
consumption and control its appliances which facilitates the reduction on the electricity 
bill. Utility by knowing how much it needs to generate it can help to lower carbon 
footprint. Smart grid, smart meters along with smart homes can solve world’s energy 
concerns. 
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Figure 3-3 Electric Power system model from generation to appliances 
 
3.3 Policy-based power consumption management 
implementation 
     In this work, we focus only on House agent and the appliances under its control. 
Throughout our approach, we assumed that the house agent wants to maintain total energy 
consumption below the available power which is 5000 Watts. 
3.3.1 Stage 1(Actual Power consumption curve of a house) 
We get the actual power consumption curve for a house considering a group of 8 
appliances. There may be times when too many appliances are turned on at the same time 
which may result in some peaks or sometimes the power might have exceeded the 
available power. To generate the power consumption curve, on time and run time/ 
operating time for all the appliances are randomized. All the appliances can be turned on 
any time and any number of times and any longer. We wrote a script in Mat lab to get the 
power consumption curve for a day. 
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When power consumption curve for a house is simulated, the factors and parameters 
considered and used in the coding are 
1. User’s random choice of operating appliances 
2. While coding, the operating time for cooking appliances was randomly selected 
between morning 6:00 – 8:00AM and in the evenings between 6:00- 8:00PM 
and TV time after school from 3:00 – 9:00 PM and the duration of these 
appliances are also randomised to depict diversity of users 
3. Preferences on appliances will keep changing from time to time as their interest, 
needs and external conditions also change. Change in external conditions may 
include weather, social events, emergency situations, parties and other events. 
4. One more set of rules to set the rules and priority ranking of appliances can also 
be experimented. 
Figure 3-4 shows the actual power consumption curve of a house for a day and it 
exceeds the available power at three-time intervals. First peak could be due to morning 
Figure 3-4 Actual Power consumption curve for a house 
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time people get ready to work kids getting ready to school and then again when kids come 
home from school, they will start using appliances such as TV, Air conditioners which 
could cause another peak around 3PM.  
It is also assumed that during the day though the fridge is on 24 hours it is on for 16 
hours only, so it is assumed that fridge is on for one hour and off for half an hour. It can 
be assumed that a limited amount of power is only available to a smart house so that it 
needs to manage efficiently with the available energy. The maximum available power to 
a house can also be calculated by considering the importance of appliances. 
Getting power consumption of a house 
C=0                                    //initialize power consumption to zero 
t = 1-24                             // time varies from 1 to 24 
i =1 -n                               // number of appliances =n 
If SA (t, i) = 1                    // if status of an appliance =1 means it is on 
C(t) = C(t)+RA (i)             // add its power rating to consumption 
If SA (t, i) = 0 
C(t) = C(t) 
End    End 
Table 1 Code for getting power consumption curve of a house 
3.3.2 Stage 2 (Policy-based on classification of appliance) 
Write policy (a set of rules) for the house. We wrote some policies for the house aiming 
to keep power consumption less than the available power. For this we first categorised 
the house hold appliances according to their importance to the inhabitants. 
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3.3.2.1 Grade 1Appliances 
These appliances are very important to the inhabitant. Agents or policies should not 
turn them off while the inhabitant is using them. These appliances may be considered 
essential for the consumer’s daily life. If he wants to use them it means that he needs them 
for his food, lighting, to preserve his food items or to protect him from weather conditions. 
So, the policy should make sure that his daily routine related to these appliances is not 
getting affected. At the same time policy will be able to make some decisions based on 
which appliances are operating together. For example, if both AC and Heating is on 
simultaneously, then the policy will decide to turn off one of them from the feedback by 
sensors. 
3.3.2.2 Grade 2 Appliances 
The inhabitant should be able to relax and entertain whenever he wants to. But they are 
not as important as grade 1 appliances are. We assumed that the inhabitant is willing to 
participate in energy saving program he can choose two or less entertainment appliance 
along with grade 1 appliances. For example, if he likes to watch TV he might not want to 
listen to music.  
3.3.2.3 Grade 3 Appliances 
The operation of these appliances can be postponed to times when few important 
appliances are used such as grade 1 and grade 2 appliances and there is no peak power. 
Postponing their usage will not affect the comfort level of inhabitants. Shifting the use of 
appliances can help reduce peak demand. Certain appliances like washing machine 
dishwashers, vacuum cleaners can be used when there is no peak demand. But to ensure 
the quality of process once the process started the agents will make sure that the process 
is completed. 
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The category of appliances is shown in Table 3 
Grade 1(Very 
Important) 
Grade2(Entertainment 
Appliances 
Grade 3(can be 
postponed) 
Microwave(1000W) 
Air  
Conditioner(1000W) 
Washing machine 
(800 W) 
Computer(250W) Nintendo(500W) 
Clothes 
dryer(1000W) 
Water 
heater(1000W) 
TV(500W) Dish washer(1200W) 
Lights(200W)4 
Rooms 
Music(400W) 
Vacuum 
cleaner(1000W) 
Iron box(1000W)   
Coffee maker(800W)   
Fridge(800W) 
(Permanent Service) 
  
Table 2 category of household appliances with respect to user preferences 
3.4 State model of an appliance 
When the inhabitant tries to run the appliances, there is a constraint which is the 
available power. So, the rules apply every time to ensure that the power consumption does 
not exceed the available power while following the device characteristics.  
     Many devices have multiple switching time constants such as τminon, τon, τoff and 
τminoff.  
τon   : It is the time required by the appliance to go from off state to on state. 
τoff :It is the time required by the appliance to go from on state to off state. 
τminoff: It is the time which the appliance stays in off state before it goes to on state. 
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τminon: It is the time which the appliance stays in on state before it goes to off state. 
    These time constants are very important since they can determine how quickly the 
system can move from one state to another state. State diagram is used to describe the 
dynamic behaviour of a device or an appliance. When a rule is executed on an appliance 
it must consult the state diagram of that appliance before the rule gets implemented. 
Suppose if an appliance is in a state where turning on or off is not possible then we must 
see whether the rule can be used on other appliances at that point of time. 
Figure 3-5 describes the simple state diagram of a light. There are only two states which 
are light on (s0) and light off (s1). The arrows between the states are called transitions 
and will happen when the switch is flipped. ON and OFF states of a bulb represent 1 and 
0 in Binary which helped us to write the code for power consumption of appliances and 
load profile of a house for a day.  
The general state diagram of an appliance with multiple states is illustrated in Figure 
3-6 The states are s0 (On), s1(Shutting up), s2(Off) and s3(Warming up). Any appliance 
can respond to two events which are switch on and switch off. Once it is switched on it 
goes to warming up state then after τon it goes to on state. It will stay in working state at 
least for τminon period. During on state if the rule says to turn on it continues to stay in on 
state. When it is switched off it starts shutting up the operation and after τoff it goes to off 
state. Then it will stay in off state for at least τminoff period. During off state if the rule says 
to turn off it continues to stay in off state. 
Figure 3-5 state diagram of a lamp 
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We model the behaviour of appliances by specifying the states that appliances go 
through during their operation in response to events. When we write rules for the 
appliances, the rules check the states of the appliance to decide whether to change the 
state or not depending upon the time and total power consumption at that time. State 
model of a complex device will have several states and the rules must consult state 
diagrams of appliances. When we add more states for a device the more precise the model 
will be. If the appliance is in a state where the rule cannot be operated, then it must look 
for other options of turning off appliances with cooperative states. We are interested in 
identifying states where the rules can be applied to better manage energy and appliances. 
When we   add more states, we   get more details about the appliance and we can have 
more rules that will result in more control on the appliance.  
3.4.1 Individual appliance 
A generalized power demand curve of a dishwasher is shown in Figure.3-7. In this 
appliance, electricity is mainly used to heat the water to the desired temperature (starting 
and end of rinse cycle) and to drive the circulation pump motor and the associated 
electronic circuitry [13]. It is realized from the demand curve that throughout the 
operation of dishwasher, the appliance has many states each with a different power 
consumption and duration, and this motivated us to develop an appropriate state model 
Figure 3-6 General State diagram of a device 
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for each of the appliances. (The power consumption profiles of the appliances such as 
washing machine, tumble dryer, air conditioner is obtained from [13].)  
 
 
The electrical diagram explains how the power is consumed by an appliance when it is 
operated to complete a task. For instance, a washing machine is not going to consume 
800 W through-out its operating time. It is based on what process it is doing at any instant 
such as soaking, washing, rinsing and pumping water out or drying. These electrical 
diagrams were useful to get the logic for simulation of Power consumption or load profile 
for the house and to better understand the state model of appliances. 
𝑃𝐺𝑅𝐴𝐷𝐸 = ∑ (𝑃𝑛)
𝐾
𝑛=1        (1) 
Total power required by all these graded appliances is calculated using Eq.1. 
 𝑃𝑡𝑜𝑡𝑎𝑙  = ∑ (𝑃𝐺𝑅𝐴𝐷𝐸)
3
𝐺𝑅𝐴𝐷𝐸=1       (2) 
To see how much power, we can save for a house with graded appliances, using Eq.1, 
We calculated the part of power consumed by appliances with respect to their grades. 
This can be used as the available or notional power to the house and the agent has to 
Figure 3-7 Generalized power demand curve of a dishwasher 
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control the appliances to ensure that the power consumption at any instant is less than 
this. 
 𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒     =   𝑃𝐺𝑅𝐴𝐷𝐸1 + 𝛼𝑃𝐺𝑅𝐴𝐷𝐸2 + 𝛽𝑃𝐺𝑅𝐴𝐷𝐸3                (3) 
𝛼  and 𝛽 are power save parameters which can be kept less than 1 
Power save can be derived from Eq.2 and Eq.3 
   𝑃𝑆𝐴𝑉𝐸 = 𝑃𝑡𝑜𝑡𝑎𝑙 − 𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒        (4)   
It assumes that even if a consumer wants to use all his grade 1 appliances he can use 
and along with this he can also turn on few entertainment appliances and 1 grade 3 
appliances whose operation can be postponed. This can be changed according to the needs 
and preferences of the consumers. 
A typical state diagram of an appliance is shown in Figure.3-8. Each state is   associated 
with a set of attributes specific to the state. Some attributes we considered for the state 
S0, for example, are as follows:   
• Name (say idle) 
• Transition from (b, c, d) 
• Transition into (a) 
• Power rating 
• Minimum duration   Δt1  for which the device must stay in the state. 
 51 
 
• Maximum duration   Δt2  the device is permitted to stay in the state. 
 
3.4.2 Processes 
 A process can be defined as a sequence of states that a single or group of 
appliances go through during an operation. Policy rules must meet the requirements of 
both power management and user satisfaction regarding the processes in the house.   
There may be a process running in the kitchen involving different appliances running 
in parallel. For example, while cooking; the user may want to run dishwasher, blender, 
Figure 3-9 State diagrams for multiple appliances depicting abstract states 
 
Figure 3-8 State diagram of an appliance 
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microwave, electric cooker, and electric stove. Each appliance di i ∈ {0, 1, 2, 3} may have 
its own state diagram with each state having its own attributes. 
In Figure.3-9, we have shown the state diagrams for four appliances (dotted circles), 
and an abstract machine. Each state in the abstract machine is composed of states from 
the other machines.   
 
Figure 3-10 Timing diagram of appliances in a process 
3.4.3 Error states 
Identifying potential error states of appliances while we are state modelling is also as 
important as identifying the states which are useful for energy management.  During state 
transitions, it is possible that an appliance may transit to an error state instead of a normal 
state.  Figure 3-11 shows the state diagram of an appliance with possible error states. 
Energy management rules must recognize error states and warn the user so that the device 
can be prevented from going into permanently irrecoverable error states.  We may thus 
write separate rules to identify error states of appliances.  
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Figure 3-11 State diagram of an appliance with error states 
For example, a microwave can have several normal states and a few error states which 
may for example include the microwave door being left open. When the door is left open, 
the appliance consumes some power because of the light that is on.  Once the rule 
identifies this state it can trigger an alarm so that the user will know the condition and fix 
it.  Figure 3.12shows the state model of an air conditioner with possible error states. In 
this state model, we identified 7 states as s(initializing), s0(idle), s1(cool), s2(heat), 
s3(off), s4, s5 and s6 as different types error states. 
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3.5 Types of policies 
Types of polices may include policies for energy management, policies for process 
management, policies for user satisfaction, and policies for appliances management. 
However, policies may also come from real world such as local council, organizations, 
and the utility. 
State model of appliances: is basically derived from the electrical diagram of appliances 
which help us to understand about the power consumption behaviour of an appliance 
through-out its operating period. For instance, Dishwasher or A washing machine will 
have some different phases or states during their operation. Washing machine may be on 
and in the final stage of cleaning and to reduce peak demand if the agent has to turn off 
one or two appliances and will check the states to decide to turn off or not as this may 
affect the quality of operation and life span of appliances. Policy rules will check states 
of appliances before operating rules on them. If an error state is identified, the appropriate 
rule will turn off that appliance which can prevent the further damage to the appliance. It 
is not assumed that the two-way communication between the agent and the consumer is 
Figure 3-12  State diagram model of an air conditioner 
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perfect in any part of the thesis. The consumer or user makes his own policy for 
maintaining his own house hold appliances. If something changes such as if it is unusually 
cold or hot, there is an emergency, he can have a set of policy rules which will be executed 
automatically. Also, whatever extraordinary conditions he can think off, he can have his 
own rules to handle these situations and for an emergency to save his appliances from 
getting damaged, he can even write a policy to turn off all the devices. 
• The user can edit or add a new rule to the policy  
• It used a very simple language, so anyone can write/edit/delete their own policy 
rules according to the change in their circumstances and needs. 
• Appliances in error states are already in the model. Policy rules can be added to 
address this issue. 
3.5.1 State based policies 
Rules are written based on the states of individual appliances. For example, we can 
assume that iron box has two states: on and off. We are interested in states of an appliance 
where we can apply rules so that energy can be better managed while taking care of the 
device.   
3.5.2 History based Policies 
Policy rules can also be written based on the   history of operation of the appliance. The 
rules utilize user’s usage history data.  Consider the following example:      
If the air conditioner was used for thirty hours last week, then restrict turn ON the air 
conditioner this week.  
The policy ensures that if excessive energy has been used in the past (last week), energy 
consumption must be restricted in the current use.  In such cases, the rules need to “look 
back" to see what happened to the states of the appliances over a period in the past.   
Sometimes the devices may also have certain characteristics described by the attributes 
of states which may forbid repetition of a few selected states. 
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3.5.3 Process based policies 
We may have to write rules based on processes going on in a house at any time. For 
example, there may be a process in a house with three appliances operating together and 
the process is   crucial in a situation such that it cannot be interrupted.  In such cases, the 
policy rules need to reason with processes spanning over an interval of time. 
3.6 Policy Implementation 
In the Table 1 below, we give a description of the policy that is commonly applicable 
in a typical smart home scenario.  To implement the policy using rules, the behaviour of 
the involved appliances is modelled using a state diagram, and as we outlined before rules 
must be written to reason about states at any instant in time, sequences of states over an 
interval of time, and about processes. 
3.7 Policy for the house agent 
Before defining a set of rules for the house to monitor and control the appliances, we 
define a term called AC time which is the time when the operation of AC is essential 
during summer and it is set between 10 AM and 4 PM. 
R1: If RontimeAC >10 & t<16 →  
      Turn on fridge for 5 sampling periods and turn off A/C 
      Turn on A/C for next 5 sampling periods and turn off fridge //Change duty cycle of 
fridge and A/C to 50 % 
       //Duty cycles are adjusted such that one appliance is   operating at a time.  
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This will help to reduce peak demand during hot summer. Figure.3-12 shows the duty 
cycle of a fridge before policy is implemented. Duty cycle of the fridge is adjusted such 
that it is on for 5 sampling periods and off for 5 sampling periods during AC on time. 
Figure.3-13 shows that the demand for energy suddenly increases from 800 W to 1800 
W when A/C is turned on and when there is no policy executed.  This could cause sudden 
rise in demand and several Air conditioners operating at the same time from many houses 
can trigger peak demand. 
 
Figure 3-14 AC and Fridge working together without policy 
Figure 3-13 Duty cycle of a fridge 
 58 
 
  Figure.3-13 Indicates that the power consumption of AC and fridge when operated 
together with policy is only 1000 W. If the duty cycle is not adjusted, then the power 
during AC time would have reached 1800 Watts.     
 
 
 
 
 
 
In the Table 1 below, we give a description of the policy that is commonly applicable 
in a typical smart home scenario. For implementing the policy using rules, the behaviour 
of the involved appliances is modelled using a state diagram, and as we outlined before 
rules must be written to reason about states at any instant in time, sequences of states over 
an interval of time, and about processes. Rules are written based on states of appliances, 
processes, and previous history of states of appliances. 
The house agent can write new policy rules to the set of policies when he buys new 
appliances. He can improve his policy rules according to his changes in life style or the 
attitude towards changing consumption behaviour.  
Figure 3-15 AC and Fridge operating together with policy 
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 t =sampling time starts at 0 and incremented by 0.1 
ontime(wash) = requestontimefor washing machine from user 
durationwash = operation time for washing machine 
R1: if ontime(wash)= ontime(dish)=ontime(vacuum) → 
ontime(dish)=ontime(wash)+durationwash+0.1,  
ontime(vacuum)=ontime(wash)+durationwash+0.3;    
  //that is, only one grade3 appliance will be allowed to operate at any time.   
R2: If t >= ontimegrade3appliance →turn off other grade3   appliance 
        //once one of the grade 3 appliances is on then no other grade 3  
       //appliances can be turned on until that appliance is turned off. 
R3: If t = ontimegrade1 appliance →turn on grade1 appliance 
      If power > available power & t=ontimegrade3appliance→ 
      ontimegrade3appliance =ontimegrade1appliance+duration 
      // postpone grade 3 appliances 
R4: If t=ontimewaterheater & t = ontimewash or ontimedish 
      or ontimevacuum → postpone grade 3 appliances. 
R5: If t = ontimeironbox & t = AC time →turn off Iron 
       box //to prevent power consumption to go high when A/C is on 
R6: If ontimeTV = ontimeNintendo→turn off TV and turn on 
      Nintendo. //TV and Nintendo are not operated together. 
R7: If ontimeNintendo <15 → turn off Nintendo//Nintendo is 
       allowed after school hours. 
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 R8: If total power >available power → turn off Music 
//if total power exceeds available power music is turned off. 
R9: If t >ontimegrade 3 appliances→ grade 3 appliances cannot 
be turned off. // to ensure quality of the process once on it starts running 
until the process (washing, drying, dish wash) is completed. 
R10: If t = ontimeTV = ontimemusic & if power>available power→ turn off Music. 
R11: If t = ontimelights & t <10 & t<16 & power >available 
power → turn off lights.  //if lights are on during the day and if actual power exceeds 
// the available power then lights will be turned off. 
R12: if t<10 &t>16 turn on fridge for 10 sampling periods and 
turn off for 5 sampling periods. //Outside AC time fridge will work normally. 
R13: If t <10 or t>16 & if    power>available power → 
turn off AC.//Outside AC time If A/C is on and if power 
//exceeds the available power then A/C will be switched off. 
R14: If total power consumption < available power 
and If t<6 & t<22, If available power-actual power >500 
Turn on music 
R 15: If available power-power >1200 and if t is between AC time 
Turn on AC// to Enhance the comfort level of the inhabitant. 
(for simplicity reasons, we dint make the rules to check time constants of appliances 
each time) 
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3.8 Summary 
In this work, we have introduced policy-based smart home to monitor and control the 
status of appliances to consume only the available power and manage energy efficiently 
thorough out the day. The rules in the house agent are developed based on the requirement 
of states of appliances, states of processes and history of states of appliances and we also 
developed a smart home power consumption simulator in GUI so that the user can see 
how his policies are working for various scenarios and if the user wants, he can change 
the rules in house agent.  If every smart house can share the available energy among the 
smart household appliances effectively using a house agent, then the savings on energy 
and money will be significant. It also helps to predict the total power consumption of a 
group of smart houses and the utility can easily decide about the amount of power which 
it should produce. The carbon emission produced during peak hours is more than what is 
produced during off peak period. Our proposed policy-based framework thus not only 
aids in reducing peak demand on the smart grid but also helps to reduce carbon emission 
so that environmental performance is enhanced. in next chapter, research work was 
focussed mainly on extending policy-based energy management frame work for suburbs 
so that significant amount of energy can be saved from millions of appliances. 
Coordination between houses is done using algorithms such as centralized algorithm, 
round robin, balancing responsible agent algorithms and comparisons of these algorithms 
are carried out. 
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4 ENERGY MANAGEMENT IN A 
SEC USING PEAK REDUCTION 
ALGORITHMS  
This chapter presents peak reduction algorithms for a smart energy community and 
compares performances of these algorithms. It also explains about diversity factor and 
peak to average ratio and how these factors are influencing the size of the smart energy 
community to decide the number of houses to be included in a smart energy community.it 
also describes how a user satisfaction model is developed using user preferences and 
power rating of household appliances. 
4.1 User comfort model 
When the operation of appliances is controlled by the house agent depending on the 
energy availability, the comfort level of the resident may get affected. In the process of 
developing user comfort model for an appliance, we first used some parameters to identify 
the significance of the appliance to the user such as priority, power reduction capability 
and the intended time of operation for a particular activity to happen associated with that 
device. We also considered the fact that user preference on appliances and the change in 
power consumption of appliances change from time to time. Power consumption is not 
always equal to the rating of the appliance and it depends on the state it goes through 
during its operation. Hence a state model of the appliances is employed when formulating 
the comfort model precisely as shown below. 
Device [Name, Priority, Power reduction capability] 
Priority (Pr(t)) is assumed to be varied from 1 to 0 every hour; Power reduction 
capability (Pd(t)) is also ranging from 1 to 0  
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Pr(t)      =  1,0.9,0.8,0.7,0.6,0.5,0.4,0.3,0.2,0.1,0        (  high to low) 
Pd(t)     = 1,0.9,0.8,0.7,0.6,0.5,0.4,0.3,0.2,0.1,0           ( high to low)  
Power rating of all the appliances is normalized against the maximum rating of the 
appliance in a home. Let us assume that Air conditioner is on by a resident. Now if a 
policy rule turns off this device due to peak demand at any time t, then discomfort (Dpr(t)) 
of the user due to this device with respect to priority will be. 
Dpr (t)       α      PrAC(t) 
If priority of AC during summer time is 1 and if turned off by a policy rule then the 
discomfort will be maximum. Then discomfort due to this device with respect to its power 
reduction capability may be obtained as follows. Let the power rating of AC is 1 (max) 
then discomfort (Dpd(t)) with respect to this parameter will be minimum. 
Dpd (t)       α      1-  PdAC(t) 
Overall discomfort is assumed to be the average of these two discomforts. 
Discomfort (t) = (Dpr(t) + Dpd(t))/2 
And for AC in this case discomfort is 0.5. Comfort of the consumer due to this 
appliance when turned off by a policy rule [10] will be 
Comfort (t) = 1-Discomfort (t) =    1- (Dpr(t) + Dpd(t))/2 
 If many appliances are operating simultaneously, only few policy rules may operate 
on some appliances according to the conditions for policy rules to be executed on 
appliances (user preferences). Then the comfort of the user at any time is expressed as 
C𝑜𝑚𝑓𝑜𝑟𝑡(𝑡) =
𝑁(𝑡) − ∑ 𝐷𝑖𝑠𝑐𝑜𝑚𝑓𝑜𝑟𝑡𝑗(𝑡)
𝑅
𝑗=1
𝑁(𝑡)
 
Where 
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N (t) = No of appliances operating at any instant t 
R = No of rules executed at that instant  
4.2 Diversity factor and peak to average ratio 
Diversity factor is the probability that an appliance will come on at the time of the 
system’s peak load. Since the consumers in each house and the appliances are diverse in 
nature sum of their individual peaks may not contribute to the community peak power. 
This diversity factor plays an important role in calculating the overall cost per unit 
generated. Greater the diversity factor lesser is the cost of generation of power. With the 
given number of consumers, the higher the diversity factor of their loads, the lesser will 
the capacity of the plant that results in reduced capital investment. The suppliers always 
try to improve the diversity factor by motivating the consumers to use the electrical 
energy during off peak periods. 
 It is the ratio of the sum of the individual non-coincident maximum demands of various 
subdivisions of the system to the maximum demand of the complete system.  The 
diversity factor is always greater than 1. We calculated diversity factor for various 
community size starting from 1. For this purpose, we randomized the on time and duration 
of operation of appliances around the peak period so that our model looks similar to the 
real-time demand curve. 
D𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 =  
𝑠𝑢𝑚 𝑜𝑓 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑑𝑒𝑚𝑎𝑛𝑑𝑠
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑑𝑒𝑚𝑎𝑛𝑑 o𝑛 𝑃𝑜𝑤𝑒𝑟 𝑠𝑡𝑎𝑡𝑖𝑜𝑛
 
Diversity factor is plotted against community size and for various randomness of 
operation of appliances as shown in in Figure 4-1. For this we assumed that there are 14 
appliances in each house and operated once at any time during the day. The figure clearly 
shows that as the community size increases diversity factor increases with complete 
randomization of appliances. But in daily life, the user may tend to operate the appliances 
in the morning and evening before he goes to work and after coming back from work. So, 
to mimic the real-time demand curve, we assumed that the appliances are turned on during 
the peak period and then plotted the diversity factor as a function of community size. 
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 The Figure 4-1 indicates that as the community size increases the diversity factor 
increases but not as much as it does with complete randomization, it then saturates after 
1.97 for community size greater than 1500(because of the uniform distribution of random 
numbers after 1500). The value of the saturation point mainly depends on the number of 
appliances, rating of appliances [14], duration of operation of appliances and the 
randomness of ON time of appliances. It is clearly observed that with complete 
randomization of appliances over the day the diversity factor is larger (3.8386) than the 
diversity factor with the randomization of operation of appliances around peak period 
which is only 1.97. 
4.3 Peak to average ratio 
Peak to Average ratio is also an important factor to be considered in power system to 
determine the size of the power plant and the unit price. Peak to average ratio is defined 
to be the ratio of peak power and the average power of the system. When the diversity of 
consumers and appliances increase the average power increases which results in small 
peak to average ratio.  We also considered the peak to average ratio for each community 
size and plotted the results.  
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Figure 4-1 Diversity factor as a function of community size 
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P𝑒𝑎𝑘 𝑡𝑜 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑎𝑡𝑖𝑜 =
𝑃𝑒𝑎𝑘 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑜𝑤e𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦
 
Our simulation results in Figure 4-2 show that it is saturated to 1.677 for the community 
size 1000 and above. Figure 4-2 also illustrates that peak to average ratio changes as the 
randomness of appliances changes. Peak to average ratio with complete randomization of 
appliances is almost one which is smaller than peak to average ratio with randomization 
of appliances around peak period. As the diversity increases the peak to average ratio 
decreases and hence the peak power is gradually reducing which in turn reduce the 
capacity of the plant and the unit price. The ideal peak to average ratio is 1 which is not 
possible to achieve. 
 
Figure 4-2 Peak to average ratio for various community size 
Since the diversity factor remains constant when the community size goes above 1500, 
we assumed the maximum size of the community for effective peak demand management 
to be 2000. Then using this community size and applying appropriate management 
methods we still can bring down peak to average ratio close to one which is desirable in 
the aspect of power plant capacity and unit price of power production. 
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4.4 Smart Energy Community Architecture 
Figure 4-3 depicts the proposed smart energy community architecture. Each house is 
incorporated with a house agent containing policy rules for the appliances. The house 
agent will communicate with all the smart home appliances through ZigBee network. 
Each appliance will have a smart interface so that it can send its power consumption 
details to the house agent.  
 
The house agent will send control information to the appliance based on the available 
energy and actual consumption and correspondingly the policy rules will be executed 
until the actual power is less than available power. In the smart community architecture, 
there will be several houses which are connected by a community agent through existing 
power lines. Centralization and decentralization are two types of power management 
structures that can be used here as shown in Figure 4-4. In centralization, the power of 
planning and decision making is in the hands of central controller. It can result in delaying 
the decision process and sometime suitable for a small organization only. In 
decentralization, power will be given to various management levels so even a large sized 
community can be managed faster and efficiently. In centralized approach, each house 
will send its instantaneous power consumption details through smart interface and the 
Figure 4-3 Smart Energy Community for Peak reduction 
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community agent will aggregate the individual house power consumption to determine 
total community power consumption and decide policy rules to be operated on house 
agents. We developed few peak reduction algorithms for a community. The community 
agent using one of the proposed peak reduction algorithms will control the power 
consumption of all the houses based on the total available energy. 
 
 
Figure 4-4 Centralized and Decentralized power consumption management of 
smart energy community 
4.5 Centralized Peak Reduction Algorithm 
In this approach, global optimization criteria are divided into several local optimization 
goals and each agent in the environment is only concerned about a local optimization 
goal. The global optimization is achieved through a combination of these local 
optimizations. This kind of methodology is suitable for those complicated problems in 
which there are too many constraints or goals to define a global optimization criterion 
clearly and exhaustively in advance. House agents have their own power limit. So, the 
agents operate their appliances based on the user preferences and comfort level ensuring 
that the power consumption at any instant does not exceed the power limit. When the 
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house agents act in a community, they need to satisfy their local goals as well as the goal 
of the community. 
Definition: Assuming n number of houses (h1, h2, h3, ....hn) in a community, when 
the community power consumption Pact(t) exceeds the available power ( Pavail(t))  at any 
time t the deviation Δ (t)  which is the difference of actual power consumption Pact(t)  and  
available power ( Pavail(t))  is divided equally among  n number of house agents and the 
house agents are expected to reduce their power consumption by Δ (t) /n at that time. 
4.5.1 Advantages 
• Since the exceeded power is divided equally by a group of houses in a community 
the total power that must be reduced by an individual house will be comparatively 
less. 
• The main characteristic of a centralized model is that major decisions are made at 
the top and the main reason for choosing this centralized management model is to 
maintain consistency across the organization. 
4.5.2 Limitations 
• Sometimes the comfort level may come down and the user is very much forced to 
reduce their power consumption though he is achieving his local goal.  
• There is no coordination between house agents. Sometimes some houses can 
reduce their power consumption more than what is asked by the community agent 
without affecting the individual comfort so that few of the other houses need not 
participate in peak reduction that time due to their need to use power due to some 
unavoidable circumstances.  
• When the management decisions come from the top it is sometimes very difficult 
or not possible for the house agents to react quickly to changes or circumstances 
and adjust its consumption behaviour. 
• Centralized approach will not improve the ability of individual agents to optimize 
their own operations. This approach bothers about the system not the requirements 
of the local house agents. 
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• All the house agents are treated in the same way which may be reasonable but 
treating single person in a house hold and many persons in a house hold same may 
not be fair. 
4.6 Round robin Algorithm 
Definition: Assuming n number of houses (h1,h2,h3,..hn) in a community if community 
power consumption Pact(t) at any time instant t exceeds the available power  Pavail(t), the 
community agent starts requesting house agents starting from h1 to hn to reduce their 
consumption until the power consumption stays below the available power. Then the next 
time when the community consumption exceeds the available power the community agent 
will start requesting from house agent next to the house agent where it stopped earlier.  
House agents work in a community and when the total community consumption 
exceeds the available power the community agent will start requesting all the house agents 
one by one to turn off one of their appliances. For example, the music if turned on will be 
turned off in all the houses in turn until the stability is reached. If the power becomes less 
than the available power, then the process will stop. If the actual power is still above the 
available power, then during second round all the houses will be requested to turn off 
their ac if they have switched it on. In third round the community agent might tell the 
house agents to turn off their washing machines (if turned on). This process will continue 
until the community agent brings the power consumption to less than the available power. 
Once the power consumption is brought to less than the target then next instant when 
power exceeds the available power, the request should start from a house next to the house 
which contributed lastly. 
4.6.1 Advantages 
In this method  
• The house agents are not forced to reduce it consumption and the algorithm make 
sure that most of the house agents are participating in peak reduction. 
 71 
 
• It starts from turning off entertainment and grade 3 appliances with minimum 
discomfort. Sometimes peak demand problem is solved by simply turning of 
music in all the houses. 
• Individual Comfort level is improved, and more peak reduction is possible for the 
same amount of community discomfort compared to centralized algorithm. 
4.6.2 Limitations 
Sometimes the houses which consumed more did not even participate in peak reduction 
and other houses take the responsibility which is not fair. 
4.7 Balancing Responsible Agent algorithm 
The limitations mentioned in the above two algorithms can be overcome by means of 
making the agent coordinate with each other. We tried to develop an algorithm which can 
coordinate the house agents effectively so that total power consumption is managed 
without affecting the individual comfort and overall comfort of the community. This 
algorithm is applicable to a decentralized management system where there is no 
community agent or supervisor agent. The performance of the system depends on each 
agent’s functions. Autonomous agents cooperate to accomplish a common goal. 
If Power generation is not equal to power consumption, then stability problems will 
come in to picture. In this thesis power generated is assumed to be constant so the user 
needs to adjust his behaviour in utilising appliances such that the generated power is 
utilised by the consumer effectively.it is more of like encouraging the inhabitant to 
operate his household appliances in a way that their operation is widely spread out in a 
day rather than operating several appliances at the same time which causes the peak 
demand problem or stability. 
If the power consumption is more than the power produced it will become essential to 
operate reserve power plants which is very expensive and can cause more pollution to the 
environment. Peak demand will be present only for a short period of time. This time the 
consumers should be encouraged to shift operate their appliances with less importance to 
other times when there is no peak demand. Thus, the focus of the thesis is to vary the load 
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requirements (demand side response) to match the power generation to maintain the 
stability of power system.  
Definition: Assuming n number of houses (h1,h2,h3,..hn) in a community when 
community power consumption Pact(t)  exceeds the available power ( Pavail(t))  at any 
instant  t one of the house agents whose Balancing Responsible Factor (BRF) is maximum 
will volunteer to be the balancing responsible agent and reduces its power consumption 
as much as possible using policy-based framework embedded in it, then the house agent 
having second most BRF will be elected as a balancing responsible agent and this process 
will continue until the stability is reached. Every instant when the total power exceeds the 
available power an election rule is used to select a group of coordinators to participate in 
peak reduction. 
4.7.1 Election Rule 
    In electing a coordinator or a balancing responsible agent we used a factor called 
balancing responsible factor which is the ratio of energy consumption of the house at any 
instant and the max power consumed by any house at the same instant.  
B𝑎𝑙𝑎𝑛𝑐𝑖𝑛𝑔 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑖𝑏𝑙𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 (𝐵𝑅𝐹) =  
𝐸(ℎ,𝑡)
𝐸𝑚𝑎𝑥(ℎ1, ℎ2, ℎ3, ℎ4 … ℎ𝑛, 𝑡)
 
The house agent with a larger BRF is more likely to volunteer to become a balancing 
responsible agent (BRA). In order add a decreasing function of Eh/Em to reflect this we 
used a linear function 1-   E (h, t)   / Emax (h1, h2, h3, h4….hn, t) 
This election rule ensures that 
1. Minimum number of balancing responsible agents is selected so that the overall 
comfort level is improved. 
2. Enough number of coordinators is selected for peak demand reduction 
3. The Balancing Responsible agents are selected based on the local information (not 
centralized) 
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4. This approach prevents the house agents who do not consume more power from 
being participating in peak reduction. 
4.7.2 Advantages 
1. In this approach the houses who are elected as coordinators (BR agents) need to 
reduce their energy consumption by executing all the possible rules on appliances during 
that period. This helps other houses continue to consume the same amount of energy (No 
need to participate in peak reduction).  
2. This reduces the probability of a house to participate in peak reduction from 1 to a 
desired value which helps to improve the overall comfort of the community. We defined 
a factor called User participation factor which is the ratio of number of houses participated 
in peak reduction to the total number of houses in a community. 
U𝑠𝑒𝑟 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟(𝑈𝑃𝐹)
=  
𝑁𝑜 𝑜𝑓 ℎo𝑢𝑠𝑒𝑠 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑡𝑒𝑑 𝑖𝑛 𝑝𝑒𝑎𝑘 𝑟e𝑑𝑢𝑐𝑡𝑖𝑜𝑛
𝑁𝑜 𝑜𝑓 ℎ𝑜𝑢𝑠𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦
 
When community size = 1 
Probability of participation = 1   the chance for the house (community) to participate 
in peak reduction =100% 
As the community size increases from 1 the chance for the house to participate in peak 
reduction can be reduced from 100% for the same amount of peak reduction. 
4.7.3 Limitations 
• Individual comfort of the House agents who acted as balancing responsible agents 
is very much affected though over all community comfort is improved. 
• The Balancing responsible agents have nothing to say about whether they are 
willing to be balancing responsible agents to the community agent 
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4.8 Pareto efficiency allocation algorithm of the available 
resources 
To overcome the limitations mentioned in above algorithms we introduce a simple 
negotiation based on which the available resource is allocated to the house agents in a 
community so that Pareto efficiency is reached. 
 In a Pareto efficient economic allocation, the resources are distributed in the most 
efficient way. Pareto improvement means a part of people is made to obtain more 
comfort without declining the comfort of others [15]. When there is no further Pareto 
improvement can be made then it is called Pareto efficiency or Pareto optimal 
allocation of the available resources. 
In a production possibility frontier curve (PPF) which is a combination of 
distribution of a resource between two persons so that the available resource is fully 
utilized. We assume that 8000 watts is the available resource and needs to be 
distributed among two users in the most efficient way.  
The users can demand any amount of power until the total request is less than the 
available power of 8000 watts. If the points lie below the PPF is not the focus of our 
research work and they are not Pareto efficient since the available resource is not 
utilized by both the agents. But the points lie above the PPF is not possible. On the 
part of bringing the point on the PPF we followed this simple strategy.  
 
 
 
 
 
 Figure 4-5Pareto efficient allocation of resources among two house agents 
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Example: A and B request 3000 and 8500 respectively and is represented by R in 
figure 4. So, the total demand exceeds 8000 watts. Therefore, the community agent 
divides the power 8000 watts equally among the agents and that is the disagreement 
point represented by S (4000, 4000) which is also one of the Pareto efficient points lie 
on the PPF curve.  
Comfort of A will be 100 %. But comfort of B will be reduced because it does not 
get the amount of power it required. A and B will get 4000 watts. Then they start to 
negotiate between them. Since A needs only 3000 watts that time it gives 1000 watts 
to agent B. B will get 5000 and the comfort of B will be improved without affecting 
the comfort level of the agent A and at the same time the total demand is equal to the 
available power which lies on the PPF. So, the point R which was outside the PPF is 
now moved to R’ on the PPF. This way the available resource is allocated between 
agents. We extended the approach to a group of houses in a community so that after 
the community agent divides the available power equally then by negotiation the 
agents will try to improve their comfort without affecting the comfort of other agents 
so that Pareto optimality is obtained. 
Definition: Assuming n number of houses (h1,h2,h3,..hn) in a community when 
community power consumption Pact(t) exceeds the available power Pavail(t) at t, then 
the available power will be equally divided to n number of houses. Then the houses 
who need less than the available power will release their surplus power and 
cumulatively considered as the total credit at that instant and that will be distributed to 
houses who need more than available power based on Pareto improvements and while 
doing it ensures that the total power is less than the available power so that Pareto 
optimality is reached. In this way, available power is efficiently allocated to all the 
houses. 
1. Calculate community power consumption. If less than available power, then 
community agent let the house agents consume power independently irrespective of 
how much each house consumes. 
 76 
 
2. If community power consumption >available power, then the Community agent 
divides the available power equally to all the house agents. 
3. Some of the houses who do not need that much power will release the remaining 
so that the available credit is accumulated as total credit for that instant. 
4. Then the community agent allocates the total credit to houses that need power 
more than the average power and the amount of power each house agent gets depends 
on how far it is close to average power, the individual credit power it has and the 
amount of total credit. If a house agent is close to average but little more, then the 
probability of it gets served by the community agent is more.  
4.13 Summary 
In this work, we propose different types of peak reduction algorithms for smart energy 
community. We implemented our algorithms for a community size of 2000 to achieve 
peak reduction in percentage and plotted the graphs showing actual consumption curve, 
peak reduced curve, and the comfort model. We summarized their advantages and 
limitations hence based on the type of community and the amount of power to be saved 
we could choose the desired one. Community comfort model is developed based on the 
significance of the appliances to the consumers with respect to priority and power 
reduction capability of the appliance. We compared our algorithms in terms of community 
comfort, amount of peak reduction and community involvement and finally able to decide 
the best among them. Our simulation results for different scenarios show that by having 
a proper size of the community and implementing one of the peak reduction algorithms 
we can save significant amount of peak power without the need to have additional 
infrastructure for the utility to meet peak demand and thus help saving the environment.  
In a policy-based system the user needs to write a set of policy rules for managing 
power consumption of his house. He needs to keep updating his policies per both 
conditions either change of his requirements or when a new appliance is added which is 
hard to do. There is also a possibility for someone who is not the owner can also edit the 
policy rules which may result in security problems. The house agent may not be efficient 
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in writing policies for his appliances and may end up not able to get the optimal solution 
for the power problem. We were thinking about how an optimal solution can be obtained 
by the house agent and realized the importance of single agent reinforcement learning in 
which the agent once learnt about the environment it belongs, can produce a sequence of 
rules for the appliances and can ensure that each time the learned agent can produce a set 
of optimal rules for the appliances. 
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5 ENERGY MANAGEMENT 
USING SINGLE AGENT AND 
MULTI AGENT Q LEARNING 
FOR A SEC 
Q learning is one of the most popular and rapidly developing reinforcement learning 
methods for PMDP (Partial Markov Decision Process). It lets agents and machines to 
decide the best behaviour within a specific context. To motivate agents, Simple reward 
feedback from the environment is used as a reinforcement signal. If a problem is to be 
solved using Q learning, then the agent will learn to select the optimal action to select 
from a set of actions based on its current state.  Q learning can be used to obtain an optimal 
action -selection policy from a set of states. It can improve policy decision by using prior 
knowledge of the system by MDP.  
The agent learns to select an action which can maximise the reward eventually. It is 
achieved by enabling the agent to estimate the value of a specific state which will be 
corrected over time by propagating part of the next state’s reward. If all the states and 
actions are tried several times, then optimal policy could be defined. The action which 
maximises the value of the next state is picked. 
Reinforcement learning finds a lot of applications ranging from controlling robots, 
navigation. Logic games, sequence of decisions such a s poker back gammon, Othello 
chess are also suited for different types of reinforcement learning. Q learning is used by 
lots of researchers recently in resource management, Power management, robotics, box 
pushing system. In this thesis, a single house agent uses single agent Q learning to learn 
and determine the sequence of optimal policy for operating appliances based on the 
feedback from the comfort model of consumers. Appliances are modelled as systems with 
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many states and attributes. Each appliance is attached with the consumer in some ways 
that they provide service and comfort to the consumer. When a smart house agent is 
participating in peak demand management or power consumption management to save 
power and money it will automatically have a policy to turn off appliances which can 
cause greater discomfort to the consumers. Also, some houses will be having life support 
appliances for elderly people or who suffer from major health issues. Therefore, the house 
agent must be able to give minimum or zero discomfort to consumers while contributing 
to peak demand management. This can be achieved only be giving agent feedback about 
the random actions it takes while in learning process. This feedback can come from 
comfort calculated by the value of state it enters after turning off an appliance. Comfort 
is calculated based on rating of appliance and preference of the consumer to that appliance 
which is a measure of how a consumer is attached to his device at that time. This also 
changes from time to time due to many factors such that his daily routine, weather 
conditions and emergency situations. Comfort model is explained in chapter 4. The agent 
will learn the optimal policy or set of rules for its appliances after several iterations.  
This chapter explains about energy management using Single Agent Q learning and 
Multi agent Q learning. Section 1 outlines Q learning algorithm and its rules. Section 2 
elucidates how Q matrix can be utilized to produce optimal solutions to a management 
problem. One of the main research problems of power consumption management of smart 
homes with minimum discomfort is translated in to Q learning problem in section 3. It 
states three different stages in Q learning which are problem model, states actions and 
reward matrix and how each stage is correlated with power consumption management 
problem. We used a single agent for a smart home with 8 intelligent appliances and 
describe the framework for Q learning.  Section 4 explains about Multi agent systems and 
their applications. In section 4 Policy sharing algorithm for coordinating agents is 
explained. In this knowledge of agents is shared by other agents to find out a policy which 
is optimal to him and for the community as well at every instant. Section 5 outlined 
concurrent algorithm for house agents. In this each agent will be learning to behave in the 
smart energy community by taking actions simultaneously and receiving rewards based 
on their actions and other agent’s actions. The agents will learn to produce optimal policy 
for the smart energy community where the overall comfort is maximum. Once learnt, the 
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house agents can be able to give better and best solutions even for an unknown or 
unexpected situation.  Section 6 outlines Pareto algorithm which is also known as Nash 
negotiation algorithm. In this Pareto algorithm is stated and how pareto resource 
allocation is useful when an available resource is shared between consumers while 
maintaining pareto optimality which is comfort in this thesis.  
5.1 Q learning Algorithm 
The problem model, the MDP, will have an agent, states’ S and a set of possible actions 
for each state A. By performing an action  𝑎 ∈ 𝐴 , the agent can move from one state to 
another state. Each state provides the agent a reward (represented by a real or natural 
number). The goal of the agent is to maximize its total reward. It does this by learning 
which action is optimal for each state. The algorithm calculates the quality of a state-
action pair which is represented by Q. Q is also like the brain of the agent representing 
the memory of what the agent has learned through experience. 
Before learning starts, Q is initialized to zero. Then, each time the agent selects an 
action, receives a reward and moves to a new state. The new state and the reward depend 
on the old state and the action selected. The principle of the algorithm is a simple value 
iteration update. It assumes the old value and makes a correction based on the new 
information. 
𝑸𝒕+𝟏(𝒔𝒕, 𝒂𝒕) = 𝑸𝒕(𝒔𝒕, 𝒂𝒕) +∝𝒕 (𝒔𝒕, 𝒂𝒕  ) × [𝑹𝒕+𝟏 + 𝜸  𝒎𝒂𝒙(𝑸𝒕(𝒔𝒕+𝟏, 𝒂)) −
𝑸𝒕(𝒔𝒕, 𝒂𝒕)]           (1) 
 where   
𝑸𝒕+𝟏(𝒔𝒕, 𝒂𝒕)  New Q value after performing 𝒂𝒕 in 𝒔𝒕 
𝑹𝒕+𝟏 = the reward observed after performing 𝒂𝒕 in 𝒔𝒕  
∝𝒕 (𝒔𝒕, 𝒂𝒕  ) 0 <∝≤ 1  = the learning rate. 
γ = Discount factor   
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𝑸𝒕(𝒔𝒕, 𝒂𝒕) = Old Q value of state action pair at t. 
𝒎𝒂𝒙(𝑸𝒕(𝒔𝒕+𝟏, 𝒂)) = Maximum Q value for all possible actions in the next state. 
 The discount factor γ has a range of 0 to 1. If γ is closer to zero, the agent will consider 
only immediate rewards. If γ is closer to one, the agent will consider long term high 
rewards.  The steps for implementing Q learning is as below: 
1. Set reward matrix R for the system  
2. Initialize Q matrix to 0. Set γ    to a value less than 1. 
3. For each episode follow  
step 1. Choose a random initial state 𝒔𝒕 and repeat for each step in the episode. 
     step 2. Select an action among the possible actions (randomly or using a policy). 
Execute the action and observe the new state s׳. Update Q value for each state action pair 
using Eq.1 
𝑸𝒕+𝟏(𝒔𝒕, 𝒂𝒕) = 𝑸𝒕(𝒔𝒕, 𝒂𝒕) +∝𝒕 (𝒔𝒕, 𝒂𝒕  ) × [𝑹𝒕+𝟏 + 𝜸  𝒎𝒂𝒙(𝑸𝒕(𝒔𝒕+𝟏, 𝒂)) − 𝑸𝒕(𝒔𝒕, 𝒂𝒕)] 
s = s׳ 
Repeat step 2 until s is one of the goal states. 
The algorithm above is used by the agent to learn from experience. Each episode is 
equivalent to one training session. In each training session, the agent explores the 
environment, receives the reward (if any) until it reaches one of the goal states. More 
training results in a more optimized matrix Q. If the matrix Q has been enhanced, instead 
of exploring around, the agent will find the optimal policy to reach one of the goal states 
with minimum discomfort. In our work, we chose 0.4 for γ and learning rate is initialized 
to one. 
5.2 Algorithm to utilize the Q matrix 
After several iterations, the agent has learnt all the possible situations in a complex 
environment and Q matrix will be converged.  This Q matrix will be able to produce an 
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optimal solution to a complex and dynamic problem. To use the matrix Q, the agent must 
simply trace the sequence of states, from the initial state to goal state. The algorithm will 
find the actions with the highest reward values recorded in matrix Q for current state.  
1. Set current state as initial state. 
2. From current state, determine the action with the highest Q value. Identify the state 
associated with that action. 
3. Set current state as next state. 
Repeat steps 2 and 3 until current state becomes one of the goal states. This algorithm 
will find the best sequence of states from initial state to one of the goal states. 
5.3 Power consumption management and Q Learning 
Power consumption management problem is formulated as a Q learning problem. As 
for as the researcher is concerned the Q learning algorithm which was not used in power 
consumption management domain before, has been adopted for the current research. It is 
done with three phases and each phase is defined mathematically and simulated. Used n 
appliances and their power rating to define states of the model. Binary representation is 
used to represent power levels of appliances.  
Reward matrix is formulated with a few parameters as constrains which are power 
rating of appliances, comfort level which is mathematically defined from user’s 
preferences on appliances which also changes from time to time. 
We assumed that a smart home with a group of smart appliances is allocated an amount 
of power and the aim of the home energy management agent in the smart home is to 
monitor and control the operation of home appliances so that the total power consumption 
is always less than the power available to it while minimizing the user discomfort. In this 
we describe three stages in implementing Q learning for a house agent with 8 intelligent 
appliances which are State space, action space and Reward matrix. 
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Figure 5-1 Smart Home with intelligent appliances 
5.3.1 System States 
Given the number of appliances in a house and their power rating or load profile, we 
can define the system states for the agent. We then define a goal state for the home energy 
management agent to reach after performing a sequence of actions. A state is a goal state 
if the energy consumption at that state is less than or equal to the maximum energy the 
agent is permitted to consume. A system can have more than one goal state. 
For example, if there are 3 appliances, namely, an iron box, a music system, and an air 
conditioner in a smart home with power ratings 1000 watts, 500 watts and 2000 watts 
respectively, then the power available to the house is assumed to be 2000 Watts. The 
target of the home energy management agent is to maintain the power consumption of the 
house less than the available power. If the total power consumption is less than the 
available power, then the house agent does not do anything. At any instant, the appliances 
can be turned on with the following possible combinations. 
The number of power levels for n appliances is 2n. We used binary coding to determine 
various power levels for the home energy management agent as shown in Table 3, where 
0 means appliance is in the off state and 1 means the appliance is in the on state. In this 
case, the number of power levels the house agent can have is 8. Since the available power 
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is assumed to be 2000 watts, we find that the number of goal states is 5 (power level less 
than 2000 W). 
Power level Iron box 
(1000W) 
AC 
(2000 W) 
Music 
(500 W) 
Total power 
(W) 
1 0 0 0 0 
2 0 0 1 500 
3 0 1 0 2000 
4 0 1 1 2500 
5 1 0 0 1000 
6 1 0 1 1500 
7 1 1 0 3000 
8 1 1 1 3500 
Table 3 Binary Representation of appliances and power levels 
Figure 5-2 explains the system to be managed with many states. The home energy 
management agent can simply turn off the appliances randomly and bring the power 
consumption to less than the available power so that the system occupies one of the goal 
states which lie below the available power. But since each goal state is associated with 
Figure 5-2 System with a group of states including goal states 
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user comfort the aim of the home energy management agent is to bring the system to the 
goal state with maximum comfort (in this case it is 80%).  
Therefore, it becomes essential for the agent to learn about the environment and take 
actions aiming maximum long-term discounted reward / user comfort. 
5.3.2 Actions 
In this work, actions (rules) for the agent are limited to turning off an appliance though 
the other actions like turning on an appliance, pause the operation or postpone the 
operation of appliances are also possible. We also assume the agent can perform only one 
action at a time which could be turning off one of the household appliances. The house 
energy management agent can move from one state to another state after performing an 
action. The states s1, s2, .... sn represent the system states among which the states coloured 
in green are the goal states. Whenever the actual power consumption exceeds the 
available power the home energy management agent can turn off appliances one at a time 
and move from one state to another until the power consumption is maintained below the 
available power. The purpose of Q-learning is to find out the best sequence of turning off 
appliances so that the appliances with higher preferences will not be turned off ensuring 
the user’s minimum discomfort always.  
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5.3.3 Reward Matrix 
In this work, the reward values for turning off an appliance is calculated based on the 
discomfort the user gets. We model the user comfort as a function of the goal state, user 
priority, and power rating of the appliances.   We assume that the user has some 
preferences on the usage of appliances. 
Preference of appliances is assumed to range from 0 to 1 every hour. Power reduction 
capability of each appliance depends on the load profile and the power rating of each 
appliance which may change from time to time.  
Discomfort due to turning off an appliance is directly proportional to the preference of 
the appliance. 
Discomfort due to preference of the appliance 
𝐷𝑝𝑟(𝑡)       ∝   𝑃𝑟𝑎𝑝(𝑡)  
𝐷𝑝𝑟(𝑡)      =  𝐾1    𝑃𝑟𝑎𝑝(𝑡)                                      (2) 
Discomfort due to Power consumption of the appliance 
𝐷𝑝𝑑(𝑡)       𝛼            1 −  𝑃𝑑𝑎𝑝(𝑡) 
         𝐷𝑝𝑑(𝑡)        =     𝐾2   (  1 −   𝑃𝑑𝑎𝑝(𝑡))             (3) 
Overall discomfort due to turning off an appliance during power management can be 
approximated using Eq. 2 and Eq. 3 to 
   𝐷 =
𝐾1    𝑃𝑟𝑎𝑝(𝑡) +  𝐾2      (  1−  𝑃d𝑎𝑝(𝑡))
2
           (4) 
Figure 5-3 Single Home Energy Management framework 
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With a view to give importance to priority we assumed K1 =1 and        K2 <1.  (K2 is 
assumed to be 0.4 in this paper.) 
   Comfort C = 1- Discomfort     (5) 
From Eq. 5 Equation for comfort C is arrived as 
  C = 1 −
𝐾1    𝑃𝑟𝑎𝑝(𝑡) +  𝐾2      (  1−  𝑃𝑑𝑎𝑝(𝑡))
2
         (6) 
We can define a reward matrix based on the comfort values for each appliance using 
Eq. 6. 
 
 
 
 
Size of the reward matrix depends on the number of appliances and the number of 
power levels the house agent can occupy. For the example, we considered our reward 
matrix is 8x8. The preferences of the three appliances mentioned are assumed to be 1 for 
A/C, 0.9 for iron box and 0.8 for the music system. Table 4 shows the different power 
levels in binary representation and their reward values. The -1 in the reward table 
indicates null values where the agent from the current state cannot go to that state. 
Figure 5-4 Reward matrix for a single agent 
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Table 4  Reward matrix for Q learning 
If all three appliances are turned on simultaneously at an instant, Then, the total power 
consumption which is 3500 W exceeds the notional available power 2000 W. For the sake 
of maintaining the power consumption to become less than the available power, the house 
agent can execute different policy rules in different sequences. To achieve this, we have 
five sequences of policy rules for the house agent to reach any one of the goal states at 
which the power consumption is less than available power which is clearly shown in 
Figure 5-5. 
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Figure 5-5 Set of Policy rules in different sequences for a house agent 
The house energy management agent has the responsibility to determine the best 
sequence of policy rules so that the user will have minimum discomfort. For this the agent 
starts from knowing nothing. The agent learns from the environment by performing 
actions and receiving reward for the actions every time. After designing the reward table, 
the Q matrix of same size is initialized to 0.  The agent will explore from state to state 
until the goal state is reached and each time the agent reaches the goal state the episode 
is termed as one training session. Then the agent will start the next episode. 
Q values are updated using Q-learning algorithm as follows 
𝑸𝒕+𝟏(𝒔𝒕, 𝒂𝒕) = 𝑸𝒕(𝒔𝒕, 𝒂𝒕) +∝𝒕 (𝒔𝒕, 𝒂𝒕  ) × [𝑹𝒕+𝟏 + 𝜸  𝒎𝒂𝒙(𝑸𝒕(𝒔𝒕+𝟏, 𝒂)) − 𝑸𝒕(𝒔𝒕, 𝒂𝒕)] 
Once the Q matrix is converged it means that the agent has learnt the most optimal 
paths to the goal state and therefore can determine the best sequence of turning off the 
appliances using the Q matrix by selecting an action with highest Q value from initial 
state and moving to the corresponding state and follow the same procedure until the agent 
receives highest long term discounted reward which is the maximum comfort or minimum 
user discomfort. 
In this example, the best sequence of turning off appliances from Q-learning is as 
shown in Figure 5-6. Though there are other paths available, this is the optimal path which 
was found by Q-learning since it provides user with minimum discomfort with AC on. 
 
Figure 5-6 The optimal solution for turning off appliances 
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5.4 Energy management in a SEC using Multi Agent Q learning 
algorithms 
Multi agent systems (MAS) represent the collective behaviours of all the agents where 
some degree of autonomy and complexities exist because of their interactions. We assume 
that agents in MAS cooperate with each other aiming for own benefit and the benefit of 
the entire entity. In Multi agent systems the agents interact with each other to solve a 
problem or try jointly to maximise their comfort in a changing environment. As the 
number of agents participate become higher, the complexity of the domain is also 
increasing more due to their individual behavioural characteristics.  
In this work, we tried to extend the single house agent Q-learning to a smart energy 
community of group of 10 houses so that they can coordinate, cooperate, and negotiate 
between them to maximise their comfort at the time of peak demand management. We 
proposed and developed three multi agent Q-learning algorithms such as knowledge 
sharing algorithm, concurrent learning algorithm and distributive cooperative algorithm 
and compared the performance of these algorithms with respect to a performance index 
called community comfort. 
5.4.1 Policy Sharing Algorithm between Houses 
In a multi agent system, agents will try to solve more complex problems by sharing 
their knowledge, experience, and control strategies and hence the agents with less 
exposure to the environment can take the advantage of agents with more experiences via 
sharing processes.  House agents can find out a set of policy rules at an instant working 
best for them by sharing the policy between houses. This method is also known as Policy 
sharing.  
A small energy community of 10 houses with 8 appliances in each home is considered 
for the simulation. On time and operating period of all appliances are randomized over 
24-hour period. The actual power consumption curve of the group of houses for a day is 
simulated. Set some power as the available power to this group of houses. When the actual 
community power consumption exceeds the available power, the deviation is calculated 
as follows 
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∆(𝑡) =
𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑝𝑜𝑤𝑒𝑟(𝑡)−𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝑝𝑜𝑤𝑒𝑟(𝑡)
n
   (7) 
Where n = number of houses in a community 
Available power to each house will be written using Eq.7 
𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒ℎ(𝑖, 𝑡) = ℎ𝑜𝑚𝑒𝑝𝑜𝑤𝑒𝑟𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝑖, 𝑡) − ∆(𝑡)   (8)
    
Where i =1,2,3, 4,….n 
In weighted strategy sharing algorithm agents learn in two different phases.  
5.4.1.1 Individual Learning 
All the agents learn individually using reinforcement Q learning. Different trial periods 
are assigned for all the house agents. Trial starts from a random initial position and stops 
when it reaches one of the goal states. Different number of trials to each house agent will 
cause house agents to have different amount of exposure to the surrounding and learning 
experience and will be assumed to possess unique expertness.  
Start individual learning and update Q1, Q2, Q3, Q4 …. Qn 
Using Q update rule (Eq.9), Q values are updated   
(1 ) ( max( ( , ))new oldQ Q r Q y b  = − + +    (9)  
Each time an agent updates its Q value it will estimate its expertness based on the 
reinforcement signal it receives. Weights are used to see whether the knowledge gained 
by an agent will be useful for new knowledge and by how much.  It is very important to 
have a proper strategy for finding weights as it helps agents to share their knowledge 
properly between them which can enable the learning process to be more efficient. We 
used Normal method as expertness criterion and calculated the algebraic sum of the 
reinforcement signals. In this it is assumed that the agent with more successes than 
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failures is treated to be an expert in the search space. Expertness of each house agent is 
calculated using Eq.10 at any time as follows.  
1
( ) ( )
now
i it
e t r t
=
=
    (10)   
Every house agent will keep updating their expertness in each training episode. After 
specified number of trials and training sessions for individual agents each agent will be 
with unique expertness. The agent with more expertise is the agent with more expertness 
factor.  
5.4.1.2 Team Learning 
After a specified amount of time all the agents switch over to team learning mode. 
Every agent assigns weight to the other agent’s expertness related to their own expertness 
using Eq.11. 
( , )
1
( )j i
i j n
k i
k
e e
W
e e

=
−
=
−
     (11) 
Where   =  impression factor which can range from 0 to 1. Each house agent can 
choose to have a different value of α. It lets agents to decide whether it is going to consider 
another agent’s knowledge and by how much. It says about by how much each agent 
relies on other agent’s knowledge. Each agent will use the following Q update rule 
(Eq.12) to update its Q from weighted average of other agent’s Q tables. 
1
( )
n
inew iold ij jold
j
Q Q W Q
=
= +
   (12) 
All the house agents will use this updated Q to find the optimal policy to maximize the 
efficiency of group learning. 
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5.4.2 Distributed Cooperative Q Learning Algorithm 
Q-Learning is centralized and very effective for single agent only and not competent 
for multi agent systems as the size of the state space is very large and increases 
tremendously with the number of agents increasing. 
 Number of houses in a Smart Energy Community is assumed to be n.  Each smart 
house is incorporated with Q learning agent which is trained to operate manage appliances 
considering users preferences and power available to that house. With proper 
coordination and cooperation with every other house agent, the smart house can manage 
its power consumption so that it is always with minimum discomfort.  
Get the actual power consumption curve for a day. To achieve 10 % peak reduction, it 
is assumed that 90% percent of the peak power from the actual power consumption curve 
is notional available power to the community and the community of n houses must learn 
to use the appliances so that the community power consumption is always less than or 
equal to available power while minimising the community comfort. For n number houses 
the actual community power consumption is simulated with 8 appliances in each house 
with random on time and duration of all appliances.  
If community power consumption (t)>community available power, Then the deviation 
is calculated and available power to individual houses is calculated (Eq.13 and Eq.14) as 
follows  
∆(𝑡) =
𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑝𝑜𝑤𝑒𝑟(𝑡)−𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝑝𝑜𝑤𝑒𝑟(𝑡)
n
   (13) 
𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒ℎ(𝑖, 𝑡) = ℎ𝑜𝑚𝑒𝑝𝑜𝑤𝑒𝑟𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝑖, 𝑡) − ∆(𝑡)  (14) 
Where i =1,2,3, 4,….n 
Now each house agent is using updated and converged Qfinal which we got from several 
simulations will generate its own policy rules for appliances known as local policy rules 
to bring its power consumption below this available power. The agent will also calculate 
user comfort for these policy rules before executing them at that instant. To improve 
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comfort of the consumers, we use maximum comfort evaluation criterion to see local 
policy rules will be accepted as global policy rules so that each house will have minimum 
discomfort. 
Cooperative distributed Q learning algorithm (Maximum comfort evaluation criterion) 
For each home, If the local policy rules get executed calculate total power reduction by 
all houses  
( ) ( )excess totalpowerreduction t deviation t= −
     (15) 
Arrange all the houses in the ascending order of comfort and using Eq.15 
While excess>100 watts 
          Priority = 1 
  For I =1:1: noofhouses 
               S= dec2bin(oldpowerlevel(I,t) 
             P = dec2bin(newpowerlevel(I,t) 
                   Repeat = 0; 
                   For l = 1:1:8 
                        If S(l) ==’1’ &&  P(l)==’0’ 
   If repeat <1 
  If pri(l,t,i) = priority  && rat(l)<excess 
   P(l)==’1’ 
  Repeat = repeat+1 
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  Excess = excess-rat(l) 
  End      End          end 
One house with minimum discomfort will be served first by which it can turn on one 
appliance which is supposed to be off due to local rules. Continue this for the next smallest 
comfort house and repeated until there is no excess power at that instant. This way some 
of the local rules will be eliminated and the remaining set of rules will be elected as global 
rules and maximum comfort is obtained.  
5.4.3 Concurrent Algorithm 
In concurrent learning, each agent will try to improve parts of the team. Each agent will 
have its own unique learning process to modify its behaviour. This algorithm is suitable 
for systems with goals keep changing with change in environment. In reinforcement Q 
learning the agents may not be able to produce optimal results when goals change, or the 
rewards change. It can affect the performance of the agents. This problem can be 
overcome in concurrent learning. Concurrent learning has the advantage of smaller 
individual search spaces rather than having a large joint space for the entire system. 
Multiple learners in same environment can learn by doing actions simultaneously and 
receiving rewards according to how their actions change the state of the system and the 
state of other agents.  
When community power >available power 
∆(𝑡) =
𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑝𝑜𝑤𝑒𝑟(𝑡) − 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝑝𝑜𝑤𝑒𝑟(𝑡)
n
 
𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒ℎ(𝑖, 𝑡) = ℎ𝑜𝑚𝑒𝑝𝑜𝑤𝑒𝑟𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝑖, 𝑡) − ∆(𝑡) 
Where i =1,2,3,4,….n 
Number of houses in a community   = n 
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All the house agents take actions simultaneously and change the environment and based 
on their actions receive rewards.  Here the reward received by an agent will be affected 
by other actions also. Allow all the house agents to perform an action (only one action is 
allowed at a time) Observe the environment changes (community power consumption) 
and the local system changes (house power consumption). There may be four possible 
cases that might occur in the community (state space) and for each case reward is assigned 
a value which is shown in Figure 5-7. Only few houses in a community can cause peak 
demand in the community and other houses will be operating their appliances so that their 
individual power consumption is less that what is allocated to them. So, these house 
agents will be rewarded which can motivate them to keep its consumption less than 
available power. The houses which contribute to peak demand will be punished or will 
be given minimum rewards and will select actions, so it can expect to get maximum 
rewards in future while in learning process.  
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Figure 5-7 Reward Matrix for concurrent Q learning 
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5.5 Summary 
This chapter discussed about Q-learning algorithm for a policy-based energy 
management for a smart home. Home energy management problem is translated into a Q 
learning problem with system state space, action space and reward matrix. Reward matrix 
is calculated using user comfort model developed based on rating of appliances and user 
preferences on appliances. Q learning is implemented in a smart home with 8 appliances 
and the simulations results are obtained. Simulation results show that with Q learning, 
power consumption can be managed with minimum discomfort to the users. We extended 
this concept to Power consumption management using Q-learning to a group of 10 houses 
and implementing different types of Q-learning algorithms for multi agent systems. 
We proposed three multi agent Q learning algorithms for house agents which are 
distributed cooperative Q learning, knowledge sharing and concurrent learning algorithm. 
The simulation results for all three algorithms are presented and a user comfort model is 
also used to evaluate and compare the performance of algorithms implemented. It is 
concluded that with proper coordination and cooperation between agents the smart energy 
community can bring peak power down without affecting community comfort and that of 
individual houses.  
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6 SIMULATION AND 
RESULTS 
This chapter provides simulation results and performance analysis of proposed 
algorithms for managing power consumption in smart houses and smart energy 
communities. 
6.1 Policy-based Power Consumption Management 
We obtained the power consumption curve for the house applying policies. We run the 
simulation for different on time and run time for appliances. Figure.6-1 demonstrated that 
the agents make sure that the total power does not go above available power and at the 
same time they try their best to satisfy the inhabitant by postponing the operation of grade 
3 appliances later in the day. 
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Figure 6-1 Residential Energy Management with policy 
Figure.6-2 shows the status of appliances after being policy is applied. Since the power 
goes above available power the on time of dishwasher is postponed to 17.10 Hrs. and the 
on time of dryer is postponed to 19.20 Hrs. 
 
Figure 6-2 Appliances status representing on time request and actual on time 
6.1.1 User satisfaction model 
We initially assumed 1 for comfort for the house then each time a policy is implemented 
to reach the goal comfort is reduced by a fraction of one. If it goes below 0.5 then we can 
say the user is not happy at all. It implies that the rules need to be revised so that there is 
a compromise between comfort and better energy management. Figure.6-3 illustrates that 
inhabitant comfort level is 0.72 which is acceptable. 
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Figure 6-3 User satisfaction model 
We also developed a smart home simulator using Mat Lab GUI for the user to see how 
consumption behaviour changes can significantly change the power consumption. A user 
satisfaction model was developed to see how the implementation of policy-based frame 
work will affect the comfort level of the user. It is also ensured that the comfort level of 
the user does not go below 0.7 (70%). Simulation results are shown in Figure. 6-4. 
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Figure 6-4 Smart home simulator showing power consumption and user 
satisfaction with policy 
In this work, we have considered individual power consumption profile of appliances 
such as washing machine, air conditioner, tumble dryer and dishwasher for calculating 
total power consumption. The simulation results for actual power consumption and the 
altered power consumption curve after policies are shown in Figure.6-5. The policy 
adjusts the duty cycle of A/C such that it operates only when fridge is off, and off only 
when fridge is on, which levels the overall energy consumption below the limit during 
the operation of A/C which is shown in Figure.6-6 Since the total energy consumption 
exceeds the available power during 7 AM and 8:30 AM, the policies start operating on 
the appliances which are ON during that period. Initially when the tumble dryer is ON, 
the total power consumption was below the available power. Then, when washing 
machine is also turned ON, the total power consumption exceeds the available power. 
The operation of washing machine was stopped for 5 sampling periods and then resumed 
(the remaining power consumption profile was shifted just by five sampling periods or 
15 minutes).  
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Figure 6-5 Smart Home Power Consumption Curve with policy and without 
policy 
The policy rules keep checking the total power consumption and to bring the curve 
below the available power, the operation of tumble dryer was halted for five sampling 
periods and resumed after that. (It starts to work from where it was stopped). Since the 
iron box was operated for more than an hour, it was turned off after one hour as per the 
policy as shown in Figure.6-7. The house agent monitors takes management decisions 
and perform control actions appropriately so that the total power consumption is always 
maintained below the available power. Any rules in the policy can be easily edited, 
improved depending on the need of the users. The policy-based framework can easily be 
extended to any number of appliances and any number of houses and thus offering greater 
flexibility and scalability. 
 
 
Figure 6-6 Individual Appliances and their power consumption after policy is 
implemented 
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Figure 6-7 Power Consumption of Individual Appliances with and without policy 
 
 
6.2Energy management in SEC using Peak reduction algorithms 
6.2.1 Effect of Peak Reduction Algorithms over Diversity factor 
    We studied and analysed the effect of our peak demand management techniques over 
various diversity factors, by varying the diversity of the community from 1 to 3.8 (this is 
the maximum value for complete randomization of ON time of appliances for 14 
appliances with different power rating) by changing the randomness of ON time of house 
hold appliances between 0 and 24 hours. We also assumed that the appliances are operated 
only once during a day. In this case, the community demand curve will have only one 
peak.  
In practical life, the appliances are biased to operate between two peak periods (usually 
people tend to operate their appliances before going to work and after coming from work). 
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In the interest of getting the real-time demand curve with two peaks we assumed that 
some appliances like electric cooking, Microwave, coffee maker and AC are switched on 
twice in a day and when we simulated the profile, we got the community of 2000 houses 
with the diversity factor 2.0. 
This figure 6-8 illustrates shows that power consumption of a community of 2000 smart 
houses with diversity factor 1 is having a sharp peak which is huge. In this It is assumed 
that all the house appliances in a group of houses are operated around peak period time 
which is practically impossible. Actual power consumption for the same community is 
obtained by turning on appliances at different timings of a day with diversity factor 2.5 
which is shown in Figure 6-9. We also simulated the power consumption of the 
community with diversity factor 3.83 which is maximum for 2000 houses. Figure 6-10 
clearly shows that the curve is flat with no peak and we do not need to use peak demand 
reduction algorithms. This is practically not possible to achieve as people have common 
interests and usage behaviour regards to electricity consumption. On average people go 
to work from 9 to 5 and children are in school from 9 to 3 PM. People tend to use power 
before going to work and after coming from work trying to relax and enjoy the comfort 
of electrical appliances. Henceforth it is quite natural to see two peaks in power 
consumption curve.  
 
Figure 6-8 Community actual power consumption with Diversity factor 1 
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Figure 6-9  Time versus Community Power consumption with diversity factor 2.5 
 
Figure 6-10 Time versus Community Actual Power consumption with Diversity 
factor 3.83 
The utility always plans to design the power plant with larger diversity factor so that 
the capacity of the plant is minimum and fully utilized. So, we assumed that the peak 
power of the community with the largest diversity factor (3.83 in this case) is the Power 
generated in the power plant which is available to this community with 2000 houses and 
14 appliances in each house. Then for each diversity factor, we implemented all the 
algorithms and determined the minimum comfort of the community and plotted the 
results. 
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Figure 6-11 Comfort versus Diversity factor with proposed algorithms 
The Figure 6-11 shows that, as the diversity factor increases from 1 the algorithms give 
better comfort and for maximum diversity factor, the comfort is maximum and there is 
no need to have peak demand management since there is no peak power observed. This 
could happen only if all the houses participating in peak demand management have 
diverse nature of consuming power in their daily lives or willing to change their 
consuming behaviour to achieve maximum diversity factor which is hard to do.  The order 
of our algorithms from maximum comfort to minimum comfort at any time will be: 1. 
Balancing Responsible agent algorithm 2. Round robin algorithm 3. Nash negotiation 
algorithm and finally Centralized algorithm. Centralized algorithm gives minimum 
discomfort due to the reason that every single house agent is forced to reduce power 
consumption during peak demand period though few houses are only consuming 
minimum power which can lead to those houses facing maximum discomfort and can 
result in great reduction of community comfort. But for a community of smaller size it 
could be best solution. 
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6.2.2 Centralized Algorithm Simulations Results 
A community size of 2000 is assumed for implementing our peak reduction algorithms. 
To obtain the actual power consumption of the community, we first randomized the 
operation time and duration of all the appliances and simulated the load profile of the 
community [4] as shown in Figure 6-12. We identified the peak power (5.5 MW) of the 
actual power consumption and calculated 90% of the actual power (5 MW) and assumed 
that as the available power (to achieve 10% peak reduction).  
 
Figure 6-12 Community power consumption curve without peak reduction 
algorithm 
 
Then using the centralized algorithm, we brought down the actual power consumption 
below the available power which is shown in Figure 6-13. When the power consumption 
goes above the notional available power the difference of actual power consumption and 
available power is divided equally among all the houses and each smart house is forced 
to reduce their power consumption by that amount. When implementing peak reduction 
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algorithm all the house agents will execute policy rules and the comfort of individual 
houses may get affected and we modelled the individual comfort and determined the 
average comfort at every instant and termed as overall community comfort.  
 
Figure 6-13 Modified community consumption curve with centralized algorithm 
In Community comfort model, we can understand that whenever the actual power 
exceeds the available power the house agents apply rules to appropriate appliances and 
that is the reason only around peak period the comfort level gets affected and particularly 
in this approach the minimum comfort it can go to achieve 10% peak reduction is 69.95% 
as shown in figure 6-14. 
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Figure 6-14 Community comfort model with centralized algorithm 
6.2.3 Performance analysis of Algorithms 
We evaluated the performance of these algorithms in terms of overall community 
comfort, community involvement and percentage of peak reduction and diversity factor. 
Keeping the diversity factor of the community (2.0) constant we performed peak 
reduction algorithms for the following different scenarios.  
Case 1: Keeping percentage of peak reduction constant (say 10 % peak reduction). We 
implemented all the peak reduction algorithms for various community sizes and plotted 
the overall community comfort against community size. 
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Figure 6-15 Comparison of Peak reduction algorithms for comfort and 
community size 
Figure 6-15 clearly shows that as the community size increases for the same percentage 
of peak reduction community comfort increases because of the increased diversity factor. 
Then when community size goes beyond 2000 because of the constant diversity factor 
community comfort also keeps constant. Balancing responsible agent algorithm provides 
maximum comfort over all the other algorithms with the reason that only a few numbers 
of houses is participating in peak reduction and though their individual comfort is affected 
the overall comfort is not affected. In Round robin method since number of houses 
participate in peak reduction is more than the balancing responsible agent method it 
results in reduced overall comfort of the community. 
   In Pareto allocation when total consumption is more than the available energy the 
available energy is divided equally among n number of houses which is the original 
allocation and then reallocated to houses using Pareto allocation. In centralized algorithm, 
the deviation is divided equally between the houses and all the houses in the smart energy 
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community need to participate in peak reduction and hence the overall comfort is least 
among all the algorithms. 
Case 2: Keeping community size constant (2000), we implemented four peak reduction 
algorithms for peak reduction varying from 0% to 100 % and plotted the comfort results 
which are shown in Figure 6-16. As percentage of peak reduction is increased from 0 to 
100% in steps (5%) it is realized that the overall comfort of the community reduces with 
increased peak reduction. 
 
Figure 6-16 Community comfort vs Peak reduction in percentage for algorithms 
When we tried to arrange our algorithms in order based on community comfort from 
maximum comfort to minimum and it follows as; 1. Balancing responsible method 2. 
Pareto resource allocation 3. Round robin algorithm 4. Centralization algorithm. 
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Figure 6-17 Community involvement versus peak reduction in percentage 
Case 3: Keeping the community size constant (2000) we implemented all the four peak 
reduction algorithms for various percentages of peak reduction and calculated the 
community involvement. 
We defined a performance index called community involvement which is the ratio of 
number of houses participated in peak reduction and number of houses in the community 
on purpose to analyse the performance of our algorithms.  
    From Figure 6-17 it is clearly understood that as the percentage of peak reduction 
increases for a given community size, community comfort decreases with the 
corresponding increase in community involvement. These two parameters never conform 
to each other. 
Peak reduction factor P=   Community peak power/ max power fixed by user (which 
can go up to 1) 
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If peak reduction factor P = 0.95 (5%peak reduction), Community involvement is less 
but comfort will be more 
   If peak reduction factor P = 0.3 Community involvement will be more but comfort 
will be reduced very much. So, the larger Peak reduction factor is the lesser the peak 
reduction requirement is with better community comfort and less community 
involvement. Smaller P means more peak reduction requirement and involvement 
affecting community comfort. 
6.2.4 Finding the Best Algorithm 
To find the best of all our proposed algorithms we used performance indices such as 
community comfort and community involvement. In this we referred the ideal algorithm 
to be the one which yields 100% community comfort and 100 % community involvement 
and then we measured the distances of all proposed algorithms to this point and the 
algorithm with the minimum distance is selected as the best one. In our simulations when 
we compared our algorithms with respect to overall community comfort the order was 
found to be 1. Balancing responsible, 2. Round robin 3. Negotiation and the last one was 
centralized approach. When we compared them with respect to overall community 
involvement, the algorithms were arranged as 1. Centralized approach 2. Round robin 
algorithm 3. Nash negotiation algorithm and 4. Balancing responsible agent which is 
shown in Figure 6-17.  
With a view to find the best algorithm, we considered community comfort and 
community involvement as the coordinates of the x-y plane and the algorithms associated 
with their comfort and involvement such as Balancing responsible agent algorithm 
(community involvement, community comfort) are in the x-y plane as shown in Figure 
6-18. We also have one more reference point ideal algorithm (1, 1) which yields 
maximum comfort and involvement. The distances d1, d2, d3, and d4 are the distances of 
each algorithm to the ideal one. In this we found that d2 is the minimum distance between 
ideal and the round robin algorithm and declared to be the best algorithm among others.  
 
 115 
 
 
Figure 6-18  Method for finding the best peak reduction algorithms 
6.3 Q Learning for a House Agent and Simulation Results 
MATLAB is used to simulate the home power consumption management using Q-
learning. Total number of 8 appliances with different power ratings is used. There is only 
one home energy management agent who receives total power information from all 
appliances through smart meters incorporated with them with the help of ZigBee network 
the appliances can send information and receive control signals from the home energy 
management agent. When the total power consumption is greater than the available power 
it selects actions (randomly) and moves from current state to a new state and receives 
reward then it starts turning off other appliances until one of the goal states is reached. 
We assumed that during training stage the agent moves from initial state to goal states 
training stops and next training starts assuming different initial state and actions are 
randomly selected. Q matrix will be converged after enough training sessions is complete. 
In this work, we generated the actual power consumption curve for a smart home with 
fourteen appliances. Their power rating, on time, duration and preferences are 
randomized. Actual power consumption curve and the available power (3800Ws) which 
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is indicated by a straight line are shown in Figure 6-19. It shows clearly that at some 
intervals of time the actual power exceeds the available power. The home energy 
management agent must learn the optimal path to reach goal states at every instant the 
power consumption is greater than the available power. To achieve this, the home energy 
management agent uses a Q-learning algorithm to learn about the environment by trial 
and error interaction with the environment. Once it finds out the optimal policy the agent 
will execute the sequence of rules (turning off appliances one by one) until the goal state 
with maximum comfort is reached.  
When Q learning is used for the home energy management agent to learn to determine 
the optimum policy at time when the power goes above available power, the actual power 
consumption is modified as shown in Figure 6-20. Every time the power consumption 
exceeds the available power the agent identifies the appliances which are on and their 
preferences and ratings. Using them the agent determines the reward matrix for that time 
and learns for that reward matrix to reach maximum reward at that instant. Since user 
preferences and appliances coming on changes at every instant reward matrix is dynamic 
and the home energy agent also learns the optimal path dynamically in the changing 
environment.  
Figure 6-19 Actual Power consumption curve of a single house 
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The user comfort model is drawn for the modified power consumption curve using the 
proposed comfort model is shown in Figure 6-21. It clearly indicates that the comfort is 
maintained above 80% 
6.4 Energy Management for a Smart Energy Community using Multi Agent Q Learning 
Algorithms 
Figure 6-20 Modified Power consumption with single agent Q learning 
Figure 6-21 User comfort model with Q learning 
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In this Single Agent Q learning is extended to a group of 10 houses and proposed 
different algorithms for the Smart Energy Community so that every house participating 
in peak demand management can also have maximum comfort. 
6.4.1 Policy Sharing Algorithm for House Agents 
In this the house agents will learn in two phases. In first phase, the house agents learn 
to find optimal policy in a different environment. Each house will be given a set of 
conditions for updating its Q value such number of trials, their learning rate. After certain 
amount of time they will have updated/converged unique Q values which are weighted 
and assumed to be their expertness. In second phase, these agents with different 
expertness will start learning together as a team. Each house agent based on its impression 
factor it will decide how much knowledge it will take from other agents. Using Q update 
formula each agent will update its Q considering the values of other agents. All the house 
agents will use this updated Q to find the optimal policy to maximize the efficiency of 
group learning. 
Policy sharing algorithm was simulated for a group of 10 smart houses and Actual 
power consumption, modified power consumption with the proposed algorithm and 
comfort model graphs are as shown in Figure 6-22 and 6-23. 
 
Figure 6-22 Actual and Modified power consumption curve of a SEC with 10 
houses (Policy sharing algorithm) 
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Figure 6-23 Community comfort model after algorithm is implemented 
6.4.2 Distributed Cooperative Q Learning Algorithm 
One house with minimum discomfort will be served first by which it can turn on one 
appliance which is supposed to be off due to local rules. Continue this for the next smallest 
comfort house and repeated until there is no excess power at that instant. This way some 
of the local rules will be eliminated and the remaining set of rules will be elected as global 
rules and maximum comfort is obtained. Distributed cooperative Q learning was 
simulated for a group of 10 houses and simulation results are obtained. Figure 6-24 shows 
the actual power consumption and modified power consumption curve of a community 
with 10 houses and 8 appliances in each house. In this 20 % of peak power is reduced by 
this algorithm with 80%comfort during peak reduction time as shown in figure 6-25.  
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Figure 6-24 Actual and modified power consumption curve of SEC with 
distributed Q learning 
 
Figure 6-25 Community comfort model after Distributed Q learning 
6.4.3 Concurrent Algorithm 
In concurrent algorithm, the agents will perform actions to change the system from one 
state to another. The reward received by each agent will be decided by the actions made 
by other agents. All the house agents will be updating their Q values and will converge 
simultaneously. The reward matrix for four cases is explained described in chapter 5.  The 
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houses who consume more than the power allocated and contribute to peak demand will 
be punished and the houses which are consuming less than the allocated will be rewarded 
which will enable consumers to be motivated to adjust their power consumption 
behaviour over the time as trying to achieve maximum reward in the learning process. 
Modified power consumption curve and user comfort model for concurrent learning are 
shown in Figure 6-26 and Figure 6-27. 
 
Figure 6-26 Actual and modified power consumption curve with Concurrent Q 
learning 
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Figure 6-27 Community comfort model after concurrent algorithm 
 
6.4.4 Performance Analysis 
For the sake of comparing our three algorithms with respect to their performance we 
tried to use them for different percentage peak reductions starting from 5% to 30% for 
the same community power consumption (group of 10 houses). For each percentage peak 
reduction, we calculated the minimum community comfort and plotted the results as 
shown in Fig 6-27. Though all three algorithms are participating effectively in peak 
demand management they differ in terms of providing comfort to the community due to 
various reasons. Knowledge sharing algorithm gives minimum discomfort even at the 
time of peak demand management. It is also realized that it can go up to 30 % peak 
reduction while maintaining comfort level of the community because of proper 
knowledge sharing between house agents as other two algorithms eventually loosing 
comfort as % peak reduction increased. 
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Figure 6-28 comparison of Multi agent Q learning algorithms %peak reduction 
vs community minimum comfort. 
6.5 Summary 
This chapter presented simulation results for all the proposed techniques for managing 
power consumption in smart homes and smart energy communities. First, we showed the 
simulation results for policy-based framework where the power consumption of a smart 
home is managed by a set of policy rules created by an inhabitant which can also be edited 
and modified time to time as per his change in needs. To see if this work can be used for 
managing power consumption of a smart energy community with many houses by having 
different types of network such as centralized and decentralized to impose cooperation 
and coordination between house agents implemented our peak reduction algorithms for a 
community size of 2000 to achieve peak reduction in percentage and plotted the graphs 
showing actual consumption curve, peak reduced curve, and the comfort model. Some 
parameters such as amount of peak reduction, community comfort and community 
involvement for a marked percentage of peak reduction are used to compare the 
performance of proposed algorithms and found that by having sufficient number of 
houses in a Smart Energy Community it is possible to have significant peak reduction 
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with one of the proposed peak reduction algorithms keeping discomfort of individual 
houses minimum. 
The power consumption management problem in a smart home was formulated as a Q 
learning problem and then Q learning algorithm was used to simulate power consumption 
management model for a smart home. From simulation results it is understood that the Q 
learning algorithm can produce optimum policy for a house instantly. 
This work was extended to a single house agent Q-learning to a smart energy 
community of group of 10 houses so that they can coordinate, cooperate, and negotiate 
between them to maximise their comfort at the time of peak demand management. We 
proposed and developed three multi agent Q-learning algorithms such as policy sharing 
algorithm, concurrent learning algorithm and distributive cooperative algorithm and 
compared the performance of these algorithms with respect to a performance index called 
community comfort. It was realized that due to effective knowledge transfer between the 
agents in policy sharing algorithm the agents could bring the community comfort 
maximum while participating in peak demand management 
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6.6 Conclusion and Future work 
This dissertation has studied different methods and algorithms for power consumption 
management of smart homes and communities. Contributions are 
Proposed policy-based power consumption management for a smart home. Load curve 
was simulated and used as a model. Policies were made for a smart home and coded. 
Simulations and the results are graphed. To study how this power consumption 
management framework affects user comfort, a mathematical model for user comfort was 
developed and comfort graph was produced. This was kept as reference and policies were 
created or edited such that comfort is maximum. 
Diversity factor and load factor are considered to play an important role in peak power 
reduction in a community with several houses as their power consumption behaviour can 
be made diverse by means of coordination and cooperation so that the power consumption 
curve can be made a much flatter without peaks.  Considering centralized and 
decentralized networks for smart energy communities peak reduction algorithms are 
proposed and implemented. Simulation results are graphed and compared in terms of peak 
reduction capability and comfort. It is understood that by selecting proper community 
size and using the proposed algorithms peak demand can be significantly reduced. 
Analysed advantages and disadvantages of policy-based management system. As the 
number of appliances and houses in a community can be more in size each time policies 
need to be updated and edited which is tedious. Also, if the rules got changed by someone 
without the knowledge of the owner then it may lead to security problems and peak 
demand problem. To overcome this and achieve optimal solution to this power problem, 
Power consumption management problem was formulated as Q learning problem. Single 
agent Q learning was developed for a single house with 8 different domestic appliances 
with user preferences for the whole day. Obtained actual power consumption and 
modified power consumption curves along with the user comfort model. 
To obtain more peak reduction this single agent q learning algorithm was extended to 
a group of 10 houses. Three different peak reduction algorithms in Q learning for a MAS 
are proposed and simulated. Results are graphed and compared.  
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This research work may be continued to implement Q learning algorithms for a single 
house agent and multi house agents with networked intelligent appliances connected via 
ZigBee network using MATLAB, Arduino board, relay switches, Energy meter and 
WeMo switches to study the effects of coordination and negotiation between the house 
agents in real time environment 
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