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The implementation of static artificial magnetic fields in ultracold atomic systems has become
a powerful tool, e.g. for simulating quantum-Hall physics with charge-neutral atoms. Taking an
interacting bosonic flux ladder as a minimal model, we investigate protocols for adiabatic state
preparation via magnetic flux ramps. Considering the fact that it is actually the artificial vector
potential (in the form of Peierls phases) that can be experimentally engineered in optical lattices,
rather than the magnetic field, we find that the time required for adiabatic state preparation dra-
matically depends on which pattern of Peierls phases is used. This can be understood intuitively by
noting that different patterns of time-dependent Peierls phases that all give rise to the same mag-
netic field ramp, generally lead to different artificial electric fields during the ramp. Remarkably,
we find that an optimal choice allows for preparing the ground state almost instantaneously. We
relate this observation to shortcuts to adiabaticity via counterdiabatic driving. Our findings open
new possibilities for robust state preparation in atomic quantum simulators.
Introduction.— The engineering of artificial magnetic
fields for charge-neutral atoms in optical lattices has been
a powerful tool to simulate lattice models with exotic
phases including quantum Hall states and topological in-
sulators [1–7]. More precisely, in these experiments a
static artificial gauge potential (in the form of Peierls
phases) is engineered in a particular choice of gauge (rel-
ative to the plain lattice without magnetic field). Typ-
ically, this choice is made based on experimental con-
venience. For a dynamic process, however, where these
artificial gauge potentials are varied in time, this choice
does not simply correspond to a gauge freedom anymore.
This is because their temporal change generates an artifi-
cial electric field. After initial confirmation in a trapped
quantum gas [8], such artificial electric forces were ob-
served also in optical lattices [9, 10] and predicted to
lead to ‘gauge-dependent’ time-of-flight images of Bose
Einstein condensates [11–13]. More recently, theoreti-
cal investigations showed that the engineering of time-
dependent artificial gauge potentials can be employed for
quantized charge pumping along tailored paths in two di-
mensional (fractional) Chern insulators [14, 15] and for
determining the dynamics of a wave packet in synthetic
dimensions [16] and nonlinear systems [17]. With the re-
cent advances in quantum gas microscope techniques [18–
25], it becomes more and more important to explore the
possibilities of controlling artificial gauge potentials in
both space and time. In this paper, we show that this
technique can be exploited for the optimization of adia-
batic state preparation. Robust adiabatic state prepara-
tion is a prerequisite for the experimental investigation
(quantum simulation) of interesting states of matter with
atomic quantum gases.
As minimal lattice systems with artificial magnetic
fields, bosonic optical ladders have recently drawn
tremendous attention [25–65]. In this work, we inves-
tigate the adiabatic preparation of the ground state in
such ladder systems via continuously ramping up the cor-
responding Peierls phases. Comparing results for differ-
ent patterns of Peierls phases, all giving rise to the same
magnetic flux, we find that the degree of adiabaticity
dramatically depends on this choice. Remarkably, the
optimal choice of Peierls phases allows for an almost in-
stantaneous preparation of the ground state. We show
that this effect can be related to counterdiabatic driv-
ing [66–71]. Note, however, that different from other ap-
proaches used for shortcuts to adiabaticity, our scheme
relies on the engineering of spatial patterns (of Peierls
phases) rather than on the shaping of pulses in time.
Model.— We consider interacting bosons in a two-leg
ladder described by the Bose Hubbard model
Hˆ = −
∑
〈`,`′〉
J`′`e
iθ`′` aˆ†`′ aˆ` +
U
2
∑
`
nˆ`(nˆ` − 1), (1)
with bosonic creation operator aˆ†` and number operator
nˆ` = aˆ
†
` aˆ` on site `. The nearest-neighbor tunneling am-
plitude J`′` equals J along legs and J⊥ along rungs, and
it is accompanied by the Peierls phase θ`′`. U is the on-
site repulsive interaction energy. In the following, we use
J , ~/J and lattice constant a as units for energy, time
and lengths, respectively.
Due to the complex tunneling matrix elements, the
accumulated net phase around one lattice plaquette is
analogous to the Aharonov-Bohm phase experienced by a
charged particle in a real magnetic field. Thus the Peierls
phase θ`′` plays the role of a vector potential, and each
set of time-independent Peierls phases {θ`′`} that gives
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FIG. 1. Bose-Hubbard ladder, with interaction parameter U ,
tunneling amplitudes J (J⊥) along the legs (rungs) as well
as Peierls phases θ``′ either along rungs (a) or legs (b). θ``′
are symbolized by arrows and describe a uniform plaquette
flux φ. (c) Phase diagram for non-interacting system. Upper
inset shows the lowest Bloch band with single minimum in
the Meissner phase, for J⊥ = 2J and Peierls phases θ
‖
`′`(φ =
pi/2, η) with η = 0 (solid orange line) and η = pi/2 (dashed
green line). Lower inset shows double minima of the lowest
band in the vortex phase with φ = 4pi/5 and η = 0. The
horizontal arrows indicate the paths for our state preparation
via ramping artificial magnetic flux.
the same plaquette flux reflects a gauge choice. A uni-
form flux φ can be realized, for instance, by using gauge
potentials along rungs, θ⊥`′`(φ) [Fig. 1(a)], or along legs,
θ
‖
`′`(φ, η) [Fig. 1(b)], with the phase η describing a con-
tinuous family of Peierls phases. However, when φ and
η vary in time, θ⊥`′`(φ) and θ
‖
`′`(φ, η) no longer describe
gauge choices, but different artificial electric fields.
Non-interacting case.— Let us start with the non-
interacting limit (U = 0), for which the phase diagram is
shown in Fig. 1(c). For weak magnetic flux, the disper-
sion relation of the lowest band possesses a unique mini-
mum and the ground state exhibits currents along the leg,
resembling the screening currents of the Meissner phase
(MP) of a superconductor. Increasing the flux beyond
the phase boundary defined by J⊥ = 2 sin(φ/2) tan(φ/2),
the minimum of the dispersion relation splits into two
minima and rung-currents appear in the ground state al-
lowing the formation of vortices analoguous to the vortex
phase of a type-II superconductor [35, 36].
In order to study adiabatic state preparation, we take
our initial state and target state as the ground states of
the Hamiltonian with flux φ = 0 and φ = pi/2, denoted
as |ψ0〉 and
∣∣ψpi/2〉, respectively. The tunneling ampli-
tude along rungs is fixed at J⊥ = 2 so that the target
state lies in the MP, as is marked in Fig. 1(c). By lin-
early ramping the Peierls phases from zero to final values
given by either θ⊥`′`(φ) or θ
‖
`′`(φ, η), the flux is continu-
ously increased from 0 to pi/2 within the ramping time
τ . The evolved state |ψ(τ)〉 is obtained by numerically
solving the Schro¨dinger equation of the Hamiltonian for
a finite system with M = 24 rungs under open boundary
condition.
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FIG. 2. (a) Fidelity, (b) scaled chiral current and (c) exci-
tation energy as functions of total ramping time τ for dif-
ferent choices of Peierls phase configurations. (d) The over-
lap Ok(φ) for different values of φ for η = 0. (e) Ground
state overlap O(pi/2) and minimal ramping time τ∗ required
to reach F = 0.9 as a function of η for open (solid) and pe-
riodic (dashed) boundary conditions. Distributions of spatial
density and local currents of (f) the target state, and the
evolved states for (g) θ⊥`′`(φ), τ = 15, (h) θ
‖
`′`(φ, η = pi/4),
τ = 200 and (i) θ
‖
`′`(φ, η = 0), τ = 1. The darker color indi-
cate higher densities and the size of the orange arrows along
the bonds is proportional to the amplitude of probability cur-
rents. The dashed arrows F indicate directions of the average
artificial electric forces.
To quantify the degree of adiabaticity, we define the
fidelity as the squared overlap between the evolved
state and the target state, F = ∣∣〈ψpi/2|ψ(τ)〉∣∣2.
Fig. 2(a) shows the fidelities calculated by choosing ar-
tificial gauge potentials θ⊥`′`(φ) and θ
‖
`′`(φ, η) with η =
{0, pi/4, 3pi/4} [cf. legend in Fig. 2(b,c)]. For gauge po-
tentials on the rungs, we find fidelities close to 1 for ramp-
ing times on the order of τ = 300. For gauge potentials
on the legs, this time scale strongly depends on η. Re-
markably, it vanishes in the limit of η = 0, so that the
ground state can be prepared by switching on the gauge
potentials abruptly. This picture is confirmed also by
looking at two other quantities characterizing the evolved
state. One is the chiral current jc(τ) scaled by its target
value jtargetc [Fig. 2(b)], which can be readily measured
in experiment [33–35] and which plays a key role in char-
actering different phases in a ladder system [35–39, 72].
The other is the excitation energy ∆E [Fig. 2(c)], defined
as ∆E = |〈ψ(τ)|Hˆ|ψ(τ)〉| − Eg, where Eg is the ground
state energy for the final Hamiltonian. Both measures
3reflect the degree of adiabaticity observed in the fidelity.
The ultrafast adiabatic state preparation can be ex-
plained by the fact that the ground state does not depend
on the flux for the choice θ
‖
`′`(φ, η = 0). For the transla-
tionally invariant ladder, the single-particle Hamiltonian
for quasimomentum k reads H(k) = h0(k) + h(k) · σ
with h0(k) = −2J cos(φ/2) cos(k + η), hx(k) = −J⊥,
hy(k) = 0, hz(k) = −2J sin(φ/2) sin(k + η), where the
vector of Pauli matrices σ acts on the sublattice degree
of freedom given by the upper and lower leg. The Bloch
states |ψ±(k; η, φ)〉 of both bands E±(k) = h0(k)±|h(k)|
are described by k dependent vectors ±h(k)/|h(k)| on
the Bloch sphere. In the MP the ground state lies
at k = −η/a with hz = 0. We define the overlap
Ok(φ) = |〈ψ−(k; 0, 0)|ψ−(k; η, φ)〉|2 to quantify the sim-
ilarity between lowest-band eigenstates with and with-
out magnetic flux φ. Remarkably, in the case of η = 0,
the ground state wave function (k = 0) does not de-
pend on the magnetic flux φ, as hz = hy = 0 for all
φ so that Ok=0(φ) = 1 [Fig. 2(d)]. For a system of
M rungs with periodic boundary condition, the quasi-
momentum k takes discrete values given by integer mul-
tiples of 2pi/M . As the spectrum is shifted by η, the
squared overlap O (pi/2) = ∣∣〈ψpi/2|ψ0〉∣∣2 between the ini-
tial and the target states drops suddenly from 1 to 0 when
the shift η becomes larger than pi/M , as shown by the
dashed line in Fig. 2(e). Since k is not a good quantum
number anymore in the finite system with open bound-
ary conditions, we observe a smooth decay of O(pi/2) as
a function of η, starting from a value close to 1 for η = 0
[O(pi/2) = 0.995 for M = 24 rungs]. This behaviour
explains that the minimal ramping time τ∗ required to
reach F = 0.9 approaches zero when η drops to zero.
The idea of choosing an optimal vector potential for
adiabatic state preparation can be related to the concept
of counterdiabatic driving [66–71]. Let Hp be a Hamil-
tonian depending on a parameter p and |ψp〉 the corre-
sponding ground state. Starting from the ground state at
p = 0, we wish to rapidly prepare the ground state of the
target Hamiltonian Hp=f . The idea of counterdiabatic
driving is to consider a family of unitaries Up labelled
by p, so that |ψp〉 ≡ Up|ψ0〉 [71]. These define a rotated
frame of reference, with Hamiltonian H ′p = U
†
pHpUp and
p-independent ground state |ψ′p〉 = |ψ0〉. In this frame
we can perform the parameter ramp in an arbitrarily
short time τ . Now performing a gauge transformation
to the original frame of reference |ψ(t)〉 = Up(t)|ψ0〉, we
observe that this process is described by the Hamiltonian
H(t) = Hp(t) + i(dtUp(t))U
†
p(t). Counterdiabatic driving
corresponds to implementing the second term to enforce
that |ψ(t)〉 = |ψp(t)〉. Our approach, in turn, corresponds
to directly working in the rotated frame of reference,
where the ground state becomes parameter independent
for the optimal choice of Peierls phases.
The optimal choice (η = 0) of Peierls phases can also
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FIG. 3. (a) Squared overlap of initial state |ψ0〉 and target
state
∣∣ψpi/2〉 as a function of U for different values of η. The
two vertical dashed lines Uc1 = 4.2 and Uc2 = 10.4 locate the
BKT-transition points for φ = pi/2 and φ = 0 respectively.
Quasimomentum distribution for (b) U = 1 and (c) U = 10.
In the legend different η refer to φ = pi/2. Fidelity as a
function of total ramping time τ with interaction (d) U/J = 5
and (e) hard-core limit. The simulations are performed by
using 1/2 filling, J⊥ = 2, φ(t) = pi/2(t/τ) and number of
rungs M = 24.
be understood intuitively, by noting that it corresponds
to the case where only non-conservative artificial electric
fields are present during the ramp, i.e. those dictated
by Faradays law of induction. In turn, for non-optimal
choices (η 6= 0), also conservative artificial electric fields
are generated during the ramp. This is a consequence
of the fact that the experimentalist directly engineers
the artificial gauge potential rather than the artificial
magnetic field. The counterdiabatic driving terms re-
quired for rapid state preparation for the non-optimal
choices of Peierls phases would simply correspond to
time-dependent scalar potentials subtracting the conser-
vative forces generated by the time-dependent gauge po-
tential. Note, however, that the absence of conservative
forces during the ramp is not always optimal, as will be
seen below, when discussing parameter ramps leaving the
MP.
Role of interactions.— Now we simulate the interact-
ing system at filling n = 1/2 per site by using the TeNPy
library [73–76] and a matrix product operator based time
evolution method (tMPO) [77, 78]. The ground state
overlap O(pi/2) as a function of interaction strength U
is plotted in Fig. 3(a). In the case of η = 0, the over-
lap O(pi/2) exhibits non-monotonous behavior, reflect-
ing a complex competition between many-body interac-
tions and artificial magnetic flux. While the system fea-
tures a Meissner-like superfluid ground state for weak
4interactions [79], (in the thermodynamic limit) it under-
goes a Berezinskii-Kosterlitz-Thouless (BKT) transition
to a Mott-insulator state with single particles localised
on the rungs as U is increased [30, 38, 80]. The criti-
cal parameter is found to be Uc1 ≈ 4.2 for φ = pi/2 and
Uc2 ≈ 10.4 for φ = 0 [79], which determines three re-
gions (I: U < Uc1, II: Uc1 < U < Uc2, and III: Uc2 < U)
shown in Fig. 3(a), where we plot the overlap O(pi/2)
(blue dots connected by dashed line). In the weakly inter-
acting region I, the overlap first decreases rapidly, before
it slightly increases again. This behaviour is qualitatively
reproduced by Bogoliubov theory (red dashed line) [79].
It can be related to the fact that the interaction-induced
population of finite momentum modes initially happens
much faster in the presence of magnetic flux (giving rise
to an enlarged effective mass). However, for even stronger
interactions the resulting momentum mismatch becomes
smaller again [79]. For Uc1 < U < Uc2, while the ground
state with zero flux remains superfluid, the ground state
with flux φ = pi/2 already becomes a Mott insulator [79],
and therefore the overlap decreases once more. After
U > Uc2, the fact that both ground states present Mott-
insulating phase gives rise to an increase again. Despite
this non-monotonous behavior, O(pi/2) takes compara-
bly large values for η = 0. This leads to rather short
adiabatic preparation times also in the strongly interact-
ing regime for η = 0. This intriguing result can be seen
clearly from Figs. 3(d,e), where we plot the fidelity F
versus the ramping time for U = 5 and ∞, respectively.
For finite values of η, taking η = pi/4, 3pi/4 as ex-
amples shown in Fig. 3(a), O(pi/2) takes small values
until deep in the Mott regime, where the correlations
between individual rungs are suppressed by interactions
for both φ = 0 and φ = pi/2. This can also be un-
derstood from the quasi-momentum distribution defined
by nk =
1
M
∑
n=0,1
∑
m,m′ e
ik(m−m′)〈aˆ†m′,naˆm,n〉. From
Fig. 3(b,c) we can see that the distribution is centered
around k = 0 for the initial state (φ = 0), and at k = −η
for the target state (φ = pi/2). Although the shift of
quasi-momentum (for η 6= 0) causes difficulties in state
preparations, the increase of interaction broadens the
quasimomentum distributions, which results in gradually
increasing overlap and a shorter adiabatic ramping time
as indicated in Fig. 3(d,e).
Leaving the Meissner regime— So far, we considered
parameter ramps within the MP. Increasing φ further
gives rise to various phases [37–39, 43], including the bi-
ased ladder phase (BLP) in the weakly and intermedi-
ately interacting regime [37–42], which is characterized
by vanishing rung currents and the spontaneous Z2 re-
flection symmetry breaking in the form of a density im-
balance between both legs. In the following, we show
that starting from the MP, the BLP can be efficiently
prepared by choosing proper Peierls phase patterns (de-
termined by η). Let us start with the non-interaction
limit, where beyond a critical flux φc, the system enters
the vortex phase and the dispersion relation develops two
degenerate minima. Since each minimum predominantly
corresponds to the occupation of one of the legs, the de-
generacy can be lifted by introducing a small bias poten-
tial (0.01J) between both legs, so that the ground state
resembles that of the BLP. Despite the fact that the small
bias softens the sharp transition at φc ≈ 0.667pi into a
narrow crossover, we observe a sudden drop of the fi-
delity at φc when linearly ramping up the Peierls phases
with η = 0 [Fig. 4(c)]. Here the dashed line represents
the fidelity between the evolved state and the instanta-
neous eigenstate. As a remedy, one can vary η during
the ramp in such a fashion that the overlap O(φ) re-
mains maximal during the ramp. (For an infinitely large
system without bias, this can be achieved by choosing
η˜(t) = arccos
√
J2⊥/4 cot
2(φ/2) + cos2(φ/2) for φ > φc,
so that the right minimum of the dispersion relation al-
ways remains at k = 0 [Fig. 4(b)].) In this case, the
evolved state successfully follows the instantaneous eigen-
state even after the critical point, as indicated by the
horizontal blue line in Fig. 4(c). Thus, different from
the previously discussed case, now the optimal choice of
Peierls phases does not correspond to the situation where
conservative forces are absent during the ramp. Instead
such forces are actively employed for state preparation.
The scheme can also be applied to the interacting
system. For instance, the transition to the BLP oc-
curs at critical flux φ′c ≈ 0.8pi for a 0.8-filling ladder at
U = 2.0, J⊥ = 3 [38]. Although using η = 0 leads to an
essentially vanishing fidelity after the critical point [as
shown by dashed lines in Fig. 4(d)], F assumes rather
large values when choosing the ramp protocol η˜′(t) that
is determined from maximizing the ground state overlap.
Note that the finite value F = 0.78 found for τ = 100 in-
dicates a near unity fidelity per particle (0.78 ≈ 0.994N )
for the system with number of particle N = 40 consid-
ered here. Higher fidelities can be achieved for longer
ramping times.
Conclusion and Outlook.— We have proposed to de-
sign the time-dependent artificial vector potentials in the
form of Peierls phases for rapid adiabatic state prepara-
tion in optical lattice systems. Our approach is based
on the fact that in such systems the experimentalist di-
rectly controls the vector potential rather than magnetic
fields. We demonstrated that for a ladder with flux, this
approach allows for an almost immediate state prepara-
tion for non-interacting bosons and very short ramping
times in the presence of strong interactions. While the
abrupt adiabatic preparation in the ladder is an extreme
example, it highlights that tunning Peierls phases can be
a very powerful tool for state preparation. Specifically,
choosing optimal gauge potentials to maximize the over-
lap between the instantaneous eigenstate and the initial
state helps to reduce adiabatic ramping time. It is an
interesting open question for future research in how far
5(c)
f

(a)
(b) (d)
FIG. 4. (a) Spectrum of the non-interacting ladder with
θ
‖
`′`(η = 0) at J⊥ = 3. (b) Spectrum of the non-interacting
ladder with θ
‖
`′`(η = η˜), where η˜ shifts the spectrum so that
the right minimum is always located at k = 0. (c) The fi-
delity as a function of time-dependent flux φ(t) at U = 0.
The flux is ramped from φi = 0.5pi to φf = 0.8pi within a
ramping time τ = 30 in a ladder with M = 50 rungs. The
inset depicts η˜ as a function of φ, where the blue dots come
from maximizing the ground state overlap O(φ) and the red
dashed line is the analytical results. (d) The total fidelity as
a function of φ(t) at U = 2.0, J⊥ = 3 with particle number of
N = 40 in the ladder with M = 25 rungs. The flux is ramped
from φ′i = 0.68pi to φ
′
f = 0.82pi within time τ = 40 and 100.
The inset depicts η˜′ as a function of φ which maximizes the
ground state overlap.
this approach can be used for the preparation of strongly
correlated states of matter, such as fractional Chern in-
sulators.
We thank Monika Aidelsburger, Maximilian Buser,
Andrew Hayward, Julian Le´onard, Fabian Heidrich-
Meisner and Frank Pollmann for discussions. The re-
search was funded by the Deutsche Forschungsgemein-
schaft (DFG) via the Research Unit FOR 2414 under
Project No. 277974659. Xiao-Yu Dong was supported
by the U.S. Department of Energy, Office of Science,
Advanced Scientific Computing Research and Basic En-
ergy Sciences, Materials Sciences and Engineering Divi-
sion, Scientific Discovery through Advanced Computing
(SciDAC) program under the grant number DE-AC02-
76SF00515. F. N. U¨. acknowledges support from the
Royal Society under the Newton International Fellow-
ship.
∗ botao.wang@tu-berlin.de
† xiaoyu.dong@ugent.be
‡ fnu20@cam.ac.uk
§ eckardt@tu-berlin.de
[1] Jean Dalibard, Fabrice Gerbier, Gediminas Juzeliu¯nas,
and Patrik O¨hberg, “Colloquium: Artificial gauge poten-
tials for neutral atoms,” Rev. Mod. Phys. 83, 1523–1543
(2011).
[2] Victor Galitski and Ian B Spielman, “Spin-orbit coupling
in quantum gases,” Nature 494, 49–54 (2013).
[3] N Goldman, G Juzelinas, P O¨hberg, and I B Spielman,
“Light-induced gauge fields for ultracold atoms,” Rep.
Prog. Phys. 77, 126401 (2014).
[4] N Goldman, JC Budich, and P Zoller, “Topological
quantum matter with ultracold gases in optical lattices,”
Nat. Phys. 12, 639–645 (2016).
[5] Andre´ Eckardt, “Colloquium: Atomic quantum gases in
periodically driven optical lattices,” Rev. Mod. Phys. 89,
011004 (2017).
[6] M Aidelsburger, “Artificial gauge fields and topology
with ultracold atoms in optical lattices,” Journal of
Physics B: Atomic, Molecular and Optical Physics 51,
193001 (2018).
[7] N. R. Cooper, J. Dalibard, and I. B. Spielman, “Topo-
logical bands for ultracold atoms,” Rev. Mod. Phys. 91,
015005 (2019).
[8] Yu-Ju Lin, Robert L Compton, Karina Jimenez-Garcia,
William D Phillips, James V Porto, and Ian B Spielman,
“A synthetic electric force acting on neutral atoms,” Na-
ture Physics 7, 531 (2011).
[9] J. Struck, C. O¨lschla¨ger, M. Weinberg, P. Hauke, J. Si-
monet, A. Eckardt, M. Lewenstein, K. Sengstock, and
P. Windpassinger, “Tunable gauge potential for neutral
and spinless particles in driven optical lattices,” Phys.
Rev. Lett. 108, 225304 (2012).
[10] Matthew C Beeler, Ross A Williams, Karina Jimenez-
Garcia, Lindsay J LeBlanc, Abigail R Perry, and Ian B
Spielman, “The spin hall effect in a quantum gas,” Na-
ture 498, 201 (2013).
[11] Colin J Kennedy, William Cody Burton, Woo Chang
Chung, and Wolfgang Ketterle, “Observation of bose-
einstein condensation in a strong synthetic magnetic
field,” Nature Physics 11, 859–864 (2015).
[12] L J LeBlanc, K Jimnez-Garca, R A Williams, M C Beeler,
W D Phillips, and I B Spielman, “Gauge matters: Ob-
serving the vortex-nucleation transition in a bose con-
densate,” New Journal of Physics 17, 065016 (2015).
[13] G. Mo¨ller and N. R. Cooper, “Condensed ground states
of frustrated bose-hubbard models,” Phys. Rev. A 82,
063625 (2010).
[14] Botao Wang, F. Nur U¨nal, and Andre´ Eckardt, “Floquet
engineering of optical solenoids and quantized charge
pumping along tailored paths in two-dimensional chern
insulators,” Phys. Rev. Lett. 120, 243602 (2018).
[15] Mantas Racˇiu¯nas, F. Nur U¨nal, Egidijus Anisimovas,
and Andre´ Eckardt, “Creating, probing, and manipulat-
ing fractionally charged excitations of fractional chern
insulators in optical lattices,” Phys. Rev. A 98, 063621
(2018).
[16] F. Y ılmaz and M. O¨. Oktel, “Artificial magnetic-field
quenches in synthetic dimensions,” Phys. Rev. A 97,
023612 (2018).
[17] Karlo Lelas, Ozana Cˇelan, David Prelogovic´, Hrvoje Bul-
jan, and Dario Jukic´, “Modulation instability in the
nonlinear schro¨dinger equation with a synthetic magnetic
field: gauge matters,” arXiv:2003.12620 (2020).
[18] Waseem S Bakr, Jonathon I Gillen, Amy Peng, Simon
Fo¨lling, and Markus Greiner, “A quantum gas micro-
6scope for detecting single atoms in a hubbard-regime op-
tical lattice,” Nature 462, 74–77 (2009).
[19] Ryuta Yamamoto, Jun Kobayashi, Takuma Kuno, Kohei
Kato, and Yoshiro Takahashi, “An ytterbium quantum
gas microscope with narrow-line laser cooling,” New J.
Phys. 18, 023016 (2016).
[20] Herwig Ott, “Single atom detection in ultracold quantum
gases: a review of current progress,” Rep. Prog. Phys. 79,
054401 (2016).
[21] Stefan Kuhr, “Quantum-gas microscopes: a new tool for
cold-atom quantum simulators,” Natl. Sci. Rev 3, 170–
172 (2016).
[22] Philip Zupancic, Philipp M. Preiss, Ruichao Ma, Alexan-
der Lukin, M. Eric Tai, Matthew Rispoli, Rajibul Islam,
and Markus Greiner, “Ultra-precise holographic beam
shaping for microscopic quantum control,” Opt. Express
24, 13881–13893 (2016).
[23] Eugenio Cocchi, Luke A. Miller, Jan H. Drewes, Marco
Koschorreck, Daniel Pertot, Ferdinand Brennecke, and
Michael Ko¨hl, “Equation of state of the two-dimensional
hubbard model,” Phys. Rev. Lett. 116, 175301 (2016).
[24] J. H. Drewes, L. A. Miller, E. Cocchi, C. F.
Chan, N. Wurz, M. Gall, D. Pertot, F. Bren-
necke, and M. Ko¨hl, “Antiferromagnetic correlations in
two-dimensional fermionic mott-insulating and metallic
phases,” Phys. Rev. Lett. 118, 170401 (2017).
[25] M Eric Tai, Alexander Lukin, Matthew Rispoli, Robert
Schittko, Tim Menke, Dan Borgnia, Philipp M Preiss,
Fabian Grusdt, Adam M Kaufman, and Markus Greiner,
“Microscopy of the interacting harperhofstadter model in
the two-body limit,” Nature 546, 519–523 (2017).
[26] L. F. Livi, G. Cappellini, M. Diem, L. Franchi, C. Clivati,
M. Frittelli, F. Levi, D. Calonico, J. Catani, M. Inguscio,
and L. Fallani, “Synthetic dimensions and spin-orbit cou-
pling with an optical clock transition,” Phys. Rev. Lett.
117, 220401 (2016).
[27] Fangzhao Alex An, Eric J. Meier, and Bryce Gadway,
“Direct observation of chiral currents and magnetic re-
flection in atomic flux lattices,” Sci. Adv. 3 (2017).
[28] E. Orignac and T. Giamarchi, “Meissner effect in a
bosonic ladder,” Phys. Rev. B 64, 144515 (2001).
[29] Enzo Granato, “Field-induced superconductor-to-
insulator transition in josephson-junction ladders,”
Phys. Rev. B 72, 104521 (2005).
[30] Arya Dhar, Maheswar Maji, Tapan Mishra, R. V.
Pai, Subroto Mukerjee, and Arun Paramekanti, “Bose-
hubbard model in a strong effective magnetic field: Emer-
gence of a chiral mott insulator ground state,” Phys. Rev.
A 85, 041602 (2012).
[31] Arya Dhar, Tapan Mishra, Maheswar Maji, R. V. Pai,
Subroto Mukerjee, and Arun Paramekanti, “Chiral mott
insulator with staggered loop currents in the fully frus-
trated bose-hubbard model,” Phys. Rev. B 87, 174501
(2013).
[32] Alexandru Petrescu and Karyn Le Hur, “Bosonic mott
insulator with meissner currents,” Phys. Rev. Lett. 111,
150601 (2013).
[33] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider,
J. Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte,
and L. Fallani, “Observation of chiral edge states with
neutral fermions in synthetic hall ribbons,” Science 349,
1510–1513 (2015).
[34] B. K. Stuhl, H.-I. Lu, L. M. Aycock, D. Genkina, and
I. B. Spielman, “Visualizing edge states with an atomic
bose gas in the quantum hall regime,” Science 349, 1514–
1518 (2015).
[35] Marcos Atala, Monika Aidelsburger, Michael Lohse,
Julio T Barreiro, Bele´n Paredes, and Immanuel Bloch,
“Observation of chiral currents with ultracold atoms in
bosonic ladders,” Nat. Phys. 10, 588–593 (2014).
[36] Dario Hu¨gel and Bele´n Paredes, “Chiral ladders and the
edges of quantum hall insulators,” Phys. Rev. A 89,
023619 (2014).
[37] S. Greschner, M. Piraud, F. Heidrich-Meisner, I. P. Mc-
Culloch, U. Schollwo¨ck, and T. Vekua, “Spontaneous
increase of magnetic flux and chiral-current reversal in
bosonic ladders: Swimming against the tide,” Phys. Rev.
Lett. 115, 190402 (2015).
[38] S. Greschner, M. Piraud, F. Heidrich-Meisner, I. P. Mc-
Culloch, U. Schollwo¨ck, and T. Vekua, “Symmetry-
broken states in a system of interacting bosons on a two-
leg ladder with a uniform abelian gauge field,” Phys. Rev.
A 94, 063628 (2016).
[39] Maximilian Buser, Claudius Hubig, Ulrich Schollwo¨ck,
Leticia Tarruell, and Fabian Heidrich-Meisner, “Inter-
acting bosonic flux ladders with a synthetic dimension:
Ground-state phases and quantum quench dynamics,”
arXiv:2006.13862 (2020).
[40] Ran Wei and Erich J. Mueller, “Theory of bosons in two-
leg ladders with large magnetic fields,” Phys. Rev. A 89,
063617 (2014).
[41] Shun Uchino and Akiyuki Tokuno, “Population-
imbalance instability in a bose-hubbard ladder in the
presence of a magnetic flux,” Phys. Rev. A 92, 013625
(2015).
[42] Shun Uchino, “Analytical approach to a bosonic ladder
subject to a magnetic field,” Phys. Rev. A 93, 053629
(2016).
[43] M. Piraud, F. Heidrich-Meisner, I. P. McCulloch,
S. Greschner, T. Vekua, and U. Schollwo¨ck, “Vortex
and meissner phases of strongly interacting bosons on a
two-leg ladder,” Phys. Rev. B 91, 140406 (2015).
[44] Akiyuki Tokuno and Antoine Georges, “Ground states
of a bose–hubbard ladder in an artificial magnetic field:
field-theoretical approach,” New Journal of Physics 16,
073005 (2014).
[45] Ahmet Keles¸ and M. O¨. Oktel, “Mott transition in a
two-leg bose-hubbard ladder under an artificial magnetic
field,” Phys. Rev. A 91, 013629 (2015).
[46] Alexandru Petrescu and Karyn Le Hur, “Chiral mott in-
sulators, meissner effect, and laughlin states in quantum
ladders,” Phys. Rev. B 91, 054520 (2015).
[47] M Di Dio, R Citro, S De Palo, E Orignac, and M-L Chio-
falo, “Meissner to vortex phase transition in a two-leg
ladder in artificial gauge field,” The European Physical
Journal Special Topics 224, 525–531 (2015).
[48] M. Di Dio, S. De Palo, E. Orignac, R. Citro, and M.-L.
Chiofalo, “Persisting meissner state and incommensurate
phases of hard-core boson ladders in a flux,” Phys. Rev.
B 92, 060506 (2015).
[49] Eyal Cornfeld and Eran Sela, “Chiral currents in one-
dimensional fractional quantum hall states,” Phys. Rev.
B 92, 115446 (2015).
[50] Stefan S. Natu, “Bosons with long-range interactions on
two-leg ladders in artificial magnetic fields,” Phys. Rev.
A 92, 053623 (2015).
[51] E Orignac, R Citro, M Di Dio, S De Palo, and M-L
7Chiofalo, “Incommensurate phases of a bosonic two-leg
ladder under a flux,” New Journal of Physics 18, 055017
(2016).
[52] Shuyuan Wu, Xizhou Qin, Jun Xu, and Chaohong Lee,
“Universal spatiotemporal dynamics of spontaneous su-
perfluidity breakdown in the presence of synthetic gauge
fields,” Phys. Rev. A 94, 043606 (2016).
[53] Marcello Calvanese Strinati, Eyal Cornfeld, Davide
Rossini, Simone Barbarino, Marcello Dalmonte, Rosario
Fazio, Eran Sela, and Leonardo Mazza, “Laughlin-like
states in bosonic and fermionic atomic synthetic ladders,”
Phys. Rev. X 7, 021033 (2017).
[54] Andrey R. Kolovsky, “Bogoliubov depletion of the frag-
mented condensate in the bosonic flux ladder,” Phys.
Rev. A 95, 033622 (2017).
[55] E. Orignac, R. Citro, M. Di Dio, and S. De Palo, “Vortex
lattice melting in a boson ladder in an artificial gauge
field,” Phys. Rev. B 96, 014518 (2017).
[56] Rashi Sachdeva, Manpreet Singh, and Thomas Busch,
“Extended bose-hubbard model for two-leg ladder sys-
tems in artificial magnetic fields,” Phys. Rev. A 95,
063601 (2017).
[57] Yi Zheng, Shiping Feng, and Shi-Jie Yang, “Chiral bloch
oscillation and nontrivial topology in a ladder lattice with
magnetic flux,” Phys. Rev. A 96, 063613 (2017).
[58] R. Citro, S. De Palo, M. Di Dio, and E. Orignac, “Quan-
tum phase transitions of a two-leg bosonic ladder in an
artificial gauge field,” Phys. Rev. B 97, 174523 (2018).
[59] Michele Filippone, Charles-Edouard Bardyn, and
Thierry Giamarchi, “Controlled parity switch of persis-
tent currents in quantum ladders,” Phys. Rev. B 97,
201408 (2018).
[60] Christian Romen and Andreas M. La¨uchli, “Chiral mott
insulators in frustrated bose-hubbard models on ladders
and two-dimensional lattices: A combined perturbative
and density matrix renormalization group study,” Phys.
Rev. B 98, 054519 (2018).
[61] Marcello Calvanese Strinati, Fabrice Gerbier, and
Leonardo Mazza, “Spin-gap spectroscopy in a bosonic
flux ladder,” New Journal of Physics 20, 015004 (2018).
[62] Naushad Ahmad Kamar, Adrian Kantian, and Thierry
Giamarchi, “Dynamics of a mobile impurity in a two leg
bosonic ladder,” arXiv:1901.04091 (2019).
[63] Maximilian Buser, Fabian Heidrich-Meisner, and Ulrich
Schollwo¨ck, “Finite-temperature properties of interact-
ing bosons on a two-leg flux ladder,” arXiv:1901.07083
(2019).
[64] Tobias Haug, Luigi Amico, Rainer Dumke, and Leong-
Chuan Kwek, “Mesoscopic vortex–meissner currents in
ring ladders,” Quantum Science and Technology 3,
035006 (2018).
[65] Nicolas Victorin, Tobias Haug, Leong-Chuan Kwek,
Luigi Amico, and Anna Minguzzi, “Nonclassical states
in strongly correlated bosonic ring ladders,” Phys. Rev.
A 99, 033616 (2019).
[66] Mustafa Demirplak and Stuart A. Rice, “Adiabatic
population transfer with control fields,” The Jour-
nal of Physical Chemistry A 107, 9937–9945 (2003),
https://doi.org/10.1021/jp030708a.
[67] Mustafa Demirplak and Stuart A. Rice, “Assisted adi-
abatic passage revisited,” The Journal of Physical
Chemistry B 109, 6838–6844 (2005), pMID: 16851769,
https://doi.org/10.1021/jp040647w.
[68] M V Berry, “Transitionless quantum driving,” Journal
of Physics A: Mathematical and Theoretical 42, 365303
(2009).
[69] Xi Chen, I. Lizuain, A. Ruschhaupt, D. Gue´ry-Odelin,
and J. G. Muga, “Shortcut to adiabatic passage in two-
and three-level atoms,” Phys. Rev. Lett. 105, 123003
(2010).
[70] Erik Torrontegui, Sara Iba´nez, Sofia Mart´ınez-Garaot,
Michele Modugno, Adolfo del Campo, David Gue´ry-
Odelin, Andreas Ruschhaupt, Xi Chen, and Juan Gon-
zalo Muga, “Shortcuts to adiabaticity,” in Advances in
atomic, molecular, and optical physics, Vol. 62 (Elsevier,
2013) pp. 117–169.
[71] D. Gue´ry-Odelin, A. Ruschhaupt, A. Kiely, E. Tor-
rontegui, S. Mart´ınez-Garaot, and J. G. Muga, “Short-
cuts to adiabaticity: Concepts, methods, and applica-
tions,” Rev. Mod. Phys. 91, 045001 (2019).
[72] Erasmo A. de Andrada e Silva, “Probability current in
the tightbinding model,” American Journal of Physics
60, 753–754 (1992).
[73] Steven R. White, “Density matrix formulation for quan-
tum renormalization groups,” Phys. Rev. Lett. 69, 2863–
2866 (1992).
[74] U. Schollwo¨ck, “The density-matrix renormalization
group,” Rev. Mod. Phys. 77, 259–315 (2005).
[75] Jonas A. Kja¨ll, Michael P. Zaletel, Roger S. K. Mong,
Jens H. Bardarson, and Frank Pollmann, “Phase dia-
gram of the anisotropic spin-2 xxz model: Infinite-system
density matrix renormalization group study,” Phys. Rev.
B 87, 235106 (2013).
[76] Johannes Hauschild and Frank Pollmann, “Efficient nu-
merical simulations with Tensor Networks: Tensor Net-
work Python (TeNPy),” SciPost Phys. Lect. Notes , 5
(2018).
[77] Michael P. Zaletel, Roger S. K. Mong, Christoph Kar-
rasch, Joel E. Moore, and Frank Pollmann, “Time-
evolving a matrix product state with long-ranged inter-
actions,” Phys. Rev. B 91, 165112 (2015).
[78] Matthias Gohlke, Ruben Verresen, Roderich Moessner,
and Frank Pollmann, “Dynamics of the kitaev-heisenberg
model,” Phys. Rev. Lett. 119, 157203 (2017).
[79] See Supplementary Materials.
[80] J M Kosterlitz and D J Thouless, “Ordering, metastabil-
ity and phase transitions in two-dimensional systems,”
Journal of Physics C: Solid State Physics 6, 1181–1203
(1973).
Supplemental Material:
Robust and Ultrafast State Preparation by Ramping Artificial Gauge Potentials
Botao Wang,1, 2 Xiao-Yu Dong,1, 3, 4 F. Nur U¨nal,1, 5 and Andre´ Eckardt1, 2
1Max-Planck-Institut fu¨r Physik komplexer Systeme, No¨thnitzer Straße 38, 01187 Dresden, Germany
2Institut fu¨r Theoretische Physik, Technische Universita¨t Berlin, Hardenbergstraße 36, 10623 Berlin, Germany
3Department of Physics and Astronomy, California State University, Northridge, 91330 CA, USA
4Department of Physics and Astronomy, Ghent University, Krijgslaan 281, 9000 Gent, Belgium
5Cavendish Laboratory, 19 JJ Thomson Avenue, Cambridge, CB3 0HE, UK
I. DYNAMICS DURING THE RAMP
Each point in Fig. 2(a-c) in main text corresponds
to the result at the end of a parameter ramp. To
interpret the oscillation behavior, we plot the fidelity
F = |〈ψφ|ψ(t)〉|2 and center of mass 〈X〉 during a sin-
gle ramping process in Fig. S1. It shows that while the
center of mass gets closer to the middle of the ladder, the
fidelity always has a large value. Thus the oscillation of
F is related to the Bloch oscillations of the atomic cloud,
which are triggered by the conservative synthetic electric
fields that are generated during the ramp for non-zero η.
A
C
B
(a) (b)
(c)
A
B
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0
Max.
FIG. S1. Fidelity F (upper panel) and center of mass 〈X〉
(lower panel) as a function of time within (a) τ = 200 and
(b) τ = 700. The origin 〈X〉 = 0 is defined to lie at the
middle of the ladder. middle of ladder. (c) Spatial density and
probability current distributions at t/τ = 0.6 with τ = 200.
A-C correspond to η/φ = 0, 0.5, 1.5 respectively. It shows
that the closer of center-of-mass to the middle of ladder, the
larger fidelity is obtained. Other parameters are chosen as
U = 0, J⊥ = 2, φ(t) = (pi/2)t/τ and M = 24.
II. MEISSNER-LIKE PHASES
The ground state chiral current can be used to charac-
terize different phases in a ladder system, like the Meiss-
ner or vortex phase. Based on the continuity relation, the
local current operators on legs and rungs are respectively
defined as [1–4],
jˆ‖m,n = iJ
(
e−i(φ(1/2−n)−η)aˆ†m,naˆm+1,n − h.c.
)
, (S1)
jˆ⊥m = iJ⊥
(
aˆ†m,0aˆm,1 − h.c.
)
, (S2)
which gives the global chiral current jc =
1
M
∑M−2
m=0
〈
jˆ
‖
m,0 − jˆ‖m,1
〉
. At small fluxes, probabil-
ity currents exist only along the legs and behave like
screening currents, thus the low-flux phase is identified
as a Meissner phase, in analogy to that in a type-II
superconductor. For large values of the flux, the system
enters into a vortex phase, where finite rung currents
emerge and form vortex structures. From Fig. S2 we can
see that for J⊥/J = 2, φ = pi/2, the system with finite
size assumes a Meissner-like phase for various values of
U .
0
0.038
® ¥
FIG. S2. Probability current patterns for different U at J⊥ =
2, φ = pi/2, n = 1/2,M = 24. The arrow size is proportional
to the expectations values of the local currents.
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2III. BOGOLIUBOV THEORY
The Hamiltonian can be written as
Hˆ =HˆS + HˆI , (S3)
HˆS =− J
∑
r
(
eiθ1 aˆ†1,r+1aˆ1,r + e
iθ2 aˆ†2,r+1aˆ2,r + h.c.
)
− J⊥
∑
r
(
aˆ†2,raˆ1,r + aˆ
†
1,raˆ2,r
)
, (S4)
HˆI =
U
2
∑
r
(
aˆ†1,raˆ
†
1,raˆ1,raˆ1,r + aˆ
†
2,raˆ
†
2,raˆ2,raˆ2,r
)
. (S5)
Here aˆ†1,r (aˆ1,r) and aˆ
†
2,r (aˆ2,r) are the creation (annihila-
tion) operators on the rung r in the lower and upper leg
respectively, J denotes the amplitude of nearest-neighbor
tunneling along the legs, with θ1,2 = −η± φ/2 being the
corresponding Peierls phases, so that the flux in each pla-
quette is φ and we consider φ = pi/2 here.
For a two-leg ladder with M rungs, under peri-
odic boundary conditions along the legs, the quasimo-
mentum takes discrete value k = 2piMam with m =
0,±1,±2, · · · ,±M/2 and a being the lattice constant.
By performing the Fourier transformation
aˆl,r =
1√
M
∑
k
eikaraˆl,k, l = 1, 2 (S6)
the above Hamiltonians can be expressed in quasi-
momentum representation as
HˆS =
∑
k
(
1,kaˆ
†
1,kaˆ1,k + 2,kaˆ
†
2,kaˆ2,k
)
− J⊥
∑
k
(
aˆ†2,kaˆ1,k + aˆ
†
1,kaˆ2,k
)
, (S7)
HˆI =
U
2M
∑
{ki}
(
aˆ†1,k1 aˆ
†
1,k2
aˆ1,k3 aˆ1,k4 + aˆ
†
2,k1
aˆ†2,k2 aˆ2,k3 aˆ2,k4
)
× δ˜k1+k2,k3+k4 , (S8)
with
1,k = −2J cos (ka+ η − φ/2) , (S9)
2,k = −2J cos (ka+ η + φ/2) , (S10)
and periodic Kronecker symbol δ˜k,q vanishing unless k =
q modulo reciprocal lattice constants 2pi/a.
A. Diagonal basis
The single-particle Hamiltonian (S7) can be diagonal-
ized by choosing a different basis, i.e.(
aˆ1,k
aˆ2,k
)
=
(
uk −vk
vk uk
)(
bˆ1,k
bˆ2,k
)
. (S11)
The canonical commutation
[
aˆk, aˆ
†
k′
]
= δk,k′ requires
that
u2k + v
2
k = 1. (S12)
Substituting Eq. (S11) to Eq.(S7), and imposing all the
off-diagonal terms to vanish, the single particle Hamilto-
nian is diagonalized as
HˆS = E+bˆ
†
1,k bˆ1,k + E−bˆ
†
2,k bˆ2,k, (S13)
with
E+ =
1
2
(
1,k + 2,k +
√
4J2⊥ + (1,k − 2,k)2
)
, (S14)
E− =
1
2
(
1,k + 2,k −
√
4J2⊥ + (1,k − 2,k)2
)
, (S15)
u2k =
1
2
1− 2,k − 1,k√
4J2⊥ + (1,k − 2,k)2
 . (S16)
B. Truncation to the lowest band
The terms related to bˆ2,k (bˆ1,k) correspond to the lower
(upper) band. Since the system possesses a large band
gap for the parameters used (J⊥ = 2J), for weak inter-
action we are allowed to truncate our Hamiltonian to the
lowest band. To do this we substitute Eq. (S11) into the
Hamiltonian and neglect the bˆ1,k terms. In this case, the
full Hamiltonian is truncated to the lowest band [5],
Hˆ =
∑
k
E− (k) bˆ
†
k bˆk
+
U
2M
∑
{ki}
Γk1,k2,k3,k4 bˆ
†
k1
bˆ†k2 bˆk3 bˆk4 δ˜k1+k2,k3+k4 ,
(S17)
where bk ≡ b2,k and we have defined Γk1,k2,k3,k4 =
vk1vk2vk3vk4 + uk1uk2uk3uk4.
C. Bogoliubov approximation
For weak interactions and at low temperature, the
number N0 of particles occupying the single-particle
ground state with quasi momentum k0 remains of the
order of total particle number N in a system of finite
extent. Thus one can make the approximation
Nˆ0 = bˆ
†
k0
bˆk0 ' Nˆ0 + 1 = bˆk0 bˆ†k0 , (S18)
which leads to
bˆk0 ' bˆ†k0 =
√
N0, (S19)
bˆk =
√
N0δk,k0 + bˆk (1− δk,k0) . (S20)
3Keeping all the terms up to second order in bˆk 6=k0 , the
Hamiltonian (S17) becomes
Hˆ =E− (k0)N0 +
U
2M
Γ0UN
2
0 +
∑
k 6=0
E− (k + k0) bˆ
†
k bˆk
+
UN0
2M
∑
k 6=0
[
Γ1
(
bˆk bˆ−k + bˆ
†
k bˆ
†
−k
)
+ 4Γ2bˆ
†
k bˆk
]
,
(S21)
with the coefficients
Γ0 = v
4
k0 + u
4
k0 = 1/2, (S22)
Γ1 = (vk+k0vk0−k + uk+k0uk0−k) /2, (S23)
Γ2 = v
2
k0v
2
k+k0 + u
2
k0u
2
k+k0 = 1/2, (S24)
where we have used v2k0 = 1/2 = u
2
k0
according to
Eqs. (S9), (S10) and (S16).
Substituting N0 = N −
∑
k 6=0 bˆ
†
k bˆk and keeping the
terms up to second order in bˆk, we arrive at
Hˆ =E0 −
∑
k>0
C−k +
∑
k>0
Hˆk
Hˆk =
(
bˆ†k bˆ−k
)( Ck 2Dk
2Dk C−k
)(
bˆk
bˆ†−k
)
, (S25)
with
E0 = (E− (k0) + UnΓ0)N, (S26)
Ck = E− (k + k0)− E− (k0) + Un (4Γ2 − 2Γ0) , (S27)
Dk = UnΓ1 = D−k ≡ D. (S28)
Here we have introduced the total particle number per
site n = N2M , and the additional term −
∑
k>0 C−k comes
from the commutation relation bˆ†−k bˆ−k = bˆ−k bˆ
†
−k − 1.
D. Diagonalization
To diagonalize the Hamiltonian (S25), we perform the
Bogoliubov transformation(
bˆk
bˆ†−k
)
=
(
µ ν
ν µ
)(
ρˆk
ρˆ†−k
)
, (S29)
with quasiparticle annihilation (creation) operators ρˆk
(ρˆ†k). Requiring bosonic commutation relations for the
quasiparticle operators, we have
µ2 − ν2 = 1. (S30)
To get the expressions for µ, ν, we plug Eq. (S29) into
Eq. (S25) and impose that
Hˆk =
(
ρˆ†k ρˆ−k
)( γ1 0
0 γ2
)(
ρˆk
ρˆ†−k
)
. (S31)
Thus we have(
γ1 0
0 γ2
)
=
(
µ ν
ν µ
)(
Ck 2Dk
2Dk C−k
)(
µ ν
ν µ
)
(S32)
which leads to the solutions:
γ1 =
1
2
(
Ck − C−k +
√
(C−k + Ck)
2 − 16D2
)
, (S33)
γ2 =
1
2
(
−Ck + C−k +
√
(C−k + Ck)
2 − 16D2
)
,
(S34)
µ2 =
1
2
1 + C−k + Ck√
(C−k + Ck)
2 − 16D2
 . (S35)
E. Bogoliubov ground state
In the following, we construct the Bogoliubov ground
state
∣∣ΨB0 〉, which is defined as the state with no quasi-
particle, i.e.
ρˆk
∣∣ΨB0 〉 = 0, ∀k 6= k0. (S36)
As the Bogoliubov transformation (S29) connects the
states with k and −k, the Bogoliubov ground state can
be expressed as the states where nk particles are present
in k states and n−k particles are in the −k states [6], i.e.
∣∣ΨB0 〉 = ∏
k
∑
n,n−k
Cknk,n−k
(a†k)
nk
√
nk!
(a†−k)
n−k√
n−k!
|0〉, (S37)
where |0〉 denotes the vacuum state. Substituting
Eq. (S37) into Eq. (S36) and using the expression of
ρˆk = µbˆk − νbˆ†−k according to Eq. (S29), we have∏
k
∞∑
nk,n−k=0
(
Cknk+1,n−kµ
√
nk + 1
+ Cknk,n−k−1 − ν
√
n−k |nk, n−k〉
)
= 0, (S38)
where we define Cknk,−1 = 0. Since the basis {|nk, n−k〉}
are orthogonal, we get
√
nk + 1C
k
nk+1,n−k + αk
√
n−kCknk,n−k−1 = 0 (S39)
with αk = −ν/µ for short.
By setting n−k = 0 in the above equation Eq. (S39),
we have Cknk+1,0 = 0 (nk ≥ 0). The similar procedure
for bˆ1,−k
∣∣ΨB0 〉 = 0 gives us Ck0,n−k+1 = 0 (n−k ≥ 0).
Based on these observations, it turns out that all the ‘off-
diagonal’ components vanish, i.e. Cknk+1,n−k = 0 (n−k 6=
nk + 1). In the case of n−k = nk + 1, Eq. (S39) gives us
the following expression of the diagonal terms
Cknk,nk = (−αk)nk Ck0,0, (S40)
4where Ck0,0 is determined from the normalization of the
wave-function. Therefore, the Bogoliubov ground state
is a state where pairs of particles with wave vector k and
−k are excited.
We denote |n1,n2, · · · 〉 as a state with n pairs of parti-
cles with non-zero quasi-momentum k and −k, and |ψ0〉
as the state with k = 0. In this case the Bogoliubov
ground state takes the following form∣∣ΨB0 〉 = Z ∑
n1,n2
[(−αk1)n1 (−αk2)n2 · · · ] |n1, n2, · · · 〉 |ψ0〉 ,
(S41)
where Z =
∏
k>0
√
1− α2k is the normalization factor.
The state |ψ0〉 for k = 0 is a coherent state bˆ0 |ψ0〉 =
ψ0 |ψ0〉 and reads
|ψ0〉 = Z0
∑
n0
ψn00√
n0!
|n0〉 , (S42)
where we have defined the vacuum state |vac〉 for the real
particles operators bˆk, i.e. bˆk |vac〉 = 0. The normaliza-
tion factor is Z0 = exp
(
− |ψ0|2 /2
)
.
According to Eq. (S41) we have the overlap of two
ground states
O = 〈Ψ′B0 ∣∣ΨB0 〉 = ZZ ′ 〈ψ′0 |ψ0〉∏
k>0
1
1− α′kαk
. (S43)
The overlap of coherent states Ocoh ≡ 〈ψ′0 |ψ0〉 is ob-
tained by using Eq. (S42),
Ocoh = e
(
−|ψ′0|2−|ψ0|2+2ψ′0ψ0
)
/2
, (S44)
which reads Ocoh ' 1 under Bogoliubov approximation
ψ′0 =
√
N ′0/2 '
√
N/2 ' ψ0.
F. Occupation of finite momentum states
In the Bogoliubov ground state
∣∣ΨB0 〉, pairs of bosons
are virtually excited to state with k and −k. The average
number of virtually excited bosons with wave vector k is
obtained from the Bogoliubov transformation (S29) and
the definition of Bogoliubov ground state (S36),
nk =
〈
ΨB0
∣∣ bˆ†k bˆk ∣∣ΨB0 〉 = |ν|2 . (S45)
We denote Nk 6=0 as the number of virtually excited par-
ticles, i.e. the number of particles in the state |k 6= 0〉,
Nk 6=0 = 2
∑
k>0
nk = 2
∑
k>0
|ν|2 . (S46)
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FIG. S3. (a) Semi-log plot of ground state overlaps O(pi/2)
from Bogoliubov theory as a function of interaction U , for
different number of rungs M . (b) Semi-log plot of O(pi/2)
as a function of M for different U . (c,d) Same plot as (a,b),
but for DMRG simulations. Both (b) and (d) shows expo-
nentially decay of the overlap with respect to M . (e) Scaling
quasimomentum peak nkM
−3/4 as a function of U for differ-
ent M . The crossing corresponds to BKT-transition points,
which can be further confirmed by the mass gap shown in the
inset.
G. Results
Now we apply the above expressions in our ladder
system at 1/2 filling with J⊥ = 2. We plot the ana-
lytic result for the overlap Eq. (S43) for M -rung ladder
with periodic boundary condition in Fig. S3(a), which
shows qualitative agreement with the dip behavior in the
weakly interacting regime from the DMRG simulations of
finite system with open boundary conditions [Fig. S3(c)].
Note that the DMRG results for the interacting regime
have been divided into three regions. The beginning
and the end of the grey shaded region are given by the
BKT transition from a superfluid to a Mott insulator for
φ = pi/2 and φ = 0, respectively. By extracting from
the finite-size scaling of peaks in quasimomentum dis-
tribution nmaxk M
−3/4 [3, 7, 8], the crossing determines
the BKT-transition points at Uc1 ≈ 10.4 for φ = 0 and
Uc2 ≈ 4.2 for φ = pi/2 [Fig. S3(e,f)]. Overall, both the
analytic and numerical results show that the overlaps de-
cay exponentially with the system size for finite U , and
approach 1 for the non-interacting case [Fig. S3(b,d)].
To understand the dip in the weakly interacting
regime, we plot the average number of particles with non-
zero quasi momentum Nk 6=0 according to Eq. (S46), and
the relative difference in the occupation of non-zero k-
modes ∆nk =
nk(pi/2)−nk(0)
nk(pi/2)+nk(0)
between φ = pi/2 and φ = 0
in Fig. S4(a) and (b), respectively. We can observe that
when switching on the interactions, the excited quasi mo-
mentum modes become occupied much faster in the pres-
ence of magnetic flux. This is related to the fact that
the single-particle dispersion relation E−(k) acquires a
larger effective mass with increasing flux [see Fig. 4(a)
in the main text]. As a result, the momentum modes be-
5(a) (b)
FIG. S4. (a) Number of particles with non-zero quasi-
momentum for φ = 0 (solid line) and φ = pi/2 (dashed line),
scaled with total particle number N . (b) Difference of non-
zero k mode occupation between φ = pi/2 and φ = 0. Here
we choose the number of rungs M = 60, number of particles
N = 60, and J⊥ = 2.
come occupied rather differently for both fluxes when U
is switched on, as can be seen from Fig. S4(b). The slight
increase of the overlap for even larger U can then be ex-
plained by the fact that the relative differences in the
momentum distributions for both fluxes become smaller
again.
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