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Abstract
Micro/mesoscale combustion-driven power generation is a promising alternative to replace traditional
batteries for powering small scale electronics owing to its much higher energy densities. However,
the considerable heat losses from the combustor walls due to the dramatically increased surface-to-
volume ratio, as well as the short flow residence time at small scales pose a technical challenge in
stabilising the flame inside the micro/mesoscale combustor. On the other hand, the significantly en-
hanced flame-wall thermal coupling at small scales can also lead to some unique flame characteristics.
Recently, solid state power conversion of the heat released in the micro/mesoscale combustor
such as thermoelectric (TE) and thermophotovoltaic (TPV) has been favoured over traditional power
conversion methods such as micro-turbines. This is due to the excessive mechanical and viscous
losses that rotating machinery suffers from upon miniaturisation.
One of the main aims of this thesis is to perform numerical simulations to investigate the funda-
mental aspects of micro/mesoscale combustion, such as micro-flame behaviours of propagation and
stabilisation, the conditions under which flame dynamics occur and the choices that suppress them.
A set of modelling techniques that gives guidelines and practices for performing the time-accurate
micro/mesoscale combustion simulations has been developed through investigation. Knowledge on
standard and well-accepted numerical methods in literature are collected in a cohesive document. The
less well-established modelling choices have been thoroughly evaluated and discussed.
Using the developed numerical models, the effects of hydrogen and carbon monoxide addition
on premixed methane/air flame dynamics is investigated. Results show that the flame instabilities
which exist in pure methane/air flames could be effectively suppressed via a small amount of addi-
tives. Deep understanding of the underlying physics and chemistry has been gained. The effects of
wall temperature profiles on the simulated micro-flame behaviours are also studied. The role of the
combustion heat release and the gas-solid heat transfer in determining the micro-flame propagation
speed is identified.
Experimental works are also carried out, towards a full system demonstration for micro-power
generation. The focus is placed on the “wall thermal engineering” on the improvement of the com-
bustor performance and power output. The thermally-orthotropic pyrolytic graphite for the combustor
wall material is explored. Compared to an isotropic material of stainless steel, a widened flame sta-
bility limit with pyrolytic graphite is demonstrated. Moreover, a uniform and moderate temperature
distribution over the combustor surface is achieved, which is favourable for thermoelectric power con-
version applications. Meanwhile, a novel, compact mesoscale thermophotovoltaic power generating
system using a combination of porous media combustion and a simple band-pass filtering method is
developed. The use of the porous media effectively enhances the combustion, increases the combustor
surface temperature and extends the operational limits. Quartz wafers serving as a simple band-pass
filter is used to recycle a large portion of sub-bandgap photons back into the combustor to reduce the
system heat losses and improve the TPV system performance.
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Chapter 1
Introduction
1.1 Background
With the rapid development of nano/micro-manufacturing technologies, the miniaturisation of a va-
riety of electronic and mechanical devices for the next generation has been drastically accelerated,
for applications such as wireless equipment, micro-sensors and actuators, micro-space vehicles, and
small-scale biomedical devices. However, the development of small-scale energy systems for pow-
ering those devices has fallen behind, especially when energy density and mass/volume become im-
portant criteria of evaluating the performance of the power system [1–5]. Traditional batteries with
relatively low energy density have failed to overcome this constraint as batteries always take con-
siderably more mass and volume fractions of the devices and thereby causing significant logistical
issues [1].
The increasing demand for compact and high energy density power sources has driven the need
for the utilisation of high energy density hydrocarbon fuels and stimulated the development potential
of a micro/mesoscale combustion based power generating system. It can be indicated from Figure 1.1
that typical liquid hydrocarbons are capable of providing a high specific energy density at∼45 MJ/kg
while common alkaline batteries (lithium-ion) can only provide an energy storage of ∼0.6 MJ/kg [1].
Although in reality the energy conversion efficiency from chemical to electrical energy should be
taken into account when combusting hydrocarbons, fairly high efficiencies already achieved in large-
scale power generating systems has predicted the possibility of replacing traditional batteries with
this competitive small-scale combustion based power systems.
In addition to the high energy density, micro/mesoscale combustion also has many other incompa-
rable advantages. Hydrocarbon fuels make relatively low environmental footprint in utilisation while
used battery disposal can cause serious environmental issues [1, 5]. Moreover, unlike batteries suffer-
ing from vital drawbacks of long recharging but short operation time, micro/mesoscale combustion
based devices take advantage of instant rechargeability just by replacing the fuel cartridge [3, 5]. In
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Figure 1.1: Specific energy for hydrocarbon fuels and traditional batteries [1].
combination with these benefits, other strong points for micro/mesoscale combustion process like
constant voltage during operation, no memory effect, better chemical stability and longer life time
make it quite attractive and promising for providing power in various small-scale applications [2].
1.2 Scaling for small-scale combustion
Fundamentally, microscale combustion can be defined as combustion in narrow channels with the
characteristic dimension (the diameter of a circular tube or the distance between parallel plates) less
than 1 mm while mesoscale combustion is viewed as that whose characteristic dimension is larger
than 1 mm but still on the order of the flame thickness [5]. At such small scales, apart from the
above-mentioned advantages for powering small-scale mechanical and electromechanical devices,
combustion also poses challenging problems.
The first issue is the large surface heat losses. Since in a combustor the heat released by chemical
reactions is proportional to its volume while the heat loss from the combustor is proportional to its
surface area. According to the square-cube law as illustrated in Figure 1.2, the ratio of the heat
generation to the heat loss is inversely proportional to the characteristic length. When the combustor
is scaled down from a conventional scale to a micro/meso scale, this ratio is therefore increasing
significantly. This will consequently lead to severe heat-loss effects such as various flame instabilities
and even flame extinction [4].
Theoretical studies [6] have indicated that there exists a critical tube diameter or channel gap
below which heat loss from the flame front to the walls will extinguish the flame. This critical dis-
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Figure 1.2: Scale analysis for heat loss effect on combustor.
tance is called “quenching diameter” and varies for different types of fuels/oxidisers and the mixture
equivalence ratios [7]. Quenching diameters for typical fuel-oxidiser systems are listed in Table 1.1.
Table 1.1: Quenching diameters for typical fuel-oxidiser stoichiometric mixtures at the condition of p = 0.1
MPa, T = 298 K [7].
Fuel Oxidiser Stoichiometric mixture dq (mm)
Methane, CH4 Air 2.5
Methane, CH4 O2 0.3
Ethane, C2H6 Air 2.3
Propane, C3H8 Air 3.4
Propane, C3H8 O2 0.25
Acetylene, C2H2 Air 0.8
Acetylene, C2H2 O2 0.2
Carbon monoxide, CO Air 2.8
Hydrogen, H2 Air 0.5
Hydrogen, H2 O2 0.2
Additionally, large surface-to-volume ratio also increases radical quenching at the combustor
walls [4]. Physically, intermediate radicals during the combustion process are adsorbed on the walls
where they will subsequently diffuse along and then recombine via surface reactions to form stable
molecules [8]. This interfacial phenomenon can also potentially induce flame extinction.
Another aspect which constrains micro-scale combustion is the short flow residence time. Com-
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pared to a combustor at the conventional scale, a micro/mesoscale combustor has a limited flow
residence time which is on the same order of the characteristic chemical reaction time scale for hy-
drocarbon oxidation processes. This might lead to incomplete combustion and even blow-off type
extinction [9]. The fundamental time constraint can be quantified by using the Damköhler number
which is the ratio of mixture residence time within the channel to the characteristic chemical reaction
time:
Da =
τresidence
τreaction
=
Lc/uc
ρyc/ˆ˙rfuelMfuel
, (1.1)
where Lc, uc, ρ, yc, ˆ˙rfuel and Mfuel are the characteristic length, characteristic velocity, mixture
density, fuel mass fraction for unburnt mixture, fuel consumption rate and fuel molecular weight
respectively. In order to ensure complete combustion, this Da number must be larger than unity.
For the designing and manufacturing of micro/mesoscale combustion based systems, these chal-
lenging issues have to be tackled. Recent efforts in literature will be discussed in the following
section.
1.3 Previous work
1.3.1 Development of the micro-power devices
Since the concept of “power MEMS” (micro electromechanical systems-based power generators) was
first suggested in the late 1990s [10], many prototypes of micro/mesoscale combustion based power
generators have been developed around the world. In general, all the micro-power devices fabricated
and being developed can be classified into two categories: rockets/thrusters and electrical power
generation devices.
• Micro-rockets/thrusters
A bi-propellant micro-thruster was manufactured from six fusion-bonded silicon wafers at MIT [11].
The micro-rocket with the chamber size of 18 mm × 13.5 mm × 3mm (shown in Figure 1.3) was
developed for the application of micro-satellite primary propulsion. It was designed to use liquid
oxygen and ethanol as propellants as well as coolants. However, for testing work gaseous oxygen
and methane were used as propellants for simplification while ethanol was retained to cool the device
due to its excellent cooling performance. At a chamber pressure of 12 atm, a measured thrust of 1 N
and a thrust power of 750 W were obtained. Ultimate objective was to deliver a thrust of 15 N at the
chamber pressure of 125 atm.
The MEMS “Digital Propulsion” micro-Thruster was fabricated and tested for the aim of micro-
spacecraft at Caltech [12]. The three-layer sandwich configuration of the thruster chip was made using
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Figure 1.3: High pressure micro-thruster developed at MIT [11].
MEMS micro-fabrication technology. It consisted of micro-resistors, thrust chambers, and rupture
diaphragms, and was mounted in a 24 pin ceramic dual-inline package (DIP). A prototype contained
15 thrusters arranged in a 3 ×5 array (shown in Figure 1.4). Initial tests using lead styphnate as the
solid propellant successfully produced 10−4 Newton-seconds of impulse and ∼100 W of mechanical
power.
Figure 1.4: MEMS Digital Propulsion micro-Thruster chip developed at Caltech [12]. It has 3 × 5 array of
thrusters, surrounded by 4 alignment holes.
• Small-scale electrical power generation devices
MEMS-based silicon gas-turbine engines were fabricated at MIT [10, 13]. The engine was con-
structed from six aligned fusion bonded silicon wafers to form the compressor, turbine, combustor
volume, thrust bearings and other associated components. Geometry of the silicon-wafer combustor
is shown in Figure 1.5: the inlet air wraps around the outside of the combustor before entering the
combustion chamber in a counter-current flow configuration in order to reduce the heat loss from
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walls. Fuel is fed through a relatively long duct upstream the combustor inlet to allow adequate time
for fuel/air mixing which actually increases the mixture residence time. With the overall size of 2.1
cm × 2.1 cm × 0.38 cm, it was aimed to be capable of generating 10-50 W of electrical power while
combusting 7 g/h of H2 fuel.
Figure 1.5: Silicon MEMS-based gas-turbine engine developed at MIT [13].
UC Berkeley Combustion Laboratory developed an electro-discharge machining (EDM) steel fab-
ricated mini-rotary engine with the rotor size at 10 mm (shown in Figure 1.6) [1, 14]. Testing with
the hydrogen/air mixture was conducted and a net electrical power of 3.7 W at the rotational speed of
9000 rpm was achieved. Final target was to produce the electrical power up to 30 W with an improve-
ment in fabrication and assembly. The fabrication of MEMS-based micro-rotary engines constructed
of silicon (Si) and silicon carbide (SiC) with the rotor size on the order of 1 mm to deliver power in
milliwatt range was also planned. Thermal management of packaging the engine in an aerogel/vac-
uum insulating container to reduce the heat loss was suggested.
Figure 1.6: EDM steel fabricated mini-rotary engine developed at UC Berkeley [14].
A micro-scale free-piston engine using homogeneous charge compression ignition (HCCI) was
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developed and tested at Honeywell Laboratories [15]. As illustrated in Figure 1.7, the hammer ac-
celerated by compressed air was used to impulse the piston. Fuel/air mixture in the Pyrex tube with
inner diameter of 3 mm was in turn compressed until it ignited spontaneously. HCCI ignition strategy
has proved to overcome flame ignition and stabilisation difficulties in small-scale combustion systems
due to large heat losses. Combustion of heptane/air mixture at lean equivalence ratios of 0.69 and 0.25
was successfully demonstrated.
Figure 1.7: Micro-HCCI free-piston engine at Honeywell Laboratories [15].
An oscillatory rotating free-piston engine termed “Mesoscale internal combustion swing engine
(MICSE)” was developed at University of Michigan [16]. The swing engine with four combus-
tion chambers (shown in Figure 1.8) was designed to operate in a four-stroke Otto cycle and the
mechanical-to-electrical energy conversion was achieved by an inductive alternator connected to the
piston shaft. The MICSE engine was intended to produce 20 W electrical power with an overall
efficiency of 14 %, using butane as the fuel.
Figure 1.8: Mesoscale internal combustion swing engine developed at University of Michigan [16].
The above-discussed power-generation devices termed “indirect energy conversion devices” nor-
mally adopt conventional thermal cycles in which thermal energy is first converted to mechanical
energy by high-speed moving parts such as blades, rotors or pistons, and then the mechanical energy
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is converted into electrical power through the electrical generator. The existence of these moving
parts usually leads to large frictional losses which can significantly reduce the system efficiency.
Another type of power-generation devices such as micro/mesoscale thermoelectric (TE) and ther-
mophotovoltaic (TPV) system do not involve those complex moving components. These “direct
energy conversion devices” can offer an alternative to convert thermal energy into electrical energy
directly, without any issue of frictional losses. Therefore, they have also received extensive research
impetus.
A “Swiss-roll” combustor for micro-thermoelectric power generation was developed at University
of Southern California [17], using the concept of “excess-enthalpy combustion” suggested by Wein-
berg and Lloyd [18, 19]. As shown in Figure 1.9, this burner design enables the combustion heat to
be transferred from the products to the reactants, thereby improves flame stabilities at small scales.
For power generation purpose, the TE elements were included as as part or all of the heat exchanger
walls.
Figure 1.9: “Swiss-roll” micro-combustor for thermoelectric (TE) power generation, developed at University
of Southern California [17].
Using a similar design concept, Tohoku University [20, 21] developed many types of small size
and coin-size “Swiss-roll” combustors constructed of different materials, with the outer diameters of
64, 45, 26 and 20 mm (shown in Figure 1.10). By carefully choosing the channel width and height, the
ratio of heat loss from the top and bottom panels to the energy carried by the incoming gas mixture can
be designed. Experimental results proved that stable combustion could be achieved for propane/air
mixture with the channel width even lower than the flame quenching diameter.
MEMS-based miniature thermoelectric power system using hydrocarbon combustion as the heat
source was fabricated at Matsushita Electric Works Ltd. in collaboration with Tohoku University [22].
For fabrication, a combustion chamber with the dimension of 8 mm× 8 mm× 0.4 mm was etched in
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Figure 1.10: Coin-size “Swiss-roll” micro-combustors made of stainless steel (i), copper (ii) and quartz (iii),
and small size “Swiss-roll” micro-combustors made of ceramic (iv) and stainless steel (v) at Tohoku Univer-
sity [20, 21].
a 0.65 mm-thick silicon substrate, and then bonded to a glass substrate as illustrated in Figure 1.11.
On both sides of the micro-combustor, an array of 34 BiTe TE elements was bonded for power gen-
eration. Catalytic combustion was introduced to reduce the chemical reaction time and enable stable
combustion maintained within such narrow channel width. Catalyst of platinum (Pt) was adopted
for coating inside the combustion chamber by the sol-gel method. Combustion of hydrogen/air was
tested with a maximum electrical power of 184 mW achieved.
Figure 1.11: MEMS-based micro thermoelectric generator [22].
Researchers at the National University of Singapore (NUS) conducted a lot of work in designing
and fabricating micro-thermophotovoltaic (TPV) systems [23, 24]. A prototype TPV power generator
consisting of a cylindrical silicon carbide (SiC) micro-combustor and a hexagonal gallium antimonide
10 Chapter 1 Introduction
(GaSb) TPV cell circuit (shown in Figure 1.12), was fabricated and tested [23, 24]. With a hydro-
gen flow rate of 4.20 g/h and the H2/air equivalence ratio of 0.9, an electrical power output of ∼1.0
W could be delivered. Effects of the variation of the combustor configuration parameters, such as
the wall thickness and combustion chamber diameter, on the TPV system output were then inves-
tigated [25–27]. Using the optimised design, the choices of fuel/oxidiser mixtures [28], the use of
catalytic combustion [29] and porous media combustion [30] were also studied, in order to enhance
the combustion and improve the TPV power output.
(a) (b)
Figure 1.12: Micro-TPV power generator developed at NUS [24], consisting of cylindrical micro-combustor
(a) and GaSb TPV circuit (b).
Since the cylindrical micro TPV system was facing difficulties in fabrication, assembly and mod-
ularisation, modular planar micro-combustors for TPV power generation was also fabricated and
studied [31–34]. When compared to the cylindrical micro-combustor, the modular planar micro-
combustor had a higher radiation energy output and radiation efficiency, at the same cross-sectional
area and the volume of the combustion chamber, which was more favourable for TPV power genera-
tion.
A group at Sungkyunkwan University also conducted plenty of works on micro TPV systems [35–
37]. As shown in Figure 1.14, the cylindrical micro-combustor has an annular shield that enables the
exhaust gas to preheat the incoming fresh mixture. For power generation, the combustor is surrounded
by an octagonal chamber with the inner walls having the installation of GaSb PV cells and the outer
walls having the cooling fins. Under the optimised design condition, the output power of 2.35W and
the overall efficiency of 2.12% were reported.
Li et al. at National Cheng Kung University [38, 39] developed a mesoscale high-flame-luminescence
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Figure 1.13: Modular planar micro-combustor for TPV power generation, developed at NUS [31].
Figure 1.14: Heat-recirculating micro-combustor and array of GaSb cells developed at Sungkyunkwan Uni-
versity [37].
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TPV power system combining the utilisation of the radiation in both visible and near-infrared region
to improve the system overall efficiency. As shown in Figure 1.15, the combustor consists of two
main components: the SiC thermo-infrared tube serving as the emitter and a transparent quartz tube
for passing the visible and near-infrared emission. The flame was anchored at the bottom of the emit-
ter tube and stretched along the emitter. In this means, flame luminosity could efficiently integrate
with emitter radiation to enhance the radiation intensity in the visible range.
Figure 1.15: High-luminescence flame combustor and flame images for CO/CH4 blended fuel [38].
Apart from these demonstrations of targeted applications, in the mean time, fundamental works
of small-scale combustion were also extensively conducted, in order to gain deep understandings of
the underlying physics. This part is reviewed in the next subsection.
1.3.2 Fundamental studies
As discussed previously, heat losses increase drastically with the decrease of combustor dimensions
and therefore play a vital role in flame stability in a small-scale combustor. Spalding [40] developed
a one-dimensional theoretical model to predict steady combustion wave in a premixed gas mixture. It
indicated that for a given gas mixture composition, there existed two flame speeds with the higher one
representing the stable solution while the lower one representing an unstable condition (Figure 1.16).
As heat losses increase, the two flame speeds get closer to each other in magnitude until they become
identical at the maximum heat loss point. If heat losses increase beyond this value, the solution
becomes imaginary, indicating that a flame cannot be sustained.
In order to establish stable combustion in a narrow channel with large heat losses and radical
quenching, some additional physical mechanism is required. Zamashchikov [41] experimentally
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Figure 1.16: Theoretical solution of the flame speed against fuel/oxidiser ratio [40].
showed that by externally heating combustor walls, a methane/air combustion wave could propa-
gate inside the combustor with its diameter less than the critical quenching diameter, since the heat
losses were adequately overcome. The earlier mentioned “Swiss-roll” micro/mesoscale combus-
tors [17, 20, 21] have been proved to be an effective design that could provide additional heating
to the unburnt mixture via heat recirculation, and therefore allow the flame stabilised within the chan-
nel whose width is lower than the flame quenching diameter.
Ronney [42] proposed a simplified well-stirred reactor model with two different combustor con-
figurations: counter-current combustor and conductive tube (as shown in Figure 1.17). For the
counter-current combustor, the heat transfer from the product to reactant streams, heat losses from
both streams to the environment and the axial heat conduction in the dividing wall were all taken into
account. Compared to the conductive tube, the counter-current heat-recirculating combustor showed
a superior performance in terms of flame stability, owing to the effective heat recirculation along
the dividing wall. Combustion in this more advanced design could be sustained for a much leaner
mixture, at the same mixture mass flux.
In addition to the thermal strategies, Miesse et al. [43] demonstrated a chemical approach that
solved radical quenching issues. A chemically inactive wall surface was obtained via chemically
treating and annealing the alumina plates. Experimental results showed that methane/oxygen diffu-
sion flame could be stabilised between two parallel plates with an extreme small gap of 0.5 mm due
to the significantly reduced radical quenching.
At small scales, the effects of flame-wall thermal coupling on flame stabilisation and propagation
have been drastically enhanced, owing to the reduction of the system thermal inertia. Therefore, this
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Figure 1.17: Schematic of counter-current heat-recirculating combustor (upper) and conductive tube (lower)
by Ronney [42].
enhanced gas-solid interaction, on the other hand, can also possibly aid the flame if the exchanged
heat can be redirected to preheat the reactants instead of losing to the environment.
Leach and Cadou [44] studied a one-dimensional analytical thermal-resistance model for flame
propagation inside a thermally conducting micro-channel. The predictions showed that heat conduc-
tion through the combustor walls and the heat transfer between the gases and the structure could
broaden the reaction zone. Increasing either the thermal conductivity of the wall material or the wall
thickness would lead to an increase of the non-dimensional flame broadening. Besides, it was found
that heat loss from the structure to the environment could decrease the amplitude of the broadening
phenomenon.
Veeraragavan [45, 46] developed a two-dimensional analytical model for flame stabilisation in a
mesoscale channel involving species transport in the gas, heat transfer in both the gas and structure.
Since the conjugate heat transfer was accounted for, there was no need of assuming the values of the
Nusselt number in the pre and post-flame regions. By analytically solving the energy and species
equations, it indicated that the heat conduction from post-flame to pre-flame via both gases and struc-
tures was the primary mechanism for flame stabilisation. More specifically, this heat conduction
predominantly determined the flame speed in a small channel. The increase of the flame speed in
excess of the laminar burning velocity was possible.
Norton and Vlachos [47, 48] performed two-dimensional steady-state numerical simulations using
global reaction mechanisms to predict premixed methane/air and propane/air combustion character-
istics and flame stability in micro-channels. It was found that the wall thermal conductivity played
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a double-sided, competing role and was a critical parameter in flame stabilisation inside the micro-
channels. In particular, too low thermal conductivity would limit the heat transfer from post-flame to
pre-flame region which was crucial for ignition and flame stability, and consequently lead to flame
blow out. On the other hand, too high thermal conductivity could flatten wall temperature profile
and allow exterior heat losses, which would cause a de-localised reaction zone and eventually flame
extinction. The critical velocities versus combustor wall thermal conductivities are shown in Fig-
ure 1.18, which indicates the micro-flame stabilisation mechanism.
Figure 1.18: Critical velocity vs wall thermal conductivity in Norton and Vlachos’ study [48].
Some unique flame characteristics induced by the miniaturisation effects have been also observed.
Ju and Xu [49] developed a one-dimensional quasi-steady state model to investigate flame propagation
within a narrow channel. The channel width, flow velocity, and wall thermal property were found
to have considerable effects on flame propagation speed and flame quenching. Most importantly, the
enhanced flame-wall interaction at small scales could lead to two distinct flame regimes: a fast burning
regime and a slow burning regime. This flame bifurcation phenomenon was also experimentally found
for premixed propane/air [49] and methane/air [50] flame in quartz tubes respectively. An example of
propane/air flame speed bifurcation is shown in Figure 1.19.
Maruta et al. [51, 52] experimentally studied premixed methane/air and propane/air flame in quartz
tubes of U-shape and straight configuration, with the inner diameter of 2 mm which was slightly
smaller than the quenching diameter. Prescribed temperature profiles (time-constant) were imposed
on the tube outer walls by external heating sources to simulate the heat recirculation that compensated
for large heat losses from the tube surface. Combinations of different equivalence ratios, mixture flow
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Figure 1.19: Two flame regimes for C3H8/air mixture with channel width at 5 mm [49].
velocities and prescribed outer wall temperatures were examined. In addition to stable flame, flame
with large amplitude oscillatory motion along the flow direction, termed as “flames with repetitive
extinction and re-ignition instability (FREI)” was also observed at some conditions (Figure 16).
Figure 1.20: Photographs of stable flame (Left) and FREI (Right) by Maruta et al. [52].
The “FREI” phenomenon was also experimentally found and studied by Stazio et al. [53] for a
methane/air premixed flame in a 2.15-mm inner diameter straight tube with a prescribed wall tem-
perature profile maintained by an external heating source, Richecoeur et al. [54] for a non-premixed
methane/oxygen flame in a 4-mm inner diameter curved duct without external heating, and Evans et
al. [55] for rich methane and propane/oxygen flames in 4-mm inner diameter non-externally-heated
ducts made of different materials of quartz, glass and steel. Apart from experimental studies, the
“FREI” was also successfully reproduced in numerical simulations [56–62].
Pizza et al. [56, 57] performed direct numerical simulation (DNS) to study hydrogen/air flame
dynamics at a lean equivalence ratio of 0.5. Two-dimensional rectangular channels between two par-
allel plates at microscale (channel height of 0.3 to 1.0 mm) and mesoscale (channel height of 2.0,
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4.0 and 7.0 mm) were computed. A hyperbolic tangent temperature profile that ramped smoothly
from 300 to 960 K along the flow direction was imposed on the walls. In the wide range of the inlet
velocities that were explored, a variety of flame dynamics were obtained, including mild combus-
tion, periodic extinction/re-ignition (FREI), closed/open symmetric stable flames, asymmetric stable
flames and oscillating flames.
Fan et al. [63–65] experimentally studied premixed methane/air flame behaviours in a radial chan-
nel between two parallel circular quartz plates with the gap of 0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 mm and
the diameter of 50 mm. External heating was applied to obtain positive temperature gradients along
flow direction. Various flame patterns including stable/unstable circular flame, single/double/triple
pelton-like flame, broken flame, travelling flame, triple flame and spiral flame (shown in Figure 1.21)
were observed. These flame patterns were found to have a strong dependence on the mixture equiva-
lence ratio, inlet velocity and channel gap. Much more complex flame behaviours observed in a radial
micro-channel than those in a straight tube could be attributed to the additional freedom in the angular
direction.
Figure 1.21: Photos of various flame patterns and the flame regime diagram for a radial channel of 2-mm
gap [64].
Combustion at small scales was found to exhibit a variety of distinctive characteristics compared
to that at conventional scales. Therefore, it is important to have a comprehensive and deep under-
standing of micro/mesoscale combustion at the fundamental level for the potential application of
combustion-powered small-scale mechanical and electromechanical devices in the future. For exam-
ple, for the purpose of durable operation at a constant power output, maintaining a stable flame inside
the combustor channel is crucial. Flames with oscillation at a certain frequency might be utilised as
a novel methodology to make temperature variation and flames with mild heat release could meet the
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need of a weak heat source for some special applications.
Characterisation and understanding of micro/mesoscale combustion process associated with its
unique features are important in assisting a reliable design of such small-scale power systems. How-
ever, it is difficult to experimentally conduct spatially resolved measurements owing to the small size
of these systems. Similarly, theoretical models which were used to understand the underlying physics
in literature, could only interpret the micro-flame behaviours in a qualitative sense. This is because
that these models used several simplifications and assumptions in order to obtain closed-form so-
lutions. On the other hand, numerical simulations do not make such assumptions and are capable
of quantitatively revealing detailed physical features. Therefore, they can be used as a reliable tool
that develops the understanding of current micro/mesoscale combustor configurations and supports
the design of future systems. In the past works, some numerical techniques/settings were considered
as well-accepted standards, while there were still some modelling methods/choices which were less
well-established, which need more discussion.
Fundamental experiments were extensively performed in literature, with the focus on the combus-
tor performance, such as flame stability limits and combustor outer surface temperature distribution,
in which the combustor wall thermal properties can play a critical role. This role, thereby, is required
for deep investigations and understandings. For the ongoing prototype development works for the
applications of micro-power generations, direct energy conversion devices in the absence of complex
moving parts (associated with significant frictional losses), have drawn more research interests than
indirect conversion devices such as micro-turbines and micro-piston-engines in recent years. In these
more favoured systems, the combustor walls are also the key component to transport thermal energy
from combustion (conducting heat in the thermoelectric system or radiating heat in the thermopho-
tovoltaic system) which will be utilised to generate electricity. Therefore, the work of “wall thermal
engineering” should be carefully conducted to explore the potential of improving the small-scale
power output.
The above-mentioned two research issues/aspects lead to the major aims of this thesis, which will
be stated in the next section.
1.4 Thesis aims
The major aim of this thesis is to simultaneously investigate the fundamental aspects of micro/me-
soscale combustion to provide a design/operation guideline of the combustion based system, and
work towards a full system demonstration for micro-power generation. To be specific, the research
objectives are:
1. to develop a set of modelling techniques that gives guidelines and best practices for performing
the micro/mesoscale combustion simulations;
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2. to perform numerical simulations to understand the underlying physics/chemistry that deter-
mines the flame behaviours including flame stabilisation and various flame instabilities;
3. to experimentally study the role of wall materials choices on the flame stability limits of the
combustor as well as their suitability on the micro-power generation;
4. to integrate a energy conversion system with the combustor setup to demonstrate micro-power
generation and study the choices of materials/operating conditions that increase the power out-
put.
The thesis outline is as follows:
• Chapter 2 develops a set of modelling techniques for simulating micro-flame propagation. It
examines the effect of modelling choices on the numerical simulation of combustion in narrow
channels. This chapter is mainly based on a paper published in Computers & Fluids 144 (2017)
117–136.
• Chapter 3 numerically examines the effects of additives (hydrogen and carbon monoxide)
on premixed methane/air flame dynamics. Suppression of flame instabilities via additives is
demonstrated, with a deep understanding of the underlying physics and chemistry provided.
Validation works of the numerical model against experimental studies are also included in this
chapter. This chapter is mainly based on a paper published in Combustion and Flame 173
(2016) 266–275.
• Chapter 4 investigates the effect of wall temperature profiles on the simulated premixed methane/air
flame behaviours. The role of the chemical heat release and the gas-solid heat transfer in de-
termining the micro-flame propagation speed is identified. This chapter is entirely reproduced
from a paper that will be submitted to a peer-reviewed journal.
• Chapter 5 experimentally explores the use of a novel thermally orthotropic material (pyrolytic
graphite) in a mesoscale combustor. Broadening of flame stability limits and a uniform temper-
ature distribution are achieved. This chapter is mainly based on a paper published in Applied
Thermal Engineering 85 (2015) 234–242.
• Chapter 6 proposes and develops a novel, compact mesoscale thermophotovoltaic (TPV) power
generating system. The use of a combination of porous media combustion and a simple band-
pass filtering method to improve the power output is demonstrated. This chapter is mainly
based on a paper published in Energy Conversion and Management 133 (2017) 127–137.
• Chapter 7 summaries the work and contributions of this thesis, along with recommendations
for future directions.
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Part I
Numerical investigations of transient flame
behaviours
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Chapter 2
Developing a modelling approach for
micro/mesoscale combustion
Chapter 1 has discussed the necessity of performing numerical simulations in developing the under-
standing of micro/mesoscale combustion. A bunch of numerical studies were performed in literature,
in which some numerical techniques are considered as well-accepted “ingredients” in the community,
while other modelling choices used are less-justified and need more discussions.
This chapter aims to develop a set of modelling methods for simulating a transient flame propa-
gation problem in narrow channels, using our in-house Navier-Stokes solver Eilmer. It contains new
information regarding the influences of the various modelling choices that have not been previously
investigated.
After identifying the standard numerical techniques, the less well-established modelling choices
are then thoroughly assessed, with adequate discussions. Those choices include the estimation of the
truncation errors, the means for setting the boundary conditions, selection for appropriate reaction
schemes and strategies for initialising simulations.
Introduction Section 2.1 23
Reproduced from a paper published in Computers & Fluids, with small modifications:
X. Kang, R. J. Gollan, P. A. Jacobs, A. Veeraragavan, On the influence of modelling choices on
combustion in narrow channels, Computers & Fluids 144 (2017) 117–136.
Abstract
This paper examines the effect of modelling choices on the numerical simulation of premixed methane/air
combustion in narrow channels. Knowledge on standard and well-accepted numerical methods in lit-
erature are collected in a cohesive document. The less well-established modelling choices have been
thoroughly evaluated and discussed. A systematic method of computing the grid convergence index
(GCI) has been presented for refining the computational grid. Two types of inflow boundary condi-
tions have been tested and compared in terms of their wave-damping characteristics. The effect of
different reaction schemes on simulation results have been examined and an appropriate mechanism
(DRM-19) has been selected. Various types of ignition strategies to initiate the flame have been tested
and compared. The transient ignition process which has not been discussed extensively in existing
literature has been quantitatively described in this paper.
Keywords:
Micro/mesoscale combustion; Numerical Modelling; Boundary conditions; Grid Convergence Index;
Ignition Methods
2.1 Introduction
Micro/mesoscale combustion has received research impetus in the past two decades for both funda-
mental understanding and targeted application in portable power systems and propulsion systems for
small scale rockets. Compared to traditional electrochemical batteries, micro/mesoscale combustion
takes advantage of the considerably higher energy densities (45 vs 0.6 MJ/kg) and instant recharge-
ability, thereby leading to fewer logistical issues [1]. Fundamentally, micro/mesoscale-combustion
can be viewed as combustion in narrow passages or ducts typically on the order of the flame thick-
ness, with strong thermal coupling between the combustor’s structure and the flow. At these scales,
combustion poses challenging problems. For example, the large combustor surface heat losses and
short flow residence times can potentially induce flame instabilities or even flame quenching [5].
In order to make micro/mesoscale combustion a viable technology, it is critical to comprehensively
understand its fundamental aspects and tackle the challenges identified.
Past work on experimental studies established [55] and enhanced [66] operational regimes/ flame
stability limits, and demonstrated a range of interesting flame features such as flames with repetitive
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extinction and ignition (FREI) [56] as well as various flame patterns [65].
However, experimental works have inherent difficulties in obtaining spatially resolved measure-
ments on a small scale. Similarly, theoretical models can also be used to understand the underlying
microcombustor physics regarding heat recirculation [46, 67], however, their results can only be inter-
preted in a qualitative sense as they use several simplifications and assumptions in order to develop a
closed-form solution. On the other hand, numerical models do not make such assumptions and are ca-
pable of quantitatively revealing detailed physical features and can therefore be used as a reliable tool
that develops the understanding of current configurations and supports the design of future systems.
Some past numerical simulations using a steady-state [48, 68–73] or transient [56, 61, 62, 74–78]
model were conducted, with a focus on the flame stabilities and flame dynamics.
In the realm of simulation works, some numerical methods/modelling choices are considered as
well-accepted standards in the micro/mesoscale combustion community. For instance:
• Since the characteristic length scale for micro/mesoscale combustion is on the order of sub-
millimetres to several millimetres, the Reynolds number is relatively small. The flow condition
thereby typically remains in the laminar regime. It should also be noted that some numerical
studies [79, 80] used turbulence models to simulate micro-combustor with complex geometries
(cavities/bluff bodies) since the burning velocities of those micro-flames were dramatically
enhanced, leading to the Reynolds number exceeding the critical value.
• Under low Reynolds number conditions, molecular mass diffusion becomes a primary mech-
anism for mixing [4]. The mixture Lewis number is found to have an important influence on
the formation of different flame modes [81]. Therefore, an appropriate mass diffusion model is
needed.
• On the other hand, the “small” characteristic dimensions are still significantly larger than the
molecular mean free path [5]. The Knudsen number (defined as the ratio of mean free path to the
characteristic length) is adequately small such that continuum theory is still a good assumption.
• Analogous to combustion at a conventional scale, micro/mesoscale combustion has also con-
siderable effects on the density of the gas due to the chemical heat release. The low speed flows
at small scales should still be regarded as compressible.
However, as per the authors’ knowledge, there are still some modelling techniques/choices which
are less well-established or need more discussion. For example, if the reason for the choice of a
particular model has not been explained in detail. Table 2.1 has summarised the simulation choices in
past studies with our remarks. It sets the scope of this study. In the author’s opinions, the less-justified
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modelling choices include considerations on the truncation error choice (related to the grid refinement
study), the means for setting the boundary conditions, selection for appropriate reaction schemes and
strategies for initialising simulations.
In this paper, the authors have developed, through investigation, a set of modelling techniques that
gives guidelines and best practices for performing the micro-flame simulations. After an introduc-
tion to our in-house numerical solver in Section 2.2, the choices of the above-mentioned modelling
approaches will be thoroughly considered and studied for a premixed methane/air flame in a narrow
channel. The authors wish to share the findings as recommendations for others.
2.2 Numerical solver
Figure 2.1 shows the two-dimensional (2D) computational domain between two parallel plates for the
numerical model. The channel length (L) is 6 mm and channel height (H) is 0.6 mm, which forms a
length-to-height aspect ratio of L/h = 10.
L = 6 mm
H = 0.6 mm
Wall
Figure 2.1: Computational domain of the planar micro-channel.
As mentioned earlier, the premixed methane/air flame propagation in this 2D, planar micro-
channel is numerically studied using our in-house code, Eilmer [82], which solves for transient, com-
pressible, reacting flows. A cell-centred, finite volume method is employed for the discretisation of
the governing equations.
The solver is based on the integrated Navier-Stokes equations over a control volume, which can
be written as
∂
∂t
∫
V
UdV = −
∮
S
(
F i − F v
) · nˆ dA+ ∫
V
QdV , (2.1)
where V is the control volume and S is the bounding surface. The symbol nˆ represents the outward-
facing unit normal of the bounding surface. U , F i, F v and Q are the conserved quantities, inviscid
fluxes, viscous fluxes and source terms respectively.
A detailed description of the solver and governing equations is given in the article by Gollan and
Jacobs [82]. The key governing equations are repeated here for completeness. For a two-dimensional
model, the array of conserved quantities U can be written as a summation of density, x-momentum
per volume, y-momentum per volume, total energy per volume and mass density of species s:
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Table 2.1: Summary of simulation choices for micro-flame numerical studies.
Simulation choices Commonly applied
methods in literature
Well established ?
or subject to debate
Steady-state/
transient
The choice depending on
the interest of research
Transient flow (more general)
is studied in this work
Laminar/turbulent Without turbulence model
for most cases
Yes
Thermodynamic
properties (species)
Piecewise polynomial curve fitting
as a function of temperature
Yes
Thermodynamic
properties (mixture)
Mass fraction weighted sum
of each species
Yes
Thermal transport
properties (species)
Piecewise curve fitting
or using kinetic theory
Yes
Thermal transport
properties (mixture)
With appropriate mixing rules Yes
Mass diffusion Mixture-averaged or multicomponent
based on kinetic theory
Yes
Chemical kinetics Finite-rate chemistry with
various reaction schemes used
The choice of an appropriate
scheme needs discussion
Boundary conditions
Velocity inlet
Fixed pressure outlet
No-slip wall
More discussions in this work:
e.g. a mass flux inflow BC should
be used instead of velocity inflow
Initiation strategy Several methods used
with limited details
Flame ignition process
needs quantitative study
Grid refinement Usually determined with
visual observations
Requiring for a more rigorous
and systematic method
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U =

ρ
ρux
ρuy
ρE
ρYs

. (2.2)
where ux and uy are the Cartesian velocity components, E is the specific total energy of the gas
mixture (a sum of the internal energy and kinetic energy: E = e + 1
2
(u2x + u
2
y)) and Ys is the mass
fraction of species s.
The inviscid fluxes F i are expressed as
F i =

ρux
ρu2x + p
ρuyux
ρEux + pux
ρYsux

iˆ+

ρuy
ρuxuy
ρu2y + p
ρEuy + puy
ρYsuy

jˆ , (2.3)
where p is the static pressure.
The viscous fluxes F v are expressed as
F v =

0
τxx
τyx
τxxux + τyxuy + qx
Jx,s

iˆ+

0
τxy
τyy
τxyux + τyyuy + qy
Jy,s

jˆ . (2.4)
The viscous stresses are
τxx = 2µ
∂ux
∂x
− 2
3
µ
(
∂ux
∂x
+
∂uy
∂y
)
,
τyy = 2µ
∂uy
∂y
− 2
3
µ
(
∂ux
∂x
+
∂uy
∂y
)
,
τxy = τyx = µ
(
∂ux
dy
+
∂uy
dx
)
,
(2.5)
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where µ is the dynamic viscosity of the gas mixture. The viscous heat fluxes are
qx = k
∂T
∂x
+
∑
s=all
Jx,shs ,
qy = k
∂T
∂y
+
∑
s=all
Jy,shs ,
(2.6)
where k is the thermal conductivity of the gas mixture, T is the static temperature, Jx and Jy are the
species mass diffusion fluxes and hs is the standard enthalpy of formation of species s.
The vector of source term Q on the right-hand side of the governing equation can be written as
Q =

0
0
0
0
ω˙s

, (2.7)
where ω˙s is the production/loss rate of species s.
The evaluation of thermodynamic (specific heat, enthalpy and entropy) properties for the com-
ponent species used polynomial curve fits with the database from the NASA CEA program [83].
The evaluation of thermal transport (viscosity and thermal conductivity) properties for the component
species primarily used the curve fits in the same form as that used by the CEA program. When a par-
ticular species data was not available, Sutherland’s three coefficient law (based on kinetic theory) [84]
was used to calculate transport properties. It should be noted that other studies [56, 61, 62, 68, 71, 80]
have incorporated the CHEMKIN code [85] to evaluate the thermodynamic and transport properties
for each species. CHEMKIN used essentially the same thermodynamic database and only a slightly
different fitting procedure from the CEA code by Gordon and McBride [83]. The state for the gas
mixture was then calculated based on a mass fraction weighted sum of individual species for thermo-
dynamic properties and using Wilke’s mixing rule [86] for transport properties.
Fick’s law, using mixture-averaged diffusion coefficients [87] is implemented to evaluate the
species mass diffusion. The mixture-averaged diffusivity of species s is expressed as
Ds =
1− xs∑N
i 6=s(xi/Dsi)
, (2.8)
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where xs and xi are the mole fractions of species s and i respectively, N represents the total number
of species in the mixture, Dsi is the binary diffusion coefficient for the species pair s and i and can be
calculated from the CHEMKIN transport database [88] using the Chapman-Enskog relation [87].
A correction for calculated fluxes is performed in order to guarantee total mass conservation nu-
merically (i.e., meet the requirement of the diffusion mass fluxes summing to zero) [89]. The species
mass diffusion fluxes are thereby expressed as
Jx,s = −ρDs∂Ys
∂x
− Ys
∑
i=all
ρDi
∂fi
∂x
,
Jy,s = −ρDs∂Ys
∂y
− Ys
∑
i=all
ρDi
∂fi
∂y
.
(2.9)
The mixture-averaged diffusion model has been proved to be accurate in predicting the laminar
burning velocity of premixed methane/air and hydrogen/air flame compared to the full multicompo-
nent diffusion model [90]. This diffusion model was also widely used in micro/mesoscale combustion
simulations [56, 69, 91].
The solver uses operator-splitting to sequentially update the flow properties due to fluid dynam-
ics (inviscid and viscous fluxes) and then the changes due to chemistry (combustion reactions). For
the fluid dynamics computation, the cell-centred variables of pressure, temperature, velocity compo-
nents and species mass fractions are reconstructed using a piecewise parabolic method as presented
in Gollan and Jacobs [82] (PPM) at cell interfaces. Other flow quantities e.g. density and internal
energy are then calculated from the thermochemical model. Based on the reconstructed values, the
AUSM+-up flux calculator [92] which has specifically been formulated to maintain accuracy at all
speed regimes for compressible flow is used to compute the inviscid fluxes. The Gauss’s divergence
theorem is applied to compute the spatial derivatives at the centre of secondary cells (defined as the
volume surrounding a primary-cell vertex). Then the vertex values are averaged to obtain a midface
viscous flux. The spatial order of accuracy of the PPM scheme was originally third-order. How-
ever, since the variable-by-variable reconstruction process is done in a direction-by-direction fashion
(working along one dimension at a time) and the mid-point quadrature is used to sum the flux con-
tributions in each direction of the finite-volume cell, the spatial accuracy of our formulation reduces
to second-order. Both the inviscid and viscous flux (calculated based on the reconstructed variables)
are second-order accurate in space. Finally, a quasi-steady state ODE solver is used for the finite-rate
chemistry implementation to determine the chemical production and loss term ω˙. The details of these
solver numerics can be found in [82].
It should be mentioned that in the low Mach number limit the standard density-based compress-
ible code may have stability and accuracy problems [92–94]. This is because the large disparity
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in acoustic wave speeds and small-magnitude flow velocities renders the system considerably stiff.
A large portion of studies in literature [48, 62, 68, 69, 71, 80] used the SIMPLE (Semi-implicit
pressure linked equations) scheme (a pressure-based method originally developed for incompressible
flows) [95] to avoid density-based compressible flow issues. Other studies [56] performed modi-
fications to their compressible solvers downward to low Mach numbers through decomposing the
pressure into two terms - thermodynamic pressure and hydrodynamic pressure. Our code, alterna-
tively used the AUSM+-up flux splitting scheme (proved to be reliable and effective for low Mach
number compressible flows [92]) to solve this issue without modifying the governing equations.
Time-accurate and numerically stable solutions are obtained by using the explicit three-stage
Runge-Kutta time-marching scheme and setting the Courant-Friedrichs-Lewy (CFL) number to a
relatively low value to choose the simulation time step. Figure 2.2 shows the total heat release rate
(THRR) evolution for a period of flame propagation time using different CFL numbers. The THRR is
calculated by integrating the HRR over the whole computational domain:
THRR =
∫
V
HRRdV = −
∫
V
∑
s=all
ω˙shs dV . (2.10)
Results indicate that the CFL number of 0.45 is small enough for obtaining time-step-independent
solutions and is thereby set in this study. Further increase of the CFL number could lead to difficulties
in solving for the thermodynamic state of the gas mixture, owing to the relatively “loose” coupling
between the gas-dynamic processes and the highly nonlinear finite-rate chemical-kinetic processes
under the current sequence of operations for the time-step update.
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Figure 2.2: Effect of the CFL numbers on the total heat release rate (THRR) evolution for a period of flame
propagation time.
In the following sections, the effect of some modelling choices on the micro-flame problem will
be assessed, including grid refinements, boundary conditions, reaction schemes and flame ignition
methods. In order to facilitate the discussion, it is necessary to establish a “baseline” case.
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• Mesh density: 460×46 cells with the density of ∼0.013 mm. Detailed grid refinements were
performed to ascertain that this was a suitable mesh density. These are discussed later.
• Boundary conditions (BC):
– Inlet: The total temperature T0 = 300 K, CH4/air mixture equivalence ratio φ = 1.0, and
uniform mass flux m˙′′ = 1.122 kg/m2/s (' 1 m/s inflow velocity) are set. Under this
condition, the flame is found to be stabilised roughly in the middle of the channel, which
minimises the influence of the inflow/outflow boundary conditions on spatial derivatives
of variables in the flame region to facilitate the grid refinement study.
– Outlet: pressure p = 1.01325 × 105 Pa is set for studying micro-flames at atmospheric
conditions.
– Wall: A hyperbolic tangent temperature profile ramping from 300 K to 1400 K is pre-
scribed, as done in previous works [56, 59, 61].
– Symmetry BC is not applied at the channel centreline, as also done by Pizza et al. [56]
and Ayoobi et al. [75]. This allows any naturally occurring transverse oscillations to form.
The symmetry BC at the centreline was found in past-work to suppress such behaviour.
• Domain fill conditions:
– pressure equals outlet pressure
– stagnation temperature equals inlet stagnation temperature
– mass flux equals inlet mass flux
• Reaction scheme: DRM-19 [96]. It was pointed out by Marra et al. [97] that the ability of
correctly reproducing the adiabatic flame temperature and extinction curve (in the equivalence
ratio - residence time plane) was important for a proper choice of the chemistry scheme for
studying combustion oscillations. The reaction scheme used in this study was found to be
an accurate representation of the chemistry for heat release (determining the adiabatic flame
temperature) and ignition delay (strongly correlated to flame ignition/extinction features) for
CH4-air combustion in [98]. Capturing heat release and ignition delay are of primary interest
in transient microcombustion simulations.
• The ignition method of incorporating a short-lived “ignition-zone” (located between 0.75L -
0.8L, in effect for the first 0.5 ms) is used, which is found to be the most efficient means to
initiate the flame among three methods tested in this study.
Simulations in this study follow the “baseline” settings unless otherwise stated. This “baseline”
is a case in which the flame, after initiation, is time-marched to its steady-state. The term “steady-
state” is used to describe a stable flame which does not temporally change in its spatial location and
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the THRR. In Section 2.5, a case showing spatially oscillating flames, in addition to the steady-state
flame case, is also assessed for comparing different reaction schemes.
The criteria of the global mass and energy residuals (the maximum relative imbalance of the
mass and energy equations over all computational cells) being below the threshold values noted in
Equation 2.11 is applied to rigorously determine whether the flame has reached its steady-state:
Residualmass ≤ 10−8
Residual energy ≤ 10−6
(2.11)
Figure 2.3 shows the temporal evolution of the global mass and energy residuals for the simulation
of the “baseline” case. It can be found that the convergence criterion has been met after the simulation
time t = 7.8 ms.
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Figure 2.3: Global residuals for the mass (a) and energy (b) equation for the simulation of “baseline” case.
The simulations in this paper were performed in parallel using MPI with each simulation us-
ing 64 cores (2.6 GHz Intel Xeon processor) primarily on the Australian national supercomputing
cluster [99]. The computational cost varies from case to case, some example numbers are listed in
Section 2.5
2.3 Grid resolution
Grid convergence studies have not received a rigorous consideration for quantitative assessment in
the microcombustion literature in general. The mesh density has typically been determined by visual
observations of some of the variables (primarily the temperature along the flow direction) between
successive mesh refinements or in some instances concluded on the basis that further refinement of the
mesh produced no discernible change. What was deemed to be “discernible” is often unclear. Jejurkar
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and Mishra [72] performed a more rigorous method of computing the grid convergence index (GCI).
The axial and radial reaction rate profiles were checked for their annular heat recirculating micro-
combustor. This GCI method was originally proposed by Roache [100] and was more widely adopted
in general CFD simulations including combustion simulations at conventional scale [101–103].
The method of grid convergence index (GCI) is based on the theory of Richardson Extrapola-
tion [100]. As the grid is refined, the discrete solutions should approach the true value (exact solu-
tions) asymptotically. The discrete solutions f on a mesh with spacing h can be related to the exact
solutions fexact via:
f = fexact + g1h+ g2h
2 + g3h
3 + ... , (2.12)
where gi is the coefficient of the ith order error term and does not depend on the discretisation.
Equation (2.12) can be written for two uniform meshes with a grid refinement factor r
f1 = fexact + g1h+ g2h
2 + g3h
3 + ... ,
f2 = fexact + g1(rh) + g2(rh)
2 + g3(rh)
3 + ... ,
(2.13)
where 2 and 1 denote the coarse and finer mesh respectively.
Combining the two sub-equations in Equation (2.13) and neglecting the higher order error terms,
the Richardson extrapolation estimate of the exact solution fexact can be expressed as
fexact ∼= f1 + f1 − f2
rpf − 1 , (2.14)
where pf is the formal order of accuracy and equals to 2.0 with our second-order spatially accurate
solver.
When solutions on three uniform meshes with a constant grid refinement factor are available, the
convergence conditions of the system can be checked as suggested by Stern et al. [104]. There are
three types of conditions possible:
(i) Monotonic convergence : 0 < Rc < 1
(ii) Oscillatory convergence : Rc < 0
(iii) Divergence : Rc > 1
(2.15)
where Rc is the convergence ratio and is written for the ith mesh as
Rc,i =
fi − fi−1
fi+1 − fi . (2.16)
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For conditions of monotonic convergence, the observed order of accuracy po,i can be extracted
explicitly from three grid solutions after computing Rc,i as above.
po,i = ln(
1
Rc,i
)/ ln(r) . (2.17)
Where, r is the grid refinement factor between successive meshes. The Grid Convergence Index
(GCI) provides a uniform method for reporting grid refinement studies. The GCI indicates an error
band on how far away the discrete solution is from the asymptotic value. For the grid refinement from
coarser to finer mesh (i+1→i), the GCI can be written as
GCIi =
Fs
rp − 1
∣∣∣∣fi+1 − fifi
∣∣∣∣ , (2.18)
where Fs is the factor of safety. Roache [100] has recommended Fs = 3.0 and p = pf for the mini-
mal case of only two grid calculations while Fs = 1.25 and p = po,i when three or more systematically-
refined meshes are available. As suggested by Roache [100] and Oberkampf [105], for simple topolo-
gies of Cartesian meshes, grid refinement factors as small as r = 1.1 can be employed without signif-
icant effects from other error sources, such as machine round-off errors.
Therefore, a set of uniform meshes 125×13 (mesh-6), 162×17 (mesh-5), 210×22 (mesh-4),
273×27 (mesh-3), 354×36 (mesh-2) and 460×46 (mesh-1) with a grid refinement factor of ∼1.3
were used for our assessment of the micro-flame problem in this work. The roughly square cell size
in the these meshes were 48.0, 37.0, 28.5, 22.0, 17.0 and 13.0 µm respectively. A uniform mesh (with
no clustering of cells) was employed to preserve the same spatial accuracy over the entire domain as
the flames simulated were moving through the channel until steady-state was achieved.
For the GCI calculation, the domain integrated variable THRR and peak values of the tempera-
ture and some important radicals/intermediates (methyl CH3, hydroxyl OH, formyl HCO and carbon
monoxide CO) mole fractions over the domain at different levels of mesh refinement were selected
and compared for a steady-state flame.
The variable profiles along the channel centreline for different mesh levels are shown in Figure 2.4.
When the mesh is refined from the coarsest level (mesh-6) to the finest level (mesh-1), solutions for
all selected variables are clustered from visual observation. However, this “clustering” during the
mesh refinement process has experienced three different stages:
• Oscillatory convergence: This condition occurs when the mesh is refined from the level 6
(125×13 cells) to level 3 (273×27 cells). As shown in Table 2.2, the calculated convergence
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Figure 2.4: Profiles of temperature and species mole fractions along the channel centreline at different mesh
levels for steady-state flames at t = 8.0 ms.
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ratios Rc are negative for the CH3, OH and temperature peak for the grid refinement 6→5→4,
and for the OH and temperature peak for the grid refinement 5→4→3 respectively. Moreover,
even the flame location exhibits oscillatory convergence when the grid is refined, as can be
seen in the domain-enlarged Figure 2.5. Without further grid-refinement, the grid-independent
solutions cannot be attained at this oscillatory stage. This is also where the “visual” inspec-
tion method could face a potential pitfall. For example, if one accidentally selected mesh-6
(125×13 cells), mesh-5 (162×17 cells) and mesh-3 (273×27 cells) as the three meshes for a
convergence study. It will be tempting to choose mesh-5 as being sufficient. However, this
will be incorrect as this mesh is in the “oscillatory” convergence region as seen from Fig. 2.5,
where the temperature and the CH3 profiles show that mesh-4 (210×22) deviates from mesh-5
and mesh-3 in an oscillatory manner. Moreover, a statistically quantifiable error such as the
GCI cannot be computed for these meshes. If the objective of the computational study is a
temporally changing phenomenon (such as flame oscillations or other dynamic behaviour) then
choosing such a grid, that is not converged properly even for a “steady” solution, would make
it impossible to discern a “real” physical phenomenon from numerical artefacts.
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Figure 2.5: Grid refinement from the mesh-6 to mesh-3, showing oscillatory convergence (Rc < 0).
• Divergence: Upon further mesh refinement 4→3→2, the peak values of all selected species
show divergence with the calculated convergence ratios Rc > 1, as indicated in Table 2.2.
However, the domain integrated variable THRR shows good convergence behaviour (mono-
tonic) with the convergence ratio 0 < Rc < 1 and the observed order of accuracy po = 2.35
approaching the formal order of accuracy (pf = 2.0). A domain-enlarged plot at this refinement
stage is also shown in Figure 2.6.
• Monotonic convergence: As discussed earlier, discretisation errors due to truncation of the
domain can only be quantitatively assessed when the solutions are monotonically converged.
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Table 2.2: Summary of the GCI calculation for selected variables on different mesh levels for steady-state
flames at t = 8.0 ms.
Mesh XCH3,max XOH,max XHCO,max XCO,max Tmax (K) THRR (W)
6 (125× 13) f 6.254×10−3 6.208×10−2 2.035×10−4 1.641×10−2 2248.37 1690.09
5 (162× 17)
f 6.267×10−3 6.143×10−2 1.972×10−4 1.606×10−2 2235.12 1697.86
Rc
† -4.07 -0.34 0.09 0.02 -0.08 0.02
po - - 9.18 15.60 - 14.14
4 (210× 22)
f 6.217×10−3 6.165×10−2 1.966×10−4 1.606×10−2 2236.16 1698.05
Rc
† 0.58 -0.21 2.80 37.88 -6.10 28.26
po 2.07 - - - - -
3 (273× 27)
f 6.189×10−3 6.160×10−2 1.950×10−4 1.584×10−2 2229.85 1703.42
Rc
† 2.71 4.69 2.99 1.02 0.99 0.54
po - - - - 0.02 2.35
2 (354× 36)
f 6.112×10−3 6.139×10−2 1.903×10−4 1.562×10−2 2223.59 1706.32
Rc 0.67 0.35 0.35 0.37 0.54 0.59
po
‡ 1.50 4.04 3.97 3.80 2.38 1.99
GCI (%) 3.27 0.63 4.51 2.56 0.51 0.31
1 (460× 46) f 6.060×10
−3 6.131×10−2 1.886×10−4 1.554×10−2 2220.23 1708.04
GCI (%)∗ 2.23 0.22 1.60 0.95 0.27 0.18
† If solutions show oscillation (Rc < 0) or divergence (Rc > 1), the observed order of accuracy po cannot
be calculated (leading to either natural logarithms of negative numbers or negative values of po, according to
Equation (2.17)).
‡ If the calculated observed order of accuracy po is larger than the formal order of accuracy pf , an order of
accuracy p = pf = 2.0 will be used instead of the po for calculating the GCI.
∗ GCI calculation on mesh-1 shares the same Rc and po on mesh-2.
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Figure 2.6: Grid refinement from the mesh-4 to mesh-2, showing divergence (Rc > 1).
This condition has been achieved for the mesh refinement 3→2→1. As shown in Table 2.2,
for all of the variables examined, the convergence ratios Rc are between 0 and 1. However,
the variables that are examined on a “peak value” basis are found to have the observed order
of accuracy (po) deviated from the formal order of accuracy (pf = 2.0). The only domain
integrated variable (THRR) matches the formal order of accuracy. This is because the spatially
local variables are more “sensitive” to the mesh grading, while the domain integrated one which
is globally evaluated over the whole computationally domain is easier to attain well behaviours
during mesh refinements. For the calculated po larger than the pf , an order of accuracy p = pf =
2.0 is used for calculating the GCI to avoid underestimated discretisation errors. Results show
that the computed GCI2 and GCI1 of all variables are below 5%, representing reasonably low
discretisation errors for both the mesh-2 and mesh-1.
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Figure 2.7: Grid refinement from the mesh-3 to mesh-1, showing monotonic convergence (0 < Rc < 1).
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Therefore, the mesh size of 17 µm (mesh-2, 354×36 cells) is determined to be the maximum-sized
mesh that can provide grid-independent solutions. This value is found to be slightly lower than many
of the mesh densities used in the literature [48, 56, 62, 68, 71, 75, 80] (ranging from 19 to values larger
than 50 µm). Since only a few of the past studies used the GCI method, visual observations of the
solutions might have a less strict requirement on grid refinement. Moreover, the geometries/dimen-
sions of the domain, reaction schemes used and spatial accuracy of the solver (for example, higher
order schemes could allow for coarser mesh density to maintain the spatial accuracy [56, 61]) are also
considered to be factors which affect the required mesh densities. However, the main point here is
that the GCI method used in this paper is a proper way to quantify the discretisation errors during the
mesh refinement process. It gives the confidence that the data presented by the authors are within the
5% error band compared to the exact solutions (Richardson extrapolated values).
In this work, all the results in the other sections are obtained in a conservative means of using the
finest grid (460×46 cells, cell size of 13 µm). We chose this even though the GCI study showed that
this is not strictly necessary, in order to minimize the influence of numerical error due to mesh density
when investigating the other modelling choices.
2.4 Considerations on boundary conditions
In this section, we discuss our considerations on setting appropriate boundary conditions. Figure 2.8
shows the overview of the chosen boundary conditions for the modelling of combustion in a planar
micro-channel.
L
H
Wall temperature proﬁle
Figure 2.8: Boundary conditions used for the micro-channel and three monitored points for the comparison of
two types of mass flux inflow boundary conditions.
A prescribed hyperbolic tangent wall temperature profile was first experimentally applied by
Maruta et al. [52] and then became a typical wall boundary condition in transient micro-combustion
simulations [56, 59, 61]). The settings in literature can be viewed as a common method for simulating
a decoupled heat transfer mechanism between the gas and solid wall. Since this paper focuses on the
effect of modelling choices on the gas-phase combustion, we follow this setting to use a no-slip wall
BC with a prescribed temperature distribution (to mimic the heat recirculation via wall conduction)
as a baseline. The wall temperature ramps from the mixture inlet temperature of 300 K to a high
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temperature at 1400 K over the initial 1 mm of the channel length according to a hyperbolic tangent
function, and was maintained at this value for the remaining length of the combustor.
A solid heat transfer solver (considering the heat conduction in the solid walls with both the con-
vective and radiative heat transfer at the combustor outer surface) that is tightly coupled with our fluid
solver has been newly developed and verified [106]. In future works for studying the performance of
a “real” combustor, e.g. the transient thermal response of the walls to the flame propagation, time-
accurate simulations can be conducted in a more complex manner accounting for the conjugate heat
transfer at the fluid-solid interface.
At the outlet, the conditions are set to be atmospheric using a very well-established fixed pressure
outflow BC (which was adopted in many past studies [48, 56, 59, 62, 68, 71, 72, 75–77, 80]). The
pressure is set at 1.01325×105 Pa, while zero Neumann boundary conditions are imposed for the rest
of the variables.
Although the symmetry boundary condition at the channel centreline was widely used in litera-
ture [48, 58, 68, 71, 81], steady and unsteady asymmetric flames in a full narrow channel were also
reported in both experimental [107] and numerical studies [56, 58, 75, 77, 81]. In order to capture
asymmetric features of the flame, all simulations need to be performed for a full channel without the
symmetry assumption imposed.
For the inlet boundary, most of the past studies specified velocity profiles (either uniform [48, 56,
62, 68, 71, 72, 80] or fully developed [61, 68, 69, 71]) as well as the static temperature. However, it has
been pointed out that the velocity inlet boundary condition is intended for incompressible flows [108,
109], while its use in compressible flows might lead to non-physical phenomena such as the stagnation
conditions becoming very large or very small [109]. For compressible flows, two classes of inflow
boundary conditions can be applied. For the reservoir-type inflow BC, the total pressure and total
temperature are prescribed to fix the stagnation condition [108, 109]. Our previous simulations [76]
adopted this type of reservoir inflow BC to study the flame dynamics. Alternatively, one can also
prescribe the total temperature and mass flux across the boundary and leave the total pressure to
be self-adjusted, which is called the mass flow inlet boundary condition [109]. For the simulation
of micro-flame problems, matching a prescribed mass flow flux is more “realistic” than matching
the total pressure of the inflow stream, since the mass flow rate is usually regulated in experimental
studies (e.g. via mass flow controllers).
In this work, two types of inflow mass flux boundary conditions have been applied and compared,
in both of which, the gas total temperature (T0), mass fractions of incoming species and a uniform
mass flux (m˙′′) across the boundary are specified. However, other variables (velocity, static pressure
and temperature, etc.) are calculated and set in two different means:
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• BC-typical: A typical type of mass flow inlet boundary condition analogous to that used in the
commercial CFD package FLUENT [109] was first tested. In this boundary condition, the static
pressure p at the boundary is extrapolated from the cells inside the interface. Using the ideal
gas law
p = ρRT (2.19)
where R is the gas constant of the inlet mixture, the velocity u can be related to the gas temper-
ature T via
u =
m˙′′
ρ
= m˙′′
RT
p
(2.20)
The energy balance equation at the boundary can be written as
h0(T0) = h(T ) +
1
2
u2, (2.21)
where h0 and h are the total enthalpy at stagnation conditions and the enthalpy at the tempera-
ture of T respectively. Using the secant method for root-finding, Equation (2.21) can be solved
to obtain the static temperature T .
• BC-NSCBC: A Navier-Stokes Characteristic boundary condition (NSCBC) based on the char-
acteristic wave relations [110] was applied. This type of inflow BC is capable of dealing with
numerical instabilities caused by acoustic waves propagating in the computational domain.
Miyata et al. [61] had used a similar boundary condition from the NSCBC family for their
direct numerical simulations (DNS) of micro-combustion (although the velocity profile was
prescribed rather than the mass flux).
In the NSCBC boundary condition, the amplitude variation of the outgoing sound wave from
the characteristic analysis of the Navier-Stokes equations can be written as
Lu−c = (u− c)(∂p
∂x
− ρc∂u
∂x
) (2.22)
where c is the local sound speed and (u − c) represents the velocity of sound wave moving in
the negative x directions (upstream-propagating).
The entropy wave and the incoming sound wave (downstream-propagating) are then decoupled
from the Local one-dimensional inviscid (LODI) relations [110] and can be expressed as
Lentropy = (1−Ma)/( 1
γ − 1 +Ma)Lu−c (2.23)
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Lu+c =
(Ma − 1)[Ma(γ − 1)− 1]
(Ma + 1)[Ma(γ − 1) + 1]Lu−c (2.24)
where Ma and γ are the local Mach number and heat capacity ratio respectively. According to
the LODI relations, the time variation of the density is related to the amplitude variations of
these three waves
∂ρ
∂t
+
1
c2
[Lentropy +
1
2
(Lu−c + Lu+c)] = 0. (2.25)
The updated change in the gas density ρ at each time step is used to compute the velocity u
based on the specified mass flux m˙′′ via Equation (2.20). The same energy balance equation
(Equation (2.21)) is solved using the secant root-finding method to evaluate the static tempera-
ture T . Finally, the static pressure p is obtained based on the ideal gas law (Equation (2.19)).
In order to make comparisons between the two types of mass flux inflow BC, three points at the
centreline of the computational domain were selected to monitor the temporal variation of pressure,
temperature and velocity. The chosen points are located at the two ends (the interior cells adjacent to
the inlet and outlet boundary) and at the centre of the channel (shown in Figure 2.8).
As shown in Figure 2.9, simulations using BC-NSCBC and BC-typical exhibit almost the same
behaviour for the temporal variations of variables. At the very start of the simulation, owing to the
drastic change in the flow temperature and density, a considerable amount of acoustic waves are
generated that propagate back and forth within the channel, leading to large pressure and velocity
oscillations at the inlet (point 1) and outlet (point 3) respectively, and even backflow at the middle of
the channel (point 2, for the time between 0.065 and 0.1 ms). In less than 0.5 ms, these oscillations
are gradually damped out. The pressure reaches its stable values rapidly while the temperature and
velocity need a longer time to evolve during the process of the flame propagation. As the flame
propagates from the ignition position (0.75L - 0.80L) to its at-rest location (around the middle of the
channel), the temperature and velocity at point 2 then increase beyond those at point 3, and finally all
variables asymptotically approach their steady state (details of the flame propagation process will be
discussed in Section 2.6).
Cross-sectional profiles at steady state of the streamwise velocity (x-direction) are compared for
the two boundary conditions in Figure 2.10 so that the effect on entrance length development can
be examined. The velocity profiles are extracted at locations 1%, 2%, 4%, 8% and 16% of the
channel length. For both types of inflow BC, an identical entrance length of 8% of the channel length
is required for the flow to become fully developed beyond the influence of entrance effects. The
increased velocity at x = 16% of the channel length, is due to the thermal heating (from the hot wall
and the flame) that the flow experiences which leads to a lowering of the density and consequently an
increase in the velocity due to mass conservation.
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Figure 2.9: Temporal variation of pressure, temperature and velocity at three monitored points for the inflow
boundary condition BC-typical ((a), (b) and (c)) and BC-NSCBC ((e), (d) and (f)) till 5 ms.
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Figure 2.10: Cross-sectional x-velocity profiles at stream-wise locations of 1%, 2%, 4%, 8% and 16% of
the channel length for the inflow boundary condition BC-typical (a) and BC-NSCBC (b), for steady-state
solutions.
Since both types of inflow BC represent quite similar wave damping characteristics and the same
steady-state solutions, while the BC-typical has a slightly lower computational cost (about 1.1 times
faster) than that of the BC-NSCBC. The BC-typical is therefore selected and used for the remainder
of this paper.
2.5 Reaction mechanisms
Combustion of hydrogen [56, 62, 71, 72, 80] or typical hydrocarbon fuels e.g. methane [59, 61, 68,
69, 75–77, 111], propane [48] and syn-gas [112] were studied in past simulation works. Hydrogen
has a higher energy density compared to hydrocarbons but it also suffers from severe problems of
storage and transport [113]. This paper focuses on a safer and more reliable fuel, methane, which is
the majority constituent of typical natural gas.
For the modelling of natural gas combustion, the reaction mechanism GRI-Mech [114] which
involves 53 species and 325 elementary reactions is widely regarded as the most complete scheme
capable of providing the best predictability of combustion properties in the numerical combustion
community. However, due to the limitation of computational cost, truncated or simplified reaction
schemes were used in past micro-flame simulations [68, 69, 75–77, 111].
In this study, the 19-species and 84-reaction methane/air kinetics (DRM-19) [96] which was trun-
cated from the full GRI-Mech chemistry was selected. Slavinskaya et al. [115] showed that the
atmospheric laminar flame speeds calculated using the DRM-19 mechanism were in a very good
agreement with both the full GRI-Mech scheme and experimental results. Moreover, this mechanism
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has also been proved to provide accurate modelling of ignition delay and heat release against experi-
mental data [98]. Therefore, the DRM-19 as the subset of the full GRI-Mech scheme was considered
to be a good compromise between saving computational costs and closely reproducing the main phys-
ical features of transient flames. Gauthier et al. [69] have also used this mechanism to study flame
stabilisation problem in small channels.
Some other simplified reaction mechanisms which were commonly used for methane/air combus-
tion were also examined and compared to the DRM-19 in this paper.
The Westbrook and Dryer two-step global reaction mechanism (WD-2) [116, 117] consists of two
reactions, where the oxidation of CO to CO2 is reversible:
(i) CH4 + 1.5O2 → CO + 2H2O ,
(ii) CO + 0.5O2 
 CO2 .
(2.26)
Past simulations [111] used its reduced version of WD-1 only having a one-step irreversible reaction:
CH4 + 2O2 → CO2 + 2H2O . (2.27)
Another commonly used global reaction scheme by Jones and Lindstedt (JL-4) [118] consists of
four reactions, where the third and fourth step are reversible:
(i) CH4 + 0.5O2 → CO + 2H2
(ii) CH4 +H2O → CO + 3H2
(iii) H2 + 0.5O2 
 H2O
(iv) CO +H2O 
 CO2 +H2
(2.28)
The original article [118] only presented expressions for calculating the forward reaction rates of the
four reactions. Methods for determining the reverse reaction rates of the step (iii) and (iv) can be
found in references [119] and [120].
Smooke and Giovangigli [121] have proposed a skeletal methane combustion mechanism, involv-
ing 16 species and 25 reversible reactions. This well-understood mechanism was also frequently used
in steady-state micro/mesoscale combustion simulations [68].
Simulation results with the above-mentioned reaction mechanisms (WD-2, JL-4, Smooke & Gio-
vangigli and DRM-19) were compared for the solutions of a steady-state flame (using the same mesh
density and the same inflow and boundary conditions as mentioned at the end of Section 2.2). Simu-
lations with the GRI-Mech scheme was not performed due to the higher computational cost (approx-
imately 4 times more expensive than the DRM-19).
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Table 2.3 has summarised the steady-state total heat release rate (THRR) and combustion effi-
ciency η for four reaction schemes. The combustion efficiency is defined as
η =
THRR
m˙ · YCH4 · LHVCH4
, (2.29)
where m˙, YCH4 and LHVCH4 are the mixture mass flow rate, mass fraction and lower heating value
of CH4 respectively. Simulations with the different reaction mechanisms do not show too much dif-
ference in the THRR. The maximum difference is less than 5% (with respect to the DRM-19). The
combustion efficiencies are all above 90% while the DRM-19 has the lowest degree of combustion
completeness owing to many more species and reactions involved. Computational costs for simula-
tions using different reaction schemes are also listed in Table 2.3.
Table 2.3: Summary of the steady-state total heat release rate, combustion efficiency and computational costs
for simulations using different reaction mechanisms with the same mesh density of 460×46 cells.
Mechanism
Species/
Reactions
Steady-state
THRR (W)
Combustion
efficiency η
Simulation time
until
steady-state (ms)
Wall clock time∗
per 1-ms simulation
time (hrs/ms)
WD-2 5/2† 1788.09 96.2% 2.7 7.1
JL-4 7/4† 1809.74 97.4% 2.9 7.4
Smooke &
Giovangigli
16/25† 1758.62 94.6% 3.1 24.2
DRM-19 22/84‡ 1708.04 91.9% 7.8 43.2
* each simulation using 64 cores on the Australian national supercomputing cluster [99]
† including inert species N2
‡ including inert species N2, Ar and He
Figure 2.11 shows the steady-state profiles of methane (CH4), carbon monoxide (CO), carbon
dioxide (CO2) and temperature along the channel centreline for four reaction schemes. It was found
that all four reaction mechanisms have led to different species and temperature distributions. Global
mechanisms (WD-2 and JL-4) show large deviations in these profiles from the more detailed chem-
istry. Smooke & Giovangigli and DRM-19 mechanisms show similar profile shapes but different
flame locations. This discrepancy can be attributed to the fact that the Smooke & Giovangigli pre-
dicts a higher burning velocity compared to the DRM-19 and thereby leads to a more upstream flame
stabilisation location.
Apart from the above-discussed steady-state flame case, one unsteady flame case has also been
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Figure 2.11: Profiles of CH4, CO, CO2 and temperature along the channel centreline for the reaction mecha-
nism of WD-2, JL-4, Smooke & Giovangigli and DRM-19 for steady-state flames.
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examined for these reaction schemes. Figure 2.12 (a) shows the spatially oscillating flame within one
oscillation cycle, which is obtained at a much lower inflow mass flux m˙′′ = 0.2244 kg/m2/s (1/5 of
the value for the “baseline” case), using the DRM-19 reaction scheme. The hyperbolic tangent wall
temperature ramp is moved to the centre of the channel length, in order to avoid the flame interacting
with the inflow boundary. This periodical flame oscillation, is attributed to the competition between
the flame propagation speed and the local flow velocity [78]. The flame propagation speed which
is larger than the local flow velocity in the flame-upstream-moving phase, however, is weakened
due to the large surface heat losses. During the phase where the flame propagates downstream, its
propagation speed is lower than the local flow velocity. However, during this phase it also starts to
get enhanced owing to the increased wall-preheating length.
300 K
1400 K
23.30 ms
23.90 ms
24.10 ms
25.00 ms
25.60 ms
0 1 2 3 54 6
x (mm)
0.0040 CH3 mole fract ions
DRM-19
 0
 300
 600
 900
 1200
 1500
 5  10  15  20  25  30  35
TH
R
R
 (W
)
Time (ms)
WD−2
JL−4
Smooke
DRM−19
(a) (b)
Figure 2.12: Spatially oscillating flames within one oscillation cycle, simulated using the DRM-19 reaction
scheme (a), and The THRR versus the simulation time for the unsteady flame case, for various of reaction
mechanisms (b).
The other three reaction mechanisms were also simulated at the same unsteady-flame condition.
However, as shown in Figure 2.12 (b), the JL-4 shows flame stabilisation while the Smooke & Gio-
vangigli eventually ends up with flame extinction. This can be explained by the fact that the JL-4
and Smooke & Giovangigli are not designed to predict the flame speed and ignition delay which are
strongly correlated to flame ignition/extinction features. For example, for the case of the Smooke
& Giovangigli, the flame first propagates upstream (after ignition) and then gets weakened signifi-
cantly owing to the “cold” walls. After that the flame is convected downstream by the flow and is
eventually extinguished. Although the pre-heating length is increased during the flame’s downstream
propagation, the mixture is found not capable of being re-ignited for this reaction mechanism.
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Only the WD-2 shows periodically varying THRR. The oscillation frequency and peak-to-peak
amplitude are moderately higher than the values for the DRM-19 (500 Hz vs 430 Hz, and 1100 W
vs 846 W respectively). Although this mechanism has qualitatively captured this oscillating flame
phenomenon, however, it always overestimates the flame temperature to a large extent as discussed
earlier (shown in Figure 2.11) and is therefore not able to provide a reliable design answer for micro-
combustors (especially when considering the temperature limit for mechanical failure of the combus-
tor wall).
Moreover, when comparing the ignition properties (low-temperature chemistry) between the WD-
2 and DRM-19 using an “auto-ignition” method (flame is automatically ignited owing to the high
wall-temperature, details described in Section 2.6), it is found that the WD-2 mechanism can initiate
the flame in a much shorter time (< 1 ms) as compared to the DRM-19 (∼ 6 ms). On the other hand,
the laminar flame speed (high-temperature chemistry) for the WD-2 is around 10% lower than that
for the DRM-19 [115, 122]. Since the flames are prone to showing more stabilities with a shorter
ignition delay and a higher burning velocity, while the WD-2 (with a shorter ignition delay but also
a lower flame speed) shows larger flame oscillations (shown in Figure 2.12 (b)), as compared to the
DRM-19, therefore, it can be indicated that the flame speed is a primary factor in determining the
above-discussed oscillating flame behaviours.
In summary, global reaction mechanisms of WD-2 and JL-4, and the skeletal scheme of Smooke
& Giovangigli, were not able to appropriately predict either the steady-state flame structure, or the
unsteady flame propagation. Therefore we do not recommend these for micro-flame simulations.
On the other hand, the DRM-19 that is capable of accurately predicting laminar flame speeds [115],
ignition delay and heat release [98], is recommended by the authors.
2.6 Ignition methods
Most of the transient micro-flame simulations in the literature focused on the dynamic behaviours
after the flame was established rather than on the ignition process itself. The descriptions of the
ignition process in the past works were only qualitative. This section aims to investigate various
simulated ignition methods and provide some quantitative discussions.
There are several means used to initiate the flame in the literature. Nakamura et al. [59] used a
steady-state flame as an initial solution to start the simulation. In Pizza et al.’s study of hydrogen
combustion [56], the flame was auto-established starting from an initial “cold” flow condition via
the heat transfer from the “hot” walls. Ayoobi and Schoegl [75] initiated the flame by a short-time
artificial ignition event which introduced radicals into the channel at one cell upstream of the inlet. A
high-temperature “patch” on the fluid zone was used in Wan et al.’s simulations to ignite their H2/air
mixture [80].
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In present work, three types of ignition strategies that draw inspiration from the above references
are used to initiate the flame:
• “Auto-ignition” - As the wall temperature is set high enough, the gas mixture is expected to be
capable of being ignited automatically after adequate pre-heating time.
• “Heat-zone” - Heat addition (of 1010 W/m3) within a small zone (0.3 mm × 0.6 mm, from
0.75L - 0.8L) in the channel is prescribed for the first 0.5 ms of the simulation time to initiate
the flame and then “switched-off” subsequently. The integrated heat addition over the special
patch (1800 W) is quite close to the steady-state THRR (1708 W). Lower values of the heat
addition was found not able to ignite the flame within 0.5 ms while higher values could lead
to large perturbations in the flow. In the source code implementation, this heat is added to the
volumetric source term in the energy equation.
• “Ignition-zone” - An artificial rate-controlling temperature (set at 2000 K) is used within the
same small zone as that for the “heat-zone” case to inflate the Arrhenius chemical reaction rates
while keeping the thermodynamic temperature as per the flow condition. This zone was also in
effect for the first 0.5 ms of the simulation time and then “switched-off” subsequently. It is a
method of seeding the inflow with radicals similar to [75]. The seed composition then develops
according to the inflow composition and reaction scheme. Since the seeding is controlled by
a single parameter - the rate-controlling temperature, this method reduces the arbitrariness of
seeding and conserves elemental mass. Under the current inflow condition, the set temperature
of 2000 K is found to be the minimum value that can ignite the mixture within 0.5 ms (tested
with the interval of 200 K, for example 1800 K is not able to establish the flame).
It should be mentioned that in “real” experiments, an electrode discharge or a torch/lighter is
normally used to initiate the flame. In those ignition processes, a spark or an external flame deliv-
ers a sufficient amount of energy to heat the mixture inside the combustor to the threshold ignition
temperature. In the sense of energy deposition, the numerical “heat-zone” is more close to the experi-
mental methods, although these physical ignition process can be much more “intrusive” (owing to the
presence of the spark or the additional flame).
In the following discussions, the peak methyl radical (CH3) mole fractions is chosen to repre-
sent the flame front location as CH3 was found to be the key radical that controls the flame ignition
and propagation via hydrogen abstraction reactions in the linear progression of CH4 to CO2. The
propagation speed of the flame front S with respect to the local flow velocity ux is defined as
S =
dxCH3
dt
− ux (2.30)
where dxCH3/dt is the moving velocity of the CH3 concentration peak.
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2.6.1 “Auto-ignition”
It is found that the “auto-ignition” method is not able to ignite the flame. Although the heat is trans-
ferred from the “hot” walls to the gas mixture, the short flow residence time does not allow generated
radicals to accumulate to a necessary level which can trigger the combustion within the channel. As
shown in Figure 2.13 (a), the THRR can only increase to a limited extent (∼0.37 W) and then becomes
flattened after the simulation time larger than 2 ms.
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Figure 2.13: The THRR versus the simulation time for the cases using the original (a) and modified (b) “auto-
ignition” method. For the modified method, the inflow mass flux m˙′′ is adjusted from 0.1122 to 1.122 kg/m2/s
at tchange = 5.7 ms.
Therefore, a modified ignition strategy is used: the inflow mass flux is set at one tenth of the
original value (from m˙′′ = 1.122 to 0.1122 kg/m2/s) initially to increase the flow residence time until
the the flame is ignited. After that, the m˙ is adjusted back to the desired value.
Figure 2.14 plots the temporal evolution of the flame for the modified “auto-ignition” case. As
the CH4/air mixture flows through the channel, it gets heated by the “hot” walls. Consequently,
CH3 radicals are generated at the wall vicinity. With the increase of flow temperature, CH3 radicals
spread out more widely over the downstream portion of the channel. Then CH3 radicals continue to
accumulate and the peak moves near the channel exit due to the longest preheating length of the wall.
At t ' 5.6 ms, a flame front is initiated and starts to propagate upstream within the channel. As
shown in Figure 2.13 (b), the THRR increases rapidly within a short time and peaks at ∼2400 W.
Then at t = 5.7 ms, the inflow mass flux is adjusted back to the original value of 1.122 kg/m2/s. Since
there is a delay before the high-velocity mixture flows through the channel, the flame continues to
propagate and can reach a further upstream position than its final steady-state location. During this
upstream-movement, the flame propagates quite fast, consuming the unburnt fuel rapidly with a high
heat release rate.
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Figure 2.14: Temporal evolution of CH3 mole fractions for the modified “auto-ignition” method.
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At t ' 6.3 ms, the flame reaches its most upstream location. After that, it gets weakened rapidly
due to the large heat losses to the walls and shorter pre-heating length for the incoming mixture. As a
result, the THRR experiences a drastic decrease (to a value of ∼1260 W at t = 6.7 ms), which leads to
a highly decreased flame propagation speed. Subsequently, as the flame speed is lower than the local
flow velocity, the flame is pushed downstream by the flow.
The downstream-moving flame moves much more slowly compared to the previous upstream-
moving one. During this period, the THRR and flame propagation speed starts to increase again
owing to the increasing pre-heating length for the reactants. Finally, as the flame speed is getting
close to the local flow velocity, the flame approaches its final location. After t = 10 ms, there is no
noticeable difference in the CH3 mole fraction contours. The rigorous steady-state criterion (mass
and energy residual) has eventually been met after t ' 13 ms with a stable THRR value of 1708 W.
2.6.2 “Heat-zone”
In order to study the variation of the flame when using the special zones, the process of flame ignition
and propagation was divided into three phases: ignition phase, flame bifurcation phase and flame
propagation phase.
Figure 2.15 shows the ignition phase when using a “heat-zone”. As a considerable amount of heat
is added, CH3 radicals are generated and accumulated within the zone gradually, and then retained
near the walls at high temperature. Because of the artificial heat addition, chemical heat release as
well as the the heat transfer from the “hot walls”, the bulk flow temperature then goes beyond the wall
temperature. Consequently, at t ' 0.4 ms, CH3 radicals start to move towards the channel centreline
with a drastic increase in their concentrations. At t = 0.5 ms, the maximum CH3 mole fractions and
flow peak temperature reach the value of 2100 K and ∼5×10−3 respectively, which is considered to
mark the flame establishment. At the same time point, the artificial heating is switched off.
After that, the flame is pushed a bit downstream owing to the absence of the “heat-zone”. How-
ever, as the flame has already been ignited, its intensity increases drastically with a burst in the THRR
(shown in Figure 2.16 (a)). Next, flame bifurcation starts to occur at t = 0.55 ms as shown in Fig-
ure 2.17. During this process, a bifurcated flame propagates downstream, consuming the unburned
mixture at the tail of the channel while the main flame curved in the opposite direction propagates
upstream. At t = 0.56 ms, the surface area of the two stretched flame fronts has been considerably
increased, accompanied with a peak value of the THRR (∼5600 W). Subsequently, the bifurcated
flame blows out, leading to a rapidly decreased THRR while the main flame changes its curvature and
gets ready for the subsequent acceleration in the propagation phase.
Temporal evolution of the flame in the propagation phase is shown in Figure 2.18. The flame
first propagates with quite a high speed, consuming the fuel rapidly with an increasing THRR (shown
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Figure 2.15: Temporal evolution of CH3 mole fractions for the “heat-zone” method in the ignition phase.
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Figure 2.16: Temporal evolution of the THRR for the “heat-zone” method, for the simulation time from (a) 0
to 0.7 ms and (b) 0.7 to 9 ms.
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Figure 2.17: Temporal evolution of CH3 mole fractions for the “heat-zone” method in the flame bifurcation
phase.
in Figure 2.16 (b)). However, the propagation speed decreases gradually as the flame moves more
upstream. After t = 5.0 ms, the flame almost reaches its final location and there is no noticeable
difference in the CH3 mole fraction contours. Eventually, the flame evolves to its rigorous steady-
state after t = 8.0 ms, with a stable THRR of 1708 W.
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Figure 2.18: Temporal evolution of CH3 mole fractions for the “heat-zone” method in the flame propagation
phase.
2.6.3 “Ignition-zone”
The use of “ignition-zone” exhibits different flame ignition behaviours from the case using the “heat-
zone” method. As shown in Figure 2.19, CH3 radicals are immediately produced within the zone as
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the simulation starts. Since the artificially inflated rate-controlling temperature is set adequately high,
the CH3 mole fractions are at a much higher level (five orders of magnitude higher at t = 0.01 ms) than
that for the initial CH3 accumulation stage using the “heat-zone”. However, as the flow suffers from
large hydrodynamic oscillations owing to considerable back-and-forth propagating waves at the initial
stage (as described in Section 2.4), the flame front also shows instabilities accompanied with repetitive
flame bifurcations. This can be attributed to the fact that the mixture flows over the zone at quite high
velocities (several tens of metres per second), leading to a low degree of combustion completeness.
As a result, the remaining fuel flows further downstream and continues to burn, forming a secondary
or tertiary flame front until it is blown out of the channel. The THRR (shown in Figure 2.20 (a)) also
shows large oscillations during this period. As the initial hydrodynamic instabilities are gradually
damped out, this repetitive flame bifurcations are ceased at ' 2.8 ms.
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Figure 2.19: Temporal evolution of CH3 mole fractions for the “ignition-zone” method in the ignition and
flame bifurcation phase.
Then after t = 0.5 ms, the rate-controlling temperature within the zone is re-adjusted from the
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Figure 2.20: Temporal evolution of the THRR for the “ignition-zone” method, for the simulation time from (a)
0 to 0.5 ms and (b) 0.5 to 9 ms.
inflated value (2000 K) to the actual thermodynamic temperature. Consequently, the THRR (shown in
Figure 2.20 (b)) suffers from a sudden decrease from ∼2100 W to ∼1500 W. The flame also moves
a bit downstream with a decreased propagation speed as shown in Figure 2.21. After t = 0.7 ms, the
flame starts to propagate upstream again, exhibiting a similar propagation process as described in the
“heat-zone” method. The THRR increases first and then decreases gently. A rigorous steady-state
flame is achieved after t = 7.8 ms a final stable THRR value of 1708 W.
Figure 2.22 shows the profiles of the temperature and CH4, CH3 and CO mole fractions along
the channel centreline for steady-state flames for three types of ignition strategies. It is found that
different ignition methods have exactly the same steady-state solutions.
As shown earlier, the original “auto-ignition” method has difficulties of providing enough flow
residence time to support reactions while the modified method which needs a reduced mass flow
rate initially, requires much longer time for the key radicals to accumulate before the flame ignites
compared to the “special zone” methods. Moreover, for future simulations with an even lower wall
temperature or with a “real” conjugate heat transfer model that includes the heat conduction in the
solid phase, the “auto-ignition” method might no longer be applicable.
When comparing two “special zone” methods, it is found that both the “heat-zone” and “ignition-
zone” are capable of initiating the flame within a relatively short simulation time, without much
pre-heating due to the hot wall. However, the use of the “heat-zone” method is found to exert larger
perturbations on the flow field. Figure 2.23 shows the temporal variation of the pressure and x-
velocity at the monitored point 2 (at the middle of the channel, as used in Section 2.4) around the
time point of ceasing the “special zones” for two types of ignition methods. After t = 0.5 ms, the
“switching-off” of the “heat-zone” results in considerably large acoustic oscillations owing to the
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Figure 2.21: Temporal evolution of CH3 mole fractions for the “ignition-zone” method in the flame propagation
phase.
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Figure 2.22: Steady-state profiles of the temperature and CH4, CH3 and CO mole fractions along the channel
centreline for three types of ignition methods.
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sudden cease of the heat addition to the source term in the energy equation. As the heat addition
(1010 W/m3) used in simulations has already been optimised and is considered as the lowest value
needed for igniting the flame within the zone-in-effect time, higher heat addition values are expected
to have larger influences on the flow. On the other hand, only minor flow oscillations were observed
for the case with the “ignition-zone”. This is because this method only controls the rate-controlling
temperature while there is no new term added to the governing equations and the thermodynamic
temperature has not been artificially changed.
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Figure 2.23: Temporal variation of the a) pressure and b) x-velocity at the monitored point 2 before and after
the special “heat-zone” and “ignition-zone” switched off (from 0.4 to 1.0 ms).
Therefore, among the three ignition strategies, the method of “ignition-zone” is recommended and
will be used in the authors’ future simulations. In the following sub-section, the independence of the
zone duration time and zone locations on the steady-state solutions are examined.
2.6.4 Influence of the “ignition-zone” duration time and locations
In order to check the influence of the zone duration time (teffect) on simulation results, one more case
with teffect = 1.0 ms has been tested. Figure 2.24 shows the THRR temporal variation for two cases
with teffect = 0.5 ms and teffect = 1.0 ms. It can be found that different teffect values only change the
time point when the “switching-off” drop of the THRR occurs, while the THRR finally evolves to the
same value (1708 W) with similar trends for both cases. From the temperature/species mole fraction
profiles shown in Figure 2.25, there is also no difference found for the steady-state flame solutions.
Another case with the “ignition-zone” located further upstream of (0.25-0.3)L (keeping other
conditions unchanged) has also been simulated to investigate the influence of the zone location on the
numerical solutions. As can be seen in Figure 2.26, the change of the zone location is found to result
in no difference in the steady-state temperature and species mole fraction profiles.
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Figure 2.24: The THRR versus the simulation time for the “ignition-zone” duration time of teffect = 0.5 ms
and teffect = 1.0 ms.
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Figure 2.25: Steady-state profiles of the temperature and CH4, CH3 and CO mole fractions along the channel
centreline for the “ignition-zone” duration time of teffect = 0.5 ms and teffect = 1.0 ms.
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Figure 2.26: Steady-state profiles of the temperature and CH4, CH3 and CO mole fractions along the channel
centreline for the “ignition-zone” at two locations of (0.75-0.8)L and (0.25-0.3)L.
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Therefore, it can be confirmed that the “ignition-zone” is an effective and reliable method to
initiate the flame. The steady-state results are independent of either the zone duration time or the
zone locations.
2.7 Conclusions
This paper has developed a set of modelling techniques for simulating premixed methane/air flame
propagation in a narrow channel. The authors’ focus was mainly on the less well-established mod-
elling choices, including grid refinements, boundary conditions, reaction schemes, and flame ignition
methods. The main conclusions are drawn as follows:
1. A systematic grid refinement study was performed to examine the mesh requirement. The
method of computing the grid convergence index (GCI) was used to estimate discretisation
errors of the numerical solutions on each mesh levels. Results showed that the mesh size of
0.017 mm was small enough to afford reasonable and quantifiable numerical accuracy.
2. Two types of inflow mass flux boundary conditions have been tested. Both the BC-typical
and BC-NSCBC showed the similar wave damping characteristics and identical steady-state
solutions were attained. The BC-typical was selected owing to its slightly lower computational
cost.
3. The reaction mechanism DRM-19 has been chosen for simulating the micro-flame problems
as it was proved to provide accurate predictions of the laminar flame speeds, ignition delay
and heat release in literature. Other methane/air combustion schemes which were used in past
micro-flame simulations were also examined and showed deviations in numerical results from
the DRM-19.
4. Three types of ignition methods (“auto-ignition”, “heat-zone” and “ignition-zone”) to initiate
the flame were tested. Although the flames exhibited different ignition and propagation be-
haviours among three methods, the solutions were found to be identical when the steady-state
was achieved. The method of “ignition-zone” was capable of igniting the flame within a short
simulation time and was also found to exert small perturbations on the flow field. Moreover,
simulation results were found independent of either the zone duration time or the zone loca-
tions. Therefore, the “ignition-zone” method has been considered as an effective and reliable
tool and will be used for future simulations.
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Chapter 3
Suppression of flame instabilities via
additives
For achieving a durable system operation at constant levels of power output, it is important to main-
tain a stable flame inside the combustor. However, past studies in literature [56, 61, 77] demonstrated
that flames were prone to show instabilities at the low-velocity regime away from the laminar burning
velocity. This chapter has proposed a method of adding a small amount of hydrogen or carbon monox-
ide to suppress flame instabilities for methane-air combustion in narrow channels. Consequently, the
stable operational range of the combustor can be effectively extended towards lower inflow velocities.
In this chapter, the numerical model developed in Chapter 2, is first validated against an ex-
perimental methane-air flame. Then, using the developed model, suppression of methane-air flame
instabilities via additives is numerically demonstrated. Underlying mechanisms are revealed from
fundamental aspects of gas-phase hydrodynamics and chemical kinetics.
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Reproduced from a paper published in Combustion and Flame, with small modifications:
X. Kang, R. J. Gollan, P. A. Jacobs, A. Veeraragavan, Suppression of instabilities in a premixed
methane-air flame in a narrow channel via hydrogen/carbon monoxide addition, Combustion and
Flame 173 (2016) 266–275.
Abstract
The effects of hydrogen and carbon monoxide addition on premixed methane/air flame dynamics in
a heated narrow channel are numerically investigated using a time accurate, compressible flow solver
along with the DRM-19 reaction mechanism. By adding a small amount of either H2 or CO, flame
instabilities present for the pure CH4/air combustion in the form of flame-extinction and re-ignition
could be effectively suppressed. This suppression can be attributed to a few important elementary
reactions, that play a dominant role in contributing to the heat release rate, getting enhanced with H2
or CO addition. This leads to a higher flame propagation speed and a shorter flame-extinction period,
and eventually leads to flame stabilisation after a few cycles of spatial oscillations.
Keywords:
Microcombustion; Suppression of instabilities; H2 addition; CO addition
3.1 Introduction
Hydrocarbons have considerably higher specific energy per unit mass compared to the traditional
electrochemical batteries (45 vs 0.6 MJ/kg). This energy can be harnessed via combustion in the form
of heat and converted to useful power. In order to achieve this, combustion in a narrow passage where
the characteristic dimension is of the order of the flame thickness has received considerable attention
in the past two decades and is termed microscale (dimension <1mm) or mesoscale (dimension close
to flame thickness) combustion [5, 46, 66, 67, 70, 73, 91, 106, 123–125]. The potential applications
include portable power systems and propulsion systems for small scale rockets [4]. More recently,
the concept of “heat recirculating burners” has also found discussion in future bio-fuelled engines
for transportation [126]. However, as the dimension of the combustor decreases, stable combustion
becomes quite challenging to achieve because the increased surface-area-to-volume ratio leads to sig-
nificant heat losses from the combustor outer surface. Consequently, these heat losses can potentially
induce flame instabilities (e.g. flames with repetitive extinction and ignition (FREI) [62, 127] and var-
ious other flame patterns [63, 65, 128]) or even flame quenching. Therefore, it is critical to understand
and tackle these flame instabilities in order to make microcombustion a viable technology.
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Past studies on conventional-scale methane (CH4)-air combustion have shown that the introduc-
tion of low levels of either hydrogen (H2) [129, 130] or carbon monoxide (CO) [131] could enhance
the flame burning velocity and thus extend the flame stability limits. On a micro/mesoscale, the addi-
tion of H2 to a premixed CH4/air mixture was also adopted as an approach for flame stabilisation and
was found to play a positive role in assisting flame ignition [132, 133] and sustaining vital radicals
for stable combustion [134], while the addition of CO into a CH4/air micro-flame has drawn limited
research interest. The previous studies mainly focused on the microcombustor performance with H2
addition in terms of fuel conversion rates and combustor outer surface temperature. However, funda-
mental aspects of gas-phase hydrodynamics and chemical kinetics (flame dynamics) also need to be
better understood for H2/CO addition. Numerical simulations are capable of revealing such physical
aspects of the problem that are hard to measure experimentally owing to the inherent difficulties in
obtaining spatially resolved measurements on a small scale. Some past studies [133, 134] simulating
the H2 addition flame used a steady-state model to capture the overall flame stability limits and com-
bustor performance. These, owing to solving for steady state, were not able to capture the transient
flame behaviours. Other studies where time accurate numerical simulations were performed, e.g.
Pizza et al. [56] and Alipoor et al. [60] for H2/air, Miyata et al. [61] for CH4/air and Kurdyumov et
al. [58, 81] for constant-thermodynamic/transport property gases with an overall-step reaction model
captured the flame dynamics involving various modes of flame oscillations.
In the present numerical study, we focus on suppression of flame dynamics of premixed CH4/air
combustion with H2 and CO addition in a narrow channel using a time-accurate solver. The focus
on methane is owing to it being the majority constituent of typical natural gas fuel. Physical insights
for the observed flame dynamics suppression are provided via inspection of reaction rates of some
critical elementary reactions and their impacts on heat release.
3.2 Numerical Approach
As mentioned earlier, the premixed CH4/air flame propagation in a two-dimensional, planar micro-
channel is numerically studied using our in-house code Eilmer [82]. A cell-centred, finite volume
method is employed for the discretisation of the governing compressible Navier-Stokes equations
which are expressed in the integral form:
∂
∂t
∫
V
UdV = −
∮
S
(
F i − F v
) · nˆ dA+ ∫
V
QdV , (3.1)
where V is the control volume and S is the bounding surface. The symbol nˆ represents the outward-
facing unit normal of the bounding surface. U , F i, F v and Q are the conserved quantities, inviscid
fluxes, viscous fluxes and source terms respectively.
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A detailed description of the solver and governing equations is given in the article by Gollan and
Jacobs [82]. The key governing equations are repeated here for completeness. For a two-dimensional
model, the array of conserved quantities U can be written as a summation of density, x-momentum
per volume, y-momentum per volume, total energy per volume and mass density of species s:
U =

ρ
ρux
ρuy
ρE
ρfs

. (3.2)
ux and uy are the Cartesian velocity components, E is the specific total energy of the gas mixture (a
sum of the internal energy and kinetic energy: E = e + 1
2
(u2x + u
2
y)) and fs is the mass fraction of
species s.
The inviscid fluxes F i are expressed as
F i =

ρux
ρu2x + p
ρuyux
ρEux + pux
ρfsux

iˆ+

ρuy
ρuxuy
ρu2y + p
ρEuy + puy
ρfsuy

jˆ , (3.3)
where p is the static pressure.
The viscous fluxes F v are expressed as
F v =

0
τxx
τyx
τxxux + τyxuy + qx
Jx,s

iˆ+

0
τxy
τyy
τxyux + τyyuy + qy
Jy,s

jˆ . (3.4)
The viscous stresses are
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τxx = 2µ
∂ux
∂x
− 2
3
µ
(
∂ux
∂x
+
∂uy
∂y
)
,
τyy = 2µ
∂uy
∂y
− 2
3
µ
(
∂ux
∂x
+
∂uy
∂y
)
,
τxy = τyx = µ
(
∂ux
dy
+
∂uy
dx
)
,
(3.5)
where µ is the dynamic viscosity of the gas mixture. The viscous heat fluxes are
qx = k
∂T
∂x
+
∑
s=all
Jx,shs ,
qy = k
∂T
∂y
+
∑
s=all
Jy,shs ,
(3.6)
where k is the thermal conductivity of the gas mixture, T is the static temperature, Jx and Jy are the
species mass diffusion fluxes and hs is the standard enthalpy of formation of species s.
The vector of source term Q on the right-hand side of the governing equation can be written as
Q =

0
0
0
0
ω˙s

, (3.7)
where ω˙s is the production/loss rate of species s.
The evaluation of thermodynamic and transport properties for the component species used curve
fits collated by McBride and Gordon [83] for their CEA2 program. The state for the gas mixture
was then calculated based on a mass fraction weighted sum of individual species for thermodynamic
properties and using Wilke’s mixing rule [86] for transport properties.
Fick’s law, using mixture-averaged diffusion coefficients [87] was implemented to evaluate the
species mass diffusion. The mixture-averaged diffusivity of species s is expressed as
Ds =
1−Xs∑N
i 6=s(Xi/Dsi)
, (3.8)
where Xs and Xi are the mole fractions of species s and i respectively, N represents the total number
of species in the mixture, Dsi is the binary diffusion coefficient for the species pair s and i and can be
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calculated from GRI-Mech3.0 transport database [114] using the Chapman-Enskog relation [87]. A
correction for calculated fluxes was performed in order to guarantee total mass conservation numeri-
cally [89]. The species mass diffusion fluxes are thereby expressed as
Jx,s = −ρDs∂fs
∂x
− fs
∑
i=all
ρDi
∂fi
∂x
,
Jy,s = −ρDs∂fs
∂y
− fs
∑
i=all
ρDi
∂fi
∂y
.
(3.9)
This diffusion model has been proved to be accurate enough to predict the laminar burning velocity
of premixed methane/air flame compared to the full multicomponent diffusion model [90]. It should
be mentioned that the Soret effect was not taken into account in the diffusion model, since the error
in burning velocities by neglecting this effect was only around 2% for CH4/air flame as reported by
Bongers et al. [90].
The solver uses operator splitting to sequentially update the flow properties due to fluid dynamics
(inviscid and viscous fluxes) and then the changes due to chemistry (combustion reactions). Time-
accurate and numerically stable solutions are obtained by using the explicit three-stage Runge-Kutta
time-marching scheme and setting the Courant-Friedrichs-Lewy (CFL) number to 0.3 to choose the
simulation time step (on the order of 10−9 s).
Figure 3.1 shows the full channel, 2D computational domain and boundary conditions used for
the numerical model. The channel length (L) is 6 mm and channel height (H) is 600 µm. The inlet of
the combustor was modelled using a mass flux boundary condition in which the gas total temperature
(T0 = 300 K), mass fractions of incoming species and a uniform mass flux (m˙) across the boundary
were specified. At the outlet, the pressure was set at atmospheric pressure while zero Neumann
boundary conditions were imposed for the rest of the variables. At the walls of the combustor, a
no-slip boundary condition with a prescribed hyperbolic tangent temperature profile to mimic the
heat recirculation via wall conduction (as done in [56]) was employed. The temperature ramps from
the mixture inlet temperature of 300 K to a high temperature at 1400 K over the initial 1 mm of
the channel length and was maintained at this value for the remaining length of the combustor. The
choice of temperature ramp location of 1 mm is because the flow in our channel needs around 1 mm
stream-wise length to get fully developed. Other studies [56] also placed the hyperbolic tangent ramp
near the inlet (1/20 of channel length). Moving the ramp to the middle of the channel will decrease
the pre-heating length of the incoming mixture but does not affect the key features of flame ignition
and extinction.
The simulations used the 19-species and 84-reaction methane/air chemical kinetics (DRM-19) [96].
Marra et al. [97] pointed out that the ability of correctly reproducing the adiabatic flame temperature
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Figure 3.1: Computational domain/mesh of the micro-channel.
and extinction curve (in the equivalence ratio - residence time plane) was important for a proper
choice of the chemistry scheme for studying combustion oscillations. As the subset of a full GRI-
Mech chemistry [114], this truncated mechanism DRM-19 is able to save computational costs and
has also been proved to provide accurate modelling of heat release (determining the adiabatic flame
temperature) and ignition delay (strongly correlated to flame ignition/extinction features) against ex-
perimental data [98] and can therefore be considered to closely reproduce the main physical features
of transient flames. Moreover, Slavinskaya et al. [115] showed that the atmospheric laminar flame
speeds calculated using the DRM-19 mechanism were in a very good agreement with both the full
GRI-Mech scheme and experimental results. Gauthier et al. [69] have also used this mechanism to
study flame stabilisation problem in small channels.
A uniform mesh consisting of 460×46 cells with the cell size of 13.0 µm was employed to pre-
serve the same spatial accuracy throughout the domain as the flames simulated were expected to move
through the domain. A grid refinement study was performed for a “stable flame” case by comparing
the temperature and species concentration profiles along the channel centreline for several mesh lev-
els. As shown in Figure 3.2, this identified mesh resolution chosen above as being sufficient as it can
provide reasonably good grid-independent solutions.
The simulations were performed in parallel using MPI with each simulation using 64 cores on
the Australian national supercomputing cluster [99]. For a typical simulation with the simulation
time above 25 ms, more than 900 hours of wall clock time were needed on these 2.6 GHz Intel Xeon
processors. Compared to a single-processor calculation, the speedup for the MPI job on 64 processors
was around 34. The operator-split update method was split between the fluid dynamic update and the
chemical evolution. Approximately 60% of the CPU cost was spent on the fluid dynamic update, and
the remaining 40% of the CPU cost was spent on computing the chemical evolution. Within the fluid
dynamic update, approximately 30% of the CPU cost was spent on the convective update and 70% on
the diffusive update.
An “ignition-zone” was used to initiate the flame. An artificial rate-controlling temperature (set
at 2000 K) is used in the “ignition-zone” (located between 0.75L - 0.8L) to inflate the Arrhenius
chemical reaction rate while keeping the thermodynamic temperature as per the flow condition. This
zone is in effect for the first 0.5 ms of the simulation time to ignite the flame and then “switched-off”
subsequently. As this paper mainly focuses on the dynamic behaviours of the flame after it is ignited,
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Figure 3.2: Profiles of temperature and species mole fractions along the channel centreline on different mesh
levels for a steady-state flame at the inlet velocity of 1.0 m/s and equivalence ratio of 1.0.
the ignition process is not discussed in detail here. However, it should be mentioned that simulation
results have been found independent of either the zone duration time or the zone locations. Moreover,
this method of ignition has been verified against the case where the flame “auto-ignites" due to the hot
wall, albeit taking more simulation time to do so, and no discernible differences were noted between
the two ignition methods in terms of the flow field and various species/temperature profiles in the
domain post-ignition. The “ignition-zone" method merely saves some computational cost.
In this work, the addition levels of H2 and CO are defined as follows:
rH2 =
XH2
XCH4
; rCO =
XCO
XCH4
, (3.10)
where XH2 , XCO and XCH4 are the mole fractions. For studying the effect of hydrogen and carbon
monoxide addition on the flame dynamics, a range of H2 and CO addition levels (rH2 and rCO vary
from 0.1 to 0.3) were simulated, while the global equivalence ratio (considering both CH4 and ad-
ditives as fuels) was kept at 1.0. Table 3.1 has summarised some general flame characteristics for
various H2 and CO addition levels. The laminar flame speed SL is found to be slightly elevated as
the addition level increases. In this study, we are interested in assessing whether the enhanced flame
speeds are able to help in suppressing the micro-flame instabilities and also aim to understand the
underlying physical mechanisms that enable this. In order to do this, we will investigate the changes
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to heat release from key elementary reactions that are influenced by the addition of a small amount of
either H2 or CO.
Table 3.1: Mixture enthalpy content (H), Lewis number (Le), laminar flame speed (SL) and adiabatic flame
temperature (Tad) for various cases studied in this work. SL and Tad were calculated using the CHEMKIN
code [135]. The ratios of the mixture inlet velocityUin to SL, and the wall temperature (right end temperature
of 1400 K) to Tad are also listed.
Case H (kJ/mol) Le SL (cm/s) Uin/SL Tad (K) Twall/Tad
pure CH4/air 76.27 0.9929 39.7 0.252 2230.8 0.6276
rH2 = 0.1 76.14 0.9859 41.8 0.239 2232.3 0.6271
rH2 = 0.2 76.02 0.9794 43.9 0.228 2233.5 0.6268
rH2 = 0.3 75.91 0.9733 46.1 0.217 2236.8 0.6259
rCO = 0.1 76.50 0.9930 40.9 0.244 2235.8 0.6262
rCO = 0.2 76.72 0.9931 42.1 0.237 2241.4 0.6246
rCO = 0.3 76.93 0.9932 43.3 0.231 2246.7 0.6231
The mixture inlet velocity was set at 10 cm/s, leading to the mass flux of ∼0.11 kg/m2/s (ranging
from 0.110 to 0.113 kg/m2/s due to the slight change in the gas density for different composition)
as flames were prone to show instabilities at the low-velocity regime away from the laminar burning
velocity as found in previous studies [56, 61, 77]. It should be also mentioned that this velocity is
however sufficient to prevent flame flashback since large heat losses occur over the initial length of
the channel.
3.3 Results and Discussion
In this Section, our numerical model is first validated against an experimental work performed for a
methane/air flame with constant wall temperatures. Following this, we present the results of the main
objective of the present work. That is, effect of hydrogen and carbon monoxide addition on the flame
dynamics of a premixed, laminar flame propagating in a narrow heated channel.
3.3.1 Model validation
There is limited literature reporting on the structure of experimental micro-flames since experimen-
tal works have inherent difficulties in obtaining spatially resolved measurements on a small scale.
Therefore, an experimental flame in a 12-mm width channel (slightly larger than a typical mesoscale
of several millimetres) is used for the validation. This experiment was performed by the group of
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Combustion Technology, Eindhoven University of Technology, the Netherlands. Figure 3.3 (a) shows
the photograph of the set-up. The combustor is made of two parallel brass plates with the dimension
of 45 mm in height, 50 mm in depth and 12 mm in gap. Premixed, stoichiometric methane/air mix-
ture at the temperature of 301.8 K, with a Poiseuille velocity profile (mean velocity of 0.73 m/s) is
introduced into the channel. The flame is stabilised near the inlet and not confined at the front and
back (in the depth direction). The side wall temperature is controlled by a cooling-water circuit and
maintained at 333 K. The Coherent Anti-Stokes Raman Spectroscopy (CARS) technique (details can
be found in [136]) was used with the interrogating laser beam volume of 0.05 mm in diameter and a
few millimetres in depth to measure the gas phase temperature.
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Figure 3.3: (a) Photograph of the parallel-plate brass combustor, (b) 2-D computational domain and boundary
conditions used in the validation works. Courtesy of TU Eindhoven.
Simulations were performed in a 2-D computational domain, with boundary conditions shown
in Figure 3.3 (b). Since the flame spreads out more widely in a larger channel, the computation
has a less strict mesh-resolution requirement to attain grid-independent solutions, compared to what
we mentioned earlier. Simulations were performed on three uniform meshes (cell size of 200, 154
and 118 µm respectively) and one mesh with clustering (cell size of 50 µm in the region near the
flame and coarser elsewhere to save computational cost). Figure 3.4 compares the visual image of
the experimental flame (Figure 3.4 (a)) and the contour of OH radical mole fractions of simulated
flame (Figure 3.4 (b)). It is found that the simulation has well captured the steady flame structure
and flame location. Figure 3.4 (c) shows the measured and simulated temperature profile along the
channel vertical centreline. The simulation reasonably agrees with the experiment while the predicted
temperature in the post-flame region is somehow overestimated. This can be mainly attributed to the
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heat losses in the direction perpendicular to the paper plane, since the flame is exposed to the ambient
in this direction. Our 2-D simulation, however, did not take into account these heat losses.
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Figure 3.4: Validation of the simulation: (a) visual image of the experimental flame (Courtesy of TU Eind-
hoven), (b) contour of OH radical mole fractions for simulated flame, and (c) comparing results of the tem-
perature profile along the combustor vertical centreline between the experiment and simulation.
3.3.2 Flame instabilities for pure CH4/air mixture
Figure 3.5 shows the overview of flame propagation for pure CH4/air mixture in the narrow channel.
The peak of the methyl radical (CH3) mole fractions is chosen to represent the flame front location as
CH3 was found to be the key radical that controls the flame ignition and propagation via hydrogen ab-
straction reactions in the linear progression of CH4 to CO2 [137]. After the ignition event (t = 0.5 ms),
the established flame changes its direction of curvature and starts to propagate upstream, consuming
the fuel rapidly. As the flame reaches the upstream part of the channel where the wall temperature
is low (Tw = 300 K before the hyperbolic tangent temperature-ramp), it gets weakened suddenly due
to excessive heat losses. This is characterised by the drastically decreased CH3 concentrations. Con-
sequently, the flame propagation speed is decreased significantly and cannot compete with the local
flow velocity, resulting in a downstream-moving CH3 peak after t = 1.5 ms.
Figure 3.6 (a) shows the total heat exchange rate (Qw) between the combustor walls and the gases
during the simulation time. The Qw is calculated by integrating the gas-wall heat transfer along the
whole wall surface (for both upper and lower channel wall):
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Figure 3.5: Temporal evolution of CH3 mole fractions for pure CH4/air flame and four slice plots showing
the temperature and species mole fraction profiles (15×XCH3 , XCH4 , XCO2 and XCO) along the channel
centreline at four time instants during the first cycle of the flame extinction and re-ignition.
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Qw = −
∫
wall
kgas
∂T
∂y
∣∣∣∣
wall
dx , (3.11)
where kgas and T are the gas local thermal conductivity and temperature at walls respectively, x and
y denote the streamwise and spanwise direction respectively. A positive Qw indicates that the heat is
transferred from the gas mixture to the solid walls. According to the definition proposed by Miyata
et al. [61], the period with the appearance of negative Qw is considered as the flame-extinction phase
while the rebound of the Qw to positive values represents the re-ignition of the flame. As can be seen
from Figs. 3.5 and 3.6 (a), the first flame-extinction phase occurs from 2.5 to 6.2 ms. During this
period, the tiny amount of the remaining CH3 as well as other radicals e.g. hydroxyl (OH) and formyl
(HCO) are pushed away downstream by the fresh incoming mixture and get heated by the “hot” walls,
which marks the prelude to the follow-on re-ignition event at t = 6.2 ms. This kind of extinction and
re-ignition events repeat for the rest of the simulation time. However, the variation in the amplitude
of the total heat exchange rate and the distance that the flame travels within the channel decrease to a
large extent and eventually attain a relatively constant periodic level after t = 15 ms. The temperature
and some major species mole fraction profiles long the channel centreline at four time instants during
the first cycle of the flame extinction and re-ignition are also shown in Figure 3.5.
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Figure 3.6: The total heat exchange rate between the walls and the flow versus simulation time for (a) pure
CH4/air flame (the shaded regions indicate that the heat is transferred from the “hot” walls to the gases in the
flame-extinction phases) and (b) rH2 = 0.1 or rCO = 0.1.
3.3.3 Effects of H2 or CO addition (rH2 = 0.1 or rCO = 0.1) on flame dynamics
When a small amount of either H2 (rH2 = 0.1) or CO (rCO = 0.1) is added, flame instabilities are ef-
fectively suppressed and the total heat exchange rate Qw (Fig. 3.6 (b)) shows a much less pronounced
oscillation. The fact that the flame is also spatially stabilised can be seen more clearly in Fig. 3.7.
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After a few cycles of spatial oscillations, the flame is anchored stably showing only minor fluctua-
tions for both cases. The flame-extinction event only occurred once in the first cycle of the oscillation
(from around 1.5 to 4.4 ms and 1.5 to 4.1 ms for H2 and CO addition respectively as shown in Fig. 3.7
while the Qw (Fig. 3.6 (b)) never drops below zero afterwards. When comparing flame behaviours for
H2 and CO addition cases, it is found that the latter has a lower amplitude of the Qw variation at the
initial stage as can be seen around 5 ms in Fig. 3.6 (b) and slightly larger fluctuations after t = 20 ms
(shown in the enlarged plot).
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Figure 3.7: Temporal evolution of CH3 mole fractions for CH4/air flame with H2 or CO addition of (a) rH2 =
0.1 and (b) rCO = 0.1.
In order to understand the key mechanism for improving flame stabilities with H2 or CO addition,
the total heat release rate (THRR) over the whole computational domain versus flame front locations
(CH3 peak location) along the channel centreline at each time instant (time interval set for data-saving
at 10−1 ms) is analysed. The THRR is calculated by integrating the heat release rate (HRR) over the
whole computational domain:
THRR =
∫
V
HRRdV = −
∫
V
∑
s=all
ω˙shs dV , (3.12)
where ω˙s and hs are the production/loss rate and the standard enthalpy of formation of species s re-
spectively. As shown in Figure 3.8 (a), the THRR-flame front location exhibits spiral-like trajectories
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with the oscillations getting damped much more rapidly for the cases with H2 or CO addition com-
pared to pure CH4/air flame. A zoomed-in view (Fig. 3.8 (b)) depicts the information for the period
that covers the first flame-extinction to re-ignition event. As the flame reaches the “cold” upstream
part of the channel, it cannot be self-sustained owing to large heat losses, leading to the dramati-
cally decreased THRR. The flame then propagates back downstream, followed by a Qw transition
from positive to negative (shown in Fig. 3.6) which marks the flame-extinction. However, during the
flame-extinction phase, the increased pre-heating by the “hot” walls owing to the increased distance
from inlet to the flame front slows down the rate of the THRR decrement and finally reverses the
decreasing trend of the THRR. As the heat release rate has a strong correlation with the flame propa-
gation speed [46], the subsequently increased THRR enhances the flame speed. After the flame speed
increases beyond the local flow velocity, the flame front reaches its turning point location of x = 3.31,
2.09 and 1.82 mm along the channel centreline at time instants 6.2, 4.4 and 4.1 ms for pure CH4/air
mixture, rH2 = 0.1 and rCO = 0.1 respectively. At this point, the flame starts to propagate upstream
again. It should be mentioned that the total heat exchange rate (Qw) also rebounds to positive values
at the turning point (shown in Figure 3.6), which represents the re-ignition of the flame. Since the
THRR for H2 or CO addition is maintained at a higher level compared to pure CH4/air mixture during
the phase where the flame moves downstream, the resulting higher flame speeds explain the shorter
periods for catching up with the local flow velocity at the turning points.
(a) (b)
0
500
1000
1500
2000
2500
0 1 2 3 4 5 6
T
H
R
R
 (
W
)
CH3 peak location (mm)
no addition
rH2
=0.1
rCO=0.1
100
200
300
400
0.8 1 1.2
0
100
200
300
400
500
0 1 2 3 4 5 6
T
H
R
R
 (
W
)
CH3 peak location (mm)
x1 x2
ex
tin
ctio
n
re
−
ig
n
itio
n
no addition
rH2
=0.1
rCO=0.1
turning points
Figure 3.8: The total heat release rate versus flame front locations at the channel midplane for CH4/air flame
without additives and with the addition level of rH2 = 0.1 or rCO = 0.1 during (a) the whole simulation time
and (b) the period from the first “flame extinction” to “re-ignition”.
In order to investigate the reasons for the difference in heat release rates for the flame with/without
additives from a chemistry point of view, some important elementary reactions in the reaction mech-
anism DRM-19 are examined. Figure 3.9 shows the integrated heat release rates over the channel
from a few elementary reactions which account for the largest proportions of the THRR (∼90% of
the total value), for the flame fronts at two constant locations x1 and x2 and the three different turning
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points for the three cases (with/without additives), as marked in Fig. 3.8 (b). The reactions are listed
in the figure along with their indices to be consistent with the order they are listed in the DRM-19
mechanism [96].
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Figure 3.9: Integrated heat release rates from a few elementary reactions accounting for the largest proportions
of the total heat release rate (THRR) for the flame front location at (a) x1 = 1.00 mm (THRR = 129.7, 124.8
and 127.5 W for pure CH4/air, rH2 = 0.1 and rCO = 0.1 respectively), (b) x2 = 1.65 mm (THRR = 56.8, 66.6
and 81.8 W for pure CH4/air, rH2 = 0.1 and rCO = 0.1 respectively), and (c) three turning points where the
flame starts to move back upstream (THRR = 137.50, 137.74 and 137.68 W for pure CH4/air, rH2 = 0.1 and
rCO = 0.1 respectively).
The location x1 = 1.00 mm is selected because the THRR at this spatial location for the three cases
shows similar values (129.7 W, 124.8 W and 127.5 W for pure CH4/air mixture, rH2 = 0.1 and rCO
= 0.1 respectively) and hence, forms a baseline. Also, this is a common upstream location for the
three cases where the flame is sufficiently weakened owing to heat losses and commences getting
pushed downstream into the channel (mimicking blow-off). This downstream movement marks the
beginning of the extinction/re-ignition phase. It is noted from Fig. 3.9 (a) that the cases with the
additives already have some of the elementary reactions slightly enhanced at this location. For the
case with H2 addition, due to the presence of more H atoms abstracted from H2 molecules (e.g.
via the reactions “R2: O + H2 ⇔ H + OH” and “R42: OH + H2 ⇔ H + H2O”), the heat release
rate from the reaction “R31: H + CH3 (+ M) ⇔ CH4 (+ M)” (describing an important pathway of
the recombination of CH3 back to CH4 [137]) is higher than that for the case without this addition
(15.7 W vs 14.9 W) due to this reaction having an enhanced forward reaction rate (3.57×10−5 mol/s
vs 3.38×10−5 mol/s). This reaction with H2 addition also accounts for a larger proportion of the
THRR compared to the case without additives (12.6% vs 11.5%). For the flame with CO addition,
the reaction “R50: OH + CO ⇔ H + CO2” (a dominant oxidation reaction of CO to CO2 [137]) is
enhanced with the forward reaction rate of 5.81×10−4 mol/s compared to 5.67×10−4 mol/s for pure
CH4/air flame, leading to a higher heat release rate (17.5 W vs 16.9 W). Moreover, as the enhanced
reaction “R50” drives the linear pathway of CH4 to CO2 (CH4 → CH3 → CH2O→ HCO→ CO→
CO2) [137] more forward, the reaction “R6: O + CH3⇔ H + CH2O” (a sub-path in the CH4-to-CO2
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progression) is also slightly enhanced with a bit higher contribution to the THRR compared to the
case of pure CH4/air flame. Although the three cases only show small quantitative differences in the
% of THRR for these important reactions at this location, these differences are significant enough to
drive a larger change in the total THRR, and hence the flame propagation velocity, as it travels further
downstream.
At the location x2 = 1.65 mm shown in Fig. 3.9 (b), the flame is in the extinction phase accom-
panied by the further decreased THRR (56.8 W, 66.6 W and 81.8 W for pure CH4/air mixture, rH2 =
0.1 and rCO = 0.1 respectively). However, the cases with additives are more resilient as noted by the
higher THRR values as the reactions “R31” and “R6” respectively for H2 and CO addition flame are
enhanced and play a more dominant role in contributing to the THRR. For instance, the heat release
contributed via “R31” increases from 12.6% to 17.0% of the respective THRR for the flame front
moving from x1 to x2 for the case of rH2 = 0.1. Consequently, the THRR is decreased more slowly
for the flame with additives. On the other hand, for the pure CH4/air flame, the THRR decreases more
rapidly leading to a lower flow temperature and this in turn decreases the reaction rates as well as heat
release rates for all elementary reactions. This implies that this flame will require a longer pre-heating
length (heated by the hot walls) to commence re-ignition. Hence, it is seen that the pure CH4/air flame
travels further downstream prior to re-ignition.
Finally, the % of THRR values at the turning points, where the flame has fully re-ignited and has
a flame speed just matching the flow speed are shown in Fig. 3.9 (c). At this point the flame speed
will further increase as the flame’s THRR increases and the flame commences a “flash-back” like
upstream propagation. While the locations at which this occurs are fairly different (x = 3.31, 2.09
and 1.82 mm) for the three cases, the THRR is the same (∼138 W) as this governs the flame speed as
demonstrated by Veeraragavan and Cadou [46]. Since all the three cases have reached their turning
points respectively, with an identical THRR value, there are minor differences between some of the
elementary reactions on how they contribute to the % of THRR. The main finding is however, that
the flames with additives require a reduced pre-heating length to reach the turning point owing to
the enhancement of key elementary reactions (that are the main contributors to the THRR) during the
extinction/re-ignition phase.
3.3.4 Overview of the effects of H2 or CO addition (rH2 and rCO from 0.1 - 0.3)
Figure 3.10 shows the overview of the temporal evolution of the THRR for a range of addition levels
(no additives, rH2 = 0.1 - 0.3 and rCO = 0.1 - 0.3). It can be seen that further increasing the addition
levels could effectively reduce the damping time for the THRR oscillation at the initial stage but
exhibits no significant difference after the flame is anchored. When comparing the two different
additives, it is found that the flame with CO addition still has smaller oscillation amplitudes compared
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to that with H2 for the same addition level at the initial stage. This is because the enhanced reactions
“R6” and “R50” for CO addition in the linear CH4-to-CO2 pathway make more contributions to heat
release compared to the enhanced recombination reaction “R31” for H2 addition case. However, after
t = ∼20 ms, the CO addition cases show slightly larger fluctuations compared to the counterpart with
H2 addition. This can be attributed to the fact that the H2-added flame associated with slightly higher
burning velocities (owing to slightly higher THRR) at this stage is more capable of maintaining self-
stability at the anchoring location (near the wall temperature-ramp) where larger heat losses occur.
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Figure 3.10: (a) Temporal evolution of the total heat release rate (THRR) during the whole simulation time for
CH4/air flame without additives and with H2 or CO addition at different levels; (b) enlarged plot of the THRR
variation for different H2/CO addition levels after the flame is anchored.
3.4 Conclusion
Time-accurate simulations of premixed CH4/air flame in a narrow, heated channel were performed
with the DRM-19 reaction mechanism. The effects of H2 and CO addition on flame dynamics were
examined. It was found that pure CH4/air flame that shows instabilities in the form of flame-extinction
and re-ignition can be stabilised by adding a small amount of either H2 or CO. The effectively sup-
pressed flame instabilities via H2 or CO addition can be attributed to some enhanced elementary
reactions that dominate the contribution to the heat release rate, thereby leading to a higher flame
propagation speed and a shorter flame-extinction period. This eventually leads to flame stabilisation
after a few cycles of spatial oscillations. Further increasing H2 or CO addition levels could reduce the
damping time for the flame oscillations at the initial stage while showing no significant difference in
the THRR fluctuations after the flame is anchored.
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Chapter 4
Effect of wall temperature profiles on flame
dynamics
In the established models for simulating a transient micro-flame problem in Chapter 2, the combustor
walls are simulated using a prescribed temperature profile. This wall temperature profile normally
increases from the mixture inflow temperature to a high temperature at the combustor exit, which is
used to mimic the heat recirculation mechanism via wall conduction. Although this treatment is the
most common method for setting the wall boundary condition in past time-accurate simulations, the
particular curve shape of the wall temperature profile can be very different.
This chapter examines the sensitivity of the simulated flame behaviours with respect to various of
the wall temperature profiles applied. Furthermore, it aims to provide a deep insight of the role of the
combustion heat release and and gas-solid heat transfer on the flame propagation.
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Reproduced entirely from a paper that will be submitted to a peer-reviewed journal:
X. Kang, R. J. Gollan, P. A. Jacobs, A. Veeraragavan, Numerical study of the effect of wall tem-
perature profiles on the premixed methane-air flame dynamics in a narrow channel, to be submitted.
Abstract
Time-accurate simulations of premixed CH4/air flame in a narrow, heated channel are performed
using the DRM-19 reaction mechanism. The effect of different wall temperature profiles on the flame
dynamics is investigated for three different inflow velocity conditions. At a low-inflow velocity of 0.2
m/s, the flame shows instabilities in the form of spatial oscillations and even flame extinction. With
the increase of the inflow velocity, flames are prone to showing more stability at a medium-inflow
velocity of 0.4 m/s, and eventually end up with flame stabilisation at a high-inflow velocity condition
of 0.8 m/s for all the wall temperature profiles examined. Since the flame behaviours in terms of the
oscillation frequency and amplitude for spatially oscillating flames, or the streamwise stabilisation
location for steady-state flames, are very sensitive to the chosen wall temperature profile, a “real”
conjugate heat transfer model is recommended, in order to capture all of the relevant combustion
physics accurately.
Keywords:
Microcombustion; Flame propagation speed; Flame stabilisation; Flame oscillations; Flames with
repetitive extinction and re-ignition (FREI); Wall temperature profiles
4.1 Introduction
Combustion in narrow channels where the characteristic dimensions are of the order of the flame
thickness is termed microscale (dimension <1mm) or mesoscale (dimension close to flame thickness)
combustion [5]. This technology is considered as a promising replacement of traditional electrochem-
ical batteries, owing to its considerably higher energy density (45 vs 0.6 MJ/kg) and instant recharge-
ability [1]. On the other hand, combustion at such small scales has also encountered challenging
issues such as large combustor-surface-heat-losses and short flow residence times, which can poten-
tially lead to flame instabilities and flame extinction [5]. In the past two decades, a strong research
impetus has been placed in this field in order to comprehensively understand the fundamental aspects
and tackle the challenges identified, which can be found in comprehensive review articles [4, 5].
Past work on experimental micro/mesoscale combustion revealed a range of interesting flame fea-
tures such as flames with repetitive extinction and ignition (FREI) [127] and various unstable flame
patterns [63, 65], demonstrated the enhancement of flame stability limits [66, 138–140], as well as
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developed prototype systems for electrical power generation [36, 37, 141]. However, experimental
works have inherent difficulties in obtaining spatially resolved measurements at small scales. Simi-
larly, analytical models which are used to understand the underlying microcombustor physics regard-
ing heat recirculation [46, 67], can only interpret their results in a qualitative sense since they use
several simplifications and assumptions in order to develop a closed-form solution.
On the other hand, numerical models which do not make analytical-like assumptions are capable
of making quantitatively accurate predictions of experimental observations. Therefore, they are aimed
to serve as a reliable design tool for microcombustors. Some past numerical simulations using a
steady-state model were conducted, with a focus on the flame stabilities [48, 69, 71]. These, owing to
solving for steady state, were not able to capture the transient flame dynamics which is also important
and should be understood for a practical system. Other studies used time-accurate models, e.g. Pizza
et al. [56], Nair et al. [62] and Jiménez et al. [74, 91] for H2/air, Nakamura et al. [59], Miyata et
al. [61] and Kang et al. [78] for CH4/air, to capture the flame dynamics involving various modes of
flame stabilities and instabilities.
Most of transient numerical studies in literature used a simplified set-up that only simulated the
gas-phase combustion (did not take into account the heat conduction in solid walls). Some studies [74]
were carried out with adiabatic walls that removed the gas-solid heat transfer. However, the heat
losses from the microcombustor surface do play an important role in flame behaviours as mentioned
earlier [125, 142]. Singh et al. [143] recently studied the effect of wall thermal boundary conditions
on flame dynamics. The change of flame shapes were observed for various wall boundary conditions
applied (adiabatic, different values of convective heat transfer coefficient, and isothermal). A more
commonly used approach is to fix the wall temperature to mimic the heat loss and heat recirculation
via wall conduction, although the particular wall temperature profile can be different [56, 59, 61, 62,
69, 70, 73]. In this paper, the authors are interested in investigating the influence of the selection of
wall temperature profiles on the micro-flame behaviours. A deeper insight into the underlying physics
of the flame propagation is provided. Importantly, we want check the appropriateness of using such a
simplified treatment of wall boundary conditions to mimic the “real” conjugate heat transfer problem.
4.2 Numerical Approach
The premixed CH4/air flame propagation in the planar two-dimensional micro-channel is numerically
studied using our in-house code Eilmer [82] for transient, compressible flows. Validation work of
the model for simulating the flame structure in a 12-mm wide channel was reported in our previous
article [78].
Figure 4.1 shows the computational domain for the numerical model in this paper. The channel
length (L) is 6 mm and channel height (H) is 0.6 mm, which forms a length-to-height aspect ratio of
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Figure 4.1: Computational domain of the planar micro-channel.
A cell-centred, finite volume method is employed for the discretisation of the governing com-
pressible Navier-Stokes equations, which are given in our previous articles [78, 82]. The solver
uses operator-splitting to sequentially update the flow properties due to fluid dynamics (inviscid and
viscous fluxes) and changes due to chemistry (combustion reactions). For the fluid dynamics com-
putation, the cell-centred variables of pressure, temperature, velocity components and species mass
fractions are reconstructed using the piecewise parabolic method (PPM) at cell interfaces. Other flow
quantities such as density and internal energy are then calculated from the thermochemical model.
Based on the reconstructed values, the AUSM+-up flux calculator [92] which has specifically been
formulated to maintain accuracy at all speed regimes for compressible flow is used to compute the in-
viscid fluxes. The reconstructed values of velocity and temperature at the cell interfaces are also used
to compute the spatial derivatives at the centre of secondary cells (defined as the volume surrounding
a primary-cell vertex), using the GaussâA˘Z´s divergence theorem. Next, the vertex-computed deriva-
tives are averaged to obtain a midface viscous flux (stress and heat flux). Finally, a quasi-steady
state ODE solver is used for the finite-rate chemistry implementation to determine the chemical pro-
duction/loss rate. Time-accurate and numerically stable solutions are obtained by using the explicit
three-stage Runge-Kutta time-marching scheme and setting the Courant-Friedrichs-Lewy (CFL) num-
ber to 0.45 to choose the simulation time step (on the order of 10−9 s). The details of these solver
numerics can be found in [82].
The evaluation of thermodynamic and transport properties for the component species used curve-
fits collated by McBride and Gordon [83] for their NASA CEA program. The state for the gas mixture
was then calculated based on a mass fraction weighted sum of individual species for thermodynamic
properties and using Wilke’s mixing rule [86] for transport properties. Fick’s law, using mixture-
averaged diffusion coefficients calculated based on the kinetic theory [87], was implemented to eval-
uate the species mass diffusion. A correction for calculated fluxes was performed to numerically
guarantee total mass conservation (i.e., meet the requirement of the diffusion mass fluxes summing to
zero) [89]. The mixture-averaged diffusion model has been demonstrated to be sufficienctly accurate
to predict the laminar burning velocity of premixed methane/air flame compared to the full multi-
component diffusion model [90]. Soret effect was not taken into account, since the error in burning
velocities by neglecting this effect was only around 2% for CH4/air flame as reported by Bongers et
al. [90].
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The simulations used the 19-species and 84-reaction methane/air chemical kinetics (DRM-19) [96].
As the subset of a full GRI-Mech chemistry [114], this truncated mechanism DRM-19 is able to save
computational costs and has also been proved to provide accurate modelling of heat release and igni-
tion delay against experimental data [98]. Moreover, the atmospheric laminar flame speeds calculated
using this mechanism were in a very good agreement with both the full GRI-Mech scheme and exper-
imental results [115]. Therefore, the DRM-19 is considered to be able to closely reproduce the main
physical features of transient flames.
The boundary conditions (BC) were set as follows: The inlet of the combustor was modelled using
a mass flux boundary condition in which the gas total temperature (T0 = 300 K), mass fractions of
incoming species and a uniform mass flux (m˙′′) across the boundary were specified. At the outlet, the
pressure was set at atmospheric pressure while zero Neumann boundary conditions were imposed for
the rest of the variables.
For transient micro-flame simulations, the most common method for setting the wall BC in litera-
ture is to use the no-slip boundary condition with prescribed wall temperatures. This type of BC can
be viewed as a decoupled heat transfer mechanism between the gas and solid wall. Maruta et al. [52]
first experimentally used a hyperbolic tangent temperature profile to study flame dynamics. This pro-
file was then widely employed in numerical simulations [56, 59, 61]. Alternative wall temperature
profiles such as linear [62] or step function [58] were also used to mimic the heat recirculation via
wall conduction in literature. In this work, these three types of profiles (hyperbolic tangent, linear
and step function) were applied to describe the temperature transition from the left to right-end of
the domain. The left-end and right-end wall temperature were fixed at T inw = 300 K and T
out
w = 1400
K respectively. The mathematical expressions are written in the form of piecewise functions for the
three types of profiles:
The hyperbolic tangent wall temperature profile is expressed as
Tw(x) =

1
2
(T outw − T inw ) tanh(γ(x− L2 )) + 12(T outw + T inw )
= Thbt(x) , x1 ≤ x ≤ x2
T inw + (Thbt(x1)− T inw )x/x1 , x < x1
T outw − (T outw − Thbt(x2))(L− x)/(L− x2) , x > x2
(4.1)
where tanh is the hyperbolic tangent function and γ is a parameter (varied from 1.0 to 8.0 mm−1
in this work) that determines the temperature gradient. The hyperbolic tangent temperature ramp
Thbt(x) is prescribed from x1 = 1 mm to x2 = 5 mm along the streamwise direction. At two sides of
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the channel wall, two line segments then connect Thbt(x1) and Thbt(x2) to T inw and T
out
w respectively
to form a continuous profile.
The linear wall temperature ramp is written as
Tw(x) =

T inw + (T
out
w − T inw )(x− x3)/(x4 − x3) , x3 ≤ x ≤ x4
T inw , x < x3
T outw , x > x4
(4.2)
where x3 and x4 are the starting and end points of the ramp. Three sets of values for x3 and x4 (1
mm and 5 mm, 2 mm and 4 mm, and 2.5 mm and 3.5 mm) are used, giving the linear gradient of
k = T
out
w −T inw
x4−x3 = 275, 550 and 1100 K·mm−1 respectively.
As k becomes infinity, the temperature profile Tw(x) becomes a step function:
Tw(x) =

T inw , x < 3mm
T outw . x ≥ 3mm
(4.3)
Table 4.1 and Figure 4.2 has summarised the wall temperature profiles used in this work.
Table 4.1: Summary of the wall temperature profiles used.
Case types of profile ramp function locations key parameters
HBT-1 hyperbolic tangent x1 = 1 mm, x2 = 5 mm γ = 1.0 mm−1
HBT-2 hyperbolic tangent x1 = 1 mm, x2 = 5 mm γ = 2.0 mm−1
HBT-3 hyperbolic tangent x1 = 1 mm, x2 = 5 mm γ = 4.0 mm−1
HBT-4 hyperbolic tangent x1 = 1 mm, x2 = 5 mm γ = 8.0 mm−1
LIN-1 linear x3 = 1 mm, x4 = 5 mm k = 275 K·mm−1
LIN-2 linear x3 = 2 mm, x4 = 4 mm k = 550 K·mm−1
LIN-3 linear x3 = 2.5 mm, x4 = 3.5 mm k = 1100 K·mm−1
Step-F step function middle point, 3 mm k =∞
The global equivalence ratio (φ) in all simulations was kept at 1.0. Low, medium and high inflow
velocities (Uin) of 0.2, 0.4 and 0.8 m/s (with the inflow velocity-to-laminar flame speed ratio of 1/2,
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Figure 4.2: Wall temperature profiles used in this study.
1 and 2 respectively) were studied in order to provide a relatively comprehensive view of the effects
of the wall BC on the micro-flame dynamics within the combustor’s operational range.
In order to initiate the flame, an artificial rate-controlling temperature (set at 1800 K) is used in the
“ignition-zone” (located between 0.75L - 0.8L) to inflate the Arrhenius chemical reaction rate while
keeping the thermodynamic temperature as per the flow condition. This zone is in effect for the first
0.5 ms of the simulation time to initiate the flame and then “switched-off” subsequently. Quantitative
discussions on this ignition method are given in our previous paper [144]. This study mainly focuses
on the flame dynamics after the “flame-initiation event” (simulation time > 0.5 ms).
A uniform mesh consisting of 354×36 cells with the cell size of ∼17.0 µm is employed to pre-
serve the same spatial accuracy throughout the domain as the flames simulated were expected to move
through the domain. A grid refinement study was performed for a “stable flame” case by comparing
the temperature and species concentration profiles along the channel centreline for several mesh lev-
els. As shown in Figure 4.3, the mesh resolution chosen above is found sufficient since reasonably
good grid-independent solutions are already attained.
The simulations were performed in parallel using MPI with each simulation using 64 cores on the
Australian national supercomputing cluster [99]. For a typical simulation with the simulation time up
to 30 ms, ∼400 hours of wall clock time were needed on these 2.6 GHz Intel Xeon processors.
4.3 Results and discussions
In this section, the effects of wall temperature profiles on flame dynamics at different inflow velocity
conditions are discussed.
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Figure 4.3: Grid refinement study: profiles of temperature and species mole fractions along the channel cen-
treline on different mesh levels for a steady-state flame.
4.3.1 Low-inflow velocity condition (Uin = 0.2 m/s)
Figure 4.4 shows the overview of the temporal evolution of the streamwise flame front location, total
heat release rate (THRR) and total heat exchange rate (TQex) for various of wall temperature profiles
applied.
The peak methyl radical (CH3) mole fractions is chosen to represent the flame front location as
CH3 was found to be the key radical that controls the flame initiation and propagation via hydrogen
abstraction reactions in the linear progression of CH4 to CO2 [137].
The THRR is an important quantity to characterise the combustion intensity, which is calculated
by integrating the volumetric heat release rate (HRR) over the whole computational domain:
THRR =
∫
V
HRRdV = −
∫
V
∑
s=all
ω˙shs dV , (4.4)
where ω˙s and hs are the production/loss rate and the standard enthalpy of formation of species s
respectively.
The total heat exchange rate TQex is calculated by integrating the gas-wall-interface heat transfer
rate along the entire “wall interface” (for both upper and lower channel wall):
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Figure 4.4: Temporal evolution of the streamwise flame front location (a), total heat release rate (b) and total
heat exchange rate (c) for various of wall temperature profiles at the inflow velocity of Uin = 0.2 m/s.
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TQex = −
∫
wall
kgas
∂T
∂y
∣∣∣∣
wall
dx , (4.5)
where kgas and T are the gas local thermal conductivity and temperature at walls respectively, x and
y denote the streamwise and spanwise direction respectively. A positive TQex indicates that the heat
is transferred from the gas mixture to the solid walls while a negative value indicates that the heat is
transferred from the walls to the gas mixture. The terms “extinction” and “re-ignition” used in this
paper are according to the definition proposed by Miyata et al. [61]: During the flame propagation,
the period with the appearance of negative TQex is considered as the flame-extinction phase while the
rebound of the TQex to positive values represents the re-ignition of the flame.
At the low-inflow velocity condition, flame behaviours can be mainly classified into four cate-
gories, among all the wall temperature profiles simulated:
• Flame extinction after the “flame-initiation event” (HBT-1 and LIN-1),
• Flame extinction and re-ignition for a few cycles while eventually ending up with long-term
extinction (HBT-2),
• Flames with repetitive oscillations (LIN-2, HBT-3 and LIN-3),
• Flames oscillations damped with time and eventually ending up with only limited fluctuations
(HBT-4 and Step-F).
As shown in Figure 4.4 (b) and (c), after the “flame-initiation event”, the THRR and TQex for
the wall temperature profiles of HBT-1 and LIN-1 rapidly decrease and attain significantly low levels
(∼2 W and -200 W respectively). The negative TQex (heat is transferred from the walls to the flow)
indicates that the flame is extinguished with the “hot walls” simply providing heat to the gas phase
with no combustion related heat release occuring in the channel. The CH3 peak is found to be located
at the outlet of the channel after the flame extinction (Figure 4.4 (a)). Figure 4.5 shows the temporal
evolution of CH3 mole fractions for both cases. It is found that the established flame (after the “flame-
initiation event”) first propagates upstream, then rapidly gets weakened when reaching the upstream
location owing to the “cold” walls. At a significantly reduced reaction rate, the flame is convected
downstream by the flow and is finally extinguished during its downstream-moving period.
For the wall temperature profile of HBT-2, the flame is found to be able to be re-ignited after its
extinction (owing to the high temperature at the downstream side of the walls) and then propagate
upstream again. However, this flame extinction and re-ignition phenomenon only lasts for a few
cycles, and eventually ends up with a long-term inactive phase. As shown in Figure 4.4 (a) and
Figure 4.6, within those limited cycles, longer and longer preheating length is required for the mixture
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Figure 4.5: Temporal evolution of CH3 mole fractions for the wall temperature profiles of HBT-1 (a) and LIN-1
(b), at the inflow velocity of Uin = 0.2 m/s.
to be re-ignited. Consequently, the amplitude of the flame front spatial variation increases with time.
Finally, the channel cannot afford a sufficient preheating length before the flame can be re-ignited. A
small pool of radicals is retained near the channel outlet (shown in the last slice-plot of Figure 4.6)
without further accumulation, which marks the long-term extinction phase.
For the case of LIN-2, HBT-3 and LIN-3, the flames are found to repetitively oscillate within the
channel, up to the simulation time of over 30 ms. Temporal evolutions of the flame front of these cases
are shown in Figure 4.7 and Figure 4.8. Among the three wall temperature profiles, the case of LIN-2
is found to have the largest oscillation amplitude and is chosen as an example to comprehensively
understand the underlying physical mechanisms for this repetitive flame oscillation.
Similar to the case of HBT-2, the flame spatial variation for the LIN-2 increases for the first few
oscillation cycles at the initial stage (Figure 4.4 (a)). However, unlike the HBT-2 eventually ending
up with a long-term extinction, the oscillation for the LIN-2 is found to be able to be maintained at
a stable periodic level after 10 ms. As shown in Figure 4.7, the flame repetitively experiences the
strongest and weakest burning rate, during its propagation between the most upstream and down-
stream location. Within one cycle period of ∼3.5 ms, flame extinction occurs for ∼2.1 ms when the
TQex < 0 (shown in Figure 4.4 (c)), and then the flame is re-ignited as the TQex rebounds to positive
values. This flame repetitive extinction and ignition (FREI) phenomenon is analysed from the aspect
of the relationship between the flame propagation and the heat generation/transfer as follows.
Figure 4.9 shows the variation of the THRR, TQex, local streamwise flow velocity at the flame
front and the flame propagation speed within one cycle (23.5 - 27.1 ms) of the flame’s stable periodic
oscillations.
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Figure 4.6: Temporal evolution of CH3 mole fractions for the wall temperature profile of HBT-2, at the in-
flow velocity of Uin = 0.2 m/s. Four slice-plots showing the temperature and species mole fraction profiles
(15×XCH3 , XCH4 , XCO2 and XCO) along the channel centreline during one cycle of flame extinction and
re-ignition phase and one slice-plot in the long-term extinction phase (t = 20.0 ms) are also plotted.
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Figure 4.7: Temporal evolution of CH3 mole fractions for the wall temperature profile of LIN-2, at the inflow
velocity of Uin = 0.2 m/s. Four slice-plots during one cycle of the flame repetitive extinction and ignition are
also plotted.
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Figure 4.8: Temporal evolution of CH3 mole fractions within one cycle of the flame’s stable periodic oscil-
lations, for the wall temperature profiles of HBT-3 (a) and LIN-3 (b), at the inflow velocity of Uin = 0.2
m/s.
The flame propagation speed (S) is the flame front moving speed with respect to the local stream-
wise flow velocity at the flame front Vff :
S = −
(
dxff
dt
− Vff
)
, (4.6)
where xff is the streamwise location of the CH3 peak. The term “turning point” is defined as the time
instant when the flame has already reached its most upstream or downstream location and is going to
change its propagation direction (upstream-to-downstream or downstream-to-upstream) subsequently.
At these locations, dxff/dt = 0, thereby S = Vff .
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Figure 4.9: Variation of the THRR, TQex, local streamwise flow velocity at the flame front and the flame
propagation speed within one cycle of the flame’s stable periodic oscillations for the case of LIN-2, at the
inflow velocity of Uin = 0.2 m/s.
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Most of the data points are plotted with the time interval of 0.1 ms (interval for data-saving in the
simulation). Two downstream-to-upstream turning points are at 23.5 and 27.1 ms (the starting points
of this and next cycle) respectively. In order to capture the upstream-to-downstream turning point,
data at the time instant of 24.65 ms (within the time interval between 24.6 and 24.7 ms) are also saved
and added to Figure 4.9.
As shown in Figure 4.9 (b), from 23.5 to 24.65 ms, the flame propagation speed is larger than the
local flow speed, the flame is therefore propagating upstream. After the turning point at 24.65 ms, the
flame propagation speed decreases significantly and becomes smaller than the local flow speed. As a
result, the flame is moving downstream until it reaches the next turning point at 27.1 ms. There are
two important findings for these two speeds. First, the flame propagation speed and local flow speed
exhibit the same variation in trend, i.e. when one increases the other also increases, and vice-versa.
However, the flame propagation speed changes more drastically. Second, at both the upstream-to-
downstream and downstream-to-upstream turning points, the flame propagation speed (equal to the
local flow velocity) has an identical value of 1.5 m/s.
It should be also mentioned that the flame extinction/re-ignition does not occur simultaneously at
the turning points. In fact, there are delays between the extinction (the TQex falls below zero) and the
upstream-to-downstream turning point, and between the re-ignition (the TQex rebounds to positive
values) and the downstream-to-upstream point, as shown in Figure 4.9 (a).
The flame propagation speed had a strong correlation with the heat release rate (THRR) and gas-
solid heat exchange rate (TQex). An enhancement of the reaction rate (higher THRR) directly leads
to a higher flame propagation speed. The combustor structure and flow heat exchange can either aid
or retard the flame, depending on whether the heat is recirculated to preheat the reactants (TQex < 0)
or lost to the environment (TQex > 0). Therefore, the THRR and the TQex have a combined effect
on the flame propagation speed. As shown in Figure 4.9 (a), the TQex varies in a same trend as the
THRR. It means that, for example, the increase of the THRR makes positive contributions to the flame
propagation speed, while the increase of the TQex (larger heat losses or smaller heat recirculation),
at the same time, makes negative contributions to the flame propagation speed. Moreover, it is found
that the predominant role (THRR or TQex) in determining the flame propagation speed differs at
different flame-propagation stages. For most of the time within one cycle of the flame oscillation (the
whole flame upstream-propagation phase and a part of the downstream-propagation phase), the flame
propagation speed S is predominantly determined by the THRR. Therefore, the S increases as the
THRR increases and the S decreases as the THRR decreases. Nevertheless, there is a weak-reaction
period within the flame downstream-propagation phase (25.0 to 26.2 ms), in which the THRR gently
decreases while the flame propagation speed S starts to increase. This indicates that, instead of the
flame heat release, the heat recirculation (TQex is below zero and decreases) makes a larger impact on
the S (superior to the THRR) within this period.
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For the wall temperature profiles of HBT-4 and Step-F, flames oscillations are found to be damped
after the “flame-initiation event”, and eventually end up with only limited fluctuations (Figure 4.4).
Figure 4.10 shows the CH3 mole fraction contours within one cycle of this limited oscillation. The
flame front spatial variations are found to be only 3.36 - 3.52 mm and 3.36 - 3.42 mm along the
channel in this cycle, for the HBT-4 and Step-F respectively. For the case of Step-F, the flame is
almost “visually” stabilised, although it is not in the “real” steady-state.
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Figure 4.10: Temporal evolution of CH3 mole fractions for the wall temperature profiles of HBT-4 (a) and
Step-F (b), within one cycle of the limited flame oscillations, at the inflow velocity of Uin = 0.2 m/s.
A fast Fourier transform (FFT) of the temporal evolution of the THRR (Figure 4.4 (b)) is per-
formed for the flame-oscillation cases (HBT-2, LIN-2, HBT-3, LIN-3, HBT-4 and Step-F) in MAT-
LAB (Version R2012a, The MathWorks, Natick, USA). The predominant frequencies of the oscillat-
ing flames are determined and listed in Table 4.2. The oscillation peak-to-peak amplitudes (in flame
front location and THRR variation) of the simulated last oscillation cycle are also summarised. It is
found that the flame oscillation frequency increases as the wall temperature gradient (parameters of γ
and k) increases. The oscillation amplitude, on the contrary, decreases with the gradient-controlling
parameters.
Figure 4.11 shows the THRR, TQex and flame propagation speed versus flame front streamwise
locations within one cycle of the flame’s stable periodic oscillations for the four oscillation cases
(LIN-2, HBT-3, LIN-3 and HBT-4). It is found that the flame propagation speed at all the turning
points (both upstream-to-downstream and downstream-to-upstream) has the same value of Sturning =
1.5 m/s which has been mentioned earlier in the analysis for the case of LIN-2 (shown in Figure 4.9).
Since the flame propagation speed is affected by both the THRR and TQex which are strongly depen-
dent on the magnitude of the wall temperature, different wall temperature-ramping profiles, therefore,
render the flame propagation speed to reach the Sturning = 1.5 m/s at different channel streamwise
locations. This explains the different flame oscillating distances that are bonded by their respective
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Table 4.2: Frequency and oscillation amplitude (last cycle) of oscillating flames.
Case Key parameters
Frequency
(Hz)
Variation amplitude
in xff (mm)
Variation amplitude
in THRR (W)
HBT-2† γ = 2.0 mm−1 255.54 2.31 1666.6
HBT-3 γ = 4.0 mm−1 430.54 0.80 823.3
HBT-4 γ = 8.0 mm−1 530.74 0.16 156.1
LIN-2 k = 550 K·mm−1 283.04 1.99 1546.8
LIN-3 k = 1100 K·mm−1 484.99 0.54 587.0
Step-F k =∞ 540.28 0.06 46.1
† For the case of HBT-2, the frequency is evaluated only for a few cycles of flame extinction and re-ignition
(before the long-term extinction phase).
upstream-to-downstream and downstream-to-upstream turning points for various cases.
In order to investigate the quantitative relation between the flame propagation speed S and the
THRR & TQex, we assume an expression for the S(THRR,TQex) as a function of the THRR and
TQex:
S = a · (THRR− b · TQex) + c , (4.7)
where a, b and c are the coefficients to be determined. The calculated flame propagation speeds S
during a whole cycle of the flame’s stable periodic oscillation for various cases are fitted to Equa-
tion 4.7 using the two-variable fitting in Gnuplot (open source, version 4.6.4-2). The fitted curve with
determined coefficients a, b and c are shown in Figure 4.12. Fitting errors are mainly attributed to
the time-averaged means (time interval of 0.1 ms) to calculate the flame front absolute moving speed
dxff/dt and flame propagation speed S (Equation 4.6). Moreover, the error in flame front position
xff due to the spatial discretisation (if the CH3 peak is not exactly located in the finite volume cell
centre) is another reason leading to the imprecisely calculated flame speeds.
The coefficient b of 0.6557 can indicate the “relative importance weight” of the TQex contributing
to the flame propagation speed, as compared to the THRR. For example, when the TQex and THRR are
both positive, only 0.6557 W of heat release is needed to counteract the influence of unit watt of heat
loss on the flame speed. However, when the flame is in the weak-reaction phase (downstream-moving
and after extinction), the THRR is limited and the TQex becomes negative and more pronounced. As
discussed earlier, the heat transfer from the walls is more important to the S rather than the limited
heat release within this period.
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Figure 4.11: The THRR, TQex and flame propagation speed versus flame front streamwise locations within
one cycle of the flame’s stable periodic oscillations for the cases of LIN-2, HBT-3, LIN-3 and HBT-4.
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4.3.2 Medium-inflow velocity condition (Uin = 0.4 m/s)
For the inflow velocity Uin equal to the CH4/air laminar flame speed of 0.4 m/s, the flames are prone
to showing more stability at higher input energy, which is consistent to previous studies [52, 56, 77].
Two categories of flame behaviours are observed:
• Flames with repetitive oscillations (HBT-1 and LIN-1),
• Flames stabilisation (HBT-2, LIN-2, HBT-3, LIN-3, HBT-4 and Step-F).
As shown in Figure 4.13, the flames for the cases of HBT-2, LIN-2, HBT-3, LIN-3, HBT-4 and
Step-F are eventually stabilised within the channel after the “flame-initiation event”. The cases of
HBT-1 and LIN-1 which ends up with flame extinction at the low-inflow velocity condition (Uin = 0.2
m/s), are exhibiting periodic oscillations at this medium-inflow velocity condition.
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Figure 4.13: Temporal evolution of the streamwise flame front location (a) and total heat release rate (b) for
various of wall temperature profiles at the inflow velocity of Uin = 0.4 m/s.
Similar to the analysis for Uin = 0.2 m/s, the calculated flame propagation speed S for Uin = 0.4
m/s among various cases are also fitted to Equation 4.7 and plotted in Figure 4.14. The determined
coefficient b is slightly lower than that for Uin = 0.2 m/s (0.5657 vs 0.6557). This is because that
at higher input energy (higher Uin), the flame is more capable of maintaining self-stability, with less
dependence on the gas-solid heat transfer.
4.3.3 High-inflow velocity condition (Uin = 0.8 m/s)
At the high-inflow velocity of Uin = 0.8 m/s (two times larger than the CH4/air laminar flame speed),
the flames for the cases of HBT-1, LIN-1, HBT-2 and LIN-2 are found not able to be fully established
within the “flame-initiation event” of 0.5 ms. At t = 0.5 ms, the CH3 and temperature peak are still
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Figure 4.14: Two-variable (THRR and TQex) fitting of the flame propagation speed S for various of wall
temperature profiles at the inflow velocity of Uin = 0.4 m/s.
near the walls rather than located at the channel centreline. After the “ignition-zone” is switched off,
the flame is rapidly extinguished and the remaining pool of radicals is eventually blown out of the
channel. This is because the high inflow velocity has shortened the flow residence time and thereby
hinders radicals’ accumulation and diffusion within the channel. Therefore, the “ignition-zone” in
effect-time is extended to 1.0 ms for those cases, in order to ensure the flame is fully established.
Figure 4.15 shows an example of the ignition issue for the case of HBT-1.
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Figure 4.15: Temporal evolution of CH3 mole fractions after the “ignition-zone” switched-off at 0.5 ms (a)
showing flame blown-out extinction, and 1.0 ms (b) showing successful flame establishment and flame sta-
bilisation, for the case of HBT-1 at Uin of 0.8 m/s.
Among all the cases (“ignition-zone” in effect-time of 0.5 ms for HBT-3, LIN-3, HBT-4 and Step-
F while 1.0 ms for HBT-1, LIN-1, HBT-2 and LIN-2), flames are found to be eventually stabilised
within the channel, as shown in the plots of temporal evolution of the flame front location and THRR
(Figure 4.16). The flame stabilisation location moves more upstream as the temperature gradient-
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controlling parameters (γ and k) increases.
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Figure 4.16: Temporal evolution of the streamwise flame front location (a) and total heat release rate (b) for
various of wall temperature profiles at the inflow velocity of Uin = 0.8 m/s.
The calculated flame propagation speed S for Uin = 0.8 m/s among various cases are also fitted
to Equation 4.7 and plotted in Figure 4.17. Both the transient flames approaching their steady-states,
and the stable flames are included. At this high level of input energy, the determined coefficient b is
further decreased, indicating even less dependence of the flame speed on the gas-solid heat transfer.
This also partially explains why flames for all the wall temperature profiles at the high-inflow velocity
condition are able to overcome wall surface heat losses and be eventually stabilised.
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Figure 4.17: Two-variable (THRR and TQex) fitting of the flame propagation speed S for various of wall
temperature profiles at the inflow velocity of Uin = 0.8 m/s.
4.3.4 Summary
In summary, the flame shows instabilities in the form of spatial oscillations or even flame extinction
at the low inflow velocity condition of Uin = 0.2 m/s. The flame oscillation amplitude, is found to be
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very sensitive to the wall temperature profiles. More specifically, it increases as the wall temperature
gradient-controlling parameters decrease. With the increase of the inflow velocity, flames are prone
to showing more stability at the medium inflow velocity condition of Uin = 0.4 m/s, and eventually
end up with flame stabilisation at the high-inflow velocity condition of Uin = 0.8 m/s for all the wall
temperature profiles examined.
4.4 Conclusions
This paper has investigated the effect of wall temperature profiles on the premixed CH4/air flame
behaviours in a narrow channel, using time-accurate simulations with the DRM-19 reaction mecha-
nism. Three types of prescribed wall temperature profiles including the hyperbolic tangent, linear and
step function with a range of values of temperature gradient-controlling parameters, were simulated
at three different inflow velocity conditions of Uin = 0.2, 0.4 and 0.8 m/s. The main conclusions are
drawn as follows:
• At the low-inflow velocity condition, flames show instabilities which are in the form of spatial
oscillations and even flame extinction. These instabilities, however, disappear at the high-
inflow velocity condition and become flame stabilisation for all the wall temperature profiles
examined.
• The flame oscillation modes can be attributed to a competition between the flame propagation
speed and the local flow velocity. The flame spatial oscillations are bonded by the flame front
upstream-to-downstream and downstream-to-upstream turning points, which are characterised
with the same flame propagation speed named Sturning. Various wall temperature profiles ren-
der the flame propagation speed to reach the same Sturning at different channel streamwise
locations, which explains their respective but different flame oscillation amplitudes.
• Since the flame behaviours are very sensitive to the wall temperature profiles, the selection of an
appropriate profile becomes a tricky issue. Moreover, using a specified wall temperature profile
is not capable of capturing the transient thermal response of the walls to the flame propagation
for a “real” combustor. For example, the location and magnitude of the peak temperature at
the wall will probably evolve as the flame is propagating through the channel. Therefore, these
above-mentioned aspects call for a conjugate heat transfer model that also accounts for the
heat conduction in the combustor walls. A solid heat transfer solver which is tightly coupled
with our fluid solver has been newly developed and verified [106]. Future simulations will be
conducted utilising conjugate heat transfer along with the detailed chemical kinetics, in order
to capture all of the relevant physics accurately.
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Part II
Experimental studies towards small-scale
power generation
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Chapter 5
Mesoscale combustor with thermally
orthotropic walls
Another main task of this thesis is to develop an experimental system for the application of small-
scale power generation. Since the gas-solid thermal coupling at small scales becomes very significant,
the combustor wall thermal properties play an important role on flame stabilisation and propagation.
Therefore, choosing an appropriate combustor wall material is crucial to attain stable combustion over
a wide operating range.
Past studies [47] suggested that the use of wall materials with orthotropic thermal conductivities
could be an ideal choice to improve flame stability and the combustor performance. Such walls
would enhance axial heat conduction to preheat the mixture while inhibit transverse heat conduction
to reduce heat losses to the surroundings. This chapter experimentally studies the enhancement of
flame stability limits for the orthotropic material of pyrolytic graphite, for the first time in literature.
The suitability of using this material on the micro/mesoscale power generation is also evaluated.
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Reproduced from a paper published in Applied Thermal Engineering, with small modifications:
X. Kang, A. Veeraragavan, Experimental investigation of flame stability limits of a mesoscale com-
bustor with thermally orthotropic walls, Applied Thermal Engineering 85 (2015) 234–242.
Abstract
Flame stability limits were experimentally investigated for a parallel plate mesoscale combustor with
orthotropic walls. The combustor walls were made of pyrolytic graphite, which has orthotropic ther-
mal conductivity of 350 W/m-K in ab-plane and 3.5 W/m-K in the c-plane at room temperature.
Infrared images of the combustor walls showed that the pyrolytic graphite plates had uniform tem-
perature distributions at all operating conditions tested. Compared to an isotropic material (stainless
steel), pyrolytic graphite showed a greater high velocity limit (HVL) and thereby wider flame stability
limit. Thermal performance of the combustor was also evaluated via an energy balance, wherein, heat
losses were found to dominate the thermal fluxes. The uniform temperature profile and the lack of
a distinctive “hot spot” in the thermal images of the pyrolytic graphite indicate that it is a suitable
combustor material for thermoelectric and thermophotovoltaic power conversion applications. Future
work should focus on the thermal management so as to avoid excessive heat losses leading to an
improvement in the thermal performance of the combustor.
Keywords:
Microcombustion; Mesoscale Combustion; Flame Stability; Thermally Orthotropic Materials; Con-
jugate Heat Transfer
5.1 Introduction
Combustion of hydrocarbon fuels in small scale finds application in portable power generating de-
vices and micro propulsion systems [4]. Compared to traditional electrochemical batteries, micro/me-
soscale combustion takes advantage of the considerably higher energy densities (45 vs. 0.6 MJ/kg)
and instant rechargeability (needing only to replace the fuel cartridge), thereby leading to fewer logis-
tical issues [1, 5]. However, as the combustor size decreases, sustaining stable combustion becomes
challenging because the increased surface-to-volume ratio induces large heat losses from the com-
bustor surface. Additionally, the enhanced effect of radical quenching at the gas-solid interface is
considered to be significant at small scales and can also cause flame extinction [4, 8].
Flame stability issues in a small channel have drawn research interests globally and several at-
tempts have been made to maintain stable combustion in micro-combustors by different research
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groups [18–21, 43–48, 145]. Kim et al. [20, 21] experimentally studied the “Swiss-roll” combus-
tor which is based on the concept of “excess-enthalpy combustion” suggested by Weinberg and
Lloyd [18, 19]. By recirculating the heat from combustion products to the fresh reactants, flammabil-
ity limits of micro-combustor was successfully extended. Miesse et al. [43] demonstrated a chemical
approach to render the combustor walls chemically inactive with respect to the radical termination.
Experimental results showed that methane/oxygen diffusion flame could be stabilised within an ex-
tremely small channel at 0.5 mm gap. Kumar et al. [145] studied a diverging channel microcombus-
tor and reported flame stability limits for methane-air flames. They noted that negatively/positively
stretched flames were possible along with partially stable flames for this configuration. Along with
experiments, past work has also focused on physical understanding of the flame behaviour in micro-
combsutors through modelling efforts. Leach and Cadou [44] developed a one-dimensional thermal-
resistance analytical model based on the flame thickness. The predictions showed that heat conduction
through the combustor walls and the heat transfer between the gases and the structure could broaden
the reaction zone. Increasing either the thermal conductivity of the wall material or the wall thickness
would lead to an increase of the non-dimensional flame broadening. A two-dimensional conjugate
heat transfer model for flame stabilisation studied by Veeraragavan and Cadou [45, 46] indicated that
the heat conduction from post-flame to pre-flame via both gases and structures predominantly deter-
mined the flame speed in a small channel. Norton and Vlachos [47, 48] numerically studied premixed
methane/air and propane/air combustion characteristics and flame stability in a micro-channel. It was
found that the wall thermal conductivity played a double-sided, competing role in flame stabilisation
inside the micro-combustor. Too low thermal conductivity would inhibit the stream-wise heat trans-
fer necessary for stabilising flame while too large conductivity would bring deteriorated heat losses
leading to flame quenching. Norton and Vlachos concluded in [47] that wall materials that have or-
thotropic thermal conductivities (higher in the axial and lower in the transverse direction) would be
ideal choices to improve flame stability and the combustor performance.
Orthotropic materials have been studied for various thermal applications in the literature. Graphene,
as a highly orthotropic carbon allotrope, has been an exciting material in the areas of physics and ma-
terials sciences since its discovery a decade ago. Despite its excellent properties that have broken
through many records in terms of strength, thermal and electrical conductivity, the high cost (10
times higher than silicon in the electronics industry) and complex manufacturing process (involving
the use of toxic chemicals) has at present prevented graphene from being available in commercial ap-
plications [146]. Pyrolytic graphite, as an old and typical orthotropic material, has been produced for
more than one hundred years by thermally decomposing carbonaceous gases on a hot surface [147].
However, quantitative research on its physical properties has only been conducted during the past
half-century [148–150]. Potential applications have been demonstrated or proposed in more recent
years. Smalc et al. [151] used natural and pyrolytic graphite sheet as a heat spreader in the laptop
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computer and a temperature reduction of above 20% over the hard drive was achieved. Bagheri et
al [152] recently introduced an analytical model of orthotropic graphite plate heat exchangers in or-
der to study the improved heat spreading and enhanced heat transfer. Kraus [153] has proposed a
novel heat insulating layer made of pyrolytic graphite in the rocket nozzle to enhance the nozzle’s
capability of operating at high temperatures encountered during combustion. In the research field of
micro/mesoscale combustion, there is no publication involving an experimental study of orthotropic
wall materials (as per our knowledge). Therefore, this work focuses on experimentally evaluating
the flame stability limits for the orthotropic material pyrolytic graphite for the first time in the litera-
ture along with the thermal performance of the combustor. Other orthotropic materials that could be
potentially tested in future work include pyrolytic boron nitride, aluminium-graphite composites and
carbon fibre-reinforced epoxy composites.
5.2 Experiment Setup
The schematic diagram of the experimental setup is shown in Figure 5.1. It consists of two mass
flow controllers, a gas mixer, a plenum and a mesoscale combustor. Methane and air are supplied to
the system via two SmartTrak-C100 mass flow controllers (from Sierra Instruments) with an accu-
racy of ±1% of full scale (0-1000 sccm for methane and 0-10000 sccm for air). These are used to
control the mixture mass flow rate and equivalence ratio (φ). A gas mixer consisting of a 1-1/4 inch
diameter stainless steel tube filled with steel wool is used to mix the gas before entering the stainless
steel plenum below the combustor chamber. The assembly drawings of the parallel plate mesoscale
combustor are shown in Figure 5.2. The combustor consists of two rectangular wafers attached to ad-
justable supporting plates above the plenum. Two ceramic pieces (white pieces in Figure 5.2) clamp
the combustor plates from the side and provide thermal insulation. At the inlet to the combustor chan-
nel, a stainless steel screen is employed to flatten the velocity profile of the inlet flow and also used as
a flashback arrestor. Swagelok stainless steel tubing and fittings are used for connecting the different
parts of the system together.
Pyrolytic graphite wafers from Advanced Carbon Technologies [154] were used as the combustor
plates. Pyrolytic graphite is a highly thermally orthotropic material with the thermal conductivity in
the “ab” plane (deposition plane) two orders of magnitude higher than that in the “c” plane (through
thickness). The temperature-dependent orthotropic thermal conductivities and other typical properties
of pyrolytic graphite are listed in the table 5.1. The experimental study was performed with pyrolytic
graphite plates of the dimensions 80 mm × 60 mm × 2 mm in length × width × thickness respec-
tively. Each plate of these dimensions cost $175 (US). Figure 5.3 shows the new pyrolytic graphite
wafer before the experiment and the used one after the experiment (on the side facing the flame) with
flame marks on the surface. The wafers were regularly inspected at various times between the two
conditions shown in Figure 5.3. The experimental results obtained were found to be repeatable with
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Figure 5.1: Schematic of the combustor setup.
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Figure 5.2: Assembly drawings of the parallel plate mesoscale combustor.
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negligible variation in the limits presented in section 5.3 until the deeper marks appeared (top part of
the wafer in Figure 5.3). This occurred when the flame was held in the channel at equivalence ratio
of 1.0 and 1.1 and at a high velocity (above 80 cm/s) close to the high velocity limits (HVL) after
approximately two hours of continuous operation at this condition. The deeper marks increased the
flame stability and increased the high velocity limit beyond what is reported in this work (later in
section 5.3) because the channel gap was locally increased in the region of the deeper marks resulting
in flame-holding by the marks. The scope of the present work is to investigate the effect of the or-
thotropic thermal conductivity on flame stability limits in isolation and not due to structural features
induced by the flame. The wafers are considered structurally damaged when the deep marks have
occurred and we report findings from the experiment prior to this occurrence. Future work would
identify either surface coatings that would prevent such flame marks or alternative materials that do
not get affected by the flame in this manner. The outer surface of the pyrolytic graphite wafer (not
facing the flame) was fairly unmarked. As a comparison, experiments using stainless steel plates (SS
316) of the dimension 80 mm × 60 mm × 2 mm which were used as micro-combustor materials
in previous works [27, 31, 35, 36] were also conducted. Stainless steel has the thermal conductivity
and other properties [155, 156] as reported in the table 5.1. Stainless steel provides a good baseline
as its thermal diffusivity (k/(ρ × Cp)) at room temperature is 0.03 cm2/s which is comparable to the
C-direction thermal diffusivity of pyrolytic graphite (0.02 cm2/s).
Table 5.1: Typical properties of pyrolytic graphite and stainless steel 316 [155–157].
Typical properties Pyrolytic graphite Stainless steel 316
Density, ρ (g/cm3) 2.2 8.0
Specific Heat, Cp (J/kg-K) 700 500
Thermal Conductivity, k (W/m-K) AB Plane C Direction
Room temperature (21 ◦C) 350 3.5 13.3
500 ◦C 302 2.0 21.0
1000 ◦C 173 1.4 27.7
Thermal Expansion Coefficient (/◦C) AB Plane C Direction
0.5 × 106 6.5 × 106 16 × 106
A high-performance FLIR Systems A655 infrared camera with the resolution of 640 × 480 pix-
els and accuracy of ±2% of reading is used to measure the combustor outer surface temperature
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Figure 5.3: Pyrolytic graphite wafers before and after the experiment.
distribution. The measurement is calibrated by a 1-mm-diameter TC Direct k-type thermocouple in
combination with a Cole-Parmer DualLogR thermometer (±0.1%, T±0.4 ◦C accuracy) measuring at
a single point on the wafer via direct contact. The identical thermocouple and thermometer are also
used to measure the exhaust gas temperature at the combustor exit.
To start the experiment, the gas inlet velocity is set to a relatively low value (∼45 cm/s) at the
equivalence ratio of 1.0. The gas mixture is ignited at the exit of the combustor and the flame is
typically stabilised in the channel exit section (Figure 5.4a). After the walls have been sufficiently
heated by this flame anchored at the combustor exit and by external means (a heat gun), the flame
enters the combustor and propagates into the channel formed by the two plates. The flame is then
allowed to be stabilised inside the channel without the external heating (Figure 5.4b) until it thermally
equilibrates. The methane and air flow rates are then set to the values required to attain the desired
mixture inlet velocity and equivalence ratio to be tested. In order to determine the low velocity limit
(LVL) at a given equivalence ratio, the mixture inlet velocity (Uin) was reduced in small decrements
after the flame was stabilised between the parallel plates. The flame was considered to have attained
the LVL, when it extinguished at a certain velocity value. Similarly, the high velocity limit (HVL)
was obtained by incrementally increasing the flow velocity of a stable flame until the flame blew out
of the combustor. During the experiment, when changing the inlet velocity and equivalence ratio
from one condition to another, a certain period of time is needed to allow the combustor to reach its
equilibrium state. Figure 5.5 shows the temporal evolution of the normalized average digital count of
the infrared camera (14-bit raw data produced, proportional to the radiance collected by the camera’s
detector) over the combustor wall when changing the mixture inlet velocity from 45 to 60 cm/s for a
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fixed equivalence ratio of 1.0. The normalized digital count at the time of t is defined as:
Count(t)normalized = (Count(t)− Countmin)/(Countmax − Countmin) , (5.1)
where Count(t) is the digital count at the time of t, Countmax and Countmin are the minimum and
maximum count values within the total measuring time.
Figure 5.4: Combustor with the flame a) set at the exit and b) stabilised within the channel.
Figure 5.5: Temporal evolution of normalized average digital count over the combustor outer surface when
changing the mixture inlet velocity from 45 cm/s to 60 cm/s at the wafer spacing of 2 mm and mixture
equivalence ratio of 1.0 for pyrolytic graphite (normalized by the maximum count value of 12225 and mini-
mum count value of 10890) and stainless steel 316 (normalized by the maximum count value of 14683 and
minimum count value of 12124).
Since the thermal diffusivity of pyrolytic graphite in the transverse direction is two orders of
magnitude lower than that in the axial direction (0.02 vs. 2 cm2/s), and is on the same order of the
value for stainless steel 316 (0.03 cm2/s), the time scales of thermal equilibrium for pyrolytic graphite
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(predominantly determined by the transverse heat conduction) and stainless steel 316 are similar to
each other: The averaged digital count increases rapidly for the initial 5 minutes and then increases
more slowly afterwards. After above 20 minutes, the digital count reaches a stable value. Therefore,
once the condition is changed during the experiment, usually 30 minutes are needed to allow the
combustor to equilibrate to its thermally steady state before making the temperature measurements.
5.3 Results and Discussions
5.3.1 Flame Stability Limits
Flame stability limits were investigated for both pyrolytic graphite and stainless steel plates. It was
found that the flame could be stabilised between the two plates at a channel gap of 2 mm that was
slightly lower than the quenching diameter for CH4/air premixed flames [7].
Figure 5.6 shows the flame stability results for the pyrolytic graphite and stainless steel plates at
a channel width of 2-mm, with the increments of the inlet velocity and equivalence ratio of 5 cm/s
and 0.05 respectively (details of error analysis accounting for both systematic and random errors are
presented in Section 5.5). A lean and rich equivalence ratio limit for flame propagation in the channel
was experimentally established for both materials. For the equivalence ratios in between this fuel lean
and fuel rich limit, flames could be stabilised for a range of mixture velocities. The results show that
the flame can only be stabilised within the combustor channel for the equivalence ratio (φ) between
0.8 and 1.25 for both stainless steel and pyrolytic graphite.
Figure 5.6: Flame stability limits of stainless steel and pyrolytic graphite plates.
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The low velocity limit (LVL) is found to be at around 40 cm/s, which is nearly insensitive to φ for
both materials. The loci of points of the HVL versus φ are qualitatively similar for the two materials.
However, the HVL is highly dependent upon φ and reaches the highest value at φ = 1.1 and mixture
flow speed of above 85 cm/s for pyrolytic graphite and around 70 cm/s for stainless steel. Therefore,
the flame stability regime is the area confined by two equivalence ratio limits and two velocity limits
for each equivalence ratio in between.
As pointed out by Lewis [158], a premixed flame is stabilised when the flame speed is equal to
the mixture flow speed. The flame is blown out if the velocity of the gas mixture is larger than the
HVL. Since the flame speed is highly dependent on its temperature [46], when the flow velocity is
decreased from the HVL, the amount of energy released via combustion within the channel decreases
proportionately. This in turn lowers the wall temperatures and thereby reduces the pre-heating of the
gas mixture. Therefore, this results in a lower flame speed and a resulting new upstream location
where the flame stabilises. The limit at very low flow velocities results in flame extinction that can be
attributed to two main reasons. First, the highly reduced amount of heat release at low chemical energy
input cannot compete with the significant effect of wall heat loss at small scales. This also explains
why the LVL only shows a minor dependence on the equivalence ratio φ: at low inflow velocities, the
change of the input energy due to the φ variation is limited, as compared to the large surface heat loss
which is the predominant factor inducing flame extinction. Second, as the flame location is near the
inlet of the channel when the mixture velocity approaches to the LVL, the preheating length for the
fresh incoming gases is quite short. As a result, the limited heat recirculation from the solid walls to
the unburnt gases cannot compensate the large heat losses any more.
As noted earlier, it was found that the thermally orthotropic material (pyrolytic graphite) has a
higher HVL resulting in a wider range of flame stability compared to the isotropic material (stainless
steel). This is because the heat conduction from the post-flame to pre-flame region via the combustor
walls is enhanced in this thermally orthotropic material, which is able to provide higher flame speeds
at large mixture flow rates and hence extending its HVL. At the HVL, the flame is located far into the
channel between the two plates (fairly close to the channel exit), thereby, allowing the pre-heating of
the incoming fuel-air mixture by the combustor plates up and until the flame. The LVL is however
invariant to this effect as the small amount of chemical heat release (owing to lower flow speed) and
limited preheating of the incoming mixture gases (owing to a shorter pre-heating length, as the flame
is located close to the entrance of the channel) cannot compete with the significant heat losses which
dominate for both materials in the extinction limit.
5.3.2 Wall Temperatures
Figure 5.7 shows the infrared image of the temperature profile of the combustor outer surface when
using pyrolytic graphite as the combustor wall. The emissivity of the thermal image has been cor-
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rected for the pyrolytic graphite portion only (using an independent thermocouple measurement on
the wafer) and not for the remainder of the combustor (the supporting structures and the plenum).
The stainless steel plate was oxidized during combustion and the degree of oxidation was not iden-
tical across the whole plate. This led to the plate surface having a non-uniform emissivity. Without
an accurate estimate of the emissivity, the temperature distribution shown in the infrared image of
stainless steel plate is not accurate (Figure 5.8) and hence is not discussed in this paper. Compared to
previous experiments with silicon wafers [138, 159] in which the “hot spot” in the infrared image was
used to identify the location of the flame, the temperature distribution in the present work is quite uni-
form when using the pyrolytic graphite as the combustor wall material. Therefore, it is difficult to pick
out the exact location of the flame from the thermal image. From the power generation point of view,
however, such uniform wall temperature profiles are favourable for obtaining high energy conversion
efficiency when using incorporated thermoelectric (TE) devices that extract thermal energy from the
combustor wall surface and covert it to power. Moreover, by using this thermally orthotropic material,
hot spots on the combustor walls in which the temperature could be greater than the upper limit for
TE modules (300 ◦C for the most commercial Bi2Te3 TE modules) can be effectively avoided [160].
Figure 5.7: Infrared image of the pyrolytic graphite combustor walls at the wafer spacing of 2 mm, mixture
inlet velocity of 50 cm/s and equivalence ratio of 1.1.
The temperature profiles along the horizontal and vertical centrelines (L1 and L2 in Figure 5.7)
of the combustor wall are shown in Figure 5.9. The temperature distribution in the span-wise direc-
tion is uniform and is around 230 ◦C which is also the average temperature across the whole wafer.
The temperature profile in the stream-wise direction exhibits a slight gradient (∼0.38 ◦C/mm) and
indicates that the direction of heat conduction along the combustor wafer is from the upstream to the
downstream at this condition (φ= 1.1, Uin = 50 cm/s) although the precise location of the flame is still
Results and Discussions Section 5.3 121
Figure 5.8: Uncorrected infrared image of the stainless steel combustor.
difficult to discern.
Infrared images of the combustor walls near flame stability limits for different equivalence ra-
tios are plotted in Figure 5.10. The pyrolytic graphite plates are found to have uniform temperature
distributions at all operating conditions tested. The average temperature of the combustor wall is
considered to be a representative parameter for various operating conditions and this parameter is
plotted near flame stability limits in Figure 5.11 for one of the runs of the experiment. The lowest
wall temperature T1 = 182 ◦C occurs at the low velocity limit of 40 cm/s for the lean equivalence
ratio of 0.8 while for the equivalence ratio of 1.1 and the mixture inlet velocity of 85 cm/s the average
temperature of the combustor wall reaches the highest value of T2 = 260 ◦C.
5.3.3 Combustor Thermal Balance
An energy balance calculation is performed in order to evaluate the combustor thermal performance.
The energy balance equation of the combustor can be expressed as follows:
m˙CPiTin + m˙fLHV = m˙CPoTout + Q˙P + Q˙S , (5.2)
where m˙ is the mass flow rate of the mixture gas, CPi and CPo are the specific heats of the reactants
and products respectively (mass fraction averaged values of the specific heat of pure species as a
function of temperature), Tin and Tout are the temperature of the fresh mixture gas at the inlet and the
exhausted gas at the outlet respectively, m˙f is the mass flow rate of the fuel, LHV is the lower heating
value of methane, Q˙P is the heat flux from the combustor outer surface to the environment, Q˙S is the
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Figure 5.9: Temperature profiles along a) the horizontal centerline and b) vertical centerline across the com-
bustor wafer (φ= 1.1, Uin = 50 cm/s).
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Figure 5.10: Infrared image of the pyrolytic graphite combustor walls near LVL and HVL for different equiv-
alence ratios: a) φ = 0.8, Uin = 40 cm/s, b) φ = 0.8, Uin = 50 cm/s, c) φ = 0.9, Uin = 40 cm/s, d) φ = 0.9, Uin
= 65 cm/s, e) φ = 1.0, Uin = 40 cm/s, f) φ = 1.0, Uin = 80 cm/s, g) φ = 1.1, Uin = 40 cm/s, h) φ = 1.1, Uin =
85 cm/s, i) φ = 1.2, Uin = 40 cm/s, j) φ = 1.2, Uin = 70 cm/s, k) φ = 1.25, Uin = 40 cm/s, l) φ = 1.25, Uin =
55 cm/s.
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Figure 5.11: Average temperature of the combustor wall at/near flame stability limits.
heat losses to the combustor structure.
The term Q˙P can be divided into the heat radiation Q˙rad and natural heat convection Q˙conv from
the plates [161]:
Q˙P = Q˙rad + Q˙conv . (5.3)
The term of heat radiation is expressed as:
Q˙rad =
∑
pixels
Apixel ε σ (T
4
pixel − T 4∞) . (5.4)
in which Apixel is the area of each pixel of the infrared camera, ε is the emissivity of the plate, σ
is the Stephan-Boltzmann constant, Tpixel is the temperature of each pixel on the plate, T∞ is the
temperature of the environment. And
Q˙conv = Aplate h (TP − T∞) , (5.5)
where Aplate is the area of the plate, TP is average temperature of the plate, h is the convective heat
transfer coefficient:
h = λ×Nu/L , (5.6)
where λ is the thermal conductivity of air at the temperature of TP , L is the length of the plate, Nu is
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the Nusselt number given by [161]:
Nu = 0.68 +
0.670(Gr Pr)1/4
[1 + (0.492/Pr)9/16]4/9
. (5.7)
In Equation 5.7, Gr is the Grashof number and Pr is the Prandtl number:
Gr = g β(TP − T∞)L3/ν2 , (5.8)
Pr = ν/α , (5.9)
where g is Earth’s acceleration due to gravity. The volumetric thermal expansion coefficient β, the
kinematic viscosity ν and the thermal diffusivity α of air are all evaluated at the film temperature:
Tm = (TP + T∞)/2 . (5.10)
The thermal efficiency of the combustor is defined as the ratio of the total thermal output that can
be harvested over the total thermal input:
η = ((m˙CPoTout − m˙CPiTin) + Q˙P )/m˙fLHV . (5.11)
The calculated heat flux for the mixture equivalence ratio of 1.1 and inlet velocity of 40 and 80
cm/s is shown in Figure 5.12. As indicated in the Figure, among all the heat loss types, the radiative
and convective heat flux from the combustor plates only account for a small portion of the total heat
loss (each type less than 10%). As the inlet velocity is increased from 40 to 80 cm/s, the average
temperature of the combustor wall increases from 205 ◦C to 255 ◦C, which leads to a slight increase
in both the radiative and convective heat flux. Enthalpy contained in the exhaust gases takes up
the second largest proportion of the heat flux (∼20% and 30% for the inlet velocity of 40 and 80
cm/s respectively). Most of the heat (more than half) is lost to the combustor structure via the heat
conduction from the combustor wafers to the supporting plates of the plenum and side walls, as well
as the heat transfer by the flame to the side walls. The thermal efficiency increases from 22% at
the inlet velocity of 40 cm/s to 32% at the inlet velocity of 80 cm/s, which indicates that combustor
operating at high velocity regimes is favourable for obtaining higher thermal efficiency. Moreover, in
order to achieve a high power conversion efficiency of the devices that harvests the thermal energy in
the exhaust gases or from the combustor walls by using thermoelectric or thermophotovoltaic devices,
it is necessary to further optimize the combustor design. That is, improving the combustor insulation
or using a self-bonded combustor chamber instead of two plates clamped by the sidewalls, which is
expected to effectively reduce the heat loss to the structure. The present experiment however serves
to estimate the relative influence of using different wall materials in an easy to assemble combustor
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in which a reasonably rapid exploration of different materials is afforded.
5.4 Conclusions
The use of a novel thermally orthotropic material (pyrolytic graphite) in a mesoscale combustor has
been demonstrated for the first time in literature. The main conclusions of the study are as follows.
1. The temperature distribution on the plate was found to be uniform and in a moderate range (<
300 ◦C) which is favourable for the thermoelectric (TE) power generation. The avoidance of
a “hot spot” is important for power conversion using TE as it protects the device from thermal
damage.
2. Compared to the conventional isotropic combustor materials (stainless steel), pyrolytic graphite
showed a higher high velocity limit (HVL) and therefore wider flame stability limit as the heat
conduction through the plates is enhanced at large mixture flow rates. However, the low velocity
limit (LVL) showed less dependence upon the choice of materials and the equivalence ratio.
3. A significant portion of the heat generated via combustion is lost to the combustor structure,
which needs to be suppressed in future work.
5.5 Appendix: Uncertainty Estimation
Errors in this experiment consist of systematic errors as well as random errors.
1. Systematic errors
The systematic error of the mixture velocity and equivalence ratio introduced by instruments is
calculated using the equation below [162]:
δf(x1, x2, ..., xn) =
√
(
∂f
∂x1
δx1)2 + (
∂f
∂x2
δx2)2 + ...+ (
∂f
∂xn
δxn)2 , (5.12)
where f(x1, x2, ..., xn) is the variable dependent on x1, x2, ..., xn which are the independent variables,
δx1, δx2, ..., δxn are the respective uncertainties in the independent variables.
The mixture inlet velocity is
V =
QCH4 +Qair
h×W , (5.13)
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Figure 5.12: Heat losses and the thermal efficiency of the parallel plate micro-combustor (φ = 1.1, Uin = 40
and 80 cm/s).
128 Chapter 5 Mesoscale combustor with thermally orthotropic walls
where QCH4 and Qair are the volumetric flow rates of CH4 and air respectively, h is the channel gap,
W is width of the combustor wall plate. The partial derivatives with respect to QCH4 and Qair are
∂V
∂QCH4
=
1
h×W , (5.14)
∂V
∂Qair
=
1
h×W . (5.15)
The mixture equivalence ratio is
φ =
A
F
∣∣∣∣
Stoic
× QCH4
Qair
, (5.16)
where A
F
∣∣∣∣
Stoic
is the stoichiometric air-fuel volumetric (or molar) ratio and is equal to 9.5238 for
CH4-air combustion. The partial derivatives with respect to QCH4 and Qair are
∂φ
∂QCH4
=
A
F
∣∣∣∣
Stoic
× 1
Qair
, (5.17)
∂φ
∂Qair
=
A
F
∣∣∣∣
Stoic
× QCH4
Q2air
. (5.18)
Therefore, the uncertainty of the mixture inlet velocity and the uncertainty of the mixture equiva-
lence ratio are:
δV =
√
(
1
h×W δQCH4)
2
+ (
1
h×W δQair)
2
, (5.19)
δφ =
√
(
A
F
∣∣∣∣
Stoic
1
Qair
δQCH4)
2
+ (−A
F
∣∣∣∣
Stoic
QCH4
Q2air
δQair)
2
, (5.20)
where δQCH4 and δQair are 1% of the full measuring scale (given by the mass flow controller manu-
facturer) for the mass flow controller of CH4 and air respectively.
2. Random errors
The flammability study was repeated 5 times. For a given mixture equivalence ratio, the mixture
inlet velocity was varied to find out the high velocity limit (HVL) and low velocity limit (LVL).
Therefore, for multiple measurements, the averaged HVL and LVL are:
HV L =
1
n
n∑
i=1
HV Li , (5.21)
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LV L =
1
n
n∑
i=1
LV Li . (5.22)
Then the standard deviation for HVL and LVL are:
σHV L =
√√√√ 1
n
n∑
i=1
(HV Li −HV L)2 , (5.23)
σLV L =
√√√√ 1
n
n∑
i=1
(LV Li − LV L)2 . (5.24)
3. Combining errors
A strategy to combine the systematic errors and random errors is the root sum squares (RSS)
method discussed in [163]. It combines the errors which are not correlated, by adding the squares of
each error and taking the square root of the sum.
Therefore, for the HVL and LVL, the combined uncertainty is determined as:
uHV L =
√
(δV )2 + (σHV L)
2 , (5.25)
uLV L =
√
(δV )2 + (σLV L)
2 . (5.26)
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Chapter 6
A novel mesoscale combustion-based
thermophotovoltaic (TPV) system
The use of orthotropic material in Chapter 5, exhibits an uniform and moderate temperature profile
on the combustor outer surface, which is favourable for power conversion using the thermoelectric
(TE) system. However, this material may not be suitable for thermophotovoltaic (TPV) system, since
the combustor surface temperature is found below 600 K even at the highest power condition (at the
largest mixture inflow velocity). In a TPV system, it is very important to maintain a high temperature
at the emitting surface (combustor walls), in order to attain a high radiation intensity, as well as
improve the radiation spectrum.
This chapter still focuses on the “wall thermal engineering”. A novel mesoscale combustor config-
uration with favourable wall materials for the TPV power generation is proposed and experimentally
studied. By integrating a TPV circuit, the small-scale power generation is demonstrated. The radia-
tion mechanism for improving the power output is deeply analysed.
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Reproduced from a paper published in Energy Conversion and Management, with small modi-
fications:
X. Kang, A. Veeraragavan, Experimental demonstration of a novel approach to increase power con-
version potential of a hydrocarbon fuelled, portable, thermophotovoltaic system, Energy Conversion
and Management 133 (2017) 127–137.
Abstract
A novel, compact mesoscale thermophotovoltaic (TPV) power generating system using a combina-
tion of porous media combustion and a simple band-pass filtering method has been proposed and
experimentally studied. The novelty in this work is the idea of harvesting the heat produced in the
microcombustor via the silicon carbide (SiC) porous media which becomes an effective radiator ow-
ing to its high emissivity. This is then combined with wafers that have a high optical transmissivity
in the part of the spectrum that is useful for power conversion using the TPV system. In this work,
we utilised two combustor wafers (silicon and quartz) with suitable thermal and optical properties.
Quartz having a high transmissivity of 0.9 compared to silicon (<0.6) proved to be superior in per-
formance when combined with the porous media combustion for TPV power generation. To further
illustrate the combination of effects, we also performed experiments in which porous media was not
inserted in the combustor and the radiation was effectively from the hot combustor walls. In this
case, silicon which has a higher emissivity than the quartz performs better. Overall the TPV power
generation was SiC + quartz >SiC + Si >pure Si walls >pure quartz walls.
Keywords:
Micro/mesoscale combustion; thermophotovoltaic; porous media combustion; portable power
6.1 Introduction
Micro/mesoscale combustion which can be viewed as combustion in narrow passages or ducts on
the order of the flame thickness (dimension < 1 mm for microscale and > 1 mm for mesoscale),
has drawn wide research interest in the past two decades [4, 5, 46, 55, 67, 78, 106, 138, 159, 164–
167]. Compared to traditional lithium-ion or alkaline batteries, micro/mesoscale combustion using
hydrogen or hydrocarbons as energy sources could offer considerably higher (tens of times) energy
densities per unit mass and instant rechargeability, thereby leading to fewer logistical issues [1, 168].
Various combustion-based small scale devices that adopted conventional thermal cycles to harvest the
heat from combustion have been developed, such as micro-gas turbine engine [13], micro-rotary en-
gine [14], micro-free-piston engine [15] and micro-internal swing engine [16]. However, the existence
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of high-speed moving parts (such as blades, rotors or pistons) usually lead to significant frictional
losses, consequently reducing the system efficiency to a large extent [1].
The direct conversion systems which do not involve those complex moving parts, are thus able
to overcome the issue of frictional losses. One example is the small-scale coupled combustor/re-
former system that enables a hydrogen economy [169, 170]. In this kind of system, the hydrogen
carrier such as ammonia is converted to hydrogen via the endothermic reforming reaction, which is
driven by the heat generated in a coupled micro-combustion process. For the purpose of power gen-
eration, micro/mesoscale thermoelectric (TE) generators [160, 171, 172] can offer an alternative to
convert thermal energy into electrical energy directly. Our previous study using orthotropic wall ma-
terials [66] demonstrated a uniform and moderate temperature distribution on a mesoscale combustor
outer surface, which was favourable for continuous working of the TE system (avoid hot spot that
could damage TE elements). However, special attention on cooling the combustor chamber should
be taken since overheated wall temperature (upper limit of 300 ◦C for the most commercial Bi2Te3
modules) could potentially damage the TE device [160].
Thermophotovoltaic (TPV) system, as an alternative structurally simple direct energy conversion
device, has also been extensively studied for its application in both conventional [173–180] and small
scale systems [35, 36, 38, 39, 167, 181–188]. In a micro-combustion based TPV system, the com-
bustor walls are heated to a high temperature and consequently act as an emitter to radiate photons to
the surroundings. Photons with energy higher than the bandgap energy of the PV cells can be utilised
to evoke free electron and hole pairs to generate electricity. Therefore, it is critical to achieve a high
operating temperature on the combustor outer surface, which can not only intensify the radiative en-
ergy, but also improve the radiation spectrum (increase the portion of useful photons with the energy
higher than the bandgap) [185].
Using porous media inserts in micro-combustion was found to be an effective method to increase
the TPV power output in past studies [167, 185, 186]. This is because the gas phase combustion was
enhanced by the porous media inserts, thereby leading to an increased combustor wall temperature.
Another typical method for improving the TPV power output is to use spectral-control tech-
niques [189] for tailoring the radiation spectrum emitted onto the TPV system. This includes having
a selective emitter (suppressing the emission of sub-bandgap photons) and a selective filter (trans-
mitting convertible photons while reflecting low energy photons back to the emitter). However, the
fabrication processes of most of the selective emitters and filters are complex and relatively expensive,
which currently inhibits this technology from being practically viable. Quartz, a thermally robust ma-
terial, was extensively used in past micro/mesoscale combustion studies [38, 39, 54, 63, 127, 145].
Moreover, quartz is able to provide optical transmission from near-ultraviolet to mid-infrared while
filtering the radiation in the far-infrared region [190], and therefore, draws the authors’ interests to
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use it as a simple band-pass filter to improve the TPV system performance. Li et al. [38, 39] utilised
the visually transparent property of the quartz material to allow the combination of both the visible
radiation from high luminosity flames and the near-infrared radiation from the heated emitter inside a
quartz-tube combustor to be emitted. The emphasis in their work was on introducing carbon monox-
ide (CO) and other additives that can increase emission from the gaseous flame. This is an interesting
concept, however, it will limit applications to a more industrial scope where CO and other additives
are readily available and is less practical for portable power systems.
In this paper, we proposed and experimentally studied a novel, compact mesoscale TPV system
using a combination of porous media combustion and a simple band-pass filtering method, in which
the porous media is used for both stabilising the flame and emitting photons, and the quartz wafers
serve as the combustor walls to confine the flame and a band-pass filter to re-shape the radiation
spectrum from the emitter. Through this method, the porous media would be able to achieve a con-
siderably higher temperature to emit high-energy photons, owing to a strong thermal interaction with
the flame. According to Kirchhoff’s Law (the sum of the transmission, reflection, and absorption of
an incident flux is equal to unity), photons in the optical band region (> 4 µm) where the quartz is
not transmissive, will be either thermally absorbed by the quartz to increase the combustor surface
temperature or reflected back inside the combustor to reduce the system heat losses, hence helping to
enhance the combustion. Therefore, the TPV power output is expected to be effectively increased. In
this work, we report experimental results of this novel combination of porous media enhanced com-
bustion/radiation and optical filtering using a conventionally available window (quartz) on the TPV
system performance.
6.2 Experiment setup
The schematic diagram of the experimental setup is shown in Figure 6.1 (a). It consists of two mass
flow controllers, a gas mixer, a plenum and a mesoscale combustor. Different parts of the system are
connected together using Swagelok stainless steel tubing and fittings. Gas mixtures of methane and air
are supplied to the system via two SmartTrak-C100 mass flow controllers (from Sierra Instruments)
with an accuracy of ±1% of full scale (0-1000 sccm for methane and 0-10000 sccm for air). These
are used to control the mixture mass flow rate and equivalence ratio. A gas mixer consisting of a
1-1/4 inch diameter stainless steel tube filled with steel wool, and a stainless steel plenum are used to
sufficiently mix the gas. Below the combustor chamber, a stainless steel screen is employed to flatten
the velocity profile of the inlet flow and also used as a flashback arrestor.
The assembly drawings of the parallel plate mesoscale combustor are shown in Figure 6.1 (b).
The combustor consists of two rectangular wafers attached to adjustable supporting plates above
the plenum. Two ceramic pieces clamp the combustor wafers from the side and provide thermal
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Figure 6.1: Experimental setup: (a) schematic side-view drawing of the system and (b) assembly drawing of
the parallel plate mesoscale combustor.
insulation. As mentioned earlier, quartz wafers were used as both the combustor walls and a simple
band-pass filter to study the TPV system performance in this paper. The wafers were purchased from
Knight Optical Ltd., with the dimensions of 80 mm× 60 mm× 1 mm (in length×width× thickness).
As a comparison, experiments with silicon wafers (from Knight Optical Ltd.) at the same dimensions
were also performed. As one of the most prevalent materials for micro electromechanical systems
(MEMS), silicon was widely used for manufacturing prototypes of micro-power generating devices
and micro-propulsion systems owing to its favourable mechanical and thermal properties [11, 13, 14].
Moreover, silicon can offer an emissivity of 0.6 - 0.7 at elevated temperatures in the convertible
band of the PV cells [191], and is therefore considered a reasonable emitter material serving for the
purpose of TPV power generation. Table 6.1 has summarised the typical thermal properties of quartz
and silicon wafers used in this study.
Two pieces of silicon carbide (SiC) porous foams (shown in Figure 6.2) from ERG Aerospace Inc.
with each dimension of 50 mm × 25 mm × 1.7 mm (in length × width × thickness) were assembled
into a whole piece (50 mm × 50 mm × 1.7 mm) and inserted into the combustor, attaching to one of
the combustor wafers via a small stainless steel groove (Figure 6.2 (b)). Some of important properties
of the SiC porous foams are listed in Table 6.2. During the experiment, the gap between the two
combustor wafers was maintained at 3.5 mm. It was the minimum gap value that was able to render
the flame attached to the porous foam.
A high-performance FLIR Systems A655 infrared camera with the resolution of 640× 480 pixels
and accuracy of ±2% of reading was used to measure the combustor outer surface temperature dis-
tribution. The camera detects the radiation over the wavelength range of 7.5 to 13 µm. For obtaining
the temperature contour, the emissivity ε of the combustor surface (over the detection band) is needed
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Table 6.1: Thermal properties of quartz and silicon wafers [192].
Thermal properties Quartz Silicon
Specific Heat (J/Kg·K) 710 703
Melting Point (◦C) 1467 1420
Thermal Conductivity (W/m·K) 10.7 (para)
†
163.3 ‡
6.2 (perp) †
Thermal Expansion (10−6 /◦C)
7.1 (para)
4.15
13.2 (perp)
* ‘para’ and ‘perp’ refer to the material properties parallel and perpendicular to the wafer surface respectively.
† evaluated at 323 K.
‡ evaluated at 273 K.
50
mm
80
mm
(a) (b) (c)
Figure 6.2: SiC porous foams used in this study: a) Porous foams, b) Foams arranged on the wafer, and c) the
assembly inserted into the combustor
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Table 6.2: Properties of silicon carbide porous foams [193].
Relative density † 4-6%
Porosity 100 PPI (pores per inch)
Max continuous use temperature 2200 ◦C
Thermal conductivity
250 ◦C 5.28 W/m·K
1000 ◦C 1.85 W/m·K
1450 ◦C 1.34 W/m·K
† defined as the bulk foam density divided by the theoretical density of the solid phase.
as an input. In this work, a high-emissivity black paint (with a known emissivity of 0.95 [194] and
heat resistant up to 1108 K) from the Flood Company Australia Pty. Ltd. was used to determine the
spectrally-averaged emissivity of the combustor wafers over the camera detection band. The black
paint’s emissivity has been found to show only limited variation with the temperature in this wave-
length range [195]. Figure 6.3 shows an example of calibrating the emissivity of a quartz wafer heated
by the flame. During the emissivity calibration process, the paint was coated on a small spot of the
wafer surface. The emissivity εquartz over the whole wafer was first set equal to the paint value of
εpaint = 0.95. Then the temperature profile along a short slicing line across the paint spot was ob-
tained. However, only the peak temperature over a few pixels (within the blue rectangle in the right
plot of Figure 6.3) could be considered as the “real” values while the temperature for the other pixels
was underestimated (as the actual εquartz < εpaint). Since the temperature near the spot can be as-
sumed to be the same as the value within the spot area, the averaged peak temperature over those few
pixels was thereby chosen as a reference point to calibrate the εquartz outside the paint spot via the
FLIR ResearchIR software. This calibration process was performed at several temperature values for
both quartz and silicon wafers. Some calibrated emissivities are listed in Table 6.3. It is found that the
quartz emissivity is almost invariant to the change of surface temperature while the silicon emissivity
shows more dependence on the temperature. Helbert et al. [196] also showed that there was only a
slight change in the spectral emissivity (7.5 - 12 µm) of the tested quartz sample over the temperature
range of 185 to 461 ◦C. For quartz wafers in this work, the change in the temperature readings by
adjusting the emissivity from its minimum to maximum values (0.80 to 0.83) among the calibrated
temperature range is found to be less than 15 K. Therefore, an averaged emissivity of 0.81 was used
for the temperature measurement of quartz wafers in this work, which led to a maximum uncertainty
of less than 2%.
IR camera measurements for silicon combustor requires more care. Sato¯ et al. [191] showed
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Figure 6.3: Uncalibrated Infrared image of the quartz wafer heated by a flame and the temperature profile
along a slicing line across the spot of the high emissivity paint. For the emissivity calibration, the emissivity
over the whole frame is preset at 0.95.
Table 6.3: Calibrated spectrally-averaged emissivity ε (7.5 to 13 µm) for silicon and quartz wafers at different
temperature values.
Quartz
Temperature (K) ε
438 0.80
508 0.80
560 0.80
697 0.83
820 0.82
905 0.81
952 0.82
Silicon
Temperature (K) ε
525 0.66
562 0.68
631 0.70
689 0.74
742 0.74
801 0.74
864 0.73
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that the emissivity for pure silicon specimen first increased as the temperature increased, and then
maintained at a constant value (∼0.7 in their work) across the whole IR camera band (7.5 - 13 µm)
of interest after the temperature increased beyond 870 K. The emissivity for “heavily” doped sili-
con (doping concentration of ∼8 × 1018 cm−3), however, was found to be much more invariant to
the temperature with a band-averaged value of ∼0.75 [191]. The silicon wafers used in this work
were described as “lightly” doped by the manufacturer, but the specific doping level was unknown.
However, it can be inferred that the silicon emissivity in this work should become temperature inde-
pendent for the wafer temperature larger than some value which is lower than 870 K for pure silicon.
As reported in Table 6.3, our speculation has been verified and this value is determined to be∼690 K.
There is another interesting but difficult issue when making temperature measurements for a sili-
con combustor. As shown in Figure 6.4, compared to quartz wafers, silicon wafers has a much wider
transmission band (up to 9.5 µm). This leads to the fact that the energy emitted from the inserted
porous foams can also contribute to the detected radiation by the camera, resulting in overestimated
surface temperatures in the superposed region (shown in Figure 6.5). Sopori et al. [197] showed that
silicon’s transmission decreased as the emissivity increased at elevated temperatures, and became
negligible (in 7.5 - 13 µm waveband) when the emissivity became temperature independent. Fig-
ure 6.6 shows the IR images of silicon combustor with porous foams inserted at two inflow advection
velocities Uin (defined as the volumetric flow rate divided by the cross-sectional area of the combustor
inlet). It is found that the silicon combustor at a low inflow velocity (0.37 m/s) is “transparent” to the
porous media to some degree, at low wafer temperature regions (< 700 K). The temperature of 700
K is also the above-mentioned critical value above which the emissivity becomes temperature inde-
pendent. At a higher inflow velocity (0.69 m/s), the silicon wafer becomes much hotter and is hence
“opaque” to the foams radiation. Therefore, for the IR camera measurement of a silicon combustor, a
measured temperature higher than ∼700 K is considered to be reliable (using the emissivity value of
0.74), while lower temperatures are less accurate.
The TPV cells tested in this study are made of gallium antimonide (GaSb), which are fabricated
by JX Crystals Inc. Figure 6.4 also shows the external quantum efficiency (QEext) of the GaSb cells.
The QEext is defined as the ratio of the number of charge carriers collected by the cell to the number
of incident photons at a certain wavelength [199]. Photons with energy lower than the bandgap of the
GaSb cells (wavelength larger than ∼1.8 µm) cannot be absorbed and utilised, which leads to a zero
QEext.
On the other hand, the QEext is significantly reduced for photons with quite high energies (wave-
length below 0.4 µm), which is due to the electron-hole recombination effects at the cell surface. This
is due to the high energy photons getting absorbed very close to the surface which is more prone to
recombination. Therefore, the convertible band of the GaSb cells is determined to be from 0.4 to 1.8
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Figure 6.4: Transmittance of quartz and silicon material at 300 K [192] and external quantum efficiency of
GaSb cells tested at JX Crystals Inc. [198].
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Figure 6.5: 14-bit raw data of the digital count of the infrared camera, showing the effect of silicon’s transmit-
tance in the camera’s detection band.
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(a) (b)
K
Figure 6.6: IR images of silicon combustor with porous foams inserted at low (0.37 m/s) and high (0.69 m/s)
inflow velocity. The low temperature region (< 700 K) of the image (a) is “transparent” to the porous foams
to some degree, while the image (b) is much more “opaque”.
µm, which is bounded by the quantum efficiency curve. As can be seen in Figure 6.4, the transmis-
sion spectrum of the quartz wafers covers the whole PV convertible band while the silicon wafers are
not capable of transmitting the high-energy portion of the PV convertible photons (wavelength of 0.4
- 1 µm). Moreover, considering the SiC porous foam inside the combustor as a broadband emitter,
the quartz wafers that show a “cut-off” of transmittance at the wavelength of ∼4 µm are able to re-
duce the spectrum losses (outside the PV convertible band), compared to the silicon wafers which are
still transmissive in the far-infrared region. Therefore, the quartz wafers are considered to be a more
suitable candidate from the aspect of obtaining a good spectrum match.
The whole TPV circuit consists of 25 GaSb PV cells with each cell having a dimension of 11.94
mm × 16.51 mm in width and height respectively, and an active area of 1.48 cm2. As reported by
DePoy et al. [200], the electric current at the TPV cell’s maximum power point (MPP) was much
more dependent upon the radiation intensity while the voltage at the MPP was relatively invariant to
the illumination condition. Series connection of the cells parallel to the radiator temperature gradient
should be avoided, since such an arrangement would force each of the individual cells within the
series string to operate at a same current which deviates far from the values at their respective MPP
points, consequently leading to large TPV network losses. Therefore, based on this design guideline,
the TPV cells were arranged as follows in this work: As a large temperature gradient was expected
to occur in the streamwise (vertical) direction along the combustor surface due to the presence of
the flame, 5 cells were vertically connected in parallel by bonding themselves to a common copper
plate using silver-filled, electrically and thermally conductive adhesives AREMCO 556-HT-HC (with
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the service temperature up to 250 ◦C), to form a block. Five such blocks were then wired in series
to each other in the horizontal direction to form a complete TPV circuit. For cooling purposes, the
whole TPV panel was mounted on a 127 mm × 127 mm 705-pin aluminium heat sink (from Cool
Innovations Inc) via a thermally conductive but electrically insulating gel interface pad from RS PRO.
In addition, a Noctua NF-A14 cooling fan (with the rotational speed of 1500 rpm) was installed on the
heat sink to enhance the heat dissipation efficiency. During experiments, the PV panel was installed
approximately 15 mm in front of the combustor wafers.
+
_
88 mm
83 mm
Thermal pad
Heat sink
Copper plate GaSb Cell Copper wire
Figure 6.7: Schematic and photograph of the GaSb PV panel with cooling components.
A FLUKE 77 multimeter with the DC voltage accuracy of ±0.3% and DC current accuracy of
±1.5% was used to measure the open circuit voltage (Voc) and short circuit current (Isc) of the TPV
panel under operation. The multimeter was calibrated by a FLUKE 5522A Multi-Product calibrator.
In this study, the mixture equivalence ratio (φ) was maintained at 1.0. To start the experiment,
the inflow advection velocity of the mixture Uin was first set to a relatively low value (0.43 m/s) to
allow the flame stabilised within the channel in a short time. When changing the inflow velocity from
one condition to another, the interval of Uin was taken to be 0.03 m/s. Also, a certain period of time
(∼20 minutes) was needed prior to each measurement (IR image and TPV output measurement),
in order for the combustor to reach equilibrium. Experiments with four combustor configurations
were performed: (a) quartz wafers with SiC porous foams inserted, (b) quartz wafers without porous
media, (c) silicon wafers with SiC porous foams inserted and (d) silicon wafers without porous media.
Measurements of the TPV system performance (Voc and Isc) were performed at least three times, with
good repeatable results obtained.
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6.3 Results and discussions
6.3.1 Operational range
Table 6.4 has listed the operational ranges of the experiments performed in this work. As expected,
for all combustor configurations, there existed a low velocity limit LV L below which the flame was
not able to be stabilised within the channel. Below this lowest velocity limit, the flame first showed
large spatial oscillations, and subsequently got extinguished. This can be attributed to the fact that
the highly reduced chemical heat release at low flow rates, in the absence of adequate heat recircula-
tion, cannot successfully compete with the significant combustor wall heat losses resulting in flame
extinction. This low velocity limit LV L is found to be invariant with the two wall materials, which is
in accordance with our previous findings [66]. Incorporating the SiC porous foams enabled the fur-
ther lowering of this value (0.37 vs 0.43 m/s compared to combustor configurations without porous
foams). This is because the porous media can store the heat from the combustion which helps reduce
the combustor surface heat losses, and thereby extends the flammability limit. However, this lowered
LV L is still invariant to the selected wall materials. As the flame location is near the combustor inlet
when the mixture inflow velocity approaches to the LV L, the discrepancy in preheating effects owing
to different wall thermal conductivities is limited at owing to the reduced preheating length.
Table 6.4: Operational ranges for four combustor configurations.
Combustor
configuration
Lower limit
LV L
(m/s)
Higher limit
HV L
(m/s)
Remarks
(a)
Quartz wafers
+ SiC foams
0.37 0.51
below LV L flame extinction occurring
above HV L flame sitting above the foam
(b) Bare quartz 0.43 0.51
below LV L flame extinction occurring
HV L chosen the same value as config. (a)
(c)
Silicon wafers
+ SiC foams
0.37 0.77
below LV L flame extinction occurring
HV L close to full scale of flow controllers
(d) Bare silicon 0.43 0.60
below LV L flame extinction occurring
above HV L flame blown out of the channel
The operational range for the high velocity limit HV L, however, was determined differently for
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the four combustor configurations. For the configuration of the quartz wafers with the porous foams
inserted, when the inflow velocity was larger than 0.51 m/s, the porous media was no longer able
to hold the flame. Instead, the flame would sit above the SiC foam and could not propagate further
upstream. Since this work mainly focused on the performance of TPV system with and without the
porous media, the inflow velocity of 0.51 m/s was chosen for a common operational up-limit for the
combustor configuration (a) (quartz + SiC foams) and (b) (bare quartz wafers).
For silicon wafers with the porous foams inserted, the porous media was able to hold the flame at
much higher inflow velocities compared to quartz wafers with the porous foams. For up to the highest
inflow velocity reported here (0.77 m/s), the flame was still attached to the porous media. This is due
to the fact that the heat conduction from the post-flame to pre-flame region via the combustor walls is
significantly enhanced in silicon walls (with a much higher thermal conductivity compared to quartz,
as shown in Table 6.1). Different from the scenario at the LV L with limited combustor wall preheat-
ing length, when the mixture inflow velocity approaches to the HV L, the flame is located far into
the channel, thereby, allowing the preheating of the incoming mixture by the combustor plates up and
until the flame. With the additional flame-holding mechanism by the porous foams, the silicon com-
bustor is able to provide higher flame speeds at large mixture inflow velocities and hence extending
its HV L operational limit. Liu et al. [201] have also numerically demonstrated that the high velocity
limit can be enhanced with the increase of wall thermal conductivity for porous media combustion.
Figure 6.8 (a) and (c) show the infrared and visual images for the combustor configuration (a) (quartz
+ SiC foams) and (c) (silicon + SiC foams) at a same inflow velocity of Uin = 0.49 m/s respectively. It
is shown that although the quartz combustor has a higher maximum wall temperature (1170 K vs 970
K), the high-conductivity silicon combustor with a more uniform temperature distribution has a higher
inlet wall temperature for pre-heating the incoming gas mixture thereby enhancing the flame speed.
Another important flame characteristic that can be found is that, under different wall heat-conduction
rates, the flame shows opposite curvature shapes for the two different combustor materials (convex
and concave towards the combustor inlet for quartz and silicon walls respectively). Singh et al. [143]
numerically studied the effect of wall thermal boundary conditions (using different convective heat
transfer coefficients h) on the shapes of flame curvature. It was found that the lowering of wall surface
heat losses (lowering the h) would lead to a transition in flame shapes from convex to concave towards
the inflow, owing to enhanced “flow redirection” effect in the upstream region of the flame. In our
experiments, the use of silicon wafers with a high thermal conductivity has enhanced the preheating
of the incoming mixture and consequently compensated for the combustor surface heat losses to a
large extent. This explains the opposite flame curvature as compared to the case using quartz wafers
which has a much lower thermal conductivity compared to silicon (see Table 6.1) and is unable to
recirculate as much heat to the incoming reactants. Experiments at even higher inflow velocities for
the combustor configuration (c) were not conducted, since the highest tested flow rate was close to
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the full scale of the mass flow controllers. Moreover, operating at high inflow velocities (> 0.69 m/s)
was found to lead to high acoustic noise from the combustor. The intensity of the noise increased as
the inflow velocity increased. Further increase of the inflow velocity might potentially induce a risk
of material failure at high thermal load levels. The above-mentioned flame speed enhancement due to
high wall thermal conductivity was found to be limited without the flame-holding assistance from the
porous media. The flame was blown out of the channel for the inflow velocity above a much lower
HV L limit (0.60 m/s), for the combustor configuration (d) (bare silicon wafers) compared to the case
with the porous media inserts.
(a) (b) (c) (d)
(e) (f) (g) (h)
K
Figure 6.8: IR and visual images for different combustor configurations - quartz wafers with SiC porous media
(a, e), quartz wafers without porous media (b, f), silicon wafers with SiC porous media (c, g) and silicon
wafers without porous media (d, h), for stoichiometric mixtures at the inflow velocity of 0.49 m/s.
6.3.2 TPV performance
Figure 6.9 shows the measured open circuit voltages (Voc) and short circuit currents (Isc) of the PV
circuit as a function of the mixture inflow velocity, for the four different combustor configurations.
The estimated power output Pmax (Pmax = FF × Voc × Isc) at the PV’s maximum power point (MPP)
using a known fill factor (FF) value of 0.7 [198] is also calculated and shown in the Figure. The
performance of the TPV system in descending order of the Voc, Isc and Pmax (at the same inflow
velocity) is: configuration (a) > configuration (c) > configuration (d) > configuration (b).
The combustor configuration (b) (bare quartz wafers) is found to have only limited output of
the Voc, Isc and Pmax. Since the quartz wafers are almost “transparent” (transmissivity > 0.9 hence
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Figure 6.9: Measured open circuit voltages (Voc), short circuit currents (Isc), and estimated power output
(Pmax) at the PV’s maximum power point (MPP) using a known fill factor (FF) value of 0.7 [198] for four
different combustor configurations, within their respective operational range.
emissivity < 0.1) in the PV cell convertible band (∼0.4 - 1.8 µm, as shown in Figure 6.4), this limited
power output is mainly contributed by the luminescence of the low-emissivity flame.
When the porous foams are incorporated (the configuration (a), quartz + SiC foams), the PV
output increases dramatically, having ∼10 times higher Voc, two orders of magnitude higher Isc and
three orders of magnitude higher Pmax compared to the bare quartz case. Radiation from the high-
emissivity (0.8 - 0.9 reported in [35]) SiC foams dominates the contribution to the power output. The
power output first increases as the inflow velocity increases with more input energy being introduced,
until it reaches the highest values of Pmax = 121.1 mW, at the inflow velocity of Uin = 0.49 m/s. Then
the output decreases significantly since further increase of the Uin will lead the flame to detach itself
from the porous foams leading to a quick reduction in the power output.
The bare silicon configuration also has a considerably higher power output compared to the bare
quartz case. This is because unlike the highly transmissive quartz wafer (in the PV cell convertible
band) which has an extremely low emissivity (emissivity = 1 - transmissivity - reflectivity, according
to Kirchhoff’s Law), the silicon wafer which is only partially transmissive in this band has a reason-
ably high emissivity of 0.6 - 0.7 at elevated temperatures [191]. Therefore, radiation from the silicon
surface becomes a primary mechanism (much more prevalent than the flame luminescence) for the
TPV power output. The Pmax first increases as the inflow velocity increases, reaching the maximum
value of 43.4 mW at Uin = 0.57 m/s, and then starts to decrease with further increase of the Uin as the
flame is close to the combustor exit leading to lower thermal radiative output from the silicon surface.
With the assistance of the SiC porous media, the TPV output for the silicon combustor is further
increased. For example, at the same inflow velocity of Uin = 0.49 m/s, the Pmax is increased by
∼73% (47.4 vs 27.4 mW), compared to the case without the porous foams inserted. This can mainly
be attributed to two reasons: First, the porous foams serve as a media to conduct the heat from the
post-flame region to the pre-flame region. The feedback heat, in turn, is used to preheat the incoming
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mixture so that the combustion is effectively enhanced. This effect can be indicated from the infrared
images (Figure 6.8 (c) and (d)): with the help of the porous media, the maximum wall temperature
is increased. Second, since the silicon wafer is partially transmissive in the PV convertible band
(although the transmittance is decreased at elevated temperatures, as shown in Figure 6.10), radiation
from the porous foams inside the combustor serves as a secondary mechanism for the TPV power
output.
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Figure 6.10: Transmittance of quartz [190] and silicon (slightly doped, concentration of 1016 cm−1) [197] at
elevated temperatures (a) and blackbody spectral emissive power as a function of temperature (b), the dashed
lines indicate the wavelength of 3.5 µm where quartz’s transmittance is dramatically decreased at elevated
temperatures, the external quantum efficiency of GaSb PV cells [198] is also shown.
As mentioned earlier, the case of quartz + SiC foams has the best performance of the TPV output
among all combustor configurations. The Voc, Isc and Pmax at the Uin of 0.49 m/s are 17%, 118%
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and 156% higher than those for the second best configuration (c) of silicon + SiC foams (1.45 V,
119.3 mA and 121.4 mW vs 1.24 V, 54.8 mA and 47.4 mW) at the same inflow velocity, and even
slightly higher than the values (1.40 V, 112.4 mA and 110.3 mW) at the highest tested inflow velocity
of 0.77 m/s for the configuration (c). Since the porous media has a strong thermal interaction with the
flame, it is heated to a higher temperature than that on the combustor surface. Therefore, compared
to the radiation from the combustor outer surface, radiation from the porous media has a higher
intensity as well as an improved (shorter-wavelength shifted) spectrum. The configuration (a) (quartz
+ SiC foams) mainly relies on this mechanism of high-temperature porous media radiation for the
TPV power generation. Owing to silicon’s partially transmissive properties in the PV convertible
band, the configuration (c) (silicon + SiC foams), uses a hybrid mode of combining the radiation
from both the porous media and the combustor wafers. The latter radiation being that of a lower
temperature emitting source, however, cannot compensate for the blocked portion of the radiation
from the higher temperature porous media. Moreover, unlike the silicon which has a wide band of
transmission (shown in Figure 6.4 and Figure 6.10), the quartz wafer is only transmissive for the
wavelength < 4 µm, and is therefore an effective filter to block low-energy photons. Due to this,
a large portion of sub-bandgap photons (wavelength > 4 µm) is either thermally absorbed by the
quartz wafer or reflected back inside the combustor, hence helping to reduce the system heat losses
and enhance combustion. As shown in Figure 6.10, this band-pass filtering ability gets enhanced
at elevated temperatures: the quartz’s transmittance decreases as the temperature increases at the
wavelength > 2.5 µm, while maintains above 90% in the PV convertible band (∼0.4 - 1.8 µm). This
narrowed transmission band of quartz wafers is favourable for reducing the spectral losses for the
TPV power generation.
In order to quantitatively explain the above-mentioned radiation mechanisms, a simple calculation
is performed for the combustor configuration (a) (quartz + SiC foams) and configuration (c) (silicon +
SiC foams) at the same inflow velocity of 0.49 m/s. According to Planck’s law, the spectral emissive
power (in W/m2/µm) from an object is written as
W (λ, T ) = ε(λ, T ) · 2pihc
2
λ5[exp(hc/λkT )− 1] , (6.1)
where λ is the wavelength, T is the temperature, ε is the emissivity of the object, h = 6.626 × 10−34
J·s and k = 1.381 × 10−23 J/K are the universal Planck and Boltzmann constants respectively, c =
2.998 × 108 m/s is the speed of light.
The useful power in the PV convertible band for the combustor configuration (a) is written as
PQz + SiC = ASiC · τQz · εSiC
∫ 1.8µm
0.4µm
2pihc2
λ5[exp(hc/λkTSiC)− 1]dλ , (6.2)
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where the spectral averaged emissivity of the SiC porous foams εSiC and spectral averaged trans-
mittance of quartz wafers τQz in the band of 0.4 - 1.8 µm are both assumed at 0.9. Low-intensity
radiations from both the flame and “transparent” quartz are neglected. It is found in the visual image
(Figure 6.8 (e)) that approximate 1/4 area of the porous foams is heated to a high temperature and
emits visible light. Therefore, the value of emitting area ASiC is taken as 1/4 × 50 mm × 50 mm =
625 mm2. Kumana and Hanamura [202] reported that in their prototype TPV system using porous
media combustion, the temperature of the porous ceramics was measured to be over 1300 K under
various flow conditions. Therefore, the porous foam peak temperature TSiC in this work is assumed in
a reasonable range of 1200 - 1500 K (higher than the maximum temperature of 1170 K on the quartz
wafer outer surface as shown in Figure 6.8 (a)).
The useful power in the PV convertible band for the combustor configuration (c) can be expressed
as
PSi + SiC = PSi + PSiC . (6.3)
The radiation contribution from the silicon surface PSi is written as
PSi = ASi · εSi
∫ 1.8µm
0.4µm
2pihc2
λ5[exp(hc/λkTSi)− 1]dλ , (6.4)
where the spectral averaged (0.4 - 1.8 µm) emissivity of silicon wafer εSi is assumed at 0.65 and the
wafer average temperature TSi is ∼800 K. The other contribution from the porous media PSiC is
PSiC = ASiC · εSiC
∫ 1.8µm
0.4µm
τSi(λ) · 2pihc
2
λ5[exp(hc/λkTSiC)− 1]dλ , (6.5)
where the transmittance of silicon τSi(λ) is also strongly dependent on the temperature, as shown in
Figure 6.10. The τSi(λ) in the equation is evaluated at the silicon wafer’s peak temperature rather than
its average temperature, since the radiation from the small area of the porous foams is blocked by the
most “hot” part of the silicon wafer.
As shown in Figure 6.11, for the assumed porous media peak temperature TSiC = 1200 K, the
useful power for the PV cells is calculated to be 5.56 and 2.26 W for the combustor configuration (a)
(quartz + SiC foams) and configuration (c) (silicon + SiC foams) respectively. For the TSiC assumed
at a higher value of 1500 K, the configuration (a) has an even better performance compared to the
counterpart configuration (c), in terms of the useful power in the PV convertible band (∼four times
larger, 29.81 vs 7.67 W). Calculations are in good agreement with the measured TPV output in terms
of the relative comparison among different combustion configurations.
Although the combination of quartz wafers and SiC porous foams has the highest TPV power out-
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put, however, this configuration was found to have a relatively narrow operational range as discussed
in Section 6.3.1. Mixture inflow velocities above 0.51 m/s could lead the flame to get detached from
the porous foams and consequently decrease the TPV output drastically. Future efforts could be made
to extend the operational limits to further increase the system output. Some potential methods such as
machining a combustor with wall cavities [140] and using catalytic combustion [203, 204] are worth
trying. When considering the overall energy conversion (from chemical to electrical) efficiency, the
calculated system efficiency at the maximum power condition for the best combustor configuration
(quartz + SiC) is ∼0.08% (assuming that the radiation from both sides of the combustor are available
to be harvested). This efficiency is similar to the reported value for a propane/air combustion driven
TPV power generator [205], and is comparable to the values (0.03-0.15%) for a methane/air com-
bustion powered TPV system [202]. TPV system with better efficiency was also reported. By using
the strategy of heat-regeneration, an increase in efficiency from 0.25% to ∼1.0% for a methane/air
micro-combustion powered TPV system has been experimentally achieved [206]. A future prototype
system that combines our novel approach in this work with similar thermal management strategies
adopted by Li et al. [206] is expected to achieve even higher efficiencies. Besides, the emitting area
of the porous foams was found to be relatively small (∼1/4 of the whole foams area) under the cur-
rent combustor design, which limits the system output. Turkeli-Ramadan et al. [207] developed a
horizontal burner using a porous stainless steel plate to stabilise the flat flame (the flame plane was
perpendicular to the mixture inflow velocity). The porous plate was found to be uniformly heated to
a high temperature. Similar design concepts could also be used in our future TPV systems.
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6.4 Conclusions
In this work, we have developed a novel, compact mesoscale thermophotovoltaic (TPV) power gen-
erating system using porous media combustion. Quartz and silicon were used as the combustor wall
materials in this study. In total, four different combustor configurations were tested, which were
(a) quartz wafers with SiC porous foams inserted, (b) quartz wafers without porous media, (c) sili-
con wafers with SiC porous foams inserted and (d) silicon wafers without porous media. The main
conclusions are drawn as follows:
1. Among the four configurations, the performance of the TPV system in descending order of the
open circuit voltage Voc, short circuit current Isc and power output at the MPP point Pmax at the
same mixture inflow velocity is: configuration (a) > configuration (c) > configuration (d) >
configuration (b). Compared to other three configurations, configuration (b) was found to have
only limited Voc, Isc and Pmax output which were mainly contributed by the luminescence of
the low-emissivity flame.
2. Incorporation of the porous foams was found to be able to effectively enhance the combustion.
With the assistance of the porous foams, higher wall temperatures were attained at the same
inflow velocity, which was favourable for improving the TPV power output. Moreover, the use
of porous media extended the lower operational limit of the inflow velocity. This is because
the porous media could store the heat from the flame and thereby reduce the combustor surface
heat losses to a large extent.
3. Compared to the silicon combustor without the porous media (configuration (d)), the silicon
combustor with the porous media inserted (configuration (c)) could also significantly extend
the upper operational limit owing to the enhanced flame speed. This flame speed enhancement
with the porous media flame-holding mechanism, however, was found to have limited effect
on the quartz combustor due to the low thermal conductivity of the quartz material, so that the
flame was detached from the porous foams at a much lower inflow velocity compared to its
silicon counterpart.
4. The radiation mechanisms for the TPV power generation for the top two best combustor config-
urations (configuration (a) and (c)) were different. The configuration (a) (quartz + SiC foams)
mainly relied on the mechanism of high-temperature porous media radiation and the quartz
wafer served as a band-pass filter to block a large portion of sub-bandgap photons. The con-
figuration (c) used a hybrid mechanism of combining the radiation from both the porous media
and the silicon wafers. The radiation contribution from a lower temperature emitting source
of the partially-transmissive silicon surface could not compensate for the blocked portion of
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the radiation from the higher temperature porous media, thereby leading to an inferior TPV
performance.
Chapter 7
Conclusion and outlook
7.1 Summary of the work
Micro/mesoscale combustion based portable power generating system is a promising alternative to
replace traditional batteries for powering small scale devices owing to its much higher energy densi-
ties. Fundamentally, the considerable heat losses from the combustor walls owing to the dramatically
increased surface-to-volume ratio, as well as the short flow residence time at small scales bring chal-
lenging issues in stabilising the flame inside the combustor. On the other hand, the significantly
enhanced flame-wall thermal coupling leads to unique flame propagation features, which are required
for deep understanding.
This thesis has numerically investigated micro/mesoscale combustion from the fundamental as-
pects of flame propagation and stabilisation, and also experimentally demonstrated a full power gen-
erating system using novel approaches to increase the power conversion potential.
Chapter 2 has developed a set of modelling techniques for simulating premixed methane-air flame
propagation in a narrow channel. Knowledge on standard and well-accepted numerical methods in
literature were collected in a cohesive document. The less well-established modelling choices were
thoroughly evaluated and discussed, which include considerations on the truncation error choice (re-
lated to the grid refinement study), the means for setting the boundary conditions, selection for ap-
propriate reaction schemes and strategies for initialising simulations. The method of computing the
grid convergence index (GCI) was used to perform a systematic grid refinement study. By estimating
the discretisation errors of the numerical solutions on each mesh level, the mesh size of 0.017 mm
was determined be to small enough to afford reasonable and quantifiable numerical accuracy. Two
types of inflow mass flux boundary conditions were tested. Both the BC-typical and BC-NSCBC
showed the similar wave damping characteristics at the initial stage of the simulation, and identical
steady-state solutions. The BC-typical was selected owing to its slightly lower computational cost.
The reaction mechanism DRM-19 was chosen for simulating the micro-flame propagation problem
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since it was capable of accurately predicting the laminar flame speeds, ignition delay and heat release.
Other methane/air combustion schemes which were used in literature were also examined and showed
deviations in numerical results from the DRM-19. The ignition method of “ignition-zone” was found
to be capable of initiating the flame within a short simulation time and only exert small perturbations
on the flow field, and thereby was selected as an effective and reliable approach.
Using the developed model, Chapter 3 performed simulations of premixed CH4/air flame propa-
gation in a narrow channel. The effects of H2 and CO addition on flame dynamics were examined. It
was found that the flame instabilities in the form of flame-extinction and re-ignition for pure CH4/air
combustion, can be suppressed by adding a small amount of either H2 or CO. This suppression was
attributed to a few important elementary reactions, that played a dominant role in contributing to the
heat release rate getting enhanced with H2 or CO addition. Consequently, it led to a higher flame
propagation speed and a shorter flame-extinction period. This eventually resulted in flame stabilisa-
tion after a few cycles of spatial oscillations.
Chapter 4 examined the sensitivity of the simulated CH4/air flame behaviours with respect to
different wall temperature profiles that were applied. Three types of prescribed wall temperature
profiles were investigated: the hyperbolic tangent, linear and step function with a range of values of
temperature gradient-controlling parameters were simulated at three different inflow velocity condi-
tions (the inflow velocity-to-laminar flame speed ratio of 1/2, 1 and 2 respectively). At the low-inflow
velocity condition, flames showed instabilities in the form of spatial oscillations and even flame ex-
tinction. These instabilities, however, disappeared at the high-inflow velocity condition and became
flame stabilisation for all the wall temperature profiles examined. The flame spatial oscillations can
be attributed to a competition between the flame propagation speed and the local flow velocity. As
the wall temperature gradient-controlling parameters increased, the frequency of spatially oscillat-
ing flames increased while the amplitude decreased. Importantly, the total chemical heat release rate
(THRR) and total gas-solid heat exchange rate (TQex) were found to have a combined effect on the
flame propagation speed. For spatially oscillating flames, the predominant role in determining the
flame propagation speed shifted from the THRR for most of the time of the flame propagation to the
TQex in the weak-flame phase.
Experimental investigations were also conducted, as another main task of this thesis, towards a
full system demonstration for small-scale power generation. Chapter 5 demonstrated the use of a
novel thermally orthotropic material, pyrolytic graphite, in a mesoscale combustor for the first time
in literature. Compared to the conventional isotropic combustor materials such as stainless steel,
pyrolytic graphite showed a higher high velocity limit (HVL) and therefore wider flame stability limit
as the heat conduction through the plates was enhanced at large mixture flow rates. However, the
low velocity limit (LVL) showed less dependence upon the choice of materials. Importantly, the
temperature distribution on the combustor outer surface was found to be uniform and in a moderate
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range (< 600 K). It indicates that this material is favourable for use in thermoelectric (TE) power
generation. The avoidance of a “hot spot” is important for power conversion using TE as it protects
the device from thermal damage.
For a different type of direct energy conversion system, namely thermophotovoltaic (TPV) sys-
tems, however, it is very important to maintain a high temperature at the emitting surface (combustor
walls). This is in order to attain a high radiation intensity, as well as to improve the radiation spectrum
to emit more high energy photons that can be converted to power. Chapter 6 proposed and experi-
mentally studied a novel, compact mesoscale TPV power generating system using a combination of
porous media combustion and a simple band-pass filtering method. In total, four different combustor
configurations were tested, which were (a) quartz wafers with silicon carbide (SiC) porous foams
inserted,(b) quartz wafers without porous media, (c) silicon wafers with SiC porous foams inserted
and (d) silicon wafers without porous media. Using the porous media enhanced the combustion, in-
creased the combustor surface temperature and extended the operational limits. In addition, porous
media insertion in the combustor was found to improve the TPV power output for both combustor
wafer materials when compared to the corresponding cases with no inserts. Between the two different
wafer materials of quartz and silicon, the combination of quartz plus SiC foams was able to deliver
more than two times higher power output than that of silicon plus SiC foams. This was because the
former configuration mainly relied on the mechanism of high-temperature porous media radiation and
the quartz wafer served as a band-pass filter that allowed the useful portion of the spectrum to pass
through, while blocking a large portion of sub-bandgap photons to reduce losses. On the other hand,
the latter configuration used a hybrid mechanism of combing the radiation from both the porous me-
dia and the silicon wafers. The blocked portion of the radiation from the higher temperature porous
media (owing to the partially-transmissive property of silicon) could not compensated by the radiation
from the lower temperature silicon wafers, thereby leading to an inferior TPV performance.
7.2 Key contributions
The key contributions made by this thesis are summarised below.
• A set of modelling methods has been developed, which provides guidelines and practices for
simulating a transient flame propagation problem in narrow channels.
• Suppression of methane-air flame instabilities in a narrow channel via additives is numerically
demonstrated, with the underlying physics and chemistry mechanisms provided.
• The physical insight behind the flame stabilisation and spatial oscillation is provided. The
combined effect of the chemical heat release and the gas-solid heat transfer in determining the
flame propagation speed is identified.
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• The use of thermally orthotropic material of pyrolytic graphite has experimentally achieved an
enhancement of flame stability limits and a uniform temperature distribution at the combustor
outer surface, for the first time in literature.
• A combination of porous media combustion and a simple band-pass filtering method for TPV
power generation has been proposed and demonstrated. This is considered as a novel approach
to increase the TPV power conversion potential.
7.3 Recommendations for future work
The following works are recommended, to provide an extended scope that may be of future research
interest:
• It would be interesting to perform simulations with the inclusion of heat conduction in the solid
walls, instead of using the constant wall temperature profile. In this more complex scenario,
the transient thermal response of the combustor walls to the flame propagation can be exam-
ined. Moreover, the combustor outer surface temperature distribution that determines the power
conversion output when incorporating a TE or TPV system, can also be evaluated.
• The simulations performed in the thesis were computationally expensive, owing to the explicit
time-marching scheme (resulting in a quite small timestep on the order of 10−9 s) due to a
fully-compressible formulation with a low Courant-Friedrichs-Lewy (CFL) number require-
ment, along with the required high mesh density (leading to a large number of cells computed)
to fully resolve the flame. Some possible remedies are proposed, including using an implicit
time integration scheme (can potentially increase the timestep by the order of 3-4 [57]), adopt-
ing an adaptive grid system that dynamically refines the mesh near the thin reaction zone while
keeps the mesh much coarser elsewhere (can significantly reduce the number of cells compared
to the uniform mesh), and applying a higher-order spatial accuracy scheme (may permit the
use of fewer cells to achieve comparative discretisation errors as that of the existing second
order scheme for the Eilmer code). An attempt to implement a fifth-order Weighted Essen-
tially Non-oscillatory (WENO) scheme has been made and reported in Appendix A.5. An
alternative to this would be to adapt the code to have a low-Mach number correction using
a pseudo-compressible formulation. This would alleviate the low CFL constraint and would
enable higher time-steps to be utilised.
• The current combustor configuration used in experiments is found to have large heat losses
(to the plenum and side clamping walls), which results in a relatively low thermal efficiency.
Therefore, the combustor re-design is required for further optimisation. That is, improving the
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combustor insulation or using a self-bonded combustor chamber instead of two plates clamped
by the side walls. Furthermore, for the use of porous media combustion for TPV power genera-
tion, the emitting area of the porous foams is found quite small, which limits the system output.
A horizontal burner using a porous plate [207] to stabilise the flame can be tested, in which
the flame plane would be perpendicular to the mixture inflow velocity. As a result, the whole
porous plate is expected to be uniformly heated to a high temperature, which can increase the
TPV power output significantly.
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References
[1] A. C. Fernandez-Pello, Micropower generation using combustion: Issues and approaches, Pro-
ceedings of the Combustion Institute 29 (1) (2002) 883–899.
[2] L. C. Chia, B. Feng, The development of a micropower (micro-thermophotovoltaic) device,
Journal of Power Sources 165 (1) (2007) 455–480.
[3] Y. Ju, K. Maruta, Microscale combustion: Technology development and fundamental research,
Progress in Energy and Combustion Science 37 (6) (2011) 669–715.
[4] K. Maruta, Micro and mesoscale combustion, Proceedings of the Combustion Institute 33 (1)
(2011) 125–150.
[5] N. S. Kaisare, D. G. Vlachos, A review on microcombustion: Fundamentals, devices and ap-
plications, Progress in Energy and Combustion Science 38 (3) (2012) 321–359.
[6] Y. B. Zeldovich, G. Barenblatt, V. Librovich, G. Makhviladze, The Mathematical Theory of
Combustion and Explosions. 1985, Consultants Bureau, New York, 1985.
[7] D. Mishra, Fundamentals of Combustion, revised Edition, Prentice-Hall of India Pvt. Ltd.,
Patparganj, Delhi, 2008.
[8] S. Raimondeau, D. Norton, D. Vlachos, R. Masel, Modeling of high-temperature microburners,
Proceedings of the Combustion Institute 29 (1) (2002) 901–907.
[9] I. A. Waitz, G. Gauba, Y.-S. Tzeng, Combustors for micro-gas turbine engines, Journal of
Fluids Engineering 120 (1) (1998) 109–117.
[10] A. H. Epstein, S. D. Senturia, G. Anathasuresh, A. Ayon, K. Breuer, K.-S. Chen, F. Ehrich,
G. Gauba, R. Ghodssi, C. Groshenry, et al., Power mems and microengines, in: Solid State
Sensors and Actuators, 1997. TRANSDUCERS’97 Chicago., 1997 International Conference
on, Vol. 2, IEEE, 1997, pp. 753–756.
160 References
[11] A. London, A. Ayón, A. Epstein, S. Spearing, T. Harrison, Y. Peles, J. Kerrebrock, Micro-
fabrication of a high pressure bipropellant rocket engine, Sensors and Actuators A: Physical
92 (1–3) (2001) 351–357.
[12] D. H. Lewis, S. W. Janson, R. B. Cohen, E. K. Antonsson, Digital micropropulsion, Sensors
and Actuators A: Physical 80 (2) (2000) 143–154.
[13] A. H. Epstein, Millimeter-scale, micro-electro-mechanical systems gas turbine engines, Journal
of Engineering for Gas Turbines and Power 126 (2) (2004) 205–226.
[14] K. Fu, A. J. Knobloch, F. C. Martinez, D. C. Walther, C. Fernandez-Pello, A. P. Pisano,
D. Liepmann, K. Miyaska, K. Maruta, Design and experimental results of small-scale ro-
tary engines, in: ASME International Mechanical Engineering Congress and Exposition, no.
IMECE2001/MEMS–23924, New York, 2001.
[15] H. Aichlmayr, D. Kittelson, M. Zachariah, Micro-hcci combustion: experimental character-
ization and development of a detailed chemical kinetic model with coupled piston motion,
Combustion and Flame 135 (3) (2003) 227–248.
[16] W. Dahm, J. Mijit, R. Mayor, G. Qiao, A. Benajmin, Y. Gu, Y. Lei, M. Papke, S. Wu, Micro
internal combustion swing engine (MICSE) for portable power generation systems, in: the 40th
AIAA Aerospace Sciences Meeting, no. 2002–0722, Reno, NV, 2002.
[17] A. L. Cohen, P. Ronney, U. Frodis, L. Sitzki, E. Meiburg, S. Wussow, Microcombustor and
combustion-based thermoelectric microgenerator, US Patent 6,613,972 (Sep. 2 2003).
[18] F. Weinberg, Combustion temperatures: the future?, Nature 233 (1971) 239–241.
[19] S. Lloyd, F. Weinberg, A burner for mixtures of very low heat content, Nature 251 (1974)
47–49.
[20] N. I. Kim, S. Kato, T. Kataoka, T. Yokomori, S. Maruyama, T. Fujimori, K. Maruta, Flame
stabilization and emission of small swiss-roll combustors as heaters, Combustion and Flame
141 (3) (2005) 229–240.
[21] N. I. Kim, S. Aizumi, T. Yokomori, S. Kato, T. Fujimori, K. Maruta, Development and scale
effects of small swiss-roll combustors, Proceedings of the Combustion Institute 31 (2) (2007)
3243–3250.
[22] K. Yoshida, S. Tanaka, S. Tomonari, D. Satoh, M. Esashi, High-energy density miniature ther-
moelectric generator using catalytic combustion, Journal of Microelectromechanical systems
15 (1) (2006) 195–203.
References 161
[23] W. M. Yang, S. K. Chou, C. Shu, H. Xue, Z. W. Li, Development of a prototype micro-
thermophotovoltaic power generator, Journal of Physics D: Applied Physics 37 (7) (2004)
1017.
[24] W. Yang, S. K. Chou, C. Shu, H. Xue, Z. Li, Design, fabrication, and testing of a prototype
micro-thermophotovoltaic system, Journal of microelectromechanical systems 13 (5) (2004)
851–856.
[25] Y. Wenming, C. Siawkiang, S. Chang, X. Hong, L. Zhiwang, Effect of wall thickness of micro-
combustor on the performance of micro-thermophotovoltaic power generators, Sensors and
Actuators A: Physical 119 (2) (2005) 441–445.
[26] W. Yang, S. Chou, C. Shu, Z. Li, H. Xue, Experimental study of micro-thermophotovoltaic
systems with different combustor configurations, Energy conversion and management 48 (4)
(2007) 1238–1244.
[27] J. Li, S. Chou, Z. Li, W. Yang, Characterization of wall temperature and radiation power
through cylindrical dump micro-combustors, Combustion and Flame 156 (8) (2009) 1587–
1593.
[28] W. Yang, S. Chou, J. Li, Microthermophotovoltaic power generator with high power density,
Applied Thermal Engineering 29 (14–15) (2009) 3144–3148.
[29] W. Yang, S. Chou, C. Shu, Z. Li, H. Xue, Study of catalytic combustion and its effect on
microthermophotovoltaic power generators, Journal of Physics D: Applied Physics 38 (23)
(2005) 4252.
[30] S. Chou, W. Yang, J. Li, Z. Li, Porous media combustion for micro thermophotovoltaic system
applications, Applied Energy 87 (9) (2010) 2862–2867.
[31] J. Li, S. Chou, Z. Li, W. Yang, A potential heat source for the micro-thermophotovoltaic (tpv)
system, Chemical Engineering Science 64 (14) (2009) 3282–3289.
[32] J. Li, S. Chou, Z. Li, W. Yang, Experimental investigation of porous media combustion in a
planar micro-combustor, Fuel 89 (3) (2010) 708–715.
[33] W. Yang, S. Chou, J. Pan, J. Li, X. Zhao, Comparison of cylindrical and modular micro com-
bustor radiators for micro-tpv system application, Journal of Micromechanics and Microengi-
neering 20 (8) (2010) 085003.
[34] W. Yang, D. Jiang, S. Chou, K. Chua, K. Karthikeyan, H. An, Experimental study on micro
modular combustor for micro-thermophotovoltaic system application, International Journal of
Hydrogen Energy 37 (12) (2012) 9576–9583.
162 References
[35] K. Lee, O. Kwon, Studies on a heat-recirculating microemitter for a micro thermophotovoltaic
system, Combustion and Flame 153 (1–2) (2008) 161–172.
[36] J. Park, J. So, H. Moon, O. Kwon, Measured and predicted performance of a micro-
thermophotovoltaic device with a heat-recirculating micro-emitter, International Journal of
Heat and Mass Transfer 54 (5–6) (2011) 1046–1054.
[37] J. Park, S. Lee, H. Wu, O. Kwon, Thermophotovoltaic power conversion from a heat-
recirculating micro-emitter, International Journal of Heat and Mass Transfer 55 (17) (2012)
4878–4885.
[38] Y.-H. Li, C.-Y. Wu, Y.-S. Lien, Y.-C. Chao, Development of a high-flame-luminosity ther-
mophotovoltaic power system, Chemical Engineering Journal 162 (1) (2010) 307–313.
[39] Y.-H. Li, C.-Y. Wu, H.-Y. Li, Y.-C. Chao, Concept and combustion characteristics of the high-
luminescence flame for thermophotovoltaic systems, Proceedings of the Combustion Institute
33 (2) (2011) 3447–3454.
[40] D. Spalding, A theory of inflammability limits and flame-quenching, in: Proceedings of the
Royal Society of London A: Mathematical, Physical and Engineering Sciences, Vol. 240, The
Royal Society, 1957, pp. 83–100.
[41] V. Zamashchikov, Combustion of gases in thin-walled small-diameter tubes, Combustion, Ex-
plosion and Shock Waves 31 (1) (1995) 20–22.
[42] P. D. Ronney, Analysis of non-adiabatic heat-recirculating combustors, Combustion and Flame
135 (4) (2003) 421–439.
[43] C. Miesse, R. Masel, M. Short, M. Shannon, Experimental observations of methane–oxygen
diffusion flame structure in a sub-millimetre microburner, Combustion Theory and Modelling
9 (1) (2005) 77–92.
[44] T. T. Leach, C. P. Cadou, G. S. Jackson, Effect of structural conduction and heat loss on com-
bustion in micro-channels, Combustion Theory and Modelling 10 (1) (2006) 85–103.
[45] A. Veeraragavan, C. Cadou, Theoretical study of conjugate heat transfer effects on temperature
profiles in parallel flow with embedded heat sources, International Journal of Heat and Mass
Transfer 53 (9) (2010) 1699–1711.
[46] A. Veeraragavan, C. P. Cadou, Flame speed predictions in planar micro/mesoscale combustors
with conjugate heat transfer, Combustion and Flame 158 (11) (2011) 2178–2187.
References 163
[47] D. Norton, D. Vlachos, Combustion characteristics and flame stability at the microscale: a
CFD study of premixed methane/air mixtures, Chemical Engineering Science 58 (21) (2003)
4871–4882.
[48] D. Norton, D. Vlachos, A CFD study of propane/air microflame stability, Combustion and
Flame 138 (1–2) (2004) 97–107.
[49] Y. Ju, B. Xu, Theoretical and experimental studies on mesoscale flame propagation and extinc-
tion, Proceedings of the Combustion Institute 30 (2) (2005) 2445–2453.
[50] Y. Ju, B. Xu, Effects of channel width and lewis number on the multiple flame regimes and
propagation limits in mesoscale, Combustion Science and Technology 178 (10-11) (2006)
1723–1753.
[51] K. Maruta, J. Parc, K. Oh, T. Fujimori, S. Minaev, R. Fursenko, Characteristics of microscale
combustion in a narrow heated channel, Combustion, Explosion and Shock Waves 40 (5)
(2004) 516–523.
[52] K. Maruta, T. Kataoka, N. I. Kim, S. Minaev, R. Fursenko, Characteristics of combustion in
a narrow channel with a temperature gradient, Proceedings of the Combustion Institute 30 (2)
(2005) 2429–2436.
[53] A. Di Stazio, C. Chauveau, G. Dayma, P. Dagaut, Combustion in micro-channels with a con-
trolled temperature gradient, Experimental Thermal and Fluid Science 73 (2016) 79–86.
[54] F. Richecoeur, D. C. Kyritsis, Experimental study of flame stabilization in low reynolds and
dean number flows in curved mesoscale ducts, Proceedings of the Combustion Institute 30 (2)
(2005) 2419–2427.
[55] C. J. Evans, D. C. Kyritsis, Operational regimes of rich methane and propane/oxygen flames in
mesoscale non-adiabatic ducts, Proceedings of the Combustion Institute 32 (2) (2009) 3107–
3114.
[56] G. Pizza, C. E. Frouzakis, J. Mantzaras, A. G. Tomboulides, K. Boulouchos, Dynamics of
premixed hydrogen/air flames in microchannels, Combustion and Flame 152 (3) (2008) 433–
450.
[57] G. Pizza, C. E. Frouzakis, J. Mantzaras, A. G. Tomboulides, K. Boulouchos, Dynamics of
premixed hydrogen/air flames in mesoscale channels, Combustion and Flame 155 (1–2) (2008)
2–20.
164 References
[58] V. N. Kurdyumov, G. Pizza, C. E. Frouzakis, J. Mantzaras, Dynamics of premixed flames in
a narrow channel with a step-wise wall temperature, Combustion and Flame 156 (11) (2009)
2190–2200.
[59] H. Nakamura, A. Fan, S. Minaev, E. Sereshchenko, R. Fursenko, Y. Tsuboi, K. Maruta, Bifur-
cations and negative propagation speeds of methane/air premixed flames with repetitive extinc-
tion and ignition in a heated microchannel, Combustion and Flame 159 (4) (2012) 1631–1643.
[60] A. Alipoor, K. Mazaheri, Studying the repetitive extinction-ignition dynamics for lean pre-
mixed hydrogen–air combustion in a heated microchannel, Energy 73 (2014) 367–379.
[61] E. Miyata, N. Fukushima, Y. Naka, M. Shimura, M. Tanahashi, T. Miyauchi, Direct numerical
simulation of micro combustion in a narrow circular channel with a detailed kinetic mechanism,
Proceedings of the Combustion Institute 35 (3) (2015) 3421–3427.
[62] A. Nair, V. R. Kishore, S. Kumar, Dynamics of premixed hydrogen–air flames in microchannels
with a wall temperature gradient, Combustion Science and Technology 187 (10) (2015) 1620–
1637.
[63] A. Fan, S. Minaev, S. Kumar, W. Liu, K. Maruta, Experimental study on flame pattern forma-
tion and combustion completeness in a radial microchannel, Journal of Micromechanics and
Microengineering 17 (12) (2007) 2398.
[64] A. Fan, S. Minaev, S. Kumar, W. Liu, K. Maruta, Regime diagrams and characteristics of flame
patterns in radial microchannels with temperature gradients, Combustion and Flame 153 (3)
(2008) 479–489.
[65] A. Fan, S. Minaev, E. Sereshchenko, R. Fursenko, S. Kumar, W. Liu, K. Maruta, Experimental
and numerical investigations of flame pattern formations in a radial microchannel, Proceedings
of the Combustion Institute 32 (2) (2009) 3059–3066.
[66] X. Kang, A. Veeraragavan, Experimental investigation of flame stability limits of a mesoscale
combustor with thermally orthotropic walls, Applied Thermal Engineering 85 (2015) 234–242.
[67] A. Veeraragavan, On flame propagation in narrow channels with enhanced wall thermal con-
duction, Energy 93, Part 1 (2015) 631–640.
[68] J. Li, S. Chou, W. Yang, Z. Li, A numerical study on premixed micro-combustion of CH4/air
mixture: Effects of combustor size, geometry and boundary conditions on flame temperature,
Chemical Engineering Journal 150 (1) (2009) 213–222.
References 165
[69] G. P. Gauthier, G. M. G. Watson, J. M. Bergthorson, An evaluation of numerical models for
temperature-stabilized CH4/air flames in a small channel, Combustion Science and Technology
184 (6) (2012) 850–868.
[70] G. P. Gauthier, G. M. Watson, J. M. Bergthorson, Burning rates and temperatures of flames in
excess–enthalpy burners: A numerical study of flame propagation in small heat–recirculating
tubes, Combustion and Flame 161 (9) (2014) 2348–2360.
[71] J. Li, S. K. Chou, Z. W. Li, W. M. Yang, A comparative study of H2-air premixed flame in
micro combustors with different physical and boundary conditions, Combustion Theory and
Modelling 12 (2) (2008) 325–347.
[72] S. Y. Jejurkar, D. Mishra, Flame stability studies in a hydrogen–air premixed flame annular
microcombustor, International Journal of Hydrogen Energy 36 (12) (2011) 7326–7338.
[73] G. M. Watson, J. M. Bergthorson, The effect of chemical energy release on heat transfer from
flames in small channels, Combustion and Flame 159 (3) (2012) 1239–1252.
[74] C. Jiménez, D. Fernández-Galisteo, V. N. Kurdyumov, DNS study of the propagation and
flashback conditions of lean hydrogen–air flames in narrow channels: symmetric and non-
symmetric solutions, International Journal of Hydrogen Energy 40 (36) (2015) 12541–12549.
[75] M. Ayoobi, I. Schoegl, Asymmetric methane/air flames in narrow channels, in: Fall Meeting
of the Western States Section of The Combustion Institute, 2013.
[76] X. Kang, R. J. Gollan, P. A. Jacobs, A. Veeraragavan, Numerical simulations of premixed com-
bustion in narrow channels, in: 19th Australasian Fluid Mechanics Conference, Melbourne,
Australia, 2014.
[77] X. Kang, R. J. Gollan, P. A. Jacobs, A. Veeraragavan, Numerical simulation of premixed
methane/air flame dynamics in narrow channels, in: Proceedings of the Australian Combustion
Symposium, Melbourne, Australia, 2015.
[78] X. Kang, R. Gollan, P. Jacobs, A. Veeraragavan, Suppression of instabilities in a premixed
methane–air flame in a narrow channel via hydrogen/carbon monoxide addition, Combustion
and Flame 173 (2016) 266–275.
[79] A. Fan, J. Wan, Y. Liu, B. Pi, H. Yao, W. Liu, Effect of bluff body shape on the blow-off limit of
hydrogen/air flame in a planar micro-combustor, Applied Thermal Engineering 62 (1) (2014)
13–19.
166 References
[80] J. Wan, A. Fan, H. Yao, W. Liu, Flame-anchoring mechanisms of a micro cavity-combustor for
premixed H2/air flame, Chemical Engineering Journal 275 (2015) 17–26.
[81] V. N. Kurdyumov, Lewis number effect on the propagation of premixed flames in narrow adia-
batic channels: Symmetric and non-symmetric flames and their linear stability analysis, Com-
bustion and Flame 158 (7) (2011) 1307–1317.
[82] R. J. Gollan, P. A. Jacobs, About the formulation, verification and validation of the hypersonic
flow solver Eilmer, International Journal for Numerical Methods in Fluids 73 (1) (2013) 19–57.
[83] B. J. McBride, S. Gordon, Computer program for calculation of complex chemical equilib-
rium compositions and applications. part 2: Users manual and program description, Technical
Report 1311, NASA (1996).
[84] F. M. White, Viscous Fluid Flow, 3rd Edition, McGraw–Hill, New York, 2006.
[85] R. J. Kee, F. M. Rupley, J. A. Miller, The chemkin thermodynamic data base, Tech. Rep. No.
SAND–8215B, Sandia National Laboratories (1992).
[86] C. R. Wilke, A viscosity equation for gas mixtures., Journal of Chemical Physics 18 (1950)
517–519.
[87] R. C. Reid, J. M. Prausnitz, B. E. Poling, The properties of gases and liquids, 4th Edition,
McGraw–Hill, New York, 1987.
[88] R. J. Kee, G. Dixon-Lewis, J. Warnatz, M. E. Coltrin, J. A. Miller, A fortran computer code
package for the evaluation of gas-phase multicomponent transport properties, Tech. Rep. No.
SAND86–8246, Sandia National Laboratories (1996).
[89] K. Sutton, P. Gnoffo, Multi-component diffusion with application to computational aerother-
modynamics, in: 7th AIAA/ASME Joint Thermophysics and Heat Transfer Conference, no.
AIAA 98–2575, Albuquerque, NM, 1998.
[90] H. Bongers, L. P. H. D. Goey, The effect of simplified transport modeling on the burning
velocity of laminar premixed flames, Combustion Science and Technology 175 (10) (2003)
1915–1928.
[91] D. Fernández-Galisteo, C. Jiménez, M. Sánchez-Sanz, V. N. Kurdyumov, The differential dif-
fusion effect of the intermediate species on the stability of premixed flames propagating in
microchannels, Combustion Theory and Modelling 18 (4-5) (2014) 582–605.
[92] M. Liou, A sequel to AUSM, part II: AUSM+-up for all speeds, Journal of Computational
Physics 214 (1) (2006) 137–170.
References 167
[93] E. Turkel, R. Radespiel, N. Kroll, Assessment of preconditioning methods for multidimen-
sional aerodynamics, Computers & Fluids 26 (6) (1997) 613–634.
[94] A. Tomboulides, J. Lee, S. Orszag, Numerical simulation of low mach number reactive flows,
Journal of Scientific Computing 12 (2) (1997) 139–167.
[95] S. Patankar, Numerical heat transfer and fluid flow, McGraw–Hill, New York, 1980.
[96] A. Kazakov, M. Frenklach, Reduced Reaction Sets based on GRI–Mech 1.2, a 19–species
reaction set, http://www.me.berkeley.edu/drm/, accessed April 2016.
[97] F. S. Marra, L. Acampora, E. Martelli, Non-linear response to periodic forcing of methane–air
global and detailed kinetics in continuous stirred tank reactors close to extinction conditions,
International Journal of Spray and Combustion Dynamics 7 (3) (2015) 175–208.
[98] B. O’Flaherty, Reducing the global warming potential of coal mine ventilation air by combus-
tion in a free-piston engine, Ph.D. thesis, The University of Queensland (2012).
[99] National computing cluster Raijin, http://nci.org.au/nci–systems/, accessed April 2016.
[100] P. J. Roache, Verification and validation in computational science and engineering, Hermosa-
publishers, Albuquerque, New Mexico, 1998.
[101] J. Zhao, K. M. Isaac, Influence of geometry and heat release on counterflow diffusion flames:
A navier-stokes model, International Journal of Computational Fluid Dynamics 8 (4) (1997)
287–298.
[102] Y. Jin, B. Shaw, Computational modeling of n-heptane droplet combustion in air-diluent envi-
ronments under reduced-gravity, International Journal of Heat and Mass Transfer 53 (25–26)
(2010) 5782–5791.
[103] D. Noriler, M. J. Hodapp, R. K. Decker, H. F. Meier, F. Meierhofer, U. Fritsching, Numerical
simulation of flame spray pyrolysis process for nanoparticle productions: Effects of 2d and
3d approaches, in: Proceedings of the ASME 2014 4th Joint US-European Fluids Engineering
Division Summer Meeting, Chicago, Illinois, USA, 2014.
[104] F. Stern, R. V. Wilson, H. W. Coleman, E. G. Paterson, Comprehensive approach to verification
and validation of CFD simulations-part 1: Methodology and procedures, Journal of Fluids
Engineering 123 (4) (2001) 793–802.
[105] W. L. Oberkampf, C. J. Roy, Verification and validation in scientific computing, Cambridge
University Press, Cambridge, UK, 2010.
168 References
[106] A. Veeraragavan, J. Beri, R. J. Gollan, Use of the method of manufactured solutions for the
verification of conjugate heat transfer solvers, Journal of Computational Physics 307 (2016)
308–320.
[107] U. Dogwiler, J. Mantzaras, P. Benz, B. Kaeppeli, R. Bombach, A. Arnold, Homogeneous
ignition of methane–air mixtures over platinum: Comparison of measurements and detailed
numerical predictions, Symposium (International) on Combustion 27 (2) (1998) 2275–2282.
[108] J. H. Ferziger, M. Peric´, Computational Methods for Fluid Dynamics, 3rd Edition, Springer-
Verlag Berlin Heidelberg GmbH, Berlin, 2002.
[109] Fluent Inc., Lebanon, NH, USA, Fluent 6.3 User’s Guide (2006).
[110] T. J. Poinsot, S. Lele, Boundary conditions for direct simulations of compressible viscous
flows, Journal of Computational Physics 101 (1) (1992) 104–129.
[111] N. Kaisare, D. Vlachos, Optimal reactor dimensions for homogeneous combustion in small
channels, Catalysis Today 120 (1) (2007) 96–106.
[112] P. Boivin, C. Jiménez, A. L. Sánchez, F. A. Williams, A four-step reduced mechanism for
syngas combustion, Combustion and Flame 158 (6) (2011) 1059–1063.
[113] A. Midilli, M. Ay, I. Dincer, M. Rosen, On hydrogen and hydrogen energy strategies: I: current
status and needs, Renewable and Sustainable Energy Reviews 9 (3) (2005) 255–271.
[114] G. P. Smith, D. M. Golden, M. Frenklach, N. W. Moriarty, B. Eiteneer, M. Goldenberg, C. T.
Bowman, R. K. Hanson, S. Song, W. C. Gardiner, Jr., V. V. Lissianski, Z. Qin, GRI–Mech 3.0,
http://www.me.berkeley.edu/gri–mech/, accessed April 2016.
[115] N. Slavinskaya, M. Braun-Unkhoff, P. Frank, Reduced reaction mechanisms for methane and
syngas combustion in gas turbines, Journal of Engineering for Gas Turbines and Power 130 (2)
(2008) 021504–021504.
[116] F. Dryer, I. Glassman, High-temperature oxidation of CO and CH4, Symposium (International)
on Combustion 14 (1) (1973) 987–1003.
[117] C. K. Westbrook, F. L. Dryer, Simplified reaction mechanisms for the oxidation of hydrocarbon
fuels in flames, Combustion Science and Technology 27 (1–2) (1981) 31–43.
[118] W. Jones, R. Lindstedt, Global reaction schemes for hydrocarbon combustion, Combustion and
Flame 73 (3) (1988) 233–249.
References 169
[119] J. Andersen, C. L. Rasmussen, T. Giselsson, P. Glarborg, Global combustion mechanisms for
use in CFD modeling under oxy-fuel conditions, Energy & Fuels 23 (3) (2009) 1379–1389.
[120] L. Wang, Z. Liu, S. Chen, C. Zheng, Comparison of different global combustion mecha-
nisms under hot and diluted oxidation conditions, Combustion Science and Technology 184 (2)
(2012) 259–276.
[121] M. Smoke, V. Giovangigli, Formulation of the premixed and nonpremixed test problems, in:
Reduced Kinetic Mechanisms and Asymptotic Approximations for Methane–Air Flames, Vol.
384, Springer Berlin Heidelberg, 1991, pp. 1–28.
[122] X. Zhang, N. F. Munjat, J. Jayasuriya, R. Fakhrai, T. Fransson, Evaluation of reduced kinet-
ics in simulation of gasified biomass gas combustion, in: ASME Turbo Expo 2013: Turbine
Technical Conference and Exposition, American Society of Mechanical Engineers, 2013, pp.
V01BT04A045–V01BT04A045.
[123] J. A. Badra, A. R. Masri, Catalytic combustion of selected hydrocarbon fuels on platinum:
reactivity and hetero–homogeneous interactions, Combustion and Flame 159 (2) (2012) 817–
831.
[124] J. Badra, A. R. Masri, C. Zhou, B. S. Haynes, An experimental and numerical study of surface
chemical interactions in the combustion of propylene over platinum, Combustion and Flame
160 (2) (2013) 473–485.
[125] V. N. Kurdyumov, C. Jiménez, Propagation of symmetric and non-symmetric premixed flames
in narrow channels: Influence of conductive heat-losses, Combustion and Flame 161 (4) (2014)
927–936.
[126] J. M. Bergthorson, M. J. Thomson, A review of the combustion and emissions properties of
advanced transportation biofuels and their impact on existing and future engines, Renewable
and Sustainable Energy Reviews 42 (2015) 1393–1417.
[127] A. Fan, S. Minaev, E. Sereshchenko, Y. Tsuboi, H. Oshibe, H. Nakamura, K. Maruta, Dynamic
behavior of splitting flames in a heated channel, Combustion, Explosion, and Shock Waves
45 (3) (2009) 245–250.
[128] A. P. Singh, V. RatnaKishore, S. Minaev, S. Kumar, Numerical investigations of unsteady flame
propagation in stepped microtubes, RSC Advances 5 (122) (2015) 100879–100890.
[129] G. S. Jackson, R. Sai, J. M. Plaia, C. M. Boggs, K. T. Kiger, Influence of H2 on the response
of lean premixed CH4 flames to high strained flows, Combustion and Flame 132 (3) (2003)
503–511.
170 References
[130] F. Cozzi, A. Coghe, Behavior of hydrogen-enriched non-premixed swirled natural gas flames,
International Journal of Hydrogen Energy 31 (6) (2006) 669–677.
[131] S. El-Sherif, Control of emissions by gaseous additives in methane–air and carbon monoxide-
air flames, Fuel 79 (5) (2000) 567–575.
[132] Y. Zhang, J. Zhou, W. Yang, M. Liu, K. Cen, Effects of hydrogen addition on methane catalytic
combustion in a microtube, International Journal of Hydrogen Energy 32 (9) (2007) 1286–
1293.
[133] Y. Yan, W. Pan, L. Zhang, W. Tang, Z. Yang, Q. Tang, J. Lin, Numerical study on combus-
tion characteristics of hydrogen addition into methane–air mixture, International Journal of
Hydrogen Energy 38 (30) (2013) 13463–13470.
[134] J. Zarvandi, S. Tabejamaat, M. Baigmohammadi, Numerical study of the effects of heat trans-
fer methods on CH4/(CH4+H2)–air pre-mixed flames in a micro-stepped tube, Energy 44 (1)
(2012) 396–409.
[135] R. J. Kee, J. F. Grcar, M. D. Smooke, J. A. Miller, E. Meeks, Premix : A fortran program
for modeling steady laminar one-dimensional premixed flames, Technical Report, Report No.
SAND85-8240, Sandia National Laboratories, Livermore, CA, USA, 1998.
[136] K. J. Bosschaart, M. Versluis, R. Knikker, T. H. Vandermeer, K. R. A. M. Schreel, L. P. H. D.
Goey, A. A. V. Steenhoven, The heat flux method for producing burner stabilized adiabatic
flames: an evaluation with CARS thermometry, Combustion Science and Technology 169 (1)
(2001) 69–87.
[137] S. R. Turns, An Introduction to Combustion: Concepts and Applications, 3rd Edition,
McGraw–Hill, New York, 2012.
[138] A. Veeraragavan, C. P. Cadou, Heat transfer in mini/ microchannels with combustion: A simple
analysis for application in nonintrusive ir diagnostics, Journal of Heat Transfer 130 (12) (2008)
124504.
[139] J. Wan, A. Fan, K. Maruta, H. Yao, W. Liu, Experimental and numerical investigation on
combustion characteristics of premixed hydrogen/air flame in a micro-combustor with a bluff
body, International Journal of Hydrogen Energy 37 (24) (2012) 19190–19197.
[140] J. Wan, A. Fan, Y. Liu, H. Yao, W. Liu, X. Gou, D. Zhao, Experimental investigation and
numerical analysis on flame stabilization of CH4/air mixture in a mesoscale channel with wall
cavities, Combustion and Flame 162 (4) (2015) 1035–1045.
References 171
[141] X. Kang, A. Veeraragavan, Experimental demonstration of a novel approach to increase power
conversion potential of a hydrocarbon fuelled, portable, thermophotovoltaic system, Energy
Conversion and Management 133 (2017) 127–137.
[142] G. P. Gauthier, J. M. Bergthorson, Effect of external heat loss on the propagation and quenching
of flames in small heat-recirculating tubes, Combustion and Flame 173 (2016) 27–38.
[143] A. P. Singh, V. Kishore, Y. Yoon, S. Minaev, S. Kumar, Effect of wall thermal boundary con-
ditions on flame dynamics of ch4-air and h2-air mixtures in straight microtubes, Combustion
Science and Technology (2016) http://dx.doi.org/10.1080/00102202.2016.1195825.
[144] X. Kang, R. J. Gollan, P. A. Jacobs, A. Veeraragavan, On the influence of modelling choices
on combustion in narrow channels, Computers & Fluids 144 (2017) 117–136.
[145] M. Akram, S. Kumar, Experimental studies on dynamics of methane–air premixed flame in
meso-scale diverging channels, Combustion and Flame 158 (5) (2011) 915–924.
[146] Graphenea Inc., http://www.graphenea.com/, accessed 16.02.15.
[147] K. Sawyer, sawyer, US Patent 229,335 (Jun. 29 1880).
[148] A. Brown, A. Hall, W. Watt, Density of deposited carbon, Nature 172 (1953) 1145–1146.
[149] A. Brown, W. Watt, R. Powell, R. Tye, The thermal and electrical conductivities of deposited
carbon, British Journal of Applied Physics 7 (2) (1956) 73.
[150] J. Pappis, S. Blum, Properties of pyrolytic graphite, Journal of the American Ceramic Society
44 (12) (1961) 592–597.
[151] M. Smalc, G. Shives, G. Chen, S. Guggari, J. Norley, R. A. Reynolds, Thermal performance
of natural graphite heat spreaders, in: ASME 2005 Pacific Rim Technical Conference and
Exhibition on Integration and Packaging of MEMS, NEMS, and Electronic Systems collocated
with the ASME 2005 Heat Transfer Summer Conference, American Society of Mechanical
Engineers, 2005, pp. 79–89.
[152] F. Bagheri, M. Fakoor-Pakdaman, M. Bahrami, Utilization of orthotropic graphite plates in
plate heat exchangers, analytical modeling, International Journal of Heat and Mass Transfer 77
(2014) 301–310.
[153] K. George, Multi-layer anisotropic heat shield construction, US Patent 3,156,091 (Nov. 10
1964).
[154] Advanced Carbon Technologies Inc., http://www.advancedcarbon.com/, accessed 16.02.15.
172 References
[155] Nickel Institute, Nickel Stainless Steels at Elevated Temperatures – Mechanical and Physical
Properties, http://www.nickelinstitute.org/, accessed 01.11.14.
[156] C. Y. Ho, T. Chu, Electrical resistivity and thermal conductivity of nine selected aisi stainless
steels, Technical Report No. CINDAS-45, Thermophysical and Electronic Properties Informa-
tion Analysis Center, Lafayette, Indiana (1977).
[157] In emails from Advanced Carbon Technologies Inc. (info@advancedcarbon.com) in September
2013.
[158] B. Lewis, G. Von Elbe, Combustion, Flames and Explosions of Gases, 3rd Edition, Academic
Press, San Diego, 1987.
[159] S. Heatwole, A. Veeraragavan, C. Cadou, S. Buckley, In situ species and temperature measure-
ments in a millimeter-scale combustor, Nanoscale and Microscale Thermophysical Engineer-
ing 13 (1) (2009) 54–76.
[160] L. Jiang, D. Zhao, C. Guo, X. Wang, Experimental study of a plat-flame micro combustor
burning DME for thermoelectric power generation, Energy Conversion and Management 52 (1)
(2011) 596–602.
[161] F. P. Incropera, D. P. DeWitt, T. L. Bergman, A. S. Lavine, Fundamentals of Heat and Mass
Transfer, 6th Edition, John Wiley, 2007.
[162] J. Taylor, An Introduction to Error Analysis: The Study of Uncertainties in Physical Measure-
ments, 2nd Edition, University Science Books, New York, 1997.
[163] H. R. Dorfi, S. Farhad, Measurement Errors and Uncertainty Analysis,
http://gozips.uakron.edu/~dorfi/Lecture-Uncertainty.pdf, accessed 16.02.15.
[164] A. Veeraragavan, K. Dellimore, C. P. Cadou, Two-dimensional analytical model of heat transfer
for flames in channels, Journal of Thermophysics and Heat Transfer 23 (3) (2009) 551–559.
[165] G. P. S. Sahota, B. Khandelwal, S. Kumar, Experimental investigations on a new active swirl
based microcombustor for an integrated micro-reformer system, Energy Conversion and Man-
agement 52 (10) (2011) 3206–3213.
[166] J. Li, Q. Li, J. Shi, X. Liu, Z. Guo, Numerical study on heat recirculation in a porous micro-
combustor, Combustion and Flame 171 (2016) 152–161.
[167] J. Li, Y. Wang, J. Shi, X. Liu, Dynamic behaviors of premixed hydrogen–air flames in a planar
micro-combustor filled with porous medium, Fuel 145 (2015) 70–78.
References 173
[168] D. C. Kyritsis, S. Roychoudhury, C. S. McEnally, L. D. Pfefferle, A. Gomez, Mesoscale com-
bustion: a first step towards liquid fueled batteries, Experimental Thermal and Fluid Science
28 (7) (2004) 763–770.
[169] S. Deshmukh, D. Vlachos, Effect of flow configuration on the operation of coupled combus-
tor/reformer microdevices for hydrogen production, Chemical Engineering Science 60 (21)
(2005) 5718–5728.
[170] J. Kim, D. Um, O. Kwon, Hydrogen production from burning and reforming of ammonia in a
microreforming system, Energy Conversion and Management 56 (2012) 184–191.
[171] J. Vican, B. Gajdeczko, F. Dryer, D. Milius, I. Aksay, R. Yetter, Development of a microreactor
as a thermal source for microelectromechanical systems power generation, Proceedings of the
Combustion Institute 29 (1) (2002) 909–916.
[172] S. Yadav, P. Yamasani, S. Kumar, Experimental studies on a micro power generator using
thermo-electric modules mounted on a micro-combustor, Energy Conversion and Management
99 (2015) 1–7.
[173] A. Datas, A. Ramos, A. Martí, C. del Cañizo, A. Luque, Ultra high temperature latent heat
energy storage and thermophotovoltaic energy conversion, Energy 107 (2016) 542–549.
[174] R. S. Carlson, L. M. Fraas, Adapting tpv for use in a standard home heating furnace, in: Ther-
mophotovoltaic Generation of Electricity (AIP Conference Proceedings), Vol. 890, 2007, pp.
273–279.
[175] L. Fraas, J. Avery, L. Minkin, J. Strauch, Design and thermal modeling of a portable fuel fired
cylindrical tpv battery replacement, in: 25th EU PVSEC & TPV-9 Conference, 2010.
[176] L. Fraas, J. Avery, L. Minkin, H. Huang, J. Strauch, W. Luk, Design of a matched ir emitter for
a portable propane fired tpv power system, in: TPV-9 conference in Valencia, Spain, 2010.
[177] A. Datas, D. L. Chubb, A. Veeraragavan, Steady state analysis of a storage integrated solar
thermophotovoltaic (sistpv) system, Solar Energy 96 (2013) 33–45.
[178] A. Veeraragavan, L. Montgomery, A. Datas, Night time performance of a storage integrated
solar thermophotovoltaic (sistpv) system, Solar Energy 108 (2014) 377–389.
[179] A. Lenert, D. M. Bierman, Y. Nam, W. R. Chan, I. Celanovic´, M. Soljacˇic´, E. N. Wang, A
nanophotonic solar thermophotovoltaic device, Nature nanotechnology 9 (2) (2014) 126–130.
174 References
[180] Y. Nam, A. Lenert, Y. X. Yeng, P. Bermel, M. Soljacˇic´, E. N. Wang, Solar thermophotovoltaic
energy conversion systems with tantalum photonic crystal absorbers and emitters, in: 2013
Transducers & Eurosensors XXVII: The 17th International Conference on Solid-State Sensors,
Actuators and Microsystems (TRANSDUCERS & EUROSENSORS XXVII), IEEE, 2013, pp.
1372–1375.
[181] Y. Su, J. Song, J. Chai, Q. Cheng, Z. Luo, C. Lou, P. Fu, Numerical investigation of a novel
micro combustor with double-cavity for micro-thermophotovoltaic system, Energy Conversion
and Management 106 (2015) 173–180.
[182] Y. Su, Q. Cheng, J. Song, M. Si, Numerical study on a multiple-channel micro combustor for a
micro-thermophotovoltaic system, Energy Conversion and Management 120 (2016) 197–205.
[183] D. H. Um, T. Y. Kim, O. C. Kwon, Power and hydrogen production from ammonia in a micro-
thermophotovoltaic device integrated with a micro-reformer, Energy 73 (2014) 531–542.
[184] Y.-H. Li, G.-B. Chen, T.-S. Cheng, Y.-L. Yeh, Y.-C. Chao, Combustion characteristics of a
small-scale combustor with a percolated platinum emitter tube for thermophotovoltaics, Energy
61 (2013) 150–157.
[185] W. Yang, S. Chou, K. Chua, J. Li, X. Zhao, Research on modular micro combustor-radiator
with and without porous media, Chemical Engineering Journal 168 (2) (2011) 799–802.
[186] J. Pan, D. Wu, Y. Liu, H. Zhang, A. Tang, H. Xue, Hydrogen/oxygen premixed combustion
characteristics in micro porous media combustor, Applied Energy 160 (2015) 802–807.
[187] J. Pan, W. Yang, A. Tang, S. Chou, L. Duan, X. Li, H. Xue, Micro combustion in sub-millimeter
channels for novel modular thermophotovoltaic power generators, Journal of Micromechanics
and Microengineering 20 (12) (2010) 125021.
[188] Z. Zhou, Q. Chen, P. Bermel, Prospects for high-performance thermophotovoltaic conversion
efficiencies exceeding the shockley–queisser limit, Energy Conversion and Management 97
(2015) 63–69.
[189] P. Bermel, M. Ghebrebrhan, W. Chan, Y. X. Yeng, M. Araghchini, R. Hamam, C. H. Marton,
K. F. Jensen, M. Soljacˇic´, J. D. Joannopoulos, et al., Design and global optimization of high-
efficiency thermophotovoltaic systems, Optics express 18 (103) (2010) A314–A334.
[190] E. C. Beder, C. D. Bass, W. L. Shackleford, Transmissivity and absorption of fused quartz
between 0.22 µ and 3.5 µ from room temperature to 1500 ◦C, Applied Optics 10 (10) (1971)
2263–2268.
References 175
[191] T. Sato¯, Spectral emissivity of silicon, Japanese Journal of Applied Physics 6 (3) (1967) 339.
[192] Knight Optical Ltd., Technical Library, https://www.knightoptical.com/technical-library/, ac-
cessed 16.07.16.
[193] ERG Aerospace Corp., Physical Characteristics of Silicon Carbide Foam,
http://www.ergaerospace.com/SiC-properties.htm/, accessed 16.07.16.
[194] FLIR Systems, Inc., Use low-cost materials to increase target emissivity,
http://www.flir.com/science/blog/details/?ID=71556, accessed 16.07.16.
[195] S. M. Baumann, Direct emissivity measurements of painted metals for improved temperature
estimation during laser damage testing, Tech. rep., DTIC Document (2014).
[196] J. Helbert, A. Maturilli, The emissivity of a fine-grained labradorite sample at typical mercury
dayside temperatures, Earth and Planetary Science Letters 285 (3–4) (2009) 347–354.
[197] B. Sopori, W. Chen, J. Madjdpour, N. M. Ravindra, Calculation of emissivity of Si wafers,
Journal of Electronic Materials 28 (12) (1999) 1385–1389.
[198] JX Crystals Inc., GaSb Cells and Circuits, http://jxcrystals.com/drupal/products/, accessed
16.07.16.
[199] S. Bowden, C. Honsberg, Photovoltaic Education Network, http://pveducation.org/, accessed
24.10.16.
[200] D. DePoy, M. Dashiell, D. Rahner, L. Danielson, J. Oppenlander, J. Vell, R. Wehrer, Analysis
of TPV network losses (a presentation), Tech. Rep. LM–04K160, US Department of Energy
(2004).
[201] Y. Liu, A. Fan, H. Yao, W. Liu, A numerical investigation on the effect of wall thermal conduc-
tivity on flame stability and combustion efficiency in a mesoscale channel filled with fibrous
porous medium, Applied Thermal Engineering 101 (2016) 239–246.
[202] T. Kumano, K. Hanamura, Development of a prototype thermophotovoltaic power generation
system using super-adiabatic combustion in porous quartz glass, Journal of Thermal Science
and Technology 7 (4) (2012) 549–562.
[203] J. Badra, A. Masri, C. Zhou, B. Haynes, A comparative experimental study of the interactions
between platinum and a range of hydrocarbon fuels, Fuel 105 (2013) 523–534.
[204] Q. Lu, J. Pan, W. Yang, Z. Pan, A. Tang, Y. Zhang, Effects of products from heterogeneous
reactions on homogeneous combustion for h 2/o 2 mixture in the micro combustor, Applied
Thermal Engineering 102 (2016) 897–903.
176 References
[205] O. M. Nielsen, L. R. Arana, C. D. Baertsch, K. F. Jensen, M. A. Schmidt, A thermophotovoltaic
micro-generator for portable power applications, in: TRANSDUCERS, Solid-State Sensors,
Actuators and Microsystems, 12th International Conference on, 2003, Vol. 1, IEEE, 2003, pp.
714–717.
[206] Y.-H. Li, H.-Y. Li, D. Dunn-Rankin, Y.-C. Chao, Enhancing thermal, electrical efficiencies of a
miniature combustion-driven thermophotovoltaic system, Progress in Photovoltaics: Research
and Applications 17 (7) (2009) 502–512.
[207] Z. Turkeli-Ramadan, R. Sharma, R. Raine, Clean flat flame combustor for ultra micro gas
turbine, in: 19th Australasian Fluid Mechanics Conference, Melbourne, Australia, 2014.
[208] C.-W. Shu, Essentially non-oscillatory and weighted essentially non-oscillatory schemes for
hyperbolic conservation laws, Technical Report No. 97-65, NASA (1997).
[209] E. F. Toro, Riemann solvers and numerical methods for fluid dynamics: a practical introduc-
tion, 3rd Edition, Springer-Verlag Berlin Heidelberg GmbH, Berlin, 2013.
[210] V. A. Titarev, E. F. Toro, Finite-volume weno schemes for three-dimensional conservation laws,
Journal of Computational Physics 201 (1) (2004) 238–260.
[211] P. Tsoutsanis, I. W. Kokkinakis, L. Könözsy, D. Drikakis, R. J. Williams, D. L. Youngs, Com-
parison of structured-and unstructured-grid, compressible and incompressible methods using
the vortex pairing problem, Computer Methods in Applied Mechanics and Engineering 293
(2015) 207–231.
[212] R. Zhang, M. Zhang, C.-W. Shu, On the order of accuracy and numerical performance of
two classes of finite volume weno schemes, Communications in Computational Physics 9 (03)
(2011) 807–827.
[213] P. Jacobs, R. Gollan, D. Potter, The Eilmer3 code: User guide and example book, Tech. rep.,
The University of Queensland (2014).
[214] C.-W. Shu, High-order finite difference and finite volume weno schemes and discontinuous
galerkin methods for cfd, International Journal of Computational Fluid Dynamics 17 (2) (2003)
107–118.
[215] A. Veeraragavan, Understanding the role of heat recirculation in enhancing the speed of pre-
mixed laminar flames in a parallel plate micro-combustor, Ph.D. thesis, University of Maryland
(2009).
References 177
[216] A. Soufiani, J. Taine, High temperature gas radiative property parameters of statistical narrow-
band model for H2O, CO2 and CO, and correlated-k model for H2O and CO2, International
journal of heat and mass transfer 40 (4) (1997) 987–991.
[217] P. Rivière, A. Soufiani, Updated band model parameters for H2O, CO2, CH4 and CO radiation
at high temperature, International Journal of Heat and Mass Transfer 55 (13) (2012) 3349–
3358.
178 References
Appendix A
Appendix - Simulations
A.1 Mass diffusion model
The mixture-averaged diffusion model that uses Fick’s law has been described in Part I of this thesis.
This appendix gives more details for calculating the binary diffusion coefficient Dsi that is used for
obtaining the mixture-averaged diffusivity. The following method is a reproduction of the work of
Reid et al. [87]. According to the Chapman-Enskog relation, the binary diffusion coefficient between
the species s and i is given by:
Dsi = 0.0266T
3/2
pMW
1/2
si σ
2
si ΩD
, (A.1)
where p is the gas mixture pressure. The averaged molecular weight MWsi and hard collision diam-
eter σ2si are computed as:
MWsi =
2
1/MWs + 1/MWi
, (A.2)
σsi =
σs + σi
2
, (A.3)
where MWs, MWi, σs and σi are the molecular weights and collision diameters for single species.
The collision integral ΩD is computed as
ΩD =
1.06036
(T ∗)0.15610
+
0.19300
exp(0.47635T ∗)
+
1.03587
exp(1.52996T ∗)
+
1.76474
exp(3.89411T ∗)
, (A.4)
where the dimensionless temperature T ∗ is give by
T ∗ =
T
(εiεj)1/2
, (A.5)
where εi and εj are the Lennard-Jones potential well depth. Values of σ (unit in A˚) and ε (unit in K)
of each species for the DRM-19 reaction mechanism are obtained from the GRI-Mech3.0 transport
database [114], and listed in Table A.1.
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Table A.1: Collision diameter and Lennard-Jones potential well depth for each species in the DRM-19.
Species σ (A˚) ε (K)
H2 2.920 38.000
H 2.050 145.000
O 2.750 80.000
O2 3.458 107.400
OH 2.750 80.000
H2O 2.605 572.400
HO2 3.458 107.400
CH2 3.800 144.000
CH2_S 3.800 144.000
CH3 3.800 144.000
CH4 3.746 141.400
CO 3.650 98.100
CO2 3.763 244.000
CHO 3.590 498.000
CH2O 3.590 498.000
CH3O 3.690 417.000
C2H4 3.971 280.800
C2H5 4.302 252.300
C2H6 4.302 252.300
N2 3.621 97.530
Ar 3.330 136.500
He 2.576 10.200
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The implementation of the mixture-averaged diffusion model for the DRM-19 mechanism can be
found in the “diffusion.cxx” file in the Eilmer code.
FicksFirstLaw_DRM19 : :
FicksFirstLaw_DRM19 ( c o n s t s t r i n g name , i n t nsp )
: D i f f u s i o n M o d e l ( name , nsp )
{}
FicksFirstLaw_DRM19 : :
FicksFirstLaw_DRM19 ( c o n s t FicksFirstLaw_DRM19 &f )
: D i f f u s i o n M o d e l ( f . name_ , f . nsp_ )
{}
FicksFirstLaw_DRM19 : :
~FicksFirstLaw_DRM19 ( ) {}
s t r i n g
FicksFirstLaw_DRM19 : :
s t r ( ) c o n s t
{
o s t r i n g s t r e a m o s t ;
c o u t << " FicksFirstLaw_DRM19 : : s t r ( ) − n o t implemented . \ n " ;
o s t << " FicksFirstLaw_DRM19 " ;
r e t u r n o s t . s t r ( ) ;
}
vo id
FicksFirstLaw_DRM19 : :
c a l c u l a t e _ d i f f u s i o n _ f l u x e s ( c o n s t Gas_da ta &Q,
do ub l e D_t ,
c o n s t v e c t o r < double > &dfdx ,
c o n s t v e c t o r < double > &dfdy ,
c o n s t v e c t o r < double > &dfdz ,
v e c t o r < double > &jx ,
v e c t o r < double > &jy ,
v e c t o r < double > &j z )
{
/ / f i r s t c a l c u l a t e b i n a r y d i f f u s i o n c o e f f i c i e n t D_AB
/ / a c c o r d i n g t o t h e Chapman−Enskog r e l a t i o n
/ / r e f e r t o " The P r o p e r t i e s o f Gases and L i q u i d s " , Reid e t a l .
v e c t o r < double > d_c ;
d_c . r e s i z e ( nsp_ , 0 . 0 ) ;
d_c [ 0 ] = 2 . 9 2 0 ; / / H2
d_c [ 1 ] = 2 . 0 5 0 ; / / H
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d_c [ 2 ] = 2 . 7 5 0 ; / / O
d_c [ 3 ] = 3 . 4 5 8 ; / / O2
d_c [ 4 ] = 2 . 7 5 0 ; / / OH
d_c [ 5 ] = 2 . 6 0 5 ; / / H2O
d_c [ 6 ] = 3 . 4 5 8 ; / / HO2
d_c [ 7 ] = 3 . 8 0 0 ; / / CH2
d_c [ 8 ] = 3 . 8 0 0 ; / / CH2_S
d_c [ 9 ] = 3 . 8 0 0 ; / / CH3
d_c [ 1 0 ] = 3 . 7 4 6 ; / / CH4
d_c [ 1 1 ] = 3 . 6 5 0 ; / / CO
d_c [ 1 2 ] = 3 . 7 6 3 ; / / CO2
d_c [ 1 3 ] = 3 . 5 9 0 ; / / CHO
d_c [ 1 4 ] = 3 . 5 9 0 ; / / CH2O
d_c [ 1 5 ] = 3 . 6 9 0 ; / / CH3O
d_c [ 1 6 ] = 3 . 9 7 1 ; / / C2H4
d_c [ 1 7 ] = 4 . 3 0 2 ; / / C2H5
d_c [ 1 8 ] = 4 . 3 0 2 ; / / C2H6
d_c [ 1 9 ] = 3 . 6 2 1 ; / / N2
d_c [ 2 0 ] = 3 . 3 3 0 ; / / Ar
d_c [ 2 1 ] = 2 . 5 7 6 ; / / He
/ / Lennard−J o n e s c o l l i s i o n d i a m e t e r " s igma " i n Angstroms
/ / r e f e r t o GRI−Mech 3 . 0 t r a n s p o r t f i l e ( Chemkin f o r m a t )
/ / h t t p : / / combus t ion . b e r k e l e y . edu / g r i−mech / v e r s i o n 3 0 / t e x t 3 0 . h tml
v e c t o r < double > e_LJ ;
e_LJ . r e s i z e ( nsp_ , 0 . 0 ) ;
e_LJ [ 0 ] = 3 8 . 0 0 0 ; / / H2
e_LJ [ 1 ] = 1 4 5 . 0 0 0 ; / / H
e_LJ [ 2 ] = 8 0 . 0 0 0 ; / / O
e_LJ [ 3 ] = 1 0 7 . 4 0 0 ; / / O2
e_LJ [ 4 ] = 8 0 . 0 0 0 ; / / OH
e_LJ [ 5 ] = 5 7 2 . 4 0 0 ; / / H2O
e_LJ [ 6 ] = 1 0 7 . 4 0 0 ; / / HO2
e_LJ [ 7 ] = 1 4 4 . 0 0 0 ; / / CH2
e_LJ [ 8 ] = 1 4 4 . 0 0 0 ; / / CH2_S
e_LJ [ 9 ] = 1 4 4 . 0 0 0 ; / / CH3
e_LJ [ 1 0 ] = 1 4 1 . 4 0 0 ; / / CH4
e_LJ [ 1 1 ] = 9 8 . 1 0 0 ; / / CO
e_LJ [ 1 2 ] = 2 4 4 . 0 0 0 ; / / CO2
e_LJ [ 1 3 ] = 4 9 8 . 0 0 0 ; / / CHO
e_LJ [ 1 4 ] = 4 9 8 . 0 0 0 ; / / CH2O
e_LJ [ 1 5 ] = 4 1 7 . 0 0 0 ; / / CH3O
e_LJ [ 1 6 ] = 2 8 0 . 8 0 0 ; / / C2H4
e_LJ [ 1 7 ] = 2 5 2 . 3 0 0 ; / / C2H5
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e_LJ [ 1 8 ] = 2 5 2 . 3 0 0 ; / / C2H6
e_LJ [ 1 9 ] = 9 7 . 5 3 0 ; / / N2
e_LJ [ 2 0 ] = 1 3 6 . 5 0 0 ; / / Ar
e_LJ [ 2 1 ] = 1 0 . 2 0 0 ; / / He
/ / Lennard−J o n e s p o t e n t i a l w e l l d e p t h " e p s i l o n / kb " i n K e l v i n s
/ / r e f e r t o GRI−Mech 3 . 0 t r a n s p o r t f i l e ( Chemkin f o r m a t )
/ / h t t p : / / combus t ion . b e r k e l e y . edu / g r i−mech / v e r s i o n 3 0 / t e x t 3 0 . h tml
do ub l e Coef_A = 1 . 0 6 0 3 6 ;
do ub l e Coef_B = 0 . 1 5 6 1 0 ;
do ub l e Coef_C = 0 . 1 9 3 0 0 ;
do ub l e Coef_D = 0 . 4 7 6 3 5 ;
do ub l e Coef_E = 1 . 0 3 5 8 7 ;
do ub l e Coef_F = 1 . 5 2 9 9 6 ;
do ub l e Coef_G = 1 . 7 6 4 7 4 ;
do ub l e Coef_H = 3 . 8 9 4 1 1 ;
/ / C o e f f i c i e n t s needed f o r c a l c u l a t i n g t h e d i f f u s i o n c o l l i s i o n i n t e g r a l
v e c t o r < v e c t o r < double > > D_bi ;
D_bi . r e s i z e ( nsp_ ) ;
f o r ( i n t i s p = 0 ; i s p < nsp_ ; ++ i s p )
D_bi [ i s p ] . r e s i z e ( nsp_ , 0 . 0 ) ;
f o r ( i n t i s p = 0 ; i s p < nsp_ ; ++ i s p ) {
f o r ( i n t j s p = 0 ; j s p < nsp_ ; ++ j s p ) {
i f ( i s p == j s p ) c o n t i n u e ;
do ub l e M_ij = 0 . 0 ;
M_ij = 1 /M_[ i s p ] + 1 /M_[ j s p ] ;
M_ij = 2 / M_ij ; / / i n kg / mol
M_ij *= 1 . 0 e3 ; / / i n g / mol
do ub l e d _ c _ i j = 0 . 0 ;
d _ c _ i j = ( d_c [ i s p ] + d_c [ j s p ] ) / 2 ;
do ub l e e _ L J _ i j = 0 . 0 ;
e _ L J _ i j = s q r t ( e_LJ [ i s p ]* e_LJ [ j s p ] ) ;
do ub l e T _ s t a r = 0 . 0 ;
T _ s t a r = Q. T [ 0 ] / e _ L J _ i j ; / / d i m e n s i o n l e s s
do ub l e omega = 0 . 0 ;
omega = Coef_A / ( pow ( T _ s t a r , Coef_B ) ) ;
omega += Coef_C / exp ( Coef_D* T _ s t a r ) ;
omega += Coef_E / exp ( Coef_F * T _ s t a r ) ;
omega += Coef_G / exp ( Coef_H* T _ s t a r ) ;
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/ / D i f f u s i o n c o l l i s i o n i n t e g r a l , d i m e n s i o n l e s s
D_bi [ i s p ] [ j s p ] = 1 . 0 / ( Q. p / 1 . 0 e5 ) / pow ( M_ij , 1 . 0 / 2 ) / pow ( d _ c _ i j , 2 . 0 ) /
omega ;
/ / n o t e : p r e s s u r e u n i t i n b a r
D_bi [ i s p ] [ j s p ] *= 0 .00266* pow (Q. T [ 0 ] , 3 . 0 / 2 ) ;
/ / i n cm2 / s
D_bi [ i s p ] [ j s p ] *= 1 . 0 e−4;
/ / i n m2 / s
}
}
f i l l _ i n _ x (Q. rho , Q. massf ) ;
f i l l_ in_DAV_im ( D_bi ) ;
/ / c a l c u l a t e mix tu re−a v e r a g e d d i f f u s i o n c o e f f i c i e n t f o r s p e c i e s i
/ / S e t d i f f u s i v e f l u x e s . . .
f o r ( i n t i s p = 0 ; i s p < nsp_ ; ++ i s p ) {
j x [ i s p ] = −Q. rho * ( DAV_im_ [ i s p ] + D_t ) * dfdx [ i s p ] ;
j y [ i s p ] = −Q. rho * ( DAV_im_ [ i s p ] + D_t ) * dfdy [ i s p ] ;
j z [ i s p ] = −Q. rho * ( DAV_im_ [ i s p ] + D_t ) * d fdz [ i s p ] ;
}
i f ( FICKS_WITH_SUTTON_AND_GNOFFO_CORRECTION ) {
/ / C o r r e c t i o n as s u g g e s t e d by S u t t o n and Gnoffo , 1998
do ub l e sum_x = 0 . 0 ;
do ub l e sum_y = 0 . 0 ;
do ub l e sum_z = 0 . 0 ;
f o r ( i n t i s p = 0 ; i s p < nsp_ ; ++ i s p ) {
sum_x += j x [ i s p ] ;
sum_y += j y [ i s p ] ;
sum_z += j z [ i s p ] ;
}
f o r ( i n t i s p = 0 ; i s p < nsp_ ; ++ i s p ) {
j x [ i s p ] = j x [ i s p ] − Q. massf [ i s p ] * sum_x ;
j y [ i s p ] = j y [ i s p ] − Q. massf [ i s p ] * sum_y ;
j z [ i s p ] = j z [ i s p ] − Q. massf [ i s p ] * sum_z ;
}
}
}
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A.2 User-defined boundary conditions
This appendix gives the scripts of the user-defined boundary conditions used in this thesis. Mathemat-
ical descriptions of these boundary conditions can be found in Chapter 2 (for the mass flux inflow BC
- typical and NSCBC) and Chapter 4 (for the wall BC with hyperbolic tangent temperature profile).
A.2.1 Mass flux inflow BC - typical
−− udf−mass f lux−i n . l u a
−− Lua s c r i p t f o r t h e use r−d e f i n e d f u n c t i o n s
−− c a l l e d by t h e U s e r D e f i n e d G h o s t C e l l BC .
f u n c t i o n g h o s t _ c e l l ( a r g s )
−− F u n c t i o n t h a t r e t u r n s t h e f low s t a t e s f o r a g h o s t c e l l s .
−− For use i n t h e i n v i s c i d f l u x c a l c u l a t i o n s .
−−−−−−−−−−−−!I n p u t p a r a m e t e r s
mass = 1 .122497365547*1 .0 −− mass f l u x , kg / s / m2
T0 = 300 −− t o t a l t e m p e r a t u r e , K
massf = {}
f o r i s p = 0 , ( nsp−1) do
massf [ i s p ] = 0 .000000 e +00
end
massf [ 3 ] = 2.201527068174 e−01 −−O2
massf [ 1 0 ] = 5.518595882699 e−02 −−CH4
massf [ 1 9 ] = 7.246613343556 e−01 −−N2
−−−−−−−−−−−−mass f r a c t i o n s a r e i n d e x e d from 0 t o nsp−1
−−−−−−−−−−−−Sample t h e f low f i e l d from t h e i n n e r c e l l n e a r t h e boundary .
c e l l 1 = sample_f low ( b l o c k _ i d , a r g s . i , a r g s . j , a r g s . k )
−−−−−−−−−−−− i n i t i a l i z e t e m p e r a t u r e
i f ( a r g s . t _ s t e p == 0) t h e n
upda te_T = c e l l 1 . T [ 0 ]
end
−−−−−−−−−−−−copy t h e p r e s s u r e from t h e i n n e r c e l l
u p d a t e _ p = c e l l 1 . p
−−−−−−−−−−−−c a l c u l a t e t o t a l e n t h a l p y a t t h e boundary
Q_0 = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q_0 . p = u p d a t e _ p
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Q_0 . T [ 0 ] = T0
f o r i s p = 0 , ( nsp−1) do
Q_0 . massf [ i s p ] = massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T ( Q_0 )
e v a l _ s o u n d _ s p e e d ( Q_0 )
h_0 = 0
f o r i s p = 0 , ( nsp−1) do
h_0 = h_0+ e n t h a l p y ( Q_0 , i s p )
end
−−−−−−−−−−−−F i r s t make a g u e s s f o r T a t t h e boundary
Q = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q. p = u p d a t e _ p
Q. T [ 0 ] = upda te_T
f o r i s p = 0 , ( nsp−1) do
Q. massf [ i s p ] = massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T (Q)
e v a l _ s o u n d _ s p e e d (Q)
Cp = eval_Cp (Q)
R = eval_R (Q)
rho = u p d a t e _ p / ( R* upda te_T )
u p d a t e _ u = mass / rho
T_guess = T0−0 .5 / Cp* u p d a t e _ u * u p d a t e _ u
−−−−−−−−−−−−s e c a n t method t o s o l v e T and t h e n c a l c u l a t e u and rho
f u n c t i o n s e c a n t ( a , b )
t o l = 1e−3
l o c a l i = 0
w h i l e ( math . abs ( b−a ) > t o l ) do
n u l l s t e l l e = b
b = b−f ( b ) * ( b−a ) / ( f ( b )−f ( a ) )
a = n u l l s t e l l e
i = i +1
end
r e t u r n ( ( a+b ) / 2 )
end
f u n c t i o n f ( T )
Q_1 = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q_1 . p = u p d a t e _ p
Q_1 . T [ 0 ] = T
f o r i s p = 0 , ( nsp−1) do
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Q_1 . massf [ i s p ] = massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T ( Q_1 )
e v a l _ s o u n d _ s p e e d ( Q_1 )
h_T = 0
f o r i s p = 0 , ( nsp−1) do
h_T = h_T+ e n t h a l p y ( Q_1 , i s p )
end
u p d a t e _ u = mass *R*T / u p d a t e _ p
r e t u r n h_0−0.5* u p d a t e _ u * upda te_u−h_T
end
upda te_T = s e c a n t ( update_T , T_guess )
−−−−−−−−−−−−f o r t h i s s e c a n t f i n d i n g , we a c t c u a l l y need two g u e s s e d
−−−−−−−−−−−−v a l u e s f o r T , one i s t h e v a u l e a t l a s t t i m e s t e p ,
−−−−−−−−−−−−t h e o t h e r i s t h e r o u g h l y c a l c u l a t e d v a l u e above .
u p d a t e _ u = mass *R* upda te_T / u p d a t e _ p
rho = u p d a t e _ p / ( R* upda te_T )
−−−−−−−−−−−−u p d a t e g h o s t c e l l s
g h o s t 1 = {}
g h o s t 1 . T = {} −− t e m p e r a t u r e s , K ( as a t a b l e )
g h o s t 1 . T [ 0 ] = upda te_T
g h o s t 1 . u = u p d a t e _ u −− x−v e l o c i t y , m/ s
g h o s t 1 . v = 0 . 0 −− y−v e l o c i t y , m/ s
g h o s t 1 .w = 0 . 0 −− z−v e l o c i t y , m/ s
g h o s t 1 . p = u p d a t e _ p −− p r e s s u r e , Pa
g h o s t 1 . massf = massf −− mass f r a c t i o n s
r e t u r n ghos t1 , g h o s t 1
end
f u n c t i o n i n t e r f a c e ( a r g s )
−− F u n c t i o n t h a t r e t u r n s t h e c o n d i t i o n s a t t h e boundary
−− when v i s c o u s t e r m s a r e a c t i v e .
r e t u r n sample_ f low ( b l o c k _ i d , a r g s . i , a r g s . j , a r g s . k )
end
A.2.2 Mass flux inflow BC - NSCBC
−− udf−mass f lux−in−NSCBC . l u a
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−− Lua s c r i p t f o r t h e use r−d e f i n e d f u n c t i o n s
−− c a l l e d by t h e U s e r D e f i n e d G h o s t C e l l BC .
f u n c t i o n g h o s t _ c e l l ( a r g s )
−− F u n c t i o n t h a t r e t u r n s t h e f low s t a t e s f o r a g h o s t c e l l s .
−− For use i n t h e i n v i s c i d f l u x c a l c u l a t i o n s .
−−−−−−−−−−−−!I n p u t p a r a m e t e r s
d t _ p l o t = 1e−4 −− t i m e s t e p ( s ) f o r s a v i n g t h e g h o s t c e l l i n f o r m a t i o n
mass = 1 .122497365547*1 .0 −− mass f l u x , kg / s / m2
T0 = 300 −− t o t a l t e m p e r a t u r e , K
massf = {}
f o r i s p = 0 , ( nsp−1) do
massf [ i s p ] = 0 .000000 e +00
end
massf [ 3 ] = 2.201527068174 e−01 −−O2
massf [ 1 0 ] = 5.518595882699 e−02 −−CH4
massf [ 1 9 ] = 7.246613343556 e−01 −−N2
−−−−−−−−−−−−mass f r a c t i o n s a r e i n d e x e d from 0 t o nsp−1
−−−−−−−−−−−−f o r t h e ve ry f i r s t t i m e s t e p , s e t v a l u e s i n t h e g h o s t c e l l
i f ( a r g s . t == 0) t h e n
c e l l 0 = sample_f low ( b l o c k _ i d , a r g s . i , a r g s . j , a r g s . k )
f i l e n a m e = " . / NSCBC−i n f o / ghos t−i n f o−blk − " . . s t r i n g . f o r m a t ("%03d " , b l o c k _ i d )
. . " − c e l l − " . . s t r i n g . f o r m a t ("%03d " , a r g s . j ) . . " . d a t a "
f i l e = i o . open ( f i l e n a m e , "w" )
f i l e : w r i t e ( d t _ p l o t , " \ t " , c e l l 0 . u , " \ t " , c e l l 0 . p , " \ t " , c e l l 0 . T [ 0 ] , " \ n " )
f i l e : c l o s e ( )
end
i f ( a r g s . t _ s t e p == 0 and a r g s . j == 2) t h e n
−−−−−−−−−−−− i n i t i a l i z e t h e d a t a r e c o r d s i n each g h o s t c e l l a l o n g j a x i s
s t e p _ p r e v i o u s = {}
d t _ s a v e = {}
u p d a t e _ u = {}
u p d a t e _ p = {}
upda te_T = {}
end
i f ( a r g s . t _ s t e p == 0) t h e n
s t e p _ p r e v i o u s [ a r g s . j ] = a r g s . t _ s t e p
f i l e n a m e = " . / NSCBC−i n f o / ghos t−i n f o−blk − " . . s t r i n g . f o r m a t ("%03d " , b l o c k _ i d )
. . " − c e l l − " . . s t r i n g . f o r m a t ("%03d " , a r g s . j ) . . " . d a t a "
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f i l e = i o . open ( f i l e n a m e , " r " )
d t _ s a v e [ a r g s . j ] , u p d a t e _ u [ a r g s . j ] , u p d a t e _ p [ a r g s . j ] , upda te_T [ a r g s . j ] =
f i l e : r e a d ( " * number " , " * number " , " * number " , " * number " )
f i l e : c l o s e ( )
end
Q = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q. p = u p d a t e _ p [ a r g s . j ]
Q. T [ 0 ] = upda te_T [ a r g s . j ]
f o r i s p = 0 , ( nsp−1) do
Q. massf [ i s p ] = massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T (Q)
e v a l _ s o u n d _ s p e e d (Q)
a = Q. a
Cp = eval_Cp (Q)
gamma = eval_gamma (Q)
R = eval_R (Q)
rho = Q. rho
u = u p d a t e _ u [ a r g s . j ]
p = u p d a t e _ p [ a r g s . j ]
M = math . abs ( u / a )
−− Sample t h e f low f i e l d from t h e i n n e r c e l l s n e a r t h e boundary .
c e l l 1 = sample_f low ( b l o c k _ i d , a r g s . i , a r g s . j , a r g s . k )
x1 = c e l l 1 . x
u1 = c e l l 1 . u
p1 = c e l l 1 . p
c e l l 2 = sample_f low ( b l o c k _ i d , a r g s . i +1 , a r g s . j , a r g s . k )
x2 = c e l l 2 . x
u2 = c e l l 2 . u
p2 = c e l l 2 . p
c e l l 3 = sample_f low ( b l o c k _ i d , a r g s . i +2 , a r g s . j , a r g s . k )
x3 = c e l l 3 . x
u3 = c e l l 3 . u
p3 = c e l l 3 . p
c e l l 4 = sample_f low ( b l o c k _ i d , a r g s . i +3 , a r g s . j , a r g s . k )
x4 = c e l l 4 . x
u4 = c e l l 4 . u
p4 = c e l l 4 . p
i f ( a r g s . t _ s t e p ~= s t e p _ p r e v i o u s [ a r g s . j ] ) t h e n
−− NSCBC Wave a m p l i t u d e and LODI r e l a t i o n s by T . J . P o i n s o t :
dpdx = (−25/12* p+4*p1−3*p2 +4/3* p3−1/4* p4 ) / ( x2−x1 )
dudx = (−25/12* u+4*u1−3*u2 +4/3* u3−1/4* u4 ) / ( x2−x1 )
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−− d e r i v a t i v e s c a l c u l a t e d a c c o r d i n g t o
−− h t t p s : / / en . w i k i p e d i a . o rg / w ik i / F i n i t e _ d i f f e r e n c e _ c o e f f i c i e n t
L1 = ( u−a ) * ( dpdx−rho * a * dudx )
−− sound wave a t speed u−c
L2 = (1−M) / (M+ 1 / ( gamma−1) ) *L1
−− e n t r o p y wave a t speed u
L5 = (M−1) * (M*( gamma−1)−1) / (M+1) / (M*( gamma−1) +1) *L1
−− sound wave a t speed u+c
−− As t o t a l t e m p e r a t u r e and mass f l u x a r e s p e c i f i e d ,
−− on ly c o n t i n u i t y e q u a t i o n needs t o be s o l v e d on t h e boundary :
d1 = 1 / a / a * ( L2 + 0 . 5 * ( L1+L5 ) )
rho = rho−d1* a r g s . d t
u p d a t e _ u [ a r g s . j ] = mass / rho
s t e p _ p r e v i o u s [ a r g s . j ] = a r g s . t _ s t e p
end
−−−−−−−−−−−−now s o l v e t h e T u s i n g s e c a n t f i n d i n g
−−−−−−−−−−−−c a l c u l a t e t o t a l e n t h a l p y a t t h e boundary
Q_0 = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q_0 . T [ 0 ] = T0
Q_0 . p = rho *R*Q_0 . T [ 0 ]
f o r i s p = 0 , ( nsp−1) do
Q_0 . massf [ i s p ] = massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T ( Q_0 )
e v a l _ s o u n d _ s p e e d ( Q_0 )
h_0 = 0
f o r i s p = 0 , ( nsp−1) do
h_0 = h_0+ e n t h a l p y ( Q_0 , i s p )
end
−−−−−−−−−−−−F i r s t make a g u e s s f o r T a t t h e boundary
T_guess = T0−0 .5 / Cp* u p d a t e _ u [ a r g s . j ]* u p d a t e _ u [ a r g s . j ]
−−−−−−−−−−−−s e c a n t method ( two f u n c t i o n s )
f u n c t i o n s e c a n t ( a , b )
t o l = 1e−3
l o c a l i = 0
w h i l e ( math . abs ( b−a ) > t o l ) do
n u l l s t e l l e = b
b = b−f ( b ) * ( b−a ) / ( f ( b )−f ( a ) )
a = n u l l s t e l l e
i = i +1
end
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r e t u r n ( ( a+b ) / 2 )
end
f u n c t i o n f ( T )
Q_1 = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q_1 . T [ 0 ] = T
Q_1 . p = rho *R*Q_1 . T [ 0 ]
f o r i s p = 0 , ( nsp−1) do
Q_1 . massf [ i s p ] = massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T ( Q_1 )
e v a l _ s o u n d _ s p e e d ( Q_1 )
h_T = 0
f o r i s p = 0 , ( nsp−1) do
h_T = h_T+ e n t h a l p y ( Q_1 , i s p )
end
r e t u r n h_0−0.5* u p d a t e _ u [ a r g s . j ]* u p d a t e _ u [ a r g s . j ]−h_T
end
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
upda te_T [ a r g s . j ] = s e c a n t ( upda te_T [ a r g s . j ] , T_guess )
−−−f o r t h i s s e c a n t f i n d i n g , we a c t c u a l l y need two
−−−g u e s s e d v a l u e s f o r T , one i s t h e v a u l e a t l a s t t i m e s t e p ,
−−−t h e o t h e r i s t h e r o u g h l y c a l c u l a t e d v a l u e above .
u p d a t e _ p [ a r g s . j ] = rho *R* upda te_T [ a r g s . j ]
−−−−−−−−−−−−u p d a t e g h o s t c e l l s
g h o s t = {}
g h o s t . T = {} −− t e m p e r a t u r e s , K ( as a t a b l e )
g h o s t . T [ 0 ] = upda te_T [ a r g s . j ]
g h o s t . u = u p d a t e _ u [ a r g s . j ] −− x−v e l o c i t y , m/ s
g h o s t . v = 0 . 0 −− y−v e l o c i t y , m/ s
g h o s t .w = 0 . 0 −− z−v e l o c i t y , m/ s
g h o s t . p = u p d a t e _ p [ a r g s . j ] −− p r e s s u r e , Pa
g h o s t . massf = massf −− mass f r a c t i o n s
−−−−−−−−−−−−s ave g h o s t c e l l i n f o r m a t i o n e v e r y d t _ p l o t
i f ( a r g s . t >= d t _ s a v e [ a r g s . j ] ) t h e n
d t _ s a v e [ a r g s . j ] = d t _ s a v e [ a r g s . j ] + d t _ p l o t
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f i l e n a m e = " . / NSCBC−i n f o / ghos t−i n f o−blk − " . . s t r i n g . f o r m a t ("%03d " , b l o c k _ i d )
. . " − c e l l − " . . s t r i n g . f o r m a t ("%03d " , a r g s . j ) . . " . d a t a "
f i l e = i o . open ( f i l e n a m e , "w" )
f i l e : w r i t e ( d t _ s a v e [ a r g s . j ] , " \ t " , u p d a t e _ u [ a r g s . j ] , " \ t " , u p d a t e _ p [ a r g s . j ] , " \ t
" , upda te_T [ a r g s . j ] , " \ n " )
f i l e : c l o s e ( )
f i l e n a m e 1 = " . / NSCBC−i n f o / ghos t−i n f o−r e c o r d s . d a t a "
f i l e = i o . open ( f i l e n a m e 1 , " a " )
f i l e : w r i t e ( a r g s . t _ s t e p , " \ t " , a r g s . t _ l e v e l , " \ t " , a r g s . d t , " \ t " , d1 , " \ t " , rho , " \ t
" , g h o s t . u , " \ t " , g h o s t . p , " \ t " , g h o s t . T [ 0 ] , " \ n " )
f i l e : c l o s e ( )
end
−−−−−−−−−−−−
r e t u r n ghos t , g h o s t
end
f u n c t i o n i n t e r f a c e ( a r g s )
−− F u n c t i o n t h a t r e t u r n s t h e c o n d i t i o n s a t t h e boundary
−− when v i s c o u s t e r m s a r e a c t i v e .
r e t u r n sample_ f low ( b l o c k _ i d , a r g s . i , a r g s . j , a r g s . k )
end
A.2.3 Wall BC with hyperbolic tangent temperature profile
−− udf−w a l l . l u a
−− Lua s c r i p t f o r t h e use r−d e f i n e d f u n c t i o n s
−− c a l l e d by t h e UserDefinedBC boundary c o n d i t i o n .
f u n c t i o n r e f l e c t _ n o r m a l _ v e l o c i t y ( ux , vy , cosX , cosY )
−− Copied from cns_bc . h .
un = ux * cosX + vy * cosY ; −− Normal v e l o c i t y
v t = −ux * cosY + vy * cosX ; −− T a n g e n t i a l v e l o c i t y
un = −un ; −− R e f l e c t normal component
ux = un * cosX − v t * cosY ; −− Back t o C a r t e s i a n c o o r d s
vy = un * cosY + v t * cosX ;
r e t u r n ux , vy
end
f u n c t i o n g h o s t _ c e l l ( a r g s )
−− F u n c t i o n t h a t r e t u r n s t h e f low s t a t e f o r a g h o s t c e l l
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−− f o r use i n t h e i n v i s c i d f l u x c a l c u l a t i o n s .
−−
−− a r g s c o n t a i n s t , x , y , z , csX , csY , csZ , i , j , k , which_boundary
i = a r g s . i ; j = a r g s . j ; k = a r g s . k
c e l l 1 = sample_f low ( b l o c k _ i d , i , j , k )
c e l l 1 . u , c e l l 1 . v = r e f l e c t _ n o r m a l _ v e l o c i t y ( c e l l 1 . u , c e l l 1 . v , a r g s . csX , a r g s .
csY )
i f a r g s . which_boundary == NORTH t h e n
j = j − 1
e l s e i f a r g s . which_boundary == EAST t h e n
i = i − 1
e l s e i f a r g s . which_boundary == SOUTH t h e n
j = j + 1
e l s e i f a r g s . which_boundary == WEST t h e n
i = i + 1
end
c e l l 2 = sample_f low ( b l o c k _ i d , i , j , k )
c e l l 2 . u , c e l l 2 . v = r e f l e c t _ n o r m a l _ v e l o c i t y ( c e l l 2 . u , c e l l 2 . v , a r g s . csX , a r g s .
csY )
r e t u r n c e l l 1 , c e l l 2
end
f u n c t i o n i n t e r f a c e ( a r g s )
−− F u n c t i o n t h a t r e t u r n s t h e c o n d i t i o n s a t t h e boundary
−− when v i s c o u s t e r m s a r e a c t i v e .
−−
−− a r g s c o n t a i n s t , x , y , z , csX , csY , csZ , i , j , k , which_boundary
T l e f t = 300
T r i g h t = 1400
c e l l = sample_ f low ( b l o c k _ i d , a r g s . i , a r g s . j , a r g s . k )
c e l l . u , c e l l . v = 0
c e l l . T = {} −− t e m p e r a t u r e s , K ( as a t a b l e )
x = a r g s . x
Tin = 300
Tout = 1400
gamma = 1 . 0 e3
−− g r a d i e n t−c o n t r o l l i n g p a r a m e t e r
L = 6 . 0 e−3
−− c h a n n e l l e n g t h , m
x_1 = 1 . 0 / 6 * L
x_2 = 5 . 0 / 6 * L
a l p h a = gamma *( x−L / 2 )
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a l p h a _ 1 = gamma *( x_1−L / 2 )
a l p h a _ 2 = gamma *( x_2−L / 2 )
T_hbt = ( Tout−Tin ) / 2 * ( math . exp ( 2 . 0 * a l p h a ) −1.0) / ( math . exp ( 2 . 0 * a l p h a ) + 1 . 0 ) +( Tin
+Tout ) / 2 . 0
T_1 = ( Tout−Tin ) / 2 * ( math . exp ( 2 . 0 * a l p h a _ 1 ) −1.0) / ( math . exp ( 2 . 0 * a l p h a _ 1 ) + 1 . 0 ) +(
Tin+Tout ) / 2 . 0
T_2 = ( Tout−Tin ) / 2 * ( math . exp ( 2 . 0 * a l p h a _ 2 ) −1.0) / ( math . exp ( 2 . 0 * a l p h a _ 2 ) + 1 . 0 ) +(
Tin+Tout ) / 2 . 0
i f x < x_1 t h e n
c e l l . T [ 0 ] = x / x_1 *( T_1−Tin ) + Tin
e l s e i f x > x_2 t h e n
c e l l . T [ 0 ] = Tout − ( L−x ) / ( L−x_2 ) * ( Tout−T_2 )
e l s e
c e l l . T [ 0 ] = T_hbt
end
r e t u r n c e l l
end
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A.3 Simulation data analysis
A.3.1 Scripts for extracting the THRR and TQex
The total heat release rate (THRR) and total heat exchange rate (TQex) are computed via a callable
Lua function. The calculation is performed once at the end of each timestep as the simulation runs.
#! / u s r / b i n / env l u a
−− t o t a l −h r r . l u a
−− u s e r d e f i n e d l u a s c r i p t t o compute t h e t o t a l h e a t r e l e a s e r a t e
−− and t o t a l h e a t exchange between w a l l and f low
−− t h i s f i l e s e t s up f u n c t i o n t h a t w i l l be c a l l e d
−− i n each main t ime−s t e p p i n g i t e r a t i o n
−− Author : Xin Kang
−− Date : 2014−02−26
Q1 = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q1 . p = 1 .01325 e5
Q1 . T [ 0 ] = 298 .15
e v a l _ t h e r m o _ s t a t e _ p T ( Q1 )
h _ f s = {}
mol_ws = {}
f o r i s p = 0 , ( nsp−1) do
h _ f s [ i s p ] = e n t h a l p y ( Q1 , i s p )
mol_ws [ i s p ] = m o l e c u l a r _ w e i g h t ( i s p )
end
f u n c t i o n a t _ t i m e s t e p _ s t a r t ( a r g s )
r e t u r n
end
f u n c t i o n a t _ t i m e s t e p _ e n d ( a r g s )
i f ( math . mod ( a r g s . s t e p , 1 e3 ) ~= 0) t h e n
−−−−−−−−−−−−do n o t h i n g , j u s t l e a v e
r e t u r n
end
−−−−−−−−−−−−t h e n f o r i n t e g e r m u l t i p l e s o f 1 e3 on ly
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f o r i b = 0 , ( nb lks −1) do
imin = b l k s [ i b ] . imin ; imax = b l k s [ i b ] . imax
jmin = b l k s [ i b ] . jmin ; jmax = b l k s [ i b ] . jmax
b l k _ i d = b l k s [ i b ] . i d
t h h r = 0 . 0
qex = 0 . 0
t q e x = 0 . 0
q e x _ l = 0 . 0
t q e x _ l = 0 . 0
f o r i = imin , imax do
f o r j = jmin , jmax do
c e l l = sample_ f low ( b l k _ i d , i , j , k )
Q = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q. p = c e l l . p
Q. T = c e l l . T
f o r i s p = 0 , ( nsp−1) do
Q. massf [ i s p ] = c e l l . massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T (Q)
e v a l _ t r a n s p o r t _ c o e f f i c i e n t s (Q)
d c d t = s p e c i e s _ r a t e _ o f _ c h a n g e (Q)
hhr = 0 . 0
f o r i s p = 0 , ( nsp−1) do
hhr = hhr + (−mol_ws [ i s p ]* h _ f s [ i s p ]* d c d t [ i s p ] ) * c e l l . v o l
end
t h h r = t h h r + hhr
end
−−−−−−−−−−−−upper w a l l
f i e l d _ w a l l = s a m p l e _ j _ f a c e ( b l k _ i d , i , jmax +1 , k )
f i e l d _ c e l l = sample_f low ( b l k _ i d , i , jmax , k )
T_wal l = f i e l d _ w a l l . T [ 0 ]
y_ wa l l = f i e l d _ w a l l . y
T _ c e l l = f i e l d _ c e l l . T [ 0 ]
y _ c e l l = f i e l d _ c e l l . y
−−−−−−−−−−−−Becasue now Q has t h e thermodynamic s t a t e f o r t h e c e l l ( i , jmax )
−−−−−−−−−−−−as " f o r j " l oop a l r e a d y r u n n i n g t o jmax , we can c a l l Q
−−−−−−−−−−−−t o g e t t h e t h e r m a l c o n d u c t i v i t y
k _ c e l l = Q. k [ 0 ]
qex = −k _ c e l l * ( T _ c e l l−T_wal l ) / ( y _ c e l l−y_ wa l l ) * ( f i e l d _ c e l l . i L e n g t h *1)
t q e x = t q e x + qex
−−−−−−−−−−−−l ower w a l l
f i e l d _ w a l l = s a m p l e _ j _ f a c e ( b l k _ i d , i , jmin , k )
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f i e l d _ c e l l = sample_f low ( b l k _ i d , i , jmin , k )
T_wal l = f i e l d _ w a l l . T [ 0 ]
y_ wa l l = f i e l d _ w a l l . y
T _ c e l l = f i e l d _ c e l l . T [ 0 ]
y _ c e l l = f i e l d _ c e l l . y
c e l l = sample_ f low ( b l k _ i d , i , jmin , k )
Q = c r e a t e _ e m p t y _ g a s _ t a b l e ( )
Q. p = c e l l . p
Q. T = c e l l . T
f o r i s p = 0 , ( nsp−1) do
Q. massf [ i s p ] = c e l l . massf [ i s p ]
end
e v a l _ t h e r m o _ s t a t e _ p T (Q)
e v a l _ t r a n s p o r t _ c o e f f i c i e n t s (Q)
k _ c e l l = Q. k [ 0 ]
q e x _ l = −k _ c e l l * ( T _ c e l l−T_wal l ) / ( y _ c e l l−y_ wa l l ) * ( f i e l d _ c e l l . i L e n g t h *1)
t q e x _ l = t q e x _ l + q e x _ l
end
−−−−−−−−−−−−c a l c u l a t i n g mass f low r a t e a t each b l o c k i n t e r f a c e
massf low = 0 . 0
f o r j 1 =jmin , jmax do
c e l l 1 = sample_f low ( b l k _ i d , imin , j1 , k )
massf low = massf low + c e l l 1 . rho * c e l l 1 . u * ( c e l l 1 . j L e n g t h *1)
end
l o c a t i o n = c e l l 1 . x
−−−−−−−−−−−−d a t a s a v i n g
f i l e n a m e 1 = " . / d a t a / t h r r − " . . s t r i n g . f o r m a t ("%04d " , b l k _ i d ) . . " . d a t a "
f i l e = i o . open ( f i l e n a m e 1 , " a " )
f i l e : w r i t e ( a r g s . s t e p , " \ t " , a r g s . t , " \ t " , t h h r , " \ n " )
f i l e : c l o s e ( )
f i l e n a m e 2 = " . / d a t a / tqex − " . . s t r i n g . f o r m a t ("%04d " , b l k _ i d ) . . " . d a t a "
f i l e = i o . open ( f i l e n a m e 2 , " a " )
f i l e : w r i t e ( a r g s . s t e p , " \ t " , a r g s . t , " \ t " , tqex , " \ n " )
f i l e : c l o s e ( )
f i l e n a m e 3 = " . / d a t a / m a s s f l o w r a t e − " . . s t r i n g . f o r m a t ("%04d " , b l k _ i d ) . . " . d a t a "
f i l e = i o . open ( f i l e n a m e 3 , " a " )
f i l e : w r i t e ( a r g s . s t e p , " \ t " , a r g s . t , " \ t " , l o c a t i o n , " \ t " , massflow , " \ n " )
f i l e : c l o s e ( )
f i l e n a m e 4 = " . / d a t a / tqex2 − " . . s t r i n g . f o r m a t ("%04d " , b l k _ i d ) . . " . d a t a "
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f i l e = i o . open ( f i l e n a m e 4 , " a " )
f i l e : w r i t e ( a r g s . s t e p , " \ t " , a r g s . t , " \ t " , t q e x _ l , " \ n " )
f i l e : c l o s e ( )
−−−−−−−−−−−−−end of b l o c k s loop
end
r e t u r n
end
A.3.2 Fast Fourier transform
The fast Fourier transform (FFT) is performed in MATLAB to determine the flame oscillation fre-
quency for a spatially oscillating flame.
% A MATLAB s c r i p t do ing FFT of t h e THRR d a t a
c l e a r a l l
c l o s e a l l
c l c ;
d a t a = l o a d ( ’THRR−e x t e n t . da t a ’ ) ;
t 1 = d a t a ( : , 2 ) ;
x1 = d a t a ( : , 3 ) ;
i n d e x = f i n d ( t1 >=2e−3) ;
t = t 1 ( i n d e x ) ;
x = x1 ( i n d e x ) ;
y = x ;
x= d e t r e n d ( x ) ;
[m, n ] = s i z e ( t ) ;
Ts = ( ( t (m)− t ( 1 ) ) /m) ;
Fs = 1 / Ts ;
n f f t = 1 e5 ;
X = f f t ( x , n f f t ) ;
X = X( 1 : n f f t / 2 ) ;
X = abs (X) ;
f = ( 0 : n f f t /2−1) * Fs / n f f t ;
Xf ( : , 1 ) = f ;
Xf ( : , 2 ) =X;
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i ndx = f i n d (X==max (X ( : ) ) )
F requency = f ( indx )
FFT_th r r_1 ( : , 1 ) = f ;
FFT_ th r r_1 ( : , 2 ) = X/ max (X ( : ) ) ;
d l m w r i t e ( ’ FFT−t h r r −1. da t a ’ , FFT_thr r_1 , ’ d e l i m i t e r ’ , ’ \ t ’ ) ;
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A.4 Simulations using a domain extension
Numerical studies in literature, normally simulated a subsonic combustor domain with an outlet that
was “truncated” from the rest of the lab. However, there is limited publication discussing the ap-
propriateness of adopting this convention. Some influence of that truncation on the channel flow is
expected and is is interesting to know how much. This appendix examines the flame propagation for
applying the outflow boundary truncation, or using a domain-extension joining the combustor.
Figure A.1 shows the computational domain. As studied in Chapter 2, 3 and 4, the combustor is
a parallel-plate micro-channel (bounded by the red dashed-lines in the figure), with the dimensions
of 6 mm × 0.6 mm in length (L) and height (H) respectively. The boundary conditions follows the
settings in previous chapters: The inlet of the combustor is modelled using a mass flux boundary
condition in which the gas total temperature (T0 = 300 K), mass fractions of incoming species of the
stoichiometric mixture, and a uniform mass flux (m˙′′) across the boundary are specified. At the walls
of the combustor, a no-slip boundary condition with a prescribed hyperbolic tangent temperature
profile to mimic the heat recirculation via wall conduction is employed. The temperature ramps from
the mixture inlet temperature of 300 K to a high temperature at 1400 K, with the largest temperature
gradient of 2200 K/mm at the middle of the channel length.
Slip-wall
Slip-wall
Slip-wall
Slip-wall
Slip-wall
Slip-wall
Slip-wall
Slip-wall
Outlet
P = 1 atm
wall
Mass ﬂux
inlet
wall (hyperbolic tangent T proﬁle)
300  K
1400  KCombustor
Domain-extension
Figure A.1: Computational domain with an extension joining the combustor outlet.
For applying the outflow boundary truncation, the pressure is set at atmospheric pressure at the
combustor outlet, while zero Neumann boundary conditions are imposed for the rest of the variables.
For the use of a domain-extension joining the combustor outlet, the outlet boundary is moved to
the right end of the extended domain, with the same settings applied (atmospheric pressure + zero
Neumann). The extended domain is a buffer zone with back steps, within which the acoustic waves
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generated due to gas density changes during combustion are expected to be damped out. A simple
slip wall condition (simulating a solid wall with no viscous effects) is used for the rest of boundaries
of the domain-extension. For the domain-extension, the mesh density in the connection region is
comparable to that within the combustor zone to ensure a smooth transition, while is much coarser
elsewhere to save computational cost.
Combustion of stoichiometric mixture at two inflow velocities Uin = 0.4 and 0.2 m/s (equal to the
laminar flame speed and half of the laminar flame speed) is studied. Two flame behaviours namely
steady-state flames and periodically oscillating flames are observed at the two conditions respectively.
A.4.1 Steady-state Flames (Uin = 0.4 m/s)
At the inflow velocity equal to the laminar flame speed of 0.4 m/s, flames for both types of outflow
boundary treatments have steady-state solutions, representing flame stabilisation.
During simulations, a point located at the centre of the combustor zone is monitored for the tem-
poral variation of the pressure. As shown in Figure A.2, at the very start of the simulation when the
flame is initiated, owing to the drastic change in the flow temperature and density, a considerable
amount of acoustic waves are generated that propagate back and forth within the channel, leading to
large pressure oscillations. Within a certain period of time, these oscillations are gradually damped
out. However, this wave-damping time for the domain-truncation case is shorter than that for the
domain-extension case, mainly owing to the shorter wave-propagation distances. After the “igni-
tion event”, the established flame gradually propagates upstream and eventually evolves to its steady
state. This can be reflected by the THRR variation in Figure A.2: The THRRs, for both cases, behave
similarly to each other, asymptotically approaching their steady-state values of ∼700 W.
Figure A.3 shows the contour of methyl radical (CH3) mole fractions and sliced profiles of species
and temperature along the channel centreline for the flame at its steady state (t = 13.5 ms). It is found
that the flames are stabilised at the same location along the channel streamwise direction between
two outflow boundary treatments. There is no noticeable difference in both the CH3 mole fraction
contours, and the sliced profiles of species and temperature. Therefore, it is believed that the outflow
boundary truncation does not influence the steady-state flame solutions.
A.4.2 Oscillating Flames (Uin = 0.2 m/s)
At Uin equal to half of the laminar flame speed of 0.2 m/s, the wave-damping behaviours at the flame
initiation stage are found to be quite similar to those at Uin = 0.4 m/s. As shown in Figure A.4, the
domain-extension case is still characterised with longer wave-damping time compared to the domain-
truncation one. However, unlike the simulations at Uin = 0.4 m/s showing flame stabilisation, flames
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Figure A.2: Pressure variations at the monitored point (located at the centre of the combustor zone) and THRR
evolutions for two types of outflow boundary treatments, at Uin = 0.4 m/s.
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Figure A.3: Contour of CH3 mole fractions (left), and profiles of species and temperature along the channel
centreline (right) of the steady-state flame solutions (Uin = 0.4 m/s), using a truncated computational domain
and a domain with an extension.
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are found to exhibit spatial oscillations at the lower inflow velocity. The oscillation amplitudes, first
increase with time gradually, and then maintain at a stable periodic level after t = ∼20 ms. As
discussed in Chapter 3 and 4, this flame spatial oscillation, can be viewed as a competition between
the flame propagation speed and the local flow velocity. The flame propagation speed, is weakened in
the flame-upstream-moving phase due to the large surface heat losses, while is enhanced during the
flame-downstream-moving phase owing to the increased wall-preheating length.
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Figure A.4: Pressure variations at the monitored point (located at the centre of the combustor zone) and THRR
evolutions for two types of outflow boundary treatments, at Uin = 0.2 m/s.
Figure A.5 shows the flame temporal evolutions within one oscillation cycle, for the simula-
tions using a truncated computational domain and a domain with an extension. The case using the
domain-extension is found to have a slightly larger flame spatial oscillation, compared to the domain-
truncation counterpart (from 3.28-4.14 mm vs from 3.28-4.08 mm along the channel length).
By taking a fast Fourier transform (FFT) of the temporal evolution of the THRR, the predominant
frequencies of the oscillating flames are determined. Calculated values for the domain-truncation and
domain-extension case are close to each other (430.5 Hz vs 424.9 Hz), as shown in Figure A.6.
Therefore, the use of outflow boundary truncation is believed to exert a limited effect for the
spatially oscillating flames, only leading to a small difference in both the oscillation amplitude and
frequency, compared to the domain-extension treatment.
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Figure A.5: Temporal evolution of the oscillating flames (Uin = 0.2 m/s) within one cycle, using a truncated
computational domain and a domain with an extension.
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Figure A.6: Fast Fourier transform of the THRR for two types of outflow boundary treatments, showing the
predominant frequencies of flame oscillations.
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In summary, the outflow boundary truncation can be regarded as a reasonable simplification for
simulating a micro-flame propagation problem.
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A.5 Attempt to use a higher-order accuracy numerical scheme
A.5.1 Reconstruction with fifth-order Weighted Essentially Non-oscillatory (WENO)
scheme
A possible way to save the computational cost is to use a higher-order accuracy scheme which allows
for fewer cells to achieve comparative discretisation errors as compared to the conventional second-
order method. In this appendix, a fifth-order Weighted Essentially Non-oscillatory (WENO) scheme
is briefly described. More details can refer to Shu’s article [208].
The 1-D Euler equation for a conservative quantity u(x, t) is:
ut + f(u)x = 0 , (A.6)
and the integral form of Equation A.6 over the interval Ii = (xi−1/2, xi+1/2) for a finite volume scheme
can be written as:
d
dt
∫
Ii
u(x, t)dx+ f(u(xi+1/2, t))− f(u(xi−1/2, t)) = 0 . (A.7)
After discretisation, the numerical solution is then expressed by the cell average of the exact solution
u¯i ≈ 1∆xi
∫
Ii
u(x, t)dx, where ∆xi = xi+1/2 − xi−1/2 is the mesh size of the cell Ii. The term
f(u(xi+1/2, t)) and f(u(xi−1/2, t)) are approximated by
f(u(xi+1/2, t)) ≈ fˆ(u−i+1/2, u+i+1/2) ,
f(u(xi−1/2, t)) ≈ fˆ(u−i−1/2, u+i−1/2) .
(A.8)
Solving the fˆ(u−, u+) is referred to as a Riemann problem [209]. An approximate Riemann solver of
Harten-Lax-van Leer-Contact (HLLC) solver is described in the Subsection A.5.2. Here, the expres-
sions for u− and u+ in a WENO reconstruction scheme are discussed. The sign “-” or “+” refers to
the left- or right-biased approximation at the target cell-boundary location, as shown in Figure A.7.
The original article [208] described the reconstruction process at the cell-boundaries (i+ 1/2 and
i−1/2) of a particular cell i to obtain u−i+1/2 and u+i−1/2, using a stencil consisting of five cells (shown
in Figure A.7). However, the reconstruction process in the Eilmer code is implemented with respect
to a common interface to obtain two-side values. Therefore, a stencil consisting of six cells in total
(three cells at each side of the interface) is used, as shown in Figure A.8. “L” and “R” refer to the left
and right side to the interface of interest.
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Figure A.7: A five-cell stencil for the 5th-order WENO reconstruction as described in original article [208].
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Figure A.8: A six-cell stencil for the 5th-order WENO reconstruction implemented in this work.
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The expression of u− is given by
u− = w1u(1) + w2u(2) + w3u(3) , (A.9)
where u(1), u(2) and u(3) are three third order reconstructions based on three sub-stencils S1 ({L2, L1,
L0}), S2 ({L1, L0, R0}) and S3 ({L0, R0, R1}):
u(1) =
1
3
u¯L2 −
7
6
u¯L1 +
11
6
u¯L0 ,
u(2) = −1
6
u¯L1 +
5
6
u¯L0 +
1
3
u¯R0 ,
u(3) =
1
3
u¯L0 +
5
6
u¯R0 −
1
6
u¯R1 .
(A.10)
w1, w2 and w3 are the non-linear weights:
wi =
w˜i
w˜1 + w˜2 + w˜3
, w˜i =
γi
(ε+ βi)2
,
i = 1, 2, 3,
(A.11)
where ε = 10−6 is used to avoid the denominator to become zero, and γi is the linear weights:
γ1 =
1
10
, γ2 =
3
5
, γ3 =
3
10
. (A.12)
βi is the smoothness indicators:
β1 =
13
12
(u¯L2 − 2u¯L1 + u¯L0)2 +
1
4
(u¯L2 − 4u¯L1 + 3u¯L0)2 ,
β2 =
13
12
(u¯L1 − 2u¯L0 + u¯R0)2 +
1
4
(u¯L1 − u¯R0)2 ,
β3 =
13
12
(u¯L0 − 2u¯R0 + u¯R1)2 +
1
4
(3u¯L0 − 4u¯R0 + u¯R1)2 .
(A.13)
The value of u+ is calculated in a similar means, based on other three sub-stencils S′1 ({L1,
L0, R0}), S′2 ({L0, R0, R1}) and S′3 ({R0, R1, R2}), while with different values for some coeffi-
cients/weights:
u+ = w1u
(1) + w2u
(2) + w3u
(3) . (A.14)
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u(1) = −1
6
u¯L1 +
5
6
u¯L0 +
1
3
u¯R0 ,
u(2) =
1
3
u¯L0 +
5
6
u¯R0 −
1
6
u¯R1 ,
u(3) =
11
6
u¯R0 −
7
6
u¯R1 +
1
3
u¯R2 .
(A.15)
γ1 =
3
10
, γ2 =
3
5
, γ3 =
1
10
. (A.16)
β1 =
13
12
(u¯L1 − 2u¯L0 + u¯R0)2 +
1
4
(u¯L1 − 4u¯L0 + 3u¯R0)2 ,
β2 =
13
12
(u¯L0 − 2u¯R0 + u¯R1)2 +
1
4
(u¯L0 − u¯R1)2 ,
β3 =
13
12
(u¯R0 − 2u¯R1 + u¯R2)2 +
1
4
(3u¯R0 − 4u¯R1 + u¯R2)2 .
(A.17)
The WENO 5th-order 1-D reconstruction is implemented in the C++ function of one d interp.cxx.
It modifies and replaces the previously used lower-order scheme of piecewise parabolic method
(PPM). Similar to the PPM scheme, this WENO reconstruction is performed in a dimension-by-
dimension fashion (as also done in [210, 211]), working along one-index direction at a time. There-
fore, the fˆ(u−, u+) is extended for expressing the 2-D fluxes:
fˆi+1/2, j = fˆ(u
−
i+1/2, j, u
+
i+1/2, j) ,
gˆi, j+1/2 = gˆ(u
−
i, j+1/2, u
+
i, j+1/2) .
(A.18)
The reconstruction process is done for cell-centred variables of pressure, temperature, velocity
components and species mass fractions. Scripts for implementation are as follows.
/ / / \ f i l e o n e _ d _ i n t e r p . cxx
# i n c l u d e < s t d i o . h>
# i n c l u d e <math . h>
# i n c l u d e < s t d l i b . h>
# i n c l u d e < s t r i n g . h>
/ / # i n c l u d e < i o s t r e a m >
/ / # i n c l u d e < s t r i n g >
/ / # i n c l u d e < s s t r e a m >
# i n c l u d e " . . / . . / . . / l i b / u t i l / s o u r c e / u s e f u l . h "
# i n c l u d e " . . / . . / . . / l i b / gas / models / g a s _ d a t a . hh "
# i n c l u d e " . . / . . / . . / l i b / gas / models / gas−model . hh "
# i n c l u d e " . . / . . / . . / l i b / geomet ry2 / s o u r c e / geom . hh "
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# i n c l u d e " c e l l . hh "
# i n c l u d e " o n e _ d _ i n t e r p . hh "
# i n c l u d e " k e r n e l . hh "
/ / Some c o n f i g u r a t i o n s e t t i n g s . . .
t h e r m o _ i n t e r p _ t t h e r m o _ i n t e r p o l a t o r = INTERP_RHOE ;
t h e r m o _ i n t e r p _ t s e t _ t h e r m o _ i n t e r p o l a t o r ( t h e r m o _ i n t e r p _ t i n t e r p )
{
t h e r m o _ i n t e r p o l a t o r = i n t e r p ;
r e t u r n t h e r m o _ i n t e r p o l a t o r ;
}
t h e r m o _ i n t e r p _ t g e t _ t h e r m o _ i n t e r p o l a t o r ( )
{
r e t u r n t h e r m o _ i n t e r p o l a t o r ;
}
s t d : : s t r i n g g e t _ t h e r m o _ i n t e r p o l a t o r _ n a m e ( t h e r m o _ i n t e r p _ t i n t e r p )
{
s w i t c h ( i n t e r p ) {
c a s e INTERP_PT : r e t u r n " pT " ;
c a s e INTERP_RHOE : r e t u r n " rhoe " ;
c a s e INTERP_RHOP : r e t u r n " rhop " ;
c a s e INTERP_RHOT : r e t u r n " rhoT " ;
d e f a u l t : r e t u r n " none " ;
}
} / / end g e t _ t h e r m o _ i n t e r p o l a t o r _ n a m e ( )
boo l a p p l y _ l i m i t e r = t r u e ;
boo l s e t _ a p p l y _ l i m i t e r _ f l a g ( boo l b f l a g )
{
a p p l y _ l i m i t e r = b f l a g ;
r e t u r n a p p l y _ l i m i t e r ;
}
boo l g e t _ a p p l y _ l i m i t e r _ f l a g ( )
{
r e t u r n a p p l y _ l i m i t e r ;
}
boo l e x t r e m a _ c l i p p i n g = t r u e ;
boo l s e t _ e x t r e m a _ c l i p p i n g _ f l a g ( boo l b f l a g )
{
e x t r e m a _ c l i p p i n g = b f l a g ;
r e t u r n e x t r e m a _ c l i p p i n g ;
}
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boo l g e t _ e x t r e m a _ c l i p p i n g _ f l a g ( )
{
r e t u r n e x t r e m a _ c l i p p i n g ;
}
/ / In t h e p a s t , we ’ ve a lways done t h e high−o r d e r i n t e r p o l a t i o n
/ / o f v e l o c i t y i n t h e g l o b a l c o o r d i n a t e frame , however , t h e
/ / l o c a l f rame i s b e t t e r . Make t h a t t h e d e f a u l t .
boo l i n t e r p o l a t e _ i n _ l o c a l _ f r a m e = t r u e ;
boo l s e t _ i n t e r p o l a t e _ i n _ l o c a l _ f r a m e _ f l a g ( boo l b f l a g )
{
i n t e r p o l a t e _ i n _ l o c a l _ f r a m e = b f l a g ;
r e t u r n i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ;
}
boo l g e t _ i n t e r p o l a t e _ i n _ l o c a l _ f r a m e _ f l a g ( )
{
r e t u r n i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ;
}
/ / / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / / WENO 5 t h ( k =3 , (2 k−1) t h o r d e r a c c u r a c y ) o r d e r
/ / / one−d i m e n s i o n a l r e c o n s t r u c t i o n o f a s c a l a r q u a n t i t y .
c o n s t e x p r d ou b l e e p s i l o n = 1 . 0 e−6;
c o n s t e x p r d ou b l e gamma_L_1 = 1 . 0 / 1 0 ;
c o n s t e x p r d ou b l e gamma_L_2 = 3 . 0 / 5 ;
c o n s t e x p r d ou b l e gamma_L_3 = 3 . 0 / 1 0 ;
c o n s t e x p r d ou b l e gamma_R_1 = 3 . 0 / 1 0 ;
c o n s t e x p r d ou b l e gamma_R_2 = 3 . 0 / 5 ;
c o n s t e x p r d ou b l e gamma_R_3 = 1 . 0 / 1 0 ;
i n l i n e dou b l e c l i p _ t o _ l i m i t s ( do ub l e q , do ub l e A, do ub l e B)
/ / R e t u r n s q i f q i s be tween t h e v a l u e s A and B , e l s e
/ / i t r e t u r n s t h e c l o s e r l i m i t o f t h e r a n g e [A, B ] .
{
do ub l e l o w e r _ l i m i t = min (A, B) ;
do ub l e u p p e r _ l i m i t = max (A, B) ;
r e t u r n min ( u p p e r _ l i m i t , max ( l o w e r _ l i m i t , q ) ) ;
} / / end c l i p _ t o _ l i m i t s ( )
i n l i n e i n t o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( do ub l e qL2 , do ub l e qL1 , do ub l e qL0 ,
do ub l e qR0 , d oub l e qR1 , d oub l e qR2 ,
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do ub l e &qL , d oub l e &qR )
{
do ub l e beta_L_1 , beta_L_2 , be ta_L_3 ; / / smoo thness i n d i c a t o r s b e t a _ k
be ta_L_1 = 1 3 . 0 / 1 2 * pow ( ( qL2−2.0* qL1+qL0 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL2−4.0* qL1 +3.0* qL0
) , 2 . 0 ) ;
be ta_L_2 = 1 3 . 0 / 1 2 * pow ( ( qL1−2.0* qL0+qR0 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL1−qR0 ) , 2 . 0 ) ;
be ta_L_3 = 1 3 . 0 / 1 2 * pow ( ( qL0−2.0*qR0+qR1 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( 3 . 0 * qL0−4.0*qR0+qR1
) , 2 . 0 ) ;
do ub l e beta_R_1 , beta_R_2 , beta_R_3 ; / / smoo thness i n d i c a t o r s b e t a _ k
beta_R_1 = 1 3 . 0 / 1 2 * pow ( ( qL1−2.0* qL0+qR0 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL1−4.0* qL0 +3.0* qR0
) , 2 . 0 ) ;
be ta_R_2 = 1 3 . 0 / 1 2 * pow ( ( qL0−2.0*qR0+qR1 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL0−qR1 ) , 2 . 0 ) ;
be ta_R_3 = 1 3 . 0 / 1 2 * pow ( ( qR0−2.0*qR1+qR2 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( 3 . 0 * qR0−4.0*qR1+qR2
) , 2 . 0 ) ;
do ub l e omega_sim_L_1 , omega_sim_L_2 , omega_sim_L_3 , sum_omega_sim_L ;
omega_sim_L_1 = gamma_L_1 / pow ( ( e p s i l o n + be ta_L_1 ) , 2 . 0 ) ;
omega_sim_L_2 = gamma_L_2 / pow ( ( e p s i l o n + be ta_L_2 ) , 2 . 0 ) ;
omega_sim_L_3 = gamma_L_3 / pow ( ( e p s i l o n + be ta_L_3 ) , 2 . 0 ) ;
sum_omega_sim_L = omega_sim_L_1 + omega_sim_L_2 + omega_sim_L_3 ;
do ub l e omega_L_1 , omega_L_2 , omega_L_3 ;
omega_L_1 = omega_sim_L_1 / sum_omega_sim_L ;
omega_L_2 = omega_sim_L_2 / sum_omega_sim_L ;
omega_L_3 = omega_sim_L_3 / sum_omega_sim_L ;
do ub l e omega_sim_R_1 , omega_sim_R_2 , omega_sim_R_3 , sum_omega_sim_R ;
omega_sim_R_1 = gamma_R_1 / pow ( ( e p s i l o n + beta_R_1 ) , 2 . 0 ) ;
omega_sim_R_2 = gamma_R_2 / pow ( ( e p s i l o n + beta_R_2 ) , 2 . 0 ) ;
omega_sim_R_3 = gamma_R_3 / pow ( ( e p s i l o n + beta_R_3 ) , 2 . 0 ) ;
sum_omega_sim_R = omega_sim_R_1 + omega_sim_R_2 + omega_sim_R_3 ;
do ub l e omega_R_1 , omega_R_2 , omega_R_3 ;
omega_R_1 = omega_sim_R_1 / sum_omega_sim_R ;
omega_R_2 = omega_sim_R_2 / sum_omega_sim_R ;
omega_R_3 = omega_sim_R_3 / sum_omega_sim_R ;
do ub l e q_minus_1 , q_minus_2 , q_minus_3 ;
q_minus_1 = 1 . 0 / 3 * qL2 − 7 . 0 / 6 * qL1 + 1 1 . 0 / 6 * qL0 ;
q_minus_2 = −1.0/6* qL1 + 5 . 0 / 6 * qL0 + 1 . 0 / 3 * qR0 ;
q_minus_3 = 1 . 0 / 3 * qL0 + 5 . 0 / 6 * qR0 − 1 . 0 / 6 * qR1 ;
qL = omega_L_1* q_minus_1 + omega_L_2* q_minus_2 + omega_L_3* q_minus_3 ;
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do ub l e q_plus_1 , q_plus_2 , q _p l u s _ 3 ;
q _ p l u s _ 1 = −1.0/6* qL1 + 5 . 0 / 6 * qL0 + 1 . 0 / 3 * qR0 ;
q _ p l u s _ 2 = 1 . 0 / 3 * qL0 + 5 . 0 / 6 * qR0 − 1 . 0 / 6 * qR1 ;
q _ p l u s _ 3 = 1 1 . 0 / 6 * qR0 − 7 . 0 / 6 * qR1 + 1 . 0 / 3 * qR2 ;
qR = omega_R_1* q _ p l u s_ 1 + omega_R_2* q _ p l us _ 2 + omega_R_3* q _ p l us _ 3 ;
i f ( e x t r e m a _ c l i p p i n g ) {
/ / An e x t r a l i m i t i n g f i l t e r t o e n s u r e t h a t we do n o t compute new ex t r eme
v a l u e s .
/ / Th i s was i n t r o d u c e d t o d e a l w i th ve ry s h a r p t r a n s i t i o n s i n s p e c i e s .
qL = c l i p _ t o _ l i m i t s ( qL , qL0 , qR0 ) ;
qR = c l i p _ t o _ l i m i t s ( qR , qL0 , qR0 ) ;
}
r e t u r n SUCCESS ;
} / / end o f o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( )
i n l i n e i n t o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( do ub l e qL2 , do ub l e qL1 , do ub l e qL0 , d oub l e
qR0 , do ub l e qR1 , do ub l e &qL )
{
do ub l e beta_L_1 , beta_L_2 , be ta_L_3 ; / / smoo thness i n d i c a t o r s b e t a _ k
be ta_L_1 = 1 3 . 0 / 1 2 * pow ( ( qL2−2.0* qL1+qL0 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL2−4.0* qL1 +3.0* qL0
) , 2 . 0 ) ;
be ta_L_2 = 1 3 . 0 / 1 2 * pow ( ( qL1−2.0* qL0+qR0 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL1−qR0 ) , 2 . 0 ) ;
be ta_L_3 = 1 3 . 0 / 1 2 * pow ( ( qL0−2.0*qR0+qR1 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( 3 . 0 * qL0−4.0*qR0+qR1
) , 2 . 0 ) ;
do ub l e omega_sim_L_1 , omega_sim_L_2 , omega_sim_L_3 , sum_omega_sim_L ;
omega_sim_L_1 = gamma_L_1 / pow ( ( e p s i l o n + be ta_L_1 ) , 2 . 0 ) ;
omega_sim_L_2 = gamma_L_2 / pow ( ( e p s i l o n + be ta_L_2 ) , 2 . 0 ) ;
omega_sim_L_3 = gamma_L_3 / pow ( ( e p s i l o n + be ta_L_3 ) , 2 . 0 ) ;
sum_omega_sim_L = omega_sim_L_1 + omega_sim_L_2 + omega_sim_L_3 ;
do ub l e omega_L_1 , omega_L_2 , omega_L_3 ;
omega_L_1 = omega_sim_L_1 / sum_omega_sim_L ;
omega_L_2 = omega_sim_L_2 / sum_omega_sim_L ;
omega_L_3 = omega_sim_L_3 / sum_omega_sim_L ;
do ub l e q_minus_1 , q_minus_2 , q_minus_3 ;
q_minus_1 = 1 . 0 / 3 * qL2 − 7 . 0 / 6 * qL1 + 1 1 . 0 / 6 * qL0 ;
q_minus_2 = −1.0/6* qL1 + 5 . 0 / 6 * qL0 + 1 . 0 / 3 * qR0 ;
q_minus_3 = 1 . 0 / 3 * qL0 + 5 . 0 / 6 * qR0 − 1 . 0 / 6 * qR1 ;
qL = omega_L_1* q_minus_1 + omega_L_2* q_minus_2 + omega_L_3* q_minus_3 ;
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i f ( e x t r e m a _ c l i p p i n g ) {
qL = c l i p _ t o _ l i m i t s ( qL , qL0 , qR0 ) ;
}
r e t u r n SUCCESS ;
} / / end o f o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( )
i n l i n e i n t o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( do ub l e qL1 , do ub l e qL0 , do ub l e qR0 , d oub l e
qR1 , do ub l e qR2 , do ub l e &qR )
{
do ub l e beta_R_1 , beta_R_2 , beta_R_3 ; / / smoo thness i n d i c a t o r s b e t a _ k
beta_R_1 = 1 3 . 0 / 1 2 * pow ( ( qL1−2.0* qL0+qR0 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL1−4.0* qL0 +3.0* qR0
) , 2 . 0 ) ;
be ta_R_2 = 1 3 . 0 / 1 2 * pow ( ( qL0−2.0*qR0+qR1 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( qL0−qR1 ) , 2 . 0 ) ;
be ta_R_3 = 1 3 . 0 / 1 2 * pow ( ( qR0−2.0*qR1+qR2 ) , 2 . 0 ) + 1 . 0 / 4 * pow ( ( 3 . 0 * qR0−4.0*qR1+qR2
) , 2 . 0 ) ;
do ub l e omega_sim_R_1 , omega_sim_R_2 , omega_sim_R_3 , sum_omega_sim_R ;
omega_sim_R_1 = gamma_R_1 / pow ( ( e p s i l o n + beta_R_1 ) , 2 . 0 ) ;
omega_sim_R_2 = gamma_R_2 / pow ( ( e p s i l o n + beta_R_2 ) , 2 . 0 ) ;
omega_sim_R_3 = gamma_R_3 / pow ( ( e p s i l o n + beta_R_3 ) , 2 . 0 ) ;
sum_omega_sim_R = omega_sim_R_1 + omega_sim_R_2 + omega_sim_R_3 ;
do ub l e omega_R_1 , omega_R_2 , omega_R_3 ;
omega_R_1 = omega_sim_R_1 / sum_omega_sim_R ;
omega_R_2 = omega_sim_R_2 / sum_omega_sim_R ;
omega_R_3 = omega_sim_R_3 / sum_omega_sim_R ;
do ub l e q_plus_1 , q_plus_2 , q _p l u s _ 3 ;
q _ p l u s _ 1 = −1.0/6* qL1 + 5 . 0 / 6 * qL0 + 1 . 0 / 3 * qR0 ;
q _ p l u s _ 2 = 1 . 0 / 3 * qL0 + 5 . 0 / 6 * qR0 − 1 . 0 / 6 * qR1 ;
q _ p l u s _ 3 = 1 1 . 0 / 6 * qR0 − 7 . 0 / 6 * qR1 + 1 . 0 / 3 * qR2 ;
qR = omega_R_1* q _ p l u s_ 1 + omega_R_2* q _ p l us _ 2 + omega_R_3* q _ p l us _ 3 ;
i f ( e x t r e m a _ c l i p p i n g ) {
qR = c l i p _ t o _ l i m i t s ( qR , qL0 , qR0 ) ;
}
r e t u r n SUCCESS ;
} / / end o f o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( )
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / / \ b r i e f R e c o n s t r u c t f low p r o p e r t i e s a t an i n t e r f a c e
/ / / from a f u l l s e t o f 6 FV_Cell p r o p e r t i e s .
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/ / /
/ / / Th i s i s e s s e n t i a l l y a one−d i m e n s i o n a l i n t e r p o l a t i o n p r o c e s s .
/ / / I t needs on ly t h e c e l l−a v e r a g e d a t a .
i n t o n e _ d _ i n t e r p _ b o t h ( c o n s t F V _ I n t e r f a c e &IFace ,
c o n s t FV_Cell &cL2 , c o n s t FV_Cell &cL1 , c o n s t FV_Cell &cL0
,
c o n s t FV_Cell &cR0 , c o n s t FV_Cell &cR1 , c o n s t FV_Cell &cR2
,
F l o w S t a t e &Lf t , F l o w S t a t e &Rght )
{
g l o b a l _ d a t a &G = * g e t _ g l o b a l _ d a t a _ p t r ( ) ;
Gas_model * gmodel = g e t _ g a s _ m o d e l _ p t r ( ) ;
s i z e _ t nsp = gmodel−>g e t _ n u m b e r _ o f _ s p e c i e s ( ) ;
s i z e _ t nmodes = gmodel−>get_number_of_modes ( ) ;
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
i f ( G. Xorder > 1 ) {
i f ( i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ) {
cL2 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL1 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL0 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR0 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR1 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR2 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
}
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>v e l . x , cL1 . f s−>v e l . x , cL0 . f s−>v e l . x ,
cR0 . f s−>v e l . x , cR1 . f s−>v e l . x , cR2 . f s−>v e l . x , L f t . v e l . x , Rght . v e l . x ) ;
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>v e l . y , cL1 . f s−>v e l . y , cL0 . f s−>v e l . y ,
cR0 . f s−>v e l . y , cR1 . f s−>v e l . y , cR2 . f s−>v e l . y , L f t . v e l . y , Rght . v e l . y ) ;
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>v e l . z , cL1 . f s−>v e l . z , cL0 . f s−>v e l . z ,
cR0 . f s−>v e l . z , cR1 . f s−>v e l . z , cR2 . f s−>v e l . z , L f t . v e l . z , Rght . v e l . z ) ;
i f ( G.MHD ) {
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>B . x , cL1 . f s−>B . x , cL0 . f s−>B . x , cR0 .
f s−>B . x , cR1 . f s−>B . x , cR2 . f s−>B . x , L f t . B . x , Rght . B . x ) ;
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>B . y , cL1 . f s−>B . y , cL0 . f s−>B . y , cR0 .
f s−>B . y , cR1 . f s−>B . y , cR2 . f s−>B . y , L f t . B . y , Rght . B . y ) ;
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>B . z , cL1 . f s−>B . z , cL0 . f s−>B . z , cR0 .
f s−>B . z , cR1 . f s−>B . z , cR2 . f s−>B . z , L f t . B . z , Rght . B . z ) ;
}
i f ( G. t u r b u l e n c e _ m o d e l == TM_K_OMEGA ) {
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>tke , cL1 . f s−>tke , cL0 . f s−>tke , cR0 .
f s−>tke , cR1 . f s−>tke , cR2 . f s−>tke , L f t . tke , Rght . t k e ) ;
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( cL2 . f s−>omega , cL1 . f s−>omega , cL0 . f s−>omega
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, cR0 . f s−>omega , cR1 . f s−>omega , cR2 . f s−>omega , L f t . omega , Rght .
omega ) ;
}
Gas_da ta &gL2 = *( cL2 . f s−>gas ) ; Gas_da ta &gL1 = *( cL1 . f s−>gas ) ; Gas_da ta
&gL0 = *( cL0 . f s−>gas ) ;
Gas_da ta &gR0 = *( cR0 . f s−>gas ) ; Gas_da ta &gR1 = *( cR1 . f s−>gas ) ; Gas_da ta
&gR2 = *( cR2 . f s−>gas ) ;
i f ( nsp > 1 ) {
/ / M u l t i p l e s p e c i e s .
f o r ( s i z e _ t i s p = 0 ; i s p < nsp ; ++ i s p ) {
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . massf [ i s p ] , gL1 . massf [ i s p ] , gL0 .
massf [ i s p ] ,
gR0 . massf [ i s p ] , gR1 . massf [ i s p ] , gR2 .
massf [ i s p ] ,
L f t . gas−>massf [ i s p ] , Rght . gas−>massf [
i s p ] ) ;
}
i f ( s c a l e _ m a s s _ f r a c t i o n s ( L f t . gas−>massf ) != 0 ) {
f o r ( s i z e _ t i s p =0; i s p < nsp ; ++ i s p )
L f t . gas−>massf [ i s p ] = gL0 . massf [ i s p ] ;
}
i f ( s c a l e _ m a s s _ f r a c t i o n s ( Rght . gas−>massf ) != 0 ) {
f o r ( s i z e _ t i s p =0; i s p < nsp ; ++ i s p )
Rght . gas−>massf [ i s p ] = gR0 . massf [ i s p ] ;
}
} e l s e {
/ / Only one p o s s i b l e mass−f r a c t i o n v a l u e f o r a s i n g l e s p e c i e s .
L f t . gas−>massf [ 0 ] = 1 . 0 ;
Rght . gas−>massf [ 0 ] = 1 . 0 ;
}
/ / I n t e r p o l a t e on two of t h e thermodynamic q u a n t i t i e s ,
/ / and f i l l i n t h e r e s t based on an EOS c a l l .
/ / I f an EOS c a l l f a i l s , f a l l back t o j u s t copy ing c e l l−c e n t r e d a t a .
/ / Th i s does presume t h a t t h e c e l l−c e n t r e d a t a i s v a l i d .
s w i t c h ( t h e r m o _ i n t e r p o l a t o r ) {
c a s e INTERP_PT :
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . p , gL1 . p , gL0 . p , gR0 . p , gR1 . p , gR2 . p ,
L f t . gas−>p , Rght . gas−>p ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . T [ i ] , gL1 . T [ i ] , gL0 . T [ i ] , gR0 . T [ i ] ,
gR1 . T [ i ] , gR2 . T [ i ] , L f t . gas−>T [ i ] , Rght . gas−>T [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ p T ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
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}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ p T ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOE :
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . rho , gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho
, gR2 . rho , L f t . gas−>rho , Rght . gas−>rho ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . e [ i ] , gL1 . e [ i ] , gL0 . e [ i ] , gR0 . e [ i ] ,
gR1 . e [ i ] , gR2 . e [ i ] , L f t . gas−>e [ i ] , Rght . gas−>e [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o e ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o e ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOP :
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . rho , gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho
, gR2 . rho , L f t . gas−>rho , Rght . gas−>rho ) ;
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . p , gL1 . p , gL0 . p , gR0 . p , gR1 . p , gR2 . p ,
L f t . gas−>p , Rght . gas−>p ) ;
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o p ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o p ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOT :
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . rho , gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho
, gR2 . rho , L f t . gas−>rho , Rght . gas−>rho ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ b o t h _ s c a l a r ( gL2 . T [ i ] , gL1 . T [ i ] , gL0 . T [ i ] , gR0 . T [ i ] ,
gR1 . T [ i ] , gR2 . T [ i ] , L f t . gas−>T [ i ] , Rght . gas−>T [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o T ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o T ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
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b r e a k ;
d e f a u l t :
th row s t d : : r u n t i m e _ e r r o r ( " I n v a l i d thermo i n t e r p o l a t o r . " ) ;
}
i f ( i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ) {
L f t . v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
Rght . v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL2 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL1 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL0 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR0 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR1 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR2 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
}
} / / end o f high−o r d e r r e c o n s t r u c t i o n
r e t u r n SUCCESS ;
} / / end o f o n e _ d _ i n t e r p _ b o t h ( )
/ / / \ b r i e f R e c o n s t r u c t f low p r o p e r t i e s a t an i n t e r f a c e from a c e l l s
/ / / L2 , L1 , L0 , R0 , R1 .
/ / /
/ / / Th i s i s e s s e n t i a l l y a one−d i m e n s i o n a l i n t e r p o l a t i o n p r o c e s s .
/ / / I t needs on ly t h e c e l l−a v e r a g e d a t a and t h e l e n g t h s o f t h e c e l l s
/ / / i n t h e i n t e r p o l a t i o n d i r e c t i o n .
i n t o n e _ d _ i n t e r p _ l e f t ( c o n s t F V _ I n t e r f a c e &IFace ,
c o n s t FV_Cell &cL2 , c o n s t FV_Cell &cL1 , c o n s t FV_Cell &cL0
,
c o n s t FV_Cell &cR0 , c o n s t FV_Cell &cR1 ,
F l o w S t a t e &Lf t , F l o w S t a t e &Rght )
{
g l o b a l _ d a t a &G = * g e t _ g l o b a l _ d a t a _ p t r ( ) ;
Gas_model * gmodel = g e t _ g a s _ m o d e l _ p t r ( ) ;
s i z e _ t nsp = gmodel−>g e t _ n u m b e r _ o f _ s p e c i e s ( ) ;
s i z e _ t nmodes = gmodel−>get_number_of_modes ( ) ;
/ / Low−o r d e r r e c o n s t r u c t i o n j u s t c o p i e s d a t a from a d j a c e n t FV_Cell .
/ / Even f o r high−o r d e r r e c o n s t r u c t i o n , we depend upon t h i s copy f o r
/ / t h e v i s c o u s− t r a n s p o r t and d i f f u s i o n c o e f f i c i e n t s .
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
i f ( G. Xorder > 1 ) {
/ / High−o r d e r r e c o n s t r u c t i o n f o r some p r o p e r t i e s .
i f ( i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ) {
/ / In t h e i n t e r f a c e − l o c a l f rame .
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cL2 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL1 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL0 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR0 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR1 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
}
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>v e l . x , cL1 . f s−>v e l . x , cL0 . f s−>v e l . x ,
cR0 . f s−>v e l . x , cR1 . f s−>v e l . x , L f t . v e l . x ) ;
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>v e l . y , cL1 . f s−>v e l . y , cL0 . f s−>v e l . y ,
cR0 . f s−>v e l . y , cR1 . f s−>v e l . y , L f t . v e l . y ) ;
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>v e l . z , cL1 . f s−>v e l . z , cL0 . f s−>v e l . z ,
cR0 . f s−>v e l . z , cR1 . f s−>v e l . z , L f t . v e l . z ) ;
i f ( G.MHD ) {
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>B . x , cL1 . f s−>B . x , cL0 . f s−>B . x , cR0 .
f s−>B . x , cR1 . f s−>B . x , L f t . B . x ) ;
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>B . y , cL1 . f s−>B . y , cL0 . f s−>B . y , cR0 .
f s−>B . y , cR1 . f s−>B . y , L f t . B . y ) ;
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>B . z , cL1 . f s−>B . z , cL0 . f s−>B . z , cR0 .
f s−>B . z , cR1 . f s−>B . z , L f t . B . z ) ;
}
i f ( G. t u r b u l e n c e _ m o d e l == TM_K_OMEGA ) {
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>tke , cL1 . f s−>tke , cL0 . f s−>tke , cR0 .
f s−>tke , cR1 . f s−>tke , L f t . t k e ) ;
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( cL2 . f s−>omega , cL1 . f s−>omega , cL0 . f s−>omega
, cR0 . f s−>omega , cR1 . f s−>omega , L f t . omega ) ;
}
Gas_da ta &gL2 = *( cL2 . f s−>gas ) ; Gas_da ta &gL1 = *( cL1 . f s−>gas ) ; Gas_da ta
&gL0 = *( cL0 . f s−>gas ) ;
Gas_da ta &gR0 = *( cR0 . f s−>gas ) ; Gas_da ta &gR1 = *( cR1 . f s−>gas ) ;
i f ( nsp > 1 ) {
/ / M u l t i p l e s p e c i e s .
f o r ( s i z e _ t i s p = 0 ; i s p < nsp ; ++ i s p ) {
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . massf [ i s p ] , gL1 . massf [ i s p ] , gL0 .
massf [ i s p ] , gR0 . massf [ i s p ] , gR1 . massf [ i s p ] , L f t . gas−>massf [
i s p ] ) ;
}
i f ( s c a l e _ m a s s _ f r a c t i o n s ( L f t . gas−>massf ) != 0 ) {
f o r ( s i z e _ t i s p =0; i s p < nsp ; ++ i s p )
L f t . gas−>massf [ i s p ] = gL0 . massf [ i s p ] ;
}
} e l s e {
/ / Only one p o s s i b l e mass−f r a c t i o n v a l u e f o r a s i n g l e s p e c i e s .
L f t . gas−>massf [ 0 ] = 1 . 0 ;
}
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/ / I n t e r p o l a t e on two of t h e thermodynamic q u a n t i t i e s ,
/ / and f i l l i n t h e r e s t based on an EOS c a l l .
/ / I f an EOS c a l l f a i l s , f a l l back t o j u s t copy ing c e l l−c e n t r e d a t a .
/ / Th i s does presume t h a t t h e c e l l−c e n t r e d a t a i s v a l i d .
s w i t c h ( t h e r m o _ i n t e r p o l a t o r ) {
c a s e INTERP_PT :
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . p , gL1 . p , gL0 . p , gR0 . p , gR1 . p , L f t . gas
−>p ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . T [ i ] , gL1 . T [ i ] , gL0 . T [ i ] , gR0 . T [ i ] ,
gR1 . T [ i ] , L f t . gas−>T [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ p T ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOE :
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . rho , gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho
, L f t . gas−>rho ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . e [ i ] , gL1 . e [ i ] , gL0 . e [ i ] , gR0 . e [ i ] ,
gR1 . e [ i ] , L f t . gas−>e [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o e ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOP :
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . rho , gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho
, L f t . gas−>rho ) ;
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . p , gL1 . p , gL0 . p , gR0 . p , gR1 . p , L f t . gas
−>p ) ;
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o p ( * ( L f t . gas ) ) != SUCCESS ) {
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOT :
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . rho , gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho
, L f t . gas−>rho ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ l e f t _ s c a l a r ( gL2 . T [ i ] , gL1 . T [ i ] , gL0 . T [ i ] , gR0 . T [ i ] ,
gR1 . T [ i ] , L f t . gas−>T [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o T ( * ( L f t . gas ) ) != SUCCESS ) {
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L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
}
b r e a k ;
d e f a u l t :
th row s t d : : r u n t i m e _ e r r o r ( " I n v a l i d thermo i n t e r p o l a t o r . " ) ;
}
i f ( i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ) {
/ / Undo t h e t r a n s f o r m a t i o n made e a r l i e r .
L f t . v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL2 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL1 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL0 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR0 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR1 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
}
} / / end o f high−o r d e r r e c o n s t r u c t i o n
r e t u r n SUCCESS ;
} / / end o f o n e _ d _ i n t e r p _ l e f t ( )
/ / / \ b r i e f R e c o n s t r u c t f low p r o p e r t i e s a t an i n t e r f a c e from c e l l s
/ / / L1 , L0 , R0 , R1 , R2 .
/ / /
/ / / Th i s i s e s s e n t i a l l y a one−d i m e n s i o n a l i n t e r p o l a t i o n p r o c e s s .
/ / / I t needs on ly t h e c e l l−a v e r a g e d a t a and t h e l e n g t h s o f t h e c e l l s
/ / / i n t h e i n t e r p o l a t i o n d i r e c t i o n .
i n t o n e _ d _ i n t e r p _ r i g h t ( c o n s t F V _ I n t e r f a c e &IFace ,
c o n s t FV_Cell &cL1 , c o n s t FV_Cell &cL0 ,
c o n s t FV_Cell &cR0 , c o n s t FV_Cell &cR1 , c o n s t FV_Cell &
cR2 ,
F l o w S t a t e &Lf t , F l o w S t a t e &Rght )
{
g l o b a l _ d a t a &G = * g e t _ g l o b a l _ d a t a _ p t r ( ) ;
Gas_model * gmodel = g e t _ g a s _ m o d e l _ p t r ( ) ;
s i z e _ t nsp = gmodel−>g e t _ n u m b e r _ o f _ s p e c i e s ( ) ;
s i z e _ t nmodes = gmodel−>get_number_of_modes ( ) ;
/ / Low−o r d e r r e c o n s t r u c t i o n j u s t c o p i e s d a t a from a d j a c e n t FV_Cell .
/ / Even f o r high−o r d e r r e c o n s t r u c t i o n , we depend upon t h i s copy f o r
/ / t h e v i s c o u s− t r a n s p o r t and d i f f u s i o n c o e f f i c i e n t s .
L f t . c o p y _ v a l u e s _ f r o m ( * ( cL0 . f s ) ) ;
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
i f ( G. Xorder > 1 ) {
/ / High−o r d e r r e c o n s t r u c t i o n f o r some p r o p e r t i e s .
i f ( i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ) {
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/ / I n t h e i n t e r f a c e − l o c a l f rame .
cL1 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL0 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR0 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR1 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR2 . f s−>v e l . t r a n s f o r m _ t o _ l o c a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
}
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>v e l . x , cL0 . f s−>v e l . x , cR0 . f s−>v e l . x ,
cR1 . f s−>v e l . x , cR2 . f s−>v e l . x , Rght . v e l . x ) ;
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>v e l . y , cL0 . f s−>v e l . y , cR0 . f s−>v e l . y ,
cR1 . f s−>v e l . y , cR2 . f s−>v e l . y , Rght . v e l . y ) ;
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>v e l . z , cL0 . f s−>v e l . z , cR0 . f s−>v e l . z ,
cR1 . f s−>v e l . z , cR2 . f s−>v e l . z , Rght . v e l . z ) ;
i f ( G.MHD ) {
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>B . x , cL0 . f s−>B . x , cR0 . f s−>B . x , cR1
. f s−>B . x , cR2 . f s−>B . x , Rght . B . x ) ;
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>B . y , cL0 . f s−>B . y , cR0 . f s−>B . y , cR1
. f s−>B . y , cR2 . f s−>B . y , Rght . B . y ) ;
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>B . z , cL0 . f s−>B . z , cR0 . f s−>B . z , cR1
. f s−>B . z , cR2 . f s−>B . z , Rght . B . z ) ;
}
i f ( G. t u r b u l e n c e _ m o d e l == TM_K_OMEGA ) {
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>tke , cL0 . f s−>tke , cR0 . f s−>tke , cR1
. f s−>tke , cR2 . f s−>tke , Rght . t k e ) ;
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( cL1 . f s−>omega , cL0 . f s−>omega , cR0 . f s−>
omega , cR1 . f s−>omega , cR2 . f s−>omega , Rght . omega ) ;
}
Gas_da ta &gL1 = *( cL1 . f s−>gas ) ; Gas_da ta &gL0 = *( cL0 . f s−>gas ) ;
Gas_da ta &gR0 = *( cR0 . f s−>gas ) ; Gas_da ta &gR1 = *( cR1 . f s−>gas ) ; Gas_da ta
&gR2 = *( cR2 . f s−>gas ) ;
i f ( nsp > 1 ) {
/ / M u l t i p l e s p e c i e s .
f o r ( s i z e _ t i s p = 0 ; i s p < nsp ; ++ i s p ) {
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . massf [ i s p ] , gL0 . massf [ i s p ] , gR0 .
massf [ i s p ] , gR1 . massf [ i s p ] , gR2 . massf [ i s p ] , Rght . gas−>massf [
i s p ] ) ;
}
i f ( s c a l e _ m a s s _ f r a c t i o n s ( Rght . gas−>massf ) != 0 ) {
f o r ( s i z e _ t i s p =0; i s p < nsp ; ++ i s p )
Rght . gas−>massf [ i s p ] = gR0 . massf [ i s p ] ;
}
} e l s e {
/ / Only one p o s s i b l e mass−f r a c t i o n v a l u e f o r a s i n g l e s p e c i e s .
Rght . gas−>massf [ 0 ] = 1 . 0 ;
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}
/ / I n t e r p o l a t e on two of t h e thermodynamic q u a n t i t i e s ,
/ / and f i l l i n t h e r e s t based on an EOS c a l l .
/ / I f an EOS c a l l f a i l s , f a l l back t o j u s t copy ing c e l l−c e n t r e d a t a .
/ / Th i s does presume t h a t t h e c e l l−c e n t r e d a t a i s v a l i d .
s w i t c h ( t h e r m o _ i n t e r p o l a t o r ) {
c a s e INTERP_PT :
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . p , gL0 . p , gR0 . p , gR1 . p , gR2 . p , Rght .
gas−>p ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . T [ i ] , gL0 . T [ i ] , gR0 . T [ i ] , gR1 . T [ i
] , gR2 . T [ i ] , Rght . gas−>T [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ p T ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOE :
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho , gR2 .
rho , Rght . gas−>rho ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . e [ i ] , gL0 . e [ i ] , gR0 . e [ i ] , gR1 . e [ i
] , gR2 . e [ i ] , Rght . gas−>e [ i ] ) ;
}
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o e ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOP :
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho , gR2 .
rho , Rght . gas−>rho ) ;
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . p , gL0 . p , gR0 . p , gR1 . p , gR2 . p , Rght .
gas−>p ) ;
i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o p ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
c a s e INTERP_RHOT :
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . rho , gL0 . rho , gR0 . rho , gR1 . rho , gR2 .
rho , Rght . gas−>rho ) ;
f o r ( s i z e _ t i = 0 ; i < nmodes ; ++ i ) {
o n e _ d _ i n t e r p _ r i g h t _ s c a l a r ( gL1 . T [ i ] , gL0 . T [ i ] , gR0 . T [ i ] , gR1 . T [ i
] , gR2 . T [ i ] , Rght . gas−>T [ i ] ) ;
}
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i f ( gmodel−>e v a l _ t h e r m o _ s t a t e _ r h o T ( * ( Rght . gas ) ) != SUCCESS ) {
Rght . c o p y _ v a l u e s _ f r o m ( * ( cR0 . f s ) ) ;
}
b r e a k ;
d e f a u l t :
th row s t d : : r u n t i m e _ e r r o r ( " I n v a l i d thermo i n t e r p o l a t o r . " ) ;
}
i f ( i n t e r p o l a t e _ i n _ l o c a l _ f r a m e ) {
/ / Undo t h e t r a n s f o r m a t i o n made e a r l i e r .
Rght . v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL1 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cL0 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR0 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR1 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
cR2 . f s−>v e l . t r a n s f o r m _ t o _ g l o b a l ( I F a c e . n , I F a c e . t1 , I F a c e . t 2 ) ;
}
} / / end o f high−o r d e r r e c o n s t r u c t i o n
r e t u r n SUCCESS ;
} / / end o f o n e _ d _ i n t e r p _ r i g h t ( )
A.5.2 Approximate Riemann solver with Harten-Lax-van Leer-Contact (HLLC)
scheme
After obtaining the reconstructed values of u− and u+, a flux calculator is needed for calculating the
approximate Riemann flux fˆ(u−, u+). The AUSM+-up flux calculator [92] that exists in the Eilmer
code and has been employed for the micro-flame problems in this thesis is also used for testing the
WENO scheme. However, there is limited publication using this combination (WENO + AUSM+-
up).
Another flux calculator Harten-Lax-van Leer-Contact (HLLC) [209] is more widely incorporated
with the WENO scheme [211, 212]. Therefore, the HLLC flux calculator has been coded and tested
for WENO, as a comparison with the AUSM+-up. Detailed mathematical formulations of the HLLC
can refer to Toro’s book [209]. The implementation scripts are shown as follows.
/ * * \ f i l e h l l c . cxx
* \ i n g r o u p e i l m e r 3
* \ b r i e f HLLC f l u x c a l c u l a t o r .
* \ Author : Xin Kang
* 11−Sep−2015
* R e f e r e n c e : Riemann S o l v e r s and Numer ica l Methods f o r F l u i d Dynamics :
* A p r a c t i c a l I n t r o d u c t i o n , Toro e t a l .
* /
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# i n c l u d e < s t d i o . h>
# i n c l u d e <math . h>
# i n c l u d e <numeric >
# i n c l u d e " . . / . . / . . / l i b / u t i l / s o u r c e / u s e f u l . h "
# i n c l u d e " c e l l . hh "
# i n c l u d e " f l u x _ c a l c . hh "
# i n c l u d e " k e r n e l . hh "
/ * * \ b r i e f Compute t h e f l u x e s a c r o s s an i n t e r f a c e . * /
i n t h l l c ( F l o w S t a t e &Lf t , F l o w S t a t e &Rght , F V _ I n t e r f a c e &I F a c e )
{
Gas_model * gmodel = g e t _ g a s _ m o d e l _ p t r ( ) ;
i n t nsp = gmodel−>g e t _ n u m b e r _ o f _ s p e c i e s ( ) ;
i n t nmodes = gmodel−>get_number_of_modes ( ) ;
do ub l e rL , rR ;
do ub l e pL , pR ;
do ub l e uL , uR ;
do ub l e vL , vR ;
do ub l e wL, wR;
do ub l e aL , aR ;
do ub l e ieL , ieR ;
do ub l e keL , keR ;
do ub l e eL , eR ;
do ub l e HL, HR;
/ / S t ep I : p r e s s u r e e s t i m a t i o n
rL = L f t . gas−>rho ;
pL = L f t . gas−>p ;
uL = L f t . v e l . x ;
vL = L f t . v e l . y ;
wL = L f t . v e l . z ;
aL = L f t . gas−>a ;
i eL = a c c u m u l a t e ( L f t . gas−>e . b e g i n ( ) , L f t . gas−>e . end ( ) , 0 . 0 ) ;
keL = 0 . 5 * ( uL * uL + vL * vL + wL * wL) ;
eL = ieL + keL ;
HL = ieL + pL / rL + keL ;
rR = Rght . gas−>rho ;
pR = Rght . gas−>p ;
uR = Rght . v e l . x ;
vR = Rght . v e l . y ;
wR = Rght . v e l . z ;
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aR = Rght . gas−>a ;
ieR = a c c u m u l a t e ( Rght . gas−>e . b e g i n ( ) , Rght . gas−>e . end ( ) , 0 . 0 ) ;
keR = 0 . 5 * ( uR * uR + vR * vR + wR * wR) ;
eR = ieR + keR ;
HR = ieR + pR / rR + keR ;
do ub l e rho_mean ;
do ub l e a_mean ;
do ub l e p_pvrs , p _ s t a r ;
rho_mean = 0 . 5 * ( rL+rR ) ;
a_mean = 0 . 5 * ( aL+aR ) ;
p_ pv r s = 0 . 5 * ( pL+pR ) −0.5*(uR−uL ) * rho_mean *a_mean ;
p _ s t a r = max ( 0 . 0 , p _p v r s ) ;
/ / S t ep I I : Wave speed e s t i m a t i o n
/ / D e r iv e t h e gas " c o n s t a n t s " from t h e l o c a l c o n d i t i o n s .
do ub l e cvL , RgasL ;
cvL = gmodel−>Cv (* L f t . gas , I F a c e . s t a t u s ) ;
RgasL = gmodel−>R(* L f t . gas , I F a c e . s t a t u s ) ;
do ub l e cvR , RgasR ;
cvR = gmodel−>Cv (* Rght . gas , I F a c e . s t a t u s ) ;
RgasR = gmodel−>R(* Rght . gas , I F a c e . s t a t u s ) ;
do ub l e r L s q r t , r R s q r t , a l p h a ;
r L s q r t = s q r t ( rL ) ;
r R s q r t = s q r t ( rR ) ;
a l p h a = r L s q r t / ( r L s q r t + r R s q r t ) ;
do ub l e cv , Rgas ;
cv = a l p h a * cvL + ( 1 . 0 − a l p h a ) * cvR ;
Rgas = a l p h a * RgasL + ( 1 . 0 − a l p h a ) * RgasR ;
do ub l e cp , gam ;
cp = cv + Rgas ;
gam = cp / cv ;
do ub l e SL , SR ;
do ub l e S _ s t a r ;
do ub l e qL , qR ;
/ / L e f t wave speed SL
i f ( p _ s t a r <= pL ) {
qL = 1 . 0 ;
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} e l s e {
qL = s q r t ( 1 . 0 + ( gam + 1 . 0 ) / 2 . 0 / gam *( p _ s t a r / pL−1.0) ) ;
}
SL = uL − aL*qL ;
/ / R i g h t wave speed SR
i f ( p _ s t a r <= pR ) {
qR = 1 . 0 ;
} e l s e {
qR = s q r t ( 1 . 0 + ( gam + 1 . 0 ) / 2 . 0 / gam *( p _ s t a r / pR−1.0) ) ;
}
SR = uR + aR*qR ;
/ / I n t e r m e d i a t e wave speed S _ s t a r
S _ s t a r = rL *( SL−uL ) − rR *(SR−uR ) ;
S _ s t a r = ( pR−pL+rL *uL *( SL−uL )−rR*uR *(SR−uR ) ) / S _ s t a r ;
/ / S t ep I I I : HLLC f l u x
C o n s e r v e d Q u a n t i t i e s &F = *( I F a c e . F ) ;
do ub l e U_fac tor_L , U_fac to r_R ;
U_fac to r_L = rL *( SL−uL ) / ( SL−S _ s t a r ) ;
U_fac to r_R = rR *(SR−uR ) / ( SR−S _ s t a r ) ;
/ / Mass f l u x
do ub l e fmsL , fmsR ;
fmsL = rL *uL ;
fmsR = rR*uR ;
do ub l e fmsL_s t a r , f m s R _ s t a r ;
do ub l e r L _ s t a r , r R _ s t a r ;
r L _ s t a r = U_fac to r_L ;
r R _ s t a r = U_fac to r_R ;
f m s L _ s t a r = fmsL + SL *( r L _ s t a r−rL ) ;
f m s R _ s t a r = fmsR + SR*( r R _ s t a r−rR ) ;
/ / Momentum f l u x
/ / x d i r e c t i o n
do ub l e fmomxL , fmomxR ;
fmomxL = fmsL*uL + pL ;
fmomxR = fmsR*uR + pR ;
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do ub l e fmomxL_star , fmomxR_star ;
do ub l e r u L _ s t a r , r u R _ s t a r ;
r u L _ s t a r = U_fac to r_L * S _ s t a r ;
r u R _ s t a r = U_fac to r_R * S _ s t a r ;
fmomxL_star = fmomxL + SL *( r u L _ s t a r−rL *uL ) ;
fmomxR_star = fmomxR + SR*( r u R _ s t a r−rR*uR ) ;
/ / y d i r e c t i o n
do ub l e fmomyL , fmomyR ;
fmomyL = fmsL*vL ;
fmomyR = fmsR*vR ;
do ub l e fmomyL_star , fmomyR_star ;
do ub l e r v L _ s t a r , r v R _ s t a r ;
r v L _ s t a r = U_fac to r_L *vL ;
r v R _ s t a r = U_fac to r_R *vR ;
fmomyL_star = fmomyL + SL *( r v L _ s t a r−rL *vL ) ;
fmomyR_star = fmomyR + SR*( r v R _ s t a r−rR*vR ) ;
/ / z d i r e c t i o n
do ub l e fmomzL , fmomzR ;
fmomzL = fmsL*wL;
fmomzR = fmsR*wR;
do ub l e fmomzL_star , fmomzR_star ;
do ub l e rwL_s ta r , r w R _ s t a r ;
r w L _ s t a r = U_fac to r_L *wL;
r w R _ s t a r = U_fac to r_R *wR;
fmomzL_star = fmomzL + SL *( rwL_s ta r−rL *wL) ;
fmomzR_star = fmomzR + SR*( rwR_s ta r−rR*wR) ;
/ / Energy f l u x
do ub l e fenergyL , fene rgyR ;
f e n e r g y L = fmsL*HL;
fene rgyR = fmsR*HR;
do ub l e f e n e r g y L _ s t a r , f e n e r g y R _ s t a r ;
do ub l e r e L _ s t a r , r e R _ s t a r ;
r e L _ s t a r = U_fac to r_L *( eL +( S _ s t a r−uL ) * ( S _ s t a r +pL / rL / ( SL−uL ) ) ) ;
r e R _ s t a r = U_fac to r_R *( eR +( S _ s t a r−uR ) * ( S _ s t a r +pR / rR / ( SR−uR ) ) ) ;
f e n e r g y L _ s t a r = f e n e r g y L + SL *( r e L _ s t a r−rL *eL ) ;
f e n e r g y R _ s t a r = fene rgyR + SR*( r e R _ s t a r−rR*eR ) ;
/ / S p e c i e s mass f l u x e s
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v e c t o r < double > fmass fL ;
fmass fL . r e s i z e ( nsp , 0 . 0 ) ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
fmass fL [ i s p ] = fmsL* L f t . gas−>massf [ i s p ] ;
}
v e c t o r < double > fmassfR ;
fmassfR . r e s i z e ( nsp , 0 . 0 ) ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
fmassfR [ i s p ] = fmsR* Rght . gas−>massf [ i s p ] ;
}
v e c t o r < double > f m a s s f L _ s t a r , f m a s s f R _ s t a r ;
f m a s s f L _ s t a r . r e s i z e ( nsp , 0 . 0 ) ;
f m a s s f R _ s t a r . r e s i z e ( nsp , 0 . 0 ) ;
v e c t o r < double > r m a s s f L _ s t a r , r m a s s f R _ s t a r ;
r m a s s f L _ s t a r . r e s i z e ( nsp , 0 . 0 ) ;
r m a s s f R _ s t a r . r e s i z e ( nsp , 0 . 0 ) ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
r m a s s f L _ s t a r [ i s p ] = U_fac to r_L * L f t . gas−>massf [ i s p ] ;
}
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
r m a s s f R _ s t a r [ i s p ] = U_fac to r_R * Rght . gas−>massf [ i s p ] ;
}
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
f m a s s f L _ s t a r [ i s p ] = fmass fL [ i s p ] + SL *( r m a s s f L _ s t a r [ i s p ]− rL * L f t . gas−>massf [
i s p ] ) ;
}
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
f m a s s f R _ s t a r [ i s p ] = fmassfR [ i s p ] + SR*( r m a s s f R _ s t a r [ i s p ]−rR* Rght . gas−>massf [
i s p ] ) ;
}
i f ( SL >= 0 . 0 ) {
F . mass = fmsL ;
F . momentum . x = fmomxL ;
F . momentum . y = fmomyL ;
F . momentum . z = fmomzL ;
F . t o t a l _ e n e r g y = f e n e r g y L ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
F . massf [ i s p ] = fmass fL [ i s p ] ;
}
}
e l s e i f ( ( SL < 0 . 0 ) && ( S _ s t a r >= 0 . 0 ) ) {
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F . mass = f m s L _ s t a r ;
F . momentum . x = fmomxL_star ;
F . momentum . y = fmomyL_star ;
F . momentum . z = fmomzL_star ;
F . t o t a l _ e n e r g y = f e n e r g y L _ s t a r ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
F . massf [ i s p ] = f m a s s f L _ s t a r [ i s p ] ;
}
}
e l s e i f ( ( S _ s t a r < 0 . 0 ) && ( SR >= 0 . 0 ) ) {
F . mass = f m s R _ s t a r ;
F . momentum . x = fmomxR_star ;
F . momentum . y = fmomyR_star ;
F . momentum . z = fmomzR_star ;
F . t o t a l _ e n e r g y = f e n e r g y R _ s t a r ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
F . massf [ i s p ] = f m a s s f R _ s t a r [ i s p ] ;
}
}
e l s e {
F . mass = fmsR ;
F . momentum . x = fmomxR ;
F . momentum . y = fmomyR ;
F . momentum . z = fmomzR ;
F . t o t a l _ e n e r g y = fene rgyR ;
f o r ( i n t i s p = 0 ; i s p < nsp ; ++ i s p ) {
F . massf [ i s p ] = fmassfR [ i s p ] ;
}
}
/ *
* I n d i v i d u a l e n e r g i e s
* /
/ / NOTE: r e n e r g i e s [ 0 ] i s n e v e r used so s k i p p i n g (DFP 1 0 / 1 2 / 0 9 )
i f ( F . mass >= 0 . 0 ) {
/ * Wind i s b lowing from t h e l e f t * /
f o r ( i n t imode = 1 ; imode < nmodes ; ++imode ) {
F . e n e r g i e s [ imode ] = F . mass * L f t . gas−>e [ imode ] ;
}
/ / NOTE: − t h e f o l l o w i n g r e l i e s on t h e f r e e−e l e c t r o n mode b e i n g t h e
/ / − l a s t mode f o r s i n g l e temp models F _ r e n e r g i e s i s n ’ t used
/ / − f o r m u l t i t e m p modes wi th no f r e e−e l e c t r o n s p_e i s z e r o
/ / Add e l e c t r o n p r e s s u r e work te rm on to f i n a l e ne r gy mode
F . e n e r g i e s [ nmodes−1] += F . mass * L f t . gas−>p_e / L f t . gas−>rho ;
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} e l s e {
/ * Wind i s b lowing from t h e r i g h t * /
f o r ( i n t imode = 1 ; imode < nmodes ; ++imode ) {
F . e n e r g i e s [ imode ] = F . mass * Rght . gas−>e [ imode ] ;
}
/ / NOTE: − t h e f o l l o w i n g r e l i e s on t h e f r e e−e l e c t r o n mode b e i n g t h e
/ / − l a s t mode f o r s i n g l e temp models F _ r e n e r g i e s i s n ’ t used
/ / − f o r m u l t i t e m p modes wi th no f r e e−e l e c t r o n s p_e i s z e r o
/ / Add e l e c t r o n p r e s s u r e work te rm on to f i n a l e ne r gy mode
F . e n e r g i e s [ nmodes−1] += F . mass * Rght . gas−>p_e / Rght . gas−>rho ;
}
r e t u r n SUCCESS ;
} / * end of h l l c ( ) * /
/*−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−*/
A.5.3 Testing results
There are three types of problems tested, which are the “Sod” shock tube problem, supersonic invis-
cid flow-case using the method of manufactured solutions (MMS), and a nitrogen flow in a heated
micro-channel. For these studied problems, simulations with fours types of combinations of the re-
construction scheme and flux calculator have been performed, which are:
• PPM + AUSM+-up,
• PPM + HLLC,
• WENO + AUSM+-up,
• WENO + HLLC.
• Problem 1: classic shock tube “Sod”
The classic “Sod” problem which is included in the Eilmer user guide book as an example [213]
simulates a 1-metre-long tube. The left half part of the tube is filled with “hot”, high-pressure helium
(p = 3 × 107 Pa, T = 3000 K) while the right half part is filled with “cold”, low-pressure air (p = 3
× 104 Pa, T = 300 K). At such a condition, the shock-compressed air starts to be driven to the right.
The simulation uses 400 cells in the x direction while only 2 cells in the y direction, and therefore is
regarded as a 1-D problem.
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Figure A.9: Flow domain for the “Sod” problem [213].
The simulations are run for 100 µs. Figure A.10 shows the comparison between numerical results
and analytic solutions. It is found that simulations with WENO reconstruction scheme are more
accurate than those with the PPM scheme, as the flow properties in the shock region are more close
to the analytic solutions. Both the AUSM+-up and HLLC flux calculate work very well, and there is
no significant difference in the results between them.
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Figure A.10: Comparisons of the gas density and temperature along the “Sod” shock tube for different recon-
struction schemes (PPM and WENO) and the analytic solutions, using the flux calculator AUSM+-up (in
Figure (a) and (b)) and HLLC (in Figure (c) and (d)).
• Problem 2: supersonic inviscid flow using the method of manufactured solutions (MMS)
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The method of manufactured solutions is a code verification exercise [82]. The main idea of this
method is that an analytical solution satisfying some strict conditions is delicately made (“manufac-
tured”). However, the manufactured solutions do not actually solve the governing equations. Instead,
they are analytically differentiated according to the governing equations to generate analytical source
terms to balance the equations. Then, with the source terms added, the numerically solved solutions
of the governing equations should approach the original chosen analytical solution as the mesh is
refined. Moreover, it is an effect way to evaluate the order of the spatial accuracy by comparing the
results obtained on a series of systematically refined grids. The manufactured analytical solutions and
the generated source terms for the MMS-case run are described in detail by Gollan and Jacobs [82].
This appendix only discusses the testing results for different reconstruction schemes. In this testing
case, only the HLLC flux calculator is used.
Table A.2 shows the L2 norms of the discretisation error and the observed order of accuracy p on
different mesh levels for the reconstruction scheme of PPM and WENO. Definitions of the L2 and
p are referred to Gollan and Jacobs’ paper [82]. As can be found in Table A.2, both reconstruction
schemes approach the second of accuracy (p→ 2.0), as the mesh density is increased. This is because
the dimension-by-dimension sense of reconstruction has used an inaccurate numerical quadrature
for calculation (only one Gauss node at the middle of the interface) [212]. It should be mentioned
that there is another multi-dimensional fashion of reconstruction. By doing addition reconstructions
and Gaussian quadratures, it can reach higher order of accuracy (5 for WENO-5th scheme). However,
this complicated fashion is much more computational expensive (about 3-4 times more costly than the
dimension-by-dimension [212]), and is thereby not preferred in literature [210, 211]. Nevertheless, in
accordance with the findings by Zhang et al. [212], although both the PPM and WENO (dimension-
by-dimension) are formally second order accurate, the WENO has much more accurate solutions
(much lower values for L2). This is also illustrated in Figure A.11 that compares the contours of
the density errors (ρ - ρexact) for the PPM and WENO, on the common mesh level of 64 × 64 cells.
Moreover, the WENO (dimension-by-dimension) shows a similar computational cost as the PPM
method.
• Problem 3: nitrogen flow in a heated micro-channel
An inert nitrogen flow in a heated micro-channel (5 mm × 0.3 mm, with the hyperbolic tangent-
wall-temperature profile ramping from 300 K to 1400 K at the middle of the channel length) is also
simulated for testing the WENO scheme. Owing to the thermal heating from the walls, the flow is
expected to experience a lowering of the density and consequently an acceleration of the velocity
along the channel length due to mass conservation. Figure A.12 shows the contour of x-velocity for
different schemes. The PPM method works well and exhibits an expected result while the WENO
scheme is found to have numerically “distorted” results. Backflows occur near the temperature-ramp,
leading to the asymmetric solutions with respect to the channel centreline.
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Table A.2: A comparison of different reconstruction schemes (PPM and WENO) on the spatial discretisation
error and order of accuracy.
cells L2 p
PPM
&
HLLC
8 × 8 4.079 × 10−3
16 × 16 8.135 × 10−4 2.326
32 × 32 1.832 × 10−4 2.151
64 × 64 4.431 × 10−5 2.048
cells L2 p
WENO
&
HLLC
8 × 8 2.205 × 10−3
16 × 16 2.455 × 10−4 3.167
32 × 32 3.713 × 10−5 2.725
64 × 64 7.294 × 10−6 2.348
(a) PPM (b) WENO
0
9.0e-05-1.5e-04
Figure A.11: A comparison of the density error between the PPM and WENO scheme on the mesh level of 64
× 64 cells.
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Figure A.12: Contours of the x-velocity for different combinations of reconstruction scheme and flux calcula-
tor, for the nitrogen flow problem.
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As pointed out by Shu [214], numerical code with higher order scheme may blow up in tough
situations (the large temperature gradient in this case) when the lower order methods are still able
to generate stable results. The particular failure for this nitrogen-flow problem may be attributed to
the approximate dimension-by-dimension reconstruction. Future studies can try the more compli-
cated multi-dimensional reconstruction, although it would be much more computationally costly as
discussed before.
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Appendix B
Appendix - Experiments
B.1 Optical Diagnostic System
B.1.1 Apparatus
As an extension of the work by Veeraragavan and Heatwole [159, 215], an optical apparatus based on
infrared spectroscopy intending for making non-intrusive measurements of species concentration and
temperature in our mesoscale parallel-plate combustor has been designed and built. However, due to
the hardware problems of our Fourier transform infrared spectrometer (FTIR), the optical system has
not been demonstrated for a successful measurement. Nevertheless, this infrared absorption-based
diagnostics should be able to be used as a viable technique to reveal more information inside the
combustor once the hardware issues are solved. In this appendix, the optical apparatus are described.
Figure B.1 shows the schematic side-view of the optical diagnostics system. The infrared beam
from a FTIR Nicolet 5700 FTIR (operated in the mid-IR range of 400 to 4000 cm−1, from Thermo
Fisher Scientific) is coupled into an InF3 fibre optics (high transmission over the range of 1800 to
30000 cm−1, 400 µm core diameter, 0.2 numerical aperture, from Thorlabs, Inc.), via a FT-FiberSpec
mirror fibre coupler (mounted in the FTIR sample compartment) from Art Photonics GmbH. A
RC12SMA-P01 reflective collimator (from Thorlabs, Inc.) is used to collimate the beam coming
out from the fibre optics. The collimated beam diameter is evaluated at ∼2.8 mm. An ID12SS/M iris
diaphragm (from Thorlabs, Inc.) is then used to reduce the beam diameter to around 1 mm for inter-
rogation. This beam that passes through the combustor (a part is absorbed by the mixture species e.g.
CO2, CH4, etc.), is reflected by a MPD254762-90-P01 off-axis parabolic mirror (diameter of 25.4
mm, focal length of 152.4 mm, from Thorlabs, Inc.), onto the mercury cadmium telluride (MCT)
detector that has been removed from the FTIR cabinet.
Since the IR beam transmittance/absorbance is a function of the species concentrations and gas
temperature, the IR absorption spectra are therefore able to be used to determine the species com-
position and gas temperature within the combustor. Silicon wafers can be used as the combustor
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Figure B.1: Schematic side-view drawing of the infrared spectroscopy based optical diagnostics system.
walls, owing to their optical transmissivity in the infrared region. Veeraragavan and Heatwole’s
setup [159, 215] used a parabolic mirror and a spatial mask between the FTIR and the combustor
to direct and truncate the beam into a rectangular shape (1 mm in the flow direction and 5 cm in the
spanwise direction) which can only make 1-D (flow direction) measurement. Our improved apparatus
uses a fibre optics to result in 1 mm-diameter beam, is thereby capable of doing 2-D interrogation (in
both stream- and spanwise). However, when our MCT detector is removed from the FTIR cabinet,
it cannot communicate with the spectrometer due to the hardware problem. This needs to be solved
before we can make the measurement.
B.1.2 EM2C model for fitting absorption spectra
Veeraragavan and Heatwole [159, 215] successfully fitted their CO2 absorption spectra to the EM2C
model [216] to obtain the gas temperature and CO2 concentrations. The EM2C is a FORTRAN
program with associated spectral databases which is capable of computing the transmissivity of a gas
mixture column using the statistical narrow-band (SNB) model.
Recently, the SNB model parameters were improved by the EM2C group [217]. The updated
model has been used in this appendix to fit the experimental data of the previous work [215]. Briefly
speaking, we fit the absorbance for CO2 (in the wavenumber region of ∼2300 cm−1) predicted by
the EM2C model to that measured in the experiments, using a Newton-Gauss algorithm and a least
squares fitting routine “lsqcurvefit” in MATLAB (Version R2012a, The MathWorks). The Newton-
Gauss algorithm calls the EM2C FORTRAN program at each fitting iteration. Through this process,
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we are able to obtain the gas temperature and CO2 mole fractions. The detailed fitting method and
error analysis can be found in [159, 215].
Past experiment [159, 215] was conducted for a parallel-plate silicon combustor (streamwise
length of 50 mm, spacing of 2.15 mm). The experimental condition used here is φ = 0.85, Uin =
45 cm/s. Figure B.2 shows the spectra fit at three streamwise locations, in pre-flame region (x = 12
mm), flame region (x = 18 mm) and post-flame region (x = 24 mm). As reported in [159, 215], owing
to the interference from silicon wafers at the wavenumber of ∼2350 cm−1, there is a “dip” appeared
near that wavenumber. Therefore, in order to avoid the region where this interference occurs, the fit
is only performed in the band of 2200 - 2300 cm−1. Figure B.3 shows the streamwise CO2 mole
fractions and gas temperature (averaged along the 2.15-mm optical path between two silicon wafers).
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Figure B.2: Fit of CO2 spectra to the updated EM2C model at pre-flame region (x = 12 mm) (a), flame region
(x = 18 mm) (b) and post-flame region (x = 24 mm) (c).
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Figure B.3: CO2 mole fractions (a) and gas temperature (b) (averaged along the optical path within the com-
bustor) vs. the combustor downstream distance from the inlet.
The MATLAB main script (based on Veeraragavan and Heatwole’s original script, with a little
modification) for fitting is as follows.
% Main s c r i p t f o r f i t t i n g
% based on V e e r a r a g a v a n and Heatwole ’ s work
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% wi th a l i t t l e m o d i f i c a t i o n
c l e a r a l l
c l o s e a l l
c l c ;
c u r r _ d i r = pwd ;
% S c r i p t t o open a d i r e c t o r y f o r a g i v e n c o n d i t i o n and a n a l y z e a l l t h e f i l e s i n
i t
% and t h e n save t h e r e s u l t s
%%%%%%%%%%%%%%%%%%%% Data %%%%%%%%%%%%%%%%%%%%%%%%%
dir_name = ’ . / EM2C−F i t t i n g −in−Linux / ’ ;
[ z , n u _ s p e c t r a , a b s _ s p e c t r a ] = l o a d _ f i l e s ( d i r_name ) ;
% Find rms n o i s e i n s p e c t r a
% S ea rc h i n a r e a o f band wi th no i n t e r f e r e n c e from m o l e c u l e s
i n d e x ( 1 ) = L oc a t e ( n u _ s p e c t r a , 2 6 0 0 , 2 0 ) ;
i n d e x ( 2 ) = L oc a t e ( n u _ s p e c t r a , 2 7 0 0 , 2 0 ) ;
abs_rms = a b s _ s p e c t r a ( i n d e x ( 1 ) : i n d e x ( 2 ) , : ) ;
r m s _ n o i s e = s t d ( abs_rms ) ;
% L oc a t e a r e a o f i n t e r e s t , u s i n g b i n a r y s e a r c h
i n d ( 1 ) = L oc a t e ( n u _ s p e c t r a , 2 9 0 0 , 2 0 ) ;
i n d ( 2 ) = L oc a t e ( n u _ s p e c t r a , 3 2 0 0 , i n d ( 1 ) +100) ;
% D ef in e new v a r i a b l e s based on band
nu_band = n u _ s p e c t r a ( i n d ( 1 ) : i n d ( 2 ) ) ;
abs_band = a b s _ s p e c t r a ( i n d ( 1 ) : i n d ( 2 ) , : ) ;
% Do a b a s e l i n e c o r r e c t i o n on t h e e x p e r i m e n t a l d a t a .
% Do a p o l y n o m i a l l e a s t s q u a r e s f i t u s i n g t h e end of t h e band 2080−2140 and
2450−2500
[ n ,m] = s i z e ( nu_band ) ;
i n d ( 1 ) = L oc a t e ( nu_band , 3 0 0 0 , 5 ) ;
i n d ( 2 ) = L oc a t e ( nu_band , 3 1 0 0 , 5 ) ;
[ o , p ] = s i z e ( z ) ;
f o r i = 1 : p
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[ P , S ] = p o l y f i t ( [ nu_band ( 1 : i n d ( 1 ) ) ; nu_band ( i n d ( 2 ) : n ) ] , [ abs_band ( 1 : i n d ( 1 ) , i )
; abs_band ( i n d ( 2 ) : n , i ) ] , 2 ) ;
% c o r r = P ( 1 ) * nu_band . ^ 2 + P ( 2 ) * nu_band + P ( 3 ) ;
c o r r = p o l y v a l ( P , nu_band ) ;
a b s _ c o r r ( : , i ) = abs_band ( : , i ) − c o r r ;
% f i g u r e ( i ) ;
% ho ld on ;
% t i t l e ( [ ’ f o r z = ’ , num2s t r ( z ( i ) ) , ’mm’ ] ) ;
% % p l o t ( nu_band , c o r r ) ;
% p l o t ( nu_band , a b s _ c o r r ( : , i ) ) % Turn t h i s on t o show d a t a p l o t s
% ho ld o f f ;
end
% L oc a t e 2300cm−1
i n d ( 4 ) = L oc a t e ( nu_band , 2 2 0 0 , 5 ) ;
i n d ( 3 ) = L oc a t e ( nu_band , 2 3 0 0 , 5 ) ;
n u _ f i t = nu_band ( i n d ( 4 ) : i n d ( 3 ) ) ;
a b s _ f i t = a b s _ c o r r ( i n d ( 4 ) : i n d ( 3 ) , : ) ;
% C a l l c u r v e f i t t i n g f u n c t i o n f o r a l l d i s t a n c e s
% I n i t i a l i z e v a r i a b l e s f o r f u n c t i o n
PL = 0 . 2 1 5 ; % P a t h l e n g t h i n cm
XH2O = 0 . 0 0 1 ; % Molar f r a c t i o n o f w a t e r
XCO2 = 0 . 0 2 ; % Molar f r a c t i o n o f CO2
XCO = 0 . 0 0 1 ; % Molar f r a c t i o n o f CO
XCH4 = 0 . 0 5 ; % Molar f r a c t i o n o f CH4
P = 1 ; % P r e s s u r e i n atm
n_p l = 1 ; % S p e c i f y t h e number o f d i s c r e t i z a t i o n s
o p t i o n s = o p t i m s e t ( ’ TolFun ’ , 1 e−10 , ’ L a rgeSc a l e ’ , ’ on ’ , ’ MaxI ter ’ , 1 5 0 0 0 0 , ’ TolX ’ , 1 e
−10) ;
% Run model t o f i t f o r each s p e c t r a i n m a t r i x
f o r i = 1 : p
% s e t i n i t i a l g u e s s based on l o c a t i o n r e l a t i v e t o f l ame
% X0 ( i , : ) = [−1.5 e4 , 500 , XH2O, XCO2, XCO, XCH4 ] ;
% l b = [−10e5 , 300 , 0 . 0 0 1 , 0 . 0 0 1 , 0 . 0 0 1 , 0 . 0 0 1 ] ;
% ub = [1 e5 , 1500 , 0 . 2 , 0 . 2 , 0 . 1 , 0 . 2 ] ;
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X0 ( i , : ) = [ 5 0 0 , XH2O, XCO2, XCO, XCH4 ] ;
l b = [ 2 7 3 , 0 . 0 0 1 , 0 . 0 0 1 , 0 . 0 0 1 , 0 . 0 0 1 ] ;
ub = [ 2 2 0 0 , 0 . 2 , 0 . 2 , 0 . 1 , 0 . 2 ] ;
% L e a s t s q u a r e c u r v e f i t be tween moel and e x p e r i m e n t : O u t p u t s a r e
t e m p e r a t u r e f i t t i n g c o e f f i c i e n t s and CO2 mole f r a c t i o n
% [X( i , : ) , resnorm , r e s i d u a l ] = l s q c u r v e f i t (@em2c , X0 ( i , : ) , n u _ f i t ,
a b s _ f i t ( : , i ) , lb , ub , o p t i o n s , PL , P , n_p l ) ;
[X( i , : ) , resnorm , r e s i d u a l ] = l s q c u r v e f i t (@em2c , X0 ( i , : ) , n u _ f i t ,
a b s _ f i t ( : , i ) , lb , ub , o p t i o n s , PL , P , n_p l ) ;
% c a l l model t o g e t v a l u e s f o r c a l c u l a t i n g r−s q u a r e d v a l u e and
compar i son
abs_model ( : , i ) = em2c (X( i , : ) , n u _ f i t , PL , P , n_p l ) ;
abs_mode lFu l lRange ( : , i ) = em2c (X( i , : ) , nu_band , PL , P , n_p l ) ;
%f i g u r e ( i )
%p l o t ( nu_band , a b s _ c o r r ( : , i ) , ’− ro ’ )
%ho ld on
%p l o t ( nu_band , abs_mode lFu l lRange ( : , i ) , ’−b ’ )
%p l o t ( n u _ s p e c t r a , a b s _ s p e c t r a ( : , i ) , ’−g ’ )
r e s i d u a l 2 ( : , i ) = a b s _ f i t ( : , i ) − abs_model ( : , i ) ;
s s e = sum ( r e s i d u a l 2 ( : , i ) . ^ 2 ) ; %r e s i d u a l 2 ;
s s t = sum ( a b s _ f i t ( : , i ) . ^ 2 ) − sum ( a b s _ f i t ( : , i ) ) . ^ 2 / ( 2 * n +1) ;
r s q ( i ) = 1− s s e / s s t ;
d i s p ( [ ’ i = ’ , num2s t r ( i ) , ’ , z = ’ , num2s t r ( z ( i ) ) , ’mm’ ] )
% d i s p ( [ ’ a = ’ , num2s t r (X( i , 1 ) ) , ’ , b = ’ , num2s t r (−X( i , 1 ) *PL ) , ’ , c = ’ ,
num2s t r (X( i , 2 ) ) ] ) ;
d i s p ( [ ’ T = ’ , num2s t r (X( i , 1 ) ) ] ) ;
% d i s p ( [ ’XCO2 = ’ , num2s t r (X( i , 4 ) ) ] ) ;
d i s p ( [ ’XCO2 = ’ , num2s t r (X( i , 3 ) ) ] ) ;
d i s p ( [ ’XCH4 = ’ , num2s t r (X( i , 5 ) ) ] ) ;
d i s p ( [ ’ R2 = ’ , num2s t r ( r s q ( i ) ) ] ) ;
% Get t e m p e r a t u r e f i t c o e f f i c i e n t s ( s e e Heatwole , V e e r a r a g a v a n e t a l )
% a2 ( i ) = X( i , 1 ) ;
% b2 ( i ) = −a2 ( i ) *PL ;
% c2 ( i ) = X( i , 2 ) ;
T_peak ( i ) = X( i , 1 ) ;
CH4_peak ( i ) = X( i , 5 ) ;
% S e t t i n g up c a l c u l a t i o n s f o r e r r o r b a r
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dT = 1 ;
dC = 0 . 0 0 0 0 1 ;
% abs_model2 ( : , i ) = em2c ( [X( i , 1 ) ,X( i , 2 ) +dT ,X( i , 3 ) ,X( i , 4 ) ,X( i , 5 ) ,X( i , 6 )
] , n u _ f i t , PL , P , n_p l ) ;
% abs_model3 ( : , i ) = em2c ( [X( i , 1 ) ,X( i , 2 ) ,X( i , 3 ) ,X( i , 4 ) +dC ,X( i , 5 ) ,X( i , 6 )
] , n u _ f i t , PL , P , n_p l ) ;
abs_model2 ( : , i ) = em2c ( [X( i , 1 ) +dT ,X( i , 2 ) ,X( i , 3 ) ,X( i , 4 ) ,X( i , 5 ) ] , n u _ f i t ,
PL , P , n_p l ) ;
abs_model3 ( : , i ) = em2c ( [X( i , 1 ) ,X( i , 2 ) ,X( i , 3 ) ,X( i , 4 ) ,X( i , 5 ) +dC ] , n u _ f i t ,
PL , P , n_p l ) ;
dA ( : , i ) = abs_model2 ( : , i )−abs_model ( : , i ) ;
dB ( : , i ) = abs_model3 ( : , i )−abs_model ( : , i ) ;
%%%%%%%%%%C o r r e c t e d E r r o r Bar%%%%%%%%%%%%%%%%%%%%%%%%%%%
a l p h a = r m s _ n o i s e ( i )− dB ( : , i ) ;
b e t a = dA ( : , i ) / dT ;
a l b e t = sum ( a l p h a . * b e t a ) ;
b e t s q = sum ( b e t a . ^ 2 ) ;
a l p h s q = sum ( a l p h a . ^ 2 ) ;
r e s _ s q = sum ( r e s i d u a l 2 ( : , i ) . ^ 2 ) ;
e r r o r _ T _ l o w ( i ) = ( a l b e t−s q r t ( abs ( a l b e t ^2−( a lphsq−r e s _ s q ) * b e t s q ) ) ) / b e t s q ;
e r r o r _ T ( i ) = ( a l b e t + s q r t ( abs ( a l b e t ^2−( a lphsq−r e s _ s q ) * b e t s q ) ) ) / b e t s q ;
d i s p ( [ ’ e r r o r _ T _ u p = ’ , num2s t r ( e r r o r _ T ( i ) ) , ’ , e r r o r _ T _ l o w = ’ , num2s t r (
e r r o r _ T _ l o w ( i ) ) ] ) ;
d i s p ( ’ ’ ) ;
a l p h a _ 1 = r m s _ n o i s e ( i )− dA ( : , i ) ;
b e t a _ 1 = dB ( : , i ) / dC ;
a l b e t _ 1 = sum ( a l p h a _ 1 . * b e t a _ 1 ) ;
b e t s q _ 1 = sum ( b e t a _ 1 . ^ 2 ) ;
a l p h s q _ 1 = sum ( a l p h a _ 1 . ^ 2 ) ;
r e s _ s q _ 1 = sum ( r e s i d u a l 2 ( : , i ) . ^ 2 ) ;
er ror_CH4_low ( i ) = ( a l b e t _ 1−s q r t ( abs ( a l b e t _ 1 ^2−( a lphsq_1−r e s _ s q _ 1 ) *
b e t s q _ 1 ) ) ) / b e t s q _ 1 ;
er ror_CH4 ( i ) = ( a l b e t _ 1 + s q r t ( abs ( a l b e t _ 1 ^2−( a lphsq_1−r e s _ s q _ 1 ) * b e t s q _ 1 ) )
) / b e t s q _ 1 ;
d i s p ( [ ’ er ror_CH4_up = ’ , num2s t r ( er ror_CH4 ( i ) ) , ’ , e r ror_CH4_low = ’ ,
num2s t r ( er ror_CH4_low ( i ) ) ] ) ;
d i s p ( ’ ’ ) ;
end
% c o e f f = [ a2 , b2 , c2 ] ;
% T_peak = a2 *( PL / 2 ) ^2+ b2 *( PL / 2 ) +c2 ;
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% P l o t f i n a l t e m p e r a t u r e r e s u l t vs d i s t a n c e
f i g u r e
[AX, H1 , H2 ] = p l o t y y ( z , T_peak , z , r sq , ’ p l o t ’ ) ;
ho ld on ;
e r r o r b a r ( z , T_peak , abs ( e r r o r _ T ) , ’ l i n e s t y l e ’ , ’ none ’ ) ;
s e t ( g e t (AX( 1 ) , ’ Ylabe l ’ ) , ’ S t r i n g ’ , ’ Tempera tu r e (K) ’ )
s e t ( g e t (AX( 2 ) , ’ Ylabe l ’ ) , ’ S t r i n g ’ , ’R−Squared Value o f F i t ’ )
y l im (AX( 2 ) , [ 0 . 9 5 1 ] )
x l a b e l ( ’ D i s t a n c e Downstream (mm) ’ )
s e t ( H1 , ’ Marker ’ , ’ o ’ )
s e t ( H2 , ’ Marker ’ , ’ + ’ )
s e t ( H1 , ’ L i n e s t y l e ’ , ’ none ’ )
s e t ( H2 , ’ L i n e s t y l e ’ , ’ none ’ )
f i g u r e ( 2 )
[AX, H1 , H2 ] = p l o t y y ( z , CH4_peak , z , r sq , ’ p l o t ’ ) ;
ho ld on ;
e r r o r b a r ( z , CH4_peak , abs ( er ror_CH4 ) , ’ l i n e s t y l e ’ , ’ none ’ ) ;
s e t ( g e t (AX( 1 ) , ’ Ylabe l ’ ) , ’ S t r i n g ’ , ’CH4 mole f r a c t i o n s ’ )
s e t ( g e t (AX( 2 ) , ’ Ylabe l ’ ) , ’ S t r i n g ’ , ’R−Squared Value o f F i t ’ )
y l im (AX( 2 ) , [ 0 . 9 5 1 ] )
x l a b e l ( ’ D i s t a n c e Downstream (mm) ’ )
s e t ( H1 , ’ Marker ’ , ’ o ’ )
s e t ( H2 , ’ Marker ’ , ’ + ’ )
s e t ( H1 , ’ L i n e s t y l e ’ , ’ none ’ )
s e t ( H2 , ’ L i n e s t y l e ’ , ’ none ’ )
cd ( c u r r _ d i r ) ;
d a t a _ i n t e r e s t = [ z ’ , r sq ’ , T_peak ’ , e r r o r _ T ’ , CH4_peak ’ , error_CH4 ’ ] ;
d l m w r i t e ( ’ da t a− i n t e r e s t . da t a ’ , d a t a _ i n t e r e s t , ’ d e l i m i t e r ’ , ’ \ t ’ ) ;
a b s o r b a n c e _ e x p = [ nu_band , a b s _ c o r r ] ;
a b s o r b a n c e _ f i t t i n g = [ nu_band , abs_mode lFu l lRange ] ;
d l m w r i t e ( ’ s p e c t r a−exp . da t a ’ , abso rbance_exp , ’ d e l i m i t e r ’ , ’ \ t ’ ) ;
d l m w r i t e ( ’ s p e c t r a− f i t t i n g . da t a ’ , a b s o r b a n c e _ f i t t i n g , ’ d e l i m i t e r ’ , ’ \ t ’ ) ;
Script of the called function “em2c” in the main fitting routine is also listed. This function is to
call the EM2C FORTRAN program at each fitting iteration.
f u n c t i o n abs = em2c (X, nu_exp , PL , P , n )
% F u n c t i o n t o run band model EM2C f o r a g i v e n s e t o f i n p u t s
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% i n c l u d i n g m u l t i p l e p a t h s t o f i t t o a p a r a b o l i c t e m p e r a t u r e p r o f i l e
% PL i n cm , Tempera tu r e T i n K, P r e s s u r e P i n atm
% XCO2, XH2O, XCO, XCH4 i n molar f r a c t i o n
% Save working d i r e c t o r y and change t o band model d i r e c t o r y
c u r r _ d i r = pwd ;
cd ( ’ . / EM2C−SNB’ ) ;
% V a r i a b l e s
% a = X( 1 ) ;
% c = X( 2 ) ;
% b = −a *PL ;
% XH2O = X( 3 ) ;
% XCO2 = X( 4 ) ;
% XCO = X( 5 ) ;
% XCH4 = X( 6 ) ;
c = X( 1 ) ;
XH2O = X( 2 ) ;
XCO2 = X( 3 ) ;
XCO = X( 4 ) ;
XCH4 = X( 5 ) ;
% We assume no s o o t i n t h i s problem
XSoot = 0 ;
% C r e a t e t h e i n p u t f i l e
% Th i s f u n c t i o n l o o k s a t a s i n g l e p a t h and n o t m u l t i p l e d i f f e r e n t p a t h s
f i d = fopen ( ’SNBINPUT ’ , ’w’ ) ;
% F i r s t L ine : Number o f p a t h s
f p r i n t f ( f i d , ’%2 d \ n ’ , n ) ;
% p a t h s
PL_n = PL / n ;
f o r i = 1 : n
y = ( i −0.5) *PL_n ;
% T = a *y^2+b*y+c ;
T = c ;
f p r i n t f ( f i d , ’%8.6 f %20.15 f %3.2 f %4.3 f %20.18 f %4.3 f %20.18 f %4.3 f \ n ’ , PL_n
, T , P , XH2O, XCO2, XCO, XCH4, XSoot ) ;
end
s t a t u s = f c l o s e ( f i d ) ;
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% C a l l EM2C
! ( wine SNBNEW. exe )
% Load t h e r e s u l t i n g f i l e i n t o a m a t r i x and g e t nu and t a u
l o a d ( ’SNBTRANS’ )
% change d i r e c t o r y back t o o r i g i n a l
cd ( c u r r _ d i r )
nu_snb = SNBTRANS ( : , 1 ) ;
t a u _ s n b = SNBTRANS ( : , 2 ) ;
% Use s p l i n e f i t t o and match t h e s p a c i n g o f t h e d a t a p o i n t s o f t h e e x p e r i m e n t a l
d a t a
t a u = s p l i n e ( nu_snb , t au_snb , nu_exp ) ;
abs = log10 ( 1 . / t a u ) ;
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B.2 Design considerations of the TPV system
B.2.1 TPV array configuration
The determined arrangement of the TPV cell array (as described in Chapter 6) mainly refers to DePoy
et al.’s work [200].
In a TPV array consisting of a number of cells which are connected in series or in parallel, the
maximum power output of the system is always less than the sum of the maximum available power
from each individual cell, if the cells are not under perfectly uniform conditions. This system perfor-
mance degradation is termed “network losses”.
Figure B.4 illustrates the current-voltage (I-V) curves for two TPV cells in series or parallel con-
nection. According to Kirchoff’s Law, the cells are forced to operate at a same current (for series
connection) or a same voltage (for parallel connection), which is away from each individual cell’s
maximum power point. This current- or voltage-mismatch is the reason for the network losses.
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Figure B.4: Network losses for TPV cells in series connection (a) and parallel connection (b).
As reported by DePoy et al. [200], TPV cells in two connection ways (series or parallel) can
lead to a large difference in the network losses, for a non-uniform illumination condition. Figure B.5
shows their simulated TPV array. The whole system has two TPV arrays and each array consists of 27
parallel-connected strings. For each string, 13 TPV cells are connected in series. A radiator, with the
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temperature gradient of ∆T = 100 K is placed in two different directions: parallel or perpendicular
to the TPV strings. The I-V characteristic curves for 3 cells within a string (facing the hottest end
of the radiator, in the middle, and facing the coldest end of the radiator respectively) are examined.
Results show that for the radiator temperature gradient parallel to the TPV strings, the difference in
current mismatch is about as factor of two at the two ends of each string (Figure B.5 (a)), thereby
resulting in a large performance degradation. On the other hand, for the radiator temperature gradient
perpendicular to the TPV strings, the difference in voltage mismatch is limited for the three individual
strings (Figure B.5 (b)), which leads to a much smaller network loss.
13 series-connected cells per string
27 strings in parallel
(a) (b)
Figure B.5: DePoy et al.’s modelling results [200], showing I-V curves for 3 cells within a string, in the pres-
ence of a radiator temperature gradient of ∆T = 100 K, for the gradient direction parallel (a) or perpendicular
(b) to the TPV strings.
Therefore, series connection of the TPV cells parallel to the radiator temperature gradient should
be avoided. This conclusion is used to guide the design work for the TPV array configuration. In
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this work, since a large temperature gradient occurs in the streamwise (vertical) direction along the
combustor surface due to the presence of the flame, 5 cells are vertically connected in parallel to
form a block first. Then such 5 blocks are wired in series to each other in the horizontal direction to
compose a complete TPV circuit.
B.2.2 Heat dissipation analysis
The view factor between two aligned parallel plates (show in Figure B.6) is computed according to
the equations given in [161]:
F12 =
1
piw2
(ln
x4
1 + 2w2
+ 4wy) , (B.1)
where w = W/H , x =
√
1 + w2 and y = x arctan(w/x)− arctanw.
Figure B.6: Schematic drawing for view factor calculation.
For W = 80 mm and L = 15 mm, the view factor F12 ≈ 0.7. In the worst situation of heat
dissipation, for a blackbody radiation at 1200 K (for a real case, the averaged combustor surface
temperature is lower than this value as shown in Chapter 6, the emissivity is also < 1.0), the emissive
power from the combustor surface and shining on the PV panel can be calculated according to Stefan-
Boltzmann Law:
E = F12 · A · σT 4 , (B.2)
where the surface areaA = 80 mm× 80 mm = 0.0064 m2, Stefan-Boltzmann constant σ = 5.670×10−8
W/m2·K4. Then the computed E = 531.07 W.
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Figure B.7 shows the schematic drawing for system heat resistance calculation. The heat re-
sistances for the copper plate and thermal pad are RCu = ∆xCu/kCu/A = 0.002 K/W and Rpad =
∆xpad/kpad/A = 0.024 K/W respectively (∆x and k are the thickness and thermal conductivity).
With the assistance from a cooling fan (airflow rate of 115.5 m3/h), the heat resistance of the alu-
minum pin-fin heat sink is Rheat sink = ∼ 0.1 K/W, according to its specification. Therefore, the
temperature difference between the PV panel and the environment is:
∆T = Tpanel − Tamb = (RCu +Rpad +Rheat sink) · E = 67 (◦C) . (B.3)
For the ambient temperature Tamb = 20 ◦C, the temperature on the PV panel is estimated to be 87 ◦C
in this worst situation, which is still below the PV cell operation limit of ∼200 ◦C.
Figure B.7: Heat resistance of the TPV system.
