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Abstract
We consider the problem of approximating a smooth function from finitely-many pointwise
samples using ℓ1 minimization techniques. In the first part of this paper, we introduce an
infinite-dimensional approach to this problem. Three advantages of this approach are as follows.
First, it provides interpolatory approximations in the absence of noise. Second, it does not
require a priori bounds on the expansion tail in order to be implemented. In particular, the
truncation strategy we introduce as part of this framework is independent of the function being
approximated, provided the function has sufficient regularity. Third, it allows one to explain
the key role weights play in the minimization; namely, that of regularizing the problem and
removing aliasing phenomena. In the second part of this paper we present a worst-case error
analysis for this approach. We provide a general recipe for analyzing this technique for arbitrary
deterministic sets of points. Finally, we use this tool to show that weighted ℓ1 minimization
with Jacobi polynomials leads to an optimal method for approximating smooth, one-dimensional
functions from scattered data.
1 Introduction
Many problems in science and engineering require the approximation of a smooth function from
a finite set of pointwise samples. Although a classical problem in approximation theory, in the
last several years there has been an increasing focus on the use of convex optimization techniques
for this task [18, 20, 22, 25, 28, 29, 30, 34, 35]. This is driven in part by applications such as
uncertainty quantification, wherein the dimension is typically high and the amount of data severely
limited. As dimension increases, smooth multivariate functions are increasingly well-represented
by their best k-term approximation in certain orthogonal expansions (e.g. multivariate Legendre
polynomials). Hence the expectation is that these techniques will yield improvements over more
standard approaches – such as discrete least squares and interpolation – at least when the dimension
is sufficiently high and the data points arise from appropriate sampling distributions. A number of
recent studies, such as those listed above, have shown this to be the case.
1.1 Current approaches
Let f be a function in L2(D), where D ⊆ Rd, {φi}i∈N be an orthonormal basis and write f =∑
i∈N xiφi, where x = {xi}i∈N ∈ ℓ2(N) is the infinite vector of coefficients of f . If {tn}Nn=1 is a finite
set of points, the problem is to approximate x, and therefore f , from the data {f(tn)}Nn=1.
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Since x is an infinite vector, in order to compute an approximation to f it is necessary to
truncate in some way. In the usual formulation (see [18, 20, 22, 25, 28, 29, 30, 34, 35]), one
introduces a fixed M ≥ N and seeks to approximate the first M coefficients x1, . . . , xM of x. If
A = {φi(tn)}N,Mn=1,i=1 ∈ CN×M then the standard (weighted) ℓ1 minimization problem is as follows:
min
z∈CM
‖z‖1,w subject to ‖Az − y‖ ≤ δ, y = {f(tn)}Nn=1. (1.1)
Here ‖z‖1,w =
∑M
i=1wi|zi| is the ℓ1w-norm on CM with weights wi > 0. The parameter δ handles
the truncation, and is normally chosen so that {xi}Mi=1 is feasible for (1.1). That is,
max
n=1,...,N
∣∣∣∣∣f(tn)−
M∑
i=1
xiφi(tn)
∣∣∣∣∣ ≤ δ. (1.2)
In other words, the error introduced by truncating the infinite expansion to a vector of length M
is viewed as noise in the data.
Unfortunately, this formulation raises a number of issues, which we describe next. Overcoming
these issues is the goal of this paper.
(i) In order to choose δ, one must have an a priori estimate for the truncation error |f(t) −∑M
i=1 xiφi(t)|. Note that the approximation error resulting from (1.1) is sensitive to the choice
of δ [35]. In practice, cross-validation techniques have been proposed to empirically determine
the truncation error [18, 20, 35]. Yet such techniques are time-consuming, largely lack theoretical
support and may not always result in an accurate estimation.
(ii) The approximation f˜ of f obtained from (1.2) does not interpolate the data. In the absence of
noise, interpolatory solutions are often desirable in applications since they ensure that the approx-
imation exactly fits the underlying function f at the points at which f is known.
(iii) The approximation f˜ can be dependent on the choice of weights, and is prone to aliasing (also
known as overfitting) if the weights are chosen inappropriately [30].
(iv) Besides some specific cases where such techniques are known to perform extremely well – such as
when the coefficients {xi}Mi=1 are sparse and the data points {tn}Nn=1 are chosen randomly according
to the orthogonality measure of the basis {φi}i∈N [1, 20, 28, 29, 30] – very little is known about
the approximation error |f(t) − f˜(t)|. In particular, for general f (not necessarily having sparse
coefficients) and arbitrary deterministic scattered points {tn}Nn=1 the quality of the approximation
f˜ to f is largely unknown.
Issue (iv) has ramifications for a variety of applications where the primary limitation is the avail-
ability of data – that is, where it is time-consuming or expensive to acquire more samples – as
opposed to data-rich scenarios where processing speed is the key concern (in which case classical
techniques such as least-squares fitting are likely superior). If weighted ℓ1 minimization techniques
are to find wide use in practice, then it is beneficial to have error bounds for both ideal (i.e. random
sample points) and non-ideal conditions (i.e. fixed, deterministic sample points).
1.2 Our contributions
The purpose of this paper is to address these issues. In §3 we first propose an infinite-dimensional
weighted ℓ1 minimization problem which removes the need for a priori knowledge of magnitude of
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the expansion tail. In the absence of noise, its solutions are exactly interpolatory, unlike solutions
of (1.1). As one might expect, however, such an infinite-dimensional minimization problem cannot
be solved numerically. Hence we next introduce a truncation strategy based on a user-controlled
parameter K ∈ N. This leads to finite-dimensional minimization problem over CK , reminiscent
of (1.1) but with a number of key differences. First, unlike (1.1), it requires no knowledge of
the expansion tail, and second, it retains the interpolatory property of the infinite-dimensional
problem. In §6 we show how to select the parameter K in a manner independent of f , whenever f
has sufficient regularity, and dependent only on the basis {φi}i∈N and data points {tn}Nn=1.
Formulating the minimization problem in an infinite-dimensional setting also allows us to ad-
dress issue (iii). In §4 we first show that unweighted ℓ1 minimization is largely unsuitable for the
function interpolation from scattered, deterministic data, since it leads to an aliasing phenomenon.
Specifically, without weights it is possible for the optimization problem to have infinitely-many
solutions which interpolate f at the data points, but which do not approximate f to any accuracy
away from these points. Fortunately, this problem can be completely resolved by the introduction
of slowly-growing weights. In effect, these weights regularize the optimization problem and ensure
that such bad solutions of the unweighted problem, while still feasible, are no longer minimizers
of the weighted problem. Through subsequent analysis we quantify how fast the weights need to
grow to resolve this phenomenon, and demonstrate this result with numerical examples.
Issues (i)–(iii) are the focus of the first half of this paper (§2–6). In the second half, we consider
(iv). More precisely, we pose and answer the following two questions:
(a) How well can one approximate a function f using weighted ℓ1 minimization from its samples
taken on an arbitrary deterministic grid of N points?
(b) How does this approximation perform in comparison to other techniques, such as least squares?
Note that we do not assume any sparsity of the coefficients x = {xi}i∈N of f , although we do
assume some mild decay of xi as i→∞ (otherwise the weighted ℓ1 problem does not make sense).
We also do not assume any structure to the data: the points {tn}Nn=1 are deterministic and can be
arbitrarily distributed in the domain. As is standard in scattered data approximation, we classify
the error in terms of its density (or fill distance) [32].
Our motivation for examining (a) and (b) is the following. Least-squares fitting is a classical and
widely-used technique, but is well known to be intensive in the number of samples required to achieve
stability and accuracy (see [14, 23, 24] and references therein). Conversely, under certain conditions
(sparsity and random sampling) ℓ1 techniques are known to give very good approximations from
relatively few samples. However, in certain practical scenarios – such as when using legacy data –
one may not have the luxury to choose the data points in a way to deliver the best accuracy of the
approximation. Moreover, while functions in high dimensions tend to have sparse coefficients in
polynomial bases [15, 16, 18], in low (in particular, one) dimensions polynomial coefficients usually
exhibit rapid decay, but typically little sparsity. Since ℓ1-based techniques are computationally more
intensive than classical methods such as least-squares fitting, this raises the following question: is it
still worth using ℓ1 techniques even when the data points are scattered and sparsity is not assured?
In §5 we present a general mathematical framework for answering these questions. We introduce
a linear approximation error analysis for the infinite-dimensional weighted ℓ1-minimization, which
allows it to be compared directly to existing techniques. In particular, we reduce (b) to a question
about the behaviour of three particular quantities that depend on the data points {tn}Nn=1, the
expansion basis {φi}i∈N and the weights {wi}i∈N. Analyzing these quantities for each specific
problem setup provides an answer to (b).
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To illustrate the various aspects of this framework, in the final part of this paper (§7 and §8)
we consider several examples, including one-dimensional Jacobi polynomial approximations from
scattered data points. In this case, we prove the following:
Theorem 1.1. For α, β > −1 let {φi}i∈N be the orthonormal Jacobi polynomial basis (2.6) on
[−1, 1] and let T = {tn}Nn=1 be a set of N scattered points in [−1, 1]. Let h be the density of the
points, defined by (2.2), and suppose that the truncation parameter
K & h
1
2r ξ−1−
1
r , (1.3)
for some r ∈ N, where ξ is the minimal separation between the points T . Fix weights w = {wi}i∈N
with wi = ‖φi‖L∞iγ for some γ > max{1/2 − q, 0}, where q is as in (2.7), and let f =
∑
i∈N xiφi
with x ∈ ℓ1w˜(N) for w˜i =
√
i(wi)
2. Then given measurements y = {f(tn)}Nn=1 one can compute, via
weighted ℓ1 minimization with weights w, an approximation xˆ to the coefficients x satisfying
‖x− xˆ‖ . ‖x− PMx‖1,w + ‖x− PKx‖1,w˜, (1.4)
where PKx = {x1, . . . , xK , 0, 0, . . .} and PMx = {x1, . . . , xM , 0, 0, . . .}, provided
h−1 & M2 logM. (1.5)
Moreover, the approximation f˜ =
∑K
i=1 xˆiφi exactly interpolates the data: f˜(tn) = f(tn), ∀n.
This theorem demonstrates the key aspects of this paper. (i): the truncation parameter K
is determined independently of f , and its contribution to the overall error is clarified by (1.4).
In particular, if the data is roughly equally-spaced, then h, ξ = O (1/N) and it suffices to take
K = O(N1+ 12r ) for any r > 0. (ii): the approximation f˜ exactly interpolates f in the absence of
noise. Note that noise can also be dealt with within our framework; we exclude it here for ease of
presentation. (iii): one gets an explicit criterion for how to choose the weights. (iv): the estimate
(1.4) for the approximation error depends only on the density h of the deterministic points T which
can be arbitrarily distributed in the domain.
As we discuss in §7, the estimates (1.4) and (1.5) demonstrate not just good performance of
this approach for scattered data, but in fact near-optimal performance. As we explain, no stable
method which is convergent as h→ 0 can exhibit an error bound depending on x−PMx measured
in some norm with M growing faster than h−1/2 as h → ∞. Our numerical results support this
conclusion, and in fact show that weighted ℓ1 minimization performs rather better in practice and
similarly to an oracle least-squares fit.
1.3 Relation to previous work
A theory for reconstruction of sparse polynomials from random pointwise samples was developed
in a series of papers by Rauhut & Ward [29, 30]. Extension and application of this work in
uncertainty quantification has been considered in [1, 13, 18, 20, 22, 25, 34, 35]. The use of weighted
ℓ1 minimization was introduced in [25, 30, 35]. We also use weighted minimization in this paper
for approximation from determinstic samples, yet for rather different purposes. Namely, weights
are chosen to regularize the minimization problem and remove the aliasing phenomenon. Typically,
this requires only very slow growth of the weights, which we quantify in the paper. Unlike other
works, we do not select weights based on a priori information about decay of the polynomial
coefficients. In fact, in §4 we will show that choosing weights in this way leads to inconsistent and
often negligible improvements when the samples are scattered and deterministic.
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The infinite-dimensional framework we introduce in this paper is inspired in part by the frame-
work of infinite-dimensional compressed sensing in Hilbert spaces, due to A. C. Hansen and the
present author [2, 3, 4] (see also [5] for an overview). A key difference is the need for weighted
minimization in the present setup, due to the lack of continuity of the sampling operator. We note
also that our worst case analysis and comparison to least-squares fitting is similar to that presented
in [27] for generalized sampling in the Hilbert space setting.
The examples we use in this paper consist of algebraic and trigonometric polynomials respec-
tively. Polynomial approximations (so-called polynomial chaos expansions) are popular in areas
such as uncertainty quantification [21, 33]. However, we stress that the framework and analysis of
§2–5 of this paper is completely general, and can be applied to other bases. We mention several
other examples in §9. Our examples are also one-dimensional. We do this so as to better elucidate
the key ideas, without the notational complexities of the multivariate setting.
On this topic, we wish to clarify that the aim of this paper is not to propose weighted ℓ1
minimization as a panacea for function approximation. In the one-dimensional setting especially
there is a wealth of other techniques which are likely superior (see [6, 7, 9, 26] and references therein).
The advantages of weighted ℓ1 minimization come to the fore as the dimension increases, as has been
verified empirically in a number of works such as those mentioned previously. Instead, the purpose
of this paper is to first propose a framework for weighted ℓ1 minimization that overcomes some
existing issues, and second provide a more comprehensive analysis of its approximation capabilities
for fixed samples. We use the one-dimensional case to this end primarily for illustrative purposes.
2 Preliminaries
Let D ⊆ Rd be a domain and ν(t) an integrable nonnegative weight function satisfying ∫D ν(t) dt =
1. Let L2ν(D) be the space of complex-valued weighted square-integrable functions on D with norm
‖·‖L2ν and inner product 〈·, ·〉L2ν , and suppose that {φi}i∈N ⊆ L2ν(D) ∩ L∞(D) is a set of functions
that are orthonormal with respect to ν. Note that
1 = ‖φi‖2L2ν ≤ ‖φi‖
2
L∞ , ∀i ∈ N, (2.1)
where ‖·‖L∞ is the uniform norm on D.
2.1 Scattered data
For N ∈ N, let T = {tn}Nn=1 ⊆ D be a set of N scattered data points. Our aim is to approximate a
function f : D → C from the values {f(tn)}Nn=1. To ensure an accurate approximation, we require
a notion of closeness of the points T . We quantify this by defining the density
h = sup
t∈D
min
n=1,...,N
|t− tn|, (2.2)
(also known as the fill distance [32]) where |·| is the Euclidean distance. In our analysis later, we
will present convergence rates of the various approximations in terms of h→ 0.
Associated to the points T will also be a set of values τn ≥ 0, n = 1, . . . , N , which we refer to as
quadrature weights. This is not to be confused with the optimization weights wi introduced later.
For simplicity, we define these as follows
τn =
∫
Vn
ν(t) dt, n = 1, . . . , N, Vn = {t ∈ D : |t− tn| ≤ |t− tm|, ∀m 6= n} , (2.3)
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where Vn are the Voronoi cells of the points T in D. Given such quadrature weights, we define the
following sesquilinear form on L2ν(D) ∩ L∞(D):
〈f, g〉h =
N∑
n=1
τnf(tn)g(tn),
and write ‖·‖h =
√〈·, ·〉h for the corresponding seminorm. Note that the quadrature weights τn
are not strictly necessary at this stage, but will play a pivotal role later in the paper.
2.2 Weighted spaces
For the remainder of this paper, w = {wi}i∈N will be a set of positive weights satisfying
wi ≥ ‖φi‖∞ ≥ 1, ∀i ∈ N, (2.4)
where the latter inequality is due to (2.1). Define the weighted ℓp spaces by
ℓpw(N) =

x = {xi}i∈N : ‖x‖p,w :=
(∑
i∈N
(wi)
p|xi|p
)1/p
<∞

 , p > 0.
Note that ‖x‖p,w = ‖Wx‖p, where
W = diag(w1, w2, . . .), (2.5)
is the infinite diagonal matrix of weights. For the remainder of this paper, we will assume that the
function we wish recover f =
∑
i∈N xiφi ∈ L2ν(D) has coefficients x = {xi}i∈N ∈ ℓ1w(N).
2.3 Other notation
For ∆ ⊆ N we let P∆ : ℓ2(N)→ ℓ2(N) be the projection defined by
(P∆x)j = xj , j ∈ ∆, (P∆x)j = 0, j /∈ ∆.
If ∆ = {1, . . . ,K} for some K ∈ N, then we merely write PK . We also let {ej}j∈N denote the
canonical basis of ℓ2(N), so that
P∆(·) =
∑
j∈∆
〈·, ej〉ej .
We will allow the slight abuse of notation throughout the paper in thinking of P∆x as both an
element of ℓ2(N) and C|∆|. The intended meaning will be clear from the context.
If x ∈ C, we let sign(x) = x/|x| be its complex sign with the convention that sign(0) = 0. For
x ∈ ℓ∞(N) we let sign(x) = {sign(xi)}i∈N ∈ ℓ∞(N) be the corresponding sequence of complex signs
of the entries of x. Finally, we use the notation a . b to mean that there exists a constant C
independent of all relevant parameters such that a ≤ Cb.
2.4 Examples
As mentioned in §1.3, the examples we consider in this paper consist of one-dimensional functions
on bounded intervals, which we take to be D = (−1, 1) without loss of generality. In §9 we briefly
discuss extensions to higher dimensions, unbounded intervals and other approximation systems.
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Example 2.1 If f is smooth, then it is natural to approximate it using a basis of orthogonal
polynomials. Let
ν(t) = ν(α,β)(t) = c(α,β)(1− t)α(1 + t)β , α, β > −1,
be the Jacobi weight function, where c(α,β) =
(∫ 1
−1(1− t)α(1 + t)β dt
)−1
is a normalizing constant,
P
(α,β)
j be the j
th orthogonal polynomial with respect to this weight function, and
φj =
(
κ
(α,β)
j−1
)−1/2
Pα,βj−1, (2.6)
be the corresponding orthonormal polynomial, where κ
(α,β)
j is as in (A.1). One can show that
‖φj‖L∞ = O
(
jq+1/2
)
, j →∞, where q = max{α, β,−1/2}. (2.7)
See Appendix A (several other properties of Jacobi polynomials that will be needed later are also
listed therein). Since the weights {wi}i∈N introduced in §2.2 are required to satisfy (2.4), this means
that for this example they must grow at least as fast as jq+1/2 as j →∞.
Example 2.2 Functions that are smooth and periodic can be efficiently approximated using trigono-
metric polynomials. In this case, we have ν(t) = 1/2 and define {φi}i∈N to be the Fourier basis
φj(t) = e
ijπt, j ∈ Z. (2.8)
For convenience we index over Z rather than N in this example. Note that ‖φj‖∞ = 1 and therefore
the weights wj in this example are required to satisfy wj ≥ 1, ∀j ∈ Z.
3 Minimization problems
Define the operator U : ℓ1w(N)→ CN by Ux = {
√
τng(tn)}Nn=1 where g =
∑
i∈N xiφi. Note that this
operator is bounded. We shall also view U ∈ CN×∞ as the infinite matrix with entries
Un,i =
√
τnφi(tn), n = 1, . . . , N, i ∈ N.
From now on, we make no distinction between the operator U and the infinite matrix.
3.1 Infinite-dimensional weighted ℓ1 minimization
Let f =
∑
i∈N xiφi be a function we wish to recover, where x = {xi}i∈N ∈ ℓ1w(N). Suppose first
that we are given noiseless measurements of f , that is, f(tn), n = 1, . . . , N , and let
y = {√τnf(tn)}Nn=1 ∈ CN ,
be the vector of measurements normalized by the quadrature weights. To recover the infinite vector
x of coefficients, and therefore f , we shall use weighted ℓ1 minimization. In order to avoid issues of
truncation (recall §1.1), we first formulate the following infinite-dimensional optimization problem:
inf
z∈ℓ1w(N)
‖z‖1,w subject to Uz = y. (3.1)
If xˆ ∈ ℓ1w(N) is a minimizer of (3.1), then the corresponding approximation f˜ to f is given by
f˜ =
∑
i∈N
xˆiφi. (3.2)
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In general, the measurements may be noisy. Suppose we are given
f(tn) + en, n = 1, . . . , N,
where |en| ≤ η, n = 1, . . . , N , for some known η ≥ 0. Write
y = {√τn (f(tn) + en)}Nn=1 ∈ CN . (3.3)
In this case, we solve the inequality-constrained optimization problem
inf
z∈ℓ1w(N)
‖z‖1,w subject to ‖Uz − y‖ ≤ η. (3.4)
Note that (3.1) is just a special case of (3.4) corresponding to η = 0, and that both (3.1) and (3.4)
always have a solution, since the feasible set nonempty (specifically, x is always feasible). Note also
that solutions of (3.1) are interpolatory in the sense that f˜(tn) = f(tn), n = 1, . . . , N , whenever f˜ is
given by (3.2) with xˆ being a minimizer of (3.1). Conversely, solutions of (3.4) yield approximations
f˜ that are interpolatory up to the noise magnitude η.
Throughout, we shall assume that the noise bound η is known. If η is unknown, one may
still solve the equality-constrained problem (3.1) in practice (or the inequality-constrained problem
(3.4) with some estimate of the noise). However, there are no known recovery guarantees for this
problem. See [19, Chpt. 11] for some work in this direction in the context of finite-dimensional
compressed sensing with random Gaussian matrices.
3.2 Truncation
Unfortunately, neither problem (3.1) or (3.4) is numerically solvable, since they require optimizing
over an infinite-dimensional space. Let K ∈ N be a truncation parameter. To form a computable
problem, we replace the space ℓ1w(N) with C
K and truncate the N ×∞ matrix U to the N × K
matrix UPK spanned by its first K columns. Hence, we now consider the problem
min
z∈CK
‖z‖1,w subject to UPKz = y, (3.5)
in the noiseless case, as well as its noisy analogue
min
z∈CK
‖z‖1,w subject to ‖UPKz − y‖ ≤ η. (3.6)
Both of these problems are finite dimensional, and can be solved using standard algorithms. If
xˆ ∈ CK is a minimizer of either, then the approximation to f is given by
f˜ =
K∑
i=1
xˆiφi. (3.7)
Note that neither (3.5) nor (3.6) modify the constraints of the infinite-dimensional problems (3.1)
and (3.4). In particular, (3.5) remains interpolatory and (3.4) is interpolatory up to the noise.
With this in hand, the general idea is to choose K in such a way to ensure closeness of the
solutions of the finite-dimensional problems (3.5) and (3.6) to those of the infinite-dimensional
problems (3.1) and (3.4). In §6 we shall show that it is possible to choose K in a function-
independent manner, thus overcoming issue (i) of §1.1.
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Remark 3.1 It is important that K be chosen suitably large. To see why, consider Example 2.1.
If K = N then (3.5) has a unique solution and f˜ is just the polynomial interpolant of f of degree
N − 1. However, for equispaced (or more generally, scattered) data this is well known to be a
poor approximation to f , since it suffers from Runge’s phenomenon. The approximations f˜ will
generally diverge and the matrix UPN will have an exponentially-large condition number. On the
other hand, if one replaces UPN by UPK with K > N , then provided K is sufficiently large the
singular values of UPK are provably bounded away from zero (see §6).
3.3 Comparison to least-squares fitting
Classical least-squares fitting corresponds to the approximation f˜ =
∑M
i=1 xˇiφi, where xˇ is the
solution of the problem
min
z∈CM
‖UPMz − y‖. (3.8)
An important difference between least-squares fitting and weighted ℓ1 minimization is the choice of
the truncation parameters. In the former, the parameter M affects both the approximation error
‖f − f˜‖ and the robustness of the approximation. In practice, M must be chosen suitably small in
relation to 1/h to ensure a stability and robustness, while also being sufficiently large to give a good
approximation. The issue of how to best choose M , which we discuss further in §5.4 for the specific
case of polynomials, is nontrivial. While there are many known theoretical estimates for how M
should scale for different function systems and datasets (see, for example, [7, 8, 14, 17, 23, 24]
and references therein), optimal selection of M is difficult in practice. In particular, standard
theoretical guarantees usually only determine the asymptotic order of M with 1/h. Constants, if
known, tend to be overly pessimistic. This problem becomes more acute in multiple dimensions,
since the ordering of the basis functions plays an increasingly important role.
Conversely, the truncation parameter K in the weighted ℓ1 minimization formulations (3.5) and
(3.6) plays a completely different role: namely, it allows one to approximately compute solutions of
the infinite-dimensional problems (3.1) and (3.4). Once K is large enough so that the truncation
error when passing to the finite-dimensional problems (3.5) and (3.6) is negligible, changing K
has little effect on the accuracy of the solution f˜ . Note also that (3.5) leads to interpolatory
approximations, which is not the case for the least-squares fit (3.8).
4 The need for weights
Before analyzing (3.1) and (3.6) in detail, we first examine the role weights play in the minimization.
In particular, we shall show that it is in general necessary for the ratios
wi/‖φi‖∞ →∞, i→∞, (4.1)
in order for the weighted minimization problems to give convergent approximations to f in the
case of fixed, deterministic data. If this is not the case, then the minimization problem can have
multiple solutions which aliase the data, leading in general to poor approximations.
In §5 we shall prove that (4.1) is sufficient to guarantee a good approximation. To demonstrate
its general necessity, we consider Example 2.2. Recall that ‖φj‖∞ = 1 in this case.
Proposition 4.1. Let D, ν and {φj}j∈Z be as in (2.8). Let T = {tn}Nn=1 be a set of N data points
such that tnP ∈ Z for some P ∈ N and all n = 1, . . . , N . Suppose that xˆ ∈ ℓ1(Z) is a solution of
inf
z∈ℓ1(Z)
‖z‖1 subject to Uz = y, (4.2)
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Figure 1: Aliasing in ℓ1 minimization. The black line is the function f(t) = φ0 = 1, the red dots are the
data points with N = 11 (left) and N = 21 (right) and the blue curve is the aliased solution φ10 (left) and
φ20 (right). Although these solutions interpolate f , they do not approximate f in between the data points.
where U = {φj(tn)}N,∞n=1,j=−∞ and y ∈ CN . Then every shift of the entries of xˆ by a multiple of 2P
is also a solution of (4.2). That is, for every k ∈ Z, the element z ∈ ℓ1(Z) given by
zi = xˆi−2kP , i ∈ Z, (4.3)
is a solution of (4.2).
Proof. Shifting the entries of x does not affect its ℓ1 norm, therefore ‖z‖1 = ‖x‖1. Moreover,
(Uz)n =
∑
j∈Z
zje
ijπtn =
∑
j∈Z
xje
i(j+2kP )πtn =
∑
j∈Z
xje
ijπtn = (Ux)n = yn, n = 1, . . . , N.
Hence z is feasible for (4.2), and therefore a minimizer.
The absence of quadrature weights τn does not change the conclusion here, since we consider
the equality-constrained minimization. We could also consider the inequality-constrained problem
with much the same result, but we present the equality-constrained problem to show that the
phenomenon is not due in any way to the increased size of the feasible set when η > 0.
Taken on its own, the fact that (4.2) has multiple solutions may not be alarming. After all,
convex optimization problems often do. However, in this case the effect is catastrophic. Consider
the problem where f = φ0 = 1 so that its coefficients are x = e0. Since yn = f(tn) = 1 in this case,
if z ∈ ℓ1(Z) is feasible for (4.2) then
1 = |(Uz)n| =
∣∣∣∣∣∣
∑
j∈Z
zje
ijπtn
∣∣∣∣∣∣ ≤ ‖z‖1.
Hence x itself is a solution of (4.2), and by Proposition 4.1 so is every shift z = e2kP of x by a
multiple of 2P . However, for all these solutions one has ‖x− z‖ = 2. Thus, although there is one
solution of (4.2) which recovers x (and therefore f) exactly there are also infinitely many solutions
of (4.2) that give meaningless approximations to x.
This effect is due to aliasing the data by higher-frequency Fourier modes. The shifted solutions
of Proposition 4.1 correspond to the functions φkP , k ∈ Z, which interpolate f at the data points
but oscillate with frequency proportional to kP in between the data points (see Fig. 1). Of course,
in the simplified scenario described here the aliasing problem could have been avoided by solving
a truncated problem with truncation K = P . However, as discussed, this will not work in the
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Figure 2: Recovery of the function f(t) = cos(πx) exp(sin(πx)) (shown in black) from N = 20 data points
(shown in red). The blue curve is the function f˜ obtained from (weighted) ℓ1 minimization using the Fourier
basis with weights wi = 1 (left), wi = 1 + |i|1/10 (middle) and wi = 1 + |i|1/2 (right). Top row: equality-
constrained minimization (3.1). Bottom row: inequality-constrained minimization (3.4) with η = 10−2.
general case when truncation with K ≫ N is required in order to control the tail and ensure (in
the noiseless case) an interpolatory solution.
Now suppose that weights wi are added, and (4.2) is replaced by
inf
z∈ℓ1w(Z)
‖z‖1,w subject to Uz = y. (4.4)
Assume the weights w satisfy w−i = wi, i ∈ N and 1 ≤ w0 < w1 < w2 < . . ., and consider the case
of f = φ0 once more. Then none of the aliased solutions of (4.2) are solutions of (4.4), since they
all have larger weighted ℓ1-norm: ‖e2kP ‖ = w2kP > w0 = ‖e0‖. Hence, adding growing weights
regularizes the problem (4.4) and removes the bad, aliased solutions of (4.2). This improvement is
illustrated numerically in Fig. 2. This figure also shows that this phenomenon is not limited to the
equality-constrained minimization problem.
Remark 4.2 The use of weighted minimization strategies has been occasionally motivated by the
desire to match the decay of the true coefficients x of the unknown function and thereby obtain
better approximations [25, 30]. However, this is not the primary role the weights in play in this
setting. To demonstrate this point, in Fig. 3 we plot the error for weighted ℓ1 minimization using
Chebyshev polynomials for a number of different test functions and weighting strategies. As can
be seen, increasing the weights does not lead to a consistent improvement across all functions, even
though all functions used (beside the final one) are infinitely smooth and thus have coefficients
which decay superalgebraically fast. While weights might help in some small way by promoting
smoothness, these results suggest that the effect on the approximation error is much less than the
role they play in regularizing the problem. Furthermore, higher weights may well cause problems
for numerical solvers, due to the increasing ill-conditioning of the N ×K system matrix UW−1PK .
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Figure 3: Weighted ℓ1 minimization with equispaced data and Chebyshev polynomials. The error ‖f− f˜‖L∞
against N is shown for the choice wi = i
γ , where γ = 0.0, 0.05, 0.1, 0.25, 0.5, 0.75, 1.0, 1.5, 2.0, 2.5 (thickest
to thinnest). The truncation parameter K = 4N was used. As with all numerical results in this paper, the
minimization problem (3.5) was solved using the CVX optimization package.
We note in passing that this situation is quite unlike the case of weighted ℓ2 minimization
(see, for example, [11, 12]), in which case the error for a smooth function decays only algebraically
fast at a rate dependent on the algebraic growth rate of the weights. Thus, for ℓ2 minimization,
rapidly-growing weights promote smoothness. Conversely, we will prove later that for weighted ℓ1
minimization the error decays superalgebraically fast for all smooth functions whenever the weights
meet a minimum growth condition (Theorem 7.1).
5 Approximation error of weighted ℓ1 minimization
The remainder of this paper is devoted to the analysis of the problems (3.5) and (3.6). In this sec-
tion, we present a linear approximation error analysis. Truncation and the choice of the parameter
K is addressed in §6, and in §7 and §8 we apply these results to the examples of §2.4.
5.1 A general recovery result
We first require the following result, which bounds the error of weighted ℓ1 minimization subject
to the existence of a particular dual vector u:
Lemma 5.1. Let ∆ ⊆ {1, . . . ,K}. Suppose that
(i) : ‖P∆U∗UP∆ − P∆‖ ≤ α, (ii) : max
i/∈∆
{‖Uei‖/wi} ≤ β,
and that there exists a vector u =W−1U∗u′ for some u′ ∈ CN , such that
(iii) : ‖W (P∆u− sign(P∆x))‖ ≤ γ, (iv) : ‖P⊥∆u‖∞ ≤ θ, (v) : ‖u′‖ ≤ L
√
s,
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where s =
∑
i∈∆(wi)
2, for constants 0 ≤ α, θ < 1 and β, γ, L ≥ 0 satisfying
√
1 + αβγ
(1− α)(1 − θ) < 1.
Let xˆ be a minimizer of (3.6). Then, if x¯ ∈ ℓ1w(N) is feasible for (3.6), i.e. ‖UPK x¯− y‖ ≤ η, the
error estimate
‖xˆ− x‖ ≤ 2 (C1 + C2L√s) η + C2 (2‖P⊥∆x‖1,w + ‖x− x¯‖1,w) , (5.1)
holds, where C1 =
(
1 + γ1−θ
)
C0, C2 =
β
1−θ
(
1 + γ1−θ
)
C0+
1
1−θ and C0 =
(
1−
√
1+αβγ
(1−α)(1−θ)
)−1 √
1+α
1−α .
Recall that the problem (3.5) can be viewed as a special case of (3.6) corresponding to the case
η = 0. Hence this result considers only (3.6). The proof of this lemma is given in §5.5.
In practice, we shall use following result, which is a straightforward consequence of Lemma 5.1:
Lemma 5.2. Let ∆ ⊆ {1, . . . ,K}. Suppose that there are constants 0 ≤ α, θ < 1 such that
(a) : ‖P∆U∗UP∆ − P∆‖ ≤ α, (b) : ‖P⊥∆W−1U∗UP∆A−1WP∆sign(x)‖∞ ≤ θ,
where A = P∆U
∗UP∆. If xˆ is a minimizer of (3.6) and s =
∑
i∈∆(wi)
2, then
‖xˆ− x‖ ≤ 2C3
(
1 +
C3 + 1
1− θ
√
s
)
η +
C3 + 1
1− θ
(
2‖P⊥∆x‖1,w + ‖x− x¯‖1,w
)
, (5.2)
where x¯ ∈ ℓ1w(N) is any feasible solution of (3.6) and C3 =
√
1+α
1−α .
Proof. We apply Lemma 5.1 with u = W−1U∗UP∆A−1WP∆sign(x). Note that (a) and (b) imply
(i) and (iv) respectively. Also, by construction, P∆u = P∆sign(x) and therefore (iii) holds with
γ = 0. Now consider (ii). By definition
‖Uei‖ = ‖φi‖h ≤ ‖φi‖∞
√√√√ N∑
n=1
τn ≤ wi,
where the last inequality is due to (2.4) and the fact that
∑N
n=1 τn = 1 when the weights τn are
given by (2.3). Hence (ii) holds with β = 1. Finally, observe that
‖u′‖ = ‖UP∆A−1WP∆sign(x)‖ ≤ ‖UP∆‖‖A−1‖‖WP∆sign(x)‖ ≤
√
1 + α
1− α
√
s,
where the final inequality follows from (a). Hence (v) holds with L =
√
1+α
1−α .
5.2 Linear approximation error preliminaries
Lemma 5.2 gives conditions under which x is approximated with error depending on the magnitude
of its coefficients xj outside some set ∆. This depends on the conditioning of the corresponding
submatrix (condition (a)) and the off-support magnitude of the vector u (condition (b)). Under a
sparsity condition on the coefficients x, and appropriate random choices of the points T , one may
use this result to prove estimates relating the number of measurements to the sparsity [1]. However,
as discussed in §1, in practice the data points may not arise from such distributions. In this section,
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we consider arbitrary deterministic scattered data points and present a linear error analysis. This
follows by setting ∆ = {1, . . . ,M} for some M ≤ K and using Lemma 5.2 to determine how large
M can be chosen in relation to the density h of the points. Doing this will allow us to make a
direct comparison with other techniques (see Remark 5.9).
Since such statements will be asymptotic in h → 0, we first require an additional assump-
tion. Let H be a subspace of L2ν(D) ∩ L∞(D) which is closed under multiplication and complex
conjugation and such that f ∈ H and {φi}i∈N ⊆ H. We now assume that the points T satisfy
N∑
n=1
τng(tn)→
∫
D
g(t)ν(t) dt, h→ 0, ∀g ∈ H. (5.3)
In particular, since H is closed under multiplication and complex conjugation, one has that
〈f, g〉h → 〈f, g〉L2ν , h→ 0, ∀f, g ∈ H.
Hence the discrete inner product is equivalent to 〈·, ·〉L2ν on finite-dimensional subspaces of H for
sufficiently small h. Note that this assumption is by no means stringent. For example, ifD = (−1, 1)
we may take H to be the space of functions for which |f(t)|2ν(t) is Riemann integrable.
Before stating our main result (Theorem 5.6), we first require some additional notation and
technical lemmas. For h > 0 and M,R ∈ N we define the quantities
E2(h,M) = ‖PM − PMU∗UPM‖, E∞(h,M) = ‖PM − PMU∗UPM‖∞, (5.4)
and
F (h,M,R) = ‖P⊥RW−1U∗UPM‖∞. (5.5)
We also set E(h,M) = max{E2(h,M), E∞(h,M)}.
Lemma 5.3. For fixed M , we have E(h,M) → 0 as h→ 0.
Proof. Since all norms on CM are equivalent, it suffices to show that (U∗U)i,j → δij for each
i, j = 1, . . . ,M as h → 0. However, by (5.3) and orthogonality of the φj , we have (U∗U)i,j =
〈φi, φj〉h → 〈φi, φj〉L2ν = δij , as required.
Lemma 5.4. Suppose that the weights wi = zi‖φi‖L∞ for some zi ≥ 1. Then
F (h,M,R) ≤
√
M
√
1 + E(h,M)
infi>R{zi} .
Proof. Let x ∈ PM (ℓ2(N)), ‖x‖∞ = 1 be arbitrary. Then (W−1U∗UPMx)i = 〈g, φi〉h/wi, where
g =
∑M
j=1 xjφj . By the Cauchy–Schwarz inequality,
‖P⊥RW−1U∗UPMx‖∞ ≤ sup
i>R
{
1
wi
‖g‖h‖φi‖h
}
.
Now ‖g‖2h = 〈x, PMU∗UPMx〉 ≤ (1 + E(h,M)) ‖x‖2 ≤ M (1 + E(h,M)). Also ‖φi‖h ≤ ‖φi‖L∞ =
wi/zi and therefore
‖P⊥RW−1U∗UPM‖∞ ≤
√
M
√
1 + E(h,M)
inf i>R{zi} ,
as required.
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Lemma 5.5. Suppose that the weights wi = zi‖φi‖L∞, where zi ≥ 1 and zi →∞ as i→∞. Then
for any 0 < ǫ < 1/2 and any M ∈ N there exists a R ∈ N and h > 0 depending only on M and ǫ
such that
E(h,M) < ǫ, E(h,R) < ǫ
minM<i≤R{wi}
maxi=1,...,M{wi} , F (h,M,R) ≤
ǫ
maxi=1,...,M{wi} . (5.6)
Proof. By Lemma 5.3 we can find an h1 such that E(h,M) < ǫ for all h ≤ h1, thus satisfying the
first condition in (5.6). Using Lemma 5.4, we note that
F (h,M,R) ≤
√
2M
mini>R{zi} , ∀h ≤ h1.
To satisfy the third condition in (5.6), we pick R sufficiently large so that
inf
i>R
{zi} >
√
2M max
i=1,...,M
{wi}/ǫ.
We now pick h2 sufficiently small so that
E(h,R) < ǫ
minM<i≤R{wi}
maxi=1,...,M{wi} , ∀h ≤ h2,
and then set h = min{h1, h2}.
5.3 Main result
In order to present our main result, we first introduce the following notation:
Th,K,η(x) = inf
{‖x− x¯‖1,w : x¯ ∈ CK , ‖UPK x¯− y‖ ≤ η} . (5.7)
Theorem 5.6. Suppose that the weights wi = zi‖φi‖L∞ , where zi ≥ 1 and zi →∞ as i→∞. For
0 < ǫ < 1/2, let h > 0 and M,R ∈ N be such that (5.6) holds. Then there exists a constant C(ǫ)
such that, whenever xˆ is a minimizer of (3.6),
‖x− xˆ‖ ≤ C(ǫ)
[
(1 + ‖PMw‖) η + ‖P⊥Mx‖1,w + Th,K,η(x)
]
, (5.8)
where Th,K,η(x) is as in (5.7). Moreover, limǫ→0+ C(ǫ) = 4.
Note that the weights condition is equivalent to (4.1) which was shown to be necessary in §4.
Theorem 5.6 shows that the same condition is also sufficient. We note also that the truncation
parameter K only influences the term Th,K,η(x). We defer the detailed analysis of this term to §6.
Proof. We use Lemma 5.2 with ∆ = {1, . . . ,M}. Note first that
E(h,M) < ǫ < 1, (5.9)
and therefore (a) holds with α ≤ ǫ. Now consider (b). Write
u =W−1U∗UPMA−1WPM sign(x), (5.10)
so that (b) is equivalent to ‖P⊥Mu‖∞ ≤ θ. We have
‖P⊥Mu‖∞ = max
{
‖PRP⊥Mu‖∞, ‖P⊥R u‖∞
}
. (5.11)
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We consider both terms separately. For ‖PRP⊥Mu‖∞, (5.10) gives
‖PRP⊥Mu‖∞ ≤ ‖PRP⊥MW−1‖∞‖PRP⊥MU∗UPM‖∞‖A−1‖∞‖PMW‖∞‖sign(x)‖∞
≤ max1≤i≤M{wi}
minM<i≤R{wi}‖PRP
⊥
MU
∗UPM‖∞‖A−1‖∞.
Note that ‖I −A‖∞ ≤ E(h,M) and therefore ‖A−1‖∞ ≤ 11−E(h,M) . Moreover
‖PRP⊥MU∗UPM‖∞ = ‖PRP⊥M (I − U∗U)PM‖∞ ≤ ‖PR(I − U∗U)PR‖∞ ≤ E(h,R),
where the first equality is due to the fact that P⊥MPM = 0. Therefore, we obtain
‖PRP⊥Mu‖∞ ≤
max1≤i≤M{wi}
minM<i≤R{wi}
(
E(h,R)
1− E(h,M)
)
≤ ǫ
1− ǫ . (5.12)
Now consider the other term in (5.11). By (5.10) and the definition of F (h,M,R),
‖P⊥R u‖∞ ≤ ‖P⊥RW−1U∗UPM‖∞‖A−1‖∞‖PMW‖∞ ≤
maxi=1,...,M{wi}
1− E(h,M) F (h,M,R) ≤
ǫ
1− ǫ .
Combining this with (5.12) and substituting into (5.11) yields θ ≤ ǫ1−ǫ < 1. The result now follows
immediately from Lemma 5.2.
5.4 Comparison with least-squares fitting
The following result is standard (a proof is given for completeness):
Theorem 5.7. For 0 < ǫ < 1 let M ∈ N and h > 0 be such that E2(h,M) ≤ ǫ < 1, where E2(h,M)
is as in (5.4). Then (3.8) has a unique solution xˇ, and this satisfies
‖x− xˇ‖ ≤
(
1 +
1√
1− ǫ
)
‖x− PMx‖1,w + 1√
1− ǫη, (5.13)
for any w = {wi}i∈N with wi ≥ ‖φi‖L∞.
Proof. Observe that
‖UPMz‖2 = z∗PMU∗UPMz = ‖z‖2 − z∗ (PM − PMU∗UPM ) z ≥ (1− E2(h,M)) ‖z‖2.
Hence UPM has full rank since E2(h,M) ≤ ǫ < 1, and its minimum singular value satisfies σmin ≥√
1− ǫ. This implies that xˇ is unique and is given by xˇ = (UPM )†y. Hence
xˇ− PMx = (UPM )†
(
Ux+ {√τnen}Nn=1
)− PMx = (UPM )† (U(x− PMx) + {√τnen}Nn=1) .
Therefore
‖xˇ− PMx‖ ≤ 1√
1− ǫ (‖U(x− PMx)‖+ η) ≤
1√
1− ǫ (‖x− PMx‖1,w + η) .
Since ‖x− xˇ‖ ≤ ‖x− PMx‖+ ‖xˇ− PMx‖ ≤ ‖x− PMx‖1,w + ‖xˇ− PMx‖, the result follows.
16
The error bound (5.13) is similar to the bound (5.8) for weighted ℓ1 minimization. In the absence
of noise and truncation error, both depend on the term x−PMx, i.e. the tail of x beyond its firstM
coefficients. The primary difference is in the size of M , which is determined through the conditions
of Theorems 5.6 and 5.7 respectively. We shall discuss this point further in §7 and §8. But we first
reiterate (see also §3.3) that M is a fixed parameter for least squares, required for implementation,
whereas for weighted ℓ1 it is introduced solely to provide an estimate for approximation error.
Lemma 5.1 asserts that weighted ℓ1 minimization can recover coefficients of x corresponding to
other subsets ∆, provided the various conditions hold. Note also that for weighted ℓ1 minimization
the parameter M appearing in Theorem 5.6 is in no way related to the truncation parameter K,
besides the relation M ≤ K.
Remark 5.8 The error bound (5.13) also differs from (5.8) in that it holds for the weights wi =
‖φi‖L∞ and its noise term does not involve the factor ‖PMw‖. See §7 for further discussion. We
also remark that the term ‖x − PMx‖1,w in (5.8) can be improved slightly to ‖f − f˜‖L∞ , where
f˜ =
∑M
i=1 xiφi is the projection of f onto span{φ1, . . . , φM}. We opt for (5.13) so that a direct
comparison can be made with (5.8). Note that one also has ‖x−PMx‖ ≤ ‖f−f˜‖L∞ ≤ ‖x−PMx‖1,w.
Remark 5.9 Theorems 5.6 and 5.7 provide a recipe for determining the worst-case behaviour
of weighted ℓ1 minimization for scattered data. This is as follows. Given a orthonormal system
{φi}i∈N, an h > 0 and an 0 < ǫ < 1/2, determine:
1. the largest M =M1(h) such that E2(h,M) < ǫ,
2. the largest M =M2(h) such that (5.6) holds for some appropriate R and {wi}i∈N.
In this case, the errors for both weighted ℓ1 minimization and least-squares fitting are determined
by ‖x − PMx‖1,w, where M = M1(h) for the former and M = M2(h) for the latter. Hence, if
M1(h) ≍ M2(h) as h → 0 it follows that both least-squares fitting and weighted ℓ1 minimization
are guaranteed to converge at roughly the same asymptotic rate as h→ 0. Since M1(h) and M2(h)
are dependent on the system {φi}i∈N a separate analysis must be carried out in each case. The last
two sections of this paper will be devoted to doing this for the examples of §2.4.
5.5 Proof of Lemma 5.1
To complete this section we give the proof of Lemma 5.1.
Proof of Lemma 5.1. Let v = xˆ−x. Then Av = P∆U∗Uv−P∆U∗UP⊥∆ v, where A is the restriction
of P∆U
∗UP∆ to P∆(ℓ2(N)). By (i), we have ‖A−1‖ ≤ 11−α and
‖P∆U∗‖2 = ‖UP∆‖2 = ‖P∆U∗UP∆‖ ≤ 1 + α.
Thus
‖P∆v‖ ≤ 1
1− α‖P∆U
∗‖‖Uv‖ + 1
1− α‖P∆U
∗UP⊥∆ v‖ ≤
√
1 + α
1− α
(
‖Uv‖+ ‖UP⊥∆ v‖
)
.
Observe that
‖Uv‖ = ‖Uxˆ− Ux‖ ≤ 2η. (5.14)
Hence
‖P∆v‖ ≤
√
1 + α
1− α
(
2η + ‖UP⊥∆ v‖
)
.
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The second term can be estimated as follows:
‖UP⊥∆ v‖ ≤
∑
i/∈∆
|vi|‖Uei‖ ≤ β‖P⊥∆ v‖1,w,
where the latter inequality is due to (ii). Hence we get
‖P∆v‖ ≤
√
1 + α
1− α
(
2η + β‖P⊥∆ v‖1,w
)
. (5.15)
We shall return to this inequality later, but let us now consider xˆ.
‖xˆ‖1,w = ‖P∆xˆ‖1,w + ‖P⊥∆ xˆ‖1,w
≥ Re 〈P∆Wxˆ, sign(P∆x)〉+ ‖P⊥∆ v‖1,w − ‖P⊥∆x‖1,w
= Re 〈P∆Wv, sign(P∆x)〉+ ‖P∆x‖1,w + ‖P⊥∆ v‖1,w − ‖P⊥∆x‖1,w
= Re 〈P∆Wv, sign(P∆x)〉+ ‖x‖1,w + ‖P⊥∆ v‖1,w − 2‖P⊥∆x‖1,w. (5.16)
Now let x¯ ∈ ℓ1w(N) be any feasible solution for (3.6). Then ‖xˆ‖1,w ≤ ‖x¯‖1,w and we get
‖x¯‖1,w ≥ Re 〈P∆Wv, sign(P∆x)〉+ ‖x‖1,w + ‖P⊥∆ v‖1,w − 2‖P⊥∆x‖1,w.
After rearranging this gives
‖P⊥∆ v‖1,w ≤ |〈P∆Wv, sign(P∆x)〉|+ 2‖P⊥∆x‖1,w + ‖x− x¯‖1,w. (5.17)
We next estimate |〈P∆Wv, sign(P∆x)〉|. We have
|〈P∆Wv, sign(P∆x)〉| ≤ |〈P∆Wv, sign(P∆x)− P∆u〉|+ |〈Wv, u〉|+ |〈P⊥∆Wv,P⊥∆u〉|.
Note that |〈P∆Wv, sign(P∆x) − P∆u〉| ≤ γ‖P∆v‖ by (iii) and also that 〈Wv, u〉 = 〈v,Wu〉 =
〈v, U∗u′〉 = 〈Uv, u′〉. Hence, (5.14) and (v) give
|〈Wv, u〉| ≤ ‖Uv‖L√s ≤ 2ηL√s.
Finally, by (iv), we have |〈P⊥∆Wv,P⊥∆u〉| ≤ ‖P⊥∆u‖∞‖P⊥∆ v‖1,w ≤ θ‖P⊥∆ v‖1,w and therefore
|〈P∆Wv, sign(P∆x)〉| ≤ γ‖P∆v‖+ 2ηL
√
s+ θ‖P⊥∆ v‖1,w.
Substituting into (5.17) and rearranging now yields
(1− θ)‖P⊥∆ v‖1,w ≤ γ‖P∆v‖+ 2ηL
√
s+ 2‖P⊥∆x‖1,w + ‖x− x¯‖1,w,
and applying (5.15) gives
‖P∆v‖ ≤
√
1 + α
1− α
[
2η +
β
1− θ
(
γ‖P∆v‖+ 2ηL
√
s+ 2‖P⊥∆x‖1,w + ‖x− x¯‖1,w
)]
.
Hence
‖P∆v‖ ≤
(
1−
√
1 + αβγ
(1− α)(1 − θ)
)−1
2
√
1 + α
1− α
(
1 +
β
1− θL
√
s
)
η
+
(
1−
√
1 + αβγq
(1− α)(1 − θ)
)−1 √
1 + αβ
1− α
(
2‖P⊥∆x‖1,w + ‖x− x¯‖1,w
)
= 2C0
(
1 +
β
1− θL
√
s
)
η + C0β
(
2‖P⊥∆x‖1,w + ‖x− x¯‖1,w
)
.
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Since ‖P⊥∆ v‖ ≤ ‖P⊥∆ v‖1 ≤ ‖P⊥∆ v‖1,w (recall (2.4)), we now get
‖v‖ ≤‖P∆v‖+ ‖P⊥∆ v‖1,w
≤
(
1 +
γ
1− θ
)
‖P∆v‖+ 2η
1− θL
√
s+
1
1− θ
(
2‖P⊥∆x‖1,w + ‖x− x¯‖1,w
)
≤
[(
1 +
γ
1− θ
)
C0
(
1 +
β
1− θL
√
s
)
+
L
√
s
1− θ
]
(2η + δ)
+
[
C0β
(
1 +
γ
1− θ
)
+
1
1− θ
](
2‖P⊥∆x‖1,w + ‖x− x¯‖1,w
)
,
as required.
6 Handling truncation: the choice of K
We now consider the truncation parameter K. Due to Theorem 5.6, it suffices to estimate the
quantity Th,K,η(x) defined in (5.7).
Theorem 6.1. For all sufficiently large K we have Ran(U) = Ran(UPK). In particular, the
problems (3.5) and (3.6) have solutions for all large K. Moreover, suppose that r = rank(U) ≤ N
and K is sufficiently large so that Ran(UPK) = Ran(U). If x ∈ ℓ1w(N) then
Th,K,η(x) ≤ ‖x− PKx‖1,w + ‖PKw‖/σmin‖x− PKx‖1,w,
where σmin is the minimum singular value of UPK . Moreover, if {wi}i∈N is nondecreasing, and
x ∈ ℓ1w˜(N), where w˜ = {w˜i}i∈N with w˜i ≥
√
iw2i , ∀i ∈ N, then
Th,K,η(x) ≤ ‖x− PKx‖1,w + 1/σmin‖x− PKx‖1,w˜.
Proof. The first observation is immediate since U has finite rank. Suppose now that K is such that
Ran(UPK) = Ran(U) and write x¯ = PKx+ (UPK)
†U(x− PKx). Then
‖UPK x¯− y‖ = ‖UPKx+ U(x− PKx)− Ux− {√τnen}Nn=1‖ ≤ η.
Hence x¯ is feasible. Moreover, ‖x− x¯‖1,w ≤ ‖x− PKx‖1,w + ‖(UPK)†U(x− PKx)‖1,w and
‖(UPK)†U(x− PKx)‖21,w ≤ ‖PKw‖2‖(UPK)†U(x− PKx)‖2
≤ ‖PKw‖2‖U(x− PKx)‖2/σ2min
≤ ‖PKw‖2‖x− PKx‖21,w/σ2min.
To obtain the final result, we note that
‖PKw‖‖x− PKx‖1,w ≤ wK
√
K
∑
i>K
wi|xi| ≤
∑
i>K
w˜i|xi| = ‖x− PKx‖1,w˜,
whenever the wi’s are nondecreasing, as required.
Note that it need not be the case that (3.5) or (3.6) have solutions for arbitrary K ≥ N , since
Ran(UPK) 6= Ran(U) in general. However, this theorem shows that this holds for all large K.
Furthermore, this result shows that once K is chosen so that 1/σmin is moderate in size, the effect
of truncation is bounded by the decay of the coefficients xi, i > K.
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Remark 6.2 Theorem 6.1 asserts that the truncation parameter K can be chosen independently
of the coefficients whenever x ∈ ℓ1w˜(N). While it is possible to show that Th,K,η(x)→ 0 as K →∞
for x ∈ ℓ1w(N) [3, Prop. 6.6], it is currently unknown whether a bound for Th,K,η(x) involving only
‖x − PKx‖1,w holds. In other words, if x ∈ ℓ1w(N) but x /∈ ℓ1w˜(N) the truncation strategy may no
longer be independent of x. Improving this result is an open problem.
It is important to quantify precisely how large K needs to be in relation to N to ensure a small
truncation error. For this, we shall use the following lemma:
Lemma 6.3. The minimum singular value σmin of UPK satisfies
σmin ≥ inf
y∈CN
‖y‖=1
sup
g∈Gy
sup
φ∈ΦK
φ 6=0
{
1− ‖g − φ‖∞
‖g‖ν + ‖g − φ‖∞
}
, (6.1)
where ΦK = span{φ1, . . . , φK} and Gy =
{
g ∈ L2ν(D) ∩ L∞(D) : g(tn) = yn/
√
τn, n = 1, . . . , N
}
.
Proof. The minimum singular value is given by σmin = inf y∈CN
‖y‖=1
‖(UPK)∗y‖. Fix y ∈ CN , ‖y‖ = 1
and observe that
‖(UPK)∗y‖ = sup
z∈CK
‖z‖=1
|〈y, UPKz〉| = sup
φ∈ΦK
‖φ‖ν=1
∣∣∣∣∣
N∑
n=1
√
τnynφ(tn)
∣∣∣∣∣ .
Let g ∈ Gy and φ ∈ ΦK . Then
‖(UPK)∗y‖ ≥
∣∣∣∣∣
N∑
n=1
√
τnynφ(tn)
∣∣∣∣∣ ≥ ‖y‖2 −
∣∣∣∣∣
N∑
n=1
√
τnyng(tn)− φ(tn)
∣∣∣∣∣ ≥ ‖y‖2 − ‖y‖‖g − φ‖L∞ .
Since ‖φ‖ν ≤ ‖g‖ν + ‖g − φ‖ν ≤ ‖g‖ν + ‖g − φ‖∞ the result now follows immediately.
Remark 6.4 In practice, rather than performing an analysis of σmin via Lemma 6.3, one may
choose K simply by calculating the minimal singular value of UPK . If this is sufficiently large, then
Theorem 6.1 guarantees that the truncation error is moderate.
6.1 Examples
Lemma 6.3 allows one to determine the required condition on K. Note that this depends completely
on the points T and the basis {φi}i∈N. We now do this for the two examples of §2.4:
Theorem 6.5. For α, β > −1 let {φi}i∈N be the Jacobi polynomial basis (2.6) and let T = {tn}Nn=1
be an ordered set of points in [−1, 1]. Then for every r ∈ N there exists a Cr > 0 such that
σmin ≥ 1− CrK
−rξ−r−1/2√
ξ/(2hN )− CrK−rξ−r−1/2
,
where σmin is the minimal singular value of UPK ,
ξ =
1
2
min
n=0,...,N
{tn+1 − tn}, h = sup
−1≤t≤1
min
n=1,...,N
|t− tn|,
and t0 = −t1 − 2, tN+1 = 2− tN . In particular, if
K ≥
(√
2Cr(1 + ǫ
−1)
) 1
r
h
1
2r ξ−1−
1
r ,
for some 0 < ǫ < 1 then σmin > 1− ǫ.
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We defer the proof of this result until §7.2. Note that in the case of equispaced data, we have
h = ξ = 1/N and so it suffices to take K & N1+
1
2r for any r ∈ N. In practice, we have found
that K = 4N is sufficient in all examples (recall also Remark 6.4). On the other hand, if the data
clusters severely, then this theorem suggests that a larger value of K may be necessary.
Theorem 6.6. Let {φi}i∈Z be the Fourier basis (2.8) and let T = {tn}Nn=1 be a set of N ordered
points in [−1, 1]. Then for every r ∈ N there exists a Cr > 0 such that
σmin ≥ 1− CrK
−rξ−r−1/2√
ξ/(2hN )− CrK−rξ−r−1/2
,
where σmin is the minimal singular value of UPK ,
ξ =
1
2
min
n=0,...,N
{tn+1 − tn}, h = sup
−1≤t≤1
min
n=1,...,N
|t− tn|,
and t0 = −1, tN+1 = 1. In particular, if
K ≥
(√
2Cr(1 + ǫ
−1)
) 1
r
h
1
2r ξ−1−
1
r ,
for some 0 < ǫ < 1 then 0 ≤ γ < ǫ.
This result is exactly the same as that for Jacobi polynomials (Theorem 6.5), except up to a
minor change in the definition of the values t0 and tN+1, and therefore ξ. Its proof is near identical,
and hence is omitted.
7 Jacobi polynomials on the unit interval
We now consider Example 2.1. For convenience, we recall the growth condition (2.7):
‖φj‖L∞ = O
(
jq+1/2
)
, j →∞, where q = max{α, β,−1/2}. (7.1)
Our main result is the following:
Theorem 7.1. For α, β > −1 let {φi}i∈N be the orthonormal Jacobi polynomial basis (2.6), T =
{tn}Nn=1 ⊆ [−1, 1] be a set of scattered points and suppose that h is as in (2.2). Suppose that the
weights wi = i
γ‖φi‖L∞ for some γ > 0. Then for 0 < ǫ < 1/2 there exists a c(ǫ) > 0 such that if
h ≤ c(ǫ)
{
1
M2+2(q+1)/γ logM
0 < γ ≤ 1/2 − q
1
M2 logM
γ > 1/2− q , (7.2)
where q is given by (7.1), any minimizer xˆ of (3.6) satisfies
‖x− xˆ‖ ≤ C(ǫ) (Mγ+q+1η + ‖x− PMx‖1,w + TN,K,η(x)) ,
for some constant C depending on ǫ only, where TN,K,η(x) is as in (5.7).
One also has a similar, albeit simpler, result for least squares:
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Theorem 7.2. Let {φi}i∈N be the orthonormal Jacobi polynomial basis (2.6), T = {tn}Nn=1 ⊆ [−1, 1]
be a set of scattered points and suppose that h is as in (2.2). Then for each 0 < ǫ < 1 there exists
a c(ǫ) > 0 such that if
h ≤ c(ǫ)M−2, (7.3)
then the solution xˇ of (3.8) exists uniquely and satisfies
‖x− xˇ‖ ≤
(
1 +
1√
1− ǫ
)
‖x− PMx‖1,w + 1√
1− ǫη,
for any w = {wi}i∈N with wi ≥ ‖φi‖L∞.
Theorems 7.1 and 7.2 assert that both techniques guarantee an approximation error that de-
pends on x − PMx measured in some norm, for the same asymptotic scaling of h with M up to
log factors. Hence, up to the choice of norm, weighted ℓ1 minimization with scattered data, Ja-
cobi polynomials and sufficiently large weights wi is guaranteed a similar approximation rate as
least-squares fitting.
It is informative to now consider the following two cases:
Smooth functions. Let f ∈ C∞([−1, 1]). Then the coefficients xi = O
(
i−k
)
as i → ∞ for any
k > 0. Hence ‖x − PMx‖1,w = O
(
M−k
)
as M → ∞ for any k > 0 whenever the weights wi grow
at most algebraically fast in i. By Theorems 7.1 and 7.2 the approximation errors for weighted ℓ1
minimization and least squares both decay superalgebraically fast in h as h → 0; that is, faster
than hk for any k > 0.
Analytic functions. Suppose f is analytic so that xi = O
(
ρ−i
)
for some ρ > 1. For algebraic
weights wi one has ‖x − PMx‖1,w = O
(
(ρ′)−M
)
as M → ∞ for any ρ′ < ρ. Therefore the
approximation error for least squares behaves like ‖x − xˇ‖ = O((ρ′)−1/
√
h) as h → 0, and for
weighted ℓ1 minimization one has the marginally slower convergence ‖x− xˆ‖ = O((ρ′)−1/
√
h log(h)),
provided the weights wi = i
γ‖φi‖L∞ with γ > 1/2− q.
Remark 7.3 On the other hand, for functions of finite smoothness, the need for more rapidly-
growing weights in Theorem 7.1 translates into slower algebraic convergence of the approximation
than that of least squares. We expect that this may be an artifact of the proof, however.
Suppose now that the data T is equispaced. We first note the following general result:
Theorem 7.4. Let T = {tn}Nn=1 be an equispaced grid of N points in [−1, 1], E ⊆ C be a compact
set containing [−1, 1] in its interior and let B(E) be the Banach space of functions continuous on
B and analytic in its interior, with norm ‖f‖B = supz∈B |f(z)|. Let F : B(E) → L∞(−1, 1) be
a mapping such that for each f ∈ B(E), F (f) depends only on the data {f(tn)}Nn=1, and suppose
that, for constants C > 0, σ > 1 and 1/2 < τ ≤ 1,
‖f − F (f)‖L∞ ≤ Cσ−Nτ‖f‖E , ∀f ∈ B(E).
If ‖f‖T,∞ = maxn=1,...,N |f(tn)| then there exists a constant ν > 1 such that
Θ(F ) = sup
f∈B(E)
‖f‖T,∞ 6=0
{‖F (f)‖L∞
‖f‖T,∞
}
≥ νN2τ−1 . (7.4)
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This theorem is due to Platte, Trefethen & Kuijlaars [26] (a minor modification is made in (7.4)
which is more suitable for our purposes). It states the following: for any method that achieves an
error for all functions in B(E) that is exponentially-decaying as N →∞ with rate τ it is possible to
find a function f ∈ B(E) which is bounded on the set T , but for which ‖F (f)‖L∞ is exponentially
large with index 2τ − 1. In particular, the best possible convergence rate for a robust method, i.e.
one for which Θ(F ) ≤ C for all N ∈ N, is root-exponential in N . Note that this theorem is very
general: the method F can be linear or nonlinear, and F (f) only needs to be defined for extremely
smooth (specifically, analytic) functions.
Now consider the cases of weighted ℓ1 minimization and least-squares fitting with Jacobi poly-
nomials. By earlier arguments, the corresponding approximation errors behave like O((ρ′)−
√
N )
and O((ρ′)−
√
N/ log(N)) respectively as N → ∞. Moreover, by setting x = 0 in Theorems 7.1 and
7.2 respectively, one deduces that Θ(F ) . 1 for the former and Θ(F ) . (N/ log(N))(γ+q+1)/2 for
the latter. According to Theorem 7.4, least-squares fitting attains the best possible convergence
rate for a robust method, while weighted ℓ1 minimization (with sufficiently large weights) attains
nearly the best possible convergence rate, with only slow, algebraic growth of Θ(F ).
Remark 7.5 Although Theorem 7.4 applies only to equispaced data, it can also be formulated
for much more general data. Loosely speaking, similar conclusions apply unless the data clusters
quadratically at the endpoints x = ±1 [8].
Remark 7.6 For general data, the constant Mγ+q+1 in Theorem 7.1 implies mild ill-conditioning
of weighted ℓ1 minimization as h→ 0+. This is not seen in computations, and we expect it is also
an artifact of the proof. Removing this factor is an open problem.
7.1 Numerical examples
In Figs. 4 and 5 we give a results for polynomial approximations from equispaced and jittered data.
Although it has only been proved that weighted ℓ1 minimization performs as well (up to a log
factor) as least-squares fitting, these results show that it in fact exhibits rather better performance,
similar to that of the best possible least-squares fit. Note that this oracle least squares cannot be
implemented in practice since M is calculated by minimizing the approximation error.
7.2 Proofs
The proof of Theorem 7.1 relies on the following three lemmas, which provide estimates for the
quantities E2(h,M), E∞(h,M) and F (h,M,R) respectively.
Lemma 7.7. For α, β > −1 let {φi}i∈N be the orthonormal Jacobi polynomial basis (2.6), T =
{tn}Nn=1 ⊆ D be a set of scattered data points and suppose that h is as in (2.2). If hM2 ≤ 1 then
E2(h,M) .
√
hM , where E2(h,M) is as in (5.4).
Proof. By self-adjointness,
‖PM − PMU∗UPM‖ = sup
x∈PM (ℓ2(N))
‖x‖=1
|〈(PM − PMU∗UPM )x, x〉|. (7.5)
Let x ∈ PM (ℓ2(N)), ‖x‖ = 1 be arbitrary and set g =
∑M
j=1 xjφj ∈ PM−1 so that ‖g‖L2
ν(α,β)
= 1.
Let {Vn}Nn=1 be the Voronoi cells of the points {tn}Nn=1 and set χ(t) =
∑N
n=1 g(tn)IVn(t). Then, by
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Figure 4: Numerical comparison of weighted ℓ1 minimization and least-squares fitting for approximation
from equispaced data using Legendre polynomials. The error against N is plotted for each method. The
solid black line is weighted ℓ1 minimization with K = 4N and weights wi = i. The dashed lines are least
squares with M = c
√
N and c = 0.5, 1.0, 1.5, 2, 2.5, 3.0. The solid blue line is oracle least squares based on
choosing M between 1 and N which minimizes the error ‖f − f˜‖L∞ for a given N and f . Random noise of
magnitude 10−8 was added to the data.
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Figure 5: The same as Fig. 4 except for randomly jittered data.
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the definition (2.3) of the weights τn, we have ‖χ‖2L2
ν(α,β)
=
∑N
n=1 τn|g(tn)|2, and therefore
|〈(PM − PMU∗UPM )x, x〉| =
∣∣∣∣∣1−
N∑
n=1
τn|g(tn)|2
∣∣∣∣∣ =
∣∣∣∣‖g‖2L2
ν(α,β)
− ‖χ‖2L2
ν(α,β)
∣∣∣∣ .
Hence
|〈(PM − PMU∗UPM )x, x〉| ≤ ‖g − χ‖L2
ν(α,β)
(
2‖g‖L2
ν(α,β)
+ ‖g − χ‖L2
ν(α,β)
)
, (7.6)
and so it suffices to show that
‖g − χ‖L2
ν(α,β)
.
√
hM‖g‖L2
ν(α,β)
. (7.7)
We have
‖g − χ‖2L2
ν(α,β)
=
N∑
n=1
∫
Vn
|g(t)− g(tn)|2 ν(α,β)(t) dt =
N∑
n=1
In.
Let n0 be the unique number such that 0 ∈ Vn0 . Then we write this as
‖g − χ‖2L2
ν(α,β)
=
N∑
n=n0+1
In +
n0−1∑
n=1
In + In0 = S1 + S−1 + S0. (7.8)
We shall address each term separately. Consider S1. Since ν
(α,β)(t) . (1− t)α on [0, 1], we have
In .
∫
Vn
|g(t) − g(tn)|2(1− t)α dt, n = n0, . . . , N.
We now consider three cases: (i) −1 < α < 0, (ii) α = 0 and (iii) α > 0. Consider case (i). Then
In .
∫
Vn
∣∣∣∣
∫
Vn
|g′(s)|ds
∣∣∣∣
2
(1− t)α dt .
∫
Vn
(1− t)α dt
∫
Vn
(1− t)−α−1 dt
∫
Vn
|g′(t)|2(1− t)α+1 dt
By construction, Vn is of width at most 2h. Hence, after a short calculation we get that
In . h
∫
Vn
|g′(t)|2(1− t)α+1 dt, −1 < α < 0.
Now consider case (ii). We have
In .
∫
Vn
dt
∣∣∣∣
∫
Vn
|g′(s)|ds
∣∣∣∣
2
≤
(∫
Vn
dt
)2 ∫
Vn
|g′(t)|2 dt . h2
∫
Vn
|g′(t)|2 dt, α = 0.
Final, consider case (iii). By similar arguments, we get that
In .
(∫
Vn
(1− t)α
∫ t
tn
(1− s)−α−1 ds dt
)∫
Vn
|g′(t)|2(1− t)α+1 dt.
Write Vn = (a, b) where 0 ≤ a ≤ tn and tn ≤ b ≤ 1. Then∫
Vn
(1− t)α
∫ t
tn
(1− s)−α−1 ds dt = 1
α
∫ b
a
(1− t)α ((1− t)−α − (1− tn)−α) dt
=
1
α
[
(b− a) + 1
α+ 1
(1− b)α+1 − (1− a)α+1
(1− tn)α
]
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Note that 1− b ≤ 1− tn and 1− a ≥ 1− tn. Therefore∫
Vn
(1− t)α
∫ t
tn
(1− s)−α−1 ds dt ≤ 1
α
[
b− a− b− a
α+ 1
]
. h.
Hence
In . h
∫
Vn
|g′(t)|2(1− t)α+1 dt, α > 0.
With these estimates to hand, we now deduce the following bound for the term S1 in (7.8):
S1 .
{
h2‖g′‖2L2(0,1) α = 0
h‖g′‖2
L2
ν(α+1,β+1)
α 6= 0 , (7.9)
This follows from the fact that the Vn form a partition of (−1, 1), the definition of n0 and the fact
that (1 + t)β+1 ≥ 1 for t ∈ [0, 1]. Identical arguments give a similar result for S−1:
S−1 .
{
h2‖g′‖2L2(−1,0) β = 0
h‖g′‖2
L2
ν(α+1,β+1)
β 6= 0 . (7.10)
Finally, consider S0. Let Vn0 = J−1 ∪ J1, where J1 ⊆ [0, 1] and J−1 ⊆ [−1, 0]. If hM2 . 1 we may
assume that h ≤ 1/2 so that |1− t| ≥ 1/2 and |1 + t| ≥ 1/2 for t ∈ Vn0 . Then we have
J±1 .
(∫
J±1
dt
)2 ∫
J±1
|g′(t)|2 dt . h2
∫
J±1
|g′(t)|2 dt . h2
∫
J±1
|g′(t)|2ν(γ,δ)(t) dt,
for any −1 < γ, δ ≤ 0. It now follows that J±1 satisfy exactly the same bounds as (7.9) and
(7.10) for S±1. Therefore, in order to estimate the left-hand side of (7.8) it suffices from now on to
consider only S±1. For this, we shall use Markov’s inequality:
‖g′‖L2(I) . M2/|I|‖g‖L2(I), ∀g ∈ PM , (7.11)
where I is an arbitrary bounded interval, as well as the following Markov-type inequality:
‖g′‖L2
ν(α+1,β+1)
. M‖g‖L2
ν(α,β)
, ∀g ∈ PM . (7.12)
Markov’s inequality (7.11) is well-known. A proof of (7.12) is given in Appendix A.
There are now four cases: (a) α = β = 0, (b) α = 0, β 6= 0, (c) α 6= 0, β = 0 and (d) α 6= 0, β 6= 0.
Consider case (a). Then by (7.8), (7.9), (7.10) and (7.11) we find that ‖g − χ‖2L2 . h2M4‖g‖2L2 .
Since hM2 . 1, this now gives (7.7) for case (a). Now consider case (b). By (7.8), (7.9), (7.10),
(7.11) and (7.12) we get that
‖g − χ‖2L2
ν(0,β)
. h2M4‖g‖2L2(0,1) + hM2‖g‖2L2
ν(0,β)
. hM2‖g‖2L2
ν(0,β)
.
Here in the final inequality we use the facts that hM2 . 1 and (1 + t)β ≥ 1 for t ∈ [0, 1]. Thus
we get (7.7) in this case as well. Case (c) is near-identical to case (b). To complete the proof, we
consider case (d). Using (7.8), (7.9), (7.10) and (7.12), we get
‖g − χ‖2L2
ν(α,β)
. hM2‖g‖2L2
ν(0,β)
,
which yields (7.7).
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Lemma 7.8. For α, β > −1 let {φi}i∈N be the orthonormal Jacobi polynomial basis (2.6), T =
{tn}Nn=1 ⊆ D be a set of scattered data points and suppose that h is as in (2.2). If hM2 ≤ 1 then
E∞(h,M) . hM2 logM,
where E∞(h,M) is as in (5.4).
Proof. Let x ∈ PM (ℓ2(N)), ‖x‖∞ = 1 and set g =
∑M
j=1 xjφj ∈ PM−1 as in the previous proof.
Then
‖(PM − PMU∗UPM )x‖∞ = max
i=1,...,M
∣∣∣〈g, φi〉L2
ν(α,β)
− 〈g, φi〉h
∣∣∣ . (7.13)
Observe that
∣∣∣〈g, φi〉L2
ν(α,β)
− 〈g, φi〉h
∣∣∣ =
∣∣∣∣∣
N∑
n=1
∫
Vn
(g(t)φi(t)− g(tn)φi(tn)) ν(α,β)(t) dt
∣∣∣∣∣
≤
N∑
n=1
∫
Vn
∣∣∣∣
∫ t
tn
(g(s)φi(s))
′ ds
∣∣∣∣ ν(α,β)(t) dt
.
N∑
n=1
∫
Vn
ν(α,β)(t) dt
∫
Vn
|(g(s)φi(s))′|ds.
Since ‖x‖∞ = 1, we have |(g(s)φi(s))′| ≤
∑M
j=1 |(φi(s)φj(s))′| and we now substitute into (7.13) to
deduce that
‖(PM − PMU∗UPM )x‖∞ . max
i=1,...,M
M∑
j=1
N∑
n=1
∫
Vn
ν(α,β)(t) dt
∫
Vn
|(φi(s)φj(s))′|ds
= max
i=1,...,M
M∑
j=1
N∑
n=1
In = max
i=1,...,M
M∑
j=1
(S1 + S−1 + S0) , (7.14)
where, as in the previous lemma, S1 corresponds to [0, 1], S−1 corresponds to [−1, 0] and S0
corresponds to the term In0 where 0 ∈ Vn0 .
Consider the term S1. By (A.2) and (A.8), we have
|φ(k)i (t)| . min
{
(
√
1− t2)−α−k−1/2ik, i2k+α+1/2
}
, 0 ≤ t ≤ 1.
Since 1 ≤ i, j ≤M , we have that
S1 .
N∑
n=n0+1
∫
Vn
(1− t)α dt
∫
Vn
min
{
(
√
1− t2)−2α−2M,M2α+3
}
dt.
Let n0 + 1 ≤ n∗ < N be arbitrary (its value will be chosen later) and split this sum into two
according to n∗. Then
S1 . M
n∗∑
n=n0+1
∫
Vn
(1− t)α dt
∫
Vn
(
√
1− t2)−2α−2 dt+M2α+3
N∑
n=n∗+1
∫
Vn
(1− t)α dt
∫
Vn
1 dt
=MS−1 +M
2α+3S+1 . (7.15)
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We consider S±1 separately. For S
+
1 , we have
S+1 . h
∫ 1
z∗
(1− t)α dt . h(1− z∗)α+1, (7.16)
where z∗ is the right endpoint of Vn∗ . Now consider S−1 :
S−1 . h
n∗∑
n=n0+1
∫
Vn
(1− t)α dt sup
t∈Vn
(1− t)−α−1 = h
n∗∑
n=n0+1
∫
Vn
(1− t)α(1− zn)−α−1 dt.
where zn is the right endpoint of Vn. However, if t ∈ Vn is arbitrary then zn ≤ t + h. Thus
(1− zn)−α−1 ≤ (1− t− h)−α−1, and this gives
S−1 . h
∫ z∗
0
(1− t)α(1− t− h)−α−1 dt ≤ h
∫ 1
1−z∗
s−1(1− h/s)−α−1 ds
Suppose now that n∗ is chosen so that
1− 2/M2 − 2h ≤ z∗ ≤ 1− 2/M2, (7.17)
(recall that the Voronoi cells are of width at most 2h, hence such a choice is possible). Then, since
hM2 ≤ 1, we find that 1− h/s & 1 for 1− z∗ ≤ s ≤ 1. Therefore, if (7.17) holds we have
S−1 . h
∫ 1
1−z∗
s−1 ds . h log(1− z∗) . h log(M). (7.18)
Combining this with (7.16) and (7.17), and using the fact that hM2 ≤ 1 once more, we now get
that S+1 . h(M
−2 + h)α+1 . hM−2α−2. Substituting this and (7.18) back into (7.15) now gives
S1 . S
−
1 . hM log(M) + hM . hM log(M), (7.19)
which completes the estimate for S1. The estimate for S−1 is near-identical, except that we use
(A.9) as well as (A.8) since S1 sums over integrals contained in the negative portion of the interval.
Hence we get
S−1 . hM log(M), (7.20)
for this term as well. Next we need to estimate
S0 =
∫
Vn0
ν(α,β)(t) dt
∫
Vn0
|(φi(s)φj(s))′|ds
Since Vn0 ⊆ [−2h, 2h], we have that ν(α,β)(t) . 1 for t ∈ Vn0 . Also, by (A.8) and (A.9), we have
|(φi(s)φj(s))′| . M , s ∈ Vn0 . Hence we get S0 . hM . Combining this with (7.19) and (7.20) and
substituting into (7.14) now gives
‖(PM − PMU∗UPM )x‖∞ .
M∑
j=1
hM logM = hM2 logM,
from which the result follows immediately.
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Lemma 7.9. For α, β > −1 let {φi}i∈N be the orthonormal Jacobi polynomial basis (2.6), T =
{tn}Nn=1 ⊆ D be a set of N scattered data points and suppose that h is as in (2.2). Suppose that
hM2 ≤ 1. If the weights wi & iq+1/2, where q is as in (7.1), then the quantity F (h,M,R) defined
by (5.5) satisfies
F (h,M,R) .
√
M sup
i>R
{
iq+1/2/wi
}
, (7.21)
Moreover, if the weights wi & i log i and R ≥M then
F (h,M,R) . hM sup
i>R
{
i log i
wi
}
. (7.22)
Proof. As before, let x ∈ PM (ℓ2(N)), ‖x‖∞ = 1 and set g =
∑M
j=1 xjφj ∈ PM−1. Then
‖P⊥RW−1U∗UPMx‖∞ = sup
i>R
∣∣∣∣ 1wi 〈g, φi〉h
∣∣∣∣ ≤ ‖g‖h sup
i>R
{‖φi‖h
wi
}
.
Note that ‖φi‖h ≤ ‖φi‖L∞ . iq+1/2 by (2.7) and also
‖g‖2h = 〈PMU∗UPMx, x〉 ≤ (1 + ‖PM − PMU∗UPM‖) ‖x‖2 . M,
where in the final inequality we use Lemma 7.7 and the fact that ‖x‖ ≤ √M‖x‖∞ =
√
M . This
now gives (7.21).
For (7.22) we use orthogonality and the fact that R ≥M to get
‖P⊥RW−1U∗UPMx‖∞ = sup
i>R
∣∣∣∣ 1wi 〈g, φi〉h
∣∣∣∣ = sup
i>R
{
1
wi
∣∣〈g, φi〉L2ν − 〈g, φi〉h∣∣
}
, (7.23)
We now proceed in a similar manner to the proof of Lemma 7.8. First, since ‖x‖∞ = 1 we have
∣∣〈g, φi〉L2ν − 〈g, φi〉h∣∣ ≤
M∑
j=1
N∑
n=1
∫
Vn
ν(α,β)(t) dt
∫
Vn
|(φi(s)φj(s))′|ds.
We now argue in a similar way, using the fact that j ≤M ≤ R ≤ i. This gives
∣∣〈g, φi〉L2ν − 〈g, φi〉h∣∣ .
M∑
j=1
hi log(i) . Mhi log(i).
Substituting back into (7.23) now gives the required result.
We are now ready to prove Theorem 7.1:
Proof of Theorem 7.1. We use Theorem 5.6 and the estimates of Lemmas 7.7–7.9. Note that
min
M<i≤R
{wi}, max
i=1,...,M
{wi} ≍Mγ+q+1/2, M →∞.
Hence, we require h, M and R ≥M such that
E(h,M) < ǫ, E(h,R) . ǫ, F (h,M,R) . ǫM−γ−q−1/2.
Since R ≥M , Lemmas 7.7 and 7.8 give that the first two conditions are satisfied provided
h .
ǫ
R2 logR
.
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We now consider F (h,M,R). Suppose first that 0 < γ ≤ 1/2 − q. Then Lemma 7.9 gives that
F (N,M,R) . ǫM−γ−q−1/2 provided R & ǫ−1/γM1+(q+1)/γ . Hence this results in the condition
h .
c(ǫ)
M2+2(q+1)/γ logM
, (7.24)
which gives the result for 0 < γ ≤ 1/2− q. Now suppose γ > 1/2− q. Then wi & iγ+q+1/2 & i log i
and therefore Lemma 7.9 gives F (N,M,R) < ǫM−γ−q−1/2 whenever
h
logR
Rγ+q−1/2
< ǫM−3/2−γ−q.
Suppose that R = cM for some c. Then the above condition holds, provided
h .
ǫ
M2 logM
.
Moreover, substituting R = cM into (7.24) gives precisely the same condition on h in terms of M .
Hence the result follows.
The proof of Theorem 7.2 is straightforward:
Proof of Theorem 7.2. We use Theorem 5.7 in combination with Lemma 7.7.
Finally, we also give the proof of Theorem 6.5:
Proof of Theorem 6.5. We shall use Lemma 6.3. Let y ∈ CN , ‖y‖ = 1 be given. Let χ ∈ C∞c (−1, 1)
be a smooth compactly-supported function in (−1, 1) with the properties
‖χ‖ = 1, χ(0) = 1, 0 ≤ χ(x) ≤ 1, x ∈ (−1, 1).
Define
g(t) =
N∑
n=1
yn√
τn
gn(t), gn(t) = χ
(
x− tn
ξn
)
,
where ξn = dist(tn, ∂Vn) is the distance of the point tn from the boundary of its Voronoi cell (in
this one-dimensional setting, Vn is an interval and its boundary is the set of the two endpoints).
Observe that
ξn =
1
2
min {tn+1 − tn, tn − tn−1} , n = 1, . . . , N,
and therefore ξn ≥ ξ for each n = 1, . . . , N . By construction supp(gn) ⊆ Vn, n = 1, . . . , N , and
therefore supp(gn)∩ supp(gm) = 0, n 6= m. It follows that g ∈ Gy. Since g ∈ C∞[−1, 1] a standard
result in polynomial approximation gives that
inf
φ∈ΦK
φ 6=0
‖g − φ‖∞ ≤ CrK−r‖g(r)‖∞, K ≥ r,
for some constant Cr > 0 independent of K and g (see [10, (5.4.16)]). Observe that
‖g(r)‖∞ = max
n=1,...,N
|yn|√
τn
‖g(r)n ‖∞ ≤ ‖y‖ max
n=1,...,N
(ξn)
−r
√
τn
≤ ξ−r−1/2,
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where in the last inequality we use that fact that ξn ≤ τn. Hence
inf
φ∈ΦK
φ 6=0
‖g − φ‖∞ ≤ CrK−rξ−r−1/2, K ≥ r. (7.25)
In order to apply (6.1), it remains to estimate ‖g‖ν = ‖g‖. Since the gn’s have disjoint supports,
we have
‖g‖2 =
N∑
n=1
|yn|2
τn
‖gn‖2 =
N∑
n=1
|yn|2
τn
ξn ≥ min
n=1,...,N
{ξn/τn} ≥ ξN/ max
n=1,...,N
τn.
Observe that τn ≤ 2h. Therefore, ‖g‖ ≥
√
ξ/(2h). Substituting this and (7.25) into (6.1) now gives
the result.
Finally, we now note that Theorem 1.1 follows immediately from Theorems 6.5 and 7.1.
8 Trigonometric polynomials on bounded intervals
We now consider Example 2.2. Note that in this case we define the projections PN : ℓ
2(Z)→ ℓ2(Z)
by PNx = {. . . , 0, 0, x−N , x−N+1, . . . , xN−1, 0, 0, . . .}. Our main result is as follows:
Theorem 8.1. Let {φi}i∈Z be the Fourier basis (2.8), T = {tn}Nn=1 ⊆ [−1, 1] be a set of N scattered
data points and suppose that h is as in (2.2). Suppose that the weights wi = 1+ |i|γ for some γ > 0.
Then for each 0 < ǫ < 1/2 there exists a c(ǫ) > 0 such that if
h ≤ c(ǫ)
{
M−3/2−3/(4γ) 0 < γ < 1
M−3/2 γ > 1
,
then any minimizer xˆ of (3.6) satisfies
‖x− xˆ‖ ≤ C(ǫ)
[
Mγ+1/2η + ‖P⊥Mx‖1,w + TN,K,η(x)
)
.
for some constant C depending on ǫ only, where TN,K,η(x) is as in (5.7).
For least-squares fitting, we have the following:
Theorem 8.2. Let {φi}i∈Z be the Fourier basis (2.8), T = {tn}Nn=1 ⊆ [−1, 1] be a set of N scattered
data points and let h be as in (2.2). Then for each 0 < ǫ < 1 there exists a c(ǫ) > 0 such that if
h ≤ c(ǫ)M−1, (8.1)
then the solution xˇ of (3.8) exists uniquely and satisfies
‖x− xˇ‖ ≤
(
1 +
1√
1− ǫ
)
‖x− PMx‖1,w + 1√
1− ǫη,
for any w = {wi}i∈N with wi ≥ 1.
Unlike the case of Jacobi polynomials, these results give a worse recovery guarantee for weighted
ℓ1 minimization than that of least-squares fitting. However, we do not believe the scaling h .
M−3/2 is sharp, and instead we conjecture that the true scaling is h . (M logM)−1. Proving this
conjecture is an open problem. We remark in passing that this conjecture holds in the special case
where the data is equispaced (we omit the proof for brevity’s sake).
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Figure 6: Numerical comparison of weighted ℓ1 minimization and least-squares fitting for approximation
from jittered data. The error against N is plotted for each method. The solid black line is weighted ℓ1
minimization with K = 4N and weights wi =
√
i. The dashed lines are least squares with M = cN and
c = 16 ,
1
4 ,
1
2 ,
2
3 ,
3
4 ,
5
6 . The solid blue line is oracle least squares based on choosing M to minimize the error for
a given N and f . Random noise of magnitude 10−8 was added to the data.
8.1 Numerical examples
In Fig. 6 we give a comparison of the two techniques for jittered data. In alignment with the
discussion above, these results suggest the scaling predicted by Theorem 8.1 is not optimal. In
fact, weighted ℓ1 minimization performs better than least-squares fitting (including the oracle case)
in all the examples. We suspect this strong performance is due in part to the presence of some
sparsity in the functions considered, and the fact that jittered points are near-optimal points for
the recovery of sparse trigonometric polynomials [19].
8.2 Proofs
We first require the following lemma:
Lemma 8.3. Let {φi}i∈Z be the orthonormal Fourier basis (2.8), T = {tn}Nn=1 ⊆ D be a set of N
scattered data points and suppose that h is as in (2.2). Suppose that hM ≤ 1. If E2(h,M) and
E∞(h,M) are as in (5.4) and (5.4) respectively, then
E2(h,M) . hM, E∞(h,M) . hM3/2.
Proof. Consider E2(h,M) first. As in the proof of Lemma 7.7, let x ∈ PM (ℓ2(Z)), ‖x‖ = 1 be
arbitrary and set g =
∑M−1
j=−M xjφj so that ‖g‖L2 = 1. Arguing in an identical manner, we see that
it suffices to show that
N∑
n=1
∫
Vn
|g(t) − g(tn)|2 dt . h2M2. (8.2)
Observe that |g(t)− g(tn)|2 . h
∫
Vn
|g′(s)|2 ds and therefore∑Nn=1 ∫Vn |g(t)− g(tn)|2 dt . h2‖g′‖2L2 .
To get (8.2) we recall Bernstein’s inequality ‖g′‖L2 . M‖g‖L2 for trigonometric polynomials.
For E∞(h,M) we let x ∈ PM (ℓ2(Z)) with ‖x‖∞ = 1 and defined g as before. As in the proof of
Lemma 7.8 it suffices to estimate
max
i=−M,...,M−1
|〈g, φi〉L2 − 〈g, φi〉h| .
Arguing in the standard way, we see that
max
i=−M,...,M−1
|〈g, φi〉L2 − 〈g, φi〉h| . h‖(gφi)′‖L1 ≤ h‖(gφi)′‖L2
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Since gφi is a trigonometric polynomial of degree at most 2M Bernstein’s inequality gives
max
i=−M,...,M−1
|〈g, φi〉L2 − 〈g, φi〉h| . hM‖x‖2 ≤ hM3/2,
where in the final inequality we use the Cauchy–Schwarz inequality the fact that ‖x‖∞ = 1. This
now gives the estimate for E∞(h,M).
Lemma 8.4. Let {φi}i∈Z be the orthonormal Fourier basis (2.8), T = {tn}Nn=1 ⊆ D be a set of N
scattered data points and suppose that h is as in (2.2). Suppose that hM ≤ 1. Then the quantity
F (h,M,R) defined by (5.5) satisfies
F (h,M,R) .
√
M sup
i>R
{1/wi} .
Moreover, if the weights wi & i and R ≥M , then
F (h,M,R) . h
√
M sup
i>R
{i/wi} .
Proof. We argue as in the proof of Lemma 7.9. In the first case, since the functions φi are uniformly
bounded we have ‖P⊥RW−1U∗UPMx‖∞ ≤ ‖g‖h supi>R{1/wi}, where g =
∑M−1
j=−M xjφj and ‖x‖∞ =
1. By the same argument, we find that ‖g‖h . ‖g‖L2 .
√
M , which gives the first result.
Now consider the second. With x and g as before, we have
‖P⊥RW−1U∗UPMx‖∞ = sup
i>R
{
1
wi
|〈g, φi〉L2 − 〈g, φi〉h|
}
.
As in the previous lemma, we note that |〈g, φi〉L2 − 〈g, φi〉h| ≤ h‖(gφi)′‖L2 , and therefore by Bern-
stein’s inequality |〈g, φi〉L2 − 〈g, φi〉h| . hi‖x‖2 . hi
√
M . This gives the second result.
Proof of Theorem 8.1. With this lemma in hand, the proof is identical in manner to that of Theorem
7.1. We omit the details.
9 Conclusions
We have presented an infinite-dimensional framework for weighted ℓ1 minimization. Its advantages
are that it does not require a priori knowledge of the expansion tail in order to be implemented
and in the absence of noise it leads to interpolatory approximations. We have discussed the role
weights play in the minimization in resolving the aliasing phenomenon, as opposed to promoting
smoothness, and provided an explicit way to choose the truncation parameter. In the second half
this paper we performed a linear error analysis for this framework valid for arbitrary scattered data,
and used it to show near-optimal performance for Jacobi polynomial bases.
There are several topics for future research. Three immediate problems are (i) to obtain a
better scaling than (8.1) in the trigonometric polynomial case, (ii) to estimate the truncation error
Th,K,η(x) in a way that does not require additional regularity of x (see Theorem 6.1 and Remark
6.2), and (iii) to improve the noise bound in Theorem 7.1 (see Remark 7.6). Besides these, a question
of singular importance are the extensions of §7 to higher dimensions and to unbounded intervals
(using Laguerre and Hermite polynomials, for example). Other higher-dimensional problems can
also be investigated, such as approximations in spherical harmonics (see also [28]).
Another topic is the optimal selection of weights. The results of this paper suggest that weights
aid approximations from deterministic, scattered data by resolving the aliasing phenomenon and
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not necessarily by matching the decay of the expansion coefficients. In particular, slowly growing
weights seem sufficient, at least in the one-dimensional setting. The situation may be different
however in the multidimensional case when the samples are random. It has recently been shown in
[1, 13] that weighted ℓ1 minimization with a specific choice of weights leads to optimal approximation
rates for certain classes of multivariate functions when the samples are drawn randomly from the
orthogonality measure of the polynomial basis. We also note the possibility of using reweighted ℓ1
minimization, where weights iteratively updated to get a better estimation of the support set of x
[25, 35]. We expect this technique can be combined with our framework.
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A Jacobi polynomials
Given α, β > −1 let P (α,β)j be the Jacobi polynomial of degree j. These polynomials are orthogonal
on D = (−1, 1) with respect to ν(α,β)(t) = (1− t)α(1 + t)β, with
〈P (α,β)j , P (α,β)k 〉L2
ν(α,β)
= δj,kκ
(α,β)
j ,
where
κ
(α,β)
j =
2α+β+1
2j + α+ β + 1
Γ(j + α+ 1)Γ(j + β + 1)
j!Γ(j + α+ β + 1)
, (A.1)
and have the normalization
P
(α,β)
j (1) =
(
j + α
j
)
.
The corresponding orthonormal polynomials are defined by φj(t) =
(
κ
(α,β)
j−1
)−1/2
P
(α,β)
j−1 (t), j ∈ N.
Note that
κ
(α,β)
j ∼ 2α+βj−1, j →∞. (A.2)
and also that
P
(α,β)
j (1) ∼
jα
Γ(α+ 1)
.
The polynomials P
(α,β)
j satisfy the differential equation
−
(
ν(α+1,β+1)
(
P
(α,β)
j
)′)′
+ λ
(α,β)
j ν
(α,β)P
(α,β)
j = 0, (A.3)
where λ
(α,β)
j = j(j +α+ β+1). In particular, the derivatives (P
(α,β)
j )
′ are orthogonal with respect
to ν(α+1,β+1) and satisfy (
P
(α,β)
j
)′
=
√√√√λ(α,β)j κ(α,β)j
κ
(α+1,β+1)
j−1
P
(α+1,β+1)
j−1 . (A.4)
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Lemma A.1. Let α, β > −1. Then ‖p′‖L2
ν(α+1,β+1)
≤ λ(α,β)M ‖p‖L2
ν(α,β)
, ∀p ∈ PM .
Proof. Let p ∈ PM be arbitrary and observe that
p(t) =
M∑
j=0
xj
κ
(α,β)
j
P
(α,β)
j (t), xj = 〈p, P (α,β)j 〉L2
ν(α,β)
.
Note that
‖p‖2L2
ν(α,β)
=
M∑
j=0
|xj |2
κ
(α,β)
j
. (A.5)
Similarly,
p′(t) =
M−1∑
j=0
yj
κ
(α+1,β+1)
j
P
(α+1,β+1)
j (t), yj = 〈p′, P (α+1,β+1)j 〉L2
ν(α+1,β+1)
,
and
‖p′‖2L2
ν(α+1,β+1)
=
M−1∑
j=0
|yj|2
κ
(α+1,β+1)
j
. (A.6)
Consider xj. By the differential equation (A.3) and the fact that ν
(α+1,β+1)(±1) = 0, we have
xj =
∫ 1
−1
p(t)P
(α,β)
j (t)ν
(α,β)(t) dt =
1
λ
(α,β)
j
∫ 1
−1
p′(t)
(
P
(α,β)
j (t)
)′
ν(α+1,β+1)(t) dt.
Hence, by (A.4),
xj =
√√√√ κ(α,β)j
λ
(α,β)
j κ
(α+1,β+1)
j−1
〈p′, P (α+1,β+1)j−1 〉L2
ν(α+1,β+1)
=
√√√√ κ(α,β)j
λ
(α,β)
j κ
(α+1,β+1)
j−1
yj−1.
Using (A.5) and (A.6) we now get that
‖p‖2L2
ν(α,β)
≥
M∑
j=1
|yj−1|2
λ
(α,β)
j κ
(α+1,β+1)
j−1
≥ 1
λ
(α,β)
M
‖p′‖2L2
ν(α+1,β+1)
,
as required.
We also require several results concerning the asymptotic behaviour of Jacobi polynomials. The
first is as follows (see [31, Thm. 7.32.1]):
‖P (α,β)j ‖L∞ = O (jq) , n→∞, q = max{α, β,−1/2}.
Hence, using (A.2) we find that the normalized functions φj defined by (2.6) satisfy
‖φj‖L∞ = O
(
jq+1/2
)
, j →∞, (A.7)
which gives (2.7). We also note the following local estimates for Jacobi polynomials. If k = 0, 1, 2, . . .
and c > 0 is a fixed constant then∣∣∣∣∣ d
kP
(α,β)
j (t)
dtk
∣∣∣∣∣
t=cos θ
∣∣∣∣∣ =
{
θ−α−k−1/2O (jk−1/2) cj−1 ≤ θ ≤ π/2
O (j2k+α) 0 ≤ θ ≤ cj−1 , (A.8)
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as j →∞. See [31, Thm. 7.32.4]. This estimate bounds the Jacobi polynomial and its derivatives
for 0 ≤ t ≤ 1. For negative t, we may use the relation
P
(α,β)
j (−t) = (−1)jP (β,α)j (t). (A.9)
Hence behaviour of P
(α,β)
j (t) and its derivatives for t < 0 is given by (A.8) with α replaced by β.
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