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Abstract—The need for placing datacenter resources closer to 
the end-user is inarguable given the rise of computationally heavy 
services that have stringent latency requirements. This need 
becomes more straightforward in the expected proliferation of the 
Internet of Things (IoT) and for the forthcoming 5th generation 
(5G) mobile networks. However, in the context of Mobile Edge 
Computing, there is a lack of research activities about quantifying 
the important parameters that are helpful for the deployment of 
micro-datacenters (μDCs). For this reason, this paper provides an 
analysis of a citywide deployment of μDCs and an evaluation on 
how the different deployment scenarios affect both end-user 
Quality of Service (QoS) and Telco provider costs. In order to 
identify some guidelines to minimize such costs, the possibility of 
placing μDCs in the central offices hosting the Optical Line 
Terminals (OLTs) of the widely deployed Passive Optical 
Networks (PONs) has been explored. We utilized the publicly 
released dataset of the “Milano Grid” from the Open Big Data 
initiative and developed a simulation framework for user mobility 
that takes into account the effects of the user transitions on the 
generated traffic. Results illustrate the trade-off between the 
number of servers/power consumption and the per-user latency 
for varying μDC coverage area, and compare it to the deployment 
and energy costs ascribable to different ways of μDC 
dimensioning.  
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I. INTRODUCTION 
With the IoT paradigm gaining a foothold in our everyday 
lives, the challenges brought to light by the diffusion of smart 
objects, like the increasing needs for quick response and 
processing, are receiving a lot of attention in the research 
environment. 
The need to deploy storage, computing and configuration 
features closer to the end-user instead of inside datacenters, as 
they are not able to support the latency requirements of next-
generation cloud services [1], has made the Mobile Edge 
Computing concept [2] widely accepted as the most viable 
solution for supporting the upcoming fifth-generation (5G) 
mobile networks. However, although researchers agree upon the 
need to bring computing resources near the underlying 
networks, no studies have been carried out to quantify this 
“near” and evaluate the diverse trade-offs that different levels of 
proximity can provide. 
Most of the research attention is on the requirements and 
issues towards a properly working mobile edge environment, 
like QoS [3]-[4], provisioning [5]-[7] and security [8]-[11]. 
Regarding proximity, Stojmenovic [12] envisages low-latency 
processing occurring near the edge with other latency-tolerant 
operations being performed in the cloud, while Aazam and Huh 
[13], additionally, propose to have proxies and access points 
positioned along highways and tracks to deliver streaming 
contents to moving vehicles. To the best of the authors’ 
knowledge, no studies have been dedicated so far to the 
placement of the micro datacenters (μDCs) needed to deliver 
5G-ready services. Owing to the above considerations, in this 
paper we will evaluate the impact of different choices of μDCs’ 
deployment on the consumed power and the latency. 
Additionally, a breakdown of how the Total Cost of Ownership 
(TCO) is affected by the different solutions is presented, as well.  
The evaluation has been carried out considering a 
metropolitan area that includes Milan, Italy, and neighboring 
cities. Starting from real Internet traffic data [14], estimations on 
the load and network architecture have been made to suit the 
potential status in the year 2020, when 5G is expected to be 
available. Such estimates also take into account the traffic 
overhead due to the users’ varying positions, which is obtained 
by means of a probabilistic version of random waypoint. 
Moreover, we have explored the possibility of placing μDCs in 
the central offices hosting the Optical Line Terminals (OLTs) to 
exploit a readily available site and thus reduce deployment costs 
and improve Power Usage Effectiveness (PUE).  
The paper is organized as follows. Section II describes the 
main solutions that are currently envisaged to determine the 5G 
architectural aspects. Section III presents the models that have 
been designed to characterize traffic, latency, user mobility and 
servers’ dimensioning. Section IV reports the description of the 
evaluated use case and the obtained results. Finally, conclusions 
are drawn in Section V. 
II. INFRASTRUCTURE ARCHITECTURE FOR 5G NETWORKS  
In the recent years, network technologies and architectures 
are facing a deep revolution in order to meet tomorrow’s 5G 
requirements, expected number of users and of network-
connected objects, as well as traffic volumes.  
In its white paper [15], the 5G Public Private Partnership 
(5G-PPP) [16] has identified, with the help of the involved 
vertical industries, a number of use cases that can be grouped as 
Enhanced Mobile Broadband (eMBB), Ultra-Reliable and Low 
Latency Communications (URLLC), and Massive Machine 
Type Communications (mMTC). Due to the extreme diversities 
of services, as well as the vast number of end devices, a huge set 
of functional and performance requirements has to be taken into 
consideration, such as data rate, support for 
mobility/localization, maximum end-to-end latency, reliability, 
security, energy/spectrum efficiency. Moreover, due to the 
heterogeneity of the 5G-enabled services, not only different 
target values can characterize the same requirement for the 
various use cases, but their achievement could be conflicting 
[17]. In order to respond to these requirements, there is the need 
of a unified infrastructure able to optimize coverage, availability 
and flexibility, while integrating and re-using existing 
communication technologies as much as possible [18].  
To achieve this goal, 5G network architectures will need to 
improve their flexibility. In practice, this is translated, on the one 
hand, in improving the efficiency of the wireless network (for 
example, by means of more efficient MIMO systems, with 
smaller and denser cells with respect to the current setups [19]) 
and, on the other hand, in paying special attention to the 
convergence with the fixed access network [20].  
This second aspect, which is the most relevant for this study, 
commonly regards the extension of optical technologies to the 
transport and core networks up to the access network. In this 
respect, the Passive Optical Network (PON), thanks to its low 
cost and high bandwidth, is considered the most suitable 
technology for mobile backhaul connections by many network 
operators and manufacturers, such as China Mobile, Cisco and 
Nokia. [21]-[23]. 
As shown in the reference network architecture in Figure 1, 
a Passive Optical Network is generally composed of an optical 
line terminal (OLT) at the infrastructure provider’s central office 
and a number of optical network units (ONUs) near end users, 
as well as an optical splitter [24]. The most common standard is 
the Gigabit Passive Optical Network (GPON), defined by ITU-
T recommendation series G.984.1 through G.984.4 [25], but 
alternative standardizations, like the IEEE EPON, do not present 
radical differences.  
The OLT interconnects the PON to the core network by 
broadcasting the signal to the connected ONUs, while upstream 
traffic is managed in a TDM fashion. The number of ONUs 
connected to a single OLT can vary, with higher ratios calling 
for an increased power budget to support the physical reach. 
Typical splitting ratios are 1:32 and 1:64; 1:128 is also feasible, 
but in that case the distance between the OLT and the ONUs 
must be below 5 km. The ONUs terminate the optical network 
and have different characteristics depending on the FTTx (Fiber 
to the x) technology or in the case of backhaul deployment. For 
example, ONUs for FTTH or backhauling have one to four ports, 
while devices used on larger scales (e.g., FTTCab) can have up 
to 192 ports and must be located not farther than 400 m from the 
final customers. As shown in Figure 1, ONUs can support both 
residential or professional users and small businesses, along 
with mobile Base Transceiver Stations (BTSs). 
In our reference architecture, for the deployment of the core 
network, we have considered the Evolved Packet Core [26]. In 
order to adapt the EPC functions to the multi-tenancy 
environment, Network Functions Virtualization (NFV) and 
Software Defined Networking (SDN) are playing a relevant part 
in virtualizing (some of) the data-plane EPC elements and 
guaranteeing their interconnection, hence creating a number of 
independent EPCs on the same physical infrastructure. The EPC 
elements will be deployed in the NFV scenario as Virtual 
Network Functions (VNFs), which will be composed of a 
number of Virtual Machines (VMs) running on general purpose 
servers. This new paradigm will remove the components 
originally performing those operations from the legacy device, 
in which only the physical components and capabilities needed 
to interconnect the Point of Presence (PoP) to and from the 
Radio Access Network (RAN) and the backbone network will 
remain, using the GPON long-haul interfaces. 
III. CHARACTERIZATION OF TRAFFIC AND SERVERS ACCORDING 
TO THE USER MOBILITY 
The models described in the following subsections have the 
aim of characterizing both the traffic traversing a μDC and the 
servers composing the μDC itself. We consider an urban area 
divided in a number of sub-areas served by a μDC, and provide 
the characterization of traffic and latency (Section III.A) and of 
the number of active servers and related power consumption 
(Section III.C). The results presented in Section IV will also take 
into account the dynamicity provided by the presence of users 
moving from one sub-area to another, which causes their 
resources to be moved to the nearest μDC, according to the 
mobility model presented in Section III.B. 
A. The Traffic Model 
The workload ( , ) in a μDC  at a time  (number of tasks 
per second, whose execution is requested to a server) can be 
modeled as follows: ( , ) = ∙ ∙ ( , ) (1) 
where  is the estimated average traffic,  is the factor that 
converts  into the peak traffic and ( , )	is the normalized 
coefficient of the peak network traffic for each  and .  
The total latency of a request is estimated as the total time it 
takes for the user requests to traverse the network and be 
processed by the server. It is defined as: = + +  (2) 
where  is the latency introduced by the servers (i.e., waiting 
and service time),  is the latency introduced by the number of 
network elements that the user-generated flows traverse (i.e., 
number of hops) and  is the propagation delay along the path. 
In this study,  is the sum of waiting time and service time 
in a single server. Using an M/M/1 queueing model, the waiting 
time inside the server can be estimated. The average service time 	  is the inverse of the server capacity. Hence,  is estimated as:  Figure 1. Converged network reference architecture. 
= ( ) (3) 
where  and  are the service rate and utilization of the server, 
respectively.  
If we assume the presence of a layer-2 switched network 
(Ethernet), network elements that are traversed by the user flows 
receive the flow’s packets first before retransmitting them to 
another node. The time for the switching operation is taken into 
account (assuming no further processing is involved) in , 
which is estimated as: = ∑ + +  (4) 
where  is the average number of crossed network elements, 
while ,  and  are the latencies corresponding to the 
store and forward, queueing and switching of the i-th network 
element,	respectively [27]. 
Furthermore,  is estimated as the frame size over the line 
bit rate [27], and it ranges from about 0.5	  to 12	  for frame 
sizes from 64 bytes to 1500 bytes, respectively, at Gbit/s line 
speed.  can be approximated as the utilization of the switch 
multiplied by the sore-and-forward latency corresponding to the 
maximum frame size (i.e., 1500 bytes) [27]. Finally,  is the 
service time of a switch (i.e., all the time related to executing its 
functions) which is approximately 5.2	  for a Siemens 
RUGGEDCOM switch [27]. 
Regarding propagation delay, in the best case signals travel 
within a fiber-optic medium, propagating at the speed of light 
over the refractive index of the optical fiber material (~1.46) at 
approximately 2.05336 10 	 /  or ≈ 5	 /  of latency. 
Therefore, =  (5) 
where  and  are the distance travelled and the speed of the 
signal in the given medium, respectively. 
B. The User Mobility Model 
As the user moves, the location of the user’s resources must 
also be moved to the nearest μDC accordingly. We use a 
probabilistic version of random waypoint as our mobility model. 
It has been derived from Chiang’s probabilistic version of 
random walk from [28], with added pause times to convert it into 
a random waypoint model. Instead of the direction being purely 
random, it refers to a Probability Matrix (PM), which determines 
the position (cell) of a particular mobile user for the next time 
step. In this study, the PM was created using the dataset that will 
be introduced in Section IV.  
In the simulation, we used ~50-500 meters per minute for the 
speed interval, 0-100 minutes of pause interval and 1-2 minutes 
of walk interval. The simulation was conducted for 46080 
minutes (32 days). The higher the activity, the higher the 
probability that the user will traverse that cell at that particular 
point in time. 
C. Dyamic Number of Servers and Power Consumption 
In characterizing the servers composing the μDC, we 
considered x64 processors, as they are the leading choice for 
data centers. The estimated number of active servers, ( , ), 
needed in a μDC for each  and  is computed through: 
( , ) = ( ( , ) 	 ( , ))∙	 	  (6) 
where ( , ) is the traffic overhead due to the user mobility 
(i.e., migration of resources to  at ),	 	 is a limiter of the 
server utilization, and  is the capacity of a server.  heavily 
affects the latency when the server utilization is very close to 1. 
In this study, we set = 0.8. ( , ) as derived from the 
user mobility simulation results explained in Section III.B.  
The power consumption of servers for each  and  is 
computed through: ( , ) = ∑ ( ( ) + )( , )  (7) 
where  is the total power consumption of the i-th active server 
except for the processor power consumption, ( ), that varies 
depending on the dynamic server utilization,	 . 
IV. EVALUATION 
The following subsections report the results obtained by 
evaluating the impact of different µDC dimensioning choices 
applied to a metropolitan area. In more detail, Section IV.A 
describes the case study we have selected for this paper, which 
covers the Milan and neighboring area, and presents the dataset 
we have used as a starting point for the traffic. Then, it describes 
the assumptions on traffic, population and network architecture 
that have been made to design a scenario suitable to characterize 
a plausible 2020 deployment. Results in Section IV.B focus on 
the performance in terms of power consumption and latency 
obtained according to the traffic load and related number of 
active servers, while Section IV.C aims to draw some 
considerations on the TCO and highlight the main aspects that 
need to be considered when dimensioning µDCs.  
A. The Milan Case Study 
In 2014, Telecom Italia launched the first edition of the Big 
Data Challenge [14]. After the challenge, the datasets provided 
to the participants have been publicly released through the Open 
Big Data initiative [29]. For this work, we decided to exploit the 
“Milano Grid”, available at [30]. We considered the Internet 
traffic activity, in which a Call Detail Record (CDR) is generated 
each time a user starts/ends an Internet connection or if, during 
the same connection, the limits of 15 minutes or 5 MB from the 
last generated CDR are reached. Hence, this dataset measures 
the level of interaction of the users with the mobile phone 
network rather than providing an exact value of the network 
traffic. Data are reported over time windows of ten minutes. 
For this reason, an estimation of the actual load was 
performed exploiting both the data from the Open Big Data 
initiative and the estimates from [31]: considering the traffic 
model defined in Section III.A, ( , ) is taken from the network 
activities in [30] with 10-minute resolution. It is used to estimate 
the dynamic traffic characteristics of each cell, while ∙  
defines the magnitude of the network traffic. According to [31], 
peak traffic is approximately 3 times the average and will grow 
to 3.4 by 2020. Thus, we use the value, = 3.4.  
The datasets report telephone and Internet traffic information 
referring to the Milan urban area for a month, in December 2013. 
Each entry describes a square area of 235m x 235m, for a total 
of 10000 entries covering the 552.25 km2 overall area. Such 
area, shown in Figure 2, includes 33 cities (31 cities completely 
covered, plus half of Pioltello and around 10% of Monza). 
According to [32], the total population of the area in 2017 was 
around 2.3 million people. 
The access network deployed by Telecom Italia in Italy is 
based on FTTC technology [33]. Official data on the deployed 
ONUs and OLTs are publicly available [34]: currently, 2923 
ONUs and 48 OLTs are deployed in the considered area. In 
addition, the list of BTSs of the four Italian mobile operators 
(H3G, Telecom Italia, Vodafone and Wind) can be found as well 
[35], giving a total of 1466 antennas. Telecom Italia forecasted 
to reach 75% of the population with fiber by 2017 [36]. 
Considering the population growth forecasted for the region 
[37], the number of people per household, which equals 2.3 [38], 
and also the number of ports available on each ONU, 192 [39], 
we can cover the estimated population over the area with an 
ONU every 0.14 km2, which respects the maximum distance 
supported by ONUs in FTTC of 400 m.  
In the results reported in the following, the areas in Figure 2 
and the corresponding traffic have been aggregated according to 
the most common GPON splitting ratios, in order to characterize 
and compare three cases of μDCs’ placements. Since an exact 
division is not possible for all cases, the remainders have been 
added to the outside of most sectors, given that traffic is more 
focused on the city center. As a result, the obtained cases that 
will be analyzed in the following sections are characterized as 
follows: Case A: 121 µDCs, each covering 4.56 km2; Case B: 
49 µDCs, each covering 11.27 km2; Case C: 25 µDCs, each 
covering 22.09 km2. The final value would not be supported by 
the current technology due to the excessive distance; however, 
we can take it into account for a future deployment, as studies to 
extend the OLT range are already available [40]. 
B. Performance Results 
The results reported in this section have the goal of 
characterizing the performance behavior obtainable over the 
Milan urban area by dimensioning the µDCs according to the 
three test cases defined in the previous section and considering 
the traffic from [30]. Where useful, a reference measure of the 
results obtained if only one datacenter was covering the whole 
metropolitan area is reported as well. 
Figure 3 shows the average traffic incoming to a µDC for 
each day of the month. It depicts that weekdays have higher 
peaks than weekends and have sudden decreases during the 
Christmas holidays (23rd-31st December on the x-axis in Figure 
3). Therefore, the estimation presented has been able to capture 
the network characteristics, especially taking into account the 
busy/non-busy hours and the holiday season. The percentage of 
traffic ascribable to the user mobility is reported in Figure 4. It 
is clear that, while the average traffic is higher when a µDC 
covers a wider area, on the other hand the number of users 
transitioning from one area to another grows for smaller areas, 
and so does the related load of the resources moved to the nearest 
µDC.  
Figures 5-7 show the maximum number of servers 
(corresponding to the traffic peak visible in Figure 3) that are 
kept active in each datacenter over the considered period in the 
three cases, along with the average number of active servers 
throughout the month (dotted line). The figures also highlight 
how many of these servers are due to the users’ transitions. The 
average number of active servers, as expected, is higher for Case 
C, but the deviations from the average and the impact of user 
mobility are more sensitive in Case A.  
The total power consumed in the whole area for the three test 
cases is reported in Figure 8. The consumption follows the same 
trend as the traffic in Figure 3, with higher values on working 
days, but the different µDC dimensioning does not cause 
significantly different consumptions. In fact, while the number 
of active servers per µDC changes drastically in the three cases, 
the total number of servers in the area stays almost the same, 
with differences between Case A and Case C around 10% and 
the reference following the same trend. On the other hand, as 
shown in Figure 9, latency is highly affected by the µDC 
dimensioning: values detected for Case B are higher than those 
of Case A by 40-60%, while latency for Case C overcomes Case 
A by more than 100%. Considering the reference case of a single 
datacenter serving the whole area (expressed in ms on the 
secondary axis), it can be clearly seen how distance causes both 
higher values (higher by three orders of magnitude) and a higher 
variance. 
 
Figure 2. The “Milano Grid” datasets referring to the Milan urban area. 
 
Figure 3. Average traffic per µDC in a month. 
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In order to show the trends of consumption and latency in 
more detail, Figures 10 and 11 report the data obtained on a 
working day (specifically, December 11). In both figures, it is 
possible to better appreciate the night-day trends and how 
differences among the three cases are more significant for 
latency than for power consumption.  
Considering only these results, one would conclude that the 
smallest µDCs provide the best trade-off between power 
consumption and QoS; however, the evaluation would not be 
complete if an analysis of the Total Cost of Ownership (TCO) 
were neglected.  
C. Considerations on TCO 
A complete analysis of the TCO in a datacenter is out of the 
scope of this paper, as it must take into account a number of 
aspects such as power supply, cabling, site, etc. [41]. However, 
some considerations regarding the deployment of servers can 
still be useful to evaluate the dimensioning of µDCs in our case 
study.  
Figure 12 reports an estimate on the cost of the power 
consumed according to the results in Figure 8. The cost of 
energy used for the calculation derives from [42]; we used the 
2017 cost because, on the one hand, it is not possible to foresee 
the energy cost in 2020 but, on the other hand, according to the 
historic data reported in [42], variations are not supposed to be 
so drastic to compromise our evaluation. 
Hence, considering the energy consumed by the active 
servers deployed over the Milan area in a month, Case A costs 
2617 € more than Case B and 3541 € than Case C. If, for the 
sake of comparison, we neglected the assumption of placing 
μDCs in the OLT central offices, consumption would be further 
affected by a PUE of around 1.7 [43], which would bring cost 
differences up to 4448 € and 6020 €, respectively. 
These considerations can be extended by taking into account 
not only the consumption ascribable to the active servers, but 
Figure 5. Peak number of servers and average for each µDC in Case A. 
Figure 6. Peak number of servers and average for each µDC in Case B. 






























































Figure 8. Total power consumption in each time window for the three test 
cases. 
 
Figure 9. Average latency in each time window for the three test cases. 
 
Figure 10. Total power consumption in a working day for the three test 
cases. 
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also the cost of the total number of servers to be deployed in the 
Milan area. In this respect, Figure 13 considers an initial 
dimensioning based on the peak traffic level. Then, a level of 
redundancy based on standard Tier III and IV datacenters 
planning [44] is taken into account. Such architectures foresee a 
redundancy level of N+1 and 2N+1, respectively. 
The corresponding deployment costs reported in Figure 14 
are obtained considering 3000 € as a reasonable price for the 
selected server family. Excluding redundancy, the deployment 
cost for servers in Case A overcomes Case B by 0.35 M€ and 
Case C by 0.46 M€. For the extreme case of a Tier IV datacenter 
equipped for mission-critical use cases, such as Tactile Internet 
[44], such figures rise to 1.04 and 1.37 M€, respectively. The 
impact of OPEX is hence less relevant than CAPEX in the 
overall TCO; in fact, the values in Figure 15 look exactly the 
same as those in Figure 14. If we compare these figures to the 
latency presented in Figure 9 with differences in the three cases 
around 40 µs, and consider that the required response time of the 
above mentioned Tactile Internet, which represents the most 
critical 5G use case, is 1 ms, such an investment is not justifiable 
yet and a less distributed solution, such as Cases B and C would 
be the most suitable for µDC deployment, while the reference 
case would not be suitable. 
V. CONCLUSIONS 
The upcoming fifth-generation (5G) mobile networks will 
pave the way to a number of applications characterized by very 
stringent performance requirements that will call, among other 
aspects, for reducing the physical distance between the user and 
the datacenter hosting the virtual instances of her/his 
applications. Although this requirement, which represents one of 
the pillars of Mobile Edge Computing, is widely accepted, a 
quantitative definition of the desired proximity has been 
neglected by the research community so far.  
In order to fill this gap, in this paper we have tried to outline 
the main factors to be considered in the design of a µDC 
deployment. Our considerations stem from a dynamic model of 
both the traffic and the number of servers based on the presence 
of users moving, with consequent data migration.  
Results have been obtained for the case study of µDCs 
deployment over the Milan and neighboring urban area in 2020 
to be aligned with the 5G expected introduction. We have 
considered µDC co-location inside OLT central offices in order 
to save on PUE, and computed power consumption and traffic 
over one month, basing our calculations on existing data on 
traffic and projections on population and network architecture 
by 2020. 
From the results it emerges that the gains in terms of latency 
obtainable by deploying a higher number of smaller µDCs 
overcome the energy savings brought by the opposite strategy; 
however, these gains are counterbalanced by huge costs due both 
to the purchase of the servers and to their energy costs. 
Considering the latency requirements of the currently identified 
5G use cases, a less scattered design is still preferable for the 
near future. 
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