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ABSTRACT 
 Nanoparticles used in two unique ways are examined for the purposes of utilizing their 
unique characteristics for specific applications. 
 The first of the nanoparticles examined, Cadmium Selenide/ Zinc Sulfide core/shell 
Quantum Dots with an expected emission peak of 640nm, were studied for the purpose of creating 
a non-invasive stress gauge. The Quantum Dots observed had Gaussian fitted emission peak shifts 
when exposed to a 5mW 405nm laser and pressures ranging from 0-100MPa. The emission peak 
shifts experienced appeared near linear over the ranges of 5-100MPa with an average wavelength 
shift of -1.5nm per 100MPa. The Quantum Dot emission peak to control emission intensity ratio 
shifted over this range of pressures but the methods of measuring the intensity are highly variant 
and require more refinement prior to application. Though the induced emission peak shift is large 
enough to be detectable at high pressures (>100MPa), the error of the emission peak calculation is 
+/-0.045nm and there is an issue of gradual emission peak shift over time. Further study of 
Quantum Dot as a stress gauge requires higher control of the declining emissions with respect to 
time but gives rise to the notion of using Quantum Dots as an environmental exposure or erosion 
detector for coatings.  
The second of the nanoparticles tested was the carbon buckminsterfullerene (C60) in an 
attempt to create a hydrophobic nanostructured surface. The experiment designed is a procedure 
by which C60 is attached to a SiO2 surface via the organosilane, N1-[3-(trimethoxysilyl)-
propyl]diethylenetriamine. The surface made was exposed to contact angle measurement and X-
ray photoelectron spectroscopy (XPS) to determine the status of the functionalization. Contact 
angle measurement confirmed the existence of a change in the surface chemistry but no 
hydrophobic surfaces were created as all surfaces had contact angles in the range of 36-67°. The 
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functionalization was further characterized by XPS and it was found that the C60 molecules were 
hydroxyl and carboxyl functionalized using the plasma process developed. XPS also showed a 
tangible change in the relationship between carbon and nitrogen after the SiO2 is functionalized 
with the organosilane and then later with the C60. The change in the C60 attached surface is not 
enough to state that functionalization had occurred and additional improvements to the procedure 
are suggested to allow for confirmation. Of the suggestions to improve the procedure, two in 
particular are of importance. The first of which is that the C60 are still functionalized with 
hydroxyls reducing the hydrophobicity of the surface and a possible defunctionalization procedure 
is identified which does not affect the amide bonds but reduces the hydroxyls. The second is the 
possibility of using larger particles to make detection easier in XPS or other forms of microscopy, 
as well as improving the amount of bonds and the functionality of the surface.   
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CHAPTER 1: INTRODUCTION 
Nanoparticles are named due to the size of the particles existing on the nanometer scale in 
diameter as defined by International Union of Pure and Applied Chemistry.1 The key factor of any 
nanoparticle is that the nanoparticle acts as the bridge between the properties of a single molecule 
and the bulk material. Nanoparticles are a diverse group of particles that have great potential in 
engineering applications including but not limited to, improving the structural strength of cement, 
expanding the excitation wavelength of photovoltaic panels, and even the administration of 
medicines and other applications. Nanoparticles can also act as unwanted byproduct of corrosion, 
dust or air pollutants from coal burning, Fly ash,2 etc. Nanoparticles are of particular interest 
because they can be used in similar ways to the bulk material but can give systems, reactions, or 
structures with more differentiable or useful properties.  
The procedures that are described and applied in this thesis look at the properties of two 
different nanoparticles.  The first of these nanoparticles, Quantum Dots (QDs), is examined for 
their unique optical fluorescence properties when exposed to UV light. QDs exhibit light emission 
in the visible spectrum, an effect which appears to have a dependence on the size of the particle 
and the pressure exerted on the particle. The second particle looked at is the carbon 
buckminsterfullerene (C60) which is hydrophobic due to its sp2 bonds.3 C60 is chosen because its 
hydrophobic property, in combination with its size, offers an alternative pathway to transforming 
hydrophilic surfaces into hydrophobic surfaces without using Polytetrafluoroethylene (PTFE). 
This thesis will show experimental data and analysis that can be used to realize and improve 
engineering applications for the particles listed. QDs, specifically Cadmium Selenide/ Zinc Sulfide 
core/ shell QDs, are used in an attempt to relate the pressure on the particles to make a non-invasive 
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stress or strain gauge and C60 is used via an attachment process in an attempt to turn Silicon Oxide 
into a hydrophobic nano-structured multitier surface.    
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CHAPTER 2: BACKGROUND INFORMATION AND SELECTED 
LITERATURE REVIEW 
This chapter gives selected relevant background on the properties and recent developments 
in the field of Quantum Dots under pressure and Surface Wettability. The individual sections will 
look at the basic background and research pathway that preceded the experiment, identifying the 
key phenomena that is to be measured or seen.  
2.1 QUANTUM DOTS 
QDs are interesting nanoparticles because they convert incoming photons to those of a 
lower energy and longer wavelength. The effect is particle size dependent.  QD emission is a 
popular field of study due to the fact that the emission wavelength of QDs exists in, but is not 
limited to, the visible spectra resulting in a photoluminescence (PL) effect. The concepts that 
explain the conversion process and the unique way QDs exhibit this effect are addressed in the 
following subsections as well as background information tying the examined shift in emission peak 
location to the possibility of pressure dependence. 
2.1.1 Photoluminescence and the Stokes Shift 
Photoluminescence can be briefly described as light generation caused by light exposure. 
The Stokes Shift is the change of the wavelength, or energy, between the excitation and emission 
photons.4-7 The resulting shift is generally in accordance with the Stokes law of luminescence 
which states that the energy of the emitted photon will be less than the energy of the incident 
photon, meaning the emission wavelength will be greater than the incident wavelength.8 In the 
event where the excitation photon has less energy than the emission photon occurs an Anti-Stokes 
Photoluminescence has taken place, which requires an additional energy source.9  Focus will only 
be on Stokes Photoluminescence and Stokes Shifts as these effects are the effects observed. 
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 Figure 2.1 Image of the definition of the Stokes Shift. Or the wavenumber or wavelength 
difference between the excitation (absorbance, incident) and emission peak 7 
In Stokes PL, the luminescent particle is excited by a photon and an electron in the ground 
state is excited and enters an energized state. For simplicity, there is only one energized state in 
the example in Figure 2.2. Each energized state has additional vibrational states in which excess 
absorbed energy is allowed to be absorbed. As the electron vibrates and loses energy, it can shift 
to other vibrational energy states and the excess energy is dissipated as heat, sound, etc.5 The 
excited electron continues to lose energy and as a result relaxes from a specific excited state to the 
ground state, resulting in the release of the energy difference between the excited energy state and 
ground state as the emission photon.5 This shift can occur between different vibrational energy 
states in the ground and excited states which allows for the broad distribution of wavelengths in 
both the absorption and emission spectra.7 
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Figure 2.2 Simple Jablonski diagram of the process of photoluminescence. S0 is the ground 
state, S1  is the first excited state, the numbers next to the horizontal lines are vibrational states 
of the ground and first excited states, EA  is the absorbed photon energy, EE is the emission 
photon energy, the dotted line denotes the vibrational losses which do not release visible 
photons. 
2.1.2 The Band Gap 
QDs are made of semiconductor materials. Semiconductors are a little more involved in 
the process of PL. The spectra that is emitted from a photoluminescent semiconductor is dependent 
on the band gap, or the difference in energy between the most energized valence band electron and 
the least energized conduction band electron. Note that no electron with an energy between these 
two bands, valence and conduction, can exist. Figure 2.3 describes the bulk semiconductor 
absorption and emission energy structure. EG, 1, the optical gap, is the absorbed photon energy, EG, 
2, the reduced gap, is the band gap, and EF, the Fermi energy, is the energy difference between one 
of the multitude of vibration or perturbation energy states of the excited electron.10 The Fermi 
energy is also considered the kinetic energy of the excited electrons. A Photoluminescence 
emission must exist in between the energy values of the absorbed photon and the band gap energy.  
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Figure 2.3 Schematic diagram of the band structure near the gap of a heavily doped n-type 
semiconductor, showing the optical gap EG,1, (absorption energy) the reduced gap EG,2 
(emission energy) and the Fermi Energy EF (vibration energy levels).
10 
Semiconductor PL is different than standard biologic PL in that the excitation creates an 
electron-hole pair, an exciton, in which the hole exists at the top of the valence band and the 
electron in the conductance band. The exciton has slightly less energy than the excited electron 
due to coulombic forces attracting the electron back to the hole causing kinetic decay in the 
electron in order for the electron to relax and fill the hole. Upon filling the hole a photon emission 
is produced.11,12 QD nanoparticles however, have interesting PL properties that are distinct from a 
bulk semiconductor that are a direct result of the size of the nanoparticles.  
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2.1.3 Quantum Confinement Effects 
 
Figure 2.4 Illustrations representing system dimensionality d and densities N(E) of states for 
(a) Bulk semiconductors, 3D; (b) thin films, layer structures. Quantum wells, 2D; (c) linear 
chain structures, quantum wires, 1D; (d) clusters, colloids, microcrystallites, quantum dots, 
0D11 
 QD PL emissions have higher energies than the bulk semiconductor emissions as a result 
of the structure of the QD particles, because the particle diameter of a QD is less than the Bohr 
radius. This volume restriction leads to quantum confinement becoming a dominant effect in 
determining the energy of the band gap. Quantum confinement forces the possible energy levels 
of the excited electron to become finite and discrete once confinement is in all three dimensions, 
see Figure 2.4.  The resulting emissions are higher in energy, than the bulk material emissions, as 
quantum confinement adds the kinetic energy of the electron to the excited states. The result of 
confinement draws the conclusion that the band gap energy of a QD is a function of the original 
bulk material band gap, the coulomb forces of the electron-hole pair, and the quantum confinement 
energy.11  
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Quantum confinement impacts the band gap energy of QDs most when the Bohr electron 
radius is greater than the average nanoparticle radius. This regime is the strong confinement regime 
in which the electron-hole pair is not allowed to exist as a particle and the mass of the exciton is 
defined by the reduced exciton mass.11 Approximate calculations for the radii are shown in 
Equations 2.1 and 2.2 below.  
 
𝑎𝑒 = =
ℎ2𝜀2
4𝜋2𝑚𝑒∗𝑒2
 (2.1) 
   
 
𝑎𝐵 =
ℎ2𝜀2
4𝜋2 (
𝑚𝑒∗𝑚ℎ
∗
𝑚𝑒∗ + 𝑚ℎ
∗ ) 𝑒2
 
(2.2) 
   
When a semiconductor nanoparticle is in the strong confinement regime, the particle is 
considered to be confined in all three dimensions resulting in the creation of a quantum dot, or a 
zero dimensional quantum well. Quantum Dot nanoparticles actually get their name from the 
quantum mechanical representation of a very small confined particle.  This restricts the energy 
levels of the excitons to finite, discrete amounts as seen in Figure 2.4. The approximate band gap 
energy between the ground state and the first exciton state of the strong confinement regime as a 
result of the quantum confinement effect is shown in Equation 2.3. 
 
𝐸(𝑅) = 𝐸𝑔 +
ℎ2
8𝑅2
(
1
𝑚𝑒∗
+
1
𝑚ℎ
∗ ) −
1.786𝑒2
𝜀2𝑅
+
3.674𝑚0
𝜀2
2 (
1
𝑚𝑒∗
+
1
𝑚ℎ
∗ ) 𝐸𝑅 (2.3) 
   
Equation 2.3 breaks down when the nanoparticle is sufficiently small as the lowest excited 
states are located in the region of the energy band that is no longer parabolic, this divergence from 
the band results in the breakdown of the effective mass approximation.13 This divergence is the 
main reason why Equation 2.3 overestimates the band gap energy of a QD. However, Equation 2.3 
is still a good representation of the relationship between the nanoparticle’s average radius and the 
emission energy. 
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For more precise measurement a multitude of computations can be used including but not 
limited to: Density Functional Theory, time dependent density functional theory, MP2, and GW 
Bethe-Salpeter.14 These computational methods are constantly developing and are not the focus of 
this thesis but are the forefront of the theory behind QD characteristics. 
Along with the strong confinement regime two others are considered. When the radius of 
the particle is larger than the Bohr electron radius, the particle is in the weak confinement regime 
in which the energy changes are dominated by a coulombic effect. There is an intermediate region 
here in which the radius of the nanoparticle is larger than the Bohr hole radius but smaller than the 
Bohr electron radius but it is not considered in this thesis along with the weak confinement 
regime.11,12 
2.1.4 Pressure and Other External Dependences 
Due to the fact that the energy, and subsequently the wavelength, of the emission of a QD 
is dependent on the size and shape of the QD, physical changes to the QD structure can alter the 
emission wavelength. Depending on the particle, it was conceived that using pressure to alter the 
average radius would result in a change in the band gap energy, and as a result the emission energy, 
toward a higher energy. 
 ∆𝑉
𝑉
= −3𝑃(𝑆11 + 2𝑆12) (2.4) 
   
 𝑅(𝑃) = 𝑅0(1 − 3𝑃(𝑆11 + 2𝑆12))
1/3 (2.5) 
   
 
𝑚𝑒
∗(𝑃) = 𝑚0 [1 + 𝐸𝑃
𝛤 (
2
𝐸𝑔𝛤(𝑃)
+
1
𝐸𝑔𝛤(𝑃) + ∆0
)]
−1
 (2.6) 
   
 𝑚ℎ
∗ (𝑃) = 𝑚0(𝑎1 + 𝑎2𝑃 + 𝑎3𝑃
2) (2.7) 
   
 𝐸𝑔
𝛤(𝑃) = 𝐸𝑔
0 + 𝛼𝑃 + 𝛽𝑃2 (2.8) 
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𝐸(𝑅) = 𝐸𝑔 +
ℎ2
8𝑚0  (𝑅0(1 − 3𝑃(𝑆11 + 2𝑆12))
1
3)
2  (1
+ 𝐸𝑃
𝛤 (
2
𝐸𝑔
0 + 𝛼𝑃 + 𝛽𝑃2
+
1
𝐸𝑔
0 + 𝛼𝑃 + 𝛽𝑃2 + ∆0
)
+
1
(𝑎1 + 𝑎2𝑃 + 𝑎3𝑃2)
) −
1.786𝑒2
𝜀2(𝑅0(1 − 3𝑃(𝑆11 + 2𝑆12))
1
3)
+ 0.248
13.606
𝜀2
2 (1
+ 𝐸𝑃
𝛤 (
2
𝐸𝑔
0 + 𝛼𝑃 + 𝛽𝑃2
+
1
𝐸𝑔
0 + 𝛼𝑃 + 𝛽𝑃2 + ∆0
)
+
1
(𝑎1 + 𝑎2𝑃 + 𝑎3𝑃2)
) 
(2.9) 
   
 
𝐸(𝑃) = 𝐸𝑔 +
ℎ2
8𝑚0  (𝑅0(1 − 3𝑃(𝑆11 + 2𝑆12))
1
3)
2 (1 + 𝐸𝑃
𝛤 (
2
𝐸𝑔
0 +
1
𝐸𝑔
0 + ∆0
)
+
1
(𝑎1)
) −
1.786𝑒2
𝜀2 (𝑅0(1 − 3𝑃(𝑆11 + 2𝑆12))
1
3)
+ 0.248
13.606
𝜀2
2 (1 + 𝐸𝑃
𝛤 (
2
𝐸𝑔
0 +
1
𝐸𝑔
0 + ∆0
) +
1
(𝑎1)
) 
(2.10) 
   
Calculations concerning the relationship between quantum dot volume, experienced 
pressure, and the emission wavelength change come from numerical analysis.15,16 The calculations 
link the change in volume as a result of pressure seen in Equation 2.4.15 The change in the radius 
or the newly formed radius can be calculated from Equation 2.5.  This can be combined with 
Equations 2.6 and 2.7 which calculates the effective masses of the excited electron and hole with 
respect to pressure. The values listed here are inserted into Equation 2.3 to form an approximation 
of the bandgap energy with respect to the pressure applied to the QD and the original QD radius 
as seen in Equation 2.9. While not an absolute measurement, the calculation gives an approximate 
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relation between pressure exerted on the quantum dot and the resulting emission energy of a single 
quantum dot exposed to isotropic hydrostatic pressure.  
 
Figure 2.5 The error in wavelength due to surface effects on a quantum dot with respect to QD 
diameter.16 Showing that surface effects have the most impact on QD wavelength output at 
small QD diameters. Calculations here were done for InN and GaN mixes according to Sharma 
et al. 2004 and may vary depending on the QD material. 
The equation is simplified further as 𝛼𝑃 and 𝛽𝑃2, and 𝑎2𝑃 and 𝑎3𝑃
2 are all orders of 
magnitude less than 𝐸𝑔
0 and 𝑎1 when pressure is less than a gigapascal, when used with the values 
in Moscoso-Moreno et al. This approximation, seen in Equation 2.10, displays the conceptual 
relationship between pressure and band gap. However, this conceptual relationship relies on a 
multitude of interactions and material properties. The error in the prediction of the wavelength can 
be taken from Sharma et al. 2004. Figure 2.5 describes that the prediction error is maximized when 
 12 
 
QD particles are between 2-10 nm in diameter, though this may vary depending on the material of 
the QDs. 
 
Figure 2.6 Plots from Kim 2001 showing the relationship between pressure and emission and 
absorption spectra. The plots also display a phenomenon when the compression causes a phase 
transition which alters the output.17 Note the pressure range of 1bar to 70.8 kbar (0.1MPa-7.08 
GPa) 
Generally, past experimental results show that by pressurizing QDs a blue shift, that 
increases emission and absorption energies, is induced.17,18 A noticeable and distinct shift occurs 
at pressures on the order 109 Pascals when the particles are considered in an isotropic quasi-
hydrostatic environment.17 It is assumed that the shift in emission energy is due to further 
confinement of the QD reducing the overall or average radius of the nanoparticle. This allows for 
a temporary shift in the absorption and emission wavelength of the particle. The same could be 
said for reductions in temperature, as the output of QDs is dependent on the ambient temperature.19-
22  
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2.2 SURFACE FUNCTIONALIZATION 
Moving from one nanoparticle application to another, surface wettability is a rapidly 
advancing field that examines the interaction of solids, liquids, and gasses along the interfaces of 
these materials. A large portion of the research done on surface wettability is done to create 
surfaces that do not allow water or oils to stick to the surface. Examples from nature show that a 
combination of chemical surface properties, microstructure, and nanostructure dictate the 
hydrophobicity of a surface interface.23-25 Hydrophobic surfaces offer a variety of uses and 
benefits. The potential uses exhibited in nature include but are not limited to: surface protection 
from environmental harm,26 water collection for hydration as seen in the Stenocara beetles,27-29 
cactii,30 and spider webs,31 natural water irrigation seen in lotus leaves,32 and keeping particles, or 
in the case of pitcher plants, prey, from sticking to a surface.24,33  Studies on these surfaces 
demonstrate that through a combination of surface chemistry,34,35 MEMS,36,37 spray-on or spin 
coatings,28,34 laser ablation,38 and liquid barriers39 can create surfaces with hydrophobic properties. 
However, each form of artificial hydrophobic surface has challenges to implementation. In order 
to understand surface wettability, hydrophobicity, and hydrophilicity the concept of surface 
tension and energy minimization must be understood.  
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2.2.1 Surface Tension, Energy, and contact angle 
Surface tension and surface energy are related effects that are dependent on the properties 
of the chemical in question. Cohesion forces of a droplet pull each molecule towards each other 
often resulting with a net force of zero when the molecules are in the bulk of the droplet. However, 
the molecules located near the surface interface are not pulled equally in all directions. In the case 
of a water droplet in air, the water molecules near the interface are more attracted toward the 
interior. The resulting force imbalance results in surface minimization by reducing the interface. 
 
Figure 2.8 The spherical sections that a droplet forms when in contact with (a) a hydrophobic 
surface and (b) hydrophilic surface.40 
 
Figure 2.7 Image of the forces on individual molecules at a liquid-gas interface.40 Forces on 
molecules near the center of the liquid are usually balanced but the inward forces of molecules 
closest to the interface are not. The surface tension is a result of this imbalance. 
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Surface minimization occurs when the interface of the droplet in question is in contact with 
any immiscible chemical leading to an energy balance which minimizes the forces in the droplet, 
illustrated by Figure 2.7. Generally, the forces in question cause the droplet to take on a spherical 
shape when completely surrounded by another immiscible material. In the event where the droplet 
has multiple interfaces the shape of the droplet changes usually into a section of a sphere, as in 
Figure 2.8.40 Meaning that the surface energy minimization is dependent on the liquid in question, 
the solid the liquid is in contact with, and the vapor, or second fluid, encompassing the interaction. 
Each chemical/ material has a specific surface tension at a set temperature, this includes solids, 
though only fluids have the ability to freely change shape to fit the forces acting upon them.   
 
Figure 2.9 General representation of the terms associated with Young’s equation, Equation 
2.11 below. 41 
Equation 2.11 seen above is known as Young’s equation.42 Young’s equation is the flat 
surface relationship between the equilibrium contact angle and the surface tensions of the three 
interfaces: solid-liquid (sl), solid-vapor (sv), and liquid-vapor (lv).40-42 The contact angle is the 
primary measurement of the hydrophobicity of a surface, as a contact angle >90° means a surface 
is hydrophobic, <90° means a surface is hydrophilic.40,41 In addition if a contact angle >150° the 
surface is considered to be superhydrophobic,43,44 the property that the surfaces created in the 
experiment attempt to achieve. Young’s equation only applies for ideally flat surfaces and must be 
altered for the defects and patterns that occur in natural surfaces leading to the development of the 
rough surface wetting models. 
 𝛾𝑠𝑙 − 𝛾𝑠𝑣 + 𝛾𝑙𝑣 cos(𝜃𝑌) = 0 (2.11) 
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2.2.2 Wenzel and Cassie-Baxter Wetting Models 
 
 
Figure 2.10 Two-dimensional illustrations of (a) Wenzel and (b) Cassie-Baxter wetting modes  
As Young’s equation only works for ideal flat static surfaces, modifications to the equation 
are necessary to calculate the wetting of rough materials. Wenzel proposed Equation 2.12 for a 
fully wetted surface in order to explain the effects of the surface roughness.45 
 𝑐𝑜𝑠𝜃𝑊 = 𝑟𝑓𝑐𝑜𝑠𝜃𝑌 (2.12) 
   
rf is the roughness factor and can be described as the actual wetted surface area over the planar 
surface area. A visual representation of the wetted surface is shown in Figure 2.11. This means 
that the contact angle of a droplet in the Wenzel state (𝜃𝑊) is actually larger than that of the intrinsic 
contact angle of the interface (𝜃𝑌).  
(a) 
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Figure 2.11 (a) a top down view of a simple patterned surface with dimensions w x l (b) a side 
view of the same patterned surface so as to show the height of the channels with h being the 
height. The planar surface area of this surface would be l*w. The actual wetted surface area of 
this surface would be w*(l+6h)  
 
𝛾𝑠𝑙 − 𝛾𝑠𝑣 +
𝛾𝑙𝑣𝑐𝑜𝑠𝜃𝑊
𝑟𝑓
= 0 (2.13) 
   
The Cassie-Baxter model of wetting is used for heterogeneous surfaces that have more than 
one material interacting with the droplet. Equation 2.13 is the numerical representation of the 
Cassie-Baxter model in which 𝑛 is the number of different materials that compose a surface, 𝑓𝑖 is 
the area fraction of the solid-liquid droplet contact of on material in the bulk material, 𝜃𝑌𝑖 is the 
Young’s contact angle of the material, and 𝑟𝑓𝑖 is the roughness factor of that surface. Denote that 
the summation of the area fractions must be equal to unity and that in the case where 𝑛 = 1 the 
Cassie-Baxter model becomes the Wenzel model. 
 
𝑐𝑜𝑠𝜃𝐶𝐵 = ∑ 𝑟𝑓𝑖𝑓𝑖cos (𝜃𝑌𝑖)
𝑛
𝑖=1
 (2.14) 
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1 = ∑ 𝑓𝑖
𝑛
𝑖=1
 (2.15) 
   
A simplified version of the Cassie-Baxter relationship can be seen in the form of Equation 
2.16. In this case the surface interface is two material interface between a solid and air leaving 
cos(𝜃𝑌𝑎𝑖𝑟) = −1 and   𝑓2 = 1 − 𝑓1.   
 𝑐𝑜𝑠𝜃𝐶𝐵 = 𝑟𝑓𝑓 cos(𝜃𝑌) + 𝑓 − 1 (2.16) 
   
 ∆=  𝜃𝑎 − 𝜃𝑟 (2.17) 
   
However, due to the dynamic nature of the forces in a droplet the equilibrium contact angle 
cannot be directly measured or has varying results. As a result, three new forms of contact angle 
measurement are used, advancing contact angle (𝜃𝑎) and receding contact angle (𝜃𝑟) and contact 
angle hysteresis (∆). The advancing contact angle is the contact angle of a moving droplet that 
appears in the direction of the droplet’s total movement. The receding contact angle is the contact 
angle of a moving droplet that appears in the direction opposite of the droplet’s total movement. 
The hysteresis is the difference between the advancing and receding contact angles. The advancing 
and receding contact angles are related to the equilibrium contact angle (𝜃𝐶) by Equation 2.18.
42 
 
𝑐𝑜𝑠𝜃𝐶 =
𝜔𝑎 𝑐𝑜𝑠(𝜃𝑎) + 𝜔𝑟 cos (𝜃𝑟)
𝜔𝑎 + 𝜔𝑟
 (2.18) 
   
 
𝜔𝑎 = (
sin3(𝜃𝑎)
2 − 3 cos(𝜃𝑎) + cos3(𝜃𝑎)
)
1/3
 (2.19) 
   
 
𝜔𝑟 = (
sin3(𝜃𝑟)
2 − 3 cos(𝜃𝑟) + cos3(𝜃𝑟)
)
1/3
 (2.20) 
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Figure 2.12 Two-dimensional illustration of a moving droplet showing the difference between 
advancing (𝜃𝑎) and receding (𝜃𝑟) contact angle 
The equilibrium contact angle calculated using the advancing and receding contact angles 
is a good judge of hydrophobicity but it still allows for issues incorporated with the inhomogeneity 
of the surface and characteristics of droplet mobility on the surface. The contact angle hysteresis 
can, however, act as a measurable representation of how well the droplets can move on the 
surface.46 Essentially, the smaller the hysteresis the more mobile a droplet becomes. High contact 
angles are great signs of hydrophobicity but also can result from pinning effects that adversely 
affect the mobility of the droplet.47-50  
Pinning is a result of metastable thermodynamic and surface tension equilibrium transitions 
between Cassie and Wenzel states which result in localized areas of increased surface tension.48,51 
Energy must then be inserted into the system in order to overcome the energy threshold that binds 
the droplet to the metastable position it is in. The energy can come from vibration, droplet growth, 
coalescence, etc. and will often shift the droplet into another metastable state until the droplet is 
removed from observation. To create a hydrophobic surface with high mobility, a surface must 
minimize the energy barriers between pinned states.47,52 As the size of the droplet becomes smaller 
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the forces at work become more diverse and more difficult to overcome. Gravitational forces and 
others which are dominant in large droplets start to be balanced out by surface tension, capillary 
forces, as droplet sizes become smaller than 1mm in radius.41 
 
Figure 2.13 Experimental trends of force interactions in small droplets,41 Figure 1.1 in 
Valsamis et al 2013. 
2.2.3 Bio-inspired Surface Design 
Breaking down or lessening the energy barriers that keep droplets pinned without removing 
the beneficial selective wetting of the boundary is the next step of hydrophobic surface design. 
Examples in nature often point to the use of patterned surfaces.24 These surfaces can display 
interesting characteristics such as selective wettability or omniphobicity, the repulsion of all 
liquids.43,53-56 A common theme in the surfaces found in nature is the fact that the surfaces employ 
particular nanostructures that enhance the functionality of the larger scale microstructure of the 
surface. 
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Figure 2.14 An image from Helbig 2011 which shows the multi-tier structures of organisms in 
the Collembola subclass and the hypothesized reasoning behind the physics at hand.26 Note the 
distances between nanostructures are <1 micron. 
The nanostructures in question enhance the surface’s wettability by reducing the distance 
between pinning points without reducing the interface between the non-droplet states. The most 
important part that can be extracted from the observations is the scale of the effect. A vast majority 
of the examples of hydrophobic surfaces in nature have a primary structure that starts at the 
nanoscale, thus the logical conclusion is to create a surfaces with a hydrophobic nanostructure. 
However, the nanostructure only assists in the movement of smaller droplets where the surface 
effects can be applied without the interference of the forces that influence larger droplets, but the 
larger droplets need to be moved as well. The larger droplets are moved by the surface’s microscale 
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structure. Adapting a combination of the nano and microscale structures give rise to multi-tier 
surfaces which gain the benefits of droplet mobility for multiple scales of droplets 5nm-2mm in 
diameter.26,30 
In addition, multi-tier surfaces often employ a wettability gradient that enhances droplet 
mobility.57,58 The surfaces in question use pinning effects and surface energy reduction to 
systematically force droplet mobility in one direction by gradually increasing the potential solid-
liquid interface.34 In creating a wettability gradient, droplets will still eventually enter a pinned 
state like the Collembola.26 In some cases this pinning effect is mitigated by other larger effects 
such as droplet coalescence or membrane absorption.30 
2.2.4 Nanoparticle Material Selection 
In order to design a bio-inspired superhydrophobic material multiple criteria must be met. 
First, the main material interface must be made of a material that is immiscible with water and has 
low surface tension. Second, the material must be small and the surface rough enough to allow for 
the development of Cassie-Baxter droplets reducing the total liquid-solid surface contact 
interface.47,52 Third, the material must then be made in a way to interact as desired with both large 
and small droplets by the use of a multi-tier surface. 
Commonly, the chosen chemical for an immiscible hydrophobic solid material is a form of 
PTFE or any material using some kind of Fluorocarbon.59-61 Fluorocarbons have the benefit of low 
reactivity, low polarizability, and repel most non-polar chemicals. These particles are also 
inexpensive and boast a wide range of stable temperatures. Most studies in the creation of 
hydrophobic surfaces use some form of fluorocarbon to create the desired effect. However, 
fluorocarbons have a few downsides to implementation. The creation of the fluorocarbons often 
results in the production of reactive and highly toxic chemicals. Another observation from previous 
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studies showed that plasma applied PTFE layers would eventually crack due to thermal cooling or 
other environmental effects damaging the designed surfaces.36,43 
Hydrophobic material aside, creating a nanoscale structure is a challenge in itself. Many 
designed surfaces use lithography techniques to create microscale features on silicon or other 
materials. Lithography, offers high design control but is limited by the equipment available and 
requires highly technical machinery. The materials available to this experiment were limited to a 
2 micron feature resolution when made with the available lithography. Higher precision resolution 
requires the current limit of the technology and even more specialization. Laser ablation can give 
higher resolution features but is restricted to a very low throughput rate.38,62,63 Lithography 
however, gives the benefit of high throughput and can be used for the larger features of multitier 
structures. In order to achieve nanoscale features spray or spin on coatings of nano-particles or 
polymers are studied.44,56,64 These are beneficial but often use Fluorocarbons or silicon 
nanoparticles with fluorocarbon functionalization.64 
A hydrophobic nanoparticle attached to a patterned silicon surface with a microstructure 
created by the procedure from Garvin 2012 is desired.36 The issues that occurred with fluorocarbon 
attachment resulted in looking for hydrophobic materials that do not include the use of such 
material. Previous work using carbon nanoparticles lead to the concept of using functionalized 
carbon to create hydrophobic structured surfaces.65 The carbon buckminsterfullerene shows 
hydrophobic tendencies and is the result of a significantly less toxic production process and 
therefore is a good candidate.66-68 C60 also has the benefit of existing as a nanoparticle of ~1.1 nm 
in diameter, boasting a smaller size than features made with Extreme Ultra Violet (EUV) 
lithography.69 Another benefit of C60 is that the particle size distribution is highly selective and 
larger fullerene particles or layered fullerenes, carbon nano-onions, can be used should the features 
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be too small or if a different shape is desired. A means of functionalizing C60 and attaching it to 
a surface would prove to be an invaluable alternative to PTFE in creating hydrophobic material. 
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CHAPTER 3: EXPERIMENTAL METHODS 
This section will explain the steps taken in the novel or specialized parts of the experiments.  
3.1 QUANTUM DOTS 
As stated the basic steps for measurement of forces and spectra are included. Calibration, 
sample creation, and maintenance, which are the majority of the procedures, are not included in 
this thesis. Sample set up for an individual testing is included and sample testing procedures are 
included.  
3.1.1 Particles in Epoxy Cubes  
Experiments are carried out on epoxy samples (QD cubes) made using a specified 
procedure used in Ford et al. 2013.70 The QD cube making procedure begins by pouring a measured 
amount of Epotek 305 optical epoxy part A into a beaker and adding enough QD solution such 
that the end mixture contains 7.5E-7 moles of QD to epoxy volume. The solution is mixed and 
sonicated (135 W, 42 KHz) and the solvent the QDs are suspended in is allowed to evaporate. Part 
B is than added and stirred and the total solution is sonicated again for 12-15 minutes. The solution 
is then poured into rubber molds and cured at 37.5+/-5°C for 1 hour. After cooling samples for 
one hour at room temperature the samples are then post cured at 37.5+/-5°C for 4 hours.  Samples 
must then cool overnight before testing. 
 
Figure 3.1 Image of multiple sample QD cubes exposed to UV light.  
The cube fabrication technique is specific to Epotek 305 and is subject to error specifically 
in the curing process. Higher temperatures assure that the cubes are fully cured and do not need a 
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post cure but bubble formation and embedded air forms inconsistencies and in these quickly cooled 
samples. If temperature of the samples exceeds 80°C, the reaction changes and the epoxy burns so 
the amount of samples that can be made at one time is limited. Curing too slowly allows some of 
the remaining solvent to react with the solution creating a gel rather than epoxy. Epotek 305 was 
selected for its optical properties and competed with Epotek 301-2FL, Stycast 1266, and Crystal 
Clear 220. Epotek 305 has the best results in that it doesn’t react with the solvent or the QD and 
has minimal bubble formation. 
 
Figure 3.2 The QD cube apparatus it is designed so that all surfaces that come in contact with 
the samples are polished to 0.5 micron roughness. There is an additional surface not included 
which acts as a fourth wall. The two cubes located at the bottom of the image are, from left to 
right, the bottom stand stainless steel cube and the piston cube. Two windows leading to two 
lenses are located at a 90 degree angle from each other on the apparatus to excite the QDs and 
view spectra. 
For testing, samples are loaded into the cube pressure apparatus, a custom machined 
stainless steel box that has holes for windows machined into it seen is Figure 3.2, machined by 
Kyle Ford of ERDC CERL. This apparatus also has two additional parts, a base cube and a piston 
cube. None of the items used are actually cubes but consist of a rectangle that have surfaces that 
have lengths and widths that are approximately 1.25cm with a variable height. The base cube and 
most samples have a height of 1cm the piston has a height of 1.5 cm. The viewing port holes are 
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filled by sapphire windows which allow optical clarity and can take the forces exerted on the 
external wall due to QD cube expansion. 
 
Figure 3.3 The UNITED load frame with a loaded QD cube apparatus and excitation laser. 
The digital load output of the UNITED load frame is not included in this image. The laser is 
an altered 405nm 5mW laser pointer modified to use an AC power source. The shutter so to 
speak is thin wood wrapped in black tape placed in between the laser and the collimating lens 
to shut light out.  
To excite the QDs and record the emission the holes in the walls are observed by lenses 
that are attached to the laser source input and the spectrometer. The spectrometer is an Avantes 
2048–2-USB2 dual channel spectrometer which requires a bifurcated cable to operate. The 
bifurcated cable splits the signal into two signals so calibration of the two channels is needed. This 
necessitates calibration of the two data channels 
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The QD cubes are compressed in a United TM-1−10 load frame by applying force to the 
piston cube. The spectra, compression rate, laser shutter, and load are all manually activated 
according to the desired experiment. The forces on the QD cubes are quasi-hydrostatic and as such 
are not stable when the cube is first compressed to the desired position. A waiting time is needed 
to allow the forces to stabilize to a static or near static value. The United load frame is displacement 
control only and thus spectra are taken at specific displacements. Spectra, loads, and manual 
displacement measurements are recorded for each position. This is done until a maximum force is 
reached at a set displacement rate. The data taken is analyzed and processed separately to compare 
multiple effects. 
 
Figure 3.4 Schematic of the set-up of the QD cube testing experiment. 
3.1.2 Hydrostatic Pressure- Particles Suspended in Liquid 
While evaluating QD’s in an epoxy can yield interesting results on its own. A comparison 
is needed to evaluate how the QD’s used align with theory and experimentation in Kim 2001. The 
comparison is done using a hydrostatic pressure chamber custom made by Elmhurst Research Inc. 
The hydrostatic pressure chamber allows  measurements of QD in solution Data received from the 
hydrostatic pressure chamber is comparable to that seen in the epoxy cube procedure but relies on 
a completely independent set of machines other than the spectrometer. Set-up and use of the both 
load frame and hydrostatic pressure chamber is not included as both are custom built and unique 
to the set up at ERDC-CERL. In addition, a large amount of time was spent on maintenance of the 
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hydrostatic pressure chamber and that detail will not be included. The actual experimental 
procedure once the sample is loaded is in this portion of the thesis. A basic set up of the experiment 
is seen in Figure 3.8. 
  
Figure 3.5 The hydrostatic pressure chamber connected to the load frame. 
Testing starts by raising the load frame to the point of contact with the piston, this is done 
in displacement control mode. Once the load frame comes in contact with the piston the control is 
held and switched to load control mode so as to directly control the load experienced by the 
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samples. By switching to load control mode samples are less variant to stabilization effects and 
forces are usually controlled to a range of +/- 10 lbf. Pressure can be directly measured by the 
Elmhurst but due to the control scheme of the load frame the direct pressure measurement system 
could not be used and a calculation was used to convert force to pressure.  
The system is allowed to sit at pressure for 3 minutes for any internal forces to stabilize 
and to allow for leak checking. To start the 3 minute hold, the maximum and minimum load 
measurements are reset so as to get the spectrum of loads experienced during the hydrostatic hold. 
Once the three minute hold is complete the samples are exposed and three spectra are recorded in 
rapid succession. The range of pressures and the time is recorded and the pressure is applied at a 
 
Figure 3.6 General Schematic of the pressure assembly. A full schematic is in APPENDIX A 
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maximum rate of 3.5MPa/sec (0.5 ksi/sec). Once the desired pressure or load is reached the system 
is allowed to sit and the procedure is repeated. 
 
Figure 3.7 Image of the emission of a 640nm QD in the Elmhurst assembly once the chamber 
is loaded with QD sample solution. 
The cycle of loading and holding is repeated until the sample reaches max pressure. 
690MPa (~100ksi) is the Elmhurst’s recorded max pressure but often leaks and other problems 
occur around 175MPa (~25 ksi). As a result of this limitation, the majority of experiments are 
taken between 0-105MPa (0-15ksi) especially if the sample is to be cyclically loaded. The end 
result of the experiment is recorded and analyzed separately from the tests by numerical analysis.   
 
Figure 3.8 Schematic of the set-up of the QD cube testing experiment. 
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3.2 SURFACE FUNCTIONALIZATION 
In another nanoparticle application, the purpose of the surface functionalization procedure 
is to create a superhydrophobic surface by attaching carbon buckminsterfullerene to a silicon oxide 
surface. The process consists of multiple functionalization steps that have been used on similar 
materials. This section is designed to explain the processes that were adapted and explain why they 
were used.  
3.2.1 C60 Fullerene Plasma Functionalization 
The C60 functionalization process is a modified version of the process that was used in Li 
et al. 2009 to modify carbon nanotubes.71 This process was selected over because the materials 
were readily available and the initial results seemed successful. The issue with this process is the 
limited throughput of the process due to the nature of plasma functionalization. The low throughput 
does, however, give the benefit of minimal wet chemistry or acid waste that results from most 
other chemical processes. 
The process begins by measuring 50mg of C60 on an electronic balance in a fume hood. 
The measured C60 is immediately transferred to a clean, grounded quartz plate. The quartz plate 
is inserted into the plasma cleaner (Harrick Plasma Cleaner PDC-32G) and the chamber is pumped 
down to 0.2mbar. An air plasma of 10.5W, is then created for 20 sec and repeated two additional 
times with a one minute wait in-between.65,71 Plasma exposure should create hydroxyl (–OH) and 
possibly carboxyl (-COOH) functionalization ligands on the C60. In order to confirm the 
functionalization, X-ray photoelectron spectroscopy (XPS) is needed to detect the addition of C-
O bonds. 
3.2.2 SiO2 Surface Amide Functionalization and C60 Attachment  
The entirety of the experiment was done in a Glove-box that housed an inerta nitrogen gas 
(N2) environment. The organosilane used in the experiment is N1-[3-(trimethoxysilyl)-
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propyl]diethylenetriamine (DETA).72  All chemical materials were purchased from Sigma-
Aldrich. 
 
Figure 3.9 Image of a DETA molecule, taken from the Sigma-Aldrich product description. 
The organosilane process is started by preparing a 10:1 solution of ethanol and deionized 
water (DI) with an adjusted pH of 4.5-5.5 by the addition of acetic acid. The silicon wafer is 
cleaned using an Acetone, Isopropanol, DI, Isopropanol, Nitrogen gas cleaning process to remove 
organic particles from the surface. Once the wafer is cleaned, DETA is added to the ethanol water 
solution so that the DETA is 2% of the solution by volume. The solution is poured into a petri dish 
and then the wafer is inserted and incubated in the solution for 60 minutes. Once removed from 
incubation the surface is washed gently in ethanol. The surface is then placed on a hot plate at 
110°C and cured for 20 minutes. The wafer is removed from heat and stored in a partial vacuum 
with N2 filler.  
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Figure 3.10 An image of the intended end result of the entire functionalization process C60 
molecules attached to DETA attached to a silica surface. 
The C60 attachment process starts with a solution of Phosphate Buffered Silane (PBS; 
composed of 0.137M NaCl, 0.010 M Na2HPO4, 0.003 M KCl, and 0.002 M KH2PO4, pH 7.4) 
whose pH is lowered to 2.0 +/-0.1 by adding dilute HCl. The C60–OH made in the plasma process 
is added to the buffer solution.  The wafer that was DETA functionalized is placed in a clean petri 
dish and the buffer/ C60-OH solution is poured on top. The surface is allowed to react for 20 
minutes in the solution. After the reaction time is complete the surface is washed with neutral PBS 
and stored in a dry container at room temperature. The container is stored in a desiccator to avoid 
further functionalization.  
 35 
 
CHAPTER 4: RESULTS AND ANALYSIS 
This chapter will focus on the way data is processed. The chapter will not look into how 
the data is interpreted which is left to the following chapter. It will instead report the procedures 
and methods of processing the data for the use of establishing a link of cause to effect. The section 
will also attempt to report any experimental or measurement errors that could occur in the process 
of the experiment or data collection as well as errors in analysis if possible. 
4.1 QUANTUM DOTS 
This section will focus on the process of compiling data from QD testing into a suitable 
form for comparison and discussion. The analysis on QD cubes and Hydrostatic pressure data is 
done similarly but there are some key differences between the two experiments. The differences 
will be described as they appear in the analysis. The numerical errors reported are approximate for 
each data set and are generally a conservative overestimate. All data reported is from QDs that 
were designated by NN-labs as 640nm emission QDs, though the QDs are not from the same 
manufacturer batch. The experiment is conducted on lower wavelength emitting QDs, but the 
interference with epoxy fluorescence emissions make the QD peaks difficult to decipher and thus 
difficult to analyze with certainty. 
4.1.1 Experimental Concerns 
The measurements of certain parts of this experiment are not as accurate as desired. These 
inexact measurements are done to assure testing occurs over reasonable time period. There are a 
few concerns regarding the data and the experiment as far as the impact on the results. There is, as 
stated in the experimental section, an issue of load stabilization over time. Loads experienced in 
QD cubes have a peak or maximum load which is the greatest load achieved in the process and the 
stabilization load is the load after which all spectra for that set of data points is taken. Stabilization 
is also part of an elastic –plastic compliance response to added force. 
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Along with this issue of load stabilization, comes QD cube deformation and expansion into 
free space. Deformation is an issue that could cause some offset in the data specifically in the 
pressure regions where deformation is the greatest ~0-5 MPa. QD cubes experience deformation 
in a more noticeable way than the Hydrostatic pressure tests. The deformation problem with the 
QD cubes comes from the small amount of space between the sample and the walls of the chamber. 
This small space is there to allow easy near frictionless movement of the piston in the chamber but 
also allows the QD cubes to initially deform and expand to fit the chamber. The expansion 
probably results in some error. QD cubes also expand into the piston region and some of the sample 
can experience minor physical damage. Hydrostatic samples have somewhat similar deformation 
issues with the displacement of the viewing windows from a starting position to a braced position 
but this is minute in comparison. Also, QD cubes, when made, are not perfectly rectangular and 
often times have a concave rounded edge at the point of interaction of the QD cube and piston. 
The edge discrepancy can contribute to the initial deformation and expansion issues as the cube 
gains more free space to deform into. 
4.1.2 General Spectra Analysis 
QD spectra taken during the experiment comes in a format which automatically removes 
the background spectrum from the QD spectra collected. The background spectrum is a spectrum 
taken of the QD sample without exposure to the laser source. There are also a few dead or 
malfunctioning pixels that are related to issues with the spectrometer. The wavelengths and 
intensities recorded at the malfunctioning pixels must be removed from each spectra. The 
spectrometer is a dual channel spectrometer which means there are two sets of overlapping spectra 
data for each measured spectra. The two sets of spectra must be compiled into one dataset and 
sorted so that the wavelengths are in ascending or descending order.  
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Figure 4.1 A sample set of raw data showing the overlap of the two spectrometers. Data is 
from a 640nm QD cube. The region between the two vertical lines is the overlap region 
Data regarding time, load, displacement, and other notes is recorded on a separate 
spreadsheet. The data recorded on the separate spreadsheet is then transferred to the spectra dataset. 
The spectra data is then examined for bad, unlabeled, or unusable data as described in the 
descriptions of the spectra titles or notes from the second spreadsheet. The end result of the initial 
data compilation is a spreadsheet and table which shows a spectra that contains the information 
needed to analyze QD emission with respect to load, pressure, etc. over a recorded spectrum range 
of 397-834nm. 
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Figure 4.2 The compiled form of the raw data seen in Figure 4.1 
4.1.3 Identifying Emission Peaks 
Multiple means of peak analysis are used in order to identify the shift in the emission peak 
of a QD sample with respect to an external change. To start the analysis, an emission peak is 
identified or approximated by examining the spectra around the location of the claimed 
manufacturer emission approximation (ME). The wavelength of the manufacturer reported peak is 
generally within 20 nm of the observed peak’s wavelength. Using the manufacturer’s approximate 
emission peak location as a basis, the wavelengths surrounding the approximate peak are scanned 
for a maximum intensity value. The wavelength of the maximum intensity data point is reported 
as the mode of the emission spectrum and the corresponding wavelength is labeled as the QD 
emission mode peak wavelength. The mode of a spectrum data set gives a good approximation of 
the peak location but doesn’t give an exact measurement as the error in the measured intensity of 
any individual peak will be greater than the change in the intensity with respect to wavelength as 
a peak is reached. The change in intensity at a peak should be zero so the measurement error will 
always cause issues especially as the step size between measurements decreases.  
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Figure 4.3 The Identified emission peak of the spectra compiled in Figure 4.2 
To address the measurement error problem, the data is then analyzed further and a weighted 
average peak is found. The weighted average peak is calculated by identifying the peak and using 
the data points surrounding the peak location to find the average peak location. The formulation 
for this value is done using Equations 4.1-4.9. However, the finding of the average cannot be done 
simply by approximating the peak location and averaging out the peak over a set range of values. 
Instead, the weighted average is taken using only the recorded intensity values of the peak that are 
larger than half the intensity of the peak. Essentially, the peak is found by finding the weighted 
average over the full width half maximum (FWHM) expressed by the boundaries expressed in 
Equation 4.10. Averaging over the FWHM is done to avoid bias of additional weight due to 
extreme values, to remove effects of unbalanced selected data ranges, and to lessen the effects of 
external peaks such as the epoxy fluorescence peak or impurities. This analysis proved to be a 
better representation of the emission peak for each data stet but had issues stemming from the 
overlap of the two spectrometers.  
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 𝜆1 =  𝜆𝐹𝑊𝐻𝑀−;  𝜆𝑛+1 =  𝜆𝐹𝑊𝐻𝑀+ (4.10) 
   
This measurement error caused issues with finding the FWHM as one of the spectrometer 
channels consistently reported a slightly higher intensity value than the other over the range of 
624-643nm where the two channels overlap. The two spectrometer channels also show two 
different wavelength measurement step sizes over this range. In addition, the step size between all 
measured wavelengths varies over the entire spectra. The change in wavelength decreases as the 
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wavelength increases over both spectrometers. The approximations in Equation 4.9, which is 
integration for uneven step size, are used to find the weighted average peaks, as opposed to 
Equation 4.6 which only works for constant step size.  
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Figure 4.4 Gaussian curve fit using OriginPro9’s GaussAmp single peak fit. This particular fit 
is done on data from the same experiment used in Figure 4.3 
The compiled spectrum data is then subjected to a curve fit. Multiple distribution curves 
can be used to find the peak fit. For the rest of the analysis, a single Gaussian fit is used to analyze 
the recorded peaks. Other distributions including Lorentz and Voigt can be used to do the analysis 
but the simple Gaussian generally reports an R-squared fit of around 0.992 and higher. Voigt peaks 
actually fit the QD emission peaks better, an R-squared of 0.995 and higher, but for use with later 
relative, or normalized, intensity analyses, the Voigt distribution is not used because the Gaussian 
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fit is sufficient for the use intended without the complicated mathematical expression of the Voigt 
function. The Gaussian fit is applied to all spectra for one experimental trial using OriginPro9’s 
GaussAmp function see Equation 4.11. The software returns values for peak wavelength with a 
standard error no larger than 0.045nm as well as the equation and values to be inserted into this 
equation for the Gaussian distribution curve that best fits the data.  
 
𝐼 = 𝐼0 + 𝐴𝑒
−
(𝜆−𝜆𝑚𝑎𝑥)
2
2𝑤2  (4.11) 
   
4.1.4 Relative Intensity Comparisons 
The QD emission peak intensity is examined in an attempt to observe another change in 
QD emission spectra. The change in the intensity of a peak can be an additional means of 
measuring the QD emission shift and comparing the data to applied stress, and can often be seen 
as a possible effect in the raw data. Intensity is an arbitrary unit, so in order to use the intensity 
shift as a measurement of stress it must be a result of a comparison of intensities between two 
peaks within one measured spectrum. The recorded intensities are also co-dependent on time of 
exposure and the emission rate of the wavelength in question.  
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Figure 4.5 The region of the spectra that is integrated to find the intensity of an epoxy 
emission peak. This particular region is taken from Figure 4.2. 
The reference peaks in the spectra are selected in order to compare the QD emission peak 
are the epoxy emission peaks, for QD cubes, and the long-pass filter reduced 405nm laser peak for 
the liquid hydrostatic samples. The two reference peaks are analyzed differently from each other 
in that they have different properties. The laser peak is analyzed and integrated in the same manner 
as the QD emission peak using OriginPro9’s GaussAmp fit. The epoxy peak must be analyzed 
differently because it contains more than one local maximum and is made of multiple peaks. 
The Gaussian fitted peaks are analyzed by taking the respective Gaussian equations and 
integrating the equation over the FWHM. The result of this integration gives the total intensity in 
arbitrary units with respect to the wavelength interval measured. The epoxy emission peak is 
integrated in total over the range of 425-600nm as there is no single definite peak. The epoxy 
emission integration range is kept constant in all experimental tests. To avoid the overlap of peaks 
which would alter the data, the QDs used are limited to 640nm emission QDs. The QDs are 
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restricted so as to avoid interference of the epoxy emission peak. The ratio of the QD emission 
intensity to the relative emission intensity is reported for each sample. 
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Figure 4.6 Laser peak and the Gaussian fit applied. 
4.1.5 Stress Analysis 
Values for the QD peak emissions based on the mode, weighted average, and Gaussian 
curve fit are compared to the pressures and plotted in APPENDIX B. These plots are used to show 
the relationship between QD emissions and the pressures that may cause a shift in the emission. 
The plots are ordered in accordance with the cube or sample in question.  
4.2 SURFACE FUNCTIONALIZATION 
This section focuses on the experimental process that is tested as described. The section 
lists the in process observations that could affect the results. It also reports the post experimental 
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surface analysis done via XPS and contact angle measurement which are used to report the degree 
of which the surface is functionalized and the wettability of the surface, respectively. The data 
only shows the observation and the methods used to make that observation. No discussion of what 
effects are behind these results will be included in this section. 
4.2.1 Procedure to Experiment Differences  
The procedure described in the experimental section is the theoretical version of the 
procedure. Variations to this procedure due to issues stemming from improper lab conditions or 
variables that are not accounted for in the procedure listed. Only one sample is created, as this 
experiment is a preliminary test to see if the process could work, and thus these observations are 
important to factor into the end result. The preliminary aspect of the experiment and data 
represented is considered in the findings. 
One of the primary observations of the experiment is the fact that the ethyl alcohol and 
PBS solutions used are found to evaporate quickly once made. The ethyl alcohol solution in 
particular is created with 100mL of Ethyl Alcohol and had a final volume of approximately 
112.2mL which then evaporates to approximately 80ml by the time of use eight hours later. PBS 
evaporates from 40mL to 35mL by the time it is used approximately 8 hours later. The evaporation 
has a dramatic effect on the use of the PBS solution in particular. The procedure is designed to 
completely submerge the surface in solution but the evaporation only allows a few portions of the 
surface to be consistently submerged. The difficulty in submerging the PBS solution comes from 
the added C60 molecules. The C60 in question caused the surface to become incredibly difficult 
to wet and a larger amount of PBS C60 solution can alleviate this problem or at the least mitigate 
it. The wettability problem can come from the fact that the C60 is not uniformly dispersed into the 
solution as well. 
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Another apparent problem is the fluctuations in the hot plate temperature. The hot plate in 
question was unable to hold temperature due to its analog input and fluctuates between 91-131° 
Celsius during the curing process. This aspect of the procedure can be easily remedied by using a 
digitally regulated hot plate. However, the inconsistent temperature does not appear to cause any 
problems with the surface but could be a source of error in the results. The temperature is recorded 
using a laser thermometer and varied starting at 91°C peaking at 131°C at the ten minute mark and 
cooling to 91°C at the end. 
The samples did not undergo analysis with XPS and contact angle systems immediately. 
Instead, due to administrative delays, the samples were forced to sit in a desiccator for a few 
months before the measurement techniques are implemented. The storage time may allow the 
samples, specifically the DETA functionalized surfaces without C60, to react with the particles in 
the air. Though many steps are applied to avoid this factor it is an unavoidable fact that this wait 
time can affect the surface. 
4.2.2 Contact Angle Results 
Surfaces are characterized by measuring the contact angle using a Rame-Hart Contact 
Angle Goniometer and its associated software at the Frederick Seitz Materials Research 
Laboratory. All contact angle data is taken by Dr. Julio Soares. Contact angle data is limited due 
to the analog nature of the apparatus but general measurements of static, advancing, and receding 
contact angles were taken of single sessile drops on the surfaces in question. A minimum of three 
different positions on each sample are used to obtain the data. The positions are selected for the 
uniformity of the surface that is measured by the drop. There are visible defects on each surface, 
scratches, large particles, salt formation, etc. and contact angles are made at positions where these 
surfaces have the least defects. 
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Sessile drops, as opposed to pendant drops, are used in this experiment to avoid 
contamination of the needle which houses the DI water used for measurement. Sessile drops do 
have the issue of evaporation and the volume of the droplets decreases over time. The tilt of the 
surface to measure advancing and receding contact angle is not as consistent as possible because 
it is controlled by an analog hand-screw. The data coming from the measurements is included in 
APPENDIX C but an average of all the data is reported in Table 4.1.  
Average Contact Angle 
Surface Static (L) Static (R) Static (average) Advancing Receding Hysteresis 
SiO2 48.24 46.65 47.45 51.31 36.61 14.70 
DETA 58.21 57.70 57.95 67.12 47.69 19.42 
C60 52.42 53.30 52.86 62.76 40.47 22.29 
Table 4.1 Average Contact angle Data 
4.2.3 XPS Sample Comparison 
XPS is utilized for examining the degree of functionalization of both the C60 after plasma 
exposure and on the surfaces after each chemical treatment. All XPS spectra are observed using a 
Kratos Axis ULTRA XPS by Dr. Richard Haasch. The XPS data for C60 and C70 is carbon (C1s) 
corrected to 284.5 eV whereas all surface spectra are carbon corrected to 285eV unless otherwise 
stated in the image. The correction is done as a reference based calibration to compare to other 
spectra. 
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Figure 4.7 Image of the surfaces measured in XPS. This image shows, from right to left, the 
samples of pure SiO2,the regions of C60_1 and C60_2, the region C60_3, and the region 
C60_4 and C60_5. C60_ 1, 3, and 5 are relatively clean. C60_2 and C60_4 had white spots.  
Rectangles are not to scale with the measurement window. 
XPS data is taken at multiple different points on the surface including imperfections and 
contamination sites. The size of an exposed sample region is a 0.7mm by 0.3mm rectangle and the 
scans in that area include a broad spectra survey scan and individual peak scans for Oxygen (O1s), 
Carbon (C1s), and Nitrogen (N1s). The broad range spectra is done to determine the general 
components of the surface. The individual peak spectra are used to calculate relative 
concentrations and the types of bonds that appear. The spectra in question will be included in 
APPENDIX D. Survey and individual peak spectra will be examined. There are some peaks that 
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are not directly identified in the survey scans, these are Auger electron peaks and are omitted from 
analysis. 
Survey scans of the surface show the general composition of the resulting surfaces. The 
base case silicon oxide scan finds the expected carbon, oxygen, and silicon with a minor Fluorine 
peak. Surveys of DETA functionalized surfaces, labeled AMINE or Amine surfaces, display peaks 
corresponding to oxygen, carbon, nitrogen, and silicon with some excess fluorine. Of the three 
amine surfaces under XPS observation, the third sample region is considered to be in an impurity 
site, as the third region reported a larger nitrogen content than the other two. Surveys of C60 
functionalized surfaces often report a visible sodium peak in combination with visible oxygen, 
carbon, nitrogen, and silicon peaks with the occasional but not always visible fluorine peak. Areas 
with excessive sodium concentrations also begin to show peaks corresponding to chlorine as 
exemplified by the fourth C60 functionalized surface sample, Figure D.4. 
Concentrations of Key Elements on Observed Surfaces 
Surface Type O at% N at% C a% O wt% N wt% C wt% 
Amine_surface1 56.1 6.817 37.09 62.4 6.638 30.97 
Amine_surface2 49.29 9.351 41.35 55.68 9.247 35.07 
Amine_surface3 18.07 16.23 65.7 22.14 17.42 60.44 
C60_surface1 54.93 7.5 37.57 61.24 7.32 31.44 
C60_surface3 48.8 7.415 43.78 55.36 7.363 37.28 
C60_surface5 52.37 5.006 42.62 59.01 4.938 36.05 
C60-OH  10.69 0 89.31 13.75 0 86.25 
C70-OH 8.674 0 91.33 11.23 0 88.77 
Table 4.2 Concentration data 
Individual peak scans are done on Amine and C60 functionalized surfaces and are for use 
in understanding the composition of the surface. The curve fits are used to determine the type of 
bond each element has. The bond information gives a more detailed information of the means of 
attachment, though the extended period between sample creation and XPS measurement can skew 
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these results. Individual peak measurements and fits are done on select samples and these sets are 
reported in the APPENDIX D. References for individual peak locations are listed in the appendix. 
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CHAPTER 5: DISCUSSION  
This chapter focuses on the meaning of the results seen in the results and analysis section 
by discerning the meaning of the results and offering possibilities for the relationships seen and 
combining them into a larger effect.  
5.1 QUANTUM DOTS 
This section focuses on how the QDs react to pressure. It will examine the relationship 
between the hydrostatic and elastic solid samples and will explain how the errors that exist in the 
experiment affect the results.  
5.1.1 Observed Peak Correlation QD Cubes 
A commonly observed effect of compression or pressurization of the samples is the gradual 
shift of the QD emission peak toward a shorter wavelength, or higher energy. This shift is expected 
as stated in the background information but is fairly small over the pressures tested. The 
wavelength shift appears to be nearly linear over the ranges of 5-100MPa when approximated with 
the Gaussian fit. The change in measured emission peak over this range is approximately 1.5nm 
for every 100MPa of pressure added. The QD emission peak shift in the lower 0-5MPa range has 
more of an exponential form due to imperfect testing effects such as deformation and sample 
expansion. All QD cubes placed under pressure within this lower pressure range are undergoing  
physical deformation to conform to the shape of the apparatus. As the cubes are deforming to fit 
the shape of the container the embedded QDs experience unbalanced forces which can result in 
larger emission shifts than which occur in semi-hydrostatic conditions at comparable pressures. 
The result of this transition phase is a quick emission peak shift that is lessened as the sample loses 
the ability to expand to the open space. 
Mode based emission peak analysis is definitely insufficient as there is either no change in 
the peak value, see Figure B.10, or seemingly random distribution of values, Figures B.1 and B.3.  
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However, there is a definite trend of the mode gradually decreasing in wavelength as pressure is 
increased. The trend is only noticeable in the data recorded in the 50-100MPa pressure region of 
the QD cube compression tests. Weighted average emission peak analysis shows very good results 
and the data returned shows near linear correlation of pressure to emission change when compared 
outside of the deformation region. Often, the weighted average and Gaussian fit emission peaks 
show a large amount of correlation with each other. The shift in the emission peak when using the 
weighted average is often accelerated as the pressure changes approach ~20MPa, when compared 
to the Gaussian fit. The accelerated change may be due to the overlap of the dual spectrometer 
signals causing an issue with the calculation of the FWHM forcing a slight bias to shift a signal 
toward the wavelengths that are included in the signal overlap. The signal overlap aside, a weighted 
average peak could be used to identify peaks and a base of measurement without the signal issue. 
The Gaussian fit appears to give the best correlation of the data points to pressures because of the 
near linear change in the emission shift in the 5-100MPa pressure range. This linear shift may not 
reflect the exact nature of the effect, but it can be extrapolated to correlate with the data seen in 
other higher pressure experiments.17  
5.1.2 Observed Peak Correlation Hydrostatic 
The linear shift appears repeatedly in hydrostatic pressure chamber tests. The 
experimentally determined details of which are limited to three characteristic pressures. A trend 
exists over these ranges but the data does not examine the pressure effects at pressures between 0-
5MPa where inconsistencies were observed in the QD cube data. A key factor to the hydrostatic 
data is the degree to which the Gaussian curve fits the data to a trend and that the process of 
compressing and decompressing the QDs in question has minimal effect on the observed outcome 
of the emission data, in pure hydrostatic compression. However, the hydrostatic data shows a new 
variable that must be considered. 
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The new variable to consider is time since QD emission peaks can vary with both time of 
exposure and time while under compression. Time between measurements in hydrostatic testing 
is kept to a minimum but cannot be avoided and is required to assure stable hydrostatic forces. The 
data seen in Figures B.16 to B.21 have three points for each pressure and these points were taken 
within a minute of each other. The emission peak wavelengths for these data points taken at the 
same pressure appear to slowly decrease over time. This particular effect is visible in both 
compression and decompression cycles and appears across all cycles of that particular experiment. 
The interesting aspect of the observed decrease is the fact that this loss factor occurs over the 
entirety of the experiment. The best example of the loss is the difference in wavelength of the 
emission peak at the start of the experimental tests as compared to the end of the tests. The data 
reports an emission shift of approximately 0.35nm if measured from first data point to last data 
point of the Gaussian fit of the entire test. This loss is a dramatic factor that can be a limitation to 
any implementation of QD pressure sensing based technology. Upon further inspection, the loss 
in QD emission wavelength from the beginning to end of a compression cycle occurs across all 
observed tests in both QD cubes and hydrostatic pressure tests. The difference between the other 
tests and the ones seen in Figures B.16 through B.21 is that the rate at which the change occurs is 
much more accentuated in Figures B.16 through B.21. This could be a direct result of the 
stabilization issue as described in the experimental section. However, if it can be assumed that 
time is the cause of losses and this time dependence can be factored out of the emission peak 
analysis or otherwise accounted for, then the values seen in hydrostatic testing in Figures B-12 to 
B-14 show recoverable emission shifts with varying pressure. 
5.1.3 Intensity Ratio Measurements 
The data concerning the intensity measurements undergoes a different trend than the 
emission wavelength peaks. The data shows that the QD emission peak over the epoxy peak 
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intensity ratios (QEIR) have a seemingly vertical asymptote at a pressure of zero and an oblique 
asymptote as pressure increases, which is common across all epoxy data sets. Figure B.7 and 
Figure B.11 show that the QEIR in question rapidly decrease over the pressure range of 0-5MPa 
and slowly increase as pressure exceeds 10Mpa. The data takes on the form of Equation 5.1. In 
Equation 5.1, m is the slope of the non-vertical asymptote, a is the rate of change of the curve and 
dictates the initial change in the curve. 
 𝑓(𝑥) = 𝑚𝑥 +
𝑎
𝑥
 (5.1) 
   
However, Figure B.4 is a graph of a separate QD cube test and shows a different trend in 
which the QEIR takes on different shapes. The first dataset of Figure B.4, rapidly decreases over 
0-5Mpa and then slowly decreases from 20Mpa. The second dataset of Figure B.4 increases rapidly 
over the range of 0-5Mpa and decreases as pressure exceeds 20Mpa. The third dataset of Figure 
B.4 increases rapidly from 0-5Mpa begins to decrease over 5-30Mpa and then increases again. If 
the data point at 30Mpa in the third QEIR set of Figure B.4 is omitted, then the data more so takes 
on the shape of Equation 5.1. Note that the experiment examined by Figure B.4 has some of the 
most linear pressure to emission peak trends of all the QD cubes tested. 
Asymptotic Trend Seen for the Intensity Ratios of QD Cubes 
Dataset Sign of m Sign of a 
All Figure B.7 and Figure B.11 + + 
Figure B.4 dataset 1 + - 
Figure B.4 dataset 2 - - 
Figure B.4 dataset 3 - + 
Table 5.1 Asymptotic shapes of the QEIR graphs 
The overall trends that can be taken from the hydrostatic tests is that the QD to laser 
intensity ratio (QLIR) increases with pressure. The QLIR seen here shows that intensity of QD 
emissions over the excitation source intensity increases as pressure is added. Testing also shows 
that the QLIR decreases over time. Another aspect to take into account is that the laser peak in 
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question is examined through a long pass filter which removes 95-99% of the laser intensity peak 
from the spectra measured but not from the exposed sample. The laser peak intensity also decreases 
and varies over time. The variance in the laser intensity itself is enough to skew wavelength 
emission data. 
5.2 SURFACE FUNCTIONALIZATION 
The focus of this section is look at the measurements and interpret the information to 
uncover the nature of the surfaces created. The surfaces in question are to be characterized based 
on the information collected from the two forms of surface analysis consist of contact angle and 
XPS. Though there are limits of what can be discerned from the two measurements, any 
information that can be extracted is reported. 
5.2.1 Contact Angle Measurement  
Despite not observing a hydrophobic surface in any of the samples made, measurement of 
the contact angles has provided useful information of the surfaces in question. One such bit of 
information is that there is a distinct change in the chemical compositions of every surface. The 
change in contact angle is the key identifier of the differences of the surfaces but the overall change 
in contact angle hysteresis is what dictates this effect. 
Contact angle hysteresis can be equated to the ease of droplet movement on a surface. A 
low contact angle hysteresis can also be associated with the observation of a Cassie-Baxter wetting 
model with the lack of an additional pinning effect. What we see on these surfaces is a hysteresis 
>5° which equates to the observation of a Wenzel state or large pinning effects. However, the 
measurements show that the surfaces are functionalized with semi-hydrophilic materials. This is 
to be expected from the DETA, or Amine, functionalized surfaces as the active part of DETA 
should attract and react with water. The C60 functionalized surfaces, however, are more 
hydrophilic and show more signs of pinning than the amine surfaces.  
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There are a few probable reasons for the observations. One is that the surface is not 
functionalized and is perhaps damaged. The second is that the surfaces have been functionalized 
with a C60 particle that has hydrophilic –OH functional groups all over the system and the –OH 
functional groups would reduce the overall hydrophobicity of the C60 particle. Another possible 
explanation is that there is excess salt on the surface from the buffer used. Salts can affect the 
measurement of the contact angle of a pure DI water by creating a different composition and 
surface tension of the measured material. Salt buildup could come from the washing process as the 
samples are washed with PBS and the solution can dry leaving salt behind. In either case, there is 
not enough information from contact angle measurement to make any statement about the 
functionalization that occurred and the composition of the surfaces. XPS data may give a more 
detailed description of the surfaces. 
5.2.2 XPS Discussion 
To begin XPS analysis we look at the samples of C60 and C70 that were functionalized 
using the plasma treatment process. From the data reported in Table 4.2, it can be stated that C60 
particles that underwent plasma assisted functionalization gained approximately 6-8 oxygen 
atoms. In observing an oxygen peak, it is confirmed that the C60 particles are both functionalized 
and contain only oxygen and hydrogen functionalization. By examining the individual carbon XPS 
peaks, Figures D.7 and D.8, it can be stated that there are signs of C-O and carboxyl (-COOH) 
peaks, as identified by peaks at approximately 286 and 289 eV, respectively.73 When compared 
with pure C60 XPS data, which shows absolutely no Oxygen peaks, observing a C-O peak 
confirms the existence of -OH functionalization.74 In observing –OH functionalization it can be 
stated that the plasma functionalization process is effective.  
XPS scans of untreated SiO2 surfaces show a wide variety of surface contaminants that 
could affect the chemistry of the surface. The most common of the impurities is of course carbon 
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which is residual in most XPS spectra. The other common impurity is fluorine. The fluorine peak 
in question could come from the wafer container and may be a residual from the PTFE that may 
have been left in the container from previous microstructured surface experiments, as the 
containers were reused. 
XPS scans of DETA functionalized surfaces, labeled AMINE surfaces in the appendix, 
show interesting results.  A common theme seen in AMINE surface survey scans, Figure D.2, is 
the appearance of a nitrogen peak across all of the examined surfaces. A nitrogen peak states that 
some DETA functionalization of the SiO2 surface occurred. The ratio of nitrogen to carbon 
molecules is of interest in this result. Generally, if the functionalization has a nitrogen to carbon 
ratio of 3 atoms of nitrogen to 10 atoms of carbon means that the surface is perfectly functionalized 
with pure DETA molecules without additional functionalization.  The atomic concentrations 
reported in Table 4.2.2 show a nitrogen to carbon ratio in the range of 1.84-2.47 nitrogen atoms to 
every 10 carbons. The nitrogen/carbon ratio at these points of observation can be the result of 
lessened functionalization of the surface or surface contamination leading to excess carbon 
molecules.  
 Analysis of the survey spectra of the C60 functionalized surfaces, Figures D.3 and D.4, 
gives a larger assortment of observed elements. In particular is the depiction of a sodium signal 
and a generally lessened amount of nitrogen. The sodium comes from the PBS solution which may 
have lingered or dried to the surface. In fact, the impurity sites are linked to locations where PBS 
droplets are left on the surface after functionalization. Figure D.4 shows chlorine peaks in addition 
to heightened sodium signals of these contamination spots further supporting the salt contaminant 
case. The reduced nitrogen peak may be linked to some C60 functionalization but there is much 
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uncertainty in this result. The carbon peak could still be from the DETA functionalization or from 
contaminant carbon attachment. 
Individual peak scans of the amine functionalized surfaces display nitrogen and carbon 
peaks with interesting shapes. The carbon signals seen in Figures D.11 and D.14 have two peak 
locations at 285eV and ~286.4eV. The 285eV peak corresponds to C-C bonds and is the reference 
peak for the data, but the ~286.4 eV peak can be a combination of a C-O or C-N bond signal as 
the resolution at this point makes the determination unclear.73 Looking at the nitrogen peaks for 
AMINE surfaces 1 and 2, Figures D.10 and D.13, show two peaks at ~399.5 and ~401.5 eV. These 
peaks correspond approximately to N-C and R-NH3+ peak locations meaning that the nitrogen 
bonds seen are either secondary or primary amine, respectively.75 The enhanced amount of  C-N 
peaks seen in the AMINE 3 surface, Figure D.16, and the shift in the energy of the C-N/C-O peak 
to 286.1 eV identifies an enhanced functionalization of the surface with DETA molecules since 
the secondary amine peak has a signal two times greater than the primary amine. The third amide 
surface was considered an impurity site due to the appearance of a spot that could be seen by the 
naked eye. The discoloration can be linked to an area where the sample was not completely dried 
before exposure to heat in addition to signifying a better functionalized location. 
 Individual peak scans of C60 functionalized surfaces are listed in Figures D.18 to D.23. 
These show similar results to those seen on the AMINE 1 and 2 surfaces. There are consistent C-
C and N-C peaks indicated at 285 and 399.5 eV, respectively. However, in the cases where the 
nitrogen ~401.5 eV peak is greater than the nitrogen ~399.5 eV peak in intensity, the carbon peak 
at ~286.4 eV is more easily detected. Figures D.19 and D.20 and Figures D.22 and D.23 exemplify 
this case for C60 functionalized surfaces 1 and 3, respectively.  The relationship of carbon and 
nitrogen here can be indicative of the type of functionalization seen, namely that there are more 
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C-O bonds than C-N bonds in this sample. The result of the excess C-O bonds is the C-N/C-O 
bond peak shifting toward the more energetic signal of C-O bonds. The fifth C60 functionalized 
surface shows a larger emphasis on a C-N bond with an approximate C-N/C-O peak at 286.1eV. 
The information obtained by looking at this data is not sufficient to determine if the 
functionalization SiO2 with C60 occurred but it does state that there can be two ways of bonding 
the C60 to the surface using the procedure. One of which is a C-N-C bond and the other is an 
amide bond. While possible, a case in which no reaction between C60 and the surfaces occurred 
is difficult to determine due to the possibility of contamination which could lead to the detection 
of false positives. 
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
This chapter will look at what can be taken from the experiments as a whole and attempt 
to utilize the data to further understanding of the core phenomena. The end result will state if the 
materials in question can be effectively utilized in the application originally intended based on the 
experimentation done. The chapter will then proceed to explain a select amount of confounding 
effects and phenomena that need to be studied or overcome prior to implementation.  
6.1 QUANTUM DOTS 
The results of the experiment show an optical response similar to that which was predicted, 
the emission peak of a QD shift when the quantum dots are subjected to pressure.  The observed 
emission peak shift ~1.5nm is not as large of a shift desired to establish as a measurement tool for 
the pressure range in question, 0-100Mpa. A shift of approach looked into emission peak intensity 
normalization comparison  using other peaks in the spectra as an additional effect and means of 
stress measurement. The data regarding the intensity shift is inconclusive and requires further 
study as trends are seen but rely on a multitude of factors which make the data more responsive 
but also more error prone. Through the research and experimentation done, issues with the concept 
and use of QDs as a stress sensor are identified. The following subsections identify the possible 
phenomena that interfere with the use of QDs as a stress sensor and offer an alternative application 
for QDs.  
6.1.1 Photobleaching 
A common issue that will also need to be overcome for the implementation of any QD 
sensor technology is photobleaching. Photobleaching is the irreversible process that alters a 
fluorescent molecule or particle such that it no longer has the ability to fluoresce by way of damage 
through excitation and emission, though the exact mechanism is unknown.76 The problem with 
photobleaching is that it is caused by the excitation itself and has a half-life like effect on emission 
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intensity, gradually reducing the emission signal over time. Also note that, QDs are more resilient 
to this effect when compared to most other fluorescent molecules. The gradual increase of 
QD/Epoxy intensity ratios seen in most QD cube intensity comparison measurements could be the 
result of the more rapid photobleaching of the epoxy emission. The gradual decrease in QD/Laser 
intensity ratios over time in hydrostatic tests could also be caused by this effect.  
Photobleaching is a complicating process that causes a fluorescent particle to be destroyed 
by the very thing that causes fluorescence. Photobleaching is a major problem to the 
implementation of a QD based sensor as the effect will always occur but varies in its rate depending 
on the amount of exposure. By reducing direct exposure to excitations, including natural light, 
quantum dots can avoid, for a period, photobleaching effects. However, due to the inevitability of 
photobleaching effects, QDs as a stress sensor may in fact be difficult and possibly ineffective to 
implement as an effective engineering tool. If emission intensity change at lower pressures is used 
then any long term application of QD technology in stress sensing spray-on coatings may not be 
useful as there are dramatic and unavoidable variances experienced as a result of the passage of 
time.  
On the other hand, photobleaching could be a useful effect for a different purpose. 
Photobleaching occurs as a sample is exposed over time but it could be used to tell an accumulative 
time of exposure. By looking at the exposure losses, it is possible to tell how long a QD has been 
exposed to some environment and use the QD emission as an indicator of when to apply a new 
coating or paint or replace a part.  
6.1.2 Fluorescent Resonance Energy Transfer (FRET) 
 
𝑅ö
6 =
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)
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FRET can be described as the radiation-less transfer of excitation energy between 
molecules so that the molecule with the smaller bandgap energy receives the additional energy 
similar to a phosphorescence process.77-80 The process is dependent on the donor-acceptor distance 
(𝑟𝐷𝐴) of the particles, the donor emission spectra (𝐹𝐷(𝜈)), acceptor absorption (𝜀𝐴(𝜈)), and the 
quantum yield. FRET can be generally described by Equations 6.1 and 6.2.78,81 The efficiency of 
FRET (E𝐹𝑅𝐸𝑇) can be identified as the likelihood of energy transfer from a donor particle to an 
acceptor particle in close proximity when the donor particle is excited.78 FRET basically increases 
the effective capture radius of the acceptor molecule.78 
 
Figure 6.1 FRET Jablonski Diagram showing that the vibrational shifts are more likely than 
bandgap shifts. Transfer from donor to acceptor results in a more energetically favorable 
system of shifts increasing output of acceptor emissions.77 
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FRET is an effect that is mostly dependent on the distance between particles, the inter-
particle distance, and as a result is also dependent on pressure in the medium and the average 
distance between particles. FRET results in a red shift in emission spectra because it increases the 
effective interaction of the particles that emit a lower energy photon,77 which means it is an effect 
that counteracts or diminishes the particle radius effects of pressure on QDs.   
 
Figure 6.2 Image of Nanoparticle emission intensity ratio with respect to continuous exposure 
time to display the enhanced photobleaching effect in large nanoparticles when FRET is 
present. Ratio taken with QDs of emission peaks (ME) of 600nm(s) to 640nm(L) in epoxy. 
Calculated by Kyle B. Ford. 
While FRET can diminish the emission peak blue shift resulting from the addition of 
pressure, the range of inter-particle distances at which the change in the FRET based emission 
shifts is maximized is limited to ~12-15nm for most QDs. Anywhere outside of this region the 
change in the emission shifts become more stable. Note that FRET occurs with a higher but 
unchanging efficiency as the inter-particle distance decreases below the range of maximized 
change. The biggest concern regarding FRET is when FRET is combined with photobleaching.78,81 
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In combining these two effects FRET can actually cause a time-dependent emission peak shift 
toward a shorter wavelength. The FRET induced time-dependent shift occurs because the larger 
QDs undergo excitement and emission more often than the smaller QDs. FRET is a possible 
explanation for the gradual reduction of detected emission peaks over time and its effect on QDs 
will need to be studied further. Figure 6.2 shows a brief look into the FRET enhanced 
photobleaching effect without adding any additional pressure. FRET itself may not be a dominant 
effect in the immediate measurement of stress but it can be considered an effect that will need to 
be corrected for when trying to formulate a relationship between stress and QD emissions.  
6.1.3 Particle Unknowns 
Photobleaching and FRET can be two consistent sources of error, control over the QD 
particles is another. Manufacturer predicted emission peaks have an error of around +/-20nm, 
meaning that there is a wavelength difference between each batch of a particular size of QD that 
is greater than the change in pressure observed in the 0-100Mpa  range by an order of magnitude. 
Control over this dispersion of wavelengths is needed to assure standardization and comparability 
of the spectra.  
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Figure 6.3 TEM images of agglomerated CdSe/ZnS nanoparticles in epoxy.  
 
Figure 6.4 TEM images to exemplify dispersion of CdSe/ZnS nanoparticles in epoxy. 
QDs also have issues with agglomeration, an effect that causes the particles to group 
together. Agglomeration can cause saturated FRET effects enhancing the rate of photobleaching 
in larger QDs and reducing the emissions in smaller QDs. Control over agglomeration would also 
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allow for better control over dispersion. If dispersion is controlled the samples tested become more 
uniform. The uniformity of samples can result in more accurate detections in smaller sample sizes. 
However, concentration control would be needed to avoid any FRET based red shifting if the 
particles are dispersed at the inter-particle separation distance that maximizes FRET efficiency 
change. Figures 6.3 and 6.4 are TEM images of QD cube samples carried out in the Frederick Seitz 
Materials Research Laboratory Central Facilities, University of Illinois, courtesy of Tom Carlson 
who created the materials and used the microscope, which partly shows the degree of both 
dispersion and agglomeration in the same QD composite sample. 
QDs can also become quenched via chemical processing and thus no longer emit light upon 
excitation. The QD’s can still absorb the light though but the resulting emission is not always 
predictable depending on the way the QD is quenched. Chemical quenching is an effect that led 
this experiment to be done using core/shell QDs to alleviate the quenching issues.  Quenching can 
still result due to temperature, light exposure (photobleaching), chemical interactions, 
deformations, etc. All of the listed sources of quenching can give permanent damage to the QDs 
and reduce the effectiveness of measuring the QD emission peaks and intensity ratios. However, 
in the event that these factors are controlled and the effects are observed a better understanding of 
the combined effects could lead to uses for QDs as sensors in heavily controlled systems. The 
amount of factors that can cause issues is currently too wide and unknown to use QDs as a stress 
sensor at the current juncture. 
6.2 SURFACE FUNCTIONALIZATION 
The end result of the experiment done to attach C60 molecules to a Silicon Oxide surface 
using amine ligands and amide bonds is inconclusive as there is not enough information that can 
be extracted from the data obtained. This however, does not mean that the surface created had no 
functionalization but rather that the areas examined were inconclusive. In testing this procedure 
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once, many ways to improve the procedure or the chemistry of the nanoparticles used have come 
to light. The surfaces in question were functionalized with DETA molecules and there are signs of 
some sort of further functionalization, though the additional functionalization is unknown.  
6.2.1 Chemistry Improvements 
The experiment is performed in a N2 environment but the lab conditions are not specifically 
designed to accommodate the functionalization processes. The procedure would be best applied in 
a class 100 clean room glove box with an N2 environment to minimized particulate contamination. 
Measurement of the surface chemistry via XPS should be done immediately after functionalization 
and contact angles should be done using pendant drop techniques and mechanized droplet controls. 
The waiting periods between procedure completion and characterization could have altered the 
components of the surface and as a result give data that misrepresents the surfaces that are actually 
created and used in the experiments. The waiting period should be reduced or samples should be 
stored in a vacuum or argon environment. 
Analysis regarding the usefulness of hydroxyl or carboxyl fullerene functionalization could 
prove beneficial as well. Both functionalizations have potential to create bonds with the amine tip 
of DETA but which of these two is most useful for the intended purpose of creating a hydrophobic 
surface is unknown. Note that for higher throughput chemical treatment is a potential pathway to 
creating functionalized C60 as well but, depending on the process used, control over the resulting 
degree of functionalization can be changed.82-84  
Testing the environmental conditions that allow the attachment to occur would also be 
beneficial. It can be taken from Schmidt 2010 that the chemistry is acid based and that the bonds 
created are stable until the pH of the surface environment is ≥ 7.4. Testing the limits of this system 
would prove beneficial to understanding the nature of the bonds. 
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6.2.2 C60 Defunctionalization 
Part of the issue in characterizing the surface is the large amount of oxygen that can still 
be seen on the surface. While some of this oxygen can be associated with the silicon oxide surface 
or the DETA molecule itself, it would improve measurements of the degree of functionalization 
and hydrophobicity if the excess oxygen functionalization of the C60 particles were removed. 
Removing the excess oxygen bonds must be done in such a way as to avoid damaging the amide 
or C-N bonds that attach the C60 to the surface. A process utilizing chlorodiphenylsilane and an 
Indium (III) Chloride catalyst could be used to carry out this C60 defunctionalization process.85 
The process is specifically designed to reduce alcohols without damaging ester or nitro groups. 
The downside to this is the carboxyl groups that could still remain after functionalization. XPS 
analysis of a defunctionalized surface would be able to better discern the C-N peak from the C-O 
peak due to the reduced amount of visible C-O bonds. The observed difference could lead to better 
characterization of the mode of attachment and give accurate results regarding the degree of 
functionalization of the surface with C60 and only C60. 
6.2.3 Alternative Carbon Nanoparticles 
C60 is used because of its small size and hydrophobic potential but is difficult to detect as 
the degree of surface coverage of these molecules is minimal. In order to confirm or deny that such 
a small carbon nanoparticle can be attached to a DETA functionalized surface it may be beneficial 
to use a carbon nanoparticle with a characteristic size greater than the ~1nm C60 molecule 
diameter. Of the multitude of possible nanoparticles that could be used in this case, carbon 
nanotubes (CNTs) are a good suggestion. The reasoning behind using CNTs is threefold, CNTs 
are the basis for the original –OH functionalization experimental procedure, CNT exhibits 
hydrophobicity, and CNT can be observed using scanning electron microscopy.86 In the event that 
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attachment occurs with CNT, having the ability to visibly confirm nanoparticle attachment will 
help in subsequently scaling down the particle size.  
Large carbon fullerenes, Nano-onions (CNOs), could be an additional step between CNT 
and C60 attachment, as CNOs are usually fullerenes wrapped around fullerenes. CNO 
functionalizations would be easier to detect as the molecules can range in size from ~1.1-10nm in 
diameter.87 If CNOs with a diameter of 10nm were to completely functionalize a surface XPS 
analysis would prove to be more beneficial as the CNOs would be the only structure detected. In 
fact, it may have been more beneficial to test larger particles to test the strength on the bonds 
themselves and to see the durability of the surface functionalization. Larger particles could offer 
interesting geometries at the nanoscale which could give the surfaces more interesting effects that 
better match the biological materials the studies are based on. Simply by using a different carbon 
particle it may be possible to develop the procedure to work in other conditions and make detection 
of the functionalization more detectable. 
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APPENDIX A: ADDITIONAL IMAGES 
 
Figure   A.1 Elmhurst Schematic page 1 
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Figure   A.2 Elmhurst Schematic page 2 
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APPENDIX B: QUANTUM DOT EMISSION DATA 
 
Figure   B.1 Emission peak data for the first experimental run of 640nm Cube1  
 
Figure   B.2 Emission peak data for the second experimental run of 640nm Cube1  
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Figure   B.3 Emission peak data for the Third experimental run of 640nm Cube1  
 
 Figure   B.4 QD/Epoxy intensity ratio of the three experimental runs of 640nm Cube1  
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Figure   6.5 Emission peak data for the first experimental run of 640nm Cube2  
 
Figure   B.6 Emission peak data for the second experimental run of 640nm Cube2  
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Figure   B.7 QD/Epoxy intensity ratio of the three experimental runs of 640nmCube2  
 
Figure   B.8 Emission peak data for the first experimental run of 640nmCube3 
0.5
0.52
0.54
0.56
0.58
0.6
0.62
0 20 40 60 80 100 120
Q
D
/E
p
o
xy
 E
m
is
si
o
n
 R
at
io
Pressure [MPa]
QD/Epoxy Ratio 1 QD/Epoxy Ratio 2 QD/Epoxy Ratio 1[MP] QD/Epoxy Ratio 2 [MP]
648.5
649
649.5
650
650.5
651
651.5
652
652.5
0 20 40 60 80 100 120
Em
is
si
o
n
  W
av
el
en
gt
h
 [
n
m
]
Pressure [MPa]
Mode Average Gauss fit Mode [Max Pressure] Average [Max Pressure] Gauss [Max Pressure]
 83 
 
 
Figure   B.9 Emission peak data for the second experimental run of 640nmCube3 
 
Figure   B.10 Emission peak data for the third experimental run of 640nmCube3  
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Figure   B.11 Emission Intensity ratios for all experimental runs of 640nmCube3  
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Hydrostatic Pressure Tests are listed here. Lines here do not describe data points but rather 
emphasize the changes over each experiment. Lines indicate a means of looking at the 
chronological order of the compression or decompression and have no bearing on the emission 
peaks and pressures that they appear on. For compression cycles in Figures B.16, B.18, B.20, and 
B.22 the lines indicate time changes starting at a 0Mpa point and ending at a 15Mpa point. For 
decompression cycles in Figures B.17, B.19, B.21, and B.23 the lines indicate time changes 
starting at a 15Mpa point and ending at a 0MPa point. This is done to denote the change in signal 
over time at one pressure during a single test. 
 
Figure   B.12 Emission peak data for the first experimental run of 640nm hydrostatic test  
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Figure   B.13 Emission peak data for the second experimental run of 640nm hydrostatic test  
 
Figure   B.14 Emission peak data for the third experimental run of 640nm hydrostatic test  
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Figure   B.15 QD/Epoxy intensity ratio of the three experimental runs of 640nm hydrostatic 
test  
 
Figure   B.16 Emission peak data for the compression stage first experimental run of 640nm 
hydrostatic test 2 
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Figure   B.17 Emission peak data for the decompression stage first experimental run of 640nm 
hydrostatic test 2 
 
Figure   B.18 Emission peak data for the compression stage second experimental run of 640nm 
hydrostatic test 2 
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Figure   B.19 Emission peak data for the decompression stage second experimental run of 
640nm hydrostatic test 2 
 
Figure   B.20 Emission peak data for the compression stage third experimental run of 640nm 
hydrostatic test 2 
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Figure   B.21 Emission peak data for the decompression stage third run of 640nm hydrostatic 
test 2 
 
Figure   B.22 QD/Laser emission intensity ratio data for the compression stages for all runs of 
640nm hydrostatic test 2 
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Figure   B.23 QD/Laser emission intensity ratio data for the decompression stages for all runs 
of 640nm hydrostatic test 2 
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APPENDIX C: CONTACT ANGLE MEASUREMENTS 
No. Theta(L) Theta(R ) Theta (avg.) Theta (recede) Theta (advance) Dev Height Width area volume 
1 39.84 42.83 41.33 28.16 46.93 1.5 1.024 5.331 25.15 11.33 
2 39.59 42.74 41.16 28.25 47.01 1.58 1.024 5.332 25.16 11.35 
3 39.47 42.74 41.11 28.25 46.95 1.63 1.024 5.333 25.16 11.35 
4 39.5 42.77 41.13 28.21 46.86 1.63 1.024 5.333 25.15 11.35 
5 39.51 42.76 41.14 28.3 47.03 1.63 1.023 5.333 25.15 11.33 
6 38.78 42.72 40.75 28.2 46.94 1.97 1.023 5.334 25.14 11.42 
7 39.47 42.74 41.11 28.3 46.83 1.64 1.023 5.333 25.15 11.35 
8 39.5 42.81 41.16 28.22 46.89 1.66 1.023 5.332 25.15 11.33 
9 38.89 42.76 40.83 28.27 47.01 1.93 1.023 5.333 25.13 11.4 
10 39.55 42.73 41.14 28.2 46.93 1.59 1.023 5.332 25.16 11.35 
11 54.29 46.42 50.35 40.21 48.79 3.94 1.121 5.024 23.19 11.19 
12 54.35 46.33 50.34 40.16 48.76 4.01 1.121 5.024 23.1 11.02 
13 54.27 46.31 50.29 40.25 48.7 3.98 1.121 5.025 23.12 11.06 
14 54.23 46.2 50.22 40.33 48.69 4.02 1.12 5.026 23.13 11.09 
15 54.32 46.11 50.22 40.37 48.69 4.11 1.121 5.026 23.11 11.04 
16 54.36 46.11 50.23 40.21 48.75 4.13 1.121 5.026 23.11 11.04 
17 54.32 46.34 50.33 40.31 48.72 3.99 1.12 5.025 23.13 11.09 
18 54.33 46.37 50.35 40.38 48.67 3.98 1.121 5.024 23.12 11.06 
19 54.37 46.33 50.35 40.24 48.7 4.02 1.12 5.024 23.1 11.04 
20 54.3 46.09 50.19 40.18 48.73 4.11 1.12 5.026 23.12 11.06 
21 51.03 50.96 50.99 41.34 58.27 0.03 1.14 5.245 25.5 13.09 
22 51.03 50.96 50.99 41.4 58.29 0.03 1.14 5.245 25.5 13.09 
23 51 50.88 50.94 41.29 58.32 0.06 1.14 5.245 25.5 13.09 
24 51.04 50.95 51 41.32 58.29 0.05 1.14 5.245 25.49 13.09 
25 51 50.94 50.97 41.32 58.35 0.03 1.139 5.245 25.5 13.09 
26 50.98 50.91 50.94 41.33 58.24 0.03 1.14 5.245 25.5 13.09 
27 51.06 50.82 50.94 41.33 58.26 0.12 1.14 5.245 25.5 13.09 
28 50.97 50.94 50.95 41.36 58.28 0.01 1.14 5.245 25.5 13.09 
29 50.94 50.96 50.95 41.36 58.26 0.01 1.14 5.245 25.49 13.09 
30 51.05 50.91 50.98 41.27 58.28 0.07 1.139 5.245 25.49 13.09 
AVERAGE 48.24 46.65 47.45 36.61 51.31      
Table   C.1 Contact angle measurements of SiO2 
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No. Theta(L) Theta(R) Theta (avg.) Theta(recede) Theta(advance) Dev Height Width area volume 
1 61.69 62.1 61.9 50.42 70.45 0.2 1.293 4.655 22.22 12.18 
2 61.64 62.13 61.88 50.42 70.41 0.24 1.293 4.655 22.22 12.18 
3 61.59 62.15 61.87 50.4 70.22 0.28 1.293 4.655 22.22 12.18 
4 61.61 62.11 61.86 50.53 70.39 0.25 1.293 4.655 22.22 12.18 
5 61.7 61.99 61.85 50.51 70.39 0.15 1.293 4.655 22.22 12.18 
6 61.59 62.15 61.87 50.38 70.34 0.28 1.293 4.655 22.22 12.18 
7 61.56 62.18 61.87 50.44 70.33 0.31 1.293 4.655 22.22 12.17 
8 61.73 61.98 61.85 50.49 70.45 0.13 1.293 4.655 22.22 12.17 
9 61.64 62.13 61.88 50.39 70.29 0.24 1.293 4.654 22.22 12.17 
10 61.6 62.18 61.89 50.38 70.3 0.29 1.292 4.654 22.21 12.17 
11 58.79 59.87 59.33 47.93 69.53 0.54 1.236 4.757 22.5 12.03 
12 58.99 59.76 59.37 47.88 69.49 0.39 1.236 4.756 22.51 12.04 
13 58.81 59.86 59.33 47.93 69.58 0.52 1.237 4.756 22.5 12.03 
14 58.88 59.85 59.37 47.88 69.54 0.48 1.236 4.756 22.5 12.03 
15 58.76 59.89 59.33 47.82 69.39 0.56 1.237 4.757 22.5 12.03 
16 58.89 59.77 59.33 47.91 69.47 0.44 1.236 4.757 22.51 12.04 
17 58.9 59.73 59.32 47.89 69.57 0.42 1.236 4.757 22.51 12.04 
18 58.83 59.92 59.37 47.83 69.43 0.55 1.236 4.756 22.5 12.03 
19 58.83 59.83 59.33 47.85 69.47 0.5 1.236 4.756 22.5 12.03 
20 58.9 59.79 59.34 47.83 69.59 0.44 1.236 4.756 22.51 12.04 
21 57.78 56.12 56.95 48.13 66.16 0.83 1.237 4.915 23.69 12.79 
22 57.75 56.13 56.94 48.16 66.22 0.81 1.237 4.915 23.69 12.79 
23 57.79 56.09 56.94 48.07 66.08 0.85 1.237 4.915 23.69 12.79 
24 57.76 56.13 56.94 48.19 66.15 0.81 1.237 4.915 23.69 12.79 
25 57.79 56.16 56.98 48.12 66.19 0.81 1.237 4.914 23.69 12.79 
26 57.76 56.11 56.93 48.06 66.14 0.82 1.237 4.915 23.69 12.79 
27 57.7 56.22 56.96 48.15 66.21 0.74 1.237 4.915 23.69 12.79 
28 57.76 56.23 57 48.09 66.17 0.77 1.238 4.914 23.69 12.79 
29 57.74 56.09 56.91 48.06 66.12 0.82 1.237 4.915 23.7 12.79 
30 57.75 56.14 56.95 48.14 66.18 0.8 1.237 4.915 23.69 12.79 
31 54.6 52.69 53.64 44.34 62.41 0.95 1.186 5.088 24.54 12.84 
32 54.53 52.78 53.65 44.39 62.48 0.87 1.186 5.088 24.55 12.86 
33 54.65 52.7 53.68 44.26 62.49 0.98 1.186 5.088 24.54 12.84 
34 54.52 52.8 53.66 44.42 62.39 0.86 1.186 5.088 24.55 12.86 
35 54.63 52.74 53.68 44.36 62.44 0.95 1.186 5.088 24.54 12.85 
36 54.59 52.75 53.67 44.35 62.49 0.92 1.186 5.088 24.54 12.84 
37 54.58 52.71 53.65 44.32 62.42 0.94 1.186 5.088 24.54 12.85 
38 54.54 52.72 53.63 44.4 62.39 0.91 1.186 5.088 24.55 12.85 
39 54.56 52.66 53.61 44.38 62.48 0.95 1.185 5.088 24.55 12.85 
40 54.62 52.62 53.62 44.29 62.43 1 1.186 5.088 24.53 12.83 
 58.21 57.70 57.95 47.69 67.12      
Table   C.2 Contact angle measurements of Amine Surfaces 
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No. Theta(L) Theta(R) Theta (avg.) Theta(recede) Theta(advance) Dev Height Width area volume 
1 58.19 59.39 58.79 47.62 69.26 0.6 1.243 4.911 24.1 13.41 
2 58.21 59.26 58.74 47.5 69.37 0.52 1.243 4.911 24.11 13.41 
3 58.24 59.29 58.77 47.61 69.35 0.53 1.244 4.911 24.11 13.41 
4 58.13 59.35 58.74 47.53 69.31 0.61 1.243 4.911 24.1 13.41 
5 58.24 59.3 58.77 47.51 69.35 0.53 1.243 4.911 24.1 13.41 
6 58.36 59.3 58.83 47.52 69.37 0.47 1.243 4.911 24.11 13.41 
7 58.21 59.33 58.77 47.6 69.32 0.56 1.243 4.911 24.1 13.41 
8 58.2 59.36 58.78 47.52 69.35 0.58 1.243 4.911 24.1 13.41 
9 58.2 59.28 58.74 47.49 69.39 0.54 1.243 4.911 24.1 13.41 
10 58.21 59.22 58.72 47.63 69.4 0.5 1.243 4.911 24.11 13.41 
11 48.96 52.26 50.61 36.58 62.16 1.65 1.145 5.384 26.61 13.7 
12 48.96 52.15 50.56 36.5 62.11 1.59 1.145 5.384 26.62 13.72 
13 48.99 52.21 50.6 36.49 62.12 1.61 1.145 5.384 26.65 13.78 
14 49 52.3 50.65 36.5 62.19 1.65 1.145 5.383 26.61 13.71 
15 48.98 52.3 50.64 36.56 62.09 1.66 1.145 5.384 26.61 13.7 
16 48.96 52.23 50.6 36.46 62.21 1.63 1.145 5.384 26.61 13.71 
17 49.02 52.13 50.58 36.55 62.15 1.56 1.145 5.384 26.62 13.72 
18 48.99 52.19 50.59 36.5 62.11 1.6 1.145 5.384 26.62 13.71 
19 49.02 52.21 50.61 36.45 62.13 1.6 1.145 5.383 26.6 13.7 
20 49 52.23 50.62 36.52 62.07 1.61 1.145 5.384 26.61 13.71 
21 50.04 48.4 49.22 37.38 56.79 0.82 1.131 5.445 27.09 13.95 
22 49.98 48.39 49.18 37.3 56.85 0.8 1.131 5.445 27.08 13.95 
23 50.12 48.27 49.19 37.37 56.79 0.93 1.131 5.445 27.08 13.94 
24 50.05 48.41 49.23 37.37 56.78 0.82 1.131 5.445 27.08 13.95 
25 50.03 48.36 49.2 37.31 56.79 0.83 1.131 5.446 27.09 13.95 
26 50.03 48.31 49.17 37.35 56.78 0.86 1.131 5.446 27.09 13.94 
27 50.05 48.35 49.2 37.33 56.81 0.85 1.131 5.445 27.08 13.94 
28 50.02 48.37 49.19 37.32 56.84 0.82 1.131 5.446 27.08 13.95 
29 50 48.41 49.21 37.33 56.76 0.8 1.131 5.445 27.08 13.95 
30 50.08 48.32 49.2 37.41 56.75 0.88 1.131 5.445 27.07 13.93 
AVERAGE 52.42 53.30 52.86 40.47 62.76      
Table   C.3 Contact angle measurements of C60 surfaces 
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APPENDIX D: XPS SPECTRA 
Survey Scans of the surfaces with peak approximate peak identification  
 
Figure   D.1 SiO2 surface survey scan with peak values 
 
Figure   D.2 AMINE surface with peak values 
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Figure   D.3 C60 Surface with peak values  
 
Figure   D.4 Contaminated C60 Surface with peak values 
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C60 and C70 data including survey scans and individual peaks of Oxygen and Carbon. 
Carbon C-C bonds are referenced to 284.5 eV for all pure C60 and C70 peak scans. 
 
Figure   D.5 Functionalized carbon survey. 
 
Figure   D.6 C60/C70 Oxygen peak 
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Figure   D.7 C60 carbon peak 
 
Figure   D.8 C70 carbon peak 
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Amine Surface 1 individual peak scans, Carbon C-C bonds are normalized to 285eV 
 
Figure   D.9 AMINE 1 Oxygen peak 
 
Figure   D.10 AMINE 1 Nitrogen Peak 
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Figure   D.11 AMINE 1 Carbon Peak 
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Amine Surface 2 individual peak scans, C-C bonds were mistakenly referenced to 283 eV. 
There is a -2 eV shift in all individual peak spectra of the second Amine surface with respect to all 
other surfaces examined. Figures D.12 through D.14  are subject to this shift. 
 
Figure   D.12 AMINE 2 Oxygen Peak 
0.00
500.00
1000.00
1500.00
2000.00
2500.00
3000.00
3500.00
4000.00
4500.00
515.00520.00525.00530.00535.00540.00
C
o
u
n
ts
 p
er
 S
ec
o
n
d
Binding energy [eV]
CPS O 1s 529.9eV Background CPS Envelope CPS
 102 
 
 
Figure   D.13 AMINE 2 Nitrogen Peak 
 
Figure   D.14 AMINE 2 Carbon Peak 
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Amine Surface 3 individual peak scans, Carbon C-C bonds are normalized to 285eV. 
 
Figure   D.15 AMINE 3 Oxygen Peak 
 
Figure   D.16  AMINE 3 Nitrogen Peak 
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Figure   D.17  AMINE 3 Carbon Peak 
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C60 Functionalized Surface 1 individual peak scans, C-C bonds are normalized to 285eV. 
 
Figure   D.18 C60 functionalized surface 1 Oxygen peak 
 
Figure   D.19 C60 functionalized surface 1 Nitrogen peak 
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Figure   D.20 C60 functionalized surface 1 Carbon peak 
 
550.00
650.00
750.00
850.00
950.00
1050.00
1150.00
1250.00
1350.00
1450.00
1550.00
275.00280.00285.00290.00295.00300.00
C
o
u
n
ts
 p
er
 s
ec
o
n
d
Binding Energy [eV]
CPS C 1s 285eV C 1s 286.4eV
C 1s 288.7eV Background CPS Envelope CPS
 107 
 
C60 Functionalized Surface 3 individual peak scans, C-C bonds are normalized to 285eV. 
 
Figure   D.21 C60 functionalized surface 3 Oxygen peak 
 
Figure   D.22 C60 functionalized surface 3 Nitrogen peak 
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Figure   D.23 C60 functionalized surface 3 Carbon peak 
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C60 Functionalized Surface 5 individual peak scans, C-C bonds are normalized to 285eV. 
 
Figure   D.24 C60 functionalized surface 5 Oxygen peak 
 
Figure   D.25 C60 functionalized surface 5 Nitrogen peak 
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Figure   D.26 C60 functionalized surface 5 Carbon peak 
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