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Abstrakt
V této práci je proveden rozbor a diskutována problematika implementace metody pro výběr
příznaků s názvem Dynamická vzájemná informace (DMIFS). Při studiu popisu DMIFS bylo
nalezeno několik nesrovnalostí, které neumožňují úplně napodobit původní algoritmus, proto
výsledky DMIFS implementované v rámci  této práce byly porovnány s výsledky z článku,
kde  byla  DMIFS  publikována.  Bylo  zjištěno,  že  implementovaná  DMIFS  dosahuje
podobných výsledků,  jako metoda  původní.  Dále  se  práce  zabývá návrhem dvou nových
metod vycházejících z principu DMIFS. První metoda s názvem DmRMR vznikla spojením
mRMR a DMIFS. Provedené testy potvrzují lepší výkonnost DmRMR, než jakou má DMIFS
je  ale  méně  stabilní.  Druhá  metoda  s názvem WDMIFS je  váhovanou  variantou  DMIFS
fungující  na  bázi  AdaBoost.  U této  metody  nedošlo  ke  zlepšení  výkonu.  Na  závěr  je
vypracován návod pro implementaci DMIFS do prostředí Weka a RapidMiner. 
Klíčová slova
Dynamická vzájemná informace, Výběr příznaků, Strojové učení, DMIFS
Abstract
This work analyzes  and discuss  a issue of implementation feature selection method  called
Dynamic mutual information (DMIFS).  Original description of the DMIFS contains several
irregularities, therefore DMIFS can not be implemented exactly as original method. Results of
implemented DMIFS is compared with results of original DMIFS. This results shows that
implemented DMIFS is similar to the DMIFS. Next part of the work describes design of two
new methods based on the DMIFS. The first method called DmRMR merges mRMR and
DMIFS. Better performance but worse stability of DmRMR was proved by several tests. The
second  method  called  WDMIFS is  weighted  version  of  the  DMIFS  based  on  AdaBoost
algorithm.  The  WDMIFS  has  worse  performance  than  DMIFS.  Finnaly,  manual  for
implementing DMIFS to RapidMiner and Weka is provided. 
Keywords
Dynamic mutual information, Feature selection, Machine learning, DMIFS
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1 ÚVOD
Strojové učení je podoborem umělé inteligence, který se zabývá výzkumem algoritmů, jejichž
charakteristickým  rysem  je,  že  dokáží  zlepšovat  svoji  výkonnost  na  základě  zkušenosti
(Mitchell, 2006).  Mezi  úlohy  strojového  učení  patří  klasifikace,  regrese,  shlukování
(Guyon, 2009). Konkrétní aplikací může být, např. automatické rozpoznávání ropných skvrn
ze satelitních snímků (Kubat a kol., 1998), koordinace práce multi-agentních systémů (Stone
a Veloso, 2000) nebo diagnostika srdečních onemocnění (Kononenko, 2001).
Vstupem  procesu  učení  je  určitá  databáze  vzorů,  např.  databáze  satelitních  snímku,
pacientů atd.,  protože databáze mohou být velmi rozsáhlé,  může být výhodné v některých
případech i nezbytné, provést redukci vstupních dat. Jednou z těchto redukcí může být výběr
příznaků.
Ukázkou  jedné  z databází  je  obr.  1-1.  Jedná  se  o  databázi  hub,  kde  jeden  řádek
reprezentuje jednu houbu (instanci)  a sloupce reprezentují určitou charakteristiku (příznak)
houby,  např.  tvar  klobouku,  barva  kloubouku,  apod.  Posledním  sloupcem  je  znázorněn
speciální příznak, tzv. příznak třídy. Příznak třídy v tomto případě určuje, zda-li houba náleží
do  kategorie  jedlých  nebo  jedovatých.  Budeme-li  chtít  aplikovat  některý  z algoritmů  pro
klasifikaci  hub na jedlé  a jedovaté,  využívající  daných příznaků,  je  žádoucí  vybrat  jen ty
příznaky, které mají s jedlostí hub nějakou spojitost. Výběr relevantních příznaků potom může
pozitivně ovlivnit rychlost klasifikačního procesu, ale i jeho efektivitu. 
Tato práce se zabývá metodou pro výběr příznaků s názvem Dynamic Mutual Information
(DMIFS)  publikovanou  v časopise  Pattern  Recognition  v roce  2009  čínskými  vědci
(Liu a kol., 2009).  Účelem  práce  je  pokusit  se  tuto  metodu  implementovat,  ověřit  její
vlastnosti a provést návrh nové metody, která bude z principů DMIFS vycházet. 
Druhá kapitola této práce je věnována podrobnějšímu popisu disciplíny výběru příznaků
a objasnění  některých  dalších  pojmů  souvisejících  s touto  prací.  Třetí  kapitola  se  zabývá
popisem a rozborem samotné metody DMIFS a návrhu její implementace. Ve čtvrté kapitole
jsou  provedeny  testy,  které  mají  za  účel  vyhodnotit  shodnost  implementované  DMIFS
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Obrázek 1-1 Ilustrace pojmů instance, příznak, příznak třídy. Jako podklad byla
použita databáze Mushroom.
      tvar 
      klobouku
      povrch 
      klobouku
      barva 
      klobouku       . . .       výskyt
      místo 
      výskytu       kategorie
      konvexní       hladký       hnědá       . . .       roztroušený       město       jedlá
      konvexní       hladký       žlutá       . . .       početný       traviny       jedovatá
      zvonovitý       hladký       bílá       . . .       početný       louky       jedovatá
      konvexní       šupinatý       bílá       . . .       roztroušený       město       jedlá
      konvexní       hladký       šedá       . . .       bohatý       traviny       jedovatá
. . . . . .
. . . . . .
. . . . . .
      Příznaky       Příznak třídy
s výsledky původní DMIFS publikovanými v (Liu a kol.,  2009). Pátá kapitola je věnována
návrhu dvou nových metod  z principů  DMIFS vycházejících.  Šestá  kapitola  vyhodnocuje
výkonnost  a vlastnosti  nově  navržených  metod.  Předposlední  sedmá kapitola  je  návodem
k implementaci  DMIFS  do  programů  pro  aplikaci  algoritmů  strojového  učení  Weka
a RapidMiner, a poslední osmá kapitola se věnuje shrnutí dosažených cílů této práce a závěrů
z ní vyplývajících.
1.1 Terminologie práce
Cílem této podkapitoly je  definovat  matematickou notaci,  který bude použita  v celé  práci
a vymezení významu některých dalších pojmů.
Každé j-té instanci v trénovací databázi je přiřazena množina konkrétních hodnot příznaků
x j = ( f 1 , ... , f N ) , kde N je počet příznaků. Množina všech příznaků je F = (F 1 , ... , F N ).
Instance  nabývají  jednu  z hodnot  příznaku  třídy  C = (c1 , ... , c l) , kde  l  je počet  tříd.
Množina všech instancí v databázi je D = (d 1 ,... , d m), kde m je počet instancí v databázi.
 Pod pojmy  přesnost (angl.  accuracy)  nebo  přesnost  klasifikace bude  myšlen  odhad
přesnosti klasifikace, který je v této práci určován pomocí křížové validace. Třída může být
označení pro příznak třídy  C, ale třídou může být chápána i jeho konkrétní hodnota  (např.
jedovatá).
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2 TEORETICKÝ ÚVOD
Cílem  této  kapitoly  je  seznámit  čtenáře  s vybranými  pojmy  oboru  strojového  učení  a to
zejména výběru příznaků. První část je věnována obecnému úvodu do problematiky výběru
příznaků a popisu některých metod. Druhá část je věnována popisu klasifikátorů souvisejících
s prací.
2.1 Výběr příznaků
Úlohou výběru příznaků je určit podmnožinu příznaků S z množiny všech příznaků F, která
bude  dosahovat  nejlepší  výkonnosti  na  daném klasifikátoru  (Jain  a Zongker,  1997).  Je-li
k dispozici  N  příznaků  znamená  nalezení  optimální  podmnožiny  prohledání  prostoru  2N
možných podmnožin.  Prohledání celého prostoru podmnožin je v současné době z důvodů
výpočetní náročnosti možné pouze při malém počtu příznaků. Z tohoto důvodu byly a jsou
vytvářeny metody,  jejichž cílem je s použitím určité  prohledávací strategie,  či  studováním
vztahů mezi příznaky získat co nejlepší podmnožinu  S,  ve vyhovujícím časovém intervalu.
Tyto přístupy, ale negarantují nalezení optimální podmnožiny. Rozmanitost a složitost vazeb
mezi příznaky je dobře diskutovaná v článku (Guyon a kol., 2003). Autoři tohoto článku např.
uvádí, že příznaky, které jsou samy o sobě neužitečné nebo redundantní, mohou být užitečné
ve  spojení  s jinými  příznaky,  a mohou  mít  pozitivní  vliv  na  redukci  šumu.  Metody typu
wrapper  a embedded  tyto  vazby  zohledňují  implicitně.  U filter  metod  jsou  tyto  vazby
odhalovány  explicitně.  Metody  typu  filter,  které  vazby  mezi  příznaky  nezohledňují  se
nazvývají univariate, ty které je zohledňují multivariate.
Hlavními  důvody  pro  použití  výběru  příznaků  na  vstupní  databázi  je  zmenšení  její
velikosti  odstraněním redundantních  a irelevantních  příznaků,  čímž  mohou  být  vytvořeny
jednodušší,  srozumitelnější  modely  (klasifikátory),  dále  tím  může  být  dosažena  vyšší
schopnost  generalizace  modelu,  a posledně,   zmenšení  výpočetní  náročnosti  (Guyon
a Elisseeff, 2003)(Saeys a Inza, 2007). Metody pro výběr příznaků se mohou dělit do různých
kategorií.  Podle  úlohy klasifikátoru  ve  výběru  příznaků  se  v literatuře  často  dělí  na  tzv.
wrappery, filtry, a embedded metody. 
2.2 Metody typu wrapper
Funkce wrapper metod je založena na prohledávání prostoru možných podmnožin příznaků
určitou  prohledávací  strategií  (např.  genetické  algoritmy,  sekvenční  prohledávání)
a ohodnocení těchto množin přímo odhadem přesnosti klasifikace (Guyon a Elisseeff, 2003)
(Saeys a Inza, 2007). Množina příznaků dosahující nejvyšší přesnosti je potom považována za
výstup  procesu.  Jejich  funkce  je  založena  na  použití  konkrétního  klasifikátoru,  strategie
prohledávání prostoru a metody odhadu přesnosti klasifikace. Fakt, že pro každou množinu
příznaků je nutné znovu trénovat klasifikátor, což je časově náročné, předurčuje tyto metody
pro datatabáze s menším počtem příznaků. Výhodou wrapperů je jejich jednoduchost a lepší
výsledky  než  např.  u filtrů.  Mezi  nevýhody  lze  zařadit  náchylnost  k přeučení  a možnost
uváznout v lokálním maximu.
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2.3 Metody typu embedded
Embedded metody jsou podobné wrapperům. Základem je použití konkrétního klasifikátoru.
Výběr  příznaků je  potom prováděn při  procesu  jeho trénování  (Guyon a Elisseeff,  2003)
(Saeys a Inza, 2007). Příkladem může být konstrukce ID3 stromu, kde nově vybraný příznak
rozdělí  instance  do  uzlů,  pro  které  jsou  výpočteny  další  dělící  příznaky.  Takto  vybrané
příznaky jsou potom výstupem procesu. Jiným přístupem může být aplikace tzv. hodnotící
funkce na určitý klasifikátor, která vyjadřuje jeho kvalitu, kde kvalita může být chápána, jako
co  nejvyšší  výkonnost  při  co  nejmenším  počtu  příznaků.  Cílem  pak  je  měnit  strukturu
klasifikátoru  odebíráním/přidáváním  příznaků  tak,  aby  byl  co  nejkvalitnější.  Nevýhodou
embedded  metod  je  jejich  specifičnost,  protože  každý  typ  klasifikátoru  vyžaduje  zvláštní
přístup.  Výhodou  je  rychlejší  výběr  než  u  wrapperů,  protože  pro  každou  podmnožinu
příznaků není trénován znovu celý klasifikátor. Tyto metody používají k trénování všechna
dostupná data a jsou méně náchylné k přeučení než wrappery.
2.4 Metody typu filter
Charakteristické  pro  filter  metody  je  jejich  nezávislost  na  klasifikátoru.  Z  toho  pramení
výhody, jako jednoduchost a odolnost proti přeučení (Guyon a Elisseeff, 2003)(Saeys a Inza,
2007).  Jsou  méně  výpočetně  náročné  a to  je  předurčuje  pro  použití  na  rozsáhlejších
databázích. Jejich nezávislost na klasifikátoru, ale může zapříčinit horší dosažené výsledky
než  u wrapperů.  Filtry  vyhodnocují  kvalitu  příznaků  a  podle  ní  pak  vytvářejí  výstupní
množinu.  Příkladem  může  být  použití  metrik  založených  na  teorii  informace  (vzájemná
informace, symetrická nejistota atd.).  Na základě míry vzájemné informace mezi příznaky,
jsou potom příznaky určitým způsobem organizovány do výstupní množiny. 
2.5 Teorie informace
Teorii informace vyvinul a publikoval v 50. letech Claude Shannon (Shannon, 1948). Jedním
ze základních vztahů této teorie  je entropie náhodné proměnné.  Pokud proměnná např.  X
nabývá konečný počet stavů x1,  x2, …, xn s pravděpodobnostmi p1,  p2, …, pn, potom entropie
náhodné proměnné X je definovaná jako
Entropie  H(X) vyjadřuje neuspořádanost proměnné, či míru nejistoty toho, že se proměnná
nachází  v určitém  stavu  (Conver  a Thomas,  1991).  Čím  více  budou  pravděpodobnosti
p1, p2, …, pn stejné, tím bude entropie vyšší. Jednotka entropie je určena základem logaritmu.
Entropie s logaritmem při základu 2 má jednotku bit. V případě, že je známá další informace
reprezentovaná např. proměnnou  Y takovou, že lze mezi stavy  X a Y, vyjádřit podmíněnou
pravděpodobnost  p(x|y) a sdruženou  pravděpodobnost  p(x,  y),  potom lze  vypočítat
podmíněnou entropii jako
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H (X |Y )=−∑
y∈Y
∑
x∈X
p (x , y ) log p(x | y) .
H (X )=−∑
x∈X
p(x ) log p( x). (2-1)
(2-2)
Podmíněná  entropie  H(X|Y),  bude  tedy nižší  než  H(X) podle  toho,  kolik  informace  bylo
znalostí  Y získáno. Tento rozdíl entropií je nazýván informačním ziskem  I(X;Y) nebo také
vzájemnou informací (VI), pro kterou platí vztah
Vzájemná informace tedy kvantifikuje míru informace, kterou získáme znalostí Y.
Jednou z možností, jak normalizovat vzájemnou informaci je
a nazývá se symetrická nejistota (symmetrical uncertainity). Jednou z vlastností symetrické
nejistoty  je,  že  kompenzuje  předpojatost  VI  vůči  proměnným  s vyšším  počtem  stavů
(Senthamarai kannan a Ramaraj, 2010).
Obr. 2-1  graficky  znázorňuje  vztahy  mezi  veličinami  kvantifikujících  informaci.  Z této
ilustrace je možné odvodit vztah 2-3. 
V rámci výběru příznaků je jako proměnnou chápán příznak, kde pravděpodobnost nabytí
stavu je počítána z frekvence výskytu. Aby bylo možné použít představenou teorii informace,
je nutné zajistit, aby příznak vyjadřoval nominální hodnoty (diskrétní stavy). To je v případě
spojitých proměnných dosaženo jeho nominalizací.
2.6 Výběr příznaků na základě vzájemné informace
Jeden z prvních přístupů k výběru příznaků na základě vzájemné informace byl publikován
(Battiti, 1994) a je známý jako metoda MIFS (Mutual Information Feature Selection). Tato
metoda vybírá z množiny příznaků vždy ten, který má maximální hodnotu podle kritéria
Jedním  z problémů  této  metody  je  vhodná  volba  parametru  β.  V případě  volby  β=0 se
uplatňuje pouze první část vztahu a metoda vybírá vždy příznak s maximální VI vůči příznaku
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I (X ;Y )=H (X )−H (X |Y ).
SU (X ;Y )= 2⋅I (X ;Y )
H (X )+H (Y )
,
I (C ; F J ) − β∑
s∈S
I (F J ; s) .
Obrázek 2-1 Grafická ilustrace vzájemné informace 
(Cover a Thomas, 1991)
(2-3)
(2-4)
(2-5)
třídy.  Takový  přístup,  ale  nezohledňuje  fakt,  že  v databázi  mohou  existovat  dva  velmi
podobné  příznaky,  z nichž  jeden  bude  redundantní.  Tato  metoda  by  do  S  vybrala
pravděpodobně oba příznaky, protože by měly  velmi podobnou VI. Tato varianta MIFS je
v této práci označována, jako IG. Varianta kdy je výpočet I(C; FJ) nahrazen výpočtem SU(C;
FJ) bude označována jako SU.
Heuristiku výběru příznaku s maximální VI do výstupní množiny lze zdůvodnit tím, že by
takovým postupem mělo dojít co nejrychleji k minimalizaci nejistoty určení odpovídající třídy
(Liu a kol., 2008).
2.6.1 Kritérium minimální redundance maximální relevance
Jednou z populárních metod z kategorie  filtrů  pro výběr příznaků je  mRMR (Peng a kol.,
2005). Algoritmus pomocí VI vyhodnocuje nejen relevanci příznaku, ale i jeho průměrnou
redundanci.  Jedná  se  o iterativní  algoritmus,  který  v každé  iteraci  přiřadí  do  množiny  S
příznak s maximálním ohodnocením podle vztahu 
Výstupem algoritmu  jsou  seřazené  příznaky podle  jejich  váhy.  Metodu  je  možné  doplnit
o druhou fázi, kdy je na ováhované příznaky použit wrapper.
2.7 Relief
Metoda pro výběr příznaků Relief původně publikovaná v (Kira a Rendell, 1992) je založena
na podobném principu, jako klasifikace pomocí nejbližšího souseda. Funguje takto: Nejprve
je vybrána náhodně instance z databáze, k této instanci jsou nalezeny nejpodobnější instance
stejné a jiné třídy. Poté jsou tyto tři instance příznak po příznaku porovnávány a na základě
porovnání, jsou upraveny váhy příznaků. Váha příznaku se zmenšuje v případě, že instance
stejné  třídy má  odlišnou hodnotu.  Váha se  zvětšuje  tím více,  čím instance  jiné  třídy má
odlišnější hodnotu. Celková váha příznaků je pak průměrem z m iterací. Vybrané příznaky
jsou pak označeny, jako ty jejichž váha překročí hodnotu nastaveného prahu.
2.8 Fast Corellation-Based Filter (FCBF)
FCBF (Yu a Liu, 2004) je metoda, která vyhodnocuje zvlášť relevanci a redundanci příznaků.
Nejprve je z trénovací databáze vybráno k příznaků, jejichž hodnota symetrické nejistoty vůči
třídě překročí hodnotu prahu definovaného uživatelem. Těchto  k příznaků je seřazeno podle
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I (C ; F J ) −
1
m−1 ∑F I∈S m−1
I (F J ; F I ) . (2-6)
Obrázek 2-2 Ošetření redundantních příznaků metodou FCBF 
(Yu a Liu, 2004)
jejich vah sestupně. Z této skupiny je poté vzat příznak s nejvyšší váhou FI a pokud je jeho
symetrická nejistota vůči vedlejšímu příznaku FJ, SU(FI, FJ) vyšší, než je hodnota SU(FJ, C),
je  FJ odstraněn.  Tento postup je následně opakován pro všechny příznaky,  dokud dochází
k odstraňování příznaků. Obr. 2-2 tuto eliminaci znázorňuje.
2.9 Klasifikátory
Tato práce je zaměřená na výběr příznaků, nicméně aby bylo možné metody porovnávat, je
nutné  provést  jejich  vyhodnocení,  čímž se  použití  klasifikátorů  nelze  vyhnout.  Proto  tato
podkapitola nabízí stručný souhrn klasifikátorů.
2.9.1 Klasifikace pomocí nejbližšího souseda
Klasifikace metodou nejbližšího souseda nalezne v datech nejprve k instancí, které se nejvíce
podobají  instanci, která má být předmětem klasifikace a té přiřadí třídu, která je nejčetnější
mezi  těmito  k instancemi  (Smola  a Viswanathan,  2008)(Hastie  a kol.,  2009).  Vlastnosti
metody jsou dány počtem  k, kde pro  k=1  může být metoda náchylná na šum, zatímco pro
vyšší k, nabývá metoda na robustnosti. Dalším parametrem metody je použitý způsob výpočtu
podobnosti  instancí.  Používá se např.  euklidovská vzdálenost.  Tento klasifikátor  nevytváří
model, proto se řadí do kategorie tzv. lazy learning.
2.9.2 Rozhodovací stromy
Tento způsob klasifikace spočívá v postupném průchodu instance strukturou, která připomíná
strom.  Rozhodovací  strom  je  složen  z uzlů,  které  lze  rozdělit  na  průběžné  a koncové
(Quinlan, 1986). Pokud se instance nachází v průběžném uzlu, je podrobena určitému testu
např. barva je červená nebo teplota je v intervalu 10-20 °C. Výsledek testu instanci směruje
k dalším uzlům. V momentě, kdy je instance přítomna v koncovém uzlu, je jí přiřazena třída,
která k danému uzlu náleží.
Existuje řada typů rozhodovacích stromů, které se liší způsobem tvorby stromu a typem
možných  vstupních  hodnot.  Jedním  z používaných  algoritmů  pro  tvorbu  rozhodovacích
stromů je ID3. Konstrukce ID3 se provádí v iteracích (Quinlan, 1986). Nejprve je vytvořen
počáteční uzel, kde jsou shromážděny všechny trénovací instance, tento uzel je dále rozdělen
podle příznaku, který dosahuje nejvyššího informačního zisku. Vytvořené poduzly jsou poté
děleny  znovu  příznakem  s nejvyšším  informačním  ziskem,  dokud  není  splněna,  některá
z ukončovacích podmínek. Vstupem mohou být pouze nominální hodnoty a není garance, že
výsledný strom je optímální. Strom C4.5 je vylepšenou verzí ID3 (Building, neznámý).
2.9.3 Naivní Bayes
Naivní Bayes tvoří klasifikaci na základě předpokladu, že příznaky jsou na sobě nezávislé.
Pravděpodobnost, že instance definovaná pomocí x náleží k třídě c se potom vypočítá podle
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p (x |c)=∏
k=1
N
p ( f k |c) . (2-7)
Instance je přiřazena k třídě  c,  která  dosáhla nejvyšší  pravděpodobnosti  podle vztahu 2-7.
Naivní Bayes je používán často pro klasifikace textových dokumentů, např. jako spamový
filtr. (Smola a Vishwanathan, 2008)
2.9.4 Ripper
Reduced error prunning (REP) je metoda pro zvýšení generalizační schopnosti rozhodovacího
stromu,  zmenšením  náchylností  k šumu  v datech.  Princip  spočívá  v tom,  že  rozhodovací
strom je nejprve přeučen na trénovacích datech a pomocí validačních dat je potom postupně
prořezáván  dokud  dochází  k umenšování  chyby stromu  (Cohen,  1995).  Tento  postup  byl
následně použit i pro klasifikátory, které jsou založeny na tvorbě pravidel induktivní logikou
a vznikl tak klasifikátor REP. Ten funguje takto: Instance jsou rozděleny na growing množinu,
ze které jsou postupně tvořeny rozhodovací pravidla a množinu prunning, která je na konci
použita k prořežávání pravidel. Algorimus v průběhu učení vyřazuje instance klasifikovatelné
pravidly podobně, jako to dělá DMIFS (Liu a kol., 2009). Protože REP je výpočetně náročný,
vznikla jeho vylepšená verze IREP, která prořezává pravidla ihned po jejich vzniku (Cohen,
1995).  Ripper  je  vylepšený  IREP,  který  přináší  ošetření  více  tříd,  neznámých  instancí,
numerických  hodnot  a ukončovací  podmínku,  která  ukončí  proces  učení  v momentě,  že
pravidlo má chybu větší než 50%. 
2.9.5 Algoritmus AdaBoost
Boosting je meta-learningový koncept, který k určení klasifikace instance využívá hlasování
více  klasifikátorů  (Polikar,  2006).  Použité  klasifikátory  jsou  stejného  typu  a jejich
diverzifikace je dosaženo, tak že každý klasifikátor je naučen na odlišné trénovací databázi.
Charakteristickým rysem boostingu je, že trénovací databáze je při učení dalšího klasifikátoru
upravena,  tak  aby  došlo  k jeho  specializaci  na  špatně  zařazené  instance  předešlými
klasifikátory.
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Algoritmus 2-1 Algoritmus metody Adaboost (Schapire a Singer, 1999)
Vstup: m instancí popsaných dvojicí (x1 , c1) ,… ,( xm , cm) kde x i∈F ,ci∈C={−1,+1}
Výstup: Hypotéza H (x )=sign (∑t=1T α(t)h( t , x)) .
(1) Inicializuj: Di(t )=1/m
(2) For t = 1 to T do 
(3)  Vytvoř klasifikátor s použitím D(t )
(4)  Vypočítej chybu ε(t)=Pr i∼D (t )[h(t , x i)≠c i] .
(5)  Vypočítej α( t)= 12⋅ln (
1−ε(t )
ε(t) ).
(6)  Aktualizuj Di(t+1)=
Di (t )
Z (t )×{e−α⋅t pokud h(t , x i)=c ieα⋅t pokud h (t , x i)≠c i
   kde Z (t ) je normalizační činitel
V případě algoritmu AdaBoost (Adaptive Boosting) je každé instanci v databázi přiřazena
váha,  která  umožňuje  zvýšit,  či  zmenšit  její  důležitost  oproti  ostatním.  Specializace
klasifikátoru je provedena zvýšením vah špatně klasifikovaných instancí.
Původní  verze  AdaBoost  byla  představena  v (Freund  a Schapire,  1997).  Během let  se
AdaBoost dočkal několika vylepšení, jedno z takových je i (Schapire a Singer, 1999), kde byl
algoritmus zobecněn. Popis tohoto algoritmu lze vidět na alg. 2-1. Nejprve jsou inicializovany
váhy jednotlivých instancí  rovnoměrně  na  hodnotu  1/m,  kde  m je  počet  instancí.  Poté  je
vytvořen klasifikátor,  pro který je vypočítána chyba  ε a parametr  α.  Parametr  α je potom
použit  pro  adaptaci  vah.  U  správně  klasifikovaných  instancí  se  váha  zmenší  u špatně
klasifikovaných  zvětší.  Algoritmus  potom  pokračuje  další  iterací,  dokud  není  ukončen
podmínkou maximálního počtu iterací  T.  Konečná predikce je potom vytvořena váhovaným
hlasováním všech klasifikátorů. Váha odpovídá dosažené přesnosti klasifikátoru.
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3 METODA DYNAMIC MUTUAL INFORMATION
Tato  kapitola  má za  cíl  popsat  a  provést  rozbor  metody DMIFS.  Nejprve bude proveden
povrchní popis DMIFS v kap. 3.1, navazující kap. 3.2 se bude zabývat hlubšímu porozumění
principů DMIFS.  Protože  popis  DMIFS v původním článku je  nekonzistentní,  či  nejasný,
bude  tato  podkapitola  mít  dále  formu  deduktivního  usuzování  s účelem  odvození
implementace DMIFS, která by se shodovala s většinou faktů uvedených v původním článku.
K ilustraci funkce DMIFS je zde znázorněn chod metody na praktickém příkladu.
3.1 Popis DMIFS
Metoda  DMIFS  se  řadí  do  skupiny  filtrovacích  metod,  které  využívají  pro  vyhodnocení
relevance příznaku metriky VI. Tato skupina metod kvantifikuje pomocí VI míru informace
sdílenou mezi  příznaky a příznakem třídy,  či  mezi  příznaky samotnými.  Na základě míry
informace  je  potom jedním z heuristických  prohledávacích  algoritmů  vytvořena  výsledná
množina  příznaků.  Hlavním  rozdílem  DMIFS  oproti  podobným  metodám  je,  že  DMIFS
počítá VI nad databází,  ze které  jsou při  běhu algoritmu postupně odstraňovány instance,
kdežto obdobné metody počítají VI vždy nad neměnnou databází.
Algoritmus DMIFS popisuje alg. 3-1. Množina vybraných příznaků je označena jako  S,
množina příznaků kandidujících k výběru  K, množina instancí použitých k výpočtu VI jako
DN a množina instancí z výpočtu VI vyřazených jako DR.
DMIFS je  iterativní  algoritmus,  který  v každé  iteraci  vypočítá  VI  mezi  kandidujícími
příznaky K a příznakem třídy C (Liu a kol, 2009). Pokud je VI příznaku nulová, je okamžitě
nenávratně odstraněn z K. Příznak, který dosáhl největší hodnoty VI je přiřazen do S. Tento
vybraný příznak je dále použit k selekci instancí na  DR a DN.  Algoritmus nepokračuje další
iterací, pokud je splňena jedna z následujících podmínek:
1) Neexistuje-li  již  žádný  příznak  k vyhodnocení  (V praxi  docíleno  buď  tím,  že
všechny příznaky jsou již vybrány nebo jejich VI je nulová.).
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Algoritmus 3-1 Algoritmus metody DMIFS
Input: trénovací databáze def.: množ. instancí D, množ. příznaků F, a příznakem třídy C
Output: vybrané příznaky S
(1) inicializuj K = F; S = Ø; DN = D; DR = Ø;
(2) Repeat 
(3)   Foreach k ϵ K do
(4)     vypočítej vzájemnou informaci I(C; k) nad D;
(5)     If I(C; k) = 0 then K = K\{k};
(6)   vyber příznak k s největší I(C; k);
(7)   S = S  {k}∪ ; K = K\{k};
(8)   získej nové labeled instance DR z DN na základě k;
(9)   odstraň nové DR z DN, např. DN = DN\DR;
(10) Until K = Ø or |DN| = In
2) Nekonzistence databáze In je rovna velikosti množiny DN.
Výstupem algoritmu je potom podmnožina příznaků S původní množiny F, která je seřazená
pořadím jejich výběru. 
3.2 Rozbor a implementace DMIFS
Instance jsou za běhu algoritmu děleny do dvou skupin (krok osm a devět  v alg. 3-1):  na
nerozpoznané a rozpoznané1, na ty které budou resp. nebudou použity pro výpočet VI. Jako
rozpoznaná instance je chápána taková instance, kterou je možné za pomocí již vybraných
příznaků jednoznačně zařadit do určité kategorie příznaku třídy. To v praxi znamená, že žádný
jiný příznak z dosud nevybraných příznaků na zařazení instance nemá vliv. To vyjadřuje také
následující věta v originále, která vlastně definuje rozpoznané instance:
Věta 3-1: For labeled instances, any candidate feature is redundant or irrelevant, because
they can be completely classified or recognized by selected features. (Liu a kol., 2009) 
Instance, které není možné jednoznačně zařadit jsou tedy označeny jako nerozpoznané. Zde je
také nutné upozornit, že věta 3-1 obsahuje zdůvodnění, proč je výhodné instance z výpočtu VI
vyloučit.  Tímto  zdůvodněním  je,  že  příznak  či  skupina  příznaků  schopných  rozpoznat
(klasifikovat)  instanci  je  již  vybrána  a není  nutné  udržovat  dále  rozpoznatelné  instance
v databázi, čímž se algoritmus v dalších iteracích specializuje na výběr příznaků, které nesou
informaci o tom, jak zařadit i dosud nerozpoznané instance. Tento postup by měl vést k tomu,
že bude vybrán pouze soubor příznaků schopných úplně rozpoznat instance,  což je dobrý
předpoklad pro efektivní fungování klasifikátoru.
3.2.1 Jak rozpoznat instanci?
Při podrobném studiu článku je možné zjistit, že v něm není obsažena explicitní odpověd na
otázku, jak zjistit, že je instance rozpoznána (krok osm, alg. 3-1). Jediným vodítkem je věta 3-
1.  Z popisu  algoritmu  DMIFS  je  jasné,  že  instance  jsou  rozpoznány  na  základě  právě
vybraného příznaku, to ale nekoresponduje s popisem ve zbytku článku, kde se mluví o tom,
že instance jsou rozpoznávány na základě celé  S.  Protože celá  množina  S  bude mít  větší
diskriminační  potenciál,  lze  se  domnívat,  že  pro  rozpoznání  jsou  použity  všechny dosud
vybrané příznaky.
Nyní  je nutné najít  způsob, jak na základě  S  rozpoznat (jednoznačně zařadit)  instanci.
Úloha rozpoznání je v podstatě ekvivalentní k úloze klasifikace. Jaký klasifikátor je použit
v DMIFS? V algoritmu DMIFS nemůže být žádný skrytý klasifikátor, je to možné vidět na
způsobu, jakým autoři ohodnocují výpočetní složitost algoritmu. Lze se tedy domnívat, že
klasifikace  vychází  z toho,  co  je  již  k dispozici,  tedy z postupně  vybíraných  příznaků  na
základě VI. Ze známých klasifikátorů je tomuto postupu nejpodobnější rozhodovací strom.
Na základě  S tedy bude v průběhu algoritmu postupně vytvářen strom, který bude třídit
instance do uzlů. Pokud uzel bude obsahovat instance pouze jedné třídy, budou tyto instance
označeny jako rozpoznané, protože žádný jiný příznak již nemá na dělení vliv. Instance ze
1 V původním článku jsou označovány, jako unlabeled a labeled instance.
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všech skupin, které tuto podmínku nesplňují budou označeny, jako nerozpoznané a bude na
nich  proveden  výpočet  VI.  Pro  lepší  pochopení  tohoto  principu  byl  vytvořen  následující
příklad.
Příklad 3-1: V tab. 3-1 je databáze údajů pohonného ústrojí osmi automobilů, která obsahuje
pět  příznaků:  výkon  motoru  (P),  točivý  moment  motoru  (M),  počet  stupňů  převodového
ústrojí (Převodovka), počet válců (Válce) a typ paliva (Palivo). Příznak třídy dělí instance do
kategorií nákladní, prémiový nebo osobní.
Hodnoty VI pro každý příznak a stav množin S, K, DR a DN po každé iteraci je možné vidět
v tab. 3-2. V první iteraci je vybrán příznak P a tři instance jsou označeny jako rozpoznané.
V druhé iteraci byl vybrán příznak Válce, v třetí iteraci příznak M. Po třetí iteraci dochází ke
konfliktní  situaci,  kdy  má  více  příznaků  stejnou VI,  protože  popis  DMIFS  tuto  situaci
neošetřuje, je řešení konfliktu záležitostí programátora. V této implementaci je vybrán příznak
s nižším indexem. Dále si lze povšimnout, že příznak Palivo byl vyřazen z K, neboť jeho VI je
rovna nule. Běh DMIFS touto iterací končí, protože všechny instance byly rozpoznány.
Tabulka 3-1 Databáze motorů s jejich parametry.
Instance P M Převodovka Válce Palivo Třída
1. >150 kW >500 Nm 6-7 stup. >=7 nafta nákladní
2. >150 kW >500 Nm 6-7 stup. 5-6 nafta nákladní
3. >150 kW <500 Nm jiné <=4 benzin prémiový
4. >150 kW >500 Nm 6-7 stup. <=4 benzin prémiový
5. >150 kW <500 Nm jiné 5-6 nafta prémiový
6. <150 kW <500 Nm 6-7 stup. <=4 benzin osobní
7. <150 kW <500 Nm 6-7 stup. <=4 nafta osobní
8. <150 kW <500 Nm jiné <=4 benzin/LPG osobní
Proces, jakým jsou instance rozdělovány do DR a DN lze vidět na obr. 3-1. Na počátku jsou
všechny  instance  v jednom  uzlu,  vybraný  příznak  P oddělí  tři  instance  třídy  Osobní  do
jednoho uzlu, proto jsou označeny jako rozpoznané. Nad instancemi v uzlech, které obsahují
instance různých tříd je proveden další výpočet VI a podobně se pokračuje až do úplného
oddělení instancí.
Tabulka 3-2 Hodnoty proměnných DMIFS při zpracování databáze tab. 3-1. Stav proměnných
je zobrazen po dokončení iterace. Šedě podbarvené jsou vybrané příznaky.
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3.2.2 Problematika druhé ukončovací podmínky
Tímto  implementace  DMIFS  ještě  není  dokončena,  protože  zde  není  ošetřena  práce
s nekonzistentními instancemi. Nekonzistentními instancemi rozumíme ty instance, které mají
stejné hodnoty všech příznaků a liší se pouze třídou. Skupin nekonzistentních instancí může
být  v databázi  více.  Přítomnost  nekonzistentních  instancí  má  ten  důsledek,  že  algoritmus
DMIFS nedokáže žádné instance v nekonzistentní skupině označit jako rozpoznané, protože
budou stromovou strukturou vždy procházet spolu. Proto autoři do původní DMIFS přidali
ukončovací  podmínku,  že  nekonzistence I n=∣DN∣.  Nekonzistence  In,  jak  je  původně
definovaná se počítá následovně. Nechť skupina nekonzistentních instancí  g1 má n instancí.
Z těchto  n instancí,  x instancí náleží třídě A,  y instancí třídě B a z instancí třídě C. Platí, že
x+y+z=n a x>y, x>z, potom je nekonzistence celé skupiny rovna  In(g1)=n-x. Nekonzistence
celé  databáze  je  rovna  součtu  nekonzistencí  všech  skupin.  Z definice  nekonzistence
a ukončovací podmínky vyplývá, že instance nejpočetnější třídy v tomto případě x, musí být
označeny,  jako  rozpoznané,  aby  byl  algoritmus  DMIFS  ukončen.  V článku  představující
DMIFS se autoři této záležitosti příliš nevěnují, přitom lze najít nedostatek ve smyslu, že není
ošetřena situace, kdy nelze určit nejpočetnější třídu. Tento problém lze vyřešit buď tím, že
v konfliktní situaci bude nejpočetnější třída vybrána náhodně nebo bude platit  In=n.  Kvůli
zachování  deterministického  výběru  bude  v tomto  případě  implementován  druhý  postup,
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Obrázek 3-1 Grafické znázornění  chodu DMIFS. Z databáze byly postupně vybrány
příznaky P, Válce a M. Šrafovaná buňka označuje rozpoznané instance, které v další
iteraci již nejsou děleny.
Nákladní: 2 
Prémiové: 3 
Osobní: 3
Osobní: 3 Nákladní: 2 Prémiové: 3
Nákladní: 1 
Prémiové: 1 Prémiové: 2 Nákladní: 1
Nákladní: 1 Prémiové: 1
P: <150 kW P: >150 kW
válce: => 7válce: <= 4válce: 5-6
M: > 500 Nm M: < 500 Nm
jehož  řešení  je  toto:  Budou-li  v některé  skupině  přítomny  nekonzistentní  i konzistentní
instance, budou použity pro výpočet všechny instance v dané skupině. V momentě, kdy se
konzistentní instance oddělí ze skupiny, budou instance nejpočetnější třídy nekonzistentních
instancí  označeny,  jako rozpoznané a zbylé  nekonzistentní  instance  zůstanou až  do konce
běhu algoritmu jako nerozpoznané. Výjimkou je případ, kdy nelze určit nejpočetnější třídu,
potom budou všechny instance této skupiny až do konce běhu algoritmu jako nerozpoznané.
3.3 Shrnutí
Hlavními problémy DMIFS jsou: Nedostatečný popis postupu, jakým lze zjistit, že instance
jsou  rozpoznané  a praktická  nefunkčnost  ukončovacích  podmínek.  Paradoxem  je  rovněž
skutečnost, že autoři DMIFS řadí do kategorie filtrů, DMIFS implementovanou podle této
kapitoly  by  šlo  označit  za  hybrid  kategorie  embedded  a filtrů,  protože  je  v ní  obsažen
implicitně klasifikátor. Podrobnější srovnání a diskuze shodnosti navržené metody podle této
kapitoly a metody z článku (Liu a kol, 2009) bude provedena v kap. 4. 
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4 TESTOVÁNÍ METODY DYNAMIC MUTUAL 
INFORMATION
V této  kapitole  je  provedeno  vyhodnocení  shodnosti  implementované  DMIFS  a původní
DMIFS. Všechny znamé informace o výkonnosti  a vlastnostech DMIFS jsou obsaženy ve
výsledcích dvou experimentů publikovaných v původním článku. Prvním experimentem, je
vyhodnocení přesnosti klasifikace metod DMIFS, IG, SU a Relief na 16 různých databázích.
Přesnost  klasifikace  je  na  databázích  vyhodnocena  před  a po  výběru  příznaků  s využitím
principiálně  odlišných klasifikátorů.  V druhém experimentu  je  změřena  závislost  přesnosti
klasifikace na počtu příznaků pro čtyři databáze. Cílem je provést tyto dva experimenty znovu
a jejich výsledky porovnat s těmi původními.
V této kapitole bude pod zkratkou iDMIFS myšlena metoda, která vznikla implementací
podle  kap. 3.  Pod zkratkou  DMIFS jsou myšleny výsledky metody převzaté  z původního
článku. 
4.1 Nedostatky popisu experimentálních podmínek
Aby bylo  možné  provést  korektní  srovnání  obou  verzí  DMIFS,  je  nutné  vytvořit  stejné
podmínky,  v jakých  bylo  provedeno  testování  původní  DMIFS.  Vzhledem  k tomu,  že
v článku chybí řada více, či méně podstatných údajů a parametrů, není toho možné s úplností
dosáhnout. Autoři např. neuvádí verzi prostředí Weka, kterou použili pro testování. Není také
jasné, odkud získali testovací databáze. Tvrdí totiž, že všechny databáze jsou dostupné na
webu1,  což  alespoň  v době  vzniku  této  práce  není  pravda.  Proto  se  jako  mnohem
pravděpodobnější  jeví,  že  použili  databáze  z Weka  repozitáře,  kde  jsou  všechny  použité
databáze obsaženy, avšak oproti  původním jsou již upraveny a převedeny do formátu .arff
(formát použivaný Wekou).  Další  nejasností  je, zda-li  autoři  provedli  výběr příznaků před
spuštěním křížové validace nebo jestli výběr probíhal v každé její iteraci. Na základě popisu
experimentů a zmínky o tom, že samotnou metodu implementovali v jazyce C/C++ se jeví
pravděpodobnější varianta, že výběr příznaků byl proveden před spuštěním křížové validace,
protože sloučit vstupy a výstupy obou aplikací by bylo náročné. Dalším argumentem pro to,
že výběr  příznaků byl  proveden před spuštěním křížové validace je  skutečnost,  že  by při
měření závislosti přesnosti klasifikace na počtu příznaků museli řešit otázku nestejného počtu
vybraných příznaků metodou DMIFS v každé iteraci křížové validace, ale v článku o řešení
tohoto  problému  není  ani  zmínka.  Autoři  se  také  zřejmě  dopustili  chyby  při  definování
metody, která je označována jako SU. V článku tuto metodu totiž přisuzují metodě, která je
v literatuře označována jako FCBF. Důkaz toho, že byla použita jiná metoda lze vidět na
grafech  v příloze 1.  Grafy  znázorňují  závislost  přesnosti  klasifikace  na  počtu  příznaků
opravdové FCBF. Porovnáním těchto závislostí s výsledky druhého experimentu na obr. 4-1 je
vidět,  že  se  o FCBF  jednat  nemůže.  Naproti  tomu,  závislost  metody  SU,  která  seřadí k
1 http://archive.ics.uci.edu/ml/
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nejlepších příznaků podle symetrické nejistoty a ty použije pro klasifikaci (podobně jako IG
v kap. 2.6) se shoduje s původními průběhy SU na obr. 4-1.
4.2 Příprava a nastavení experimentů
Metoda iDMIFS byla  implementována v jazyce  Java,  o tom konkrétněji  pojednává kap. 7.
Všechny experimenty  byly  provedeny  v prostředí  Weka  3.5.8  z roku  2008.  Pro  sestavení
testovacích algoritmů bylo použito rozhraní Weka API. Tam, kde v původním článku nebylo
uvedeno  nastavení  některých  parametrů  klasifikátorů  a metod,  bylo  ponecháno  defaultní
nastavení  podle  Weky.  Databáze  byly  vzaty  z Weka  repozitáře2 a nominalizovány  MDL
metodou (Fayyad, 1993). Příznaky s unikatními hodnotami typu ID, byly v databázích ručně
odstraněny a chybějící hodnoty byly nahrazeny nejčetnější hodnotou v příznaku.
2 http://www.cs.waikato.ac.nz/ml/weka/datasets.html
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Tabulka  4-1  Porovnání  výsledků  prvního  experimentu  pro  NB,  Ripper.  Srovnání  hodnot
odhadu  přesnosti  klasifikace  získaných  pomocí  Naivního  Bayese  a Ripperu  z původního
článku a hodnot změřených opakováním experimentu.
Databáze
Naivní Bayes
Unselected DMIFS IG SU Relief
změřená původní impl. původní změřená původní změřená původní změřená původní
Arrhythmia 66,12 96,13 63,88 97,89 63,79 91,93 65,19 96,18 63,29 91,93
Cylinder-bands 72,87 74,07 71,67 76,34 71,75 74,49 71,28 74,49 68,28 75,13
Audiology 71,42 71,40 72,02 72,07 70,31 70,09 70,31 70,09 73,08 72,80
Hypothyroid 92,82 98,62 92,83 98,73 92,83 98,63 92,83 98,63 92,83 98,63
Dermatology 97,74 97,54 96,98 96,72 82,98 83,70 85,56 84,82 87,16 87,00
Lymph 85,37 83,67 82,15 82,40 81,49 78,86 81,51 81,64 81,70 81,64
Synthetic control 97,76 98,40 84,60 88,41 79,05 79,73 79,41 79,65 77,49 78,75
Kr-vs-kp 87,83 87,79 91,10 90,88 87,77 87,79 87,88 87,79 88,29 88,34
Mfeat factors 93,87 93,91 85,34 85,29 83,61 83,63 83,07 83,20 60,98 73,04
Mushroom 95,49 95,52 99,02 98,92 95,71 95,74 98,94 98,95 98,42 98,42
Musk clean1 86,27 86,27 82,68 83,60 86,04 85,95 86,14 85,97 81,32 81,28
Mfeat zernike 73,60 74,30 68,55 71,71 63,85 62,46 67,67 67,33 64,58 63,83
Spectf 82,06 81,96 81,76 83,32 82,51 82,46 81,21 80,89 82,41 82,74
Soybean 92,10 92,20 90,55 90,23 89,56 90,13 90,89 90,66 89,74 89,82
Spambase 90,26 90,24 89,31 89,75 89,64 89,72 90,48 89,90 90,50 89,69
Splice 95,43 95,42 94,45 95,02 94,80 94,77 94,80 94,77 94,95 94,90
Průměr 86,31 88,59 84,18 87,58 82,23 84,38 82,95 85,31 80,94 84,25
VRP 4/0/12 7/0/9 3/0/13 4/1/11 3/1/12 4/1/11 5/0/11 6/0/10
Databáze
Ripper
Unselected DMIFS IG SU Relief
změřená původní impl. původní změřená původní změřená původní změřená původní
Arrhythmia 62,93 98,83 64,98 98,98 63,57 96,29 63,34 96,36 61,31 96,29
Cylinder-bands 68,00 72,78 67,32 72,90 69,14 72,72 72,10 72,72 65,23 72,99
Audiology 73,23 71,91 72,86 72,64 72,36 71,60 70,02 71,60 71,60 70,98
Hypothyroid 93,28 99,14 93,26 99,15 93,30 99,12 93,33 99,12 93,29 99,12
Dermatology 89,60 87,72 94,97 92,20 76,30 74,67 80,74 79,74 82,27 81,39
Lymph 79,29 75,62 78,96 77,57 79,73 77,90 77,85 76,45 77,15 76,45
Synthetic control 90,71 91,60 81,52 83,66 73,67 74,20 75,85 77,11 75,91 76,58
Kr-vs-kp 99,13 99,21 98,95 98,80 96,86 96,53 97,41 96,53 99,23 99,18
Mfeat factors 86,52 86,08 78,74 78,58 74,13 74,01 73,77 74,32 61,99 72,26
Mushroom 100,00 100,00 100,00 100,00 99,90 99,90 100,00 100,00 99,47 99,50
Musk clean1 84,01 82,63 84,11 82,02 79,06 79,90 79,52 79,43 82,34 81,78
Mfeat zernike 65,53 66,40 60,37 62,46 56,83 53,55 60,32 58,08 58,52 58,68
Spectf 83,12 81,65 83,89 85,47 83,24 82,77 82,10 83,06 82,81 83,19
Soybean 91,69 91,73 92,23 91,30 90,14 91,89 92,19 91,58 89,10 90,16
Spambase 92,62 92,47 92,50 92,59 92,19 92,40 92,41 92,50 92,60 92,49
Splice 94,43 94,11 94,64 94,78 94,74 94,73 94,65 94,73 94,71 94,68
Průměr 84,63 86,99 83,71 86,44 80,95 83.26 81,60 83,96 80,47 84,11
VRP 6/1/9 9/1/6 4/0/12 4/0/12 5/1/10 4/1/11 3/0/13 5/0/11
4.3 První experiment
Výsledky prvního experimentu  jsou zobrazeny především v tabulkách 4-1 a 4-2.  Jsou zde
uvedeny  hodnoty  dosažených  přesností  klasifikace  pro  metody  DMIFS,  IG,  SU  a Relief
z původního  článku  i hodnoty  získané  opakováním  experimentu.  Udávané  přesnosti  jsou
průměrem  deseti  hodnot  získaných  pomocí  10-foldové  křížové  validace.  Pod  každým
sloupcem jsou uvedeny průměrné  hodnoty dosažených  přesností,  dále  je  uveden ukazatel
výhra/remíza/prohra  (VRP),  který  stejně  jako  v původním  článku  vyhodnocuje,  kolikrát
DMIFS  dosáhla  větší,  stejné  nebo  menší  přesnosti  než  Unselected  (Přesnost  klasifikace
získaná  na  databázi  bez  provedení  výběru  příznaků.).  Tučně  zvýrazněné  hodnoty udávají
nejvyšší hodnotu mezi použitými metodami (Liu a kol., 2009). Počet příznaků použitých pro
vyhodnocení přesnosti klasifikace je shodný s počtem vybraných příznaků podle DMIFS. 
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Tabulka  4-2  Porovnání  výsledků  prvního  experimentu  pro  1NN,  C4.5.  Srovnání  hodnot
odhadu přesnosti klasifikace získaných pomocí 1-NN a C4.5 z původního článku a hodnot
změřených opakováním experimentu.
Databáze
1-Nejbližší soused
Unselected DMIFS IG SU Relief
změřená původní impl. původní změřená původní změřená původní změřená původní
Arrhythmia 54,06 98,88 53,70 99,45 56,47 98,06 59,44 98,06 56,83 98,06
Cylinder-bands 80,10 75,74 69,05 77,55 75,01 75,70 71,34 75,70 76,81 75,79
Audiology 75,97 74,04 77,10 74,04 74,85 72,32 74,85 72,32 75,22 72,94
Hypothyroid 92,48 98,00 92,48 98,28 92,48 97,93 92,48 97,93 92,48 97,93
Dermatology 95,09 95,36 94,16 92,18 82,29 81,37 83,78 83,72 86,12 83,96
Lymph 80,98 79,62 78,52 79,50 82,87 78,88 79,64 80,02 80,59 80,02
Synthetic control 97,52 97,90 87,33 87,54 81,65 78,01 79,87 78,10 81,42 75,22
Kr-vs-kp 96,06 90,61 97,29 94,23 94,62 92,48 95,25 92,48 98,20 97,39
Mfeat factors 95,69 95,66 87,34 84,67 81,08 78,59 80,35 77,74 66,23 73,45
Mushroom 100,00 100,00 100,00 100,00 99,90 99,79 100,00 100,00 99,51 99,43
Musk clean1 88,95 89,28 89,60 87,34 85,01 83,53 86,41 82,21 85,68 84,10
Mfeat zernike 71,41 70,40 65,09 66,11 60,37 58,13 66,16 62,28 63,85 61,66
Spectf 83,41 85,68 85,10 84,79 86,33 84,49 87,94 84,06 87,37 83,90
Soybean 92,18 91,35 89,17 88,19 90,86 90,47 92,37 92,23 89,77 88,40
Spambase 93,15 92,12 93,07 92,58 93,08 92,26 93,20 92,35 92,67 92,20
Splice 74,15 75,97 84,86 84,45 85,61 85,53 85,61 85,53 85,94 85,34
Průměr 85,70 88,16 83,99 86,93 82,65 84,22 83,04 84,67 82,42 84,36
VRP 5/2/9 6/2/8 4/1/11 3/0/13 5/2/9 5/1/10 5/1/10 5/0/11
Databáze
C4.5
Unselected DMIFS IG SU Relief
změřená původní impl. původní změřená původní změřená původní změřená původní
Arrhythmia 62,43 98,78 57,09 98,26 58,32 97,05 57,91 97,06 58,69 97,05
Cylinder-bands 73,33 71,67 64,86 72,05 71,10 71,79 71,57 71,79 69,61 72,35
Audiology 77,55 77,22 77,14 75,50 77,76 77,20 77,76 77,20 76,56 76,58
Hypothyroid 93,25 99,39 93,25 99,39 93,25 99,38 93,25 99,38 93,25 99,38
Dermatology 93,14 94,00 94,90 95,08 77,27 78,64 78,76 79,61 82,42 83,03
Lymph 77,98 78,33 77,86 72,88 75,32 72,90 74,84 72,86 76,32 72,86
Synthetic control 90,34 93,13 83,23 87,31 78,69 75,36 76,04 79,37 78,42 78,61
Kr-vs-kp 99,39 99,44 99,12 98,95 97,34 97,14 97,56 97,14 99,40 99,42
Mfeat factors 81,79 82,02 81,10 81,17 75,20 75,47 75,81 75,68 65,17 75,07
Mushroom 100,00 100,00 100,00 100,00 99,90 99,90 100,00 100,00 99,47 99,49
Musk clean1 87,67 87,32 85,99 85,16 85,53 85,64 84,22 83,95 87,43 86,98
Mfeat zernike 64,53 64,65 62,44 64,38 60,44 58,61 63,30 63,36 62,15 61,81
Spectf 84,51 84,82 83,98 82,47 82,86 81,47 82,57 81,89 82,27 81,47
Soybean 92,88 92,63 94,00 93,25 91,95 91,85 92,55 91,85 90,96 91,19
Spambase 92,89 92,98 92,83 92,74 92,75 92,87 92,86 92,83 92,85 92,64
Splice 94,14 94,17 94,08 94,04 94,22 94,13 94,23 94,13 94,22 94,17
Průměr 85,36 88,16 83,87 87,04 81,99 84,34 82,08 84,88 81,82 85,13
VRP 3/2/11 3/2/11 2/1/13 1/0/15 3/2/11 1/1/14 2/1/13 1/1/14
Do jaké míry jsou testovací podmínky shodné s původním článkem, je vidět na rozdílu
přesnosti klasifikace dosažené na databázích bez provedení selekce příznaků (Unselected).
Největší rozdíl (přibližně 30 %) mezi změřenými a původními výsledky je dosažen u databáze
Arrhythmia. Vysvětlení tohoto rozdílu je jednoduché. Autoři zřejmě vůbec nepoužili databázi
Arrhythmia.  Toto  tvrzení  lze  doložit  porovnáním  dosažených  výsledků  u této  databáze
v jiných  odborných  článcích  (Soman  a Bobbie, 2005)(POLAT  a ŞAHAN, 2006),  kde  se
dosažená  přesnost  klasifikace  pohybuje  pouze  kolem  60-70 %,  proto  hodnoty  uvedené
v článku, blížící se ke 100 % jsou nevěrohodné. Odchylky u ostatních databází jsou zřejmě
způsobeny jejich odlišným předzpracováním nebo použitím databází z jiných zdrojů.
Při porovnávání výsledků dosažených pomocí jednotlivých metod je zase nutné zohlednit
fakt, že není známo kolik příznaků bylo pro vyhodnocení použito v původním článku. Autoři
uvádí, že u všech metod bylo použito stejné množství příznaků, nicméně není jasné, jakým
způsobem  určili  počet  příznaků.  Kvůli  nedostatku  informací  byl  počet  příznaků  určen
velikostí výstupní množiny podle iDMIFS. Lze očekávat, že právě tento krok je zdrojem chyb
tohoto testu, protože není známo, kolik bylo vybráno příznaků podle DMIFS. Po porovnáním
počtu  příznaků  v grafech  na  obr. 4-1  druhého  experimentu  s tab. 6-1,  je  možné  tvrdit,  že
iDMIFS a DMIFS vybírají odlišné počty příznaku.
Průměr změřených přesností klasifikace pro všech 16 databází je nižší, než v původním
článku,  což  ovlivňuje  hlavně  rozdíl  přesností  u databáze  Arrhythmia.  Průměr  přesností
u iDMIFS a DMIFS je vyšší než u ostatních metod. Stejně tak v žadném případě ani DMIFS,
či iDMIFS nepřekonala průměr přesnosti klasifikace Unselected.
Srovnáním VRP ukazatelů lze vidět, že se DMIFS i DMIFS shodují pouze u C4.5. U C4.5
dosahuje DMIFS i iDMIFS nejnižších hodnot VRP ze všech klasifikátorů.
V tab.  4-3 jsou uvedeny hodnoty ukazatele VRP, které porovnávají iDMIFS s ostatními
metodami. Výsledky z původního článku vypovídají ve prospěch DMIFS. Změřené výsledky
lepší výkonnost DMIFS byť v menší míře potvrzují,  jak je ale  vidět u metod Relief  a SU
a klasifikátorů C4.5, 1NN lze mluvit téměř o nerozhodné situaci.  Za zmínku stojí také,  že
v původním článku se vyskytuje průměr VRP ukazatele, pro všechny klasifikátory. Není ale
jasné, jakým způsobem byl tento průměr vypočten, použijeme-li aritmetický průměr, je nutné
některé  výsledky  zaokrouhlit.  V takovém  případě  svědčí  publikované  hodnoty  o tom,  že
v nerozhodných situacích autoři zvýhodnili metodu DMIFS (viz průměr SU a IG), u Reliefu
se  dokonce  dopustili  chyby.  Právě  kvůli  řešení  sporných  situací  nebyl  tento  průměr  pro
výsledky iDMIFS proveden.
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Tabulka  4-3  Srovnání  výsledků  VRP  ukazatelů.  Srovnání  ukazatele  výhra/remíza/prohra
vzniklého  porovnáním výkonnosti  iDMIFS  a  ostatních  metod.  Uvedeny  jsou  i  hodnoty  z
původního článku.
Výhra/remíza/prohra IG SU Relief
iDMIFS DMIFS iDMIFS DMIFS iDMIFS DMIFS
NB 11/1/4 15/0/1 10/1/5 12/0/4 12/1/3 15/0/1
1NN 8/1/7 14/0/2 6/2/8 12/1/3 8/1/7 12/0/4
C4.5 11/1/4 11/0/5 8/2/6 12/1/3 9/1/6 11/0/5
RIPPER 12/0/4 14/0/2 12/1/3 14/1/1 12/0/4 14/0/2
Průměr 14/0/2 13/0/3 14/0/2
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Obrázek  4-1  Porovnání  výsledků  druhého  experimentu.  Závislosti  odhadu  přesnosti
klasifikace na počtu vybraných příznaků u původní DMIFS (vlevo) a implementované DMIFS
(vpravo), u databází Audiology, Soybean, Musk Clean1 a Kr-vs-Kp.
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Průběhy z původního článku (Liu a kol., 2009) Průběhy získané opakováním experimetu
Počet příznaků [-]
Počet příznaků [-]
Počet příznaků [-]
Počet příznaků [-]
Audiology
Musk Clean1
Soybean
Kr-vs-kp
IG
SU
iDMIFS
Relief
IG
SU
iDMIFS
Relief
IG
SU
iDMIFS
Relief
IG
SU
iDMIFS
Relief
Výsledky  prvního  experimentu  dokládají  podobnost  obou  DMIFS,  zejména  v počtu
maximálních  hodnot  mezi  metodami  (zvýrazněné  tučným  fontem)  a nejvyšší  průměrné
přesnosti  klasifikace.  Na základě ukazatele  VRP s výjimkou C4.5 má iDMIFS vždy horší
bilanci než DMIFS, dále také tab. 4-3 potvrzuje horší výkon iDMIFS než DMIFS, proto lze
říci, že iDMIFS není tak dominantní jako DMIFS.
4.4 Druhý experiment
V tomto srovnání lze ověřit dynamiku DMIFS a celkově správnost, že byly vybrány skutečně
odpovídající metody v případě IG, SU a Reliefu. Opět lze narazit na neúplnost ve smyslu, že
autoři  neuvádí  proč  uvedené  grafy  jsou  zobrazeny  jen  pro  určitý  počet  příznaků.
Nejlogičtějším vysvětlěním se jeví,  že  je zobrazeno jen tolik  příznaků,  kolik jich DMIFS
vybrala, ostatní metody teoreticky počet vybraných příznaků nijak neomezují. Počet příznaků
vybraných pomocí iDMIFS lze vidět v tab. 6-1.
Konkrétní  srovnání  ilustruje  obr. 4-1.  Průběhy  křivek  IG,  SU  a Relief  se  od  těch
původních liší,  krom databáze  Musk Clean1 nižší  hodnotou přesnosti  u prvního příznaku.
Další  rozdíl  je  u databáze  Kr-vs-kp,  kde  Relief  na  konci  testovacího  rozsahu  nepřekročí
iDMIFS  a u Musk  Clean1  IG  a SU  výkonnostně  předčí  iDMIFS.  Porovnáme-li  iDMIFS
a DMIFS lze konstatovat, že průběhy jsou si podobné. Největších rozdílů je dosaženo např.
u Audiology: třetí a pátý příznak, Musk_clean1: třetí příznak. Nižší výkonnost od prvního do
šestého příznaku DMIFS oproti  IG a SU u databáze  Audiology autoři  zdůvodňují  tím,  že
DMIFS  neodstranila  žádnou  instanci  z databáze,  u iDMIFS  v tomto  rozmezí  došlo
k odstraňování instancí, čímž je dokázána další odlišnost metod.
4.5 Shrnutí a diskuze
Na základě získaných výsledků zejména z druhého experimentu lze říci, že implementovaná
DMIFS má podobné průběhy závislosti odhadu přesnosti klasifikace na počtu příznaků jako
DMIFS, tudíž principiální podstata metody byla úspěšně napodobena. Avšak nelze ignorovat
početné  odlišnosti  v získaných  výsledcích  a to  zejména  z prvního  experimentu.  Nicméně
vzhledem k tomu,  že  metoda  odpovídá  popisu  uvedenému v (Liu  a kol.,  2009)  může  být
v dalším textu právoplatně považována jako DMIFS.
Nedostatkem použitých experimentů pro srovnání metod DMIFS, IG, SU a Relief je, že
experimenty zobrazují chování metod jen ve velmi úzkém rozsahu. Druhý experiment např. je
proveden jen pro čtyři databáze. První experiment zase porovnává a zobrazuje výkon pouze
při jednom fixním počtu příznaků. Autoři tak zřejmě chtěli odstranit znevýhodnění DMIFS ve
smyslu, že metodami IG, SU a Relief lze vybrat počet příznaků daleko větší a tím i dosáhnout
vyšší přesnosti. Z praktického hlediska by, ale bylo vhodnější u každé metody uvádět nejlepší
dosažený výsledek a počet příznaků pro který byl dosažen.
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5 NOVÁ METODA NA PRINCIPU DMIFS
Cílem  této  kapitoly  je  navrhnout  novou  metodu  z principu  DMIFS  vycházející,  která
v ideálním případě DMIFS kvalitativně předčí. Kap. 5.1 a 5.2 se zabývají návrhem nových
metod a kap. 5.3 diskutuje další možnosti v oblasti vývoje nové metody.
Pro  vytvoření  nové  metody nebo jejího  vylepšení  je  nejprve  nutné  si  uvědomit  co  je
hlavním principem DMIFS. Metod využívající VI pro vyhodnocení kvality příznaků je celá
řada. Přínosem DMIFS je myšlenka vyřazování již rozpoznaných instancí, aby tak v dalším
chodu algoritmu došlo k výběru příznaků, které efektivně doplňují již vybrané příznaky.
Modifikovat  DMIFS  lze  různými  způsoby.  Změnit  lze  např.  použitou  metriku  pro
vyhodnocení  vazeb mezi  příznaky,  lze  upravit  ukončovací  podmíky,  nebo použít  jiný  typ
"skrytého"  klasifikátoru,  jenž  je  v původní  verzi  přítomen,  jako  obdoba  rozhodovacího
stromu.  Zde  budou  představeny  úpravy  jiného  typu.  První  úprava  (vylepšení)  má  za  cíl
minimalizovat  výběr  redundantních  příznaků  z databáze  (DmRMR).  Druhá  úprava  bude
umožňovat participaci již rozpoznaných instancí ve výpočtu VI (WDMIFS).
5.1 Dynamická mRMR (DmRMR)
Nedostatkem metod, které vyhodnocují VI pouze mezi příznaky a třídou je, že mohou vybrat
i redundantní  příznaky.  Jedním  ze  způsobů,  jak  omezit  výběr  redundantních  příznaků  je
obsažen v metodě mRMR, konkrétně výpočtem průměrné redundance,  která se odečítá od
relevance příznaku. Zavedením výpočtu průměrné redundance do DMIFS je vytvořena nová
metoda  (dynamická  mRMR).  Takto  jednoduchá  úprava  je  možná  díky  tomu,  že  metody
DMIFS a mRMR jsou s výjimkou jejich charakteristických prvků (vyřazování instancí resp.
výpočet průměrné redundance) identické. 
DmRMR vznikne nahrazením výpočtu v kroku čtyři alg. 3-1, výpočtem podle vztahu 2-6.
5.2 Váhovaná DMIFS (WDMIFS)
Druhá úprava má za cíl zjemnit hranici mezi nerozpoznanými a rozpoznanými instancemi, ty
totiž  mohou  resp.  nemohou  ovlivňovat  výpočet  VI.  Hlavní  myšlenkou  tedy  je  vytvořit
pozvolný přechod mezi těmito dvěma stavy tak, že každá instance bude mít svoji váhu, která
se  bude  za  chodu  algoritmu  vhodně  přizpůsobovat.  Pro  zachování  charakteru  metody
(specializace na nerozpoznanené instance) by rozpoznaným instancím měla váha iterativně
klesat.
Implementace tohoto rozšíření do DMIFS je náročnější než v případě DmRMR. Výpočet
VI se sice provadí stejným způsobem, ale do výpočtu pravděpodobností je nutné zohlednit
váhy  instancí.  Pro  výpočet  pravděpodobnosti  výběru  hodnoty  fi příznaku  F byl  použit
následující vztah podle (Downing, 2006)
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P (F= f i)=
∑
w∈W ( f i)
w
∑
w∈W
w
, (5-1)
kde  W  je množina vah a platí,  že pro každou instanci existuje právě jedna váha.  Druhým
krokem  pro  implementaci  je  nalezení  způsobu,  jak  spravovat  (měnit)  váhy  za  chodu
algoritmu. Než vyvíjet vlastní způsob váhování je vhodnější použít některý z již známých.
V oboru  strojového  učení  je  jedním  z dobře  známých  váhovacích  systémů  obsažen
v algoritmu  AdaBoost.  Byť  je  tento  algoritmus  vyvinut  pro  úlohu  meta-learningu,  dobře
koresponduje s DMIFS, neboť v obou případech se váha mění na instancích podle toho, jsou-
li rozpoznané nebo nerozpoznané. Nicméně některé úpravy jsou nevyhnutelné. 
Celý  algoritmus  WDMIFS  je  zobrazen  v alg. 5-1.  Nejprve  jsou  všechny  instance
inicializovány na hodnotu 1/|D|,  kde |D| je počet instancí a s těmito váhami bude proveden
výběr prvního příznaku. Poté co jsou instance rozděleny na DR a DN (krok osm, alg. 5-1) je
výpočítána  chyba  ɛ(t),  jako  vážený  poměr  rozpoznaných  a nerozpoznaných  instancí.  Na
základě chyby ɛ(t) jsou poté aktualizovány váhy a pokračuje se další iterací. Pokud chyba ɛ(t)
je větší než 0,5, nebude úprava vah v dané iteraci provedena vzhledem k charakteru funkce
α(t), kde by mohlo dojít k nárustu vah i u rozpoznaných instancí. 
Postup výpočtu vah a ɛ(t) na databázi v tab. 3-1, zobrazuje tab. 5-1. V první a třetí iteraci
nedochází ke změně vah, protože se  α(t) nachází v limitních hodnotách. V první iteraci byl
vybrán  příznak  P,  v druhé  iteraci  pak  příznak  Válce,  na  základě  toho  byly  rozpoznány
instance,  které  jsou  šedě  podbarvené.  Chyba  je  vypočtena  jako  poměr  součtu  vah
nerozpoznaných k součtu vah všech instancí, tedy
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Algoritmus 5-1 Algoritmus pro výpočet vážené DMIFS (WDMIFS)
Input: trénovací databáze def.: množ. instancí D, množ. příznaků F, příznakem třídy C
Output: vybrané příznaky S
(1) inicializuj K = F; S = Ø; DN = D; DR = Ø a váhy wd(t) = 1/|D|;
(2) Repeat 
(3)   Foreach k ϵ K do
(4)     vypočítej vzájemnou informaci I(C;k) nad D;
(5)     If  I(C; k) = 0  then  K = K-{k};
(6)   vyber příznak k s největší I(C; k);
(7)   S = S  {k}∪ ; K = K\{k};
(8)   získej nové labeled instance DR z DN na základě k;
(9)   odstraň nové DR z DN, např. DN = DN\DR;
(10)   vypočítej chybu ɛ(t);
(11)   If ɛ(t) < 0,5 then
(12)     vypočítej α(t);
(13)     Foreach d ϵ D do
(14)       If d ϵ DR then
(15)         wd(t+1)=wd(t)*exp(-α(t)*t);
(16)       else
(17)          wd(t+1)=wd(t)*exp(+α(t)*t);
(18) Until K = Ø or |DN| = In
chyba je poté přepočítána na koeficient 
váhy pro rozpoznané  resp.  nerozpoznané instance,  vzhledem k tomu,  že váhy v předchozí
iteraci měly všechny instance stejné, jsou vyčísleny následovně
Tabulka 5-1: Hodnoty vah instancí při běhu WDMIFS. Výpočty provedeny na databázi tab. 3-
1. Buňky rozpoznaných instancí jsou šedě podbarvené, aby bylo zřejmé, kde dochází k poklesu
vah.
5.3 Náměty pro další úpravy
Jedním z problémů DMIFS popsané v této práci a potažmo i v (Liu a kol, 2009) je, že DMIFS
neřeší situaci, kdy více příznaků má stejnou hodnotu VI. Vybrané příznaky podle DMIFS jsou
potom závislé na konkrétní implementaci, což může vést k nekonzistentním výsledkům mezi
různými  implementacemi.  Řešením  tohoto  problému  by  mohlo  být  docíleno,  např.
stanovením dodatečného kritéria jiného než VI, které by bylo aplikováno v případě konfliktní
situace.
5.3.1 Změna klasifikátorů
V úvodu kapitoly bylo řečeno, že by šlo použít i jiný typ klasifikace instancí než rozhodovací
strom.  Takový  klasifikátor  by  mělo  být  možné  iterativně  upravovat  vybranými  příznaky.
Důkazem,  že  lze  koncept  DMIFS  dále  zobecnit  je  článek  (Schaffernicht  a Gross,  2011).
Autoři v něm představují v podstatě váhovanou variantu DMIFS, kterou pojmenovali wMI.
Tato metoda se liší od DMIFS tím, že je zde použit explicitní klasifikátor, tudíž lze metodu
přiřadit  spíše  k wrapper  kategorii.  Pro  váhování  je  použit  váhovací  systém  AdaBoost
a implementace vah do algoritmu je provedena výpočtem váhované vzájemné informace. 
Implementovat do DMIFS je možné, klasifikátory používané v kategorii embedded metod.
Typickým příkladem této kategorie je metoda na bázi SVM.
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(5-4)
(5-3)
ε(2) =
∑
d ∈DN
wd ( t)
∑
d∈D
wd (t)
=
2⋅0,125
6⋅0,125+2⋅0,125
= 0,25 , (5-2)
α(2) = 1
2
⋅ln(1−ε(2)ε(2) ) = 12⋅ln(1−0,250,25 ) = 0,54 ,
wd (2) = w d (1)⋅e
−α(2)⋅t = 0,125⋅e−0,54⋅2 = 0,083 ,
wd (2) = w d (1)⋅e
+α(2)⋅t = 0,125⋅e+0,54⋅2 = 0,249.
5.3.2 Fúze metod
Metod, které je možné použít pro sloučení podobně jako mRMR v případě DmRMR je více.
Zvlášť vhodnými kandidáty jsou metody na bázi MIFS (Battiti, 1994), jako MIFS-U (Kwak
a Choi, 2002), JMI (Yang a Moody, 1999), mMIFS-U (Novovičová a kol., 2007) nebo NMIFS
(Estévez,  2009),  protože pro implementaci  dynamického vyřazování instancí,  jsou vhodné
metody, kde dochází k tvorbě množiny S iterativně. Vytvořit a porovnat takto vzniklé metody
je mimo časové možnosti této práce, proto byla uvedena pouze varianta s mRMR. 
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6 VYHODNOCENÍ NOVÝCH METOD
Účelem této kapitoly je zjistit, jestli navržené úpravy WDMIFS a DmRMR v kap. 5 přinesly
zlepšení  oproti  původní  DMIFS.  Použito bude několik způsobů měření  kvality metod,  za
účelem získání  celistvějšího  pohledu na  jejich  chování  a vlastnosti,  než jakými  toho bylo
dosaženo v kap. 4.
6.1 Výkonnost metod
Relativní  přesnost  metod  v závislosti  na  počtu  příznaků  ukazuje  obr. 6-1.  Průběhy  byly
získány pobdobně jako v druhém experimentu v kap. 4. Rozdíl spočívá v tom, že se jedná
o průměr na všech 16 databázích, použity byly klasifikátory pouze 1NN, NB, C4.5 a na svislé
ose  není  zobrazena  absolutní  hodnota  přesnosti,  ale  poměr  přesnosti  konkrétní  metody
k přesnosti  získané  seřazením  příznaků  podle  IG.  Protože  počet  vybraných  příznaků  se
u jednotlivých databází a metod liší, je u určité databáze použito pouze tolik příznaků, kolik
jich vybrala metoda s nejmenší množinou vybraných příznaků. Počty vybraných příznaků pro
metody DMIFS, WDMIFS a DmRMR zobrazuje tab. 6-1.
6.2 Stabilita a podobnost metod
Testy  stability  a podobnosti  metod  jsou  zpracovány  podobně,  jako  v článku  (Brown
a kol., 2012).  K jejich  vyhodnocení  je  použita  metrika  podobnosti  dvou  množin  nazvaná
konzistence C a definovaná jako
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Obrázek 6-1 Relativní přesnost metod v závislosti na počtu příznaků
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kde n je počet příznaků původní databáze, r je počet stejných příznaků v množinách A a B a k
je velikost množin A a B.  „Konzistence nabývá hodnot v rozsahu [-1,+1], pozitivní hodnota
indikuje stejné množiny,  nulová hodnota indikuje čistě náhodný vztah a negativní hodnota
indikuje silnou anti-korelaci mezi množinami příznaků.“ (Brown a kol., 2012)  
Stabilita metod je určena tak, že je z každé ze 16 databází vybráno 10 bootstrap vzorků,
v rámci  jedné  databáze  je  potom  mezi  všemi  bootstrap  vzorky  vzájemně  vypočtena
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Tabulka 6-1 Tabulka počtu vybraných příznaků. Označení DMIFS odpovídá iDMIFS z kap. 4.
Obrázek  6-2  Stabilita  metod.  Červená  úsečka  je  medián  hodnot
konzistencí. Horní hrana obdélníku značí 3. kvartil a dolní hrana 1.
kvartil. Černé úsečky značí max. resp min. dosažených konzistencí.
konzistence C, takže výsledný obr. 6-2 pro konkrétní metodu vznikl z 16 10(10−1)2  hodnot dílčích
konzistencí, k bylo zvoleno podle nejmenší množiny S vybrané metodami DMIFS, WDMIFS,
DmRMR pro danou databázi. 
Podobnost metod je vyjádřena maticí vzdáleností. Matici vzdáleností lze vidět na obr. 6-3.
Hodnota pro každou dvojici  metod je vypočtena jako  1-x,  kde  x je průměrná konzistence
získaná na 16 databázích, kdy z každé databáze je vytvořeno pět bootstrap vzorků na nichž je
vyhodnocena průměrná konzistence množin  S získaných příslušným párem metod. Z matice
vzdáleností  byl  poté  vytvořen  obr. 6-4  dimenzionálním  škálováním  (multidimensional
scaling) implementovaným v plug-inu orngMDS programu Orange1.
6.3 Shrnutí a diskuze výsledků
Metoda DmRMR výkonnostě předčí v testovaném rozsahu ostatní testované metody, jejím
nedostatkem  je  nejnižší  stabilita  a největší  výpočetní  složitost  oproti  ostatním  metodám.
Metoda DMIFS výkonnostě konkuruje mRMR, ale je méně stabilní.  Na konci testovacího
rozsahu  klesá  její  výkon  dokonce  pod  úroveň  IG.  WDMIFS  je  ve  většině  rozsahu
1 http://orange.biolab.si/doc/modules/orngMDS.htm
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DMIFS WDMIFS DmRMR IG SU mRMR Relief
DMIFS 0 0,425 0,461 0,569 0,622 0,657 0.606
WDMIFS 0,425 0 0,547 0,413 0,502 0,568 0.555
DmRMR 0,461 0,547 0 0,669 0,671 0,633 0.667
IG 0,569 0,413 0,669 0 0,195 0,464 0.428
SU 0,622 0,502 0,671 0,195 0 0,447 0.436
mRMR 0,657 0,568 0,633 0,464 0,447 0 0.606
Relief 0.606 0.555 0.667 0.428 0.436 0.606 0
      Obrázek 6-3 Matice vzdáleností
     Obrázek 6-4 Vizualizace matice vzdáleností
výkonnostně  horší  než  DMIFS,  mRMR i DmRMR.  Navíc  WDMIFS na  třech  databázích
vybrala  plný  počet  příznaků,  což  znamená,  že  do  konce  běhu  algoritmu  nebyly  některé
instance označeny jako rozpoznané.
Z ilustrace  stability  metod  (obr. 6-2) je  patrný  rozdíl  mezi  metodami  s vyřazovaním
instancí  (DMIFS, WDMIFS, DmRMR) a ostatními metodami,  kdy ostatní  metody se jeví,
jako stabilnější. Vysvětlení nižší stability lze nalézt, již v původním článku, kde autoři tvrdí,
že DMIFS je náchylná na šum. Tato náchylnost je pravděpodobně způsobena již samotným
způsobem  rozpoznávání  instancí,  které  je  podobné  k šumu  náchylným  rozhodovacím
stromům. Tedy, drobné změny v databázích mohou vést na větší změny v množině vybraných
příznaků.  Nejstabilnější  metodou  ze  skupiny  WDMIFS,  DmRMR,  DMIFS  je  WDMIFS,
zřejmě  právě  proto,  že  je  zde  pozvolný  přechod  mezi  rozpoznanými  a nerozpoznanými
instancemi. Nejhořší stabilitu u DmRMR si lze vysvětlit tím, že větším množštvím výpočtů
(pro výpočet průměrné redundance), je náchylnost na šum zvýrazněna.
Podle obr. 6-4 lze vidět, že metody IG a SU jsou si nejpodobnější, což vyplývá z toho, že
symetrická nejistota je normalizovaný informační zisk, čili metody jsou si principiálně velmi
blízké.  Mimo případ IG a SU lze říci,  že  metody jsou si  ve výběru příznaků nepodobné,
přičemž metody ve skupině DMIFS, WDMIFS, DmRMR májí  k sobě navzájem blíže než
k metodám Relief a mRMR. Toto zjištění vzhledem k principu metod není překvapivé.
Ze získaných výsledků lze říci, že myšlenka dynamického vyřazování instancí skutečně
může přinést zvýšení výkonnosti, jak dokazuje metoda DmRMR, ale i DMIFS (v porovnání
s mRMR  i IG).  Na  druhou  stranu  přináší  i zhoršení  stability  a určitý  nárůst  výpočetní
složitosti. Nicméně na rozdíl od mRMR, která nemůže určit, kolik příznaků by měla množina
S obsahovat,  metody  na  bázi  dynamického  vyřazování  instancí  obsahují  ukončovací
podmínku, která tuto informaci může poskytnout. V konečném důsledku může výběr příznaků
metodami  DMIFS,  DmRMR,  být  méně  časově  náročný,  protože  nemusí  nutně  váhovat
všechny příznaky v databázi.
Jedním  z přínosů  metod  na  bázi  DMIFS  je  odhad  počtu  příznaků  potřebných  pro
klasifikaci, čímž by mohla být použita, jako součást systémů, které by sdružovaly více metod
pro  výběr  příznaků.  Konečná  množina  příznaků  by  tak  mohla  vzniknout  prohledáváním
prostoru definovaným výběrem podle DMIFS a ostatními metodami. Na základě obr. 6-4 je
možné vybrat metody, které by mohly v takovýchto systémech být potenciálně využitelné.
Větší vzdálenost metod znamená, že dochází k výběru odlišných příznaků, proto je zde i větší
prostor  pro  kombinaci  příznaků  a tím  i pravděpodobnost,  že  bude  výsledná  množina
dosahovat lepších výsledků viz (Vaculík, 2013).
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7 IMPLEMENTACE DO PROSTŘEDÍ WEKA A 
RAPIDMINER
Weka je projekt implementující  algoritmy strojového učení vzniklý v roce 1993 na popud
Vlády Nového Zélandu, jehož účelem je podpořit vývoj tamější ekonomiky (Hall, neznámý).
Od počátku je vyvíjen Univerzitou Waikato na Novém Zélandě. Postupem času se na základě
Weky vytvořilo několik dceřinných projektů mezi ně patří například Yale, ten byl v pozdějších
letech  použit,  jako  základ  pro  vývoj  projektu  RapidMiner,  v jehož  počátcích  byl  student
Univerzity  v Dortmundu  Ingo  Mierswa  (Pieatetsky-Schapiro, 2010).  Po  nárustu  zájmu
o RapidMiner  byla založena firma Rapid-I,  která  poskytuje  podporu a podílí  se na dalším
vývoji projektu. Weka i RapidMiner jsou nyní implementovány v jazyce Java a oba projekty
jsou jako open-source dostupné pod licencí GPL.
RapidMiner  je  navržen především pro použití  přes  komplexní  grafické  rozhraní,  které
umožňuje  správu  dat,  konstrukci  systémů  pro  strojové  učení  pomocí  bloků  (operátorů)
a vizualizaci  získaných  dat.  Weka  nabízí,  jak  několik  grafických,  tak  i programátorské
rozhraní  (Weka  API).  Grafická  rozhraní  se  jmenují  Explorer,  Experimenter  a Knowledge
Flow. Knowledge Flow je z hlediska konstrukce systémů nejpodobnější RapidMineru.
Tato kapitola má za cíl popsat postup, jak lze Weku a RapidMiner doplnit o další moduly.
Oba postupy jsou psané pro Eclipse IDE, jehož konfiguraci popisuje kap. 7.1,  kap. 7.2 se
zabývá implementací rozšíření do Weky a kap. 7.3 implementací do RapidMineru.
7.1 Instalace IDE a JDK
Java aplikace je možné spouštět  na počítači,  pouze pokud  je nainstalováno  Java Runtime
Environment  (JRE).  Vývoj  java  aplikací,  ale  vyžaduje  některé  další  nástroje  např.  Java
kompilátor.  Tyto  nástroje  jsou  spolu  s JRE  distribuovány  v balíku  Java  Development  Kit
(JDK). Implementace JDK jsou dostupné komerční i open-source. V rámci práce byla použita
implementace od firmy Oracle.
Pro vývoj Java aplikací je výhodné použít některé z integrovaných vývojových prostředí
(IDE),  jedním z takových  je  např.  Eclipse.  Toto  prostředí  je  volně  dostupné  z oficiálních
stránek1.  Eclipse  je  distribuován ve  více  verzích,  pro  implementaci  modulů  postačí  např.
Eclipse IDE for Java Developers, které má menší velikost než jeho standardní verze. 
JDK nainstalujeme a Eclipse rozbalíme do libovolného adresáře. Po spuštění Eclipse je
potřeba zadat adresář pro workspace, v tomto adresáři budou uloženy projekty a specifická
nastavení prostředí. Konkrétně zvolíme např. C:\Users\user1\eclipse_wspc. V případě vývoje
rozšíření bude nutný i plug-in pro získání zdrojových kódů z repozitáře Git. Přítomnost plug-
inu lze ověřit File→Import, v dialogovém okně by měla být přítomna složka Git s podsložkou
Projects from Git (obr. 7-1).
1 http://www.eclipse.org/downloads/
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V případě, že plug-in není nainstalován lze jej přidat do prostředí takto:  Help→Eclipse
Marketplace,  do kolonky  Find:  zadat  vyhledaní  např.  EGit  (existuje  více  možností)  a ten
nainstalovat s následným restartem celého prostředí. 
Dalším krokem potřebným zejména pro kompilaci modulu pro RapidMiner je definování
cesty k JDK. Defaultně je v Eclipse totiž nastavena cesta pouze k JRE. Postupujeme takto:
Window→Preferences, ve stromové struktuře nalevo vybereme:  Java-Installed JREs, potom
zvolíme Add...  a v dalším okně zvolíme Standard VM, klikneme Next. V kolonce JRE Home
zvolíme cestu k adresáři, kde je JDK nainstalováno a následně zvolíme pro konfiguraci jméno
např.  JDK_1.7  (obr.  7-2).  Potvrdíme  Finish a checkboxem  aktivujeme  právě  přidanou
konfiguraci.
7.2 Implementace operátoru do Weka
Prostředí Weka je k dispozici z oficiální stránek2 ve verzi s JRE a bez JRE. Pokud máme JDK
již nainstalováno, je možné použít méně objemnou verzi bez JRE. Weku je vhodné stáhnout
ve verzi alespoň 3.7.10 (nyní vývojová verze), aby bylo možné vyzkoušet všechny postupy
v této kapitole. 
7.2.1 Nastavení IDE
Nový projekt je do workspace možné přidat File→New→Java project, zadáme Project name
např. DMIFS,  další  nastavení  můžeme ponechat defaultní  a pokračujeme tlačítkem  Finish.
2 http://www.cs.waikato.ac.nz/~ml/weka/downloading.html 
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Obrázek 7-1 Ověření přítomnosti plug-inu pro Git 
repozitář
Obrázek 7-2 Ilustrace výběru JDK
Chceme-li  vyvíjet  modul  do  prostředí  Weka,  je  potřeba  Weku  do  projektu  doplnit,  jako
knihovnu.  V  okně  Package  Explorer  (není-li  zobrazeno  Window→Show
Perspective→Package  Explorer),  pravým  tlačítkem  klikneme  na  projekt  a zvolíme  Build
Path→Configure Build Path. Přepneme do záložky Libraries a vpravo zvolíme Add external
JARs.., vyhledáme adresář, kam byla nainstalována Weka a vybereme soubor weka.jar. Nyní
by v přehledu měla být k dispozici vedle knihovny JRE i knihovna weka.jar (obr. 7-3). Kvůli
debuggování je výhodné přidat ke knihovně link na její zdrojové kódy: Rozbalit kliknutím na
„plus“  weka.jar, poklepat na  Source attachment zvolit  External location  a vybrat v adresáři
WEKA soubor weka-src.jar. Uzavřeme tlačítkem Ok dialog Configure Build Path. 
Nyní je možné přistoupit k tvorbě samotného zdrojového kódu modulu. Oporou pro tvorbu je
Javadoc dokumentace Weka, což je automaticky vytvořená dokumentace popisu tříd, rozhraní
a jejich metod ze zdrojových kódů a jejich komentářů. Tuto dokumentaci pro příslušnou verzi
Weka lze nalézt buď na oficiálním webu, nebo v instalačním adresáři Weka ve složce  doc,
jako stránku index. Druhou oporou jsou návody na stránkách Weka Wiki3.
7.2.2 Postup implementace
Cílem  návodu  je  vytvořit  další  metodu  pro  výběr  příznaků,  tyto  metody  jsou  ve  Weka
shromážděny v balíčku weka.attributeSelection (Java používá pro třídění a určení hierarchie
zdojových kódů tzv. packages). Weka implementuje metody výběru příznaků ve dvou částech.
První  část  definuje  způsob,  jakým  bude  příznakům  vypočítána  váha  (informační  zisk,
symetrická nejistota) a druhá část na základě těchto vah sestaví výslednou množinu příznaků.
Tyto  dvě  části  jsou  implementovány  pomocí  abstraktních  tříd  ASEvaluation a ASSearch.
Implementace nové metody je pak založena na tvorbě tříd děděním z těchto tříd. Koncept
tvorby metod pro výběr příznaků, jak je implementován ve Weka příliš nevyhovuje konceptu
DMIFS,  právě  kvůli  rozdělení  na  dvě  části.  Vyhnout  se  tvorbě  nového  konceptu  výběru
příznaků  lze  tím,  že  do  ASEvaluation nebo  ASSearch bude  implementována celá  DMIFS
a druhá  třída  bude  potom pouze  ve  funkci  atrapy (dummy),  poněvadž  ji  nelze  vynechat.
Protože know-how, každé metody je obsaženo spíše ve třídách děděných z ASSearch, bude
pro implementaci DMIFS výhodnější použít tuto třídu. 
3 http://weka.wikispaces.com/ 
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Obrázek 7-3 Připojení zdrojových kódů ke knihovně
Pro implementaci nové metody je nejjednodušší vzít kód některé z již existujících metod
a ten dostatečně upravit. Vhodnou metodou pro základ DMIFS může být třída Ranker, která
dědí  z třídy  ASSearch.  Tato  třída  provádí  prosté  seřazení  příznaků podle  jejich  vah a tato
posloupnost je jejím výstupem. Výhodou je její jednoduchost, srozumitelnost. Třída  Ranker
má  řadu  metod,  většina  z nich  implementuje  její  rozhraní,  klíčovou  metodou  je  metoda
search. Ta je volána třídou attributeSelection a vrací seznam vybraných příznaků.
Konkrétně implementujeme DMIFS takto: Přidáme do složky src našeho projektu novou
třídu DMIFS File→New→Class, zde ověříme, že source folder odpovídá našemu projektu, do
kolonky  package  zadáme weka.attributeSelection,  aby nově vzniklá  metoda byla  součástí
správného balíku  a nakonec  v kolonce  Name třídu pojmenujeme,  jako DMIFS.  Do tohoto
souboru nakopírujeme kód metody Ranker  (dostupný v instalačním adresáři Weka ve weka-
src.jar nebo skrze package manager v Eclipse), změníme jméno třídy i konstruktoru z Ranker
na DMIFS.  Do metody  search implementujeme alg. 3-1, či upravené algoritmy jedná-li se
o WDMIFS,  DmRMR.  Následně  upravíme  ostatní  funkce,  aby  korespondovaly  s funkcí
DMIFS.  Protože  je  nutné  implementovat  i WDMIFS  a DmRMR,  které  budou
implementovány  každá  ve  vlastním  souboru,  je  výhodné  vytvořit  knihovnu  podpůrných
funkcí (výpočet VI, atd.), aby nedošlo k opakování výskytu stejného kódu. Tato knihovna je
implementována ve statické třídě  DMIFSLib. Dále byly pro efektivnější výměnu informací
mezi funkcemi a třídami vytvořeny třídy DMIFSInfo a DMIFSVarStat. Výsledná hierarchie
projektu je zobrazena na obr. 7-4.
7.2.3 Testování a použití
Naprogramované metody je nejjednodušší odladit přímo s použitím Weka API. Stačí založit
novou  statickou  třídu  v projektu,  která  bude  obsahovat  metodu  main  (File→New→Class
a zatrhnout volbu public static void main(String[] args)), která je vstupním bodem programu.
Do této  metody lze  psát  přímo kód např.  na  načtení  databáze  z disku a aplikaci  DMIFS.
Čerpat lze z řady ukázkových příkladů na webu  Weka Wiki. Po vytvoření třídy s metodou
main je  možné  spustit  aplikaci  je  možné  sekvencí  Run→Run.  Bylo  řečeno,  že  takto
implementovanou  DMIFS  je  nutné  provozovat  spolu  s některou  ze  tříd  odvozených
z ASEvaluation  jako atrapou. Za atrapu lze zvolit např. třídu  CfsSubsetEval,  či  jinou třídu
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Obrázek 7-4 Zobrazení projektu v
package manageru
implementující rozhraní  SubsetEvaluator. Třídy s rozhraním  AttributeEvaluator jako atrapy
nelze použít, protože by mělo docházet při běhu programu k výjimce.
Po odladění  můžeme  vytvořit  soubor  DMIFS.jar,  který  bude  obsahovat  zkompilované
metody. Tento soubor je vhodný pro další šíření modulu a vytvoříme jej takto File→Export,
vybereme  Java-Jar File,  zde pomocí checkboxů vybereme třídy,  které chceme exportovat,
dále určíme adresář, kam se má balík uložit. Příklad tohoto exportu je uveden na obr. 7-5.
7.2.4 Distribuce rozšíření
Implementovaný modul lze šířit  různými způsoby. Prvním způsobem může být kompilace
modulu  s celým  prostředím  Weka,  nevýhodou  takového  přístupu  je  velká  velikost  při
přenášení. Další možností je využít dynamického přídání zkompilovaných tříd v souboru .jar
(viz kap. 7.2.3) do prostředí Weka. Tento postup je, ale od verze 3.7.10, která je nyní ve fázi
development, nahrazen správcem balíčků tzv. Package manager (přístup přes příkazový řádek
i GUI),  který  daný  modul  může  do  prostředí  přidat,  či  ho  z něj  odebrat.  Výhoda  tohoto
přístupu je, že je přehlednější a umožňuje zmenšit distribuované jádro Weka.
7.2.4.1 Dynamické přidání třídy do Weka
Dynamické přidání tříd předpokládá, že jsou zkompilované v souboru DMIFS.jar. Potom stačí
pouze spustit Weka z příkazové řádky následovně:
java -cp ”C:\Program Files\Weka-3-6\weka.jar;C:\DMIFS.jar” weka.gui.GUIChooser
Přepínač  -cp vyžaduje  zadání  tzv.  Classpath.  Classpath  je  množina  adresářů  oddělených
středníkem. Adresáře Classpath musí obsahovat jednak cestu k weka.jar, ale i odkaz na soubor
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Obrázek 7-5 Příklad exportu tříd do souboru .jar
DMIFS.jar  s novým  modulem. Po  spuštění  by  mělo  být  možné  v GUI  dohledat  metodu
DMIFS.
7.2.4.2 Distribuce pomocí balíku
Na libovolném místě  v počítači  vytvoříme složku  DMIFS do  kterého vložíme DMIFS.jar
a soubor  description.props,  jehož  šablona  je  k dispozici  zde4.  Description.props  obsahuje
meta-data k šířenému balíku. V tomto souboru přepíšeme údaje, tak aby odpovídali realitě,
zejména je nutné správně vyplnit položku dependencies. Pokud složku DMIFS převedeme do
formátu  .zip,  mělo  by  být  jej  možné  načíst  package  managerem  (spustit  Weka,
Tools→Package  manager  a vpravo  volba  File/Url).  Do balíku  je  možné vložit  i zdrojové
kódy  a soubor  build.xml  pro  kompilaci  zdrojových  kódu,  dále  pak  javadoc  dokumentaci
a pokud to modul vyžaduje i další knihovny. Toto je detailně popsáno na webu5.
7.3 Implementace operátoru do RapidMineru
RapidMiner tvoří systémy strojového učení sestavením operátorů a vazeb mezi nimi, proto
pod  implementací  DMIFS  do  RapidMineru  rozumíme  právě  tvorbu  nového  operátoru.
Protože všechny praktické testy v této práci byly provedeny v prostředí Weka, nebylo nutné
implementovat vylepšené metody WDMIFS, DmRMR do RapidMineru, proto tento návod
bude popisovat pouze implementaci DMIFS.
Tvorba operátoru obnáší stažení zdrojových kódů RapidMineru, dále šablony pro tvorbu
plug-inu do RapidMineru a oficiálního návodu pro tvorbu nových operátorů (Rapid-I, 2012).
7.3.1 Získání a založení projektu
Samotný  RapidMiner  i šablona  pro  tvorbu  plug-inu  jsou  nyní  dostupné  prostřednictvím
repozitáře Github. Pro stažení RapidMineru a jeho přidání do Eclipse se přepneme do Git
perspective,  Window→OpenPerspective→Other  a zvolíme  Git  (pokud  je  otevřeno  okno
Welcome, tak je nutné ho zavřít). V nově otevřeném výhledu, zvolíme z vybalovací nabídky
Clone a Repository (obr. 7-6). V otevřeném dialogu zadáme do kolonky URI:
https://github.com/rapidminer/rapidminer.git
(je vhodné ověřit aktuálnost linku). Poté se přesuneme v dialogu kliknutím dvakrát Next, Next
a do kolonky Directory zadáme adresář workspace kam chceme zdrojové kódy stáhnout např.:
C:\Users\user1\eclipse_wspc\rapidminer
Dokončíme kliknutím Finish. Po stažení by měl být projekt RapidMineru viditelný v okně Git
Repositories. Stejně, jako RapidMiner stáhneme do stejného workspace i šablonu pro tvorbu
plug-inu. Jediným rozdílem je použití adresy URI:
https://github.com/rapidminer/rapidminer-extension-template.git
4 http://weka.wikispaces.com/file/detail/Description.props
5 http://weka.wikispaces.com/How+are+packages+structured+for+the+package+management+system%3F
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Po stažení obou projektů, je potřeba změnit v neviditelném souboru .project.xml, který se
nachází  ve složce staženého RapidMineru  položku  name z RapidMiner  na rapidminer.  Po
změně soubor uložíme.
Zdrojové kódy jsou již ve formě projektu pro Eclipse, takže je stačí do workspace již jen
formálně importovat. Přepneme se do Java perspective,  Window→OpenPerspective→Other
a zvolíme  Java. Nyní  zvolíme  File→Import→Projects  from  Git  a zvolíme  Existing  local
repository.  V nabídce  repozitářů,  pokud  je  náš  aktuální  workspace  totožný  s uloženými
projekty, by měly být k označení oba stažené projekty. Zvolíme jeden a pokračujeme volbou
Import existing projects. Pokračujeme Next a na další straně by měl být vybraný náš projekt,
dokončíme volbou Finish. Postup opakujeme i pro druhý projekt. 
Ověříme  spustitelnost  RapidMineru.  Klikneme  na  projekt  rapidminer  v okně  package
explorer. Zvolíme  Run→Run  vybereme  volbu  Java  Application a v nabídce  vybereme
spustitelnou třídu RapidMinerGUI. Nyní by se měl RapidMiner po chvíli spustit. Následně
ověříme funkčnost šablony kliknutím na soubor build.xml v projektu rapidminer-extension-
template,  zvolíme  Run→Run  a vybereme  Ant  Build  (ne  Ant  Build...).  Pokud  se  operace
zdařila,  bude  v adresáři  rapidminer/lib/plugin  přítomen  soubor rapidminer-Template-
5.3.000.jar.  Po spuštění RapidMineru by měl  být plug-in,  pokud obsahuje nové operátory
automaticky načten a mělo by být možné jej nalézt v nabídce.
7.3.2 Postup implementace
Teď  je  možné  začít  s implementací  vlastní  metody.  Postup  pro  implementaci  nového
operátoru je uveden v návodu (Rapid-I, 2012) a k získání základního přehledu je vhodné jej
nastudovat alespoň v rozsahu kapitol 5.1-5.5. 
Konstrukce operátoru podle návodu od základu by byla časově náročná, proto je opět, jako
v případě Weka vhodné nahlédnout do již vytvořených operátorů a z nich převzít část kódu.
Metoda  mRMR  implementovaná  v plug-inu  Feature  Selection  Extension,  je  vhodným
kandidátem, protože je velmi podobná DMIFS. Kód mRMR v MRMRFeatureSelection.java
přepíšeme, tak aby byl v souladu s DMIFS a výsledný zdrojový kód umístíme ve složce  src
projektu  rapidminer-extension-template.  Potom je  ještě  nutné  upravit  ve  složce  resources
a balíku com.rapidminer.resources  soubor  OperatorsTemplate.xml, kde jsou obsaženy meta-
data  opetárou.  Následnou  kompilací  projektu  se  vytvoří  nový  soubor  .jar  s již
46
Obrázek 7-6 Ilustrace výběru volby Clone Repository
implementovanou  metodou  a uloží  se  do  složky  rapidminer/lib/plugins.  Po  spuštění
RapidMineru by měl být k dispozici.
Při  vývoji  plug-inu  může  být  jednodušší  vyvíjet  nový  operátor  přímo  dosazením  do
zdrojových  kódů  RapidMineru,  potom  není  pokaždé  nutné  kompilovat  projekt  plug-inu.
Zdrojový kód operátoru je v tomto případě nutné zařadit do správného balíku (pravděpodobně
com.rapidminer.operator.features.selection)  ve  složce  src projektu  RapidMiner.  Dále  je
potřeba v souboru
rapidminer\resources\com\rapidminer\resources\OperatorsCore.xml
doplnit jeho popis podobně, jako u jiných operátorů. Po spuštění RapidMineru by měl být
operátor k dispozici.
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8 ZÁVĚR
Tato práce vznikla za účelem implementovat a ověřit vlastnosti metody pro výběr příznaků
DMIFS  publikovanou  v (Liu  a  kol.,  2009)  a  vytvořit  novou  metodu  z  principu  DMIFS
vycházející.
  Nejdříve byl proveden rozbor algoritmu samotné metody. V popisu algortimu byly nalezeny
nedostatky v podobě nejasně vysvětleného způsobu, jakým dochází k dělení instancí databáze
na rozpoznané a nerozpoznané. Dalším nedostatkem v popisu DMIFS, je špatně definovaný
výpočet nekonzistence, který má za následek praktickou nefunkčnost ukončovací podmínky.
Kvůli těmto problémům bylo nutné přistoupit s vlastním způsobem dělení instancí a definicí
výpočtu nekonzistence.
Dalším krokem bylo srovnání výsledků navrženého algoritmu DMIFS v rámci této práce
s výsledky, které publikovali jeho autoři, protože autoři na žádost o zaslání zdrojového kódu
původní metody nereagovali, nebylo tak možné posoudit shodnost obou algoritmů jinak než
experimentálně.  K posouzení  shodnosti  obou algoritmů byly zopakovány dva experimenty
podle původního článku. 
V prvním testu  byla  DMIFS a další  tři  metody pro selekci  příznaků aplikována na  16
různých benchmarkových databázích a vyhodnocena její výkonnost. Druhý test spočíval ve
vynesení závislosti odhadu přesnosti klasifikace metod na počtu příznaků pro čtyři vybrané
databáze. 
Z výsledků  provedených  experimentů  lze  říci,  že  implementovaná  DMIFS  dosahuje
podobných výsledků,  jako ta  původní.  Odlišnosti  mohou být  způsobeny dvěmi  příčinami.
První  je  odlišnost  implementace  a druhou  je  neúplný  popis  experimentálních  podmínek
v původním článku, přičemž ani u jedné příčiny není možná korekce v důsledku nedostatku
informací.  Navzdory  těmto  problémům se  potvrdilo,  že  metoda  DMIFS  dosahuje  častěji
lepších výsledků než ostatní tři porovnávané metody IG, SU a Relief. V tomto bodě je ale
nutné podotknout, že metody IG a SU jsou značně jednodušší a výpočetně méně náročné než
DMIFS (Liu a kol., 2009).
V rámci této práce byly vytvořeny také dvě nové metody z principu DMIFS vycházející.
První  metoda  implementuje  do  DMIFS  mechanizmus  váhování  na  bázi  AdaBoost  a je
nazývána WDMIFS, druhá metoda DmRMR vznikla sloučením již existujících metod DMIFS
a mRMR. Představeny byly i další směry, jakými se lze při vývoji dalších metod ubírat.
Vlastnosti  nových  metod  byly  ověřeny  na  třech  testech.  První  spočíval  ve  vynesení
odhadu přesnosti klasifikace relativně vůči metodě IG na počtu příznaků, zprůměrovaných na
16 benchmarkových databázích. V druhém testu byla změřena stabilita metod. Tento test měl
za účel ověřit chování metod při malých změnách trénovacích dat a v posledním testu byla
vytvořena  vizualizace  podobnosti  testovaných  metod.  Testovány  byly  metody  DMIFS,
WDMIFS,  DmRMR,  IG,  SU,  Relief  a mRMR.  Metoda  DmRMR dosáhla  v  prvním testu
lepších výkonů než ostatní metody, ale zároveň vykazuje nejnižší stabilitu. Nově navržená
WDMIFS nedokázala překonat ani DMIFS.
Nakonec byl vytvořen návod, jak lze implementovat novou metodu do prostředí Weka
a RapidMiner.
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Všechny cíle vymezené zadáním této práce byly dosaženy a navíc lze konstatovat, že byla
vytvořena nová metoda (DmRMR), která je schopná dosahovat lepších výsledků než metody
ze, kterých vznikla. Stejně jako metoda DMIFS je ale náchylná na zašumněné data. 
Předmětem další  práce  by mohla  být  tvorba  nových  metod  na  bázi  DMIFS,  jak  bylo
nastíněno  v kap.  5.  Další  snadné  zlepšení  výkonu  by  mohlo  přinést  sloučení  DMIFS
a NMIFS.  Dále  by  bylo  vhodné  provést  široký  srovnávací  test  metod  na  bázi  vzájemné
informace,  kde  by byly zahrnuty i metody MIFS-U,  mMIFS-U,  CDMI (Liu  a kol.,  2012)
apod. 
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SEZNAM PŘÍLOH
Příloha 1: Grafy k porovnání metod FCBF a SU
Příloha na CD: Zdrojové kódy, kompilace a data k testům 
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Graf 1: Porovnání průběhu FCBF a SU u databáze Audiology
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Graf 2: Porovnání průběhu FCBF a SU u databáze Soybean
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Graf 3: Porovnání průběhu FCBF a SU u databáze Kr-vs-kp
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Graf 4: Porovnání průběhu FCBF a SU u databáze Musk Clean1
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