Estrategias de determinante cero de W. H. Press y F.J.Dyson by Aguirre, Exequiel
Estrategias de determinante cero de W.H. Press y
F.J. Dyson
Exequiel Aguirre
Resumen
El juego del dilema del prisionero, en su versio´n de dos jugadores, puede
ser usado como modelo para muchas situaciones del mundo real, que involucran
cooperativismo y competencia. Se asume en general, que no hay una estrategia
donde, unilateralmente, se pueda forzar a recibir una recompensa injusta.
En un artı´culo publicado por W.H. Press y F.J. Dyson, se muestra que existen
estrategias con esa caracterı´stica. Con dichas estrategias, un jugador puede forzar
el puntaje del oponente o establecer una relacio´n lineal entre el puntaje propio y
el del oponente.
En este trabajo, se pretende explicar lo expuesto en el paper original de W.H.
Press y F.J. Dyson, completando algunos ca´lculos y aplicarlos en una simulacio´n.
1. Introduccio´n
El dilema del prisionero provee un marco para entender como dar con un balance
entre cooperacio´n y competencia, y es por eso una herramienta muy u´til para tomar
deciciones estrate´gicas. Tiene aplicaciones en diversas a´reas, como por ejemplo: eco-
nomı´a, polı´tica, biologı´a, psicologı´a y sociologı´a.
El juego se puede presentar de la siguiente manera:
Dos miembros de una banda criminal son capturados por la policia e interrogados, por
separado. Cada criminal tiene dos opciones, cooperar con su compan˜ero o no cooperar.
De ahora en adelante nos referiremos a cada criminal como, jugador X y jugador Y.
Si X e Y cooperan, ambos ganan una recompensa R, si uno de ellos no coopera recibe
un pago mayor T, mientras que el jugador que coopera recibe una recompensa menor,
S, usualmente cero. Si ambos no cooperan, entonces reciben una recompensa P. Para
que el juego sea de intere´s, se debe satisfacer que T > R > P > S y 2R > T + S. Los
valores usuales son (T,R,P,S)=(5,3,1,0)
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El dilema del prisionero iterado, consiste en sucesivas partidas jugadas por, diga-
mos X e Y. Aquı´ los jugadores podrı´an basar sus jugadas en las jugadas anteriores.
Serı´a natural pensar que el jugador que es capaz de recordar ma´s jugadas, podrı´a con-
feccionar una estrategia ma´s eficiente y ası´ llevar ventaja. Se prueba que esto no es ası´,
y que solo importa la u´ltima jugada1. Es por eso que las estrategias seran elaboradas
a partir de el u´ltimo resultado, sin pe´rdida de generalidad. Es decir, cada jugador va
a basar su estrategia en el resultado xy ∈ (cc,cd,dc,dd) donde c significa cooperar y
d, no cooperar (defect en ingle´s). La estrategia de X, p=(p1, p2, p3, p4) son las proba-
bilidades de cooperar en cada una de las situaciones anteriores. En forma ana´loga, la
estrategia de Y es q=(q1,q2,q3,q4) visto desde su perspectiva yx ∈ (cc,cd,dc,dd).
2. Resultados
2.1. Estrategias de determinante cero
Si bien es posible realizar una simulacio´n del juego movimiento por movimiento
uno podrı´a evitar esto con una matriz de transicio´n de Markov. Esta matriz es generada
a partir de las estrategias p y q.
M =

p1q1 p1(1−q1) (1− p1)q1 (1− p1)(1−q1)
p2q3 p2(1−q3) (1− p2)q3 (1− p2)(1−q3)
p3q2 p3(1−q2) (1− p3)q2 (1− p3)(1−q2)
p4q4 p4(1−q4) (1− p4)q4 (1− p4)(1−q4)

El valor Mi j representa la probabilidad de pasar de un estado i a un estado j donde, i j
estan asociados a una estrategia en (cc,cd,dc,dd), segu´n la perspectiva de cada jugador.
Por ejemplo, M32 representa la probabilidad de pasar de un estado dc a cd.
Definicio´n: Denotemos por SX :=(R,S,T,P)T , SY :=(R,T,S,P)T los vectores de pago
de los jugadores X e Y respectivamente.
Definicio´n: Un vector columna 4x1, vs, tal que,
vTs M = v
T
s
y sus componentes suman 1, es llamado vector estacionario.2
Notar que cualquier vector v proporcional a vs tambie´n cumple con la condicio´n:
vTM = vT
1Para la demostracio´n de este resultado ver el ape´ndice A de [4].
2Para una matriz A su transpuesta es denotada por AT .
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Es decir, v es un autovector (a izquierda) asociado al autovalor 1. Afirmamos que con
v y el vector de pagos asociado a cada jugador, uno puede calcular el resultado del
juego.
Dado que M tiene un autovector asociado al autovalor 1, la matriz M′:=M-I es sin-
gular y por ende, de determinante cero.
De a´lgebra lineal se tiene el siguiente resultado:
Ad j(M′)M′ = det(M′)I = 0
Donde Adj(M′) es la matriz Adjunta de M′.3
Sea A:=Adj(M′), entonces por la igualdad anterior, tenemos que:
AM′ = A(M− I) = 0⇒ AM = A
Es decir, que el elemento
(AM)i j = ∑4k=1AikMk j = Ai j
Ahora, sea w la n-esima fila de A, con n=1, 2, 3, 4 .
w := (w1,w2,w3,w4) = (An1,An2,An3,An4)
Entonces, el j-esimo elemento del vector (wM) es,
(wM) j = ∑4k=1wkMk j = ∑
4
k=1AnkMk j = An j = w j
Es decir que wM = w, por ende, w es proporcional a v. Dado que n es arbitrario, se
puede concluir que cada fila de Adj(M′) es proporcional a v. 4
Sea w, la cuarta fila de la matriz A,
w := (w1,w2,w3,w4) = (A41,A42,A43,A44).
Nos enfocaremos en la primera componente de w, por un momento.
w1 =A41 =Ad j(M′)41 =(−1)4+1C14 =−det
p2q3 p2(1−q3)−1 (1− p2)q3p3q2 p3(1−q2) (1− p3)q2−1
p4q4 p4(1−q4) (1− p4)q4

3Para ma´s informacio´n sobre este resultado y las definiciones involucradas ver [2].
4Esta afirmacio´n no es trivial, proviene de aplicar el teorema de Perron-Frobenius. Para ma´s informa-
cio´n ver [1].
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Donde (−1)4+1C14 es el cofactor de M′41. Este determinante no se modifica si sumamos
la primera columna de M′ a la segunda y tercera, obteniendo
w1 =−det
p2q3 p2(1−q3)−1+ p2q3 (1− p2)q3+ p2q3p3q2 p3(1−q2)+ p3q2 (1− p3)q2−1+ p3q2
p4q4 p4(1−q4)+ p4q4 (1− p4)q4+ p4q4
=
−det
p2q3 p2−1 q3p3q2 p3 q2−1
p4q4 p4 q4

Llamemos W1 a esta u´ltima matriz.Un ca´lculo similar se puede realizar y obtener ma-
trices W2,W3,W4 correspondientes a w2,w3,w4 respectivamente. Es decir que las com-
ponentes de v, son salvo un signo y una constante c, determinantes de una matriz de
este tipo. Ahora sea, f = ( f1, f2, f3, f4)T , entonces definimos,
D(p,q, f ) := det

p1q1−1 p1−1 q1−1 f1
p2q3 p2−1 q3 f2
p3q2 p3 q2−1 f3
p4q4 p4 q4 f4

=−det(W1) f1+det(W2) f2−det(W3) f3+det(W4) f4 = cv · f
Notar que la segunda columna p˜ := (p1−1, p2−1, p3, p4)T esta´ solo bajo el control de
X. Analogamente la tercera columna q˜ := (q1−1,q3,q2−1,q4)T esta bajo el control
de Y.
En su estado estacionario, podemos definir los respectivos puntajes finales, como:
sX := v·SXv·1 =
D(p,q,SX )
D(p,q,1)
, sY := v·SYv·1 =
D(p,q,SY )
D(p,q,1)
Donde el vector 1 := (1,1,1,1). Estos denominadores son necesarios para que las
componentes sumen 1, (requerido en un para un vector de probabilidad estacionario).
Notar que una combinacio´n lineal de los puntajes finales sX , sY satisface:
αsX +βsY + γ= D(p,q,αSX+βSY+γ·1)D(p,q,1)
con α,β,γ ∈ℜ.
Esta igualdad sera´ central en las siguientes secciones. Notar que tanto X como Y
pueden elegir, unilateralmente, una estrategia que anule D(p,q,αSX + βSY + γ · 1).
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Es decir, si X elije una estrategia p˜ = αSX + βSY + γ · 1, o si Y elije una estrategia
q˜= αSX +βSY + γ ·1 entonces la relacio´n lineal entre los puntajes de X e Y, dada por
la expresio´n:
αsX +βsY + γ=0
se ve forzada. Estas son las llamadas, estrategias de determinante cero. Notar que no
todas las estrategias de determinante cero son posibles, ya que las entradas de p y q
deben pertenecer al [0,1].
2.2. X define unilateralmente el puntaje de Y
Un caso particular de una estrategia de determinante cero, es donde X define el
puntaje de Y. Eligiendo α= 0, podemos darle al jugador X una estrategia p˜= βSY+γ1.
Esto nos define cuatro ecuaciones:
p1−1 = βR+ γ
p2−1 = βT + γ
p3 = βS+ γ
p4 = βP+ γ
Eliminando β y γ, obtenemos,
p2 =
p1(T −P)− (1− p4)(T −R)
R−P
p3 =
(1− p1)(P−S)+ p4(R−S)
R−P
sY =
−γ
β
=
βR+1− p1
β
=
(1− p1)P+ p4R
p4− p1+1
Recordemos que R−P 6= 0. De esta u´ltima ecuacio´n, se desprende que X puede forzar
el puntaje de Y, en los valores
P≤ sY ≤ R
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2.3. X intenta definir su propio puntaje
Analogamente al caso anterior, con p˜= αSX + γ1 obtenemos,
p2 =
(1+ p4)(R−S)− p1(P−S)
R−P ≥ 1
p3 =
−(1− p1)(T −P)− p4(T −R)
R−P ≤ 0
Estas ecuaciones nos indican que la u´nica estrategia posible es p=(1,1,0,0), esto es
’cooperar siempre, o no cooperar nunca’. Es decir X no puede decidir su puntaje uni-
lateralmente.
2.4. X demanda y obtiene una porcio´n del puntaje de Y
El jugador X, ahora pretende recibir una recompensa mayor que la de no coope-
racio´n mutua P. Construiremos una estrategia que cumpla dicho objetivo, partiendo de
la relacio´n deseada entre los puntajes de X e Y
(sX −P) = χ(sY −P), χ≥ 1.
Equivalentemente,
(sX −P)−χ(sY −P) = 0
⇔ φ[(sX −P)−χ(sY −P)] = 0, ∀φ> 0
⇔ φ
P−S [(sX −P)−χ(sY −P)] = 0, ∀φ> 0
X puede forzar esta relacio´n eligiendo la estrategia
p˜=
φ
P−S [(SX −P ·1) −χ(SY −P ·1)]
Ası´ obtenemos,
p1 = 1− φP−S (R−P)(χ−1)
p2 = 1−φ(1+χT −PP−S )
p3 = φ(
T −P
P−S +χ)
p4 = 0
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De la ecuacio´n de p2 se puede verificar que,
φ(1+χ
T −P
P−S )≤ 1⇒ φ≤ (1+χ
T −P
P−S )
−1 =
P−S
(P−S)+χ(T −P)
Ahora el puntaje de X depende del puntaje de Y. Ambos son ma´ximos cuando Y coope-
ra plenamente, con q=(1,1,1,1). En este caso, el puntaje de X es,
sX =
D(p,q,SX)
D(p,q,1)
=
(χR+(1−χ)P)T −χRS+(χ−1)PR
T −χS+(χ−1)R =
P(T −R)+χ[R(T −S)−P(T −R)]
(T −R)+χ(R−S)
Esta situacio´n se puede hacer ma´s concreta, con los valores convencionales
(T,R,P,S)=(5,3,1,0), entonces,
p= [1−2φ(χ−1),1−φ(4χ+1),φ(χ+4),0]
Donde los mejores puntajes posibles para X e Y son,
sX =
2+13χ
2+3χ
,sY =
12+3χ
2+3χ
El parametro χ es conocido como el factor de extorsio´n. En el caso particular donde,
χ= 1 , y φ= 1/5 entonces p=(1,0,1,0) es la estrategia conocida como ’tit-for-tat’, que
consiste en cooperar en la primera iteracio´n del juego y luego replicar la accio´n previa
del oponente para las sucesivas iteraciones.
2.5. Resultados nume´ricos
A continuacio´n se presenta una serie de resultados obtenidos a partir de un progra-
ma que simula mu´ltiples jugadas, de dos jugadores, X e Y. La estrategia de X sera´ una
estrategia de determinante cero, mientras que la estrategia de Y sera´ generada aleato-
riamente, al empezar el juego. En las siguientes tablas se mostrara´n los resultados de
las distintas estrategias y sus variantes, donde N es la cantidad de jugadas y sY es el
promedio del puntaje del jugador Y. Los valores de (R,T,P,S) son los usuales.
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X fuerza el puntaje de Y, sY = 1
N sY
100 1.18
1000 0.985
10000 0.9861
100000 0.99283
1000000 1.001047
10000000 0.9994806
Estrategia extorsiva con χ= 1 (X fuerza un empate)
N sX sY
100 2.04 2.09
1000 2.492 2.497
10000 2.1624 2.1629
100000 1.95382 1.95382
Estrategia extorsiva con χ= 2.
N sX sY sY esperado (sY =
(sX−P)
χ +P)
100 2.52 1.62 1.76
1000 2.683 1.848 1.8415
10000 2.7489 1.8974 1.8744
100000 2.4403 1.7238 1.7202
1000000 2.429798 1.716298 1.7149
Se concluye con un ejemplo de aplicacio´n de las estrategias de determinante cero.
Supongamos que las ganacias de Coca-cola y PepsiCo se dan de la siguiente manera:
1. Si ambas mantienen precios altos, las ganancias de cada compan˜ia se incremen-
tan en $ 500 millones.
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2. Si uno deja caer el precio,(no coopera) pero el otro mantiene (coopera) entonces
el primero vera´ un incremento de $750 millones, mientras que el segundo no
vera´ una modificacio´n en sus ganancias.
3. Si ambas dejan caer el precio,entonces ambos vera´n un incremento de $250
millones.
La matriz de pagos se ve de la siguiente forma:
c d
c 500,500 0,750
d 750,0 250,250
Si una de estas empresas decidiera utilizar una estrategia extorsiva, el resultado
podrı´a ser el siguiente:
Estrategia extorsiva con χ= 2.
N sX sY
10 350.0 350.0
100 412.5 345.0
1000 466.0 353.5
10000 508.575 378.225
3.
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