An analytical solution of a model uid's time behavior, known as the Stefan problem, is presented. A scenario is investigated in which a planar twocomponent liquid lm is continuously evaporating into a thermodynamically non-ideal vapor phase. Evaporation is initiated and maintained by a spatial chemical potential gradient, while its rate is limited by the components' diusion uxes across the vapor-liquid interface. Local thermodynamic equilibrium is found to be present throughout the process. In contrast to the classical approach relying on equations of state, all required non-idealities are formulated in relation to the Gibbs energy and are determined by molecular simulations. Initially, the liquid is an equimolar mixture of two components of dierent volatility, whereas the adjacent vapor phase is dominated by a dense inert gas. To validate the analytical model and verify all exploited assumptions, the results are contrasted to large scale molecular dynamics simulations.
Introduction
Investigations of phase transitions for spherical and planar geometries are methodically similar. Historically, research was focused on droplet evaporation indicating a relationship between the current square diameter d 
For droplets immersed into a quiescent atmosphere, the evaporation rate K is exclusively a function of the thermodynamic state. The literature refers to this equation as "d-squared law" [1] . The problem's more thorough theoretical treatments originated from around the early twentieth century [2, 3] , whereas a rst estimation of K had already been conducted by Maxwell [4] in his 1877
work on "Diusion" and was presented in its current form by Fuchs [5] K = 8Dρ v ρ l y e,s − y e,∞ ,
where y e,i represent the mole fraction of evaporate at either surface or in sufcient distance from the droplet. This mole fraction dierence initiates and maintains the evaporation process while a diusion coecient D in combination with the vapor-liquid density ratio ρ v ρ −1 l determines its rate. Maxwell's approach was later rened, among others by Spalding [6] , to account for substantial evaporation rates that are indicative of an evaporate's high vapor pressure and results in its accumulation in the interface region between liquid and vapor. Consequently, a more detailed description of the droplet's surface composition became indispensable and necessitated Spalding to take the quiescent atmospheric gas' mole fraction y a,s into account K = 8Dρ v ρ l ln 1 + y e,s − y e,∞ y a,s .
In fact, Maxwell's description (2) represents the rst-order approximation of Spalding's formulation (3) for the case of a dominating atmospheric gas at droplet surface, i.e. y a,s ≈ 1. Maxwell and Spalding assumed both bulk phases to be constantly in vapor-liquid equilibrium that due to mass transport is only 5 sustainable via continuous evaporation.
The d-squared law in its form (1) has been experimentally validated over a substantial range of thermodynamic states as well as for a variety of nonsooting monocomponent droplets through a wider spectrum of chemical complexity [7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . Multicomponent droplets, however, 10 2 oer a conspicuously dierent behavior owed to the continuous variation in molar composition of both liquid x(t) and coexisting vapor y(t). Species with genuinely dissimilar properties lead to evaporation rates that vary substantially over time [17, 18, 19] . Complementing theoretical and experimental work, multicomponent evaporation has also been successfully addressed by atomistic sim- 15 ulations [20, 21] .
Object under study
Complementary to the literature's focus on spherical droplets, this work solves the Stefan problem [22, 23] for a multicomponent liquid lm analytically.
This analytical solution, representing the d-squared law's (1) analogue for planar 20 surfaces, is then validated by large scale molecular dynamics (MD) simulations.
Consequently, a two-component liquid lm's change in molar composition x(t)
and thickness ξ(t) is investigated during evaporation into an inert gas dominated vapor phase. Each phase is composed of components with deliberately specied characteristics, cf. appendix A. Due to these characteristics, in combination 25 with the selected thermodynamic state, outlined in table 1, both bulk phases are thermodynamically non-ideal. An adequate description of the establishing evaporation dynamics requires all component's diusion coecients, liquid phase activity coecients and vapor phase fugacities to be known as functions of the present state. Snapshot taken from one of the present large scale MD simulations depicting the scenario in vapor-liquid equilibrium, i.e. prior to evaporation. The studied domain is decomposed into four regions that are connected physically on microscopic length scales. The central role is attributable to the interphase (II), characterized by a steep density decline ranging from liquid (I) to vapor (III). A chemical potential gradient is established by substituting evaporated particles that originated from the liquid phase by inert gas particles within the control volume (IV). The scenario's symmetry ensures the net molar ux to be zero at the origin z = 0, while selective thermostatisation establishes a spatially and temporally constant temperature T = 80 K which is accompanied by a pressure of p = 6. 34 MPa for the present mixture.
ensemble and a substantial simulated time is necessary. Figure 1 outlines an 40 atomistic representation of the investigated scenario containing 2.5 · 10 5 particles with an initial liquid lm and vapor phase thickness of z l (t 0 ) = 15 nm and δ = z δ (t) − z s (t) = 30 nm, respectively. Various separate simulation series were carried out, to either sample thermodynamic observables or to pursue large scale MD simulations, cf. Appendix A. 45 The present hydrodynamic formulation rests on a uid domain decomposition into four separate regions, as outlined in gure 1. The liquid phase (I) initially consists of two equimolarly mixed components (1 and 2) with dierent volatility, that in this context should be understood as an attribute for the component's endeavor to transition from the liquid and to remain in the coexisting 50 vapor phase (III). The latter was chosen to be dominated by an inert gas (component 3), which was specied not to be condensable and be barely miscible in the liquid lm. Both bulk phases are physically coupled by an interface region (II) that is addressed as interphase in the following. A control volume (IV)
representing the invariant atmospheric conditions completes the uid domain. 55 4 
Local thermodynamic equilibrium
Under vapor-liquid equilibrium the particles' entire motion is thermal and consequently drift-free Maxwellian. The applied chemical potential gradient initiates evaporation dynamics by introducing a collective drift, i.e hydrodynamic contribution u i , to the i-th component's particle velocity v i , that superimposes to the random thermal motion w i
Local thermal equilibrium exists in every spatial domain (I) -(IV) if all particles' thermal velocities are Maxwellian distributed. The corresponding velocity distribution function f z,i for the relevant mass transport direction z is most sensibly displayed in its contracted form [24, 25] 
Particle interactions identify as mechanism that drive a system towards local were carried out. The results are presented in gure (2) and fully conrm local equilibrium to exist. Similar results were reported in the literature on interfa-65 cial mass transfer, for both stationary [27, 28] and instationary [29, 30] cases. Non-Maxwellian distributed particle velocities, in contrast, have conclusively been demonstrated to establish during evaporation into rareed gas phases or vacuum [31, 32, 33] .
Hydrodynamic description 70
The present formalism models the vapor phase as a classical boundary layer and predicts the lm's evaporation rate, i.e. its regression, as well as the change of both phases' molar composition over time, while resting exclusively on particle conservation formulated in integral form.
A domain's change in mass is determined by an imbalance of particle uxes j z,i through its boundary [34] and yields for the bulk liquid's domain (I)
, while invoking the inert gas characteristics not to be condensable and be barely miscible in this liquid
A component's particle density decomposes into mole fraction x i and overall molar density ρ l of the respective phase ρ l,i = x i ρ l , whereas the particle ux factorizes to j z,i = x i ρ l u z,i , with the convective molar averaged velocity u z,i towards the interphase. Assuming spatial homogeneity of the liquid lm's molar composition x i = x i (z) and density ρ l = ρ l (z) with the additional observation that the particle uxes are invariant across the domain's surface leads to a straightforward integration, where
Figure 2: Contrasting the results between drifting Maxwell distributed (solid line), as dened in (5), and the sampled MD velocities for the relevant volatile (triangles) and less-volatile (circles) components does not disclose any disparities. These data were evaluated at temperature T = 80 K and three dierent positions ranging from bulk liquid to bulk vapor. The large dierence between both component's distribution functions is due to their dierent molar mass. a) Values sampled in the bulk liquid phase at position z ≤ z l (t) in close vicinity to the interphase. b) Values sampled in the interphase at position z ∈]z l (t), zs(t)[. c) Values sampled in the bulk vapor phase at position z ≥ zs(t) in vicinity to the interphase.
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The interphase z ∈]z l (t), z s (t)[ balances the molar particle uxes between both bulk phases, where j z,i = x i (t)u z,i (z l , t) indicates the i-th component's molar ux exiting the bulk liquid phase and j s z,i = y i (z s , t)u z,i (z s , t) indicating the ux entering the adjacent bulk vapor phase
It is by bringing together (7) and (8) that the connection between the liquid phase's mass and the uxes in the vapor phase (
Although the inert gas is assumed not to be soluble in the liquid, its presence in the interphase and vapor has to be accounted for. Each component's collective drifting motion y i u i , as dened in (4), is decomposed further into an advective y i u and a diusive contribution [35] 
The evaporate's total convective ux is related to its total diusive ux, cf.
supplementary material, with all velocities being formulated in the mean molar reference frame
and it is this correlation that renders the evaporation process diusion driven.
It is not necessarily trivial to assume the vapor phase mole fraction quotients to be time invariant
yet this simplication still allows to reasonably predict the vapor phase's molar composition. To ease the notation L z,i = b i3 U z,i is set for each component's diusive ux. given by the Fokker-Planck diusivity law [36] . In the present case, this ux has to be computed adjacent to the interphase, i.e at z = z s (t)
wherein the Fick diusion coecients D ij express the phenomenologically postulated proportionality between ux and respective mole fraction gradient [37] . 
the former being the Maxwell-Stefan and the latter the thermodynamic factor 75 matrix, describing a mixture's departure from ideality and being composition derivatives of the excess Gibbs energy [39] g e . In this work, both matrices were considered constant throughout the entire evaporation process. Assuming the kinetic part to be invariant is justiable, as for the thermodynamic part, depending strongly on composition, this simplication was conrmed by the 80 performed MD simulations, cf. supplementary material. Bringing together (9), (11) , (13) and (14) leads to
The diusion matrix couples both uxes, its coupling strength is measured by how much the eigenvector matrix T diers from the identity matrix I, and can 9 spectrally be decomposed
The eigenvalues D i have to be understood as eective diusion coecients that map the weighted action of both driving forces onto each ux
In the attempt to pursue rst order eects, the appearing spatial gradient
is linearized. The vapor domain δ = z δ (t)−z s (t) constitutes a classical boundary layer problem with exemplary boundary conditions out of which the following curvature-gradient correlation (18) is a statement of particle conservation, cf.
It has already been established that Fick diusion originates from a spatial mole fraction gradient comprising the stagnant gas presence, which historically arisen has been termed mass transfer number [6]
The nonlinearity in the proposed boundary conditions (18) necessitates a dif-90 ferent ansatz to approximate the dierential operator by a dierence quotient.
The simplest function that complies with this set of boundary conditions is a third order polynomial, rst introduced by Pohlhausen [40] and later applied to mass transfer problems by Spalding [41] 
with two sets of solutions out of which only the rst yields physically sensible boundary layer proles
The binomial theorem allows to approximate square roots to a convenient degree of accuracy, given the fact the transfer number is small B i3 1, and the anticipated linearization is attained by truncating the series approximation to rst order
It is by considering this approximation in the coecients α i3 , β i3 , γ i3 that (20)
exposes the proper derivative's substitution by a dierence quotient
The proportionality coecient α i3 in front of the otherwise simple dierence quotient is being mandated by the physically required boundary conditions.
The present scenario was set up such that an inert gas component dominates the vapor phase, permitting to set y 3,s ≈ 1 even at the surface. Moreover, the composition of the surrounding atmosphere, represented by the control volume, was specied to be y i,∞ = 0. Inserting the attained linearization into (17), while assuming weak ux coupling T ≈ I, leads to
During local equilibrium, liquid and vapor phase mole fractions x i , y i are entangled and as such cannot be determined independently. with the universal gas constant R and the respective phase's overall mole number
The classical framework of irreversible thermodynamics oers to use its concepts locally and to further understand the Gibbs energy as a function of both position and time [42] . It has already been demonstrated that local diusive equilibrium exists across the interphase, which is represented by the equality of the phase's chemical potentials
A formulation that is true, due to the extensive Gibbs energy's scaling behavior as a homogeneous function of rst-order in the respective mole numbers. The ideal gas acts as the lower physical boundary of every vapor phase given a suciently low pressure p 0 . At elevated system pressure p, the transition to a real gas mixing behavior leads to
in which all non-ideal contributions to the chemical potential are summarized into the fugacity coecient
that factorizes into a residual ψ i and an excess part ϑ i , fully covering the component's non-ideal behavior and the deviation from ideal mixing at system pressure p, respectively. This form allows segregating the ideal from the non-ideal mixing contribution to the vapor phase's Gibbs energy
Liquid phases should be described dierently. The components in their pure liquid state at system pressure are chosen to be the reference, while the activity coecient γ i accounts for all non-ideal mixing behavior
The combination of (27), (30) and (31) exposes the correlation between liquid and vapor phase composition, given both are in local equilibrium
It is evident from the excess parts' functional dependence on their respective phase composition that a proper substitution of the mole fractions y i to x i requires γ i and ϑ i to be constant, which has already been utilized in (15) . Introducing (32) into (25) , together with the diusion ux's entire thermodynamic
leads to the substitution of the vapor phase mole fractions in favor of the liquid phase's.
Analytical solution
A set of non-linear dierential equations arises that can be solved by quadra-
Multicomponent behavior is not inevitably the mere consequence of pure component properties. The simultaneous presence of all species generates excess 13 contributions, which can inuence the thermal and caloric observables dierently. A multicomponent liquid may behave with respect to its thermal properties often times nearly ideal, the density is then a sum of pure component molar densities ρ 0,i proportional to the current molar composition x i (t), cf.
supplementary material
Vanishing volumetric excess does thereby in no way entail ideal caloric behavior.
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Applying the derivative and utilizing the assumed ideal behavior (35) reveals a seemingly proper decoupled system
where the liquid's total molar composition enforces a constraint on the mole fractions
Two thermodynamic parameters can be identied that determine the evaporation rate with the thermodynamic non-ideality quotient λ being the more
Multiplying the rst line of (36) with ρ −1 0,1 and the second line with ρ −1 0,2 allows to fully utilize the constraint (37) and yields upon summation of the resulting
Similarly, the multiplication of the rst line of (36) with x 2 (t) and the second one with x 1 (t) yields upon subtractioṅ
The lm thickness z l (t) has consistently been formulated as a function of time and so has the liquid mole fraction x 1 (t). The division of (39) by (40) discloses the alternative formulation of lm thickness as a function of composition
This functional relationship will be resolved successively, where the description of lm thickness as a function of composition z l (x 1 ) is established rst and the correlation between mole fraction x 1 and time t subsequently. It is expedient to factorize the denominator polynomial
with the exclusion of pure component behavior, being represented by a mixture 110 of identical particles , λ = 1 . While all denominator roots are evidently real valued, the use of a partial fraction decomposition conveniently partitions the occurring rational function into a primitive sum
A variable separation of (42) in combination with the given decomposition (43) renders the emerging equation integrable
with a non-dimensional lm thickness ξ(t) = z l (t)z l (t 0 ) −1 that allows to formulate a simpler initial condition
An integration reveals the anticipated description of lm thickness as a function of composition and unfolds its physical interpretation as being the product of an exponentially weighted composition and liquid density ratio
To lighten the notation and simplify further calculations, all invariant terms are grouped into one constant ξ(x 1,0 ) and the liquid density is formulated in terms of molar composition
The description of liquid composition over time x 1 (t) cannot easily be constructed from already formulated functions, however, the inverse solution of time as a function of composition t(x 1 ) is readily attainable
where the derivative on the left hand side is given in (39) and the rst derivative on the right hand side can be computed from (47)
Equations (39) and (49) contain negligible terms. A reduction in complexity is easily obtainable by exploiting the strongly dierent volatilities λ 1 of the two components in the liquid, which physically determines the more volatile component to undergo phase transition preferentially, a characteristic that was built into the particle model used for all simulations
The required relationship between composition and time is then determined by an additional separation of variables ansatz in (48) resulting in a quotient
that in combination with the attained approximations (50a) and (50b) generates an analytically solvable integral equation
where the emerging rational function similarly partitions into a primitive sum, given all denominator roots being real valued
All occurring integration constants show the already proclaimed dependence on 125 the thermodynamic parameters , λ and do thereby signicantly contribute to the lm's evaporation rate
As a result, the functional relationship between composition and time is decomposed into four linear terms that are straightforwardly integrable to yield
with a 7 = a 2 + a 5 and a 8 = a 4 + a 6 .
The solution of a liquid lm's Stefan problem, i.e. the d-squared law's (1) planar surface analogue for both cases, the two-component and pure liquid phase is readily obtained. The former is given by the combination of (47) and (55) relating lm thickness ξ(x 1 ) to time t(x 1 ) via the liquid's mole fraction x 1 .
The latter is a special case for , λ = 1, that is not entailed in (47) and (55), yet is alternatively obtained by integration of (39) with the addition of (32) to substitute the vapor phase's non-ideality ϑ i with the evaporate's mole fraction y e,s near the surface
Comparing pure component liquid lms to droplets oers a salient dierence in the order to which both cases evaporate with respect to their characteristic length z l (t) and d(t). In this rst-order approximation (56) the liquid lm evaporates linearly in time, where the spherical droplet's analogue for the same level of approximation, as given by Maxwell's equation (2), regresses quadratically
A high evaporation rate, i.e. short liquid phase lifetime, is facilitated by a high The combination of (47) and (55) The evaporation rate is given by the slope of these curves, where the equimolar liquid case (yellow) is enveloped by the pure volatile's (red) and pure less-volatile's (blue) rate
The strong dierence between the evaporation rates of the two pure uids K 1 , K 2 is intentional and a consequence of the chosen intermolecular force eld model.
22
linearly and consequently aect the lm's behavior equally.
185
The analytical model was intentionally contrasted to large scale MD simulations serving three purposes. First, the phases' molar compositions were assessed in an unconstrained manner. Second, the existence of local thermodynamic equilibrium was veried unambiguously in every domain and third it was demonstrated that the hydrodynamic formalism can justiably be applied 190 to such a nanoscale scenario. The MD simulations fully conrm that neglecting the lm's internal dynamics, by assuming spatial homogeneity
as in (6) and (7), does not compromise the accurate prediction of its composition x(t) and thickness ξ(t) over time. Consequently, the hydrodynamic eld description is applicable to system sizes of the order of 50 nm, given the ther- The present large scale MD simulations are, technically speaking, nonequilibrium molecular dynamics (NEMD) simulations, which does not inevitably 225 lead to non-Maxwellian distributed particle velocities, but allows possible local Table A .2: The thermodynamic behavior of the uid sampled by simulation was determined by this set of Lennard-Jones parameters that were chosen to produce a strongly non-ideal vapor, yet retain a fairly ideal liquid phase. The length parameter σ determines a particle's eective diameter while the energy parameter is a measure for a particle's dispersive interaction strength. Additionally, a modication of the Berthelot combining rule via ζ ki allows to alter the interaction energy between unlike particle species. The inert gas was in a highly supercritical state and consists of mainly repulsive interacting heavy particles. While all simulations sampling thermodynamic observables were carried out with the open source molecular simulation tool ms2 [44] , the large scale MD calculations were performed with the massively parallel open source code ls1 mardyn [45] . The symmetry of the uid system was exploited to generate considerably 
The fugacity coecient's excess contribution ϑ i can alternatively be calculated from the species' chemical potentials µ i (Appendix C) and in contrast to the conventional approach, utilizing equations of state, were computed here via dedicated MC simulations
Non-ideal behavior, however, is not merely described by the excess Gibbs energy's numerical value but also by its derivatives [46] , where the thermodynamic 245 factor is determined by the curvature where the rst term models the genuine ternary contribution with parameters C i and the following three terms describe the respective binary subsystems' inuence with parameters A ij , E ij . All parameters (A ij , E ij , C i ) were determined with a standard nonlinear least squares t to the respective excess Gibbs energy data obtained from MC simulations.
The Fick diusion matrix D can be decomposed into a kinetic B −1 and a thermodynamic Γ contribution, which are functions of the vapor phase's molar composition. It has been argued above that both matrices were considered constant and will only be evaluated at equilibrium condition y * = (0.13, 0.03, 0.84) mol mol 
The Maxwell-Stefan diusivities Ð ij quantify the relative motion between the ith and j-th component in the ternary mixture and are incorporated reciprocally in the description. Consequently, it is this matrix's inverse that is part of the thermodynamic contribution to relate the driving thermodynamic force, i.e. the concentration gradient to its corresponding diusion ux, and is given as The simplication introduced in (50a) and (50b) was based on the components' strongly dierent volatilities λ 1 and the exclusion of a pseudo mixture = 1
Appendix C. Thermodynamic non-ideality 260 The vapor phase's Gibbs energy could be decomposed into the sum of a variety of physically interpretable contributions
with the rst term being the ideal gas contribution of the pure component, given at system temperature and pressure, and the second its residual contribution.
The third term describes the ideal mixing term and the fourth its non-ideal mixing correction. The Gibbs energy can also be decomposed into the weighted sum of its components' chemical potentials, as stated in (26)
The ideal gas contribution is readily understood as the ideal gas chemical po-
0,i . The residual and excess contribution's mathematical form has, historically arisen, been dened to be a weighted logarithmic function akin to the ideal gas mixing entropy
Generally, all pure component contributions were grouped together to ease no-
which consequently leads to the vapor phase's Gibbs energy
Bringing (C.2) and (C.5) together leads to description (B.2) for the case of known chemical potentials µ i , which were sampled by here by dedicated MC simulations
Alternatively, if the mixture's Gibbs excess energy is known, e.g. from a g e model, the component's excess contribution to the fugacity coecient can be computed [46] ln(ϑ i ) = g e + ∂g 
Diffusion limited evaporation of a multicomponent liquid film
René Spencer Chatwell, Matthias Heinen, and Jadran Vrabec The selected g e model (fourth order Margules type polynomial) was fitted with a standard nonlinear least squares algorithm to minimize the root mean square error between simulation data and the model around the equilibrium vapor phase composition y * = (0.13, 0.03, 0.84) and yielded for the parameters A ij , E ij and
To describe the liquid phase's non-idealities with greater precision, an additional fit around x * = (0.495, 0.505, 0) was performed to yield different parameters for the same a) jadran.vrabec@upb.de 
Vapor phase convective motion
The linear momentum of a multicomponent mixture is constructed out of the vector sum of its constituent's linear momenta
The i-th component's partial density is given by ρ v,i = y i ρ v . The third component is seen as a stagnant gas u z,3 ≈ 0, i.e. no collective motion in a spatial direction is measurable, although random thermal motion is present. The molar averaged velocity u z in the relevant z direction is then given as a proportionate sum of every component's convective velocity v z,i
The convective motion u z,i can be decomposed into an advective and a diffusive contribution
) .
Substituting the molar averaged motion u z with the result already obtained from (6) yields
which after a simple algebraic manipulation connects each component's convective y i v z,i to its diffusion flux
In a last step, the mixture's total molar composition constraint y 1 +y 2 +y 3 = 1 is utilized to retain the description used in equation (11) of the manuscript
Boundary condition
In equation (18) of the manuscript, a boundary condition was used that needs a more detailed clarification concerning its limitations. Akin to the particle density conservation equation
a conservation equation for the weighted mole fractions b i3 can be constructed
where utilizing assumption (12) of the manuscript reduces the complexity significantly. It should be noted that the parameters b i3 are indeed functions of time, yet their variation in time was considered negligible. A formulation for this derivative at the interphase z = z s needs to be found
Decomposing the convective velocity vector v z,i = u z + U z,i into its advective and diffusive parts again yields
The diffusion flux has already been identified to be described by Fick's diffusion law that with the effective diffusion coefficient D i reads
zs for being small compared to the other terms
In a last step, the connection between this vapor phase argumentation and the liquid phase's surface regression velocity needs to be found. The latter is identified as the negative convective motion of evaporate at the interphase and is given
After inserting (17) into (16) and expanding the sum, a further assumption has to be made (
All crossover terms are assumed to be negligible over the non-crossover terms
One can finally conclude the problem's boundary condition at film's surface to be (27) , measures a component's departure from the ideal gas behavior, the components 1 and 2 are liquid while component 3 is gaseous for the system being prepared in the state T = 80 K, p = 6.34 MPa. 
