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General introduction 
 
 
 
 
 
 
 
 
 
The contraction of the heart is initiated by the fast electrical depolarization 
(activation) of the membranes of the cardiac cells. This depolarization spreads in 
a wave-like fashion over the heart. Immediately after the depolarization phase 
the myocardial cells start to repolarize (recover), initially a relatively slow 
process, followed some 200 ms later by a faster phase that takes up to 150 ms. 
These electrical processes within the heart generate currents, which are 
conducted through the various body tissues. As a result these currents generate 
potential differences on the body surface.  
Recordings of these potential differences are called electrocardiograms or ECGs. 
Since the early days of Einthoven, more than 100 years ago, the ECG has been 
recorded systematically. This non-invasive registration method has become a 
major clinical tool in assessing the (dis)functioning of the heart. However, in 
clinical practice it is difficult to relate the ECG signals directly to the actual 
electric activation and recovery processes in the heart. Non-invasive imaging 
techniques can assist in solving this visualization problem by mapping and 
displaying the local activation and recovery times on the surface of the heart.  
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The biophysical modeling approach used in this thesis relates the activation and 
recovery of the heart directly to the electrical processes within the myocardial 
cells. A proper understanding of the underlying processes within the myocardial 
cells and the electrical functioning of the whole heart is essential for linking the 
observations on the body surface to the actual activation and recovery of the 
heart.  
At rest, ion pumps in the membrane of the cardiac cell maintain a potential 
difference over the membrane: the cell is polarized. Electrical stimulation of a cell 
will influence the ion kinetics at the membrane, which causes the cell to 
depolarize. This depolarization initiates the release of calcium, which in turn 
elicits the contraction. In order to enable a subsequent contraction the calcium 
must be removed and the cells brought back to the resting polarized state.  
Myocardial cells are electrically coupled by means of gap junctions [75]. This 
intercellular coupling produces a domino effect, i.e. once a sufficiently large 
number of cells are depolarized, these cells are able to depolarize their direct 
neighbors. This process continues until the whole heart is depolarized.  
 
Figure 1 Reconstruction of the heart of a healthy 22 year old male. The activation starts in 
the sinus node region, is delayed in the AV node (not shown). After a fast propagation of 
the activation along special fibers, all myocytes of the ventricle are activated. The color 
scale indicates the elapsed time in ms.  
sinus node 
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The heart has four chambers; two atria and two ventricles (see Figure 1). The atria 
have a thin wall and a limited pump function; the ventricles perform the 
mechanical action involved in pumping the blood to the lungs, other organs, and 
body tissues.  
The activation of the heart starts in the sinus node region, an atrial area close to 
the vena cava superior [1] (Figure 1). The sinus node consists of so-called 
pacemaker cells, which depolarize slowly and autonomously until the 
depolarization threshold is reached, resulting in the fast depolarization of the 
cells (Figure 2a). The nervous system controls the heart rate by influencing this 
slow autonomous depolarization process. These pacemaker cells activate the atria 
by means of the intercellular coupling. This coupling is more effective at the far 
ends of the elongated atrial myocardial cells than on the remaining part of the cell 
surface [77,107]. These differences in electrical coupling and cell morphology 
result in an activation wave that propagates faster in the longitudinal direction 
than in the transverse direction [77,99,120], i.e. the propagation velocity through 
myocardial tissue is anisotropic [121].  
On a functional level, locally a higher propagation velocity might be expected in 
areas between right atrium (sinus node) and left atrium to obtain a more 
synchronous atrial contraction. On the other hand, in a large part of the atria 
pectinate muscles arise, running criss-cross along the wall [54]. On a larger scale, 
therefore, the atrial activation might be well approximated by a wave spreading 
with uniform velocity, similar to Huygens wave propagation [48]. Because of the 
limited atrial wall thickness, on average less than 2 mm [150], the activation wave 
precedes approximately parallel to the wall surface, i.e. the endocardium and 
epicardium are locally activated almost simultaneously [114].  
The atrial activation wave finally reaches the atrio-ventricular junction, also 
called the bundle of His, an area where the atrial myocardium inserts into, but is 
electrically separated from, the ventricular myocardium [2,125]. The electrical 
impulse is slowly transmitted by the AV node which moves over into two His 
bundles through which the impulse is rapidly conducted into the Purkinje system 
(Figure 1). The Purkinje system in humans forms a dense network on the lower 
part of the left and right endocardial wall [20,90], connected to the myocardium 
at the endings of the Purkinje fibres. This network facilitates the rapid spread of 
activation, synchronizing the ventricular contraction by means of the activation of 
ventricular myocardium from multiple sites [24].   
Once the ventricular myocardium becomes activated, anisotropic activation 
propagation plays a major role [75]. As in atrial cells, the electrical coupling of the 
ventricular cells is most prominent on the far ends. Moreover, ventricular 
myocardial cells are ordered in bundles running obliquely from apex to base 
[41,123]. This bundle structure causes the activation wave to fan out in an elliptic 
way over the heart surface [148]. Because of this, transmural propagation, from 
the inner part of the wall, endocardium, to the nearby outer part, epicardium, 
(wall thickness up to 15 mm) is slower than along the ventricular surface [24].  
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The activation (depolarization) is followed by the repolarization of the 
myocardial cells, in which different stages can be distinguished (Figure 2b) [74]. 
In the resting state the transmembrane potential of myocardial cells is maintained 
at approximately -85 mV. When a cell depolarizes (phase 0) the transmembrane 
potential rises to approximately +15 mV, immediately followed by an early 
repolarization (phase 1), a slowly decreasing plateau (phase 2), and finally the 
recovery (phase 3), during which myocardial cells are brought back to their 
resting polarized state (phase 4). In Figure 2b two examples of transmembrane 
potential waveforms are shown. The major differences in morphology are found 
in early repolarization phase (1), resulting in difference in plateau phase 
amplitude. During the plateau phase the amplitude decreases slowly until the 
repolarization phase (3) sets in. The difference between the timing of local 
activation and recovery (repolarization) is the local action potential duration 
(APD). 
 
Figure 2 Transmembrane potentials (TMP) of pacemaker cells in the sinus node (panel a), 
or ventricular cells (panel b). The pacemaker cells slowly but continuously depolarize 
until a threshold is reached (black dotted line), initiating the process of fast depolarization. 
This depolarization is immediately followed by the repolarization, after which the whole 
cascade starts again. In panel b two different ventricular TMPs are shown1. These TMPs 
are divided in 5 phases: 0) depolarization, 1) early repolarization, 2) plateau phase, 3) 
repolarization, and 4) rest state. The red waveform is commonly found in the endocardial 
cells whereas the blue line is found in epicardial cells. The main differences are found in 
the early repolarization phase. 
Numerous studies have been performed to determine the spatial distribution of 
the action potential duration. Most of these studies used epicardial potentials to 
estimate the local APD or the closely related activation recovery time [8,16 ,86]. 
According to Franz et al. [31] a negative correlation exists between local 
                                               
1 I would like to thank Arie Verkerk (Department of Physiology, AMC, Amsterdam) for providing the TMP waveforms. 
b a 
  
activation time and APD, such that sites that depolarize early have a relatively 
long APD, as the depolarized state of the neighboring areas keeps the potential 
within the cell relatively high, thus delaying repolarization. The opposite effect is 
found in sites that undergo late activation.  
 
Figure 3 An ECG signal with the P wave, (atrial activation), QRS complex (activation of 
the ventricles) , and the T wave (recovery of the ventricles). 
For a single heartbeat the electrical activity of the atria and ventricles can be 
distinguished in the ECG. The first clear sign in the ECG of electric activity 
during any heart beat is the P wave (see Figure 3), resulting from the activation of 
the atria. This is followed by the QRS complex, signaling the ventricular 
activation. The recovery of the ventricles is visible in the ECG as the T wave. 
Atrial repolarization cannot be observed clearly in this display since the 
magnitude of the associated current is much smaller than that generating the P 
wave and part of its timing coincides with that of the much larger QRS complex 
[69]. 
The morphology of the ECG is determined by the activation and recovery 
sequence of the heart. The activation sequence of the human heart has been 
studied extensively for decennia; invasively [19,24,53,158] as well as non-
invasively [29,37,61,65]. The research described in this thesis uses a modeling 
approach to relate cardiac electrical activity to the ECGs and vice versa. For the 
situation in which the electrical activity of the heart is defined, the potentials on 
the body surface can be simulated. This procedure is known as the forward 
problem in electrocardiography [44]. To obtain a solution to the inverse problem the 
electrical activity of the heart needs to be related to measured ECG signals on the 
body surface [45]. Obviously, the non-invasive method of cardiac activation and 
recovery times is of physiological and clinical relevance. Any solution method to 
such inverse problem requires a solution to the associated forward problem. 
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In order to solve the forward problem, one needs to compute the potential 
differences at the body surface that result from the electric currents generated by 
the heart. For this purpose a realistic description of the volume conductor is 
needed, incorporating the shape and conductivities of the relevant tissues. The 
standard procedure to obtain such a volume conductor model is to detect the 
contours of the relevant tissues in a set of MR images of the subject involved and 
reconstruct triangulated computer models of these tissues [3,17,67,143]. Based on 
earlier research regarding the simulation of the QRS complex [67,139], we have 
chosen to include in our volume conductor model the blood filled cavities within 
the heart, the lungs, and the rest of the torso with conductivity values 0.6 S/m, 
0.04 S/m and 0.2 S/m respectively. We have used the boundary element method 
to compute the transfer function based on the specified volume conductor model 
for relating the source activity to the potentials at the body surface. Due to the 
large number of cardiac cells in the human heart (approximately 1010) no 
computer model is able to simulate the activity of all these cells nor can the full 
complexity of all interactions between ionic currents be incorporated. Any non-
invasive imaging method therefore needs to postulate a source model, 
representing the electrical activity of the heart. The earliest of these is the electric 
current dipole, a key element in vectorcardiography [7,30], and the multipole 
expansion [33]. Neither of these two source models offer a direct view on the 
timing of myocardial activation and recovery, or other electro-physiologically 
related features.  
From the 1970s onwards, the potential of two other types of source descriptions 
have been explored. This development followed from an increased insight into 
cardiac electrophysiology. The results of both methods use source descriptions at 
the surface of the heart. Solving the implied inverse problem may accordingly be 
viewed as a type of functional imaging, which has led to their characterization as, 
e.g., “Non-invasive Electrocardiographic Imaging (ECGI)” [97] or “Myocardial 
Activation Imaging” [64].  
There is a serious complication involved in the use of both models: the associated 
inverse problem is ill-posed, i.e. small deviations in the measured ECG data may 
result in completely different outcomes of activation and recovery times [45]. A 
solution to the inverse problem can therefore only be obtained through 
regularization of the source parameters such that these parameters express 
desired properties. A brief characterization of both methods is as follows. 
The first distributed surface source model is that of the potential distribution on a 
surface closely surrounding the heart, somewhat like the pericardium, referred to 
here as the pericardial potential source (PPS) model. The model is based on the 
fact that, barring all modelling and instrumentation errors, a unique relation 
exists between the potentials on either of two nested surfaces, one being the body 
surface, the other the pericardium, provided that there are no active electric 
sources in the region in-between. It was first proposed at Duke [84]; its potential 
has subsequently been developed by several other groups, e.g., [12,13,47,104,105]. 
  
The second model, used in our research, is based on the macroscopic equivalent 
double layer (EDL) model [133], applicable to the entire electrical activity of the 
atria and ventricles, at any time instant [140]. This source model stems from the 
classic model of the double layer as an equivalent source of the currents 
generated at the cellular membrane during depolarization, described by Wilson et 
al. [155]. Initially, this current dipole layer model was used to describe the activity 
at the front of a depolarization wave propagating through the myocardium 
[25,111]. Later, Salu [108] expressed the equivalence between the double layer at 
the wave front and a uniform double layer at the depolarized part of the surface 
bounding the myocardium, based on solid angle theory [136] (see Figure 4).  
More recently, Geselowitz [34,35] has shown, using a bidomain model, that the 
actual current source distribution within the heart is equivalent to a double layer 
at the surface of the myocardium with a strength proportional to the local 
transmembrane potential (TMP) [141]. The waveform of the transmembrane 
potential at each location on the myocardial surface is described by two 
parameters: the local activation and recovery time. Consequently, the source 
parameters consist of the activation and recovery times. The relation between the 
source parameters and the source strength is a non-linear relation.  
 
Figure 4 Three equivalent double layers with the same solid angle, and consequently the same 
external potentials, e.g. on the body surface. Panel a) actual double layer at some moment 
during isotropic ventricular activation. Panel b) Equivalent double layer with the same solid 
angle but now with  an anisotropic propagating activation wave. Panel c) Equivalent double 
layer at the ventricular surface. 
In a previous study by Huiskamp et al. [66] the initial activation times were 
estimated from the time integral of the measured QRS complex. Another initial 
estimate, introduced by Huiskamp and Greensite, is based on the critical point 
theorem [29,42,64]. Both initialization methods, however, lack a direct link to the 
electrophysiology of the heart.  
An initial estimate for the atrial or ventricular activation can be obtained based on 
the propagation of the electrical activation inside the myocardium. In our 
application, for multiple activation sequences produced based on a propagation 
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model the corresponding ECGs are computed. The activation sequence whose 
computed ECG matches the actual ECG the best is used as the initial estimate.  
As mentioned before, the activation of myocardial tissue in the healthy human 
heart is initiated by the sinus node in the atria and by the His-Purkinje system in 
the ventricles. In pathological cases, as are encountered in a clinical setting, the 
initiation may occur anywhere within the atria or ventricles. These 
electrophysiological and clinical facts require the activation modeling to be able 
to combine activation sequences originating from multiple locations (foci), e.g. as 
is the case for the His-Purkinje initiated activation. Furthermore, the method to 
determine an initial estimate has to be able to determine the location of a focus 
anywhere in the atria or ventricles.  
Several sophisticated models are available to simulate cardiac activation 
[11,51,70,94,106]. However, most of these models require many hours to compute 
a single activation sequence. These models cannot be used in the inverse 
procedure, because of the vast number of activation sequences that needs to be 
tested. An approach that is able to simulate an activation sequence within a 
second is a cellular automaton model [118,153]. These cellular automaton models 
involve that a volume description of the myocardium is required instead of the 
surface description used in our approach. The latter used the fastest-route 
algorithm, based on the shortest path algorithm [115,116], while using a surface 
description of the heart only. 
The shortest path algorithm, was designed by Dijkstra to compute the path with 
minimal length between any two nodes in a graph [21]. A well-known 
application is the route planning algorithm in any car navigation system, with the 
roads representing the graph. The applications and implementation issues of the 
fastest-route algorithm in modeling cardiac activation for the application of 
finding an initial estimate in the inverse procedure are the main topics of interest 
of this thesis. 
The simulation of ECG signals generated by atrial activity (P wave), and 
consequently the non-invasive estimation of atrial activation, requires a realistic 
volume conductor model. In a preliminary study, chapter 2, the influence of 
certain inhomogeneities within the thorax (lungs and the intra-cardiac blood 
volume) in the forward simulation of the body surface potentials generated by 
atrial electric activity, the P wave, is studied [130].  
In good approximation, atrial activation can, be compared to a Huygens wave, 
spreading with uniform velocity in all directions. The first application of the 
shortest path algorithm (SPA), assuming uniform velocity, was therefore applied 
to generate atrial activation sequences [129] (chapter 3). To keep the setup as 
simple as possible atrial wall thickness was discarded, revealing the concept of 
prominent routes. Such routes show the intensity in which of the atrial nodes are 
utilized in the various atrial paths generated by the shortest path algorithm. 
  
Within the ventricles anisotropic propagation is known to play a prominent role. 
Consequently it has to be incorporated in the application of SPA to generate 
ventricular activation sequences. In chapter 4 the fastest route algorithm (FRA), 
which is based on the SPA, is introduced. In the FRA, inhomogeneous 
propagation velocities within the ventricles can be incorporated. The FRA is used 
to simulate the effect a local reduction of the propagation velocity on the overall 
activation sequence and the simulated ECG.  
In the following two chapters, the SPA is applied in the inverse procedure. In 
chapter 5 the SPA is used to generate an initial estimate of the atrial and 
ventricular activation in a healthy young male. Only a single focus is identified in 
this procedure. This approach is appropriate for the atria, where, for normal 
activation, the process is initiated in the sinus node region only.  
The ventricles, however, are activated from multiple foci. The handling of this is 
presented in chapter 6. In this chapter the initial estimate of the activation 
sequence was computed by using the FRA, to take into account the anisotropic 
nature of propagation. This initial activation sequence is subsequently used to 
compute an initial estimate of the recovery sequence. For both the activation and 
recovery estimates, the stability and applicability to the clinical setting are 
discussed. 
A discussion summarizing all the results obtained and the conclusions reached 
finalizes this thesis. 
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Volume conductor effects involved in the 
genesis of the P wave  
 
 
 
 
 
 
 
 
Aim: To assess the effect of inhomogeneities in the conductivity of different tissues, like 
the blood and the lung tissue, on the body surface potentials generated by atrial electric 
activity.  
Methods: A 64 lead ECG from a healthy subject was recorded. The subject’s geometries of 
torso, lungs, heart, and blood cavities were derived by magnetic resonance imaging. These 
geometries were used to construct a numerical volume conductor model. The boundary 
element method was applied to simulate the potentials on the surface of the thorax 
generated by the atria. The equivalent double layer served as the source description 
during depolarization. Recorded body surface potentials were used as a check on the 
simulations. Subsequently, the conductivities in the model were varied to determine their 
influence on P wave morphology and amplitude. 
Results: The model with realistic conductivity values for blood and lungs produced 
potentials that closely matched the measured ones (correlation 98 %). The subsequent 
variation of conductivity of blood and lungs revealed a major influence on P wave 
morphology and amplitude: a mean reduction in amplitude by 42%, with pronounced 
inter-lead differences.  
Conclusion: The inhomogeneities of lungs and atrial blood cavities need to be incorporated 
in volume conductor models linking atrial electric activity to body surface potentials. 
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2.1 Introduction 
The current clinical interest in the electric activity of the atria, in particular related 
to atrial fibrillation and atrial flutter, raises the question of how much of the 
involved complexity is retained in the electrocardiographic signals (ECG) 
observed on the thorax. Studies on the generators representing the ventricular 
electric activity and its expression on the thorax have demonstrated the need for 
the inclusion of volume conductor effects while interpreting the ECG [43]. Far 
less attention has so far been given to these effects on the atrial signals. This 
paper focuses on the volume conduction effects involved in the genesis of atrial 
signals as observed on the thorax.  
Volume conductor effects govern the fanning out of the electric currents 
throughout the thorax that generate the electric potential differences, observed 
clinically as the surface ECG. As a consequence, observed potentials resulting 
from the actual currents generated by the myocytes are blurred images of these 
currents. De-blurring the potentials can reveal the electrical activity of the heart 
itself, which enables the detection of pathologies [98]. 
The methods for de-blurring the potentials on the thorax, resulting in images of 
the electric activity of the heart itself, require an accurate description of the 
involved volume conductor effects. These entail the position and orientation of 
the heart, the geometry of the thorax, the location of the electrodes on the thorax, 
and the parts of the thorax where the electric conductivity differ substantially 
from that of the surrounding tissue.  
This study is based on recorded body surface potentials and geometries derived 
from magnetic resonance imaging (MRI). From these data, a boundary element 
model of the thorax was constructed, which was used in the simulation of body 
surface potentials originating from the equivalent double layer source model of 
atrial electric activity. The objectives of this work are to explore how the major 
inhomogeneities in the body affect the P wave morphology and amplitude.  
2.2 Methods 
2.2.1 Data acquisition 
2.2.1.1 ECGs 
Body surface potentials (BSPs) were recorded of a healthy 22-year-old human 
male by using the Nijmegen 64-lead system [52]. This system has the standard-12 
ECG leads as a subset. The potentials were recorded with an AC coupled 
amplifier (high-pass filter at 0.05 Hz) and sampled at 1000 sps. The BSPs were 
recorded during breath hold, to mimic the conditions during the subsequent MRI 
recording session. MR-markers, 1.5 cm long, were fixed to the thorax at the 
electrode positions. The BSPs were recorded beforehand, to avoid a possible 
effect of the magnetic field inside the MRI equipment on the electric potentials. 
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These potentials served as a set of reference potentials to compare to the 
simulated data for this study. 
2.2.1.2 Geometry 
MR-imaging was performed at the UMC Utrecht, on a Phillips Gyroscan Intera 
1.5 Tesla MRI machine. All images were recorded during breath-hold, halfway 
expiration. The body was scanned, with slice thickness of 6 mm and slice distance 
of 8 mm, from neck to navel.  
The heart was scanned in 31 slices, from its apex to the top of the aortic bow. Both 
the slice distance and slice thickness were 6 mm for the complete heart. For every 
slice, the complete heart cycle was sampled at 15 ms intervals, starting at the R-
top as observed in a lead near V2. The subject’s heart rate varied between 80 and 
85 bpm. In all, 50 images per heartbeat for each slice were recorded.  
2.2.2 Data processing 
2.2.2.1 Volume conductor model 
MRI images were used to extract the geometry of the heart, lungs and torso, as 
well as the atrial and ventricular blood cavities. These constitute the major 
required compartments of an electric volume conductor. 
All geometries were reconstructed by using custom-built software (MRIgeom). 
This software enables the user to draw contours on the MRI images, either 
manually or by a regional growing algorithm. The reconstruction of the geometry 
of torso and lungs is rather straightforward. First, all contours were drawn, 
allowing the software to triangulate the surfaces described by these contours. 
From this initial geometry a numerical torso was distilled, specified by 300 
vertices (Figure 1). The left and right lungs have 259 and 293 vertices, 
respectively.  
For the heart and cavities, 50 subsequent time frames were recorded, from which 
the corresponding geometry was documented. For the present study we used the 
heart geometry recorded at 165 ms before the peak of the R wave, i.e., at the start 
of the atrial excitation. The atrial geometry reconstructed at this moment in time 
had 664 vertices. The blood filled cavities of the ventricles are in direct contact 
with those of the atria, and have a volume that is of the same order of magnitude 
as those of the atria. Hence, they could be expected to have a direct influence on 
the volume conduction effects. Therefore both left and right atrial and ventricular 
cavities were also incorporated in the volume conductor model. Additionally 
major parts included were the venae cava and the aorta up to the aortic bow. The 
numbers of vertices for left and right cavities were 864 and 636, respectively. 
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Figure 1 Left panel: the complete heart; the atria are displaced over the long axis of the 
heart. Right panel bottom; the complete torso with lungs and heart. Right top panel: the 
right blood cavity (blue) and the left blood cavity (red).  
The MR-markers were clearly visible on the recorded MR-images, which allowed 
us to determine the exact position of each individual electrode on the body 
surface.  
2.2.2.2 Conductivity values  
As a reference for the current analysis, the fully inhomogeneous thorax model 
was used, incorporating both the deviated conductivities of lungs and blood 
cavities. The conductivity assigned to the individual compartments were: thorax 
and atrial muscle: 0.2 S/m, lungs: 0.04 S/m and blood cavities: 0.6 S/m. While 
testing the influence of the conductivities of lungs and cavities, these values were 
switched between the indicated ones and those of the thorax. 
The transfer between the current sources representing the myocardial cells and 
the resulting potentials were computed by means of the boundary element 
method. The potential generated at lead ℓ by source element n is denoted by 
element aℓ,n of the so-called transfer matrix A. Individual transfer matrices were 
computed for all of the different combinations of conductivity values studied. 
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2.2.2.3 Processing recorded P waves 
During the ECG recording, the subject’s heart rate varied between 80 and 85 bpm, 
i.e., the same as during the MRI measurements. One representative beat of these 
recordings was selected as our reference beat. First, a linear baseline correction 
was applied between a point at the onset of the P wave of the selected beat and 
the one of the subsequent beat. These points were identified from the RMS(t) 
curve, the curve describing the root-mean-square value of all recorded 64 leads as 
a function of time. The same curve was used to identify onset QRS. The duration 
of the PQ interval identified in this way was 165 ms. The potential reference used 
was the mean of all the 64 signals, the so-called zero-mean reference.  
The RMS(t) curve during the final 45 ms of this interval, the interval starting at 
what is usually considered to be the end of the P wave and onset QRS, clearly 
showed non-zero values (Figure 2). These reflect the repolarization of the atria, a 
process that in fact starts directly following the onset of the P wave [32]. Since this 
study was restricted to the depolarization of the atria, the first 125 ms interval of 
the PQ interval was selected for the subsequent analysis, to which a separate 
baseline correction was applied between t = 1 ms and t = 125 ms. In this way a 
crude elimination of the contribution of atrial repolarization currents to the 
observed potentials was effected. 
Figure 2 PQ intervals in 9 of the recorded standard leads for leads, V1-V6 and VL, VR, VF 
(un-augmented leads). Blue: baseline correction applied between onset P wave and that of 
the subsequent beat. Red: baseline correction applied between onset and end of the same P 
wave, aimed at reducing the influence of the repolarization of the atria. 
 Chapter 2 16 
2.2.3 Simulating P waves 
For the study of volume conductor effects on body surface potentials a 
specification of the electric current sources that generate these potentials is 
needed. 
2.2.3.1 Source description 
The model of the current generator used was the equivalent double layer, a 
source distributed over the surface bounding all atrial myocytes. The time course 
of the local source strength was taken to be proportional to the transmembrane 
potentials of the neighboring myocytes. This source model has a direct link with 
electrophysiology and has previously been shown to be very effective in the 
simulation of the potentials during depolarization and repolarization of the 
ventricles [66,133].  
When just studying depolarization in healthy myocardium, the time course of the 
local source strength may be modeled by a jump of a fixed magnitude of 40 mV at 
the moment of local depolarization, τn , for node (vertex) n of the surface 
bounding all atrial myocytes. The strength of any source element at node n at 
time instant t can be denoted as Sn(t)=S(t-τn). For discrete time steps the entire 
source may be denoted by a matrix S, the columns of which represent the 
instantaneous strengths of the source elements: 
 
S = Sn(t)  (1) 
2.2.3.2 Timing of the excitation wave 
The timing of local depolarization of the subject’s atrial surface was not available 
from invasive measurements. Instead, the timing was derived by solving the 
associated inverse problem. The basic principles of this procedure are the same as 
those developed for the ventricles [66,133]. The results of a clinical validation of 
the application of such methods to atrial activation was recently shown to be very 
promising indeed [88]. 
The inverse procedure may be characterized as a non-linear parameter estimation 
problem, the parameters being the timing of local activation at the nodes 
(vertices) specifying the atrial surface. Such procedures require an initial estimate 
of the solution, on which the quality of the final solution critically depends. 
In this study we used a new approach to determine the initial excitation 
sequence, inspired by the known electrophysiology of the atrium. In a previous 
study [129] the excitation wave initiated at the sinus node location and 
propagating at a constant speed was found to agree well with clinical data 
[19,113] as well as with detailed models of ion kinetics [49,149]. Based on an 
assumed uniform propagation velocity, activation patters were created for each 
of the individual nodes representing the atrial surface. When starting from node 
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m the timing at any node n was taken to be τn =dm,n/v, with v the (uniform) 
propagation velocity of the wave front and dm,n the distance between both nodes. 
This distance was taken to be that of the shortest route while traveling through 
the myocardium, found by means of the shortest path algorithm [6,129]. For all 
N=664 nodes constituting the atrial surface, this resulted in a set of N different 
maps of atrial activation. From this set, the initial estimate was selected as the one 
yielding the smallest difference between the resulting simulated BSPs and the 
measured ones. This activation estimation procedure is subject of this thesis and 
is described in further detail in the next chapters. The conductivity values used 
within the volume conductor model are the same as listed in Table 1. 
2.2.4 Forward computation 
From the source descriptions S specified above and for each of the transfer 
matrices A related to individual conductivity values, matrices of the body surface 
potentials Φ of the P waves at the leads considered at time instants at 1 ms 
interval were computed from the matrix multiplication: 
 
Φ = A S.  (2) 
2.3 Results 
2.3.1 Geometry 
The geometries of the major compartments involved are shown in Figure 1. The 
atrial wall volume was 45 ml, left and right atrial blood cavity were 40 ml and 83 
ml respectively. The larger size of the right atrial blood cavity relates to the fact 
that the vena cava inferior is partially included in the atrial geometry. The mean 
atrial wall thickness is 3.6 ± 1.7 mm with a median wall thickness is 3.2 mm.  
2.3.2 Timing of the excitation wave 
The new procedure for finding the initial estimate identified a node in the area 
near the vena cava superior, at the end of the terminal crest, as the optimal focus 
for the uniformly propagating wave (0.9 m/s). This area is consistent with the 
known location of the sinus node [19,113]. The subsequent application of this 
initial estimate to the inverse procedure resulted in the atrial activation pattern 
shown in Figure 3. While showing only minor changes in the pattern compared 
to the initial estimate, this sequence resulted in a close correlation between 
simulated and measured BSPs. For this solution, the duration of the complete 
excitation was 114 ms. During the first 35 ms only a minor part of the surface was 
activated. Subsequently the left and right atria were activated more or less 
synchronously. This solution was judged to have sufficient realism to serve for 
the objective of the present study. 
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Figure 3 The timing (in ms) of the atrial excitation wave computed by the inverse method, 
based on an initial estimate initiated at a node posterior to the vena cava superior. Frontal 
view with the atria in their natural position. 
 
2.3.3 Simulated potentials 
The model incorporating the inhomogeneities of lungs and cavities was judged to 
reflect most faithfully the complexity of the volume conduction inside the thorax. 
This was based on the results of similar studies of the signals arising from the 
ventricles [139].  
The relative mean square difference, rd, between the simulated and measured 
signals, computed over all of the 125 time instances and all of the 64 leads signals 
involved, was 0.196. This corresponds to a correlation coefficient of greater than 
98%. For the pre-cordial standard leads, V1-V6, the correspondence between 
measured and simulated data was close. For the extremity leads VR and VL the 
correspondence was less good, as is illustrated in Figure 4. This set of simulated 
potentials was taken as the reference while studying the effect of the different 
conductivity values of the compartments.  
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Figure 4 Simulated (red) and measured (blue) ECG for leads V1-V6 and VL, VR, VF (un-
augmented leads) 
 
2.3.3.1 Influence of the inhomogeneities 
The volume conductor model consisted of 5 compartments: the thorax, left and 
right lung, and left and right blood cavity. The different combinations of their 
conductivity values as listed in Table 1 were used to assess the relevance of 
inhomogeneities. The conductivity of the thorax was kept at 0.2 S/m. As stated, 
the fully inhomogeneous version served as the reference. The effect of the 
different conductivity values on some of the individual lead signals is illustrated 
in Figure 5. Comparison between the homogeneous model and the reference 
model always showed an amplitude reduction of the individual lead signal 
amplitudes by a substantial factor: mean value 0.42, range: 0.25 to 0.98.  
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Table 1 The influence of the indicated conductivity values of the model compartments, 
documented by the resulting relative differences (rd) of all 64 leads between the simulated 
signals and the reference (fully inhomogeneous model). 
Conductivity values (S/m) 
rd 
Lungs Thorax Cavities 
0.04 0.2 0.6 0 
0.2 0.2 0.6 0.39 
0.04 0.2 0.2 2.22 
0.2 0.2 0.2 1.89 
 
 
Figure 5 The influence of discarding different inhomogeneities on some of the lead 
potentials. Red: results based on the fully inhomogeneous (reference) model (see also the 
red lines in Figure 4). Green: discarding lungs, Black: discarding cavities, Magenta: 
discarding lungs and cavities (homogeneous thorax). 
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2.4 Discussion 
The study focused on the possible effects of the inhomogeneities of lungs and 
blood inside the atrial cavities on P wave morphology and amplitude. It was 
inspired by the dominance and significance of such effects on BSPs arising during 
ventricular activity, as documented in several reports, e.g., [78,98,139]. 
Table 1 shows that the higher conductivity of the blood cavities has a major 
influence P wave morphology (Figure 5), both far field (VL , VR and VF) and near 
field (V2). This effect is commonly referred to as the Brody effect. The amplitude 
always reduces (mean reduction about 42%), in agreement with the fact that the 
wave front is mainly tangential. However, note that these factors are non-uniform 
over the individual 64 leads. Moreover, clear waveform changes are observed, 
seemingly indicating that the reduction varies with time. However, as explained 
for the ventricles [144], this relates to the fact that the total expression of the effect 
also depends on the instantaneous position of the wave fronts. The magnitude of 
the influence of the higher conductivity of blood in the atrial cavities is much 
greater than that reported for the ventricles using a similar type of analysis [139]. 
This may be attributed to the smaller thickness of the atrial wall. The effect of the 
lung found in that study was of the same order of as found for the P waves in the 
present study. Although this effect is smaller than that of the cavities it cannot be 
ignored, in particular if the forward modeling is used in solving the associated 
inverse problem [61]. 
2.5 Study limitations 
Other types of inhomogeneities, e.g. those related to subcutaneous fat, and the 
anisotropy of the conductivity of muscle fibers were not considered in this study. 
However, previous studies have shown that their effects on BSPs are smaller than 
the effect of the deviating lung conductivity [78]. In our simulation we used a 
rigid geometry based on the MRI images recorded 165 ms before the R-top, thus 
the motion of the atria is discarded. Although the total volume of the heart 
during the cardiac cycle stays relative constant [9], the motion of the atrial wall is 
considerable. The volume changes between start of the P wave and R-top are 
about 25 to 35%. Due to the fact that the right atrium and especially the right 
atrial appendage are located near the body surface, any change in their shape 
may affect in the potentials on the body surface. The effect of this movement on 
BSPs is a topic of our current research. 
2.6 Conclusion 
This study shows that the inclusion of the inhomogeneities of lungs and cavities 
may lead to a very high correspondence (correlation higher than 98%) between 
measured and simulated atrial ECGs. The inclusion of these inhomogeneities in 
models linking atrial electric activity to the body surface potentials is essential. 
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From the inhomogeneities tested, lungs and blood cavities, the blood cavities 
play a major role in the determination of P wave morphology and amplitude. 
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Atrial excitation assuming uniform 
propagation 
 
 
 
 
 
 
 
 
Introduction: We investigated the spread of the excitation wave over the atria following 
the initiation in a given focus in an atrial model containing its overall geometry only, i.e., 
without including atrial bundles. 
Methods and results: The propagation velocity of the excitation wave was taken to be 
uniform and the wall thickness was discarded. The timing of the excitation of any point 
on the atrium thus becomes directly proportional to its shortest distance over the atrial 
wall to the focus. In spite of these gross simplifications the general nature of the excitation 
sequence found corresponded closely to clinical data reported in the literature. This 
suggests that the complex overall geometry of the atria dominates the timing of the 
excitation. A highly intriguing observation from this study was that when looking at the 
pathways from the sinus node to all other points on the atrium, prominent routes became 
visible in spite of the fact that no such pathways formed part of the model of the atrial 
geometry used. The locations of these prominent routes coincide with those of various 
distinct bundles in the atria. Possible inferences of these observations are discussed. 
Conclusions: From the comparison with data from other studies it is concluded that 
during stable heart rhythms the propagation of the atrial excitation wave is well 
approximated by an assumption of uniform velocity, in spite of the fact that no atrial 
bundles were included in the model. The overall geometry seems to be the dominant factor 
in the spread of excitation. 
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3.1 Introduction 
Under normal physiological conditions, the excitation of the heart is initiated in 
the sinus node located near the vena cava superior in the right atrium. From there 
on the excitation wave travels through the entire atrial myocardium. It enters the 
AV node from different directions, is delayed and passes on to the ventricles 
through the His-bundle. This study focuses on the spread of the activity over the 
atria, the activity wave gives rise to the P-wave. The study arose from the desire 
to interactively study the general nature of electrocardiograms on the body 
surface and of the electrograms as picked up by pacemaker leads positioned 
arbitrarily in the atrial cavities. In order to generate these electrograms, a focus 
was interactively selected on the atrial wall, from which a propagating excitation 
wave through the atrial tissue emerges with a uniform velocity.  
Figure 1 The geometry of the atrial wall of a normal human male, a frontal view with the 
heart in its natural orientation. The electrically active part of the atrial geometry contains 
7264 triangles and 3744 vertices 
Biophysical (computer) models for simulating the atrial activation sequence have 
been reported in the literature, e.g. Harrild et al. [49] and Virag et al. [149]. These 
models have incorporated as much as is feasible of the overall geometry (see 
Figure 1) as well as the structure of the atrial myocardium and of the underlying 
cellular processes. However, simulations based on such complex models take 
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hours rather than seconds, even with the fast computer systems available these 
days. This makes interactive usage of these models impossible. For simplified 
versions of such models, e.g., involving simplified membrane kinetics and or 
fewer units, the computation time is smaller. 
This paper presents the results of the most extremely simplified approach, which 
does allow interactive simulation of the propagating excitation wave. It is based 
on the assumption that the propagation velocity is uniform over the atria. The 
timing of the excitation of any point on the atria thus becomes directly 
proportional to its shortest distance over the atrial wall to the focus. A shortest 
path algorithm was used to calculate the distances over the atrial wall. In 
addition to the shortest distance between two locations on the atrial wall, the 
shortest path algorithm also stores the route used to travel between these two 
locations. The subsequent analysis of these routes and distances has led to the 
identification of prominent routes and prominent node maps. Implications of 
these prominent routes and prominent node maps are discussed.  
3.2 Methods 
3.2.1 Geometry 
The atrial geometry of a healthy normal human male, end diastole, just before 
contraction, was recorded by means of Magnetic Resonance Imaging (MRI). The 
thickness of the atrial walls was disregarded. A dense grid of triangles (7264 
triangles and 3744 vertices), shown in Figure 1, covers the electrically active part 
of the atrial surface in the 3D space. The coordinates of all 3744 vertices were 
discretized and were used in the subsequent computations. The positions of these 
vertices were selected such that the variation in triangle size was small. The 
internode distances measured along the edges were 2.62 ± 0.85 mm (mean ± 
standard deviation). In fact the computer used this triangulated representation of 
the atrial surface to draw the atria as shown in Figure 1. It can be seen that the 
full complexity of the overall geometry is accounted for. 
3.2.2 Timing 
The vertices, referred to as nodes, of all triangles served as locations where the 
timing of local excitation was computed. One of these nodes was identified as a 
focus, located at the position of the sinus node, for studying normal activation. 
The propagation of excitation was modeled by assuming a uniform speed of 
propagation along the edges of the triangles, at a velocity v equal to 1 m/s.  
The time tij needed for the excitation wave to travel from a focus (node i) to any 
other node (j) was derived from the shortest distance dij between these two nodes 
while traveling along the edges of the triangles. For the assumed uniform velocity 
we simply have 
v
d
t
ij
ij =  
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3.2.3 Distance 
A matrix D containing the shortest distances dij between all nodes (i,j) was 
computed by means of the shortest path algorithm, an algorithm that is well 
known from the literature[6]. Inputs for the algorithm are the distances between 
adjacent nodes, stored in an adjacency matrix.  
For any specified focus, the algorithm starts searching for its nearest neighbor by 
using the adjacency matrix. Initially, all nodes are declared free, except for the 
focus, which is declared fixed. When the nearest neighbor has been located, this 
node is declared fixed and its (fixed) distance to the focus is stored. In the next 
step the algorithm determines the free direct neighbor of any fixed node for 
which the addition of its distance to the fixed node distance results in the shortest 
total distance to the focus. This process is iterated until no free nodes are left. 
3.2.4 Prominent routes 
The shortest path algorithm calculates the shortest distance between a focus and 
any node. In this approach the excitation wave also travels via the shortest route 
from the focus to any node. When tracking down all possible routes from the 
focus we are able to determine the node usage per node. The focus itself is used 
in all paths since this node is the origin of every of shortest path. The neighboring 
nodes, as the next link in the chain, are used in fewer paths. Generally speaking, 
the further away any node is from the focus the less frequent is it included in one 
of the paths starting at the focus. This leads to the identification of prominent 
routes by simply counting the number of times the node is involved in one of the 
paths starting at the focus and plotting the result on the atrial surface. 
3.2.5 Prominent nodes 
The location of the prominent routes depends on the position of the selected 
focus. The algorithm used to calculate the prominent nodes is based on afore 
mentioned prominent routes definition. This method computes all paths for all 
possible foci and adds up the number of times a particular node is used in a path. 
A node is used in all calculated paths when this node has been the focus in all 
3744 prominent route calculations, e.g. the node usage of this node is 3744 square. 
The node usage percentage is therefore defined as the total node usage divided 
by 3744 square. In this manner the prominence of a node as a focus is identified. 
Again these results can be studied by plotting the prominence of the nodes on the 
surface representing the atria. 
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3.3 Results 
3.3.1 Distance 
The shortest path algorithm was used to compute the distance matrix D. By 
expressing the numerical value of the distances in mm and using v = 1 m/s the 
numerical value of dij represents the timing at any node in ms. Following the 
discretization of the atria the computation of this matrix, involving all 3744 
nodes, took 2½ h. Following this computation, the distance between any two 
nodes can simply be read from this matrix, a procedure that takes less than 1 ms.  
 
Figure 2 The excitation wave initiated in the sinus node traveling over the surface of the 
atria at uniform velocity. The lines are drawn every 5 ms, starting in the sinus node. The 
area activated last is below the left inferior pulmonary vein (121 ms). The atria are shown 
in three different orientations to allow a good view on the simulated excitation wave. 
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3.3.2 Timing 
 
Figure 3 The excitation wave initiated in a node posterior to the coronary sinus ostium 
traveling over the surface of the atria at uniform velocity. The lines are drawn every 5 ms. 
The areas activated last are the left and right auricle (110 ms). The left auricle is reached a 
little earlier.  
We studied several of the possible activation patterns, two of which are shown 
here. The focus used in the first simulation was located at the position of the 
sinus node. This location was selected since it facilitates an evaluation of the 
results: many clinical data are available for comparison as well as data arising 
from computer models. In the second case the focus was located posterior to the 
sinus coronary ostium. For this focus, clinical data are also available for 
comparison.  
The sinus node initiated activation map is shown in Figure 2. Within 35 ms the 
anterior part of the left atrium is reached, as can be seen in the bottom panel of 
Figure 2. After about 110-120 ms, approximately at the same time, the base of the 
right atrium and the area below the left inferior pulmonary vein are activated (see 
Figure 2; right and bottom panel). In other words the distance between these two 
areas and the sinus node is nearly the same. 
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In the second simulation the excitation wave is initiated posterior to the coronary 
sinus ostium (Figure 3; right panel). Right and left atria are now simultaneously 
activated. The right and left auricles are reached at approximately the same time 
(110 ms, see Figure 3; right and bottom panel).  
3.3.3 Prominent routes 
 
Figure 4 Atrial prominent routes starting at the sinus node identified by the shortest path 
algorithm. In the right atrium many small prominent routes are seen, in the left nearly 
none. An important prominent route is found between the right and left atrium at the 
position of the inter-atrial bundle. On the posterior wall a collection of prominent routes 
can be seen descending from the sinus node (right panel). 
From the activation or distance maps spread of the activation can be seen. 
However, this tells nothing about how often a node is included in the complete 
set of shortest paths. The involvement of nodes in the shortest paths originating 
from the sinus node, gives rise to prominent routes over the atrial geometry, as 
shown in Figure 4. The colors correspond to the percentage a node was included 
in all paths originating from the sinus node. The sinus node has been used in all 
3744 (100%) of the calculated paths. To create visible prominent routes with this 
color scale, the maximum percentage was clamped at 5%. To eliminate the 
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discretization effect all nodes that were used in fewer than 0.5% of the calculated 
paths, are set to 0%. The area around the vena cava superior is distinct (the blue 
area). This also includes the position of the inter-atrial connection. On the 
posterior right atrial wall a collection of routes between the vene cava is visible. 
The location of these routes corresponds to the position of the terminal crest [54]. 
Also noticeable on the right atrial wall are the many smaller routes. This in 
contrast to the left atrial wall, where smaller bundles are absent. The left atrium 
shows two major prominent routes only, one major route enters the left atrium 
posteriorly, and the other one at the position of the inter-atrial band.  
The focus posterior to the coronary sinus ostium is used also to draw the 
prominent routes (see Figure 5). The prominent routes are clearly different from 
the ones found originating from the sinus node. The left atrium shows several 
prominent routes whereas the right atrium only has a few. One of these right-
atrial routes is located at the base of the right atrium; via this route the anterior 
right atrial wall is reached. 
 
Figure 5 Atrial prominent routes starting posterior to the coronary sinus ostium 
identified by the shortest path algorithm.  
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3.3.4 Prominent nodes 
The locations of the prominent nodes are shown in Figure 6. The maximum node 
usage percentage was found to be nearly 5%. All nodes that were used in fewer 
than 1% of all possible paths are set to 0% to eliminate the discretization noise. 
The nodes identified by the algorithm as prominent nodes were found in the area 
of the inter-atrial band, the triangle of Koch (where the AV node is located) and 
the terminal crest (less clear visible).  
3.4 Evaluation of the timing 
The simulated activation patterns (Figure 2 and Figure 3) were compared to both 
measured and simulated data. The measured or simulated data of the excitation 
of the atria as described in the literature may differ between studies; this must be 
kept in mind when comparing these results to ours.  
 
Figure 6 Prominent nodes map as created by the shortest path algorithm. All nodes were 
used in the shortest path algorithm. The number of times a node was used in a shortest 
path is plotted as a percentage. 
Chapter 3 32
3.4.1 Comparison to clinical data 
In our simulations the excitation of the atria is completed after 120 ms for a sinus 
beat and 110 ms for a beat origination near the coronary sinus ostium. The last 
activated area in a sinus beat was found below the left inferior pulmonary vein. 
This area was also found by Durrer et al. [24], Macchi [81] and Schuessler et al. 
[113]. In the study performed by Schuessler it was also found that the right 
auricle was activated after about 40 ms.  
In a more recent study by Rodefeld et al. [100] the atrial activation was measured 
by epicardial mapping. The activation moments for sinus rhythm found in this 
study were approximately 20 ms for the inter-atrial band, about 35 ms for the 
right auricle and 115 ms for the area below the left inferior pulmonary vein. De 
Ponti el al. [19] also mapped the atria during sinus rhythm, but did so 
endocardially with the CARTO system. The mean time needed for the 
breakthrough of the excitation wave into the left atrium was 30 ms anterior and 
nearly the same, (32 ms) posteriorly. The right atrium was activated completely 
after about 100 ms, whereas the left atrium was activated completely after 105 ms.  
The spread of excitation has also been measured for a coronary sinus ostium 
pacing protocol, Tilg et al. [126] and Roithinger et al. [101]. The total excitation of 
the atria in these measurements took nearly 100 ms. The global pattern of 
activation spread is about the same compared to our simulation. The last 
activated area in the right atrium was measured in the right and left auricle. 
These results and the general pattern of the spread of the excitation wave 
described in these studies shows a close match with our simulation results. 
The values of the activation moments measured in the clinical studies mentioned 
above are in accordance with the spread of an activation wave with a uniform 
velocity as found in our simulation. 
3.4.2 Comparison with simulations 
We also compared our simulated spread of the excitation wave with the 
simulation results of Harrild and Henriquez [49]. This model incorporated 
several inhomogeneities, e.g. the inter-atrial band had twice the propagation 
speed of the bulk tissue. The complete excitation of the atria in this model takes 
108 ms. The excitation wave also ends below the left inferior pulmonary vein 
although a little more posteriorly compared to our simulations. The left atrium is 
reached between 30 and 40 ms, whereas the base of the right atria is reached after 
80 ms.  
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Figure 7 Activation map of a sinus node initiated activation wave as generated by Virag 
et al.[149] The last activated area is anterior to the left inferior pulmonary vein. The 
activation wave ends nearly at the same moment at the base of the right atrium and on left 
atrial wall. Reproduced with permission from Virag and Jacquemet [149] 
A second computer model (Virag et al. [149]) was also used to simulate a sinus 
node initiated excitation wave. This atrial model is an ionic-based membrane 
model that does not include anisotropy and whose geometry was based on a 
normal female atria derived from a segmented MRI data set. The conductivity in 
their model was tuned such that the total activation time was 120 ms, which 
corresponds to a conduction velocity of 0.8 m/s. The simulated activation wave 
as found in their work following the initiation at the sinus node is shown in 
Figure 7. This activation sequence is in general accordance with our simulation 
results. The last activated area is a little more anterior to the left inferior 
pulmonary vein.  
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3.5 Discussion 
In this study we investigated the influence of the complex atrial geometry on the 
spread of excitation over the atrial wall, assuming uniform propagation velocity. 
The spread of the excitation wave over the atrial wall has been recorded in many 
studies [19,24,80,81,82,91,100,101,113,126]. Based on activation mapping of the 
atria during normal sinus rhythm the excitation wave seems to follow 
preferential routes along which the propagation is faster. In the cardiac tissue 
preferential conduction is found on the structural level, e.g. microscopic level. In 
experiments with cardiac cell tissues, the propagation velocity is found to be 
faster in the longitudinal direction than in the transverse direction 
[28,73,99,121,122]. On a more macroscopic level one might argue that the 
alignment of cardiac fibers affects the conduction velocity at the functional level. 
A bundle that consists of many aligned cardiac fibers is likely to conduct the 
excitation wave faster longitudinally than transversely, just as, for instance, the 
inter-atrial band [22]. The increased velocity in the inter-atrial band is thought to 
be necessary to create a more synchronous contraction of the left and right 
atrium. In a recent electrophysiological study by Markides et al. [82], however, 
only half of the patients showed a left atrial breakthrough via the inter-atrial 
band. [82]. Moreover, based on microscopic morphologic inspection Platonov et 
al. [92] was also only able to determine the inter-atrial band in 50% of the 
investigated atria. These findings suggest a limited significance of the preferred 
inter-atrial bundle route for the propagation of the excitation wave within the 
atria. From our simulation results it can be concluded that the inter-atrial bundle 
is simply the shortest route between sinus node and left atrium and is activated 
always early in the longitudinal direction. This is also reflected by the fact that a 
prominent route is located at the inter-atrial band position (Figure 4).  
Finally we take a closer look at the complex atria. The complexity of the atria is 
twofold, first of all the atrial geometry is complex because the atria are folded 
around the aorta, on top of the ventricles and connected to eight blood vessels 
and two heart valves. Second to that, is the complexity of the morphology of the 
atrial wall. The right atrium is composed of many separate muscle bundles with a 
very thin muscular wall in-between, whereas the left atrium has a much more 
uniform wall thickness. The overall wall thickness of the atria varies between 1-8 
mm, with an average thickness of about 2 mm [49,150]. The complexity of the 
atrial wall morphology may also cause an inhomogeneous spread of excitation, 
which, however, was not found in the right atrial wall[48]. Additionally the 
dispersion over the thin atrial wall during sinus rhythm was found to be less than 
1 ms [114]. As a first order approximation we discarded the atrial wall thickness, 
and by doing so we disregarded the complex atrial wall morphology. Thus the 
atrial geometry was reduced to a surface in 3D space on which the timing of the 
activation was determined. Owing to these simplifications we were able to create 
an application that simulates ECG and IEGM signals from interactively selected 
foci. 
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The timing of a sinus node initiated activation wave matched well with clinical 
data and simulation results arising from computer models. Although the spread 
of the excitation wave is inhomogeneous at a structural level and eventually for 
certain areas of the atria on a functional level, the inhomogeneity of the activation 
wave may be marginal when the whole atria are considered. As a consequence 
the spread of the excitation wave with based on a uniform velocity is a fair 
enough approximation to serve as a basis for the interactive modeling of the 
simulation of intra atrial signals and body surface potentials (ECG).  
The most intriguing simulation result that arose from the application of the 
shortest path algorithm was the emergence of the prominent routes and 
prominent node maps. The idea behind these maps is straightforward; some 
nodes are used more often in the calculated paths than others nodes, from which 
prominent routes, as it were highways, automatically develop. The locations of 
the prominent routes are dependent on the position of the focus (see Figure 4 and 
Figure 5). If the sinus node is located at a position more posterior to the sinus 
node location chosen in Figure 4, the left atria are activated earliest via the 
posterior wall of the atria. Accordingly, prominent routes are found more 
frequently on the posterior wall of the atria. Especially the prominent routes 
originating from the sinus node location are intriguing, because several of these 
routes coincide with prominent morphological structures [54,55], like the 
terminal crest and the inter-atrial band. Prominent nodes are also found in the 
regions where the inter-atrial band and the terminal crest as well as in the 
triangle of Koch are found. Koch’s triangle is an important area because it 
contains the AV node with its prominent role in the delay of the conduction of 
the excitation to the ventricles. 
The implications of these prominent routes or prominent nodes remain as yet 
speculative. It may be so that the genesis of the atria is driven by the existence of 
prominent routes or nodes. On the other hand the origin of the prominent routes 
and prominent nodes simply may be a coincidence. However, due the fact that so 
many routes or nodes coincide with prominent morphological structures within 
the atria, the correspondence appears to be more than purely accidental.  
By assuming a uniform velocity, the shortest path algorithm computes the 
earliest time of activation possible at any node. This converts the shortest path 
algorithm to a shortest traveling time algorithm. If the propagation velocity is 
anisotropic, the propagation time between any two neighboring nodes may be 
found from the same algorithm by dividing the distances between the respective 
nodes by the component of the local velocity along the edge connecting them. 
This may be compared to taking a detour along a faster motorway (atrial 
bundles). Note, once again, that no atrial bundles, and by that no preferential 
pathways, were explicitly modeled in the atrial geometry  
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3.6 Conclusions 
The geometry seems to be the dominant factor in the spread of excitation during 
stable heart rhythms, just as a sinus rhythm. By assuming a uniform velocity, the 
timing of the activation of the atria agrees well with clinical data reported in the 
literature. Because of this, activation maps simulated in this manner can be used 
to simulate electrocardiograms on the body surface and electrograms as picked 
up by pacemaker leads positioned arbitrarily in the atrial cavities.  
  
4  
 
Application of the fastest route algorithm in 
the interactive simulation of the effect of local 
ischemia on the ECG  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A method is described to determine the effect on the ECG of a reduced propagation 
velocity within an ischemic zone. The method was designed to change the activation 
sequence throughout the ventricles interactively, i.e. with a response time in the order of a 
second. The timing of ventricular ischemic activation was computed by using the fastest 
route algorithm, based on locally reduced values of the propagation velocities derived from 
a standard, normal activation sequence. The effect of these local reductions of the 
velocities on the total activation sequence, as well as the changes in the electrocardiogram 
that these produce, are presented. 
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4.1 Introduction 
During periods of ischemia the electric activity of the myocytes in the ischemic 
zone is abnormal: the magnitude of the transmembrane potential (TMP) is 
smaller, the action potential duration (APD) is shorter, and the velocity of 
propagation decreases [10,76,93]. The expression of these effects on the 
electrocardiogram (ECG) depends on the location and extent of the ischemic 
region.  
For teaching as well as for research purposes [15,57,124], the interactive 
simulation of the effects of various types of disorders has proved to be very 
valuable. ECGSIM [143], a popular interactive simulation package, includes 
options for studying the effects of reduced TMP magnitude and/or APD during 
ischemia. However, it does not automatically adapt the entire activation sequence 
resulting from the reduced propagation velocity in an ischemic zone.  
In this paper a method is described for simulating the effect of a reduced velocity 
in an ischemic zone on the activation sequence throughout the entire 
myocardium. This effect is derived from, and documented with respect to, an 
assumed normal activation sequence of the ventricles.  
The design objective of simulating such effects interactively precludes the use of 
complete sets of diffusion-reaction equations as used in the currently available 
advanced, anisotropic bi-domain representing the full complexity of the 
myocardium. Such methods require hours (monodomain) or days (bidomain 
formulation [94]) for studying the effect of a change in any single parameter 
value such as location or extent of the ischemic region. Cellular automaton 
methods [23], although faster, are still too slow. 
The basis of the method proposed in this paper is the shortest path algorithm [6], 
SPA, a well-known algorithm used for, e.g., finding the shortest route between 
any two locations. This algorithm has previously been applied to generate 
activation sequences of the heart while assuming uniform propagation velocity 
[146]. In the current application of the algorithm, locally different propagation 
velocities are considered, and the timing of activation is found by computing the 
time traveled along the fastest route between any two locations. The algorithm 
used for computing the fastest route is similar to the one used in any route-finder; 
it is referred to as the fastest route algorithm (FRA). 
The FRA is used in a model of the ventricles of the human heart, in which the 
mean propagation velocities are defined along all pairs of nodes of a triangular 
mesh representing the heart surface. The velocities used are based on the 
intramural distance between node pairs and the delay between their timing 
during normal activation. Subsequently, the velocity values within ischemic 
regions were reduced, and the effect of this on the entire depolarization sequence 
throughout the ventricles was evaluated.  
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In the Methods section, the principles of the method and its optimization are 
introduced in its application to the ventricles. It includes the description of the 
FRA per se, and its performance based on two activation sequences. The first one 
was obtained from an diffusion-reaction model, the second one from a dedicated 
inverse procedure [146]. 
Next, in the Results section, examples are presented of the simulated effects, both 
on the overall ventricular activation sequence and the corresponding ECG 
changes. The value, application and obvious limitations of this approach are 
considered in the Discussion.  
4.1.1 Activation in ischemic zones 
The normal activation of the ventricles reflects the complex interplay between the 
His-Purkinje system and the myocardial tissue. In a healthy subject the activation 
is initiated by the His-Purkinje system [24]. Once the myocytes are activated the 
local propagation velocity depends on fiber direction and overall morphology of 
the myocardial wall [99].  
In the acute phase of ischemia (first 5 minutes) the propagation velocity within 
the myocardial tissue may drop by as much as 40% [76]. Purkinje fibers are less 
affected in this acute phase [27,72] due to the fact that Purkinje fibers are mainly 
located on the endocardium in humans [20,90]; however, the coupling between 
Purkinje fibers and myocytes is affected [60]. When the ischemia persists the His-
Purkinje system may fail to activate the myocardial tissue either because it is 
coupled to unexcitable myocardial tissue or due to a (partial) dysfunction of the 
His-Purkinje system caused by a lack of blood supply to the region of any of its 
branches.  
 
Figure 1 The surface Sh of the ventricles, discretized as a triangulation the vertices of which serving as the nodes 
used in the FRA. Left: anterior view; right: posterior-basal view. 
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4.2 Methods 
4.2.1 The ventricular model 
A triangulated representation of the closed surface bounding ventricular mass 
was used. An example is shown in Figure 1. Hereafter, the vertices of the 
triangles are referred to as nodes.  
4.2.2 The shortest path algorithm 
The SPA determines the shortest distance between any pair of nodes of a fully 
connected graph [156]. The term ‘fully connected’ signifies that all nodes of the 
graph may be reached from any of the other ones by traveling along line 
segments, called edges, that directly connect pairs of nodes. In the current 
application the term edges not only refers to the edges of the triangles shown in 
Figure 1, but also to the “connections” between epicardial and endocardial nodes. 
The structure of the graph is represented by the so-called adjacency matrix, A, 
which has elements ai,j=1 if nodes i and j are connected by an edge, otherwise:  
ai,j=0. The shortest path algorithm uses the distances di,j along the edges, which 
replace the non-zero elements ai,j. On the basis of these edge distances the SPA 
computes the shortest distances between arbitrary node pairs. The results 
constitute a square, symmetric distance matrix.  
The FRA uses the same SPA algorithm, but now the elements of the adjacency 
matrix are taken to be τi,j , defined as 
, , ,/i j i j i jd vτ = , (1) 
the time required for traveling along edge i,j at a (mean) ‘edge’ velocity vi,j.  
The results of the FRA are stored in matrix T. Its elements ti,j specify the time 
taken to travel between any node i to any node j along the fastest route possible. 
4.2.3 The fastest route in excitable tissue 
Within myocardial muscle tissue the activation wave spreads in all directions due 
to the electrical coupling of myocardial cells. The nodes involved in the current 
application are those specifying the closed surface Sh bounding the ventricular 
myocardium (Figure 1).  
In this application, the FRA uses elements τi,j for all node pairs that can be 
connected by a straight line segment in 3D space passing entirely through 
myocardial tissue [146]. 
4.2.4 Inclusion of second-order neighbors 
In its first application, the SPA was to calculate the activation sequence of the 
atria. The atrial surface was represented by a monolayer [129] defined at 3,744 
nodes. In this dense mesh, the resulting simulated wave fronts were relatively 
smooth. In the application to the interactive simulation aimed for, the number of 
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nodes involved needs to be much smaller in order to obtain the small response 
time required. In a coarser grid the discretization errors tend to be much more 
prominent. A reduction of such errors was achieved as follows.  
A virtual grid refinement was carried out by defining additional connections in 
the adjacency matrix. To this end, auxiliary points were considered on all edges 
shared by two triangles (such as the white dot in Figure 2a). Their position was 
selected such that the distance in 3D space was minimal while traveling over the 
triangles between the two nodes i,j not lying on this edge (connecting second-
order neighbors, marked red and yellow in Figure 2a). The minimization was 
carried out by using the bisection algorithm [95]. The minimum distance found 
was assigned to the value di,j of an additional connection in the scaled adjacency 
matrix.  
The second-order neighbors play a role for the concave parts of the surface only, 
as shown in Figure 2b; for the convex part the connections (edges) are already 
included in the adjacency matrix since these pass entirely through the interior 
(the myocardium).  
 
Figure 2 Second-order neighbors connection. Panel a: first- (blue dots) and second-order 
neighbors (red dot i) of a node (yellow dot j) of a triangulated patch. The red dotted line 
indicates a second-order neighbor connection. The white dot identifies the point where the 
line crosses the common side of the triangles. Panel b: a cross-section of the ventricular 
surface Sh. The blue line indicates a second-order neighbor connection at a convex part of 
Sh, the red line segments a connection between second-order neighbors at a concave part 
of Sh. 
4.2.5 Activation sequences according to the FRA 
4.2.5.1 Principle 
In a previous application of the SPA atrial activation sequences were calculated 
based on a uniform propagation velocity value along the edges of the 2D mesh 
involved [129]. For normal propagation as initiated at the sino-atrial node, the 
a b 
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resulting activation sequence was found to be highly similar to what is known 
from invasive electrophysiology. For the ventricles no such similarity seems to be 
likely, specifically due to the involvement of the His-Purkinje system and the 
anisotropy of the propagation velocity related to local fiber direction. It is for this 
reason that the shortest path algorithm was replaced by the fastest route 
algorithm, but more so because it permits the inclusion of local differences in the 
propagation velocity, such as occur in ischemic zones.  
Based on the FRA, the timing of the activation at the nodes of the mesh is derived 
from the travel times ti,j stored in matrix T. If the activation is initiated at time 
instant ti at any node i (a single focus), the timing at all other nodes (j) is taken to 
be tj= ti+ ti,j. If several foci (k) are involved, the timing tj is taken to be 
 
( ),minj k k j
k
t t t= + ,  (2) 
i.e. according to the “first-come, first-served” principle.  
4.2.6 Specifying edge velocities  
The FRA requires the specification of the edge velocities and distances along all 
edges within the graph (1). For two data sets, the mean propagation velocities 
along the edges of the involved geometries were specified, based on the inter-
nodal distances and the activation times at their end points.  
The first set (A) entails the geometry of the canine ventricle, including a full 
description of fiber orientation data made available by Prof. Peter Hunter [68]. 
The depolarization sequence inside this heart was computed by solving a large 
set (643,610 units) of diffusion-reaction equations [63] in a mono-domain 
representation of the myocardium, with an anisotropy tensor based on fiber 
orientation. The activation sequence was initiated at the six units closest to six 
nodes of the surface Sh. Their location and timing was taken from the sites of 
early activation observed in the Langendorff perfused human heart published by 
Durrer et al. [24]. The timing of the activation at any of the 702 nodes of Sh (Figure 
3a) was assigned to be that of simulated result at the nearest unit. This set was 
used in the validation procedure of the method only. 
The second set (B) involved the triangulated version of ventricular geometry as 
derived from MRI images of a healthy 22-year-old male (Figure 1). The 
triangulated geometry of the surface Sh bounding the myocardium was specified 
by 1500 vertices. The timing of depolarization at these nodes was estimated by 
means of a dedicated inverse procedure [146]. The corresponding isochrones are 
shown in Figure 3b. Six nodes were identified and interpreted as foci if their 
activation was earlier than all nodes within a distance of 20 mm. This set was 
used in the validation procedure, as well as in the application of the FRA to 
simulate the effects on the depolarization sequence due to ischemia. 
Application of the fastest route algorithm in the interactive simulation of the effect of 
local ischemia on the ECG 
43
 
Figure 3 Isochrones of the timing of ventricular depolarization during sinus rhythm. 
Panel a: (geometry A) as computed using a reaction-diffusion model [63]. Panel b: 
(geometry B) results of a dedicated inverse procedure [146]. The sites at which 
depolarization was initiated are marked (arrows pointing to the white dots, not all white 
dots are visible). Left: anterior view; right: posterior-basal view. All values in ms, 
isochrones drawn at 10 ms intervals. 
For both sets, specifying the nodes on the surface of the geometry, the mean edge 
velocities ,i jv  were assigned to be  
ji
ji
ji
tt
d
v
−
= ,,  (3) 
a 
b 
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The direct use of this expression is clearly too primitive, as is immediately 
obvious from considering the situation in which both nodes i, j are separated in 
space (di,j >0) while lying on the same isochrone, hence ti =tj , resulting in an 
infinite value of the local velocity vi,j. This problem was addressed by restricting 
the velocity values based on (2) to physiological upper limits. The upper limits 
for sets A and B were chosen as follows. 
 In set A, the modeling of the Purkinje system was not incorporated explicitly, but 
was implicitly expressed in the timing assigned to the nodes acting as foci; here 
the upper limit was set within the range of the maximum myocardial 
propagation velocity. Literature data on myocardial tissue exhibit a wide range 
for the velocity of axial propagation: from 0.3 to 1.0 m/s [77,99,109,119]. Values 
reported for the ratio of axial and transverse-fiber velocities show a wide range: 
from 2 to 6. In the validation procedure, the upper limit of the velocity along the 
edges of the ventricular surface was set to a default, mean (axial) value vS. The 
upper limit of the transmural velocity vt, involving mainly transverse 
propagation, was taken to be lower than the velocity vS along the surface, as 
documented in the next section (Table 1). 
In set B (a normal human heart), the Purkinje system was involved in the 
activation of the ventricles. The propagation velocity along the, transmural, 
Purkinje system is much higher than that of myocardial tissue; literature values 
range from 2-4 m/s [24,96]. Accordingly, a higher upper limit was used for vt. 
The respective upper limits were selected by means of the procedure presented in 
the next section.  
4.2.7 Validation and tuning of the FRA procedure 
The performance of the FRA-based reconstruction of a given depolarization 
sequence was tested as follows. 
First, for all node pairs (i,j) the velocities vi,j were computed from the inter-nodal 
distances di,j and the delays |ti − tj| (3) computed from the respective reference 
sets of depolarization timing A and B (Figure 3). Next, different settings of the 
two upper limits discussed above were applied. The subsequent application of 
the FRA then yielded the travel times ti,j (1). Finally, by applying the travel times 
ti,j as well as the timing of the six nodes acting as foci, the activation timing at all 
other nodes of both geometries was computed.  
Table 1 lists the similarity between the timing of the reference sets and those 
recomputed from the respective six foci, for different settings of the upper limits 
of the propagation velocity and different ratios between the axial and transverse 
velocities. As can be seen, for both sets the reference activation times could be 
reconstructed accurately by choosing upper limits for axial and transverse 
velocities within the physiological range. However, poor results were obtained 
when an isotropic medium was assumed, e.g. when axial and transverse 
velocities were taken to be the same (see set A Table 1). The results were also 
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poor when the axial velocity was limited to values that are too low, thus 
underestimating the effect of the higher velocity along the Purkinje system (see 
set B Table 1).  
Based on these results, in the subsequent application of the method to case B, in 
which the His-Purkinje system was involved, the upper limit vs was set to 3 m/s; 
the ratio between vs and vt was taken to be 2. 
Table 2 Comparison between the reference timing (see Specifying edge velocities) of set A 
(myocardial tissue only) and set B (also His-Purkinje system involvement) and FRA based 
reconstructed timing initiated at six foci. The differences are given as the percentage of the 
number of nodes at which the absolute difference was less than 1 ms, specified for different 
values of the upper limit imposed on the velocity of axial propagation and the ratio of axial 
(vs) and transverse-fiber (vt) velocities. 
set A                    702 nodes 
upper limit vs 
m/s 
% of nodes with errors < 1 ms 
1=
t
s
v
v
 
2=
t
s
v
v
 
3=
t
s
v
v
 
0.7 30.6 90.6 94.2 
0.8 58.7 94.2 96.0 
0.9 81.5 97.7 98.0 
1.0 92.6 98.3 98.4 
set B                 1500 nodes 
upper limit vs 
m/s 
% of nodes with errors < 1 ms 
1=
t
s
v
v
 
2=
t
s
v
v
 
3=
t
s
v
v
 
0.8 12.7 73.4 91.8 
1.0 31.6 87.4 95.4 
2.0 94.4 98.8 99.3 
3.0 98.9 99.5 99.7 
 
4.2.8 Adaptation of activation sequences during ischemia 
As indicated above, the application of the FRA to the simulation of the effect of 
ischemia was applied to set B only.  
For edges of the graph involving nodes (i,j) lying in a zone taken to be ischemic, 
the traveling times τi,j along these edges were increased proportional to a 
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reduction of the corresponding vi,j values (1). Based on these adapted τi,j values, 
an adapted matrix T was computed, comprising the adapted traveling times 
between any two nodes.  
In one application, a right bundle branch block was simulated. Such blocks may 
occur during a proximal occlusion in the left anterior descending artery (LAD) 
[152]. In this application, the velocities along edges of the free wall of the right 
ventricle were restricted by imposing as an upper limit the value of the 
myocardial tissue, i.e. 1 m/s, thus simulating activation of the right ventricle 
solely through myocardial tissue. If a focus lies within an ischemic zone the 
myocardial tissue can no longer be activated. In this situation the corresponding 
node was not treated as a focus.  
4.2.9 ECG Simulation  
The surface ECG resulting from the activation sequence was computed by using 
the equivalent double layer surface source model. This model has a direct link 
with electrophysiology and, as reported previously, is very effective in the 
simulation of the potentials during depolarization and repolarization of the atria 
[130,136] and ventricles [133,143]. It employs the time course of the local 
transmembrane potential (TMP) at all nodes of Sh as the strength of the local 
double layer. The volume conductor model used comprised the heart, torso and 
the major inhomogeneities, lungs and blood cavities.  
In the simulation results presented below the emphasis lies on showing the effect 
of the changes in timing. These are demonstrated in the wave forms of the 12-
lead ECG. The amplitude of the upstroke of the TMP and the duration of the 
action potential (APD) were kept constant.  
 
4.3 Results 
4.3.1 Non-ischemic situation 
The reconstruction of the depolarization sequence of case B, computed from the 
activation timing at the six foci and the upper limit for the axial velocity set at 3 
m/s produced more than 99% of the nodes showing errors less than 1 
ms(Table1). The corresponding ECG is shown in Figure 4. The reconstructed 
signals (red) closely match the reference signals (blue) except for a small 
deviation in lead V2, which relates to a small error in the reconstructed timing in 
a small area on the anterior epicardial wall, close to the sensing electrode of lead 
V2. In the direct simulation of the ECG, based entirely on the inversely computed 
timing, the measured and simulated ECG traces were almost indistinguishable 
(root mean square based relative difference 0.129, linear correlation coefficient 
0.99).  
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Figure 4 Comparison between measured 12 lead ECG signals (blue lines) and the 
simulated signals based on the reconstruction of the (inversely computed) reference 
timing (red lines).  
4.3.2 The effect of reduced velocity in restricted regions 
The changes in depolarization sequence due to a local reduction of the 
propagation velocity were evaluated for zones having different locations and 
extent. The resulting isochrone maps may be compared with the reference data 
(Figure 5a). 
Figure 5b illustrates the effect of reducing the velocities in the ischemic apical 
zone by 20%, thus simulating a distal LAD occlusion after a few minutes [76]. 
Note the effect on the timing in the region outside the ischemic zone.  
In Figure 5c the isochrones shown are again based on a reduction of velocity by 
20% but now extended over a larger area, thus simulating a proximal LAD 
occlusion, just after the first diagonal branch. 
Finally, Figure 5d relates to the case where the velocity was once more reduced 
by 20%, but now also assuming a right bundle branch block (RBBB). This block 
results from an occlusion in the LAD before the first septal branch [152]; QRS 
duration was 126 ms. 
The corresponding simulated ECGs are shown in Figure 6. The reduction of the 
velocity in the apical zone produced only minor changes in the ECG. Extending 
the zone with an anterior segment (isochrones Figure 5c), the changes were far 
more prominent. The right bundle branch block case shows the typical pattern of 
a right bundle branch block, with large changes in V1.  
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Figure 5 Isochrones of depolarization related to reduced propagation velocity in restricted 
areas. Panel a: Reference isochrones as shown in Figure 3b. Panel b: velocity in the apical 
ischemic zone (outlined by the white dots) reduced by 20%. Panel c: velocity in the 
apical+anterior ischemic zone (outlined by the white dots) reduced by 20%. Panel d: as in 
panel b but now also simulating RBBB by; no longer treating any node inside the right 
ventricle as one of the focal points and setting an upper limit of 1 m/s to the axial velocity. 
The left parts of the panels show the natural anterior view of the ventricles, the right parts 
a posterior-basal view. All values are in ms; isochrones drawn at 10 ms intervals. 
 
a 
b 
c 
d 
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Figure 6 Standard 12-lead ECG resulting from the activation sequences specified by the 
isochrones shown in Figure 5. The blue lines relate to the (measured) reference timing 
shown in Figure 5a. The green lines relate to the apical LAD ischemic situation (panel 
5b), the black lines to the case of the proximal LAD ischemic region including a large part 
of the septum (panel 5c), and the red lines to the situation involving a right bundle 
branch block (panel 5d).  
4.3.3 Computational demand 
In view of the interactive application of the method, a major point of this 
development was the computational demand. The computation times of the FRA, 
required for both ventricular models and specified by different numbers of 
vertices, were documented when run on a PC based computer (Intel Core Duo 
CPU T7800 (2.6GHz)). The results are listed in Table 2. 
These results shown imply that for six foci, i.e. six separate activation sequences, 
the computation time of the FRA for 500 nodes is about 500 ms. The computation 
of the adjacency matrix is required only once, i.e. the moment a new geometry is 
created. Its computation time, therefore, does not influence the computation time 
required for calculating the effect of a change in the velocity. The differences in 
computation time of a single activation sequence by the FRA for set A and B can 
be explained by the number of edges in the adjacency matrix. The heart of set A 
has, on average, a thicker wall and therefore more than twice as much edges than 
the heart of set B.  
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Table 3 The computation time on a Intel Core Duo CPU T7800 (2.6GHz) needed to calculate 
the adjacency matrix and, based on this adjacency matrix, one activation sequence induced at 
a single focus, for different numbers of nodes involved in the triangulation of both ventricular 
models shown in Figure 3 (set A and set B). 
 
# nodes in 
triangulation 
Computation time 
adjacency matrix  
                      s 
single activation sequence 
               ms 
Set A Set B Set A Set B 
250 4 4 13 8 
500 30 31 95 49 
750 94 107 323 146 
1000 233 253 853 326 
1250 465 499 2373 626 
 
4.4 Discussion 
In previous applications of the shortest path algorithm in simulating activation 
sequences [129,146], homogeneous isotropic propagation was assumed implicitly. 
In the monolayer application of the SPA to the activation sequence of the atria the 
qualitative correspondence between the resulting simulated activation sequences 
and those known from clinical and experimental observations was striking [146]. 
For modeling atrial activation the use of the SPA can be justified; however, in 
modeling the activation sequence of the ventricles the anisotropic propagation 
and needs to be taken into account. 
 As shown in this paper, replacing the SPA by the fastest route algorithm permits 
the inclusion of global anisotropy and non-uniform velocity related to myocardial 
fiber orientation or (for the ventricles) the His-Purkinje system. The potential of 
the FRA as such becomes evident from inspection of Table 1: based on activation 
sequences initiated at just six nodes, the activation times at the remaining 697 
nodes of set A and 1494 nodes of set B were reconstructed accurately. This high 
accuracy can be attributed to the availability of a consistent set of velocity values 
vi,j for the non-zero elements of the adjacency matrix (1).  
The decrease in propagation velocity within an ischemic zone was implemented 
as a decrease in the velocity along all edges having endpoints (nodes) in the zone. 
The resulting activation sequence computed by means of the FRA showed the 
expected delay inside the zone, as well as clear changes outside the ischemic 
areas. By selectively setting the upper limit to the propagation velocity in certain 
regions and/or removing foci, a bundle branch block could be simulated. The 
resulting ECG changes were found to be realistic, of which the simulated right 
bundle branch block ECG is a prime example (Figure 6). The amplitudes in V1 
are somewhat larger than those shown in textbooks on ECG interpretation [152]. 
However, note that a large amplitude was also found in V1 of the normal data, 
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which may be attributed to the slender posture of the male subject whose data 
were recorded (Figure 4).  
Note that the examples shown in the Results section relate to the single value of 
20% reduction of the velocity, chosen ad hoc. Yet the proposed method permits 
the interactive evaluation of the effect of other percentages, as well as of different 
extent and location of the ischemic zone, be it transmural or not. 
The FRA based method for simulating the effect of changes in local propagation 
velocity yields adapted activation sequences throughout the whole ventricle 
within a few seconds. The subsequent computation of the resulting body surface 
potentials takes far less than a second. As stated before in the Introduction, the 
current version of ECGSIM already permits the interactive study of the effect of 
changing source strength during ischemia; the FRA based method for simulating 
the associated changes in the activation sequence will be included in a next 
release.  
The computation time required for handling the bottleneck of the algorithm (the 
computation of the adjacency matrix) depends on the number of nodes of the 
geometry involved. For most modern computers the interactive application of the 
algorithm is feasible if the number of nodes describing the ventricular geometry 
is restricted to about 700. The method of involving second-order neighbors when 
computing edge distances reduces the discretization errors, without increasing 
the number of nodes.  
The current development was inspired by the interest in using ECGSIM, an 
interactive package that is freely available from the internet (www.ecgsim.org). 
This does not rule out the possibility that other interactive tools may exist that 
would also benefit from the proposed method. At present, we are not aware of 
such packages. 
4.5 Limitations 
The quality of the particular application of the FRA as discussed here depends 
critically on the quality of the reference timing from which the reference values of 
the edge velocities are derived. As explained, the method assigns for all edges a 
velocity specified below upper limits. The data in Table 1 indicates that the upper 
limits used are within the range of propagation velocities and anisotropy values 
found experimentally.  
In the current approach the influence of the anisotropy on the activation over the 
heart surface is not taken into account explicitly. The difference in propagation 
velocity along and transverse a myocardial fiber is reflected in the activation 
sequence that resulted from an activation model or an inverse fitting procedure. 
Thus anisotropy is included implicitly. In case propagation velocity is decreased 
locally, the ‘implicit’ anisotropy is still maintained. In case a focus is removed 
some nodes become activated along edges set to the upper limit, thereby 
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assuming an isotropic propagation velocity (upper limit) over the heart surface. 
For the interactive application aimed for this limitation seems to be unavoidable. 
The reference timing of set B resulted from an inverse procedure. Its quality 
could not be validated by using invasive data or otherwise. Note that this set 
related to a normal heart with a fully implied (but unspecified) expression of 
anisotropy, inhomogeneity and involvement of the Purkinje system. However, 
the inverse procedure as such has been tested in several previous studies and the 
qualitative results were in qualitative agreement with invasive and clinical data 
[24], as was found to be the case for the particular solution (Figure 3.b) used in 
this paper. Note however that the early activation at the right ventricular outflow 
tract may be questionable.  
Reference set A relates to a canine heart. Here detailed information on fiber 
orientation was involved in setting up the reference activation sequence, but an 
explicit expression of the Purkinje system was not involved.  
Both sets may be considered as sub-optimal, but sufficient for the demonstration 
of the potential of the FRA method. 
The examples worked out in this paper were deliberately restricted to the 
demonstration of the effect of a locally reduced propagation velocity. The full 
expression of the effect of ischemia on ECG wave forms should also include other 
factors like source strength (reduced upstroke of the TMP and, alongside, a shift 
toward zero of its resting potential).  
4.6 Alternative applications 
The proposed method might be helpful in identifying areas involving delayed 
activation due to other causes. The identification of such areas could be 
determined by interactively changing the local propagation velocity and 
verifying the ECG changes with the ones measured on an individual patient.  
The FRA may also play a role in improving the quality of the initial solution 
required in the inverse procedure of activation time imaging. For this application 
the SPA (uniform propagation velocity) has recently been shown to be highly 
effective, and the inclusion of differences in transmural and longitudinal 
propagation velocity as is feasible by means of the FRA concept is expected to be 
advantageous. 
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The intra-myocardial distance function used in 
inverse computations of the timing of 
depolarization and repolarization 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This paper introduces novel methods for finding an initial solution required for the 
inverse computation of the timing of the depolarization and repolarization of the atria and 
the ventricles, as well as for constraining the subsequent iterative solution. Both methods 
make use of the shortest path between any two points on the heart’s surface while 
traveling through the myocardium. 
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5.1 Introduction 
The inverse computation of the timing of depolarization of the ventricular 
myocytes on the basis of observed body surface potentials has been shown to be 
feasible [64,66]. More recently, this method has been extended to the inverse 
computation of the timing of ventricular repolarization based on the equivalent 
double layer surface source model (EDL) [133], as well as to atrial activation [88]. 
The inverse computation of timing constitutes a non-linear parameter estimation 
problem, and as such requires an initial estimate. The subsequent iterative 
solution requires the inclusion of a constraint. This paper introduces novel 
methods for the handling of both requirements, both based on the intra-
myocardial distance function: the shortest distance between any point on the 
myocardial surface and all other points on the same surface while passing 
through the myocardium. The effectiveness of the methods is demonstrated in 
their application to the inverse computation of the timing of depolarization and 
repolarization of the atria of a healthy subject. 
5.2 Methods 
5.2.1 Forward formulation 
The inverse computation of cardiac electric sources requires an expression 
describing the relationship between the assumed source nature and the resulting 
potentials at the observation points of interest (the field points). In the current 
application, the field points are situated on the torso boundary. 
The source description used is the instantaneous distribution of transmembrane 
potentials (TMPs) of the myocytes at the heart surface Sh, which is taken to be the 
surface bounding the myocardium, i.e., the closed surface bounding epicardium 
and endocardium. The time course of the TMP at a specific location, x, on this 
surface is specified by an analytical expression based on the product of a number 
of logistic functions [141]. The parameters of this expression have been tuned to 
wave forms observed in electrophysiological studies. Separate versions were 
derived for modeling the transmembrane potentials of ventricular and atrial 
myoctes in such a manner that the wave forms of individual myocytes could be 
specified by two parameters only: the depolarization time δ and the 
repolarization time ρ. These correspond to the timing of the maximum up slope 
and the maximum down slope during phase 3 of the TMP, respectively. The 
source strength of any of the source elements may, accordingly, be expressed by 
))(),(;(),( xxtStxS ρδ=  (1) 
The effect of these sources as potentials Ф(y,x) observed at arbitrary field points, 
y, is governed by the passive volume conduction effects of the tissues 
surrounding the heart. These can be expressed by a transfer function A(y,x), 
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which permits the genesis of the potentials Ф(y,t), the forward formulation, to be 
written as 
∫=Φ
h
hd))(),(;(),(),(
S
SxxtSxyAty ρδ . (2)  
As in related earlier work [64,66,133,140], the numerical implementation of (2) 
was carried out by using a discretized version of the surface Sh, a triangulated 
representation with its nodes j, j = 1 … n, carrying the local source strengths as 
specified by (1).  
The transfer function was computed by means of the boundary element method. 
This method was applied to an inhomogeneous model of the conductivity inside 
the thorax, which accounted for the higher and lower electric conductivity of the 
blood inside the cavities and lung tissue, respectively. For discrete observation 
points (2) can be represented by the matrix multiplication 
Ф = A S,  (3) 
in which matrix element Sjt=S(t; δj, ρj) represents the source strength at node j at 
discrete time instant t. 
5.2.2 Inverse formulation 
Equation 3 provides the entry to computing the timing of depolarization and 
repolarization from observed body surface potentials. By denoting the potentials 
observed by means of any lead system by the matrix V, the solution is taken to be 
the set (δj, ρj ) that minimizes the sum of the squared differences between all 
elements of V and those of AS(δ,ρ) [64,66,133], i.e., 
2
,
F
||),(SAV||minarg),( ρδρδ
ρδ
−= , (4) 
with F denoting the Frobenius norm of a matrix. This can be classed as a 
parameter estimation problem.  
The problem in hand involves two complexities. The first one is as follows. Since 
a change in any of the δj, ρj values results in a shifting and/or stretching of the 
source strength at node j, the potentials Ф depend non-linearly on the parameter 
vectors (δ ρ). This means that we are dealing with a non-linear parameter 
estimation problem. Hence, iterative solution methods need to be used, requiring 
an initial estimate. 
The second complexity relates to the nature of the transfer matrix A, which is 
generally ill-conditioned, as well as to the fact that generally the number of 
electrodes used for sampling the potential distribution is smaller than the number 
of parameters that one may wish to estimate. Both aspects demand the inclusion 
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of a constraint on the nature of the solution, aimed at guarding its realism. This 
can be effected by including a penalty function in (4): 
)||),(C||||),(SAV||(minarg,
2
F
22
F
,
ρδρδρδ
ρδ
λ+−=)( , (5) 
with C specifying the type of constraint and λ its weight. 
Below, the intra-myocardial distance function is introduced for handling both 
complexities.  
5.2.3 The intra-myocardial distance 
 
Figure 1 The shortest intra-myocardial path (green line). The shortest distance (red line) 
and shortest path over the atrial surface (blue line) 
The intra-myocardial distance used was taken to be the shortest distance between 
any two nodes of the triangular mesh representing Sh while passing along a route 
lying entirely within the myocardium (see green line Figure 1). The mesh of the 
triangulated surface constitutes a connected graph, for which the distances 
between any two nodes can be found from its adjacency matrix M, by using the 
shortest path algorithm [129,156]. For any pair of nodes (i,j), the value of the 
corresponding element of M, Mij, was set to be their distance in 3-D space, but 
only if the straight line connecting the pair did not intersect any of the triangles 
not carrying nodes i or j; else Mij was set to zero. This procedure produces the 
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symmetric matrix D, whose elements Dij constitute the lengths of all shortest 
paths. 
The complexity of the geometry of the heart surface requires its numerical 
representation be based on numerous nodes. For n nodes, the adjacency matrix 
contains n(n+1)/2 individual entries, all of which need to be scrutinized for 
possible intersection with any of the (approximately) 2n triangles. A dedicated 
program was developed and tested using Matlab (MATLAB®), and streamlined 
in a C code. This code may also be called while using Matlab. (All codes are 
available on request). For n=1,500 the setting up of the distance matrix took 3 
hours and 40 minutes when running on a PC running at 2.2 GHz with a 1 Gb 
internal memory. 
5.2.4 Deriving the initial estimate of δ from the intra-
myocardial distance 
The geometry of the boundaries of the myocardial tissue in a healthy normal 
human male (age 22, height 196 cm, weight 82 kg), was recorded by means of 
Magnetic Resonance Imaging (MRI). The discretization of the boundaries of the 
myocardium resulted in a triangulated version of Sh. Any column j of the matrix 
D describes the distances between node j and all other nodes. By assuming node j 
to be the focus of an activation process propagating at uniform velocity v, the 
timing of depolarization at all other nodes was taken to be  
δj , with δij = dij/v. (6) 
By taking all nodes, one at a time, as the focus, a collection of n different 
activation patterns is defined. Each of these was used, again one at a time, to 
simulate potentials on lead positions on the thorax, based on Ф = A S (δj), as in 
(3). Since the objective was to find an initial estimate for the timing of 
depolarization only, the analytical function specifying S(t) was restricted to 
modeling the upstroke of the TMP, which reduced the required computation 
time.  
The transfer matrix was computed from a multi-compartmental representation of 
the thorax of the subject studied, which included the lower conductivity of the 
lungs as well as the higher conductivity of the ventricular and atrial cavities.  
The initial estimate was taken to be the pattern that resulted in the highest 
(positive) linear correlation between the simulated potentials and the ones 
measured on the subject by means of a 64 lead recording system [52] The 
correlation was computed by including all individual potential values of the 64 
leads at all NT samples at 1 ms distance in the time interval from the onset of 
depolarization, to the J point, treated as a vector of dimension 64NT. All 
instantaneous lead potentials, the measured as well as the simulated ones, were 
referred to a zero mean reference. 
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Figure 2 Initial estimate of the timing of atrial (top) and ventricular (bottom) 
depolarization based on the intra-mural distances. Isochrones drawn at 10 ms intervals. 
White circle indicates the node identified as the focus. Left panel: anterior view; right 
panel: posterior view. 
The intra-myocardial distance function used in inverse computations of the timing of 
depolarization and repolarization 
59
5.2.5 The regularization operator based on the intra-
myocardial distance 
Previous studies on the inverse computation of the timing of depolarization and 
repolarization employed the Surface Laplacian operator for regularizing the 
solution [64,66,133]. This operator penalizes large differences between the value 
of the timing at any node and the mean of the values at the nodes surrounding it 
on the surface Sv. When applied to computing the timing of ventricular electrical 
activity this operator was found to be very effective. However, when applied to 
the timing of atrial electrical activity, matters were entirely different. The reason 
was found to lie in the much smaller wall thickness of the atria (~2 mm) as 
compared to that of the ventricles (~1.5 cm), with the activation wave front 
propagating mainly parallel to the wall, and transmural differences in timing 
being small. Since nodes that are widely spaced when measured over the atrial 
surface, e.g., from endocardium to epicardium, can be close in 3D space 
(transmurally), a surface based constraint operator fails. It is here that the 
intramural distance function proved to be more appropriate. 
The new regularization operator was based on the reciprocals of the squared 
values of distances in 3-D space: the elements of the distance matrix D. By writing 
wij = 1/d2ij for i ≠ j and wii = 0, the elements of the constraint matrix C were taken to 
be 
∑
=
=
n
j
ijijij wwc
1
/      for i ≠ j,   and cii = -1. (7) 
Note that, like the Surface Laplacian operator, this constraint matrix C has a zero 
eigenvalue, with an eigenvector having unit elements. Consequently, the 
application of C preserves the mean value of the operand.  
5.3 Results 
5.3.1 Application to the atria 
The application of the new method for finding the initial estimate of the timing of 
depolarization of the atria led to the solution shown in Figure 2. The geometry is 
represented by 1,504 nodes, the vertices of 3,028 triangles, and has the topology 
of a sixth-order doughnut. It includes the main anatomical details where no 
electrical activity is present: the tricuspid and mitral valves and the entries of 
inferior vena cava, inferior vena cava, and the 4 pulmonary veins.  
For this geometry, the longest distance between any pair of nodes is 13.9 cm. The 
total surface area (endo+epi) is 341 cm2; the total volume of the myocardial tissue 
is 46.2 cm3, which yields a crude estimate of the wall thickness of 46.2/(0.5×341) = 
0.27 cm. 
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The node identified as the focus was found close to the right hand side of the 
entry of the vena cava superior, the area where the sinus node usually resides. 
The longest intra-myocardial distance between this focus and all other nodes is 
9.65 cm. The timing of the Ja point as identified from the RMS(t) curve based on 
all recorded leads was taken as the timing of the latest atrial regions activated. 
This occurred at 120 ms after onset of the P wave as identified in the RMS(t) 
curve. This corresponds to a mean propagation velocity of 0.8 m/s; the value that 
was subsequently used in (6). 
For this optimal focus, the simulated potentials in the 64 lead system showed a 
correlation coefficient of R=0.88 with the measured ones. The rms value of the 
difference between simulated and measured potentials relative to that of the 
measured ones, rd, was 0.91. This high a value would have previously led us to 
reject the initial estimate. However, subsequent iterations of the inverse 
procedure led, in a stable manner, to rd = 0.213., with R= 0.977. The number of 
iterations required for reaching convergence (relative changes in subsequent 
solutions falling below 10-4) was 25, requiring 7 minutes of computing time. The 
isochrones of this solution are shown in Figure 3. The qualitative nature of this 
solution is in agreement with published literature data [19]. The statistics of 
differences (in ms) between the initial estimate (Figure 2) and the final on (Figure 
3) were: mean±SD 0.1±1.8; range [–8.7 19], with the larger deviations showing up 
around the orifices of the mitral and tricuspid valves. These results were obtained 
by using the constraint operator as defined in Eqn.7.  
 
Figure 3 The timing of atrial depolarization as found after 23 iterations. Isochrones drawn 
at 10 ms intervals. White circle indicates the node identified as the focus. Left panel: 
anterior view; right panel: posterior view. 
The solution proved to be insensitive to the value of the regularization parameter 
λ. Even when using λ=0, the un-regularized situation, the solution, while 
appearing more ‘patchy’, had the same global appearance.  
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The involved minimization was carried out by means of a dedicated 
minimization program based on the Marquardt algorithm [83].  
5.3.2 Application to the ventricles 
The method for finding an initial estimate was also applied to the inverse 
computation of the timing of ventricular depolarization. The exhaustive search 
for the focus, here based on v=1.15, yielded a maximum correlation between 
measured and simulated signals identified a node on the septum of left ventricle, 
of R= 0.826, at a location on the left ventricular aspect of the septal wall (see 
Figure 4), consistent with known electrophysiology.  
The subsequently, the iteration procedure was applied alternately to optimising 
the depolarisation and repolarization times at the nodes, while using the Surface 
Laplacian constraint. Convergence was reached at an rd value of 0.115, 
corresponding to a correlation coefficient of 0.993. These values are superior to 
the values found previously [64,66,133]. These previous procedures, based on 
different initial estimates, failed to localize the earliest sites of left septal 
ventricular activation. Moreover, the new initial estimate produced stable 
convergence to the final solution without requiring elaborate tuning of the 
regularization parameter. 
 
 
 
Figure 4 The timing of ventricular depolarization as found after optimization using the 
Laplacian regularization operator. Isochrones drawn at 10 ms intervals. White circle 
indicates the node identified as the initial focus. Left panel: anterior view; right panel: 
posterior view. 
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5.4 Discussion and conclusions 
The intra-myocardial distance function is a generalization of a previous version 
that involved distances over the atrial surface only [129]. The additional 
computational burden of including the thickness of the atrial wall increased the 
computational burden (~n3), but this was compensated by the reduction in the 
subsequent computational demand on the inverse procedure, and the increased 
quality of the results. Both novel elements in the inverse computation of the 
timing of depolarization proved to be highly effective. The method deriving the 
initial estimate based on the intra-myocardial distance may be viewed as a 
forward (inside-outside) approach based on the main electrophysiological 
property of propagated excitation. This is in contrast to the previously used 
methods, which are essentially inverse based approaches, based exclusively on 
the theory of data processing, without clear elements based on electrophysiology. 
Similarly, the adaptation of the novel regularization operator was inspired by the 
demands arising from electrophysiology.  
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Non-invasive imaging of cardiac activation 
and recovery 
 
 
 
 
 
 
 
 
 
 
The sequences of activation and recovery of the heart have physiological and clinical 
relevance. We report on progress made over the last years in the method that images these 
timings based on an equivalent double layer on the myocardial surface serving as the 
equivalent source of cardiac activity, with local transmembrane potentials (TMP) acting 
as their strength. The TMP wave forms were described analytically by timing parameters, 
found by minimizing the difference between observed body surface potentials and those 
based on the source description. The parameter estimation procedure involved is non-
linear, and consequently requires the specification of initial estimates of its solution. 
Those of the timing of depolarization were based on the fastest route algorithm, taking 
into account properties of anisotropic propagation inside the myocardium. Those of 
recovery were based on electrotonic effects. Body surface potentials and individual 
geometry were recorded on: a healthy subject, a WPW patient and a Brugada patient 
during an Ajmaline provocation test. In all three cases, the inversely estimated timing 
agreed entirely with available physiological knowledge. The improvements to the inverse 
procedure made are attributed to our use of initial estimates based on the general 
electrophysiology of propagation. The quality of the results and the required computation 
time permit the application of this inverse procedure in a clinical setting. 
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6.1 Introduction 
The sequence of activation and recovery of the heart, atria and ventricles, has 
physiological significance and clinical relevance. The standard 12-lead 
electrocardiogram (ECG), commonly used in diagnostic procedures, provides 
insufficient information for obtaining an accurate estimate of these sequences in 
all types of abnormality or disease.  
Since the inception of electrocardiography [26,110] several methods have been 
developed aimed at providing more information about cardiac electric activity on 
the basis of potentials observed on the body surface. The differences between 
these methods relate to the implied physical description of the equivalent 
generator representing the observed potential field. The earliest of these are the 
electric current dipole, a key element in vectorcardiography [7,30], and the 
multipole expansion [33]. Neither of these source models offer a direct view on 
the timing of myocardial activation and recovery, or other electro-
physiologically-tinted features.  
From the 1970s onwards, the potential of two other types of source descriptions 
have been explored [44,45]. This development stemmed from increased insight in 
cardiac electrophysiology and advances in numerical methods and their 
implementation in ever more powerful computer systems. The results of both 
methods are scalar functions on a surface. The solving of the implied inverse 
problem may, accordingly, be viewed as a type of functional imaging, which has 
led to their characterization as, e.g., “Noninvasive Electrocardiographic Imaging 
(ECGI)” [97] or “Myocardial Activation Imaging” [64]. A brief characterization of 
both methods is as follows. 
The first surface source model is that of the potential distribution on a closed 
surface closely surrounding the heart, somewhat like the pericardium, referred to 
here as the pericardial potential source (PPS) model. The model is based on the 
fact that, barring all modelling and instrumentation errors, a unique relation 
exists between the potentials on either of two nested surfaces, one being the body 
surface, the other the pericardium, provided that there are no active electric 
sources in the region in between. It was first proposed at Duke by Martin and 
Pilkington [84]; its potential has subsequently been developed by several other 
groups, e.g., [12,13,40,47,105].  
The second type of surface source model evolved from the classic model of the 
double layer as an equivalent source of the currents generated at the cellular 
membrane during depolarization, described by Wilson et al. [155]. Initially, this 
current dipole layer model was used to describe the activity at the front of a 
depolarization wave propagating through the myocardium [25,111]. Later, Salu 
[108] expressed the equivalence between the double layer at the wave front and a 
uniform double layer at the depolarized part of the surface bounding the 
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myocardium, based on solid angle theory [136]. This source description has been 
explored by others, e.g., [18,61,64,87,103]. 
This paper reports on recent progress made in inverse procedures based on the 
second type of surface source model: the equivalent double layer on the heart’s 
surface as a model of the electric sources throughout the myocardium; we refer to 
it as the EDL model. In contrast with the PPS model, the EDL source model 
relates to the entire surface bounding the atrial or ventricular myocardium: 
epicardium, endocardium and their connection at the base. As mentioned in the 
previous paragraph, the EDL was initially used for modelling the currents at the 
depolarizing wave front only. Based on the theory proposed by Geselowitz 
[34,35], it was found to be also highly effective for describing the cardiac 
generator during recovery (the repolarization phase of the myocytes). The 
transmembrane potentials (TMPs) of myocytes close to the heart’s surface act as 
the local source strength of the double layer. Several examples of its effectiveness 
in forward simulations have appeared in the literature [63,70,117,137]. A striking 
example of the model’s potential in inverse procedures is seen in the paper by 
Modre et al. [89], an application dedicated to the atrial activation sequence. 
In our application the TMPs’ wave forms were specified by an analytical function 
involving just two parameters, markers for the timing of local depolarization and 
repolarization. These parameters were found by using a standard parameter 
estimation method, minimizing the difference between observed body surface 
potentials (BSPs) and those based on the source description. Since the body 
surface potentials depend non-linearly on these parameters, a non-linear 
parameter estimation technique is required, which demands the specification of 
initial estimates. It is here that some novel elements are reported on, and a major 
part of the paper is devoted to their handling. The initial parameters for the 
timing of local depolarization were based on the fastest route algorithm, taking 
into account global properties of anisotropic propagation inside the myocardium. 
Those pertaining to recovery were based on electrotonic interaction as being the 
driving force for the spatial differences in the local activation-recovery interval. 
With the other elements of the method being similar to those used in previous 
work, the emphasis of the paper is on the description of the novel elements. 
In the Methods section, the entire inverse procedure is described and a 
justification given of those model parameters that are treated as constants during 
the optimization procedure. In the Results section, examples of inverse estimated 
ventricular activation and recovery sequences are presented: those of a healthy 
subject, a WPW patient and a Brugada patient during an Ajmaline provocation 
test. The value, application and limitations of this approach are considered in the 
Discussion. 
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6.2 Materials 
The results shown in this paper are based on data recorded in three subjects. The 
nature of this data is summarized below. More details can be found in previous 
publications [3,29,79,129], in which essentially the same material was used. 
In each patient, a 64-lead ECG was recorded. For each subject, MRI-based 
geometry data was available from which individualized numerical volume 
conductor models were constructed, incorporating the major inhomogeneities in 
the conductive properties of the thorax, i.e. the lungs, the blood-filled cavities and 
the myocardium.  
The first subject (NH) is a healthy subject [129]. This subject was included to 
illustrate intermediate and final results of the described inverse procedure. The 
other two subjects are added to illustrate clinical applications.  
The second subject (WPW) is a WPW patient for whom previously estimated 
activation times have been published [3,29]. The recorded ECGs included 
episodes in which the QRS displayed the typical WPW pattern, i.e., a fusion beat 
in which the activation is initiated at both the AV node and the Kent bundle. The 
location of the latter was determined invasively. The ECGs were also recorded 
after an AV-nodal block had been induced by a bolus administration of 
adenosine, resulting in an activation sequence solely originating from the Kent 
bundle.  
The third case was a Brugada patient in whom ECG data were recorded during 
infusion of a sodium channel blocker (Ajmaline) [79], 10 bolus infusions of 10 mg, 
administered at one-minute intervals [157], which changes the activation and/or 
recovery sequence. The beats selected for analysis were: the baseline beat 5 
minutes prior to infusion and the beat after the last bolus had been administered. 
Table 1 Subjects for whom the ventricular depolarization and repolarization sequences were estimated. For 
subject WPW the fusion beat data and after the administration of adenosine to block the AV node. For subject 
BG the baseline beat data (first row) and after the last administration of Ajmaline are given. 
Subject Type 
# nodes on the 
heart’s surface 
QRS duration ms 
WPW WPW patient 697 
119      (fusion beat) 
159      (AV blocked) 
BG 
Brugada 
patient 
287 
104      (baseline) 
124      (peak infusion) 
NH Healthy subject 1500 101     
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For each subject, the number of nodes representing the numerical representation 
of the closed surface (endo-and epicardium) of the ventricles and the observed 
QRS durations are listed in Table 1. 
6.3 Methods 
6.3.1 Local EDL strength 
The time course of the TMP acting as the local EDL source strength was specified 
by the product of three logistic functions, the functions of the type 
 ; ,  	
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.       (1) 
describing a sigmoidal curve with maximum slope / 4β  at t τ= . 
The first of these functions described phase (0) of the TMP time course [74], the 
depolarization phase, as  
 ( ; ) ( ; , )D t L tδ δ β= ,        (2) 
with δ the timing of local depolarization and the factor β setting the steepness of 
the upstroke. 
Local repolarization refers to the period during which the TMP moves toward its 
resting state (Phases 3 and 4), a process that may take up to some hundred ms. 
The TMP wave form during this period was described as  
 1 2( ; ) ( ; , ) ( ; , )R t L t L tρ ρ β ρ β= ,      (3) 
in which ρ sets the position of the inflection point of the TMP’s down slope and β1 
and β2 are constants setting its leading and trailing slope. Note that the action 
potential duration, α , defined as  
  α ρ δ= −  ,         (4)  
represents the time interval between the marker used for the timing of local 
repolarization ρ  and the timing of local depolarization δ ; it may be interpreted 
as the activation recovery interval [50]. 
 
In summary, the waveform specifying the strength ( ; , )S t δ ρ  of the local EDL was  
 ( ; , ) ( ; ) ( ; )S t D t R tδ ρ δ ρ= .       (5) 
Note that this function depends on two parameters only. The constants β1 and β2 
were found by fitting ( ; , )S t δ ρ  to the STT segment of the rms(t) curve of the 64 
ECGs of the individual subjects, as is described in [137] and motivated in [135]. 
Examples of the TMP wave forms obtained from (5) are shown in Figure 1. These 
may be shifted in time as appropriate in individual cases. Moreover they may be 
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scaled in amplitude to an arbitrary, uniform level in the application to non-
ischemic tissue for which, based on solid angle theory applied to a closed double 
layer, a uniform strength produces no external field.   
 
Figure 1 Examples of TMP wave forms based on (5), The constants δ and ρ specify two different timings of 
activation and recovery; the corresponding activation recovery intervals are α=ρ-δ .  
6.3.2 Computing body surface potentials  
Based on the EDL source description, with its local strength at position x
r
 on the 
surface of the ventricular myocardium (Sv) taken to be the local transmembrane 
potential m ( , )V t x
r
, the potential ( , )t yφ
r
 generated at any location y
r
 on the body 
surface is  
v
m( , ) ( , ) ( , ) d ( , )
S
t y B y x V t x y xφ ω= ∫
r r r r r r
,       (6) 
in which d ( , )y xω
r r
is the solid angle subtended at y
r
 by the surface element d ( )S x
r
 of 
Sv and ( , )B y x
r r
 is the transfer function expressing the full complexity of the volume 
conductor (geometry and tissue conductivity). Previous studies [61,133] indicated 
that an appropriate volume conductor model requires the incorporation of the 
heart, blood cavities, lungs and thorax. In this study, the conductivity values σ 
assigned to the individual compartments were: thorax and ventricular muscle: 0.2 
S/m, lungs: 0.04 S/m and blood cavities: 0.6 S/m. 
The complex shape of the individual compartments within the volume conductor 
model does not permit one to determine ( , )B y x
r r
by means of an analytical method. 
Instead, numerical methods have to be used. In this study we used the boundary 
element method (BEM) [44,132] . By means of this, while using (5) for describing 
the TMP, the potential at any node l  of the discretized (triangulated) body 
surface was computed as 
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 ( , ) ( , ) ( ; , )n n
n
t B n S tφ δ ρ=∑l l ,      (7) 
with n the number of nodes of the triangulated version of Sv . For each moment in 
time this amounts to the pre-multiplication of the instantaneous column vector 
(source) S  by a (transfer) matrix B , which incorporates the solid angles 
subtended by source elements as viewed from the nodes of the triangulated 
surface, scaled by the relative jump in 
  
 
  
⁄  of the local 
conductivity values 
 and 
at either sides of the interfaces i considered 
[44,132]. 
6.3.3 Inverse computation of activation and recovery 
The timing of local depolarization and repolarization was treated as a parameter 
estimation problem, carried out by minimizing in the least squares sense with 
respect to the parameters  and , the difference between the potentials 
computed on the basis of (7) and the corresponding body surface potentials 
( , )V t l observed in the subjects studied. Since the source strength depends non-
linearly on the parameters, the minimization procedure needs to be carried out 
iteratively, for which we used a dedicated version of the Levenberg-Marquardt 
algorithm [83]. The subsequent steps of this procedure alternated between 
updating the  and  estimates. Updating  was carried out on the basis of 
solving  
 ( )2 2 2F Farg min || ( ; ) || || ||µ− +V Φ δ ρ Lδδ .     (8) 
Matrix L represents a numerical form of the surface Laplacian operator[62], 
which serves to regularize the solution by guarding its (spatial) smoothness, 2µ  
its weight [61] in the optimization process and 2F|| ||  the square of the Frobenius 
norm. Matrix L is the Laplacian operator normalized by the surface [61] . 
Consequently Lδ is proportional to the reciprocal of the propagation velocity. As 
the propagation velocity of activation and recovery are in the same order of 
magnitude the same value for µ can be used for activation and recovery.   
Updating  was based on the same expression after interchanging δ and ρ in the 
regularization operator (latter part of (8)). Since the problem in hand is non-
linear, initial estimates are required for both. In previous studies, related to the 
activation sequence (δ) only, the initial estimates involved were derived 
exclusively from the observed BSPs [18,61,87,103]. The method employed here is 
based on the general properties of a propagating wave front. From this initial 
estimate for depolarization, an estimate of the initial values of the repolarization 
marker, ρ , is worked out by including the effect of electrotonic interaction on the 
repolarization process.  
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6.3.4 The initial estimate of the timing of activation 
During activation of the myocardium, current flows from the intracellular space 
of the depolarized myocytes to the intracellular space of any of its neighbours 
that are still at rest (polarized at their resting potential). The activation of the 
latter takes about 1 ms and is confined to about 2 mm. The boundary of this 
region (the activation wave front) propagates toward the tissue at rest until all of 
the myocardium has been activated. The propagation can be likened to the 
Huygens process. The local wave front propagates in directions dominated by the 
orientation of local fibres, at velocities ranging from 0.3 m/s across fibres to 1 
m/s along fibres. Under normal circumstances, ventricular depolarization 
originates from the bundle of His, progresses through the Purkinje system, from 
which the myocardium is activated [131]. In humans this Purkinje system is 
mainly located on the lower 2/3 of the endocardial wall [20,90]. In other cases, 
ventricular activation originates from an ectopic focus or from a combination of 
the activity of the His-Purkinje system and an ectopic focus. The initial estimate 
of the inverse procedure was based on the identification of one or more sites of 
initial activation, from which activation propagates. This includes normal 
activation of the myocardium, which can be interpreted as originating from 
several foci representing the endpoints of the Purkinje system. The activation 
sequence resulting from a single focus was derived by using the fastest route 
algorithm. 
6.3.4.1 The fastest route algorithm 
The fastest route algorithm (FRA) determines the fastest route between any pair 
of nodes of a fully connected graph [156]. The term ‘fully connected’ signifies that 
all nodes of the graph may be reached from any of the other ones by traveling 
along line segments, called edges, that directly connect pairs of nodes. In the 
current application the term edges not only refers to the edges of the triangles 
constituting the numerical representation of Sv, but also to the paths connecting 
epicardial and endocardial nodes [146], provided that the straight line connecting 
them lies entirely within the interior of Sv.  
The structure of the graph is represented by the so-called adjacency matrix, A, 
which has elements ai,j=1 if nodes i and j are connected by an edge, otherwise 
ai,j=0. By specifying velocity vi,j for every edge (i,j), i.e., for every non-zero element 
of A , the travel time ti,j along the edge is  
,
,
,
i j
i j
i j
d
t
v
= , (9) 
in which di,j is the distance along the edge.  
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6.3.4.2 Edge velocities 
In the MRI based geometry of the ventricles the node distances ,i jd are known. In 
the application of (9), the velocities along the edges need to be specified. For want 
of proper estimates on the myocardial penetration sites of the Purkinje system of 
the individual subjects, as will be case in the ultimate, clinical application of the 
proposed method, relatively crude edge velocity estimates were used. Values 
reported for the anisotropy ratio / tv vl  of longitudinal and transverse-fiber 
velocities show a wide range: from 2 to 6 [77,99,109,119]. 
In this study two related velocities were used: the velocity in directions along the 
ventricular surface and the one in directions normal to the local surface, v
l
 and tv
, respectively. Their ratio was taken to be 2, the lower end of the range, selected in 
order to account for transmural rotation of the fibers [123]. For transmural edges 
that were not normal to the local surface, the travel time ,i jt  was taken to be  
 
 
2 2
2 2
, 2 2
t
1
4i j
d h
t d h
v v v
= + = +
l l
 ,     (10) 
 
with d and h the lengths of the projections of the edge along Sv and normal to it, 
respectively. This procedure approximates locally elliptical wave fronts. The 
factor 4 appearing on the right in (10) results from the assumed anisotropy ratio 
2. Infinite travel times are assigned to pairs (i,j) that are not connected by an edge. 
The entire set of ti,j constitutes a square, symmetric matrix AT, on the basis of 
which the FRA computes the shortest travel time between arbitrary node pairs. 
The results form a square, symmetric travel time matrix T .  
6.3.4.3 The initial activation estimate: Multi-Foci search 
The element j of any row i of matrix T was interpreted as the activation time at 
node j resulting from focal activity at node i only. A search algorithm was 
designed, aimed at identifying one focus, or a number of foci, which identified 
the activation sequence yielding simulated body surface potentials that most 
closely resemble the recorded ones. If a focus at node i is taken to be activated at 
time ti, the other nodes will be depolarized at ,j i i jt tδ = + . If multiple foci are 
considered, the activation sequence is computed by the “first come, first served” 
principle: if K foci are involved, the depolarization time δj is taken to be 
,min ( ), 1 .j k k k jt t k Kδ = + = L        (11) 
 
As is shown on the righthand side of (10), vℓ scales the elements of T , and 
consequently of δ . At each step the intermediate activation sequence, δ , vℓ was 
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approximated by max( δ ) / TQRS, with TQRS the QRS duration (see Table 1). For 
nodes known to represent myocardial tissue without Purkinje fibers the 
maximum velocity was set at 0.8 m/s. No maximum velocity was defined for 
nodes in a region potentially containing Purkinje fibers, the nodes in the lower 
2/3 of the endocardial surfaces of the left and right ventricles.  
For any activation sequence δ  tested, ECGs were computed from (7) at each of 
the 65 electrode positions (64 lead signals + reference). Note that, with pre-
computed matrices B  and T , this requires merely the multiplication of the source 
vector by matrix B . The linear correlation coefficient R between all elements of 
the simulated data matrix Φ  and those of the matrix of the measured ECGs, V , 
was taken as a measure for the suitability of δ  for serving as an initial estimate. 
The lead signals were restricted to those pertaining to the QRS interval (about 100 
samples spaced at 1 ms). 
When taking a single node i of the N nodes on Sv as a focus, this results in N basic 
activation sequences , 1i i N=δ L , and corresponding values Ri. The node 
exhibiting the maximum R value was selected as a focus. 
The entire procedure was carried out iteratively. During the first iteration, the 
value ti=0 was used, corresponding to the timing of onset QRS. In any subsequent 
iteration k, the accepted values for ti were set at 90% of their activation times 
found from the previous iteration. For the nodes corresponding to the above 
described ‘Purkinje system’ the values for ti were set at 40% of the previous 
activation times. The Purkinje systems is largely insulated from the myocardial 
tissue. The propagation velocity in this system ranges between 2 and 4 m/s. The 
40% value of ti represents a 2.5 times higher velocity than the one used in the 
previous activation sequence, which is usually around 1 m/s. Within the 
myocardium the differences in velocity are much smaller, limited to 
approximately 0.7 - 1 m/s.  
 Note that a focus can be selected more than once, in which case its activation 
time decreases. The iteration process, identifying a focus at each step, was 
continued until the observed maximum value of R decreased. 
6.3.5 The initial estimate of the timing of recovery 
6.3.5.1 Background 
In contrast to the situation during the activation of the myocardium, local 
recovery may take up to some hundred ms, while the repolarization process 
starts almost directly after the local depolarization. Similar to the situation during 
activation, throughout the recovery period current flows from the myocytes to 
their neighbours. The spatial distribution of these currents is not confined to 
some “repolarization” boundary, but instead is present throughout all regions 
that are “recovering”. Even so, some measure of the timing of local recovery at 
node n can be introduced, such as the marker ρn introduced previously, and its 
Non-invasive imaging of cardiac activation and recovery 73
distribution over Sv can be used to quantify the timing of the overall recovery 
process.  
The intracellular current flowing toward a myocyte is positive when originating 
from neighbours that are at a less advance state of recovery, thus retarding the 
local repolarization stemming from ion kinetics. Conversely, the current flows 
away when originating from neighbours at a more advanced stage of recovery, 
thus advancing local repolarization. The size of the two domains determines the 
balance of these currents, and thus the magnitude of the electrotonic interaction. 
At a site where depolarization is initiated, the balance is positive, resulting locally 
in longer action potential durations than those at locations where depolarization 
ends. The extent of the two domains is determined by the location of the initial 
sites of depolarization and overall tissue geometry [142]. As a consequence, local 
action potential duration, α, is a function of the timing of local depolarization 
and, expressed in the notation of (4), so is ( ) ( )ρ δ δ α δ= + . Literature reports on 
the nature of the function ( )α δ  as observed through invasive measurements are 
scarce. In some reports [16,31] a linear function was suggested, for which a slope 
of -1.32 was reported. The function used in our study involved the subtraction of 
two exponential functions. For small distances between a local depolarization (its 
source) and local ending of activation (its sink) this function becomes linear in 
approximation [142].  
6.3.5.2 The initial recovery estimate 
The initial estimate for ρ  was found from ( ) ( )= +ρ δ δ α δ , with δ  the initial 
estimate of the timing of depolarization. The value of αn at any node n was 
computed as  
 
/ (1 ) /( )n nx xn n e e
ξ ξα α κ − −= + − ,        (12) 
 
with α  expressing the mean activation recovery interval, n n nκ δ δ= −
) (
 the 
difference between the depolarization times of the closest sink and source, 
( ) /n n n nx δ δ κ= −
(
 and ξ  a dimensionless shape constant [142]. Sources and sinks of 
activation were identified as nodes of Sv for which all neighbors in a surrounding 
region of 2 cm were activated earlier or later, respectively.  
If more than one source and sink was found within a distance of 4 cm, the 
average value of the parameters xn and κn was assigned to the node n involved. 
The value of α  was found through lining up ρ δ α= +  with the apex of the rms(t) 
signal of the observed ECG signals [138].  
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6.3.6 Notations/quality measures 
All lower case bold variables denote vectors, all upper case bold variables refer to 
matrixes. The differences between simulated and recorded potential data are 
quantified by using the rd measure: the root mean square value of all matrix 
elements involved relative to those of the recorded data. In addition, the linear 
correlation coefficient R between all elements of simulated and reference data are 
used.  
6.4 Results 
The differences between simulated and recorded potential data are quantified by 
using the rd measure: the root mean square value of all matrix elements involved 
relative to those of the recorded data. In addition, the linear correlation coefficient 
R between all elements of simulated and reference data is used. 
6.4.1 Healthy subject 
For all three cases considered, the weight parameter of the regularization 
operator, µ (see (8)), was empirically determined and set to 1.5 10-4, both while 
optimizing activation and recovery.  
The upstroke slope, β (see (1)), was set to 2, resulting in an upstroke slope of 50 
mV/ms. The parameter ξ (12) was tuned such that, for the healthy subject (NH), 
the linear slope of ( )α δ  was -1.32 (see Franz et al. [31]). This resulted in a value of 
7.9·10-3 for ξ. 
The initial activation estimated by means of the focal search algorithm is shown 
in Figure 2a. In total 7 foci were found in four regions, the first one in the mid-left 
septal wall, the next on the lower right septal wall and some additional ones on 
the left and right lateral wall. The result obtained from the non-linear 
optimization procedure based on this initial estimate is shown in Figure 2b.  
The initial estimated activation recovery intervals (ARI), derived from the initial 
activation sequence (Figure 2a) and the use of equation (12) are shown in Figure 
3a. Note that areas activated early indeed have a longer ARI than the areas 
activated late. After optimization (Figure 3b) the global pattern is similar to the 
initial one, with a minimally reduced range (from 182 – 320 ms to 176 – 300, see 
also Table 3). This can also be observed in Figure 4, in which the local initial and 
final ARI values are plotted as a function of activation time. Consequently, the 
accompanying reduction in the linear regression slope between initial and 
estimated ARIs and activation times is also smaller (Table 3). The average of the 
estimated ARIs is 7 ms shorter than the initial ARIs. In general the estimated ARI 
values in the right ventricle shorten more compared to the initial estimate 
whereas the ARI values in the left ventricle and septum prolong slightly (Figure 
4). 
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The resulting recovery times show very little dispersion (49 ms, Table 3). The 
right ventricle starts to repolarize first, whereas the (left) septum repolarizes last 
(Figure 5). Both the left and right ventricle show a prevailing epi- to endocardial 
direction of recovery.  
 
Figure 2 Estimated activation sequences of the ventricles of a healthy subject. Panel a: the initial estimate 
resulting from the multi-focal search algorithm; the white dots indicate some of the foci that were identified. 
Panel b: the result of the subsequently applied non-linear optimization procedure. Isochrones are drawn at 10 
ms intervals. The ventricles are shown in a frontal view (left) and basal view (right).  
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Figure 3 Estimated activation recovery intervals at the ventricular surface of a healthy subject. Initial and final 
ARIs as generated in the inverse procedure. Panel a: The initial ARI estimate. Panel b: the ARI distribution after 
optimization. Remaining legend as in Figure 2. 
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Figure 4 Initial and final ARIs as generated in the inverse procedure. Initial estimation of the ARIs (panel a) 
and final estimated ARIs (panel b) as a function of the respective depolarization sequence. The solid black line 
indicates the linear regression line. Three areas within the heart have been identified by different markers, right 
ventricle (green), left ventricle (red) and (left and right) septum (blue). 
 
Figure 5 Recovery sequence as obtained from the inverse procedure. Remaining legend as in Figure 2. 
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The measured ECGs and the simulated ECGs based on the estimated activation 
and recovery times, match very well during both the QRS and the STT segment 
(see Figure 6), as indicated by the small rd value (0.12,Table ).  
 
Figure 6 Standard 12-lead ECG; in blue: the measured data; in black: in black the simulated ECG based on the 
estimated activation and recovery times.  
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6.4.2 Fusion beat with Kent bundle 
 
Figure 7 The results of the inverse procedure for a fusion beat, i.e. activation initiated by a Kent bundle and the 
His-Purkinje system (panel a) and for a Kent-bundle-only beat (panel b). The estimated activation sequences are 
shown on the left, the recovery sequences on the right. The white dot indicates the position of the Kent bundle as 
observed invasively. Remaining legend as in Figure 2.  
For the fusion beat the first focus identified by the focal search algorithm was the 
Kent bundle (Figure 7.a; see Fisher et al [29]) subsequently 3 focal areas were 
determined: one on the lower left septal area and two on the right ventricular 
wall. The estimated repolarization times have a small dispersion (32 ms, see 
Figure 7b), which is in agreement with the fact that the heart is activated from 
both the Kent Bundle and the His-Purkinje system.  
For the beat in which the AV node was blocked a single focus was found at 
approximately the same location where the Kent bundle was found on the basis 
of the fusion beat. The resulting ECGs of both beats is shown in Figure 8. 
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Figure 8 The simulated (black lines) and measured ECGs for a fusion beat (blue lines), i.e. activation initiated 
by a Kent bundle and the His-Purkinje system and a beat for which the AV node was blocked by adenosine, 
leaving only the Kent bundle intact (red lines).  
6.4.3 Brugada patient 
Examples of the inversely computed timing of depolarization and repolarization 
of the Brugada patient are shown in Figure 9. These related to two time instants 
during the procedure: at baseline and just after the last infusion of Ajmaline. The 
effect of the Ajmaline on the ECG can be observed in the rms signal of the 
recorded BSPs (insets Figure 9): the QRS broadened and the ST segment became 
slightly elevated following the administration of Ajmaline.  
The first focal area was found on the left side of the septum for the baseline beat 
and at peak Ajmaline. For the baseline beat two additional foci were found, one 
on the left and one on right lateral wall (see Figure 9a). The estimated activation 
patterns of both analysed beats are similar, although the activation times of the 
Ajmaline beat were later near the left and right base of the heart (Figure 9 a/b).  
The estimated repolarization times of the baseline beat show a dominant epi- to 
endocardial recovery sequence. After the last bolus of Ajmaline, the transmural 
repolarization difference in the left ventricle remained almost unchanged, though 
slowly shifted with time. Large differences, however, are found in the right 
ventricle (Figure 9d). The accompanying ARIs initially show a dispersion of 116 
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ms increasing up to 193 ms. This expanded range is mainly caused by the very 
early recovery in the outflow tract area (see Figure 9d). The corresponding ECGs 
of both beats are shown in Figure 10. 
 
Figure 9 Activation (panel a and b) and recovery (panel b and d) of two beats in a Brugada patient during an 
Ajmaline provocation test. Panel a) and c) show the activation respectively the recovery sequence estimated 
from the baseline ECG. Panel b) and d) show the activation respectively the recovery sequence just after the last 
infusion of the Ajmaline. Color scale is the same for panel a & b and panel c & d. Remaining legend see Figure 2. 
 
Figure 10 The simulated (black lines) and measured (blue lines) ECGs for the baseline beat of the Brugada 
patient, and the simulated (black lines) and measured (red lines) ECGs of the beat at peak Ajmaline.  
     b 
    a         c 
 
    d 
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6.4.4 Overall performance of the procedure 
For each step in the inverse procedure the correlation and rd values are calculated 
between the measured ECG and the simulated ECG (see Table ). For all subjects 
the resulting inverse procedure rd values were small. The initial estimates, 
however, showed high rd (>0.7) values despite the fact that the corresponding 
correlation was well above 80%.  
 
Table 2 R and rd values of the 3 subjects, computed over the segments indicated, pertaining to the initial 
estimate (focal search) and the final solution. 
Subject 
Initial activation 
(QRS segment only) 
Initial recovery 
(QRST  segment) 
Activation & 
recovery 
(QRST segment) 
rd correlation rd correlation rd correlation 
NH 0.69 0.85 0.73 0.80 0.12 0.99 
WPW 
2.46 
1.72 
0.87 
0.86 
2.39 
2.39 
0.84 
0.84 
0.19 
0.17 
0.98 
0.99 
BG  (at 1 min) 
      (at 10  min) 
1.41 
1.84 
0.89 
0.84 
1.31 
2.20 
0.82 
0.36 
0.15 
0.17 
0.99 
0.99 
 
The linear slope of ( )α δ  in the initial solution was close to -1.32 for most subjects. 
After optimization the slope values decreased for all cases, except in the Brugada 
patient at peak Ajmaline (Table 3).  
The computation time used by the inverse procedure ranged between ½ a minute 
(BG) up to 23 minutes (NH), depending on the number of nodes (Table 1) used in 
the mesh in the heart’s geometry (Table 4).  
 
Table 3 The range of ARI (α), repolarization times (ρ) and the slope of the linear regression between ARI and 
depolarization times (δ). All values shown relate to the final solution. 
Subject (Initial) Slope 
mV/ms 
range α 
ms 
range ρ  
ms 
NH  (-1.32)  -1.17 176-300  (124) 275-324   (49) 
WPW    (fusion) 
             (AV block) 
(-1.21)  -0.83 
(-1.08)  -0.93 
   168-263    (95) 
119-268  (149) 
271-306   (35) 
248-336   (88) 
BG       (at 1min) 
            (at 10min) 
(-1.27)  -1.12 
(-1.26)  -0.92 
182-297  (116) 
108-302  (193) 
244-317   (73) 
183-358 (174) 
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Table 4 Computation times of the focal search algorithm and the optimization procedure. Some foci in the multi-
focal search were optimized more than once, resulting in more scans than foci. Within the optimization 
procedure one iteration includes the optimization of depolarization times (δ) and repolarization times (ρ). 
Subject 
Focal search Optimization 
# scans Computation 
time 
s 
# iterations Computation 
time 
s 
NH  9 233 10 1143 
WPW    (fusion) 
             (AV block) 
4 
2 
61 
23 
17 
85 
208 
993 
BG       (at 1min) 
            (at 10min) 
6 
1 
6 
1 
23 
36 
31 
46 
 
6.5 Discussion 
For all of the three cases presented, the inversely estimated timing of activation 
and recovery agreed well with available physiological knowledge. The resulting 
ECGs closely matched the measured ECGs (rd ≤ 0.19, correlation ≥ 0.98, Table 2). 
The quality of the results and the required computation time hold promise for the 
application of this inverse procedure in a clinical setting. 
In previous studies the required initial estimates were derived exclusively from 
the observed BSPs [18,61,87,103]. The robustness of these initial estimates was 
limited in the sense that small variations in the parameters of the first estimate 
lead to quite different outcomes of the inverse procedure. In the study presented 
here, the initial estimates are based on knowledge about the electrophysiology of 
the heart. The results show that this improves the quality of the inverse 
procedure significantly. The major elements of the inverse procedure are 
discussed below. 
6.5.1 Activation 
A first improvement in the initial estimation procedure was the incorporation of 
global anisotropic propagation in the simulation of ventricular activation. When 
using an uniform velocity the estimated activation wave revealed earlier 
epicardial activation for subject NH in the anterior part of the left ventricle [128]. 
Although no data on individual fiber orientation was available, the global 
handling of trans-mural anisotropy, estimated using common accepted insights 
[122,123,151], improved the overall performance.  
A second improvement concerns the selection of foci in the multi-foci search 
algorithm. Within this algorithm, the correlation R between measured and 
simulated ECGs was used, instead of the rd values used previously. The idea to 
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investigate the appropriateness of the correlation arose from the observation that 
the overall morphology of the simulated wave forms closely corresponded to the 
measured data, in spite of relatively high rd values. This was first observed in an 
application to the relatively simple atrial activation sequence, frequently 
involving just the “focus” in the sinus node region [129]. Subsequently, it also 
proved to be effective in applications to the ventricles.  
Each simulated activation sequence of the initial multi-foci search was scaled by 
an estimation of the global propagation velocity (vℓ) derived from the QRS 
duration, taking into account the differences in propagation velocity in 
myocardial and Purkinje tissue. The QRS duration was derived from the rms(t) 
curve, computed from all leads referred to a zero-mean signal reference [69]. This 
produces the optimal estimate of the global onset and completion of the 
activation process. 
This initial estimation procedure proved to be very insensitive to slight variations 
in parameters settings. This can be observed from the first subject presented, NH, 
yielding an initial estimate that agrees well with literature data [24,71,158]. The 
final activation times, resulting from the subsequently applied inverse procedure, 
globally resemble those of the initial activation sequence (Figure 3a/b). Further 
visual inspection of the final activation sequence also showed no unphysiological 
phenomena.  
The inverse solutions for the WPW patient have been published by Fisher et al. 
[29]. In their report, the solution presented solution was based an initial estimate 
derived from using the critical point theorem [64]. The solution for the fusion beat 
clearly identified the actual, invasively determined location of the accessory 
pathway location, but the accompanying initiation of activation at the septum 
and the right ventricle were not found. In our current inverse procedure, the 
initial estimated activation sequence of the same beat (see Figure 7a) the 
accessory pathway location was identified in the first run of the multi-focal 
search, followed by locations from where the ventricle normally is activated [24]. 
The estimated activation sequence thus not only shows the correct position of the 
Kent bundle, but also a true fusion type of activation resulting from early 
activation in the right ventricle and left septum, as is to be expected in this 
situation. For the situation in which the AV node was blocked a single focus was 
found at the approximate location of the Kent bundle (see Figure 7b). 
A reduction in propagation velocity of 20-40% can be found [102] after the 
administration of Ajmaline, which is reflected in the estimated activation 
sequences before and after Ajmaline administration (compare Figure 9a &b). 
Note that the earliest site of activation in both sequences are approximately the 
same. These activation patterns are similar, suggesting that the sodium channel 
blocker has a global influence on the propagation velocity within the heart 
(Figure 9 a/b) and a more pronounced effect in the right basal area, in accordance 
with Linnenbank et al. [79].  
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6.5.2 Recovery 
In previous studies only the cardiac activation times were estimated from body 
surface potentials [8,35]. In the current study the recovery sequence, as quantified 
by the timing of the steepest down slope of the local transmembrane at the heart’s 
surface, is included as well. For the initial estimate of the ventricular recovery 
sequence, ρ , a quantification of the effect of electrotonic interaction on the 
recovery process is used, expressed by its effect on the local the activation 
recovery interval (ARI). Few invasive data are available on the ventricular 
activation recovery intervals [134]. Generally these are derived from potentials 
measured on the endocardial and epicardial aspects of the myocardium 
[36,71,97].  
The linear regression slope of the ( )α δ  curves for all 5 cases was within the range 
as found by Franz et al. [31] (-1.3 ± 0.45). The estimated slopes revealed slightly 
smaller values in the right ventricle than those in the left ventricle and septum 
(Figure 4). These results suggest that electrotonic interaction is a major 
determinant of the action potential duration. Consequently the ARI depends on 
the activation time, resulting in similar patterns for ARI and activation times. 
These findings are in contrast with the ARI values based on the PPS source model 
found by Ramathan et al. [97], in which local ARI is almost completely uncoupled 
from the local activation time. The differences in ARI values estimated by both 
methods can be attributed to the fact that the local TMP waveforms cannot be 
extracted uniquely from the, more global, electrograms used in the PPS based 
inverse procedure to extract local recovery times. 
The dispersion in the recovery times found was smaller than those of the 
activation times, in agreement with the negative slopes observed for the ( )α δ  
function. The ranges of the activation times found were about twice as large as 
those of the repolarization times for the normal cases (NH and BG (1min), Table 
3). The apex-to-base differences in the recovery times were small (20-30 ms), 
which is in accordance to literature data [97]. At several sites the local transmural 
recovery differences were more substantial (Figure 6-9). Such large transmural 
recovery differences (frequently referred to by the misnomer recovery gradients), 
were found throughout the ventricles in all ‘normal’ subjects (BG baseline and 
NH), but not in the right ventricle of the Brugada patient (BG) after the 
administration of Ajmaline. It is unknown whether the recovery times of the 
Brugada patient match reality, but the locations having the largest deviations in 
recovery time do match common knowledge [157]. An explanation for the short 
ARI value (and the advanced activation) might lie in the fact that this area is not 
activated at all due to structural changes [154], an option not permitted by the 
presented inverse procedure. 
6.5.3 Action potential wave forms of the source model 
The description of the transmembrane potential waveform used for driving the 
EDL source model (5), Figure 1, proved to be adequate. When testing more 
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refined variants only minor differences in the resulting isochrone patterns were 
observed, which is an indication of the robustness of the inverse procedure (see 
Appendix).  
6.6 Limitations 
The EDL source model involved assumes a uniform equal anisotropy ratio 
throughout the myocardium [35]. A quantitative judgment on the quality of the 
initial estimate and its influence on the estimate of activation and recovery times 
could not be given for want of a complete set of invasive data pertaining to the 
entire myocardium. 
6.7 Conclusions 
In all three cases, the inversely estimated timing agreed with available 
physiological knowledge. The progress made in the inverse procedure using an 
equivalent double layer source model is attributed to our use of initial estimates 
based on the general electrophysiology of propagation. The quality of the results 
and the required computation time hold promise for a future application of this 
inverse procedure in a clinical setting. 
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6.8 Appendix 
In the source model used, no elements representing the early repolarization 
phase (1) and plateau phase (2) were incorporated [74]. It was tested whether the 
incorporation of these phases in the source model influence the estimated 
activation and recovery times. Initial repolarization was implemented by 
multiplying the product of (2) and (3) by a “spike function”, defined as 
 
p p( ; , ) (1 ( ; , ) )P t c L tδ ρ τ β= − ,       (13) 
with βp the slope, and τp the timing of the spike. The constant c sets the magnitude 
of the spike describing phase (1). A down-sloping plateau was accounted for by 
scaling β1. The resulting waveform of the local source strength, previously 
described in (5), was  
  ( ; , ) ( ; ) ( ; , ) ( ; )S t D t P t R tδ ρ δ δ ρ ρ=       (14) 
 
The values of the constants, c=0.08, τp=δ+8, and βp=0.35, were found by tuning the 
resulting wave form to available literature data [4,14,58,94]. Examples of two 
waveforms, with and without phase 1 (early repolarization) and 2 (plateau), are 
shown in Figure 10.  
 
Figure 10 Examples of TMP wave forms based on (14), red lines (c=0.08, τp=8, and βp=0.35), and (14)  blue 
lines with no spike/plateau. The constants δ and ρ specify two different timings of activation and recovery; the 
corresponding activation recovery intervals are α=ρ-δ .  
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The activation and recovery times were estimated again, now using the TMP 
shape including spike and plateau phases. The results were compared to the 
resulting ECGs, activation and recovery times from the inverse procedure using 
only the depolarization and repolarization phases (see (5)).  
The rms differences in estimated activation and recovery times were small (Table 
5), except for the AV-blocked beat of the WPW patient and the Brugada patient at 
peak Ajmaline delivery. For the Brugada patient, however, early repolarization is 
found in the outflow tract area in both situations (see 9d). The WPW patient 
shows a similar pattern in repolarization for both models, with an average 
difference in repolarization time of 25 ms. The goodness of fit was comparable for 
the STT segment of the BSPs for both TMP shape descriptions, as apparent from 
the average rms values of the differences between measured and simulated ECG 
signals (Table 6). 
Table 5 Root mean square (rms) differences in the activation times (δ) and repolarization times (ρ) estimated by 
using two different TMP shape descriptions. The two source models used were: 1) with spike and decreasing 
plateau (equations (14) and (2)) with constant plateau (5).  
Subject Timing differences 
for two source models 
Depolarization 
[ms] 
Repolarization 
[ms] 
NH  1.6 6.4 
WPW (fusion) 
         (AV blocked) 
2.1 
6.8 
3.6 
32.5 
BG    (baseline) 
         (peak infusion) 
3.8 
3.8 
9.7 
23.1 
 
Table 6 Average root mean square (rms) differences in the amplitude of measured and simulated body surface 
potentials simulated with two different source descriptions. The two source models used were: 1) with spike and 
decreasing plateau (compare equations (14)) and (2)) with constant plateau (5). For both wave forms, the 
average rms difference during the STT segment of the measured and simulated ECGs is listed.  
Subject Goodness of fit 
[µV] 
With spike 
and plateau 
Eq. (14) 
Constant 
plateau 
Eq. (5) 
NH  26 24 
WPW (fusion) 
         (AV blocked) 
15 
22 
15 
21 
BG    (baseline) 
         (peak infusion) 
20 
38 
20 
31 
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Summary and Discussion 
 
 
 
 
 
 
 
 
 
 
The electrocardiogram (ECG) is an important clinical tool in the assessment of the 
(dis)function of the heart. The ECG has been recorded systematically for more 
than 100 years, resulting in a vast empirical knowledge relating the ECG 
morphology to the functioning of the heart. The ECG morphology reflects the 
sequence of activation and recovery of the heart. Assessing this activation and 
recovery directly from the ECG will greatly improve the diagnosis of heart 
disease.  
The inverse procedure is a non-invasive method, mapping the electrical 
activation and recovery of the heart directly from the ECG. The research 
described in this thesis is dedicated to the improvement of the inverse procedure. 
Such an inverse procedure requires a source model, representing the electric 
cardiac current generator. In our research we used the equivalent double layer 
source model (EDL), located on the endocardial and epicardial surface of the 
heart. The non-invasive estimation of the atrial and ventricular activation and 
recovery from the ECG is investigated. This requires the simulation of ECG 
signals originating from both the atria and ventricles involving a volume 
conductor model incorporating various tissues with different conductivities.  
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The influence of various inhomogeneities on the simulated ventricular ECG has 
been determined in previous studies [46,67]. In an initial study, chapter 2, we 
investigated the influence on the simulated atrial ECG signals of the lungs (5 
times lower conductivity than of the average torso conductivity), and blood (3 
times higher conductivity) within the atrial and ventricular cavities. Both the 
ECGs recorded in 64 leads and the reconstructed geometries were obtained from 
the same healthy human male, which enabled us to analyze the results on the 
basis of a comparison between the simulated and measured ECGs.  
The model of the atria was reconstructed with high accuracy, with an average 
wall thickness of 2.5 mm. The results from this study show that the higher 
conductivity of the blood cavities have a major influence on the P wave 
morphology and amplitude. A large decrease, about a factor 2.5, in P wave 
amplitude is found when the blood cavities (atrial and ventricular) are 
incorporated in the volume conductor model. The magnitude of the influence of 
the higher conductivity of blood in the atrial cavities is much greater than that 
reported for the ventricles [139]. This can be attributed to the so-called Brody 
effect [5], Brody showed that the blood mass inside a cavity tends to shunt the 
source components parallel to the surface, whereas components perpendicular to 
the surface are amplified. Within the ventricles source components parallel to the 
surface are present, because the wave front moves from endocardium to 
epicardium. Within the atria the perpendicular component is dominant, because 
the atrial wall is much thinner which results in an activation wave that spreads 
approximately perpendicular to the surface, activating opposite locations on the 
endocardial and epicardial wall at the same time. Despite this very thin wall the 
accuracy of the EDL approximation [85,145], as used in the simulation of the 
body surface potentials, proved to be sufficient for obtaining closely matching 
ECGs. 
In a modeling study, chapter 3, the spread of the atrial activation wave is 
simulated by means of the shortest path algorithm (SPA). The application of the 
SPA is tested on a highly realistic model of the atria. This model describes the 
three-dimensional atrial myocardium by a single surface, thus ignoring wall 
thickness. Assuming a uniform propagation velocity of 1 m/s, the timing of the 
activation of the atria is in agreement with clinical data reported in the literature. 
The geometry seems to be the key factor in the spread of excitation during stable 
heart rhythms, such as sinus rhythm.  
During sinus rhythm the activation of the heart starts in the sinus node, located in 
the roof of the right atrium. As synchronous contraction of both atria is desirable 
one might expect increased velocity in areas connecting the right and left atria, 
e.g. the inter-atrial band [22]. The shortest path algorithm is used to investigate 
whether areas exist within the atria that are important in the passing on of the 
activation. 
The SPA computes the shortest distance (from a focus to another node) by 
building the shortest path over the atrial surface via the discretization nodes. How 
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often a node is present in all paths originating from a single focus is represented 
in an intensity map. A route following nodes with high intensity can be extracted 
from this intensity map. These routes are referred to as the prominent routes, as 
introduced in this chapter. These routes express the importance of nodes in 
passing on the activation, i.e. the more frequently a node is used in various paths, 
the more vital this node is in passing on the activation. A delay at a ‘high 
intensity’ node will result in later activation for a large part of the atria. The 
prominent routes are completely determined by the geometry of the atria. When 
the sinus node is chosen as the focus many of these routes coincide with 
prominent morphological structures within the atria, such as for instance the 
inter-atrial band. The existence of the prominent routes suggest a functional link 
to atrial geometry. This is supported by the observation that areas that are 
important in the activation of the atria have well aligned, somewhat thicker 
muscle tissue.  
Myocardial cells are elongated and electrically stronger coupled to one another 
on their far ends, resulting in an anisotropic propagation velocity: with a higher 
velocity along the fiber direction than perpendicular to it. For the atria it is, 
within limits, justifiable to assume a uniform propagation velocity. Within the 
ventricles, however, anisotropic wave propagation is prominent due to the 
organization of the myocardial fibers within the thick ventricular wall (3-15 mm). 
The myocardial cells within the ventricle are ordered in sheets of muscle fibers 
running obliquely from apex to base [41,123]. The discrete model of the 
ventricles, as described in chapter 4, is therefore a 3 dimensional volume, in 
which also intra-mural connections are defined. The ventricular activation 
sequences are computed by means of the fastest route algorithm (FRA), a 
dedicated version of the shortest path algorithm taking into account the 
anisotropic propagation through the wall [146].  
The ability of the FRA algorithm to generate activation sequences and adapt 
existing ones was used to simulate ECGs during the early phase of cardiac 
infarction. During this early phase a part of the heart becomes ischemic due to the 
occlusion of one of the major arteries. This results, among many other local 
changes, in a decrease in the local propagation velocity [10,72,76] and in some 
cases even in the failure of a part of the Purkinje system to propagate activation, 
referred to as Bundle branch block. The FRA was used to modify an existing, 
‘sinus rhythm’, activation sequence such that it results in ischemic activation 
sequences. The results presented in this chapter show that these changes can be 
approximated well, resulting in phenomena associated with ischemia, both in the 
activation sequence and in the corresponding ECGs. The adaption methods based 
on the the FRA are extremely useful in an interactive educational and research 
application, e.g. ECGsim [143].  
The sequence of activation and recovery of the heart has physiological 
significance and clinical relevance. The non-invasive imaging technique 
presented in this thesis determines the activation and recovery sequence of the 
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heart based on the equivalent double layer (EDL) source model. The local 
strength of this EDL is defined by an analytical description of the transmembrane 
potentials of the myocardial cells at that location. The relation between these 
source parameters and the ECG on the body surface is non-linear. As a 
consequence the inverse problem implied by this source model requires the 
specification of initial estimates for activation and recovery.  
The final two chapters of this work present the non-invasive imaging results for 
the atria and ventricles. The initial estimation method introduced in this thesis 
incorporate further relevant electrophysiological knowledge in order to obtain a 
valid estimation for activation and recovery that are in agreement with the 
literature.  
In chapter 5 the SPA is used to construct the initial estimate. This means that the 
anisotropic propagation in the atria and ventricles is ignored. Every node of the 
discrete atria is used to compute an activation map by means of the SPA, scaled 
by a predefined, uniform, propagation velocity. For every activation map 
originating from a focus the corresponding ECGs were computed. Within this 
algorithm, the correlation between measured and simulated ECGs was used as to 
select the best activation map. This idea arose from the observation that the 
overall morphology of the simulated wave forms closely corresponded to the 
measured data, in spite of relatively high differences in amplitude between 
measured and simulated ECGs. Assuming a propagation velocity of 0.8 m/s, the 
node for which the corresponding ECG had the highest correlation was found 
close to the right-hand side of the entry of the vena cava superior, the area where 
the sinus node usually is found.  
The found activation sequence was used as an initial estimate for the inverse 
procedure. The inverse procedure uses a dedicated Levenberg-Marquardt 
algorithm to iteratively adapt the activation sequence in order to minimize the 
difference between measured and simulated ECG until convergence is reached. 
Because the problem at hand is ill-posed, i.e. small measurement errors can result 
in completely different solutions. To avoid this instability the inverse procedure 
requires regularization: i.e. an extra boundary condition has to be applied to the 
solution. The weight of the boundary conditions is determined by the 
regularization parameter.  
In the case of the estimation of the atrial activation, the initial estimate proved to 
be so good that the inverse procedure was not very sensitive to the value of the 
regularization parameter. Consequently the estimated atrial activation sequence 
is found to be very similar to the initial estimate when using a regularization 
operator based on the myocardial distance function [146] or on the Laplacian 
operator (see results chapter 2 of [130]). These results indicate the potential of the 
SPA to generate electrophysiologically based initial estimates of the atrial 
activation.  
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For the ventricles a similar approach was applied. An initial estimate with one 
focus was generated, even though the ventricles are activated from multiple 
locations by the His-Purkinje system in an healthy heart. For a normal subject the 
location of the focus for which the correlation between measured and simulated 
ECG was highest, was found in the mid-left septum, a location associated with 
early activation. The lack of additional foci results in an estimated activation 
sequence with unphysiological phenomena, e.g. earlier activation on the left free 
epicardial wall than on the endocardial wall. 
This observation is supported by the results presented in chapter 6, in which an 
initial activation estimation procedure is presented based on the FRA. The 
method incorporates relevant electrophysiological knowledge in selecting sites of 
early activation. The node for which the activation map resulted in the highest 
correlation value between measured and simulated ECGs was selected as the first 
focus. Subsequently it is tested whether the addition of a second focus is results 
in a better activation sequence. If multiple foci are considered, the activation 
sequence is computed by the “first come, first serve” principle for each node. Foci 
are added as long as this improves the quality of the activation sequence, i.e. 
results in an increase in the correlation between measured an simulated ECG. 
Each simulated activation sequence of the initial multi-foci search was scaled by 
an estimation of the global propagation velocity derived from the QRS duration. 
In the cases where the His-Purkinje system likely played a role (QRS duration 
<120 ms) in the activation of the ventricles, sites of early activation were found at 
locations in agreement with the literature [24].  
Subsequently an initial estimate for the recovery sequence is determined. We 
assumed a non-linear relation between the moment of activation and the duration 
of the action potential (APD), that is assumed to be driven by the electrotonic 
interaction of neighboring areas [31,142]. This assumption results in longer APD 
values at sites where depolarization is initiated than those at locations where 
depolarization ends. The resulting dispersion in APD is somewhat larger than the 
dispersion in activation, and results in a relatively small dispersion for the 
recovery sequence. The high quality of the initial estimate of the activation times 
enabled us to use this timing directly for estimation an initial estimate for the 
spatial distribution of the ventricular APD. 
Both the activation and recovery sequence were alternately optimized by using 
the dedicated Levenberg-Marquardt algorithm mentioned above and the 
Laplacian operator as a regularization operator. The resulting activation and 
recovery sequences were relatively close to the initial estimates.  
The source model strength over time is given as by a fixed waveform, with the 
activation and recovery times as its parameters. The influence of the waveform of 
the model source strength on the estimated activation and recovery sequence was 
tested by using two different waveforms. The first incorporated a depolarization 
and recovery phase only, in the second one, a spike and decreasing plateau were 
incorporated as well. The timing differences in activation and recovery found for 
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these two source descriptions were small for the ‘normal’ cases in which the His-
Purkinje system likely played a role. For the other cases, a WPW patient with a 
Kent bundle activation and a Brugada patient responding to a sodium-channel 
blocker, the influence of the source description was significant for the recovery 
phase but not for the activation.  
The shortest path algorithm is computationally fast and is able to construct atrial 
and ventricular activation timing for a given focus in far less than a second. 
Despite the simplicity of the shortest path algorithm it is able to incorporate 
relevant electrophysiological knowledge regarding the cardiac propagating wave 
front. The results presented in this thesis show that the application of the shortest 
path algorithm is a powerful tool, both in the forward simulation of ECGs during 
ischemic circumstances (chapter 4) and in the inverse solutions by the creation of 
high quality initial activation estimates (chapters 5 and 6). Consequently the 
activation sequences resulting from the inverse procedure are of high quality too, 
and well in agreement with literature. Furthermore, the inverse procedure proves 
to be robust with respect to the chosen source description, especially with regard 
to the activation. 
Within the method presented the parameter values were fixed for all cases. In 
none of these cases was invasive mapping data available to validate the entire 
procedure. Consequently, the optimal parameter settings, as used in the inverse 
procedure (chapter 6), remain to be determined. Our initial estimation method 
results in a smaller dispersion for the recovery times than for the activation times. 
Other studies found a much larger range in recovery times than in the activation 
times on the epicardial surface [8,71,97,147]. These contradicting results indicate 
that more extensive basic knowledge is needed with respect to the recovery of the 
heart. 
Currently, two non-invasive methods exist for the imaging of the activation and 
recovery sequence of the heart from the ECG. The first is the one described in this 
thesis, based on the equivalent double layer (EDL) source model. The second uses 
the pericardial potential source (PPS) model. This source model describes the 
potential distribution at each time instant on a closed surface around the heart 
that encompasses all active cardiac sources, both atria and ventricles. A major 
difference between both methods is the number of parameters that need to be 
estimated from the ECG. When estimating the activation times the number of 
parameters for the EDL-based method is equal to the number of nodes 
representing the heart (Nh), i.e. the local depolarization time of that area. For the 
PPS model, a potential distribution has to be estimated on all nodes at each 
moment in time. This results in a number of unknowns equal to the number of 
nodes on the pericardial surface of the heart (Nh) times the number of samples in 
the QRS complex. For a QRS complex sampled at 1000 Hz, the number of 
unknowns for the PPS-based method is 100 times larger than for the EDL-based 
method. Reports in the literature include those on studies that solve the PPS-
based inverse problem by using more than 200 leads [38,39,97]. This high amount 
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of data was not available in the data sets used in this thesis (64 signals). Therefore 
we were not able to investigate the increase in quality of the EDL based inverse 
solution method when using more signals than the available 64.  
Several studies have shown that the information content of the ECG is limited to 
approximately 25 independent signals, [56,59,112,127]. This indicates that adding 
more leads to the dataset may serve as regularization and an improvement of 
signal to noise ratio rather than that information about the source is added. The 
robustness of the inverse procedure presented in chapter 6 was put to the test by 
applying it to subsets of the data, derived from a reduced number of ECG signals, 
for the same subjects as described in chapter 6.  
 
Figure 1 Results of the inverse procedure from 2 ectopic beats and one fusion beat from 64 ECGs (left column) or 
the 9 unipolar leads of the standard ECG (Vr, Vl, Vf, and V1-V6) (right column). Panel a) The estimated 
activation times of an ectopic beat, based on the ECG most likely originating from the apex right ventricle. 
Panel b) The estimated activation times for an activation initiated by the Kent bundle only and panel c) for a 
fusion beat, i.e. activation initiated by a Kent bundle and the His-Purkinje system. The white dot (panel b and c) 
indicates the position of the Kent bundle as observed invasively. Isochrones are drawn at 10 ms intervals. The 
ventricles are shown in a frontal view (left) and basal view (right). 
c 
b 
a 
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In an extreme variant, the number of signals was reduced from 64 to the 9 
unipolar lead signals of the standard ECG, i.e. Vl, Vr, Vf, and V1-V6. Since the 
activation sequence of an ectopic beat, resulting from a single focus, seemed to be 
simple enough to be reconstructed from a small number of ECGs, the inverse 
reconstruction was expected to be similar to the ones that uses all 64 ECG signals. 
From the WPW patient (chapter 6) ECG data was available from 2 different 
ectopic beats, and one fusion beat. The non-invasive estimation of the activation 
times from the ectopic beat data, based on the 9 unipolar signals, was indeed 
found to be very similar to the one based on 64 leads (Figure 1). Surprisingly, the 
inversely computed activation times of the fusion beat showed the initial focus at 
the position of the Kent bundle as well as focus on the right ventricular wall 
(Figure 1c). No focus was found on the left septal wall.  
In the specific cases in which the ventricular activation was most likely to have 
been initiated by the His-Purkinje system, the healthy subject and the Brugada 
patient (NH and BG, chapter 6) the same procedure was followed. In the healthy 
subject, the estimated activation times were less similar and consequently less 
realistic. In the Brugada patient the estimated activation times, based on 9 leads, 
was similar to the ones estimated from 64 leads (not shown).  
The inverse procedure described in this thesis proves to be robust, both in respect 
to the number of leads used and to the waveform parameterization used in the 
source model. The robustness is mainly attributed to the high quality of the initial 
activation estimate based on the dedicated implementation of the shortest path 
algorithm, the fastest route algorithm. This results in an initial estimate that is 
close to the actual activation and recovery times, which minimize the risk that the 
subsequently applied inverse procedure ends up in an unrealistic local minimum 
in the parameter space. Further research is required to determine the number of 
leads and lead locations needed to obtain a stable solution for the activation and 
recovery times.  
The clinical application of this inverse procedure is now coming within reach. 
Selecting the optimal lead system might enable the inverse procedure to be 
executed by using a limited number of leads (15-30). The inverse procedure 
requires a realistic individual volume conductor model, incorporating torso, 
heart, blood filled cavities and the lungs. The time consuming meshing of these 
geometries limits the feasibility of the clinical application of the inverse 
procedure. Fortunately (semi-)automatic meshing techniques are being 
developed rapidly, so the processing time for the meshing will be reduced 
significantly in the near future. For specific cases and research applications, like 
shown for the Brugada patient, the proposed non-invasive imaging method 
seems to have reached maturity. This will now be further evaluated in dedicated 
clinical studies. 
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Het elektrocardiogram (ECG) wordt gebruikt in de klinische praktijk om de 
werking van het hart te onderzoeken. Doordat het ECG al meer dan 100 jaar 
systematisch gemeten wordt, is er een enorme hoeveelheid empirische kennis 
over opgebouwd. Met behulp van deze kennis kan de vorm van de ECG signalen 
gerelateerd worden aan het (dis)functioneren van het hart.  De vorm van de ECG-
signalen wordt bepaald door de elektrische activatie- en repolarisatievolgorde 
van het hart. Een betere diagnose van de werking van het hart wordt verkregen 
wanneer deze beide volgorden direct zichtbaar gemaakt kunnen worden, in 
plaats van dat een arts ze moet afleiden uit de vorm van de ECG-signalen. 
Een niet-invasieve methode waarmee de activatie- en repolarisatievolgorde van 
het hart direct uit het ECG wordt geschat, heet inverse procedure. Voor een 
dergelijke procedure is een modelmatige beschrijving van de elektrische 
stroombron binnen het hart nodig. In ons onderzoek hebben wij gebruik gemaakt 
van het zogenaamde equivalente dubbellaag bronmodel. Deze dubbellaag (of 
dipoollaag) valt samen met het omhullende oppervlak van de hartspier (het 
myocardium). De schatting  van de activatie- en repolarisatietijden van zowel de 
boezems (atria) en de kamers (ventrikels) is alleen mogelijk wanneer op grond  
van deze tijden ECG-signalen gesimuleerd kunnen worden. Daarvoor is naast 
een bronmodel ook een volumegeleidingsmodel nodig. 
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In eerdere studies is de invloed bepaald van de verschillende geleidbaarheden 
van de weefsels in het volumegeleidingsmodel op het deel van het kamer-
gerelateerde deel van het ECG [46,67]. In een eerste modelstudie, hoofdstuk 2, is 
de invloed van de longen (5 keer lagere geleidbaarheid dan van de gemiddelde 
lichaamsgeleidbaarheid) en het bloed (3 maal hogere geleidbaarheid) op het 
boezem-gerelateerde deel van het ECG, de P golf, onderzocht. Voor deze studie 
waren van een (normale) man zowel de gemeten 64 ECG signalen beschikbaar als 
de gereconstrueerde geometrieën. 
De boezems werden nauwkeurig gereconstrueerd, met een gemiddelde 
wanddikte van 2.5 mm. Uit de simulatieresultaten blijkt dat het bloed, met zijn 
hogere geleidbaarheid, zowel de vorm als de amplitude van de P golf beïnvloedt. 
Wanneer het bloed in de boezem- en kamerholtes opgenomen wordt in het 
volumegeleidingsmodel blijkt de P-golfamplitude ongeveer 2.5 keer zo klein. 
Deze invloed is duidelijk groter dan de beschreven veranderingen op het kamer-
gerelateerde deel van het ECG [139]. De oorzaak van dit verschil is het 
zogenaamde Brody-effect [5]. Brody heeft laten zien dat een activatiefront dat 
parallel aan de hartwand loopt  ‘kortgesloten’ wordt  door het bloed in het hart , 
terwijl de bijdrage aan het ECG van een activatiefront  dat zich loodrecht 
voorplant van binnenkant van het hart naar de buitenkant  juist versterkt wordt. 
In het myocardium van de kamers vindt verspreiding van de activatie zowel 
loodrecht op als parallel aan de wand plaats. In de boezems verloopt de activatie 
voornamelijk parallel aan de hartwand, doordat deze wand veel dunner is en 
binnen- en buitenkant bijna gelijktijdig geactiveerd worden. De nauwkeurigheid 
van de gebruikte equivalente dubbellaag-benadering  van het activatiefront bleek 
voldoende om [85,145], ondanks de zeer dunne wand van de boezems,  goed 
gelijkend ECG te kunnen simuleren. 
In een modelstudie, hoofdstuk 3, is de atriële activatie gesimuleerd door middel 
van het kortste pad-algoritme. Verschillende activatievolgorden zijn getest op een 
realistisch 3 dimensionaal model van de boezems. Doordat de boezems als een 
enkel oppervlak zijn gemodelleerd is de invloed van de wanddikte niet 
meegenomen in de simulaties. Voor een uniforme activatiesnelheid van 1m/s 
waren de gevonden activatievolgorden in overeenstemming met de in de 
literatuur beschreven klinische data. Dit suggereert dat de geometrie van de 
boezems een dominante factor is in de activatie van de boezems tijdens een 
stabiel hartritme, zoals sinusritme. 
Gedurende het sinusritme begint de activatie van het hart in de sinusknoop, 
welke zich bevindt boven in de rechterboezem. Voor een goede hartactie is het 
gewenst dat de linker- en rechterboezem synchroon geactiveerd worden. Het ligt 
daarom voor de hand te veronderstellen dat in gebieden die de rechter boezem 
met de linker verbinden, de activatiesnelheid hoger is. Het kortste pad-algoritme 
is gebruikt om te onderzoeken of er inderdaad gebieden in de boezems bestaan 
die belangrijk zijn in de verspreiding van de activatie. 
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Het kortste pad-algoritme berekent het pad met de kortste afstand tussen twee 
punten via de discrete knooppunten op het oppervlak van de boezems. Het 
aantal keren dat een knooppunt gebruikt wordt in de paden vanuit één enkele 
focus resulteert in een zogenaamde intensiteitskaart. Deze kaart geeft aan hoe 
belangrijk een knooppunt is in het doorgeven van de activatie. Hoe vaker een 
punt gebruikt wordt in verschillende paden, des te belangrijker is dit punt  in het 
doorgeven van de activatie. Een route langs punten met hoge intensiteit wordt in 
dit hoofdstuk een prominente route genoemd. Een vertraging in een punt met hoge 
intensiteit leidt tot een activatievertraging in een groot deel van de boezems. 
Wanneer de locatie van de sinusknoop als focus  wordt gekozen, blijken veel 
prominente routes overeen te komen met atriële anatomische structuren, zoals 
bijvoorbeeld de inter-atriële band. De prominente routes suggereren een 
functioneel verband tussen activatie vanuit de sinusknoop en de atriële 
geometrie. Dit wordt bevestigd doordat in gebieden die belangrijk zijn voor het 
activeren van de boezems vaak dikkere spierbundels aanwezig zijn die ook in 
dezelfde richting lopen. 
Spiercellen zijn langwerpig en zijn aan de uiteinden elektrisch beter onderling 
verbonden met elkaar dan op de rest van het celoppervlak, waardoor de 
activatiesnelheid anisotroop (niet in alle richtingen gelijk) is: in de 
spiervezelrichting is de snelheid hoger dan loodrecht daarop. Voor de boezems 
is, binnen grenzen, een uniforme activatiesnelheid te verdedigen. Voor de kamers 
is het anisotrope karakter van de activatie echter niet te verwaarlozen door de 
organisatie van de spierbundels in de dikke wanden van de kamers (3-15 mm). 
De spiercellen in de kamers zijn gegroepeerd in spierlagen die schuin lopen van 
apex (onderkant van het hart) naar de basis (bovenkant kamers) [41,123]. Daarom 
is in hoofdstuk 4 gekozen voor een 3 dimensionale volumebeschrijving van de 
kamers, waarin ook verbindingen door de wand heen zijn gedefinieerd. De 
kameractivaties zijn berekend met behulp van het snelste route-algoritme, een 
speciale versie van het kortste pad-algoritme waarin ook rekening gehouden 
wordt met de anisotrope snelheidsverschillen door de wand [146]. 
Het snelste route-algoritme is gebruikt om de activatievolgorde van de kamers te 
schatten op grond van gemeten ECG's en om een bestaande activatievolgorde aan 
te passen. Deze methode is vervolgens gebruikt om ECG’s te simuleren in de 
eerste fase van een hartaanval. Gedurende deze eerste fase wordt een deel van 
het hart ischemisch door een afsluiting van één van de grote arteriën. Dit leidt tot 
vele lokale veranderingen, onder andere tot een vertraging in de activatie 
[10,72,76], en in sommige gevallen zelfs tot het uitvallen van een deel van het 
Purkinje system, ook wel bundeltakblok genoemd. Het snelste route-algoritme is 
gebruikt om een ‘sinusritme’ activatie zodanig aan te passen dat een ischemische 
activatiegolven gecreëerd werden. Zowel de resulterende ischemische activaties 
als de bijbehorende gesimuleerde ECG’s bleken overeen te komen met de 
verschijnselen die tijdens acute ischemie waargenomen worden. De op het snelste 
route-algoritme gebaseerde adaptatiemethode is zeer nuttig in een interactieve 
onderwijs- en onderzoekstoepassing, zoals bijvoorbeeld ECGsim [143]. 
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Dat de volgorde van activatie en repolarisatie van het hart heeft fysiologische 
betekenis en is klinisch relevant moge duidelijk zijn. De in dit proefschrift 
beschreven niet-invasieve imaging waarmee de activatie en repolarisatie van het 
hart bepaald wordt is gebaseerd op het equivalente dubbellaag (EDL) bronmodel. 
De sterkte van deze dubbellaag is, via een analytische beschrijving van de 
transmembraanpotentiaal, bepaald door de activatie- en repolarisatietijd van de 
spiercellen op die locatie. De relatie tussen deze twee bronparameters en het ECG 
is niet-lineair, waardoor dit inverse proleem alleen opgelost kan worden met 
behulp van een beginschatting van de activatie- en repolarisatievolgorde. 
De laatste 2 hoofdstukken van dit proefschrift beschrijven de niet-invasieve 
schatting van de activatie en repolarisatie van zowel de boezems als de kamers. 
In hoofdstuk 5 is het kortste pad-algoritme gebruikt om een beginschatting te 
krijgen van de activatievolgorde. Hiermee wordt de invloed van de anisotropie 
op de activatie van boezems en kamers verwaarloosd. Elk knooppunt van de 
boezems is gebruikt om een activatievolgorde te berekenen met behulp van het 
kortste pad-algoritme met dat knooppunt als focus. Voor elke berekende 
activatievolgorde werden de bijbehorende ECG’s berekend en de correlatie 
tussen deze gesimuleerde en gemeten ECG’s. De correlatie werd gebruikt om uit 
de set van activatievolgordes de beste te kiezen als beginschatting. Het idee om 
de correlatie als selectie criterium te nemen ontstond doordat de globale vorm 
van de gesimuleerde ECG’s veelal gelijkenis vertoonden met de gemeten 
signalen, terwijl er significante verschillen in amplitude waren. Voor de simulatie 
van de activatie van de boezems is een uniforme activatiesnelheid gebruikt van 
0,8 m/s. Het knooppunt waarbij de hoogste correlatie gevonden werd lag vlak bij 
de venea cava superior, het gebied waarin normaal gesproken de sinusknoop ligt. 
De aldus gevonden activatievorgorde is gebruikt als beginschatting in de inverse 
procedure, waarin de activatievolgorde zodanig wordt aangepast dat het verschil 
tussen gemeten en gesimuleerde ECG minimaal is. Echter, dit inverse probleem is 
slecht gesteld, dat wil zeggen: geheel verschillende activatievolgorden kunnen tot 
vrijwel dezelfde ECG's leiden. Het gevolg hiervan is dat kleine meetfouten in het 
ECG tot compleet andere oplossingen kunnen leiden. Om dit te voorkomen is 
regularisatie van de oplossing noodzakelijk door een extra randvoorwaarde op te 
leggen aan de oplossing. De mate waarin die randvoorwaarde meespeelt in de 
inverse procedure wordt bepaald door de regularisatieparameter. Voor de 
bepaling van de boezemactivatie bleek de beginschatting zo goed dat de 
oplossing van de inverse procedure relatief ongevoelig was voor de waarde van 
de regularisatieparameter. Tevens bleek de uitkomst van de inverse procedure 
weinig af te wijken van de beginschatting, dit zowel voor het geval waarbij de 
regularisatieparameter gebaseerd was op de afstanden binnen de hartspier [146] 
als waarbij de Laplaciaan als operator gebruikt was (zie de resultaten in 
hoofdstuk 2 van [130]). Deze resultaten laten zien dat het kortste pad-algoritme in 
staat is beginschattingen van de activatievolgorde van de boezems te realiseren 
die zijn gebaseerd op fysiologische kennis van het hart.  
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Voor de kamers werd voor eenzelfde aanpak gekozen. alhoewel de kamers onder 
normale omstandigheden vanuit meerdere locaties door het His-Purkinje systeem 
worden geactiveerd werd toch een beginschatting met slechts één focus bepaald. 
Voor een normaal persoon werd de locatie van het focus met de hoogste 
correlatie tussen gemeten en gesimuleerd ECG, gevonden in het midden van het 
linker septum. In dit gebied wordt bij invasieve metingen en bij proefdieren ook 
veelal de vroegste activatie gevonden. Doordat de beginschatting slechts één 
focus bevatte, resulteerde het in een onfysiologische activatievolgorde van de 
kamers: de linker buitenwand werd eerder geactiveerd dan de binnenkant. 
Deze observatie wordt bevestigd door de resultaten uit hoofdstuk 6, waarin de 
manier om de initiële activatie te bepalen is gebaseerd op het snelste route-
algoritme. De methode is gebaseerd op relevante elektrofysiologische kennis 
waarmee meerdere foci van de activatie bepaalt kunnen worden. Het knooppunt 
waarbij de activatie resulteerde in de hoogste correlatie tussen gemeten en 
gesimuleerd ECG werd gekozen als eerste focus. Vervolgens wordt geprobeerd 
of toevoeging van een tweede focus leidt tot een hogere correlatie. De activatietijd 
van een individueel knooppunt wordt bij activatie vanuit meerdere foci bepaald 
door het “wie het eerst komt, die het eerst maalt” principe. Het toevoegen van 
foci wordt net zolang herhaald totdat er geen stijging van de correlatie meer 
gevonden wordt. Elke activatievolgorde van dit multi-focal algoritme werd 
zodanig geschaald dat de maximale activatie tijd overeenkwam met de QRS-
breedte. De locaties van de gevonden foci kwamen overeen met de locaties van 
vroege activatie zoals vermeld in de literatuur voor de personen/patiënten 
waarbij het aannemelijk was dat het Purkinje system een rol speelde in de 
activatie van de kamers (een QRS-breedte van minder dan 120ms) [24].  
Aan de hand van deze activatievolgorde is een repolarisatievolgorde geschat. Wij 
veronderstelden een niet-lineair verband tussen het moment van activatie en de 
actiepotentiaalduur (APD, het verschil tussen repolarisatie- en activatiemoment). 
De onderliggende oorzaak van dit verband is de elektrotonische interactie tussen 
verschillende gebieden [31,142], waardoor in gebieden die vroeg geactiveerd 
worden, de APD relatief lang is en in gebieden die laat geactiveerd worden, de 
APD relatief kort. De resulterende spreiding in APD is hierdoor groter dan die in 
de activatietijden, terwijl de spreiding in repolarisatietijden relatief klein is. Door 
de hoge kwaliteit van de activatiebeginschatting kon deze direct gebruikt worden 
om een schatting van de APD op het kameroppervlak te genereren. 
Vervolgens werden de activatie- en repolarisatievolgorde afwisselend 
geoptimaliseerd met behulp van het Levenberg-Marquardt algoritme, met als 
regularisatieoperator de Laplaciaan operator. De resulterende activatie- en 
repolarisatievolgorde weken relatief weinig af van de beginschattingen, wat een 
indicatie is voor de goede kwaliteit van de beginschatting. 
De sterkte van de EDL als functie van de tijd wordt beschreven door een vaste 
golfvorm, met de lokale activatie- en repolartisatietijd als parameters. De invloed 
van de gekozen golfvorm op de activatie- en repolarisatietijden die de inverse 
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procedure oplevert is bepaald door twee verschillende golfvormen te gebruiken. 
De eerste golfvorm beschreef alleen de stijgende potentiaal tijdens depolarisatie 
en de afnemende potentiaal tijdens repolarisatie. De tweede beschrijving bevatte 
tevens piek en een aflopend plateau overeenkomend met metingen aan 
myocardcellen (zie figuur 2b, chapter 1). 
De gevonden verschillen in activatie- en repolarisatietijden waren klein voor de 
gevallen waarbij het His-Purkinje zeer waarschijnlijk een dominante rol speelde 
in de kameractivatie. Voor de patiëntendata, dat wil zeggen de WPW patiënt met 
Kent bundel-activatie en de Brugada patiënt reagerend op de Natriumkanaal-
blokker, was de invloed van de keuze van de golfvorm significant van invloed op 
de gevonden repolarisatietijden maar niet op de activatietijden. 
Het kortste pad-algoritme is een snel algoritme dat in staat is om in veel minder 
dan een seconde een activatievolgorde van de boezems en kamers te genereren. 
Ondanks zijn eenvoud kan in het kortste pad-algoritme alle benodigde relevante 
elektrofysiologische kennis worden meegenomen om de activatievolgorde van de 
hartspier te bepalen. De resultaten in dit proefschrift laten de 
toepassingsmogelijkheden van dit algoritme zien, zowel in de voorwaartse 
simulatie van ECG's tijdens ischemie (hoofdstuk 4) als in de inverse oplossingen 
door het genereren van de beginschattingen met hoge kwaliteit (hoofdstukken 5 
en 6). De hieruit voortvloeiende resultaten van de inverse procedure waren 
hierdoor ook van hoge kwaliteit, en in overeenstemming met de literatuur. 
Tevens blijkt de inverse procedure robuust te zijn voor veranderingen in de 
bronbeschrijving, met name wat betreft de activatie. 
De parameters, zoals gebruikt in de gehele inverse procedure, waren voor alle 
getoonde gevallen hetzelfde. In geen van de gevallen waren invasieve data 
aanwezig om de procedure te valideren. Hierdoor hebben we de optimale 
parameterwaarden van de inverse procedure (hoofdstuk 6) nog niet kunnen 
bepalen. Onze beginschattingsmethode resulteerde in een kleinere spreiding voor 
de repolarisatietijden dan voor de activatietijden. Andere studies, gebaseerd op 
metingen op de buitenkant van de kamer, laten juist een grotere spreiding in 
repolarisatie dan in activatie zien [8,71,97,147]. Deze tegenstrijdige resultaten 
duiden erop dat er nog meer basale kennis nodig is met betrekking tot de 
repolarisatie van het hart. 
Op dit moment bestaan er 2 niet-invasieve methoden om de activatie en 
repolarisatie van het hart te schatten uit het ECG. De eerste, degene die gebruikt 
is in dit proefschrift, is gebaseerd op de equivalente dubbellaag,. Het tweede 
bronmodel gebruikt een potentiaalverdeling op een gesloten oppervlak rondom 
het hart, het pericardium, dat wil zeggen zowel de boezems als de kamers. De 
potentiaal op dit oppervlak is op elk moment in de tijd gedefinieerd. Een 
belangrijk verschil tussen deze twee methoden is het aantal parameters dat uit 
het ECG geschat moet worden. Voor de EDL methode is het aantal parameters 
dat nodig is om de kamer activatie te schatten gelijk aan het aantal knooppunten 
op de geometrie van de kamers (Nh), namelijk de lokale activatietijd van die 
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knopen. Voor de percardiale potentiaalbenadering moet voor alle knooppunten 
(Nh) voor elke bemonstertijd een potentiaal geschat worden. Dit betekent voor een 
QRS, bemonsterd met een frequentie van 1000 Hz, dat het aantal te schatten 
parameters ongeveer 100 keer zoveel is als de op de EDL gebaseerde methode. 
Uit de literatuur blijkt dat sommige inverse schattingsmethode gebruik maken 
van meer dan 200 ECG signalen [38,39,97]. De in dit proefschrift gebruikte data 
bevatten niet meer dan 64 afleidingen. Het was daarom voor ons onmogelijk om 
te bepalen of een verbetering mogelijk was van de kwaliteit van de inverse 
gebaseerd op de EDL wanneer meer dan 64 signalen gebruikt zouden worden.  
Verscheidene studies hebben aangetoond dat de informatie-inhoud van het ECG 
beperkt is tot ongeveer 25 onafhankelijke signalen [56,59,112,127]. Dit is een 
aanwijzing voor het feit dat het toevoegen van meer ECG signalen vooral neer 
komt op een regularisatiemethode en een verbetering van de signaal-ruis 
verhouding, in plaats van het toevoegen van informatie. De stabiliteit van de 
inverse methode, zoals beschreven in hoofdstuk 6, is onderzocht door deze 
procedure los te laten op een beperkt aantal ECG signalen van de patiënten 
beschreven in hoofdstuk 6.  
 
Figuur 1 Resultaten van de inverse procedure van twee ectopische hartslagen en één fusie 
slag gebaseerd op 64 ECGs (linker kolom) of de 9 unipolarie afleidingen van het standaard 
ECG (Vr, Vl, Vf, and V1-V6) (rechter kolom). Paneel a) The geschatte activatietijden 
van een ectopische slag, gebaseerd op het ECG, zeer waarschijnlijk afkomstig vanuit de 
apex van het rechter ventrikel. Paneel b) The geschatte activatietijden van een activatie 
vanuit de Kent bundel en paneel c) voor een fusie slag, dat wil zeggen een activatie 
geïnitieerd vanuit de Kent bundel en het His-Purkinje systeem. The witte punt (paneel b 
en c) geven de positie aan van de Kent bundel. Deze positie is bepaald door middel van 
invasieve metingen. 
c b a 
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In een extreme variant is het aantal ECG signalen gereduceerd van de 
oorspronkelijke 64 naar de 9 unipolaire afleidingen van het standaard ECG, dat 
wil zeggen Vl, Vr, Vf, en V1-V6. De verwachting was dat de inverse reconstructie 
met een subset van de aanwezige 64 ECG grote gelijkenis zou vertonen met de 
reconstructie gebaseerd op alle 64 signalen voor een activatie vanuit een 
ectopisch focus, aangezien een dergelijke activatie slechts vanuit één focus komt 
en dus met weinig afleidingen adequaat beschreven kan worden. Van de WPW 
patiënt (hoofdstuk 6) waren ECG data aanwezig van 2 verschillende ectopsiche 
slagen en 1 fusieslag. De niet-invasieve activatieschatting op basis van de 9 
unipolaire signalen vertoonde inderdaad grote gelijkenis met degene gebaseerd 
op 64 signalen (zie Figuur 1). Boven verwachting liet de inverse berekende 
activatie van de fusie slag zowel de juiste positie van de Kent bundel alsook een 
focus op de vrije rechter kamerwand zien (Figuur 1c). Het focus in het linker 
septum werd echter gemist.  
Dezelfde procedure werd gevolgd voor de specifieke gevallen waarbij het His-
Purkinje zeer waarschijnlijk de kamers geactiveerd had, de normale persoon en 
de Brugada patiënt (NH en BG, hoofdstuk 6). Voor de normale persoon kwamen 
de geschatte tijden minder overeen en waren bovendien minder realistisch. Voor 
de Brugada patiënt was er een duidelijke overeenkomst tussen de geschatte 
activatietijden gebaseerd op 9 en 64 signalen (niet weergegeven). 
De inverse procedure zoals beschreven in dit proefschrift heeft bewezen stabiele 
schattingen van activatie- en repolarisatievolgorde te kunnen genereren. Het 
effect van zowel een vermindering van het aantal gebruikte ECG-signalen als een 
verandering in de bronbeschrijving bleek gering te zijn. Deze stabiliteit is vooral 
te danken aan de hoge kwaliteit van de beginschatting van de activatie, zoals 
gegenereerd door de speciaal ontworpen variant van het kortste pad-algoritme, 
het snelste route-algoritme. Bijgevolg komen de beginschattingen dicht in de 
buurt van de echte activatie- en repolarisatietijden, waardoor de kans verkleind 
wordt dat de optimalisatie procedure in een onrealistisch lokaal minimum van de 
parameterruimte belandt. Vervolgonderzoek is nodig om het benodigde aantal 
afleidingen en de optimale posities van de elektrodes te bepalen ten behoeve van 
de beschreven inverse procedure.  
Klinische toepassing van deze inverse procedure behoort inmiddels tot de 
mogelijkheden. Wanneer een optimaal afleidsysteem gekozen wordt is de inverse 
mogelijk met minder afleidingen (15-30). De inverse procedure vereist een 
realistisch individueel volumegeleidingsmodel, waarin het torso, het hart de 
bloedholtes en de longen zijn opgenomen. Het maken van deze geometrieën is op 
dit moment nog tijdrovend werk. Gelukkig worden er op dit moment (semi-) 
automatische algoritmen ontworpen waardoor deze tijd significant kan worden 
verkort. Voor speciale gevallen, zoals de Brugada patiënt, lijkt de beschreven 
niet-invasieve inverse procedure volwassen te zijn geworden. Dit zal nu verder 
worden geëvalueerd in klinische studies. 
  
Dankwoord 
 
 
 
 
 
 
 
Dat ik voor het volbrengen van deze promotie niet de kortste route genomen heb, 
mag duidelijk zijn. Als je dan ook nog eens probeert te promoveren naast een 
baan in bij Vitatron wordt de weg daar alleen maar moeilijker van. Dat dit boekje 
er toch gekomen is, heb ik te danken aan een vele mensen. Een aantal daarvan 
wil ik bedanken omdat ze me op ‘mijn kortste pad’ hebben gehouden. Als eerste 
wil ik hiervoor Adriaan bedanken. Je hebt me elke keer weer de kans gegeven om 
te bewijzen dat ik deze promotie waard ben, best bijzonder. Je aanmoedigingen 
om ook aan mijn familie te denken heb ik erg gewaardeerd. Dat je dan me dan 
vaak nog een hele waslijst met dingen te doen gaf, doet daar niets aan af. De 
tweede persoon die me vooral door  het laatste, en voor mij moeilijkste deel van 
mijn promotie: het schrijven, heen geholpen heeft is Thom. Je geduld, uitleg en 
scherpe geest hebben me op verschillende momenten door het dal heen 
getrokken. Ik hoop dat we nog een tijd samen vooruit kunnen. 
Tja, en dan heb je Rinus……………………………………………………………….... 
………….…………………………………………….. voor mij ben je ook mijn Rinus! 
Dit proefschrift was niet tot stand gekomen zonder de hulp van mijn ex-collega’s 
bij Vitatron / Medtronic. Zonder de tijd die mij gegund werd om mijn onderzoek 
te doen, was het “kortste” pad waarschijnlijk veel langer geweest. Met name wil 
ik hier Harry Berghuis bedanken, door hem mocht ik eind 2006 officieel gaan 
promoveren. Dit heeft ervoor gezorgd dat ik een echt doel kreeg: dit proefschrift. 
Verder natuurlijk al mijn ex- research collega’s die meer dan begrepen dat ik 
naast mijn werk ook nog mijn “hobby” had.  
Tot slot wil ik mijn GraŜyna bedanken, niet dat je inhoudelijk iets aan dit 
proefschrift hebt bijgedragen (wat zeggen al die kleuren nou eigenlijk), maar je 
gedoogde wel al mijn uren achter de laptop.  
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