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Abstract 
Purpose of study: The purpose of this paper was to investigate a multivariate statistical analysis method used in a scientific 
article. The article was written by Breckler (1984) and published in the Journal of Personality and Social Psychology. Sources of 
evidence: According to Breckler, affect, behavior, and cognition are three hypothetical, unobservable classes of responses to 
attitude, a so-called tripartite model. Breckler tested the validity of this tripartite model by using the software program LISREL 
V. In his two studies, Breckler found that the results indicated that affect, behavior, and cognition were distinguishable 
components of attitude. Main arguments: However, there are some considerations that Breckler should have taken into account in 
his article. The first is the fact that high intercomponent correlations do not necessarily follow from the tripartite view. These 
three components may operate partially or even completely independently. Besides, observed measures may assess primarily the 
cognitive component, leading to an inflated estimate of intercomponent consistencies. The second consideration is that the NFI fit 
index is a widely used Type 2 fit index, but it is currently not recommended because it is affected by sample size and does poorly 
for small samples. The third consideration is that Breckler should have performed an analysis using power analysis of covariance 
structures. Conclusion: One conclusion in this paper is that a better focus on power and sample size when using structural 
equation analysis is something that Breckler should have taken into consideration. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Academic World Research and Education Center. 
Keywords: Multivariate statistical analysis; LISREL V; covaraince structure analysis; power; sample size 
 
* Ole Boe. Tel.: +47-23099488. 
E-mail address: olboe@mil.no. 
 2015 The Authors. Published by Elsevi r Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons. rg/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of Academic World Research and Education Center.
361 Ole Boe /  Procedia - Social and Behavioral Sciences  182 ( 2015 )  360 – 363 
1. Introduction 
In order to investigate a multivariate statistical analysis method I have used an article that was published in a 
journal named Journal of Personality and Social Psychology in 1984, (Vol. 47, No.6, 1191-1205). The title of the 
article was “Empirical Validation of Affect, Behavior, and Cognition as Distinct Components of Attitude”, written 
by Steven J. Breckler.  
According to Breckler (1984), affect, behavior, and cognition are three hypothetical, unobservable classes of 
responses to attitude. As suggested by Allport (1935), a core assumption underlying the attitude concept is that the 
three attitude components vary on a common evaluative continuum. The affect-behavior-cognition distinction is 
according to Breckler an old one, and it can be traced back to the Greek philosophers. However, the concept of 
attitude was not formally explicated in terms of the tripartite model until the late 1940s. One approach is to analyse 
the tripartite model in terms of each component´s distinguishing antecedents. Breckler has tested the validity of this 
tripartite model by using LISREL V (Jöreskog & Sörbom, 1981).  
Again according to Breckler (1984), five conditions are essential for making a strong test of the tripartite model´s 
validity. These five conditions follow from general principles of construct validation, as suggested by Cronbach and 
Meehl (1955), and as proposed by Breckler, as well as from the tripartite model´s theoretical base. The five 
conditions are the following: 
x Both verbal and nonverbal measures of affect and behavior are required 
x Dependent measures of affect, behavior, and cognition must take the form of responses to an attitude object 
x Multiple, independent measurements of affect, behavior, and cognition are needed 
x A confirmatory rather than exploratory approach to validation should be used 
x All dependent measures must be scaled on a common evaluative continuum 
2. Purpose 
Breckler (1984) concludes that no previous studies have provided clear and strong support for the tripartite model 
of attitude structure, and his purpose was to evaluate the model´s validity in light of the conditions set forth above. 
Breckler presents two studies in his article, and uses the attitude domain of snakes. The rationale for using snakes 
is the idea that the attitude object can be placed in the presence of participants, and that there are relatively obvious 
and easy-to-collect measures of affective and behavioural responses to snakes. 
3. Method 
Using the terminology of factor analysis (Rummel, 1970), Breckler (1984) says that the tripartite model 
corresponds to a three-factor solution. As an alternative model, Breckler uses what is referred to as a one-factor 
model. In the one-factor model, measures of each attitude component are assumed to represent only a single, 
underlying construct (attitude), and it is also assumed that the correlation between the three factors is unity, which 
makes the factors the same and the loadings on the three factors the same as they would be on a single factor. 
Statistically, this model is equivalent to a three-factor model with the constraints that (i) each measured variable 
loads on one and only one factor, and (ii) that all intercomponent correlations are fixed to 1.0. 
3.1. Evaluating goodness of fit 
The author has used the program LISREL V by Jöreskog and Sörbom (1981) to perform a covariance structure 
analysis (cf. Long, 1983). Using a covariance structure analysis allows the user to specify relations among 
unobserved, hypothetical constructs (referred to as latent variables). Each latent variable is associated with, or 
represented by, one or more observable measured variables (manifest variables). Here, the attitude scales used to 
measure the components are the manifest, or measured variables. 
In Breckler´s  (1984) article, the tripartite model of attitude in his Figure 2 can be looked upon as a special case 
of covariance structure analysis and can be recognized as a confirmatory factor analysis. According to Maruyama 
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(1997), using a confirmatory factor analysis (henceforth referred to as CFA) is an approach where one examines 
whether or not the existing data are consistent with a highly constrained a priori structure that meets the conditions 
of model identification. The CFA approaches begin with a theoretical model that has to be identified (and therefore 
uniquely solvable) and must attempt to see whether or not the data are consistent with the theoretical model. Using a 
CFA approach therefore seems to be a good starting point. However, there might still be some uncertainty about 
whether or not the measures are capable of assessing the dimension(s) of interest (e.g. Cliff, 1983). Breckler could 
have used some additional information about construct validity from measures of other constructs as well as via 
convergent and divergent/discriminant validity information. 
Following the normal convention (Maruyama, 1997), Breckler´s (1984) three latent variables (affect, behavior, 
and cognition) are indicated in circles; whereas the nine measured variables (named x1 through x9) are indicated in 
boxes. Each path connecting a latent variable to a measured variable represents a factor loading. The three double-
headed curved paths that interconnect affect, behavior, and cognition represent the correlations among those three 
latent variables. 
It may be important to point to the fact that high intercomponent correlations do not necessarily follow from the 
tripartite view. These three components may operate in partial or even complete independence. Besides, observed 
measures may assess primarily the cognitive component, leading to an inflated estimate of intercomponent 
consistencies. 
Figure 3 in Breckler’s (1984) article shows the competing one-factor model, and here there is only one latent 
variable. A maximum likelihood procedure was used to estimate all of the model´s unknown parameters. The chi-
square statistic is used to indicate whether the model is a plausible one giving a good representation of the data. 
However, as opposed to the traditional statistical procedures, a non-significant chi-square value is an indication that 
the model has a relatively good fit. Another point of caution when using the chi-square statistic in order to evaluate a 
model´s goodness of fit is that the chi-square statistic tends to increase with an increase in sample size. As a result of 
this, most models will therefore show a tendency to be rejected with larger samples. Having a sample size exceeding 
200 will result in the chi-square statistic very likely rejecting models accountable for sizable amounts of the variance 
(Hair, Anderson, Tatham, & Black, 1992). In Breckler´s article, 138 students were used in study 1, and 105 students 
in study 2, and with so small sample sizes, this does not present any problem for the two studies performed in the 
article. 
3.2. Summary of the measured variables 
In order to estimate the structural models of Breckler’s (1984) figure 2 and 3 in his article, ten measures were 
used. These consisted of four measures of affect, three measures of behavior, and finally three measures of 
cognition. 
3.3. Procedure 
Breckler´s (1984) participants were requested to list their thoughts while they were in the presence of a snake. 
These verbal reports were collected in a booklet. When the participant had completed the booklet, the experimenter 
in the study delivered the instructions for a following action sequence. 
4. Results 
Table 1 in Breckler’s (1984) article gives the correlations among the measured variable, whereas Table 2 in his 
article contains the estimates for unknown parameters of the three-factor model. 
Breckler’s examination of the factor loadings indicated that all the measured variables loaded highly on their 
respective factors, with the single exception of heart rate. The pattern of factor loadings and correlation gives an 
indication that heart rate was not a good indicator of affect, and one critique against the method is that this measure 
should therefore not have been included. 
The chi-square statistic (32, N=138) was found to be 37.51 with p >.20, and the normed fit index (NFI) was 0.92. 
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Breckler´s conclusion was that these results gave strong support to the three-component classification both in terms 
of statistical criteria and relative fit. Breckler also compared the three-factor model to the one-factor model. For the 
one-factor model, the chi-square statistic (35, N=138) was found to be 113.45 with p <.01, and the NFI was 0.74. 
Breckler concluded that the one-factor model was statistically rejected and its relative fit was poor. A difference was 
also found between the compared three-factor model and the one-factor model, the chi-square statistic (3, N=138) 
was now found to be 75.94 with p <.01, and the incremental fit index (IFI) was 0.172. Breckler interpreted these 
results as an indication of a substantial improvement of the three-factor model over the one-factor model, giving 
further support to the tripartite model´s validity. Furthermore, Breckler stated that affect, behavior, and cognition 
emerged as three distinct components of attitude. 
In Breckler´s study 2, the exclusive use of verbal report measures, and the physical absence of the attitude object 
(the snake), was found to produce an increased and presumably inflated estimate of intercomponent correlations. 
5. Conclusions 
According to Breckler (1984), the results from study 1 and 2 indicated that affect, behavior, and cognition are 
distinguishable components of attitude. The correlations among these three components were found to be moderate, 
suggesting that there exists a practical problem of discriminating among them.  
According to Hu and Bentler (1995), the NFI is a widely used Type 2 fit index but is currently not recommended 
because it is affected by sample size and does poorly for small samples. Type 2 indexes are called relative indexes 
and address the question: How well does a particular model do in explaining a set of observed data compared with 
other possible models? The NFI compares fits of two different models to the same data set.  Breckler have also used 
Bollen´s (1989) IFI, however, this is a recommended Type 2 index (e.g. Hoyle & Panter, 1995). An analysis that 
Breckler should have performed is using power analysis of covariance structures, as suggested by Cohen (1992). 
MacCallum, Browne, and Sugawara (1996) have also focused on power and sample size for structural equation 
analysis, and this is something that Breckler should have taken into consideration. 
However, the article is good and thorough, despite the above mentioned points that should have been dealt with. 
In favour of Breckler, it should be said that these suggestions are the result of publications that have appeared after 
Breckler published his article. 
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