Computation graphs for actor grammars  by Janssens, D. et al.
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 46, 60-90 (1993) 
Computat ion Graphs for Actor Grammars 
D. JANSSENS 
Department of Computer Science, Free University of Brussels (VUB), 
Pleinlaan 2, B-1050 Brussels, Belgium 
M . LENS 
WNIF Department, Limburgs Universitair Centrum, 
Universitaire Campus, B-3590 Diepenbeek, Belgium 
AND 
G. ROZENBERG 
Department of Computer Science, Leiden University, 
Niels Bohrweg 1, PB 9512, 2333 CA Leiden, The Netherland. 
Received August 15, 1990;  revised April 14, 1991  
Actor grammars are a  model  of actor systems based  on  graph rewriting. Computat ion 
graphs model  rewriting processes in actor grammars, and  hence,  computat ions in actor 
systems. It is shown that a  structured transformation, as  introduced in Janssens and  
Rozenberg  (in “Graph Grammars and Their Application to Computer  Science,” Lect. Notes 
in Comput.  Sci., Vol. 291,  pp. 280-298,  Springer-Verlag, Berlin, 1987)  may be  v iewed as a  
description of the external effect of a  computat ion descr ibed by  a  computat ion graph. The  use 
of computat ion graphs in investigating and  compar ing actor grammars is demonstrated by  
proving that actor grammars where, in each  configuration, each  message has  a  destination, 
are equivalent (in a  well-defined sense)  to arbitrary actor grammars. 0 1993 Academic Press. Inc. 
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INTRODUCTION 
In [JR 87, JR 891  actor grammars have been  introduced as a  formal mode l for 
actor systems (see, e.g., [H 77, A 863). In an  actor grammar a  configuration of an  
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actor system is modeled by a configuration graph. Consequently the behaviour of 
the system is modeled by transformations of configuration graphs. To this aim the 
notion of a structured transformation is introduced in [JR 891, and it is 
demonstrated that the class of all structured transformations of a system can be 
constructed from primitive structured transformations, which model elementary 
steps of the system. Hence primitive structured transformations (called primitive 
event transformations in [JR 891) suffice to specify all structured transformations 
of the system. 
In the present paper we introduce a representation of derivation processes in 
actor grammars by directed acyclic graphs, called computation graphs. A computa- 
tion graph gives a precise description of which primitive transformations are used, 
and which output nodes of one primitive transformation are used as input nodes of 
another primitive transformation. Hence computation graphs yield the same kind of 
description of “computation histories” for actor grammars as processes do for Petri 
nets (see, e.g., [R 871). To some extent, computation graphs are also analogous to 
derivation trees in context-free grammars. 
Given an initial configuration of the system considered (described by a configura- 
tion graph g), one may ask whether a given derivation process (described by a 
computation graph C) can be carried out starting from this configuration. If 
this is indeed the case then the pair (g, C) is called a computation. A path- 
characterization of the class of all computations of an actor grammar is given. 
Observe that we have now two distinct ways of describing the behaviour of an 
actor grammar: on the one hand, its class of structured transformations and, on the 
other hand, its class of computations. We show that the two descriptions are related 
in a natural way; roughly speaking, the structured transformations of a given actor 
grammar may be viewed as descriptions of the external effect of derivation 
processes, whereas the computations (g, C) may be viewed as descriptions of the 
internal structure of the derivation processes. We give a construction for extracting 
a structured transformation r( g, C) from a given computation (g, C), and we 
prove that the class of structured transformations obtained in this way from a given 
system X equals (up to isomorphism) the class of structured transformations 
associated with X (as defined in [JR 891). Hence, when describing the dynamic 
behaviour of an actor system, one has the choice between the detailed description 
provided by computation graphs, or the description provided by structured 
transformations. 
The use of computation graphs is demonstrated by formalizing and proving a 
result announced in [JR 891: actor systems as presented in [JR 871 are equivalent 
to those presented in [JR 891. In [JR 871 configuration graphs are such that each 
message-node has an outgoing @-labeled edge (the destination edge); we will refer 
to such graphs as destination-complete. Accordingly, the rewriting process must 
preserve destination-completeness, and so it is restricted by an application 
condition: a rewriting step is allowed only if the resulting graph is destination- 
complete. On the other hand, in [JR 891 configuration graphs need not be 
destination-complete, and so this application condition is not needed. 
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In the framework of this paper, the approach from [JR 871 can be described by 
setting suitable restrictions on the notion of a computation. It is shown that the so 
restricted actor grammars can be simulated by actor grammars without restriction 
on the notion of a computation. The notion of simulation used is rather strong, so 
that in fact it amounts to a node relabeling of computation graphs-hence the 
structure of the computations remains the same. 
The aim of this paper is to demonstrate that the notion of a computation graph 
allows one to better understand the behaviour of an actor grammar, and hence the 
behaviour of actor systems. For example, one obtains a tool for comparing the 
behaviour of different actor systems, and one obtains a better understanding of the 
role of restrictions imposed on the functioning of the system (such as the 
destination-completeness condition for messages that we have considered), 
1. PRELIMINARIES 
In this section we recall some basic notions and terminology concerning graphs 
and sets: 
(1) Let A and B be sets. Then A - B denotes the difference of A and B. 
A relation R G A x B is a partial function if, for each a E A, there is at most one b E B 
such that (a, b) E R. The range of R is the set {b 1 there exists an aE A such that 
(a, b) E R}. The union of two disjoint relations RI and R2 is sometimes denoted by 
R, 0 R,. For a finite set A, #A denotes the cardinality of A. 
(2) Let A be a set and let R G A x A. Then R* denotes the reflexive and 
transitive closure of R. The relation R is antisymmetric if, for each x, y E A such that 
(x,y)~R and (y,x)~R, x=y. 
(3) Let Z and A be sets. A (C, A)-labeled graph is a system g = (I’, E, d), 
where V is a finite nonempty set (called the set of nodes of g), E G I’x A x V (called 
the set of edges of g), and q5 is a function from V into Z (called the node-labeling 
function of g). For a (.Z, A)-labeled graph g, its set of nodes, its set of edges, and 
its node-labeling function are denoted by Nd(g), Ed(g), and dg, respectively. 
(4) Let g be a (C, A)-labeled graph and let Ec Nd(g) x A x Nd(g). Then 
Aug(E, g) denotes the graph (Nd(g), E u Ed(g), 4,). 
(5) Let g be a (C, A)-labeled graph and let ooNd(g). Then (‘u), and (u’), 
denote the sets defined by 
When it is obvious which graph g is intended, then we often write ‘u and u’ instead 
of (‘u), and (u.),, respectively. 
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(6) Let g be a (Z, A)-labeled graph. A directed path in g is a sequence 
(x 1, . . . . x,) of nodes such that n > 1 and, for each iE { 1, . . . . n - 1 }, there exists a 
ai E A such that (xi, hi, xi+ i) E Ed(g). The path (x,, . . . . x,) is a path from xi into x,. 
The graph g is acyclic if there exists no directed path (x,, . . . . x,) such that n 2 2 and 
x1=x,. 
(7) Let g and h be (C, A)-labeled graphs. An isomorphism from g onto 
h is a bijection l:Nd(g)+Nd(h) such that bg=#h~5 and Ed(h)= 
{(c(x), 6, t(y))/ (x, 6, y) E Ed(g)}. The graphs g and h are isomorphic if there exists 
an isomorphism from g onto h. Note that an isomorphism as defined here preserves 
labels. 
(8) Let g be a (C, A)-labeled graph, let X be a set and let <: Nd(g) + X be 
an injective function. Then t(g) denotes the graph k such that Nd(k) is the range 
of 5, Ed(k) = {(5(x), 6, t(v))l(x, 6, Y) E Ed(g)), and 4, = chat. 
(9) Let g and h be (C, A)-labeled graphs. Then h is a subgraph of g if 
Nd(h) c Nd(g), Ed(h) c Ed(g), and #h is the restriction of dR to Nd(h). For a 
subset A of Nd(g), the subgraph of g induced by A is the graph (A, Ed(g)n 
(A x A x A), #‘), where 4’ is the restriction of $g to A. 
(10) Let g and h be (.Z’, A)-labeled graphs. The graphs g and h are disjoint if 
Nd(g)nNd(h) = 0. If g and h are disjoint, then g@ h denotes the graph 
W(g) u NW), Ed(g) u Ed(h), 4,O 4/J. 
2. STRUCTURED TRANSFORMATIONS AND ACTOR GRAMMARS 
In this section we briefly describe the way actor grammars were introduced in 
[JR 891. We proceed as follows: 
(1) First, we define the notions of an actor vocabulary, and a configuration 
graph (for a given vocabulary). An actor vocabulary simply formalizes the global 
supply of names to be used in a system. A configuration graph formalizes the 
notion of a “snapshot” of the system. 
(2) Then we formalize the way that configuration graphs are transformed 
into each other. To do so, we introduce the notion of a structured transformation, 
we define operations on them enabling one to construct new structured transforma- 
tions from given ones, and we finally introduce the notion of an actor grammar. 
Before formally introducing actor vocabularies and configuration graphs, 
consider how a snapshot of an actor system can be described by a graph. The basic 
elements of the snapshot, i.e., the actors and messages present, can be represented 
by nodes. Local states of actors and values of messages can be represented by node 
labels. Acquaintance relationships between actors and messages are then 
represented by directed edges, and acquaintance names by edge labels. The relation 
“is the destination of,” between actors and messages, can be represented by directed 
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edges labeled by the “special symbol” @. The formal definitions of the notions of an 
actor vocabulary and a configuration graph capture these ideas. 
DEFINITION 2.1. An actor vocabulary is a four-tuple (A, M, AQ, MQ), where A, 
M, AQ, and MQ are finite sets such that A n M = 0, AQ n MQ = 0, and @ E MQ. 
For an actor vocabulary S= (A, M, AQ, MQ), the sets A and M are called the 
set of actor states of S and the set of message values of S, respectively. The sets AQ 
and MQ are called the set of actor acquaintance names of S and the set of message 
acquaintance names of S, respectively. Also, A, M, AQ, and MQ are denoted by A,, 
M,, AQs, and MQ,, respectively. Furthermore, the set of node labels of S, denoted 
by C,, is the set A, v M,, and the set of edge labels of S, denoted by A,, is the 
set AQs u MQ,. An S-graph is a (C,, A,)-labeled graph. For an S-graph g, the set 
of actor nodes of g, denoted by Act(g), is the set {v E Nd(g)( dg (v) E A,} and the set 
of message nodes of g, denoted by Msg( g), is the set (v E Nd(g)) d,(v) E M,}. 
DEFINITION 2.2. Let S be an actor vocabulary. An S-configuration graph is an 
S-graph g such that 
(1) Ed(g) s W%(g) x MQs x Act(g)) u (Act(g) x AQs x Act(g)), and 
(2) for each v E Nd( g) and each 6 E A,, there is at most one u’ E Nd( g) such 
that (v, 6, v’) E Ed(g). 
The class of all S-configuration graphs is denoted by Conf(S). 
EXAMPLE 2.1. Let S be the actor vocabulary (A, M, AQ, MQ), where 
A = {a,, a*, a,}, M= {m,, m2, m,}, AQ= {a, /?, y} and MQ= {CT, z, C}. Then the 
graph of Fig. 2.1 is an S-configuration graph. 
FIGURE 2.1 
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Throughout the paper we use the following conventions for the pictorial 
representation of graphs: 
(1) The identity of a node is denoted inside the corresponding box or circle. 
(2) The label of a node is denoted outside the corresponding box or circle. 
The methodology for graph grammars used in [JR 891 is based on the notion of 
a structured transformation. A structured transformation is a description of a graph 
transformation. Formally, it is a four-tuple consisting of an initial graph, a result 
graph, and relations between the nodes of these graphs. It is defined as follows. 
DEFINITION 2.3. Let Z, A be finite sets. Let d= (g, h, Iden, Emb), where g and 
h are (2, A)-labeled graphs, Iden is an injective partial function from Nd(g) into 
Nd(h), and Embz (Nd(g)x A) x (Nd(h) x A). Then d is a (2, A)-structured 
transformation if and only if, for each (x, ,u, y) E Ed(g), each v, w E Nd(h), and each 
6 E A such that ((x, p), (u, 6)) E Emb and (y, W) E Iden, (u, 6, W) E Ed(h). 
For a (Z, A)-structured transformation d = (g, h, Iden, Emb), g is called the 
initial graph of d, h is called the result graph of d, Iden is called the identl$cation 
function of d, and Emb is called the embedding relation of d. Also, g, h, Iden, and 
Emb are denoted by in(d), res(d), Iden,, and Emb,, respectively. The class of all 
(Z, A)-structured transformations is denoted by Tr(Z, A). For an actor vocabulary 
S, we write Tr(S) instead of Tr(C,, A,). Elements of Tr(S) are called S-structured 
transformations. Structured transformations d and d’ are disjoint if in(d) and in(&) 
are disjoint, and res(d) and res(d’) are disjoint. 
EXAMPLE 2.2. Let S be the actor vocabulary from Example 2.1. Then n, and 7r2, 
depicted in Fig. 2.2, are S-structured transformations. The left half of the figure 
depicts rri, the right half depicts 7r2. The upper halfs depict in(ni) and in(z,), and 
the lower halfs depict res(rri) and res(n,). Moreover, Iden,, and Emb,, are defined 
as follows: 
Iden,, = b2, A)>, 
En&,= f(h /G h 14, (h 14 ho, PM. 
Two structured transformations d, d’ are isomorphic if they only differ in the 
choice of nodes for their initial and result graphs. The notion of an isomorphism 
for structured transformations is formally defined as follows. 
DEFINITION 2.4. Let d, d be (Xc, A)-structured transformations. An isomorphism 
from d onto d’ is a pair (q, <), where q: in(d) 3 in(d) and 5: res(d) + res(d’) are 
(graph-) isomorphisms such that 
Iden,. = {(rl(x), ~(Y)I(x~ Y) E Iden,) 
Emb = Wdx), 14 K(Y), Wl((x~ 14, (Y, WE En-&J. 
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FIGURE 2.2 
We now introduce three operations on structured transformations: concurrent 
composition, sequential composition, and augmentation. The first two operations 
are rather straightforward, the third one requires some explanation. 
( 1) Concurrent Composition 
Let g,, g,, h,, and h2 be graphs such that g, and g, are disjoint, and h, and h2 
are disjoint. Let di, d2 be structured transformations describing a transformation 
from g, into h, , and from g, into h2, respectively. Then the concurrent composition 
of d, and dz, denoted by dl cc d,, is the structured transformation obtained by 
“putting together” d, and d2 in such a way that they do not interfere with each 
other. The situation is depicted in Fig. 2.3. The notion is formally defined as follows. 
DEFINITION 2.5. Let C, d be finite sets and let d,, d, E Tr(C, A) be disjoint. Then 
the concurrent composition of d, and d,, denoted by d, cc d2 , equals 
(in(d,)C res(d,)@res(d,), Idend, 0 Iden,,, Emb,, OEmb,,). ___-------__ cc- g1 --. g2 > 
1 d,--- 
-_- --- 
/‘I 
I El El d, --- --- --__ I :/ -‘r I \ 
-\ h, 
‘, 
h2 ’ 
---_ -- 44 w---s-- 
d, s d, 
FIGURE 2.3 
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FIGURE 2.4 
(2) Sequential Composition 
Let g,, g,, g3 be graphs and let d,, dz be structured transformations describing 
transformations from g, into g, and from g, into g,, respectively. The sequential 
composition of d, and d2, denoted by d, sq d2, is the structured transformation 
obtained by “performing” first d, and then d2. The situation is depicted in 
Figure 2.4. The notion is formally defined as follows. 
DEFINITION 2.6. Let .Z, A be finite sets and let d,, d, E Tr(Z, A) be such that 
in(d,) = res(d,). The sequential composition of d, and d2, denoted by d, sq d,, equals 
M4 1, res(dd, Idend, 0 Iden,, , Emb,, 0 Emb,,). 
(3) Augmentation 
The operation of augmentation is somewhat different from the first two opera- 
tions. To explain it, we first point out why cc and sq alone are not sufficient for our 
purposes. Assume that one wants to build a structured transformation describing 
the (simultaneous) rewriting of a number of subgraphs g,, . . . . g, of a graph g. 
Let g’ denote the “remainder” of g (i.e., the part of g that is not involved in the 
rewriting). For each i E ( 1, . . . . n>, the rewriting of gi (into a graph hi, say) can be 
described by a structured transformation di, the initial graph of which is gi and the 
result graph of which is hi. The fact that g’ is not changed can be described by a 
“trivial” structured transformation d’. It seems rather natural to use the concurrent 
composition of d, , . . . . d,, and d’ as a description of the intended transformation (see 
Fig. 2.5). However, it should be clear that this is not satisfactory: both the initial 
graph and the result graph of this concurrent composition consist of a number of 
subgraphs (on for each of g,, . . . . g, and g’) which are not connected to each other. 
Since the desired structured transformation should have g as its initial graph, one 
needs an operation that “adds edges” to the initial graph of a structured transfor- 
mation. In general, adding edges to the initial graph will also change the result 
graph. More precisely, the additional edges of the initial graph give rise to 
571/46/I-6 
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FIGURE 2.5 
additional edges of the result graph: the result graph “inherits” edges from the 
initial graph. The situation is illustrated in Fig. 2.6. This process of adding edges to 
the initial graph of a structured transformation and adding the corresponding 
(inherited) edges to its result graph is formalized by the operation of augmentation. 
DEFINITION 2.7. Let Z and A be finite sets, let d = (g, h, Iden, Emb) E Tr(Z, A), 
and let E G Nd( g) x A x Nd(g). Then the E-augmentation of d, denoted by 
Aug(E, d), equals 
(Aug(E, g), Aug(E’, h), Iden, Emb), 
where 
E’ = {(u, 6, w) E Nd(h) x A x Nd(h)l there exists an (x, p, y) E E 
suchthat((x,p),(u,6))EEmband(y,w)EIden}. 
The set of all E-augmentations 
denoted by Aug(d). 
of d, for all Ec Nd(in(d)) x A x Nd(in(d)), is 
“1 
h* hrl 
FIGURE 2.6 
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Remark 2.1. The notion of augmentation introduced in Definition 2.6 is some- 
what more general than the one introduced in Definition 5 of [JR 891. One easily 
sees that Definition 5 of [JR 891 corresponds to the case where Ed(g) E E. Note, 
however, that the set Aug(d), for a structured transformation d, is the same in both 
cases. In particular, observe that Aug(E, d) = d for each structured transformation 
d and each Es Ed(in(d)). 
Remark 2.2. One easily verifies that, when applied to (Z, A)-structured transfor- 
mations, the operations of concurrent composition, sequential composition, and 
augmentation yield (Z, A)-structured transformations. 
In order to construct structured transformations corresponding to “rewriting 
processes” that are trivial in the sense that no rewriting takes place (d’ of Fig. 2.5 
is such a transformation), we need the notion of a node replacement. A node 
replacement is a trivial structured transformation of which the initial and the result 
graphs are discrete one-node graphs. All edges incident with the node of the initial 
graph are transferred, without changing their labels, to the node of the result graph. 
The notion is formally defined as follows. 
DEFINITION 2.8. Let C, A be finite sets and let dE Tr(Z, A). Then d is a (C, A)- 
node replacement if both in(d) and res(d) are discrete one-node graphs such that the 
following holds. Let Nd(in(d)) = {u> and Nd(res(d)) = { VV}. Then 
C1 1 din(d) t”) = #rcs(d) Cw)3 
(2) Iden,= ((0, w)}, and 
(3) Emb,= (((0, @ , (w, ~))I~EA). 
The class of all (2, A)-node replacements is denoted by Nrep(Z, A). The class 
of (C, A)-structured transformations generated by (built from) a given set of 
“primitive” (C, A)-structured transformations is defined as follows. 
DEFINITION 2.9. Let 2, A be finite sets and let P be a set of (Z, A)-structured 
transformations. The class of (Z, A, P)-structured transformations, denoted by 
Tr(& A, P), is the smallest subclass X of Tr(C, A) such that 
(1) Nrep(C, A)sX, 
(2) PCX, 
(3) for each dE X, Aug(d) c X, 
(4) for each d, d’ E X such that d and d are disjoint, d cc d E X, and 
(5) for each d, d’ E X such that in(d’) = res(d), dsq d’ E X. 
We now define a restricted class of structured transformations, called primitive 
event transformations. A primitive event transformation models the processing of a 
message by an actor in an actor system: the initial graph consists of a message node x 
and an actor node y, and a @-labeled edge from x to y. The identification function 
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maps y onto an actor node z of the result graph: the node label of z represents the 
updated state of the actor represented by y. The embedding relation specifies how 
part of the acquaintances and/or destinations of newly created actors and messages 
are chosen from acquaintances of x and y. The notion is formally defined as follows. 
DEFINITION 2.10. Let S = (A, M, AQ, MQ) be an actor vocabulary and let 
d = (g, h, Iden, Emb) E Tr(S). Then d is an S-primitive event transformation if there 
exist x, y E Nd(g) such that 
(1) Wg)= {x,Y), d,(x)~M, d,(y)~A and Ed(g)= {(x, CY)}, 
(2) h E Conf(S), 
(3) Iden,= {(y, z)>, for some zEAct(h), 
(4) Emb, is injective, and 
(5) for each ((u, PL), (u,@) E Emb,, 
(5.1) (u,~L)~((x)x~Q)~((Y)~~Q), 
(5.2) P#f> 
(5.3) (u, 6) E (Msg(h) x MQ) u (Act(h) x AQ), and 
(5.4) there exists no u’ENd(h) such that (u, 6, u’) E Ed(h). 
EXAMPLE 2.3. The S-structured transformation 7c1 from Example 2.2 is a 
S-primitive event transformation; rr2 is not a S-primitive event transformation. 
We finally define the notion of an actor grammar, and the class of structured 
transformations specified by it. 
DEFINITION 2.11. Let S be an actor vocabulary. An S-actor grammar is a pair 
G = (P, Init) such that Init c Conf(S) and P is a finite set of S-primitive event 
transformations. 
DEFINITION 2.12. Let S be an actor vocabulary and let G = (P, Init) be an 
S-actor grammar. A G-structured transformation is a (C,, A,, P)-structured 
transformation d such that in(d) E Init. 
The class of all G-structured transformations is denoted by Tr(G). 
In this paper we will use the following results from [JR 891 (they are corollaries 
of Lemma 9 and P2 in the proof of Theorem 2, respectively). 
PROPOSITION 2.1. Let S be an actor uocabulary, let P be a set of S-primitive event 
transformations and let dETr(Zs, A,, P). Then 
(1) for each XE Act(in(d)) there exists an ye Act(res(d)) such that (x, y)~ 
Iden,, and 
(2) if in(d) E Conf(S), then res(d) E Conf(S). 
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3. COMPUTATION GRAPHS 
In this section we introduce computation graphs as a representation of rewriting 
processes in actor grammars. We also introduce the notion of an object-cut and the 
sequential composition of computation graphs. 
A computation graph is a bipartite, directed, acyclic graph. The two kinds of 
nodes are distinguished by their node labels. One kind is labeled by the “primitive” 
structured transformations of the system-these nodes (called event-nodes) 
represent elementary actions (rewritings). The other kind is labeled by the “special” 
symbol o&these nodes (called object-nodes) correspond to nodes of configuration 
graphs. The nodes of the initial and the result graphs of primitive structured 
transformations will be used as edge labels in computation graphs. In this way one 
relates incoming edges of an event-node to nodes of the initial graph of its label and 
outgoing edges of an event-node to nodes of the result graph of its label. 
An object-cut of a computation graph is a maximal set of object-nodes such that 
its elements are not causally related. It is demonstrated in the next section that 
object-cuts correspond to intermediate graphs of a rewiting process. 
Throughout Sections 3 and 4, .Z and A are finite sets and P is a set of (C, A)- 
structured transformations. The elements of P will be used as “primitive” structured 
transformations (elementary actions). The set 
R = u (Nd(in(rr)) u Nd(res(n)) 
ITEP 
will be used as set of edge labels. It is assumed that ob is a symbol that does not 
belong to P. 
We first define the notion of a primitive computation graph: a computation graph 
that describes a rewriting process consisting of exactly one elementary action. A 
primitive computation graph describing an application of a production rc consists 
of a rc-labeled node v, the nodes that are removed, and the nodes that are created. 
There are edges from the nodes that are removed into v, and from u into the nodes 
that are created. Edge labels are used to specify the role that each node plays in the 
rewriting, i.e., to specify to which node of in(z) or res(rc) it corresponds. Formally, 
one has the following. 
DEFINITION 3.1. Let n E P. A (P u {ob}, R)-labeled graph C is a n-primitive 
P-computation graph if and only if there exists a node v E Nd(C) and bijective 
functions fin: Nd(in(rr)) -+ ‘u and f”“‘: Nd(res(n)) + u’ such that 
(1) Nd(C) = ‘vu {v} u v’ and the sets ‘v, (v}, and u’ are pairwise disjoint, 
(2) d&v) = n, dC(x)=ob for each x~Nd(c) such that x#v, and 
(3) Ed(C) = {(f’“(x), x, v)l x E Nd(in(rr))} u {(Y, x,f”“‘(x))l x E Nd(res(n))). 
EXAMPLE 3.1. Let n, be the structured transformation from Example 2.2 (see 
Fig. 2.2). Then the graph C, depicted in Fig. 3.1, is a rt,-primitive computation 
graph. The notion of a computation graph is formally defined as follows. 
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FIGURE 3.1 
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DEFINITION 3.2. A P-computation graph is a (P v { ob}, R)-labeled graph C such 
that 
(1) for each u E Nd( C) such that #c(v) E P, the subgraph of C induced by 
‘U u {u } u v ’ is a n-primitive P-computation graph, where rc = dc (u), 
(2) C is acyclic, and 
(3) for each xeNd(C) such that d&x) = ob, x is incident to at most one 
incoming edge and at most one outgoing edge. 
EXAMPLE 3.2. Let rc, and n2 be the structured transformations from 
Example 2.2. Then the graph of Fig. 3.2 is a P-computation graph for P = {x1, x2}. 
Intuitively speaking, it represents a derivation process consisting of three rewritings: 
two rewritings corresponding to n, and one rewriting corresponding to zI,. 
The following notions and notation will be useful in discussing computation 
graphs: 
(1) The set of event-nodes of C, denoted by Evn(C), is the set 
b=W~Mc(~W’~~ and the set of object-nodes of C, denoted by Obn(C), is the 
set {v~Nd(C)l #c(o)=ob}. 
(2) Let vEEvn(C) and d=(v)= K. Then 
(2.1) f& denotes the bijective function from Nd(in(rr)) onto ‘V such that, 
for each x E Nd(in(rc)), (f&(x), x, u) E Ed(C). Similarly, f:t denotes 
the bijective function from Nd(res(rr)) onto u’ such that, for each 
x E Nd(res(rc)), (0, x,fzyi(x)) E Ed(C). The graphs f’c?,(in(n)) and 
fy: (res(n)) are denoted by in,(o) and rest(u), respectively. Hence 
in;(u) and res,(u) are isomorphic copies of in(z) and res(rc), with 
sets of nodes ‘u and u ‘, respectively. 
(2.2) Iden,,cObn(C)xObn(C) and Emb,,E(Obn(C)k)x(Obn(C)xd) 
are defined as 
Iden c,v= {Cf&CxLf~~(u))I(x~ u)EIden,), 
Emb,, = {((f&(x), 4, (f$i(uh ~))l(k 61, (u, PI) E Emb,). 
Hence one may view Iden,, and Embc, as “local versions” (in o) of 
Iden, and Emb,. 
(3) < c denotes the partial order defined on Nd(C) by the edges of C: for x, 
y E Nd(C), x sc y if and only if there exists a directed path from x to y in C. 
M in(C) and Max(C) denote the sets of m inimal and maximal elements of Nd(C) 
with respect to dc, respectively. Since the initial and the result graph of a 
structured transformation are nonempty, one has M in(C) G Obn(C) and 
Max(C) E Obn( C). 
The way the rewriting processes of an actor grammar (and hence, the computa- 
tions of an actor system) are represented here by computation graphs is similar to 
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the way the behaviour of a Petri net is represented by occurrence nets and processes 
(see, e.g., [R 873). In particular, the roles of event-nodes and object-nodes may be 
compared to the roles of transitions and places of occurrence nets. For this reason, 
whenever we depict a computation graph, we use boxes to represent event-nodes 
and circles to represent object-nodes, as is usually done in Petri nets. 
EXAMPLE 3.3. Let C be the computation graph of Example 3.2 (see Fig. 3.2). 
Then Evn(C) = { u,, u2, u3}. Obn(C)= {x,,x~, . . . . x,,}. Min(C)= {x1,xz,x6), and 
Max(C) = {x8, x9, xlo, xii }. The functions fg u1 and fF:t, are given by f 2 v2 = 
{h,xd, (P,,.G), h,xd}, and fFl,= {h,x,), (P~~,.G)). The situation is 
illustrated in Fig. 3.3. 
An object-cut of a computation graph C is a maximal set of object-nodes that are 
not related under the relation d c. It will be shown that object-cuts correspond to 
intermediate situations of the rewriting process that corresponds to C. The notion 
is formally defined as follows. 
FIGURE 3.3 
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DEFINITION 3.3. Let C be a P-computation graph. An object-cut of C is a subset 
K of Obn(C) such that 
(1) for each x, y E K such that x # y, neither x Gc y nor ,v < c x, and 
(2) for each xENd(C) - K, either there exists a kE K such that x$, k or 
there exists a k E K such that k dc x. 
Finally, we introduce an operation on computation graphs that serves as a 
counterpart of the sequential composition of structured transformations. It is 
defined as follows. 
DEFINITION 3.4. Let C,, C2 be P-computation graphs such that Nd(C,) n 
Nd(C*) = Max(C,) = M in(C,). Then the sequential composition of C, and C2, 
denoted by C, ; C,, is the P-computation graph C such that Nd(C) = Nd(C,) u 
Nd( C,), Ed(C) = Ed( C,) u Ed( C,), and 
if x E Nd( C, ), and 
if xENd(C2). 
Observe that dc is well defined because Max (C,) _c Obn(C,) and M in(C,) c 
Obn( C,). 
Remark 3.1. For each P-computation graph C and each object-cut K of C, 
there exist P-computation graphs Ci and C2 such that K= Max(C,) = M in(C,) and 
c= c,; c2. 
4. COMPUTATIONS AND INTERMEDIATE GRAPHS 
In this section the notion of a (C, A, P)-computation is introduced. A (C, A, P)- 
computation is a pair (g, C) such that g and C together describe a rewriting 
process; g is the initial graph of the rewriting process, and C is a P-computation 
graph describing which productions are applied and to which nodes. It is shown 
that the class Comp(C, A, P) of all (C, A, P)-computations can be obtained in an 
inductive way, similar to the way Tr(Z, A, P) is defined (Definition 2.9). It is also 
demonstrated that the classes Tr(Z, A, P) and Comp(C, A, P) are related in a 
natural way. 
In order to formalize the notion of a computation we need to consider the inter- 
mediate graphs of a rewriting process corresponding to a computation. The way 
rewriting processes of actor grammars are described by computation graphs is 
similar to the way that the behaviour of elementary net systems (and condition/ 
event systems) is described by occurrence nets in Petri net theory (see, e.g., [R 871). 
The cuts of an occurrence net may be viewed as descriptions of the intermediate 
situations (cases) that occur while the system is running. In this section it is shown 
that a similar interpretation can be given to the object-cuts of a computation graph. 
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More precisely, let g be a (2, A)-graph and let C be a P-computation graph such 
that Nd( g) = Min(C). It is shown that, for each object-cut K of C, one can 
construct a graph y(g, C, K) such that, in the case where (g, C) is a computation, 
y( g, C, K) is an intermediate graph of the rewriting process described by (g, C). We 
first introduce the construction y and the notion of a (Z, A, P)-computation. Then 
it is shown that they have the desired properties. 
In defining the graphs y(g, C, K) one has to consider the way edges are trans- 
ferred between intermediate graphs in the rewriting process described by (g, C). To 
this aim, consider a directed path p in C from an object-node x into an object-node 
y. Event-nodes on p represent elementary rewritings, and object-nodes on p 
represent nodes of intermediate graphs of the rewriting process described by (g, C). 
For each pair U, w of consecutive object-nodes (i.e., object-nodes with only one 
event-node u in between them on p), the relations Iden,, and Emb,, specify how 
edges are transferred from u to w. Hence the composition of these “edge transfer 
relations” specifies how edges are transferred between the intermediate graphs. 
We use the following notation. Let C be a P-computation graph. Then the 
relations Iden, s Obn(C) x Obn( C) and Emb, c (Obn( C) x A) x (Obn(C) x A) are 
defined by 
Iden, = ( U 
u E Em(C) 
Iden,-,.)*, 
Emb,= ( i.j 
v E Em(C) 
Em&,,)*. 
Hence, for each x E Obn(C), (x, x) E Iden,, and, for each ~1, /I E A, ((x, a), (x, /I)) E 
Emb, if and only if c1= b. The set E, is defined by 
EC= u Ed(res,(u)). 
o~Evn(C) 
We now define the graphs y(g, C, K). Intuitively speaking, y(g, C, K) has two 
kinds of edges: 
(1) edges of g that are transferred from g to K by Iden, and Emb,, and 
(2) edges that are created in a primitive rewriting corresponding to an event- 
node of C, i.e., edges of EC, and that are transferred to K by Iden, and Emb,. 
Formally one has the following. 
DEFINITION 4.1. Let C be a P-computation graph, let g be a (C, A)-labeled 
graph such that Nd( g) = Min(C), and let K E Obn(C). Then y(g, C, K) is the 
(C, A)-labeled graph k such that 
(1) Nd(k)=K, 
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FIGURE 4.1 
(2) Ed(k) = {(x, p, y) E K x A x KI there exists an edge (u, CI, W) E Ed(g) u E, 
such that ((u, a), (x, 8)) E Emb, and (w, y) E Iden.}, and 
(3) #k is defined by 
if x E M in( C), 
if x E u ‘, for some u E Evn( C). 
EXAMPLE 4.1. Let g be the graph depicted in Fig. 4.1, let C be the computation 
graph of Example 3.2 (Fig. 3.2) and let K= {x3, x4, x5, x6}. Then y(g, C, K) is the 
graph depicted in Fig. 4.2. 
Remark 4.1. If KE K’, then y(g, C, K) is the subgraph of y( g, C, K’) induced 
by K. 
Using the construction y, we can now define the notion of a (Z, A, P)-computa- 
tion. Intuitively it can be undestood as follows. An event-node u of a computation 
graph C represents a rewriting corresponding to the primitive structured trans- 
formation K which is the label of u; i.e., the occurrence in,(u) of the initial graph 
of z is replaced by the occurrence rest(u) of its result graph. Evidently, this can be 
done only if the nodes which are replaced are “connected” by a suitable graph 
structure. More precisely, this graph structure must contain in,(u) as a subgraph. 
The nodes rewritten in the event corresponding to u are the nodes of ‘u; the graph 
structure connecting them is y(g, C, ‘u), Hence we have the following definition. 
DEFINITION 4.2. Let g be a (2, A)-labeled graph and let C be a P-computation 
graph. The pair (g, C) is a (Z, A, P)-computation if and only if 
(1) Nd(g) = M in(C), and 
(2) for each u~Evn(C), in,-(u) is a subgraph of y(g, C, ‘u). 
FIGURE 4.2 
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EXAMPLE 4.3. Let C be the computation graph of Example 3.2 (Fig. 3.2), let g 
be the graph of Fig. 4.1 and let g’ be the graph of Fig. 4.3. Then (g, C) is a 
(C,, As, P)-computation, but (g’, C) is not a (C,, As, P)-computation, because 
y(g’, C, ‘zJ~) does not contain the edge (x,, /I, x6) of in,(u,). 
The class of all (Z, A, P)-computations is denoted by Comp(Z, A, P). For an 
actor grammar G, the class of computations corresponding to G is defined as 
follows. 
DEFINITION 4.3. Let S be an actor vocabulary and let G = (P, Init) be an 
S-actor grammar. The class of G-computations, denoted by Camp(G), is the class 
of all (Z,, As, P)-computations (g, C) such that g E Init. 
Before considering the basic results about computations we give two technical 
lemmas about the construction y and the notion of a computation. 
LEMMA 4.1. Let g be a (C, A)-labeled graph, let C be a P-computation graph such 
that Nd( g) = Min(C), and let KG Obn(C). Let C’ be a subgraph of C such that C’ 
is a P-computation graph, Min( C’ ) = Min(C), and, for each k E K and x E Nd(C) 
such that x <c k, x E Nd(C’). Then y( g, C, K) = y( g, C’, K). 
Proof. The result follows easily from Definition 4.1. 1 
LEMMA 4.2. Let g be a (C, A)-labeled graph, let C,, C, be P-computation graphs 
such that Nd( C,) n Nd(C*) = Max( C,) = Min( C,) and let Kc Obn(C,). Then 
y(g, Cl ; G, K) = y(h, Cz, K), dw-e h = yk C,, Max (Cl)). 
Proof. One easily verifies that, for each x E Nd(C,) and y E Nd(C,) such 
that (x, y) E Iden,, there exists a node ZE Max(C,) such that (x, z) E Iden., and 
(z, y)E Iden,,. Also, for each xENd(Ci), yE Nd(C,) and LX, BE A such that 
((x, a), (y, fl)) E Emb,, there exists a node z E Max(C,) and a label 6 E A such that 
((x9 a), (z, 6)) E Em&, and ((z, 6), (y, /I))~Ernb.,. The result follows from 
Definition 4.1. (The situation is illustrated in Fig. 4.4.) m 
Our first basic result about computations expresses the fact that, for a computa- 
tion (g, C) and an object-cut K, the graph y(g, C, K) may be viewed as an 
intermediate graph of the rewriting process described by y(g, C, K). More precisely, 
it follows from Remark 3.1 that, for each object-cut K, one may divide C into two 
parts, C, and CZ, such that CI corresponds to the part of the rewriting process that 
precedes K, and C, corresponds to the part that follows K. The pair (g, C,) is a 
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computation, and the pair (y(g, C, K), C,) is a computation. It follows from 
Lemma 4.1 that the intermediate graphs of the first part of the rewriting process 
may be constructed from (g, C,) (in particular, y(g, C, K) = y(g, C,, K)), and it 
follows from Lemma 4.2 that the intermediate graphs of the second part may be 
constructed from (y( g, C, K), C,). Hence the graph y( g, C, K) is, on the one hand, 
the graph resulting from the first part of the rewriting process (described by 
(g, C,)), and, on the other hand, the initial graph of the second part (described by 
(y(g, C, K), C,)). Formally, one has the following. 
THEOREM 4.1. Let (g, C) be a (Z, A, P)-computation and let K be an object-cut 
of C. Let C1 and C, be P-computation graphs such that K= Max(C,) = M in(C,) and 
C= C,; Cz. Then (g, C,) and (y(g, C, K), C,) are (C, A, P)-computations. 
ProoJ: It follows from Lemma 4.1 that (g, C,) is a (C, A, P)-computation and 
from Lemma 4.2 that (y(g, C, K), C,) is a (C, A, P)-computation. Hence the 
statement of the theorem holds. 1 
The next result states that the class Comp(Z, A, P) of all (C, A, P)-computations 
may be obtained inductively, in a way that is similar to the way Tr(Z, A, P) is 
defined (Definition 2.9). 
THEOREM 4.2. Let X be the smallest class of pairs (g, C) such that 
(1) for each discrete one-node (Z, A)-labeled graph g, (g, C) E X, where C is 
the discrete one-node graph obtained by replacing the label of the node of g by ob, 
(2) for each 7~ E P and each n-primitive computation graph C, (in,-(v), C) E X, 
where v is the event-node of C, 
(3) for each (g, C) E X and each EG Nd(g) x A x Nd(g), (Aug(E, g), C) E X, 
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(4) for each (g,, Cl), (g2, C,) E X such that g, and g, are disjoint and Cl and 
C2 are disjoint, (g, @g2, C, @C,) E X, and 
(5) for each (gl, C,), (g,, C,)EX such that Nd(C,)nNd(C,)=Max(C,)= 
Min(C2) andg,=y(g,, Cl, Max(C,)), (g,, Cl; C,)E~. 
Then X= Comp(C, A, P). 
Proof: Obviously, pairs (g, C) of the form mentioned in (1) and (2) of the 
statement of the theorem are (6, A, P)-computations. It follows from Definition 4.1 
and Definition 4.2 that, for each (g, C) E Comp(Z, A, P) and each E c Nd(g) x 
A x Nd(g), (Aug(E, g), C)E Comp(C, A, P). It is easily verified that, for each 
(g,, C,), (g2, C,) E Comp(Z, A, P) such that g, and g, are disjoint and C1 and 
C, are disjoint, (g, Og2, C, 0 C,)~Cornp(Z, A, P). Moreover, it follows from 
Lemma 4.1 and Lemma 4.2 that, for each (g, , C,), (g2, C,) E Comp(C, A, P) 
such that Nd(C,) nNd(C,) = Max(C,) = Min(C,) and g, =y(g,, C,, Max(C,)), 
(g,, Cl ; C,) E Comp(C, A, P). Hence Xc Comp(C, A, P). 
To show that Comp(C, A, P) E X, let (g, C) E Comp(Z, A, P). It is shown by 
induction on # Evn(C) that (g, C) E X. If Evn(C) = (;7, then it follows from (l), 
(3), and (4) of the definition of X that (g, C) E X. If Evn(C) = {u}, then it follows 
from Definition 4.2 that in,(o) is a subgraph of g, and from (l), (2), (3), and (4) 
of the definition of X that (g, C) E X. Now assume that # Evn(C) 2 2 and that 
(h, H) E X for each (h, H) E Comp(Z, A, P) such that #Evn(H) Q #Evn(C) - 1. 
It follows from Remark 3.1 that there exist P-computation graphs C,, C,, such 
that C = C, ; Cz, # Evn(C,) = # Evn(C) - 1, and # Evn(C,) = 1. It follows from 
Theorem 4.1 that (g, C,) E Comp(Z, A, P), and, by the induction hypothesis, that 
(g, C~)E X. Let k= y(g, C, Max(C,)). Then it follows from Theorem 4.1 that 
(k, C,) E Comp(C, A, P). Hence, since #Evn(C,) = 1, (k, C,) E X. It follows from 
(5) of the definition of X that (g, C) E X. This completes the proof. 1 
In the last part of this section the relationship between the classes Tr(Z, A, P) 
and Comp(C, A, P) is investigated. To this aim we construct, for each computation 
graph C and each (C, A)-graph g such that Min( C) = Nd( g), a structured transfor- 
mation T(g, C). If (g, C) is a (C, A, P)-computation, then P(g, C) describes the 
effect of the rewriting process represented by (g, C). Formally, one has the 
following. 
DEFINITION 4.4. Let g be a (C, A)-labeled graph and let C be a P-computation 
graph such that Min(C) = Nd(g). Then T(g, C) is the four-tuple (in, res, Iden, 
Emb), where 
in=g, 
res = yk, C, Max(C)), 
Iden = Iden, n Min( C) x Max(C), 
Emb = Emb,n (Min(C) x A) x (Max(C) x A). 
We will often write res( g, C) instead of y( g, C, Max(C)). 
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Remark 4.2. It is easily verified that T(g, C) is a (Z, d)-structured trans- 
formation. 
The following lemma describes the relationship between the construction r of 
Definition 4.4 and the operations of augmentation, concurrent composition, and 
sequential composition. 
LEMMA 4.3. (1) Let g be a (2, A)-labeled graph, let C be a P-computation graph 
such that M in( C) = Nd( g), and let E c Nd( g) x A x Nd( g). Then T(Aug(E, g), C) = 
Au@, 0, Cl). 
(2) Let g,, g, be disjoint (.Z’, A)-labeled graphs and let C,, C, be disjoint 
P-computation graphs such that M in( C, ) = Nd( g, ) and M in( C,) = Nd( gz). Then 
(3) Let g be a (Z, A)-labeled graph and let C,, C, be P-computation graphs 
such that M in(C,) = Nd(g) and Nd(C,) n Nd(C,) = Max(C,) = M in(C,). Then 
T(g, Cl; Cd = G, Cl) sq Qresk, Cl), Cd 
ProoJ The result easily follows from Definition 4.4. 1 
One has now two ways of associating a class of structured transformations with 
the set P: on the one hand, one may consider the set Tr(C, A, P), and on the other 
hand, one may consider the class of structured transformations obtained by 
applying f to the elements of Comp(Z, A, P). The last result of this section states 
that both classes are equal up to an isomorphism. One may view the elements of 
Comp(Z’, A, P) as more detailed descriptions of elements of Tr(C, A, P). 
THEOREM 4.3. (1) For each (g, C) E Comp(Z, A, P), F(g, C) E Tr(Z, A, P). 
(2) For each dETr(Z, A, P), there exists a (g, C) ~Comp(C, A, P) such that 
d and F(g, C) are isomorphic. 
Proof: (1) Let (g, C) E Comp(C, A, P). If (g, C) is of one of the forms 
mentioned in (1) and (2) of Theorem 4.2, then one easily verifies that T(g, C)E 
Tr(Z, A, P). It follows from Lemma 4.3, Theorem 4.2, and Definition 2.9 that (1) of 
the statement of the theorem holds. 
(2) Let deTr(C, A, P). If dENrep(Z, A) or dE P, then it follows from (1) 
and (2) of Theorem 4.2 that there exists a (g, C) l Comp(C, A, P) such that d 
and T(g, C) are isomorphic. It follows from Lemma 4.3, Theorem 4.2, and 
Definition 2.9 that (2) of the statement of the theorem holds. 1 
5. DESTINATION-COMPLETE COMPUTATIONS 
The notion of a configuration graph used in [JR 871 is more restricted than the 
one used in [JR 891 and in this paper: in [JR 871 one considers only configuration 
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graphs in which each message-node has an outgoing @-edge. Such graphs will be 
called destination-complete configuration graphs. This corresponds to considering 
actor systems in which each message has a destination actor. As a consequence the 
rewriting processes considered in [JR 871 are restricted by demanding that the 
graph resulting from each primitive rewriting is destination-complete. In the theory 
of graph grammars, such a restriction is usually called an application condition. In 
this section it is demonstrated that this application condition can be naturally 
expressed in terms of computations and, moreover, that an actor grammar in which 
this application condition is used can be simulated by an actor grammar without 
application condition. 
In order to express the application condition from [JR 871, the notion of 
a destination-complete computation is introduced: a computation (g, C) is 
destination-complete if each of its intermediate graphs y(g, C, K) (where K is an 
object-cut of C) is a destination-complete graph. Moreover, we consider only 
computations (g, C), where g is a configuration graph. We show that the structured 
transformations obtained by applying r to such computations are, up to an 
isomorphism, the structured transformations of Tr(C, A, P) such that in(d) and 
res(d) are destination-complete configuration graphs. Formally, one has the 
following. 
DEFINITION 5.1. Let S be an actor vocabulary. An S-graph g is destination- 
complete if and only if, for each x E Msg( g), there exists an y FE Nd( g) such that 
(x, d=, Y) E Ed(g). 
DEFINITION 5.2. Let S be an actor vocabulary and let P be a set of S-structured 
transformations. A (C,, As, P)-computation (g, C) is destination-complete if and 
only if, for each object-cut K of C, y(g, C, K) is destination-complete. 
EXAMPLE 5.1. Let g be the graph depicted in Fig. 4.1, let g’ be the graph 
depicted in Fig. 5.1 and let C be the computation graph from Fig. 3.2. Let 
K = {x3, x4, x5, x6}. Then y(g’, C, K) is the graph depicted in Fig. 5.2. The 
computation (g’, C) is destination-complete, but (g, C) is not destination-complete, 
because the graph y(g, C, K) in Fig. 4.2 is not destination-complete. 
Remark 5.1. If (g, C) is a destination-complete (C,, A,, P)-computation and 
C,, C2 are P-computation graphs such that C = C,; C,, then (g, C,) and 
(res(g, C,), C,) are destination-complete (C,, A,, P)-computations. 
FIGURE 5.1 
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We now show that those structured transformations of Tr(Z:,, A,, P) that 
describe transformations between destination-complete configuration graphs, i.e., 
those d in Tr(Z,, A,, P) such that both in(d) and res(d) are destination-complete 
configuration graphs, are obtained (up to an isomorphism) as T(g, C), for some 
destination-complete (C,, A,, P)-computation (g, C) such that g is a destination- 
complete configuration graph. Formally, one has the following. 
TEOREM 5.1. Let S be an actor vocabulary and let P be a set of S-primitive event 
transformations. Then a (C,, A,, P)-computation (g, C) is destination-complete if 
and only if g and res(g, C) are destination-complete. 
Proof The “only if” part of the statement obviously holds. To show the “if” 
part, assume that g and res(g, C) are destination-complete and that there exists an 
object-cut K of C such that h = y(g, C, K) is not destination-complete. Let C, , C2 
be P-computation graphs such that C = C, ; C, and K = Max( C, ) = Min( C,). Then 
it follows from Theorem 4.1 that (h, C,) is a (C,, A,, P)-computation. Let 
Evn(C,)= {vI, . . . . v,} and assume that, for each i,jE {l, . . . . n} such that vidc v,, 
i <j. It follows from Remark 3.1 that there exist P-computation graphs H,, . . . . H, 
such that, for each ie { 1, . . . . n}, Evn(H,) = {vi}, and 
c, = ( . . . (H, ; H,); . . . ; If,). 
Let, for each ie ( 1, . . . . n}, K,= Min(H,) and gi= y(h, C,, Ki). It follows from 
Theorem 4.1 that, for each iE { 1, . . . . n}, (g,, Hi) is a (Zs, As, P)-computation. Since 
h =g, is not destination-complete there exists a k E (1, . . . . n> such that g, is not 
destination-complete but res( g,, Hk) is destination-complete. Let x E Msg( gk) such 
that there exists no y E Nd(g,) such that (x, a=, y) E Ed(g,). It follows from Delini- 
tion 2.10 that x 4 l vk, and hence, x E Msg(res(g,, Hk)). It is easily verified that there 
exists no y E Nd(res(g,, Hk)) such that (x, @, y) E Ed(res(g,, Hk)). This contradicts 
the assumption that res(g,, Hk) is destination-complete. Hence there exists no 
object-cut K of C such that y(g, C, K) is not destination-complete, and hence (g, C) 
is destination-complete. This completes the proof. 1 
It follows from Theorem 5.1 that, in the framework presented in this paper, the 
approach from [JR 871 corresponds to considering only the class of destination- 
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complete computations (rather than the class of all computations) as a description 
of the behaviour of an actor grammar. In the last part of this section it is 
demonstrated that, for each actor vocabulary S and each S-actor grammar G, one 
can construct an actor vocabulary s’ and an actor grammar G’ such that each 
rewriting process of G’ may be viewed as a simulation of a destination-complete 
rewriting process of G. Conversely, each destination-complete rewriting process of 
G is simulated in this way. 
A suitable notion of a simulation between classes of computations is introduced. 
A simulation is a pair of node-relabelings: on the one hand, a relabeling of nodes 
of configuration graphs, and on the other hand, a relabeling of event-nodes of 
computation graphs. Using these node-relabelings, configuration graphs and 
computation graphs of the simulating system may be viewed as representing 
configuration graphs and computation graphs of the simulated system. Hence our 
notion of a simulation leaves the basic structure of rewriting processes unchanged. 
We use the following notation concerning node-relabelings. Let Z, , C,, and A be 
sets and let t?: C, + Z, be a function. For a (C,, A)-labeled graph g, B(g) denotes 
the (Z,, A)-labeled graph (Nd(g), Ed(g), 8 0 4,). F or sets P, P’ of structured trans- 
formations and a function 5: P + P’, we will often use 5 to denote the function 
t: Pu {ob} + P’u {ob} defined by 
For a (C, A)-labeled graph g and a node x of g, Context,(x) denotes the set 
{ 6 E A ) there exists a y E Nd( g) such that (x, 6, y) E Ed(g)}. 
A simulation is a pair (0, 5) of node-relabelings: 0 maps configuration graphs of 
the simulating system onto configuration graphs of the simulated system, and r 
maps computation graphs of the simulating system onto computation graphs of the 
simulated system. However, 0 and 5 are related to each other in the following way. 
Each computation graph C of the simulating system may be considered as a 
description of a set of graph transformations: for each configuration graph g such 
that (g, C) is a computation, the rewriting process described by C transforms g into 
the graph res( g, C). If t(C) is viewed as a description of a rewriting process of the 
simulated system, then the graph transformations described by r(C) correspond to 
the graph transformations described by C: if C transforms g into res(g, C), then 
t(C) transforms B(g) into B(res(g, C)). Formally, one has the following. 
DEFINITION 5.3. Let S,, Sz be actor vocabularies such that A&, = AQS, and 
MQs, = MQ,,, let P, be a set of S,-structured transformations and let P, be a set 
of &-structured transformations. Let X, be a class of (C,,, As,, Pi)-computations 
and let X2 be a class of (C& , A,, P,)-computations. A simulation of X, by X1 is a 
pair of functions (6, l), 6: CS1 + Zsz, 5 : P, + P2, such that 
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(1) for each (sl, Cl)~X,, (e(gl), 5(C1))~X2 and Rresk,, Cl))=res(@g,), 
<(Cl )), and 
(2) for,each (gz, C2)gX2, there exists a (g,, C,)EX~ such that g,=d(g,) 
and C, = t( C, ). 
We say that X, simulates X, if there exists a simulation of X, by X,. 
Observe that the notion of a simulation is defined for arbitrary subclasses of 
(Z,,, As,, PI)- and (,Z,, A,, P,)-computations. Hence it may be used to describe 
a situation where a part (X,, say) of the behaviour of the simulating system 
represents a part (X,, say) of the behaviour of the simulated system. This is the case 
in our result about the simulation of destination-complete rewriting processes: X, 
is the class of those computations (of the simulated system) that are destination- 
complete. 
The main result about the simulation of destination-complete computations can 
now be stated as follows. 
THEOREM 5.2. For each actor vocabulary S and each S-actor grammar G = 
(P, Init) such that each graph of Init is destination-complete, there exists an actor 
vocabulary s’ and an S-actor grammar G’ such that Comp(G’) simulates 
Dcomp(G), where Dcomp(G) is the class of destination-complete G-computations. 
Proof: Let S be an actor vocabulary and let G = (P, Init) be an S-actor 
grammar. The construction of S’ and G’ = (P’, Init’) is based on the fact that 
information about outgoing edges of a node x of a configuration graph (and, in 
particular, about the labels of these edges) can be encoded into the node label 
of x. We proceed as follows: 
(A) We construct S’ and the node-relabeling 0. Node labels of S’ are pairs: 
their first component is a node label of S, and their second component is a set of 
edge labels of S. Edge labels of S’ are edge labels of S. The relabeling 8 erases 
second components of node labels. 
(B) Using the second components of node labels, the notion of context- 
consistenq (for S-graphs) is defined: an S-graph g is context-consistent if, for each 
node x of g, the second component of its label is the set Context,(x), i.e., the set 
of labels of outgoing edges of x. 
(C) The set P’, the node-relabeling 5 and the set Init’ are constructed. P’ is 
constructed in such a way that 
(i) the property “context-consistency of configuration graphs” is preserved 
by graph transformations of G’: if their initial graph is a context- 
consistent S-configuration graph, then their result graph is also a 
context-consistent S’-configuration graph, and 
(ii) for each R’ E P’ and each x E Msg(res(z’)), the second component of 
4 res(n9)(~) contains @. 
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(D) It is shown that (0, 5) is a simulation of Dcomp(G) by Comp(G’). 
(A) Construction of S’ and 8. The actor vocabulary S’ is obtained from S by 
adding to the node labels of S a second component which is a set of edge labels. 
Hence 
S’ = (As x p’(A,), M, x BP,), AQ,, MQ,), 
Where P(A,) denotes the set of subsets of A,. For each g-graph g and each 
x E Nd( g), $g, I (x) and q4,,* (x) denote the projection of qSR (x) on its first and its 
second component, respectively. Let 8: Cs + CS be the projection on the first 
component. 
(B) Context-Consistency. Let g be an g-graph. Then g is called context- 
consistent if and only if, for each x E Nd(g), q5g,2(x) = Context,(x). 
(C) Construction of P’, t, and Init’. Each element n’ of P’ is obtained from an 
element rc of P by replacing the node labels of in(rc) and res(n) by node labels of 
s’. More precisely, for each node x of in(n), the label ~i”c,,(X) is replaced by a pair 
($inc,,(x), L), where L is a set of edge labels and, analogously, for each node y of 
res(rr), the label $,,(,,(y) is replaced by a pair (4 re,(,,(y), M). The set M is chosen 
in such a way that context-consistency of S-configuration graphs is preserved by 
graph transformations of G’. Intuitively speaking, elements of second components 
of node labels are “inherited” via rr in the same way as outgoing edges. Moreover, 
P’ is such that, for each rr’ E P’ and each x E Msg(res(rr’)), C E q5res(n,),Z(~). Formally, 
one has the following: 
Let rr’ be an S’-structured transformation. Then TC’ E P’ if and only if there exists 
a n E P such that 
(1) B(in(x’)) = in(n), B(res(r6)) = res(n), Iden,, = Iden,, and Emb,, = Emb,; 
(2) for each xENd(res(rr’)), 
4 res(no,2 (xl = Context,,,(,) (x)u{6~A~(((u,~),(x,6))~Emb,,forsome 
u E Nd(in(n’)) and some p E din(n’),Z(U)}; 
(3) for each XE Msg(res(x’)), @E 4res(lr,),2(~). 
Observe that P’ is a set of S’-primitive event transformations. For each rr’ E P’, let 
{(n’) be the element x of P such that (1) through (3) hold for n’ and n (observe 
that, for a given rr’ E P’, there is exactly one such z in P). For each S-graph g, let 
q(g) denote the S’-graph obtained from g by replacing, for each node x E Nd( g), 
the node label d,(x) of x by the pair (#g(x), Context,(x)). Let Init’ be the set 
Ms)l tNnit1. 
We show that context-consistency of configuration graphs is preserved by 
rewriting according to P’. 
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LEMMA 5.1. For each (C,, As, P’)-computation (g, C) such that g is a context- 
consistent S-configuration graph, res(g, C) is a context-consistent S-con$guration 
graph. 
Proof If Evn( C) = fa, then the statement obviously holds. If # Evn(C) > 1, 
then we show the statement by induction on # Evn(C). Let h = res( g, C). 
(1) If #Evn(C) = 1, then it follows from (2) of Proposition 2.1 and 
Theorem 4.3 that h is an S’-configuration graph. Hence it remains to show that, for 
each x E Nd(h), #h,Z (x) = Contexth(x). Let Evn(C) = {u} and x E Nd(h). 
(0 
(ii) 
If x I$ v ‘, then x E Nd(h) n Nd( g). For each (x, 6, JJ) E Ed(g), y E Act(g) 
because g is an S’-configuration graph, and it follows from (1) of 
Proposition 2.1 that 6 E Context,,(x). Hence Context,(x) E Context,(x). 
It follows from (2) of Definition 4.1 that that Context,(x) = Context,(x). 
Since g is context-consistent and dg,*(x) = q5h,2(~), one has dh,2(~) = 
Context,(x). 
If x E 0 .) then it follows from Definition 4.1 that, for each 8~ A,, 
6 E Context,(x) if and only if either (a) 6 E Context,,,,(,)(x) or (b) there 
exists an edge (u, p, W)E Ed(g) such that UE ‘v and ((u, p), (x, 8))~ 
Emb,,. Since g is context-consistent, (b) holds if and only if ,U E q58,2 (u) 
and ((u, ,u), (x, 6)) E Emb,,. It follows from the construction of P’ that 
q5h,2 (x) = Context,(x). 
(2) Assume that # Evn(C) B 2 and the statement from the lemma holds for 
each (C,, A,., P’)-computation (t, 7’) such that #Evn( T) < #Evn(C). It follows 
from Remark 3.1 that there exist P’-computation graphs C1 , C2 such that C = C, ; 
C2 and #Evn(C,) = 1. Let k = y(g, C, Max(C,)). It follows from Theorem 4.1 that 
(g, C,) and (k, C,) are (,Zr, As, P’)-computations and from Lemma 4.2 that 
h = res(k, C,). It follows from the induction hypothesis that k is a context-consistent 
S’-configuration graph and from (1) that h is a context-consistent S’-configuration 
graph. This completes the proof. 1 
(D) (0, <) is a simulation of Dcomp( G) by Comp( G’ ). (1) Let (g, C) E 
Comp(G’). It follows from the construction of P’ that, for each u~Evn(C), 
Iden c,u = Identccj,, and Emb,, = Embtccj,v. Since, obviously, Ed(B( g)) = Ed(g), it 
easily follows from Delinition 4.1 that, for each Kc Obn( C), 
e(Yk, c, a) = Y(m), 5(C), a. 
It follows that (e(g), r(C)) is a (C,, As, P’)-computation and that B(res( g, C)) = 
res(@g), c(C)). Since gE Init’, g is a context-consistent S’-configuration graph. 
Moreover, since each graph in Init is destination-complete, g is destination- 
complete. Hence, for each XE Msg(g), C E d,,2(x). It follows from the construction 
of P’ that, for each x E Msg(res(g, C)), @ E q5res(g, o) z(x). It follows from Lemma 5.1 
that res(g, C) is a context-consistent S’-configuration graph, and hence, res(g, C) 
is destination-complete. It follows that B(res(g, C)) = res(e(g), t(C)) is also 
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destination-complete, and it follows from Theorem 5.1 that (8(g), r(C)) E 
Dcomp(G). This proves that (1) of Definition 5.3 holds for (0, 5). 
(2) To show that (2) of Definition 5.3 holds, we first prove the following 
lemma. 
LEMMA 5.2. For each destination-complete computation (g, C) in Comp(C,, A,, P) 
such that g is an S-configuration graph, there exists a P’-computation graph C’ such 
that (q(g), C’) E Comp(Z,, A,., P’) and t(C’) = C. 
ProoJ: Let g be an S-configuration graph and let (g, C) E Comp(C,, As, P) be 
destination-complete. If # Evn(C) = 0, then (q(g), C) E Comp(C,., As, P’) and 
hence the statement holds for (g, C). In the case where #Evn(C) > 1 it is shown 
by induction on # Evn( C) that (g, C) has the desired property. 
(i) If #Evn(C)= 1, then let Evn(C)= {u} and dC(u)=n. Then f& is an 
isomorphism from in(n) onto in,(v). Since (g, C) is destination-complete, res( g, C) 
is destination-complete. It follows from the construction of P’ that there exists a 
rc’ E P’ such that f& is an isomorphism from in(n’) onto the subgraph of q(g) 
induced by ‘u. Let C’ be the graph obtained from C by replacing the label rr of u 
by z’. Then (q(g), C’) is a (C,., A,,, P’)-computation and <(Cl) = C. 
(ii) Let # Evn(C) 2 1 and assume that the statement from the lemma holds 
for each (h, H) in Comp(C,, As, P) such that #Evn(H) < #Evn(C). It follows 
from Remark 3.1 that there exist P-computation graphs C,, C, such that 
C= C1 ; C,. Let k = y(g, C, Max(C,)). It follows from Theorem 4.1 that (g, C,) and 
(k, C,) are computations. Since (g, C) is destination-complete, it follows from 
Lemma 4.1 and Lemma 4.2 that (g, C,) and (k, C,) are destination-complete. It 
follows from (2) of Proposition 2.1 that k is an S-configuration graph. It follows 
from the induction hypothesis that there exist P’-computation graphs C’, and C; 
such that (q(g), C’,), (q(k), G)~Comp(~sr Ass, P’), t(Ci)=C,, and t(G)=G. 
Moreover, it follows from (1) that 
W-es(h), C’,)) = res(Q(v(g)), t(Ci)) = redg, Cl) = k. 
Since q(g) is a context-consistent configuration graph, it follows from Lemma 5.1 
that res(q(g), C;) is context-consistent. Obviously, there is only one context- 
consistent graph t such that e(t) = k, and hence we conclude that res(q(g), C’,) = 
q(k). It follows from (5) of Theorem 4.2 that (q(g), C’, ; C;) E Comp(C,, A,,, P’), 
and, furthermore, one has 
(yc;; c;)=<(c;); ((cg=C,, cz=c. 
This completes the proof of Lemma 5.2. 1 
To prove that (2) of Definition 5.3 holds for (0, 0, let (g, C)~Dcomp(G). It 
follows from Lemma 5.2 that there exists a P’-computation graph C’ such that 
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(q(g), C’) ~Comp(C~, As, P’) and ((C’) = C. It follows from the definition of Init’ 
that (q(g), C’)~Cornp(G’). Since 8(n(g)) =g, we conclude that (0, <) is a simula- 
tion of Dcomp(G) by, Comp(G’ ). This completes the proof of Theorem 5.2. 1 
6. DISCUSSION 
The aim of this paper is to introduce methodology for the investigation of 
rewriting processes in actor grammars and, in particular, to introduce the notion 
of a computation graph and relate it to the notion of a structured transformation. 
A computation graph may be viewed as a detailed description of such a rewriting 
process in terms of primitive rewritings: event-nodes of a computation graph 
represent primitive rewritings and object-nodes represent nodes of intermediate 
graphs. 
The relationship between computation graphs and structured transformations is 
investigated. To this aim one considers pairs (g, C), where g is a configuration 
graph and C is a computation graph that describes a rewriting process with initial 
graph g. Such pairs are called computations. It is shown that each G-structured 
transformation can be constructed (up to an isomorphism) from a G-computation 
by the r construction from Definition 4.4. One may view a computation (g, C) as 
an operational description of a rewriting process of G (i.e., a description in terms 
of primitive rewritings and causal relationships between them), whereas the corre- 
sponding structured transformation L’(g, C) describes the external effect of the 
rewriting process. 
Since the intermediate graphs of a rewriting process can be constructed from a 
computation (g, C) describing it, certain application conditions for actor grammars 
can be expressed in terms of computations. In fact, requiring that a certain 
application condition is satisfied corresponds to restricting the class of “valid” com- 
putations. As an example, we consider destination-completeness: the application 
condition consists in requiring that the graph resulting from a rewriting must be 
destination-complete. It is shown that, using computation graphs, one can define a 
quite natural notion of a simulation between classes of computation pairs, and it is 
shown that actor grammars with the “destination-completeness” application 
condition are simulated by actor grammars without the application condition. 
We believe that the notions and terminology presented in this paper may be 
helpful in the further investigation of actor grammars. In particular, the class of 
computations of an actor grammar seems to be useful as a description of the 
concurrent behaviour of actor grammars. 
An interesting topic for further research about actor grammars is their relation- 
ship to the “algebraic” graph grammars presented in, e.g., [E 863. It seems possible 
to define for algebraic graph grammars a notion analogous to computation graphs 
and to study the relationship between the two models on the basis of the notion of 
a simulation (or a variant of it). Since most of the theory about algebraic graph 
grammars is naturally expressed in the terminology of categories, it is also 
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interesting to investigate whether the notions and results presented in this paper 
can be expressed in an elegant way in that terminology. In particular, it seems 
possible to view structured transformations and computation graphs as morphisms 
in suitable categories F and V, respectively. The construction r, e.g., would then 
be viewed as a forgetful functor from V into F. Moreover, if one would restrict 
the notion of a morphism in %? to the case where morphisms correspond to 
computations, then Theorem 4.3 states that this functor is full, and Theorem 5.1 
states that the subcategory of V, obtained by considering only destination-complete 
configuration graphs and only morphisms corresponding to destination-complete 
computations, is full. 
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