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1Primary and secondary frequency support by a
multi-agent demand control system
Sam Weckx, Student Member, IEEE, Reinhilde D’Hulst, Johan Driesen, Senior Member, IEEE
Abstract—Decentralized demand control can help to ensure the
balance between electricity demand and supply. In this paper, a
multi-agent demand control system is proposed where residential
demand is controlled to provide spinning reserves. With the
proposed control framework an aggregator of dynamic demand
is able to control the consumption and the response on frequency
changes of a cluster of loads. The primary frequency support by
the cluster of loads can emulate the primary control of a con-
ventional generator. The total customer welfare remains maximal
during the frequency support by applying utility functions for
each device.
Index Terms—Demand response, Distributed optimization,
Frequency control, Multi-agent control, Spinning reserves
I. INTRODUCTION
A high penetration of renewable energy sources challenges
the future grid operation. In a power system the imbalance
between generation and demand should be minimized as
much as possible to ensure frequency stability and avoid
blackouts. Renewable energy sources like solar and wind
power are characterised by fluctuating power generation, while
the amount of dispatchable power generation reduces. This
makes it harder to match the production of energy to the
demand. By controlling demand the more expensive alternative
of flexible additional back-up generation can be avoided. The
residential demand side can make a significant and reliable
contribution to primary frequency response [1]. Different types
of demand can be applied for frequency support, including
fridges, freezers, HVAC and water heaters [1]–[3]. In [4]
thermostatically controlled loads respond to the frequency by
making their setpoints dynamic. The introduction of electric
vehicles (EVs) in the electric network is another form of
controllable load that can react on the frequency [5], [6]. It
is shown in [7] that EVs can significantly reduce frequency
deviations in isolated power systems.
Three levels of control are generally used to maintain
the balance between supply and demand. Primary frequency
control is a local automatic control that adjusts the active
power generation and consumption to quickly restore the
balance between load and generation [8]. Secondary frequency
control is a centralized automatic control that adjusts the active
power production or consumption to restore the frequency
and the interchanges with other systems to their target values
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following an imbalance [8]. Tertiary frequency control consists
of redispatching the generating units [8]. The response time
of each type of control is different. The primary frequency
control reacts very quickly within the first few seconds after
a disturbance. The secondary reserves can be activated in 30
s to 15 min. Tertiary reserves are manually activated after the
secondary reserves.
In literature there are still multiple issues concerning the
application of dynamic loads as frequency reserves. First of all,
the contribution of dynamic demand to primary and secondary
reserves could be combined with a classical demand response
system where the consumption of these loads is shifted through
time. To be able to provide reserves, the load aggregator, that
provides reserves by dynamic residential demand, needs to
manage his cluster of loads so that the consumption can always
be increased or decreased. The amount of reserves needs to be
known by the aggregator and for primary frequency reserves
the response of the cluster to frequency changes needs to be
controlled.
In literature the power-frequency relationship of a device
that participates in frequency control is not assumed to depend
on the utility function of that device. A utility function
describes the degree of well-being the product provides for
consumers. Therefore, at an instance of frequency support by
dynamic demand, social welfare is not maximized. An EV
with a near departure time and a high requirement for sufficient
energy will have a higher utility for power than an EV with
an expected departure the next day. Therefore, when reducing
demand to support the frequency, welfare maximization would
result in decreasing the full charging power of the second
EV while keeping the charging power of the EV with near
departure time constant, rather than reducing both charging
powers by an equal percentage. A similar analogy can be
made for electric water heaters, fridges and freezers. The value
of power for a fridge is indirectly incorporated by making
the frequency-power relationship of the fridge dependent on
temperature in [2]. In [9] the cost for providing a certain
amount of symmetric primary reserves is minimized, where
comfort constraints of the devices are taken into account to
order the activation of binary behaving devices. However a
more general tool to define the value of power for a certain
device is their utility function. Given the utility of a device,
social welfare can be maximized. In previous work [10] this
concept was applied to primary frequency reserves.
In this paper a multi-agent control framework is presented
that can shift demand through time and can activate primary
and secondary reserves provided by a cluster of loads. The
focus in this work is on the activation of frequency reserves,
the reservation is outside the scope of this work. During
2activation of the reserves provided by dynamic demand, social
welfare remains maximal. The paper is structured as follows:
in section II, utility functions that describe the value of
energy for different types of devices are presented. Section
III introduces the market based multi-agent control used
and shows how the multi-agent control framework activates
contracted fast spinning reserves provided by the cluster of
loads. In section IV a rolling horizon control is presented
that determines the consumption plan of the cluster and that
ensures the availability of the contracted reserves. Finally,
section V discusses different simulation results of the proposed
algorithm.
II. UTILITY FUNCTION OF A DEVICE
Energy can have a different value for each device depending
on their state. This is generally expressed by a utility function,
a concept applied in microeconomics. It should be strictly dis-
tinguished from the electric utility, which has another meaning.
The utility function applied in microeconomics describes the
degree of well-being the product provides for consumers. It
therefore defines the different responses of different devices to
various prices [11]. In this paper we assume utility functions
that are decomposable in time and can be created for all types
of devices. Popular utility functions include the linear and the
quadratic utility function [11] denoted as U(xi), where xi is
the power consumption level of the device i. A device i that
consumes xi kW electricity at a rate of λ per kWh is charged
λxi per hour. Hence, the welfare of each user is defined as
[11], [12]:
W (xi) = U (xi)− λxi (1)
Where W (xi) is the users welfare function. Given a certain
price λ, the power x∗i (λ) that maximizes the welfare of device
i is therefore defined as:
x∗i (λ) = argmin.
xi
− U (xi) + λxi (2)
The function defined by x∗i (λ) is the optimal bid a device
would make to an auction based market. When this bid is
used, each price will result in maximum social welfare of the
device. When the utility function is linear or quadratic, and
the feasible sets are intervals, an explicit solution exists for
x∗i (λ) [10], [13]. Devices that can only be turned on or off
require a two-state utility function:
U =
{
βi if device is turned on
0 if device is turned off (3)
Where the parameter βi characterizes the satisfaction if the
device is turned on. The corresponding bid function is:
x∗i (λ) =

P
On/Off
i if λ ≤
βi
P
On/Off
i
0 if λ >
βi
P
On/Off
i
(4)
Where POn/Off is the power consumption when the device
is turned on.
A simple way of calculating a bid function for an EV, is
by using a corner price pr [14], [15], as depicted in the left
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Fig. 1: Possible ways of defining a bid function x∗i (λ) for
EVs and electric water heaters. The bid of an EV depends on
the required energy by the time of departure and the time till
departure. The bid of an electric water heater depends on the
state of charge of the heater.
of Fig. 1. The corner price pr is the maximal price the EV is
willing to pay for electric energy at that time instance and is
represented by the following formula:
pr =
4EEV
Pmax 4 tEVdep
(5)
Where 4EEV is the required energy by the time of departure,
Pmax is the maximal charge power and 4tEVdep is the time till
departure. EVs with high requirements for energy and little
time left before departure will have higher bid functions. More
on defining bid functions for EVs can be found in [14], [16].
Electric hot water heaters are other devices that offer a great
amount of flexibility. Their charging can be shifted with little
impact on the comfort of the user. It is assumed that the electric
water heaters can not modulate their power consumption and
have a fixed power consumption POn/Offi when they are
turned on. The State Of Charge (SOC) is the main indicator of
a domestic hot water buffer for any demand response control
system [17]. The closer the SOC drops to its minimum, the
more urgent its scheduling. Therefore the bid is made inversely
proportional to the SOC of the heater. This is done by making
βi of (3) and (4) inversely proportional to the SOC. In case of
a low SOC, the bid will be high and vice versa, as depicted
in the right of Fig. 1.
A similar reasoning holds for other devices [10]. Note
that the optimal bidding is not limited to these types of
bids, but can incorporate other factors as well, like consumer
preferences or consumer wealth. The utility functions are not
limited to the described functions, but are assumed to be
decomposable in time and to be non-decreasing. The class
of utility functions that fulfil these conditions is very large
[11], [18]. When devices compose their own utility function,
the assumption that consumers are very sophisticated, to the
level of being daily energy traders that are aware of their
utility functions, can be avoided. In this paper EVs and electric
water heaters are used as they can instantly adapt their power
consumption.
III. AUCTION BASED CONTROL
A scalable auction based control framework is applied to
control the cluster of loads. It is extended to activate the con-
tracted spinning reserves. The multi-agent control algorithm
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Fig. 3: Available reserves of the cluster of loads after defining
the equilibrium price.
consists of two parts: one part to control the cluster of loads in
real-time to obtain the planned consumption and another part
for the planning of the consumption of the cluster of loads
over a time horizon. The former is covered in this section,
while the latter is discussed in section IV.
A. Real-time control of the loads
In the real-time operation of the multi-agent algorithm all
the device agents send their bid x∗i (λ) to a concentrator agent.
This concentrator agent sums up the bid functions of their
zone [19], [20]. The concentrator agents in turn send the bid
function to a unique auctioneer agent. Finally, the auctioneer
agent will define the equilibrium price as the intersection of
the aggregated bid functions and the supply bid function. The
supply bid function is defined by the consumption level PLoadt
that was planned by the auctioneer agent. How to define
this consumption level PLoadt will be discussed in section
IV. The auctioneer agent manages and plans the real-time
consumption of the cluster of loads of the load aggregator.
After the equilibrium price is defined, it is sent back to all of
the device agents and these will then select their corresponding
power level. This market clearing takes place every 15 minutes
or can be made event-driven. Fig. 2 presents this auction based
market approach.
When consumption can be increased or decreased given the
defined equilibrium price, the cluster of loads is able to provide
upward and downward reserves. This is shown in Fig. 3. This
multi-agent control framework can be extended to cooperate
in frequency reserve markets. For the cluster of loads to be
activated as reserves, extensions have to be made to the part of
the multi-agent system responsible for the real-time operation.
The provided frequency reserves are divided into primary
or Frequency Containment Reserves (FCR) and secondary or
Frequency Restoration Reserves (FRR). The purpose of this
work is to imitate these reserves provided by conventional gen-
erators with a cluster of loads. Primary frequency reserves by
conventional generators respond instantaneously to frequency
changes. To mimic this behaviour, the instantaneous primary
frequency control by dynamic demand cannot be based on any
form of communication. Therefore a local controller taking
care of the primary frequency control is added to each device
agent. In case of a frequency drop, the power consumption
that creates the least welfare should be shut down. In case of
a frequency rise, the power consumption that results in the
highest extra welfare should be activated. The response of the
local controller can be changed and optimized by the auction-
eer agent. Secondary reserves should be available between 30 s
and 15 min after a request of the transmission system operator
and therefore a reliable communication system can be applied
to activate the required reserves by the dynamic demand. For
ease of explanation the secondary frequency control will be
discussed before the primary frequency control by dynamic
demand.
B. Secondary frequency control
Due to the slower time scale of secondary control the auc-
tion based infrastructure, as described in section III-A, can be
applied to activate secondary reserves. The total consumption
of the cluster of loads
N∑
i=1
xi needs to be equal to the sum
of the planned load PLoadt of the cluster at time step t and
the activated upward or downward reserves R2,+/−load . To obtain
this consumption the auctioneer agent makes the supply bid
function equal to PLoadt +R
2,+/−
load . The resulting equilibrium
price gives rise to the required consumption level of the cluster
of loads when sent to all devices.
The secondary frequency control with the multi-agent auc-
tion based control is a distributed utility maximization prob-
lem. The utility maximization problem equals:
max.
x
N∑
i=1
U (xi)
subject to
N∑
i=1
xi = P
Load
t +R
2,+/−
load
(6)
The dual of this problem is defined as:
max.
λ
min.
x
−
N∑
i=1
U (xi) + λm
(
N∑
i=1
xi − PLoadt −R2,+/−load
)
(7)
If strong duality holds then the solution of the dual problem
(7) equals the solution of the primal problem (6). For integer
problems, strong duality in general does not hold. In [21] is
stated that problems of this type have a diminishing duality
gap if the number of subproblems increases. Therefore solving
the dual problem with a high amount of aggregated devices
will result in only a small or even no error.
4The Lagrangian dual function is decomposable in different
subproblems. The welfare maximization that each device per-
forms in (2) is a subproblem of the dual problem. It can be
shown that
N∑
i=1
x∗i (λm) − PLoadt − R2,+/−load is a subgradient
of the dual problem and therefore finding the intersection of
the aggregated bid functions
N∑
i=1
x∗i (λm) and the supply bid
function PLoadt + R
2,+/−
load comes down to solving the dual
problem of the utility maximization problem. The equilibrium
price is equal to the lagrange multiplier λm of the dual
problem.
Intuitively, when all customers receive the same price and
this price results in the desired consumption level of PLoadt +
R
2,+/−
load , the total utility is maximized, as only devices with
a sufficient need for energy are turned on.
C. Primary frequency control
Primary frequency reserves are used to stabilise the fre-
quency after a disturbance in the time frame of seconds.
Conventional generators react immediately to this disturbance.
To mimic the behaviour of these conventional generators,
the response of the loads can therefore not depend on a
communication signal that is sent after the occurrence of such
a disturbance. Instead it is based on a local controller that is
added to the device agent.
When the frequency is higher than the nominal value an
incentive for consumption should be given, when it is lower,
consumption should be decreased. This can be achieved by
adding an extra frequency dependent price component to the
normal price. The market clearing price that customers receive
is the price at the nominal frequency, i.e. 50 Hz, which results
in a consumption level of PLoadt +R
2,+/−
load . A frequency devia-
tion results in a price deviation from that market clearing price.
The auctioneer therefore does not send only one equilibrium
price to all loads, but a price dependent on frequency. The
frequency dependent price is defined by the preferred shape
of the frequency response of the cluster of loads. Fig. 4 shows
the aggregated bid function and the resulting power-frequency
droop relationship. The dotted line is the price at 50 Hz.
In a deadband around 50 Hz, the price remains unchanged.
When the frequency deviates outside the deadband, devices
adapt their behaviour as defined by their bid functions. The
local control parameters of a device then depend on the bid
functions of the device as described in section III. The bid
function defines the power-price relationship and therefore also
defines the power-frequency relationship. An example of two
EVs is given in Fig. 5. The EV with a near departure time
and little energy stored in the battery is charging and only
stops charging when the frequency significantly drops. The
EV with a larger amount of time left before departure only
starts charging when the frequency reaches a certain value
above 50 Hz.
The aggregated response of all loads mimics the behaviour
of a conventional generator. When more devices are involved
in the auction based control the aggregated bid function
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Fig. 4: To obtain a specific power-frequency or droop rela-
tionship of the cluster of loads the price is determined as a
function of the frequency. The dotted line is the market price
at 50 Hz.
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(a) The derived frequency droop function for an EV with a high and
urgent need for energy.
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(b) The derived frequency droop function for an EV with a low need
for energy.
Fig. 5: The individual droop relationship of each device
depends on their bid function. The price-frequency relationship
is always equal for all loads of the cluster. The dotted line is
the market price at 50 Hz.
becomes smoother and therefore the smoother behaviour of
the conventional generators can be imitated. The primary fre-
quency control can be made both symmetric and asymmetric.
Devices can autonomously adapt their power consumption
based on the frequency-price dependency. This results in
consumption levels that are dependent on frequency, while
the system welfare remains maximal. As frequency can be
measured locally in a cheap way [2], devices can adapt
their own price automatically. The devices do not require
any information about the system, in contrast to the method
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Fig. 6: Influence of frequency measurement errors on the
aggregated droop function.
described in [22]. The only difference with the classic auction
based control is that instead of one single equilibrium price, a
frequency-price relationship is communicated to all loads. The
frequency-price relationship is always equal for all controllable
loads. At time steps that loads are not used for primary
reserves, the price will be independent of the frequency.
Frequency can be considered to be equal across the system
and therefore the price increase will be equal for all customers,
which will result in maximal system utility. Only small errors
on the frequency measurements give rise to minor price
differences that could deteriorate the maximal system utility.
The effect of frequency measurement errors on the aggregated
droop function is plotted in Fig. 6. 5000 EVs and 5000
electric water heaters make a bid. At the top of this figure
the aggregated bid function is shown. The price-frequency
relationship that results in the aggregated droop function is
also shown. A controller tolerance band of ±ftol = 20mHz
is added to the aggregated droop function [9]. Frequency
measurement errors result in a deviation of the reference
droop function and can result in difficulties to comply with
an acceptable tolerance band. Uncorrelated Gaussian noise
is added to the frequency measurements of the participating
devices. Gaussian noise with a σ equal to 0.01 Hz results
in a minimal deviation from the reference droop curve and
compliance with the tolerance band. A σ equal to 0.1 Hz
results in a severe deviation of the reference curve, which does
not comply with the accepted tolerance band as shown in the
bottom part of Fig. 6. It is therefore recommended to reduce
the frequency measurement errors to below the tolerance band.
The primary frequency support activation has a distributed
optimization interpretation. The purpose of the primary load
frequency support by dynamic demand is to eliminate the load-
generation mismatch in the whole system, while maximizing
system utility. Intuitively if customers receive the same price
and this price converges, the system utility will remain maxi-
frequency
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reserves
Secondary reserve
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TSO
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5 s 15 min.
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Fig. 7: The interaction between the different agents. The
concentrator agent is not presented.
mal. A mathematical proof can be found in the appendix A.
D. Practical considerations
The exchange of information between the different parties
is presented in Fig. 7. The secondary control actions R2,+/−load
are usually determined at a central dispatch centre based on
the Area Control Error (ACE) [23]. The control signals of the
dispatch center are transmitted to the generating units and to
the auctioneer agent. The auctioneer agent can adapt the price-
frequency relation to comply with the requested action. The
maximum amount of time that can elapse between the request
from the TSO and the beginning of the response by the loads
depends on the country and can range from a few seconds to
5 minutes [8]. Note that this system is perfectly suited for an
event-driven implementation [24] where the price-frequency
relationship gets updated after each request of the system
operator.
The device agent locally measures the frequency, and re-
sponds to the frequency according to the last received price-
frequency relationship. Therefore the devices can comply with
the timing requirements of the primary frequency reserves.
The device agent updates his bid function every 15 minutes,
to reflect its actual value for the available energy.
It is assumed that the customers are not charged the
frequency-dependent price. In the auction based market con-
trol of [16], [24], [25] the customers are also not charged
the equilibrium price. Customers offering flexibility can be
reimbursed for the offered flexibility, for the used flexibility
or by a yearly fixed fee. The frequency-dependent price can
therefore be interpreted as a control signal. This control
signal guarantees that the necessary reserves are provided,
while the total welfare of all devices remains maximal. The
algorithm remains identical when the equilibrium price would
be charged to the customer. One of the main critics in these
6types of algorithms is the assumption that consumers are very
sophisticated, to the level of being daily energy traders that are
aware of their utility functions. When the price is not charged
and the devices compose their utility function based on the
heuristics described in section II, this assumption is omitted.
IV. REAL-TIME PLANNING OF THE CLUSTER
CONSUMPTION
A load aggregator will try to use the available flexibility
to maximize its profits during a whole day. It is therefore
required to take into account future information when the
actual cluster consumption is defined by the auctioneer agent.
This is done by a rolling horizon control as described in [16],
[24]–[27]. Further extensions are required to these frameworks
to guarantee the availability of the contracted reserves.
This work focusses on the real-time decisions made con-
cerning the real-time consumption of the loads and the acti-
vation of the contracted reserves. The day-ahead decisions are
outside the scope of this work. The contracted primary R1,+/−load,t
and secondary R2,+/−load,t reserve capacity and the planned day-
ahead consumption PDAt are therefore assumed to be known,
while the real-time consumption levels PLoadt are optimized.
Note that the actual cluster consumption can differ from the
planned real-time consumption PLoadt due to the activation of
the contracted reserves.
The determination of a collective consumption plan for
a cluster of aggregated loads is extensively discussed in
[16], [24]–[26]. However it will require several extensions to
incorporate the activation of fast spinning reserves.
The objective of the load aggregator is to maximize his
profits for the given period by making a power consumption
plan that respects the device limitations. The load aggregator is
active on the real-time imbalance market. When the real-time
consumption does not match the planned day-ahead consump-
tion, an imbalance price is used by the TSO to calculate the
reimbursement or penalty the aggregator receives. Activated
reserves are not included in the calculation of the aggregator
his imbalance. To increase his profits, the aggregator can con-
sume less than the planned day-ahead consumption during a
high positive imbalance price to receive a high reimbursement.
The extra energy can be consumed during a low negative
imbalance price which will result in a small penalty. I.e. during
an unexpected excess of wind power, the negative imbalance
price can become zero. The objective of the aggregator that
maximizes his profits on the imbalance market equals1 :
max.
PLoadt
T∑
t=1
c+imb,t
[
PDAt − PLoadt
]
+
4 t+ ...
...− c−imb,t
[
PLoadt − PDAt
]
+
4 t (8)
where c−imb,t and c
+
imb,t are the expected negative and
positive real-time imbalance prices. The deviation is the dif-
ference between the day-ahead contract PDAt and real-time
power demand PLoadt at time step t. During each time period
the maximum consumption of the cluster is limited. The
1For a ∈ R, [a]+ denotes the max[a, 0]
auctioneer agent makes an estimation of the minimum (Pmint )
and maximum power (Pmaxt ) the cluster of loads can consume
each time step. Due to the repetitive behaviour of customers
these parameters can be estimated. The cluster of loads also
has a limited amount of energy consumption. These limitations
can be described by the flexibility bounds of the cluster Emax
and Emin. Emax is defined as the accumulated energy if all
loads were to start immediate consumption at maximum power
and then idle, while Emin is when consumption is postponed
by all loads as long as possible. The EVs and domestic
water heaters send their individual flexibility bounds to the
auctioneer agent [16], [24]–[26]. This way the auctioneer has
historic information of daily flexibility bounds. The constraints
describing the cluster limitations are therefore:
Pmint ≤ PLoadt ≤ Pmaxt (9)
Et+1 = Et + P
Load
t 4 t (10)
Emint ≤ Et ≤ Emaxt (11)
The previous control formulation as described in [16], [24]–
[26] does not incorporate the possible activation of contracted
reserves. As was shown in Fig. 3, to be able to provide upward
reserves, the cluster needs to consume a minimal amount
of power, whereas downward reserves require the cluster to
not consume the maximal amount of power. Besides that,
when one MW is already contracted as a primary reserve
capacity, it cannot be procured again as a secondary reserve.
The consumption of the cluster PLoadt is therefore bound by:
Pmint ≤ PLoadt −R1,+load,t −R2,+load,t (12)
PLoadt +R
1,−
load,t +R
2,−
load,t ≤ Pmaxt (13)
The amount of primary and secondary reserves that will be
activated during the next time step is unknown. The sum
of R1,±load,t + R
2,±
load,t is therefore chosen to be equal to the
amount of contracted reserves to guarantee their availability.
The aggregated cumulated energy of the cluster depends on
the activation of the reserves provided by the cluster and can
be represented by two scenarios:
E+t+1 = E
+
t +
(
PLoadt −R1,+load,t −R2,+load,t
)
4 t (14)
E−t+1 = E
−
t +
(
PLoadt +R
1,−
load,t +R
2,−
load,t
)
4 t (15)
When no reserves are activated, the cumulated energy is noted
as Et+1. If all contracted upward reserves would be activated
during the day the cumulated energy would equal E+t+1 and
when all contracted downward reserves would be activated the
cumulated energy would equal E−t+1. These last two are the
worst-case scenarios, whereas Et+1 can be considered as the
expected scenario. For all possible scenarios, the cumulated
energy is limited by the flexibility bounds of the cluster. This
can be defined as:
Emint ≤ E+t (16)
E−t ≤ Emaxt (17)
Each quarter hour the real-time power demand PLoadt is
recalculated to adapt to the new estimates of the cluster
flexibility and the new predictions of the imbalance prices.
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Besides uncertainties on the cluster flexibility, the actual power
consumption in the previous time step could be lower or higher
due to the activation of reserves. This rolling horizon approach
is presented in Fig. 8. Imbalance prices are assumed to be
known in this work. To cope with the uncertainties regarding
the predictions of the real-time imbalance prices, stochastic
[28]–[30] or robust optimization techniques [28], [31] can
be applied. In a stochastic optimization formulation different
possible price scenarios are taken into account, while in a
robust optimization formulation the price uncertainties will be
described by uncertainty intervals. Including uncertainty on the
real-time imbalance prices is outside the scope of this work.
By applying the heuristic of Fig. 2, the planned energy con-
sumption for the actual time slot is distributed over the cluster
of loads. As discussed in section III, if secondary reserves are
requested R2,±load,t, these should be added to the planned P
Load
t .
If primary reserves are contracted, the frequency-dependent
price is formed. This control approach is presented in Fig. 9.
One of the main advantages of this approach is its scalability:
the computation of the path planning is independent of the
total amount of loads.
V. SIMULATION RESULTS
The proposed primary frequency method is tested on the test
grid presented in Fig. 10. In this grid there is a generating unit
with a reheat steam turbine and a governor with droop action
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Fig. 10: Block diagram of the simulated system.
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Fig. 11: Frequency transient when 5% of generation is lost.
as defined in [23]. The turbine time constants are TRH , TCH
and FHPTRH , the governor time constant is TG with a gain
defined by R. M is double the inertia constant H and D is the
load-damping constant. Typical values of these constants can
be found in [23]. The droop action by the reheat turbine can be
turned off and replaced by a droop provided by the cluster of
loads. Frequency detection by the devices is assumed to have
a time constant T4ω equal to 0.2s [32]. It is assumed that a
device can change its consumption level with a time constant
lower than T4ω which is therefore not modelled. Note that the
aggregator could also send out a time constant bigger than 0.2s
to all devices to create a requested first order feedback loop.
The droop constant of the reheat turbine is identical to the
emulated droop constant by the cluster of loads and equals
0.05. Both types of control are compared in Fig. 11 where
the system response is plotted when 5% of generation is lost.
The steady-state frequency is identical due to the identical
droop constant, but the transient response differs. The cluster
of loads has a fast response to the disturbance and therefore
the frequency dip is less severe.
Fig. 12 plots the aggregated bid function, the applied price-
frequency relationship and the price evolution during this
simulation. Reserves were contracted from 49.8 Hz to 50.2 Hz,
without a deadzone and an identical droop as the reheat steam
turbine. In case the controllable demand is responsible for the
primary frequency control, the price quickly increases to adapt
the consumption of the controllable demand to the generation.
The users have received the price-frequency relationship from
the auctioneer agent, so there is no need to communicate
this price in real-time. The users know the price based on
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Fig. 12: The evolution of the price signal of the users when
5% of generation is lost.
their frequency measurement. When both the turbine and the
controllable demand take part in the frequency control, it can
be seen that the price quickly rises, but starts to decrease
after a few seconds. The turbine has a slower response, so it
will take a few seconds before the turbine provides his share
in the primary frequency control. Due to the fast response
of the devices, the frequency drop is reduced. When the
controllable demand is not used for frequency reserves, the
price is independent of the frequency and remains constant
during the frequency drop.
Note from Fig. 12 that replacing the only conventional gen-
erator responsible for primary frequency control completely
by controllable demand would require a high amount of
controllable demand. Therefore the controllable demand will
rather be just a part of the total primary reserves, where the
fast response of the demand can reduce the frequency drop
before slower conventional generators will help to restore the
balance between generation and demand.
In a second simulation the real-time planning of the cluster
of loads is evaluated. 5000 EVs and 5000 electric water heaters
are aggregated and are controlled by the multi-agent control
framework. The maximum charging rate of the EVs is 3.3 kW.
Their availability and energy consumption are modelled based
on [33]. The electric domestic water heaters have a capacity
of 200 l and a maximum power consumption level of 3.3 kW.
Consumption data of the electric domestic water heaters was
available from the LINEAR project [34]. The EVs make a
linear bid to the auction based market, whereas the heaters
make a block bid. Each quarter hour these bids are updated
according to the state of the device. Upward and downward
reserves of 0.5 MW are contracted during the whole day,
except from 10 AM to 4 PM. The Belgian imbalance prices
of October 1st 2013 are applied, while the assumed activated
reserves are based on the net regulation volume of that day.
In Belgium the negative and positive imbalance prices c−imb,t
and c+imb,t are often almost identical.
The determination of the collective consumption plan for the
cluster of loads during the day is done with the rolling horizon
control framework described in section IV. Two consumption
controllers are compared in Fig. 13: one takes into account
the extra constraints (12-17) to guarantee the availability of
the contracted reserves, while the other controller equals the
one of [16], [24] where reserve constraints are neglected.
To maximize profits, both controllers try to generate a lower
consumption than planned during high imbalance prices, while
consumption is increased during low imbalance prices. The
controller that neglects the reserve constraints can reduce the
consumption to lower values since it does not include a margin
to provide upward reserves. Therefore it often fails to provide
the reserves requested by the system operator. When compar-
ing the accumulated energy paths of both control approaches,
it is clear that the controller that takes into account the reserve
constraints operates less closely to the flexibility bounds of the
cluster and is therefore able to provide the contracted reserves.
The day-ahead planning for both consumption controllers was
obtained by the method described in appendix B with the day-
ahead prices of October 1st 2013.
VI. CONCLUSION
A general multi-agent framework based on utility maximiza-
tion is proposed for frequency support by dynamic demand.
The multi-agent controller consists of two parts. One part is
responsible for the real-time operation, while the other part is
responsible for a real-time planning of the consumption plan.
It was shown that when the algorithm activates primary and
secondary reserves, the customer welfare remains maximal.
Devices can identify their value of the received energy by
making use of utility functions. With the proposed control
framework the primary and secondary frequency control by
a conventional generator can be imitated. A rolling horizon
control is applied to define a consumption plan that maximizes
the load aggregators profits. The controller takes into account
the contracted spinning reserves to guarantee their availability
in the future time periods.
APPENDIX A
PRIMARY FREQUENCY SUPPORT
The primary frequency support has a distributed optimiza-
tion interpretation. The purpose of the primary load frequency
support by dynamic demand is to eliminate the load-generation
mismatch in the whole system, while maximizing system
utility. This can be formulated as the following optimization
problem:
min.
x
−
N∑
i=1
U (xi) + λmxi (18)
subject to
N∑
i=1
xi + Pinel = G;
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Fig. 13: A simulation of one day of the real-time planning of the cluster of loads with and without reserve control.
where Pinel is the total load in the system except the N
devices participating in the frequency support and G is the
total generated power. λm is the fixed market price for power
at 50 Hz. The Lagrangian dual function of this problem is
defined as:
Λ(λfreq) = min.
x
−
N∑
i=1
U (xi) + λmxi (19)
+ λfreq
(
N∑
i=1
xi + Pinel −G
)
The maximization of the Lagrangian dual function is the dual
problem. The dual problem can be solved by a dual ascent
procedure [22] to find the optimal lagrange multiplier λ∗freq
of the dual problem, which is the price that would eliminate the
supply-demand imbalance. This method however requires that
each device knows the system transfer function to estimate the
supply-demand imbalance [22]. This is omitted in our work.
The optimal lagrange multiplier λ∗freq will be found by the
frequency dependent pricing described in section III-C.
The supply-demand imbalance
(
N∑
i=1
xi + Pinel −G
)
is a
subgradient of the dual problem. If this subgradient is zero,
the concave unconstrained dual problem is solved.
The frequency deviation ∆ω
k−∆ωk−1
∆t is a measure of the
supply-demand imbalance. When the frequency deviation con-
verges to zero, the supply-demand imbalance is zero. A stable
frequency can only be obtained when the supply-demand
imbalance is zero, as otherwise an excess or lack of energy
in the system would increase or decrease the speed of the
generators. So a stable frequency implies a supply-demand
imbalance of zero and therefore the subgradient of the dual
problem is zero. Therefore if the frequency dependent price of
10
section III-C results in a stable power system, the frequency
deviation will become zero and the concave unconstrained
dual problem is solved. Customers respond to a price signal,
independent of the way the price is obtained, so the price that
results in a supply-demand imbalance of zero obtained with
the dual ascent method of [22] is identical to the frequency
dependent price that results in a supply-demand imbalance of
zero obtained by the method of section III-C. I.e. if there is
an excess of 1MW generation that needs to be consumed by
the cluster of controllable loads, there can be only one price
that results in an extra consumption of 1MW by this cluster.
This stable frequency dependent price is the optimal lagrange
multiplier λ∗freq .
The main advantage of the pricing method described in
section III-C is that the devices don’t need to have knowledge
about system transfer functions. Besides that the customers
don’t need to do an iterative price update, but the price is
directly linked to the measured frequency. Therefore the re-
quired local intelligence reduces. Finally analysing the stability
is easy, as the aggregated demand behaves as a conventional
generator.
APPENDIX B
DAY-AHEAD PLANNING
The day-ahead objective of the aggregator is to minimize
its costs for providing the necessary energy:
min.
PDAt
T∑
t=1
cDAt P
DA
t 4 t (20)
where cDAt is the expected day-ahead price at time step t. The
amount of power that can be consumed each time step PDAt is
limited and can be defined based on historical information of
daily flexibility bounds [16], [24]–[26]. The cluster limitations
are:
Pmint ≤ PDAt ≤ Pmaxt (21)
Et+1 = Et + P
DA
t 4 t (22)
Emint ≤ Et ≤ Emaxt (23)
If the aggregator has contracted reserves, these should be
included in the cluster limitations.
Pmint ≤ PDAt −R1,+contr,t −R2,+contr,t (24)
PDAt +R
1,−
contr,t +R
2,−
contr,t ≤ Pmaxt (25)
E+t+1 = E
+
t +
(
PDAt −R1,+contr,t −R2,+contr,t
)
4 t (26)
E−t+1 = E
−
t +
(
PDAt +R
1,−
contr,t +R
2,−
contr,t
)
4 t (27)
Emint ≤ E+t (28)
E−t ≤ Emaxt (29)
Similar to the extra constraints of section IV, the aggregator
should limit the consumption in order to be able to provide the
contracted reserves R1,2,±contr,t. Also, the aggregated cumulated
energy of the cluster in case all upward or downward reserves
would be activated is limited by the flexibility bounds of the
cluster.
The required primary and secondary reserves are often
guaranteed by long-term contracts in Europe [35], [36] and
are therefore not considered to be variables in this work. The
time of the day that reserves are contracted will have an impact
on the profit of the aggregator, i.e. the minimum consumption
to be able to provide upward reserves during peak periods can
have a high cost. Future and ongoing work will focus on the
day-ahead market decisions and the long-term contracts. The
day-ahead planning can be further improved by taking into
account the expected percentage of up or down regulation of
each hour, which can be extracted from historical data [37].
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