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Uniqueness of a phaseless inverse scattering problem
for the generalized 3-D Helmholtz equation ∗
Michael V. Klibanov†
Abstract
An inverse scattering problems for the 3-D generalized Helmholtz
equation is considered. Only the modulus of the complex valued scat-
tered wave field is assumed to be measured and the phase is not mea-
sured. Uniqueness theorem is proved.
Keywords: phaseless inverse scattering, generalized Helmholtz equa-
tion, uniqueness
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1 Introduction
Phaseless Inverse Scattering Problems (PISPs) arise in imaging of nanos-
tructures [10, 11, 35, 41] and biological cells [36, 37]. In these applications,
sizes of objects of interest are typically on the micron scale or less. Re-
call that 1micron = 1µm = 10−6m where “m” stands for meter. Sizes of
many nanostructures are usually hundreds of nanometers (nm), 100nm =
10−7m = 0.1µm. Sizes of biological cells are in the range of (5, 100) µm
[36, 37]. Therefore, in imaging of these objects the wavelengths of the elec-
tromagnetic signals should also be in the same range. As to those signals,
usually either X-rays or optical signals are used. It is well known that
the phase of an electromagnetic signal cannot be measured for such small
wavelengths [10, 11, 35, 41]. Therefore, we arrive at the problem of the
reconstruction of the spatially distributed dielectric constant of a scatterer
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15-1-2330.
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using only the intensity of the scattered wave field. The intensity is the
square modulus of the complex valued wave field.
A similar problem, although for the Schro¨dinger equation in the fre-
quency domain, arises in the quantum inverse scattering, where only the
differential scattering cross-section can be measured, i.e. the square modu-
lus of the solution of that equation, see, e.g. page 8 of [30] and Chapter 10 of
[8]. Unlike the generalized Helmholtz equation considered in this paper, in
the case of the Schro¨dinger equation the unknown potential is not multiplied
by k2, which significantly simplifies the problem. Note that, unlike PISPs,
the conventional inverse scattering theory is based on the assumption that
both the intensity and the phase of the complex valued wave field are mea-
sured, see, e.g. [4, 8, 9, 13, 14, 29, 30, 31, 32]. Here and below k is the wave
number.
Let Ω, G ⊂ R3 be two bounded domains and Ω ⊂ G. Let S = ∂G, S ∈ C1
and S∩∂Ω = ∅. Let ω > 0 be a number. For every y ∈ R3 denote Bω (y) ={
x ∈ R3 : |x− y| < ω
}
the ball of the radius ω with the center at the point
y. Below c(x), x ∈ R3 is the spatially distributed dielectric constant. We
assume that c(x) is a real valued function satisfying the following conditions
c ∈ C15(R3), c(x) = 1 + β (x) , (1)
β(x) ≥ 0, β (x) = 0 for x ∈ R3 \ Ω. (2)
The smoothness requirement imposed on the function c(x) is due to Lemma
2.1 (below) as well as due to Theorem 2 in [22]. The conformal Riemannian
metric generated by the function c(x) is
dτ =
√
c (x) |dx| , |dx| =
√
(dx1)2 + (dx2)2 + (dx3)2. (3)
Below we rely on the following Assumption:
Assumption. We assume that geodesic lines of the metric (3) satisfy
the regularity condition, i.e. for each two points x, y ∈ R3 there exists a
single geodesic line Γ (x, y) connecting these points.
It is well known from the Hadamard-Cartan theorem [5] that in any
simply connected complete manifold with a non positive curvature each two
points can be connected by a single geodesic line. The manifold (Ω, εr) is
called the manifold of a non positive curvature, if the section curvatures
K(x, σ) ≤ 0 for all x ∈ Ω and for all two-dimensional planes σ. A sufficient
condition for the inequality K(x, σ) ≤ 0 was derived in [40]. This condition
is:
3∑
i,j=1
∂2 ln c(x)
∂xi∂xj
ξiξj ≥ 0, ∀ξ ∈ R
3,∀x ∈ Ω. (4)
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Thus, (4) is a sufficient condition, which guarantees the validity of Assump-
tion in terms of the function c(x). For x, y ∈ R3, let τ(x, y) be the solution
to the following problem:
|∇xτ(x, y)|
2 = c(x), (5)
τ(x, y) = O (|x− y|) as x→ y. (6)
Equation (5) is called “eikonal equation”. Let dσ be the euclidean arc length
of the geodesic line Γ (x, y) . Then the solution of the problem (5), (6) is
τ (x, y) =
∫
Γ(x,y)
c (ξ) dσ. (7)
Hence, τ(x, y) is the travel time between points x and y due to the Rieman-
nian metric (3). Due to the Assumption, τ(x, y) is a single-valued function
of both points x and y in R3 × R3.
We consider the following equation
∆u+ k2c(x)u = −δ(x− y), x ∈ R3, (8)
where the Laplace operator is taken with respect to x, the wave number
k > 0 and y ∈ R3 is the source position. Naturally, we assume that the
function u(x, y, k) satisfies the radiation condition
∂u
∂r
− iku = o(r−1) as r = |x− y| → ∞. (9)
Denote u0(x, y, k) the solution of the problem (8), (9) for the case n(x) ≡ 1.
Then u0 is the incident spherical wave,
u0(x, y, k) =
exp (ik |x− y|)
4pi |x− y|
. (10)
Let usc(x, y, k) be the scattered wave, which is due to the presence of scat-
terers, in which c(x) 6= 1. Then
usc(x, y, k) = u(x, y, k) − u0(x, y, k) = u(x, y, k) −
exp (ik |x− y|)
4pi |x− y|
. (11)
Combining Theorem 8.7 of [9] with Theorem 6.17 of [12] and taking into
account that c ∈ C15(R3), we obtain that the problem (8), (9) has unique
solution
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u ∈ C16+α (|x− x0| ≥ ε) ,∀ε > 0 for any α ∈ (0, 1) . Here C
16+α is the
Ho¨lder space.
We model the propagation of the electric field by a single equation (8)
since it was demonstrated numerically in [7] that this is possible in the
case when only one component of this field is incident upon the medium.
Indeed, it was shown in [7] that in this case that component dominates two
other components and also its propagation is well governed by a single PDE,
which is a direct analog of (8). This conclusion was verified in [6, 42, 43] via
accurate imaging from experimental data.
Denote dist (S, ∂Ω) > 0 the Hausdorf distance between the surface S
and the domain Ω.
Phaseless Inverse Scattering Problem (PISP). Let the number
ω ∈ (0, dist (S, ∂Ω)) . Let u(x, y, k) be the solution of the problem (8), (9).
Assume that the following function f (x, y, k) is known
f (x, y, k) = |u (x, y, k)| ,∀y ∈ S,∀x ∈ Bω (y) , x 6= y,∀k ∈ (a, b) , (12)
where (a, b) ⊂ {z > 0} is a certain interval. Determine the function c (x) .
Theorem 1 is the main results of this paper. Compared with previous
results [19, 20, 21], the main difficulty in the proof of this theorem is due to
the necessity of using the apparatus of the Riemannian geometry.
Theorem 1. Consider an arbitrary pair of points y ∈ S, x ∈ Bω (y) , x 6=
y. And consider the function gx,y (k) = f (x, y, k) as the function of the vari-
able k, where the function f (x, y, k) is defined in (12). Then the function
ϕx,y (k) = u (x, y, k) of the variable k is reconstructed uniquely, as soon as
the function gx,y (k) is given for all k ∈ (a, b) . The PISP has at most one
solution.
The first uniqueness theorem for a PISP for a 1-D Schro¨dinger equation
was proved in [17]. More recently uniqueness theorems were proved for 3-D
PISPs for the Schro¨dinger equation in [19, 20]. Also, in [21] uniqueness was
proved for the 3-D PISP for the generalized Helmholtz equation in the case
when the function δ(x − y) in the right hand side of (8) was replaced by a
function p (x) such that
p (x) 6= 0 in Ω. (13)
Our PISP is overdetermined. Indeed, the unknown coefficient c (x) de-
pends on three variables, whereas the data f depend on six variables. On
the other hand, even if the phase is known, currently there are no uniqueness
theorems, which would be proven for a non-overdetermined statement of a
3-D inverse scattering problem in the case when the δ−function is in the
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right hand side of (8). On the other hand the PISP in [21] is non overde-
termined. In fact, that is an inverse problem with the data generated by a
single measurement event. However, the price to pay in [21], is the assump-
tion (13). The same is true for the PISP for the Schro¨dinger equation on
page 397 of [19].
Reconstruction procedures for PISPs both for the generalized Helmholtz
equation and for the Schro¨dinger equation were developed in [22, 23, 24, 25].
In [26] an essentially modified procedure of [22] was implemented numeri-
cally. In [33, 34] different statements of PISPs were proposed, which led to
different uniqueness theorems and reconstruction procedures. While we are
interested in the reconstruction of the unknown coefficient of a PDE, we also
refer to [1, 2, 3, 15, 16] for numerical solutions of PISPs in the case when
the surface of a scatterer was reconstructed.
Everywhere below we assume that conditions of Theorem 1 as well as
Assumption hold. In section 2 we prove some lemmata. In section 3 we
prove Theorem 1.
2 Lemmata
For any complex number z ∈ C we denote by z its complex conjugate. Let
γ > 0 be a number. Denote
Cγ = {z ∈ C : Im z > −γ} ,C+ = {z ∈ C : Im z > 0} .
Hence, C+ is the upper half plane of the complex plane C.
2.1 Some properties of the function u(x, y, k)
Let ζ = (ζ1, ζ2, ζ3), ζ = ζ(x, y) be geodesic coordinates of a variable point x
with respect to a fixed point y in the above Riemannian metric (3). By the
Assumption, there exists a one-to-one correspondence x ⇔ ζ for any fixed
y. Consider the Jacobian J(x, y),
J(x, y) = det
∂ζ
∂x
. (14)
It was proven in [22] that J(x, y) > 0 for all x, y. Let T > 0 be an arbitrary
number. Consider the domains D (y, T ) and D∗ (y, T ) defined as
D(y, T ) = {(x, t) : 0 < t ≤ T − τ(x, y)},
D∗(y, T ) = {(x, t) : τ (x, y) ≤ t ≤ T − τ(x, y)}.
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Lemma 2.1. Let y ∈ R3 be an arbitrary point. Then there exists a
number γ = γ (y,G) > 0 such that for every x ∈ G the function u (x, y, k)
can be analytically continued with respect to k from the half real line R+ =
{k : k > 0} in the half plane Cγ .
Proof. Consider the following associated Cauchy problem
c (x) vtt = ∆v + δ (x− y, t) , x ∈ R
3, t > 0, (15)
v |t<0≡ 0. (16)
It was proven in [22] that the solution of this problem can be represented as
v(x, y, t) = A(x, y)δ(t− τ(x, y)) + vˆ(x, y, t)H(t− τ(x, y)), (17)
where the function vˆ(x, y, t) ∈∈ C2 (D∗(y, T )) ,
A(x, y) =
√
J(x, y)
4pin(x)τ(x, y)
(18)
and H (t) is the Heaviside function,
H (t) =
{
1, t > 0,
0, t < 0.
It follows from Lemma 6 of Chapter 10 of the book [45] as well as
Remark 3 after that lemma that for any fixed point y ∈ R3 the function
v(x, y, t) decays exponentially as t→∞ together with its x−derivatives up
to the second order. This decay is uniform for all x ∈ G. In other words,
there exist constants M =M (G, c) > 0,m = m (G, c) > 0 such that∣∣Dαx,tv (x, y, t)∣∣ ≤Me−mt,∀ t ≥ t0 ,∀ x ∈ G, (19)
where t0 = t0 (G, c) = const. > 0. Here α = (α1, α2, α3, α4) is the multiindex
with non-negative integer coordinates and |α| = α1+α2+α3+α4 ≤ 2. Hence,
one can consider the Fourier transform W (x, y, k) of the function v,
W (x, y, k) =
∞∫
0
v (x, y, t) exp (ikt) dt. (20)
Next, theorem 3.3 of [44] and theorem 6 of Chapter 9 of [45] guarantee that
W (x, y, k) = u(x, y, k), (21)
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where the function u(x, y, k) is the above solution of the problem (8), (9).
Hence, it follows from (19) and (20) that the function u(x, y, k) can be
analytically continued from R+ in the half plane Cm. 
An analog of Lemma 2.2 was proven in [22] for the case when k is a real
number.
Lemma 2.2. Let A(x, y) be the function defined in (18). The asymptotic
behavior of the function u(x, y, k) is
u(x, y, k) = A(x, y)eikτ (x,y)
(
1 +O
(
1
k
))
, |k| → ∞, k ∈ Cm, x ∈ G. (22)
Proof. By (17) and (20)
u(x, y, k) = A(x, y)eikτ (x,y) +
∞∫
τ(x,y)
vˆ(x, y, t) exp (ikt) dt. (23)
The integration by parts in (23) and (19) lead to (22). 
2.2 Four more lemmata
Lemma 2.3. For any pair x ∈ G, y ∈ R3, x 6= y the function u(x, y, k) has
at most finite number of zeros in Cm.
Proof. Follows immediately from (22). 
Lemma 2.4. Let the function r (k) be analytic in the half plane Cm and
has no zeros in C+ ∪ R. Assume that
r (k) =
C
kn
[1 + o (1)] exp (ikL) , |k| → ∞, k ∈ C+,
where C ∈ C, n,L ∈ R are some numbers and also n ≥ 0. Then the function
r (k) can be uniquely determined for k ∈ C+ ∪R by the values of |r (k)| for
k ∈ R.
Lemma 2.4 follows immediately from Proposition 4.2 of [18]. Hence, we
omit the proof.
Lemma 2.5. Let the function r (k) be analytic for all k ∈ R. Then the
function |r (k)| can be uniquely determined for all k ∈ R by the values of
|r (k)| for k ∈ (a, b).
Proof. We have |r (k)|2 = r (k) r (k) . Both r (k) and r (k) are analytic
functions of the real variable k. 
Lemma 2.6. Consider two finite sets of non-negative integers {pj1}
N1
j1=1
and {qj2}
N2
j2=1
. Also, consider two sets of complex numbers {dj1}
N1
j1=1
⊂
Inverse scattering problems without the phase information 8
(
C+R
)
and {sj2}
N2
j2=1
⊂
(
C+R
)
. Assume that there exist two sets of
complex numbers {αj1}
N1
j1=1
and
{
βj2
}N2
j2=1
such that
N1∑
j1=1
αj1t
pj1 exp
(
−idj1t
)
=
N1∑
j1=1
βj2t
qj2 exp (−isj2t) ,∀t ≥ 0. (24)
Then N1 = N2 = N and numbers involved in (24) can be re-numbered in
such a way that
αj = βj, pj = qj, dj = sj,∀j = 1, ..., N.
Proof. Let n ≥ 0 be an integer and let the number a ∈ C+R. Consider
the function fn,a (t) ,
fn,a (t) = H (t) t
n exp (−iat) . (25)
Let Fn,a (k) be the Fourier transform of fn,a (t) ,
Fn,a (k) = F (fn,a) (k) =
∞∫
−∞
fn,a (t) exp (ikt) dt. (26)
Then the elementary calculation shows that
Fn,a (k) =
(−1)n n!
in+1
·
1
(k − a)n+1
. (27)
Hence, multiplying both sides of (24) by the Heaviside function H (t) and
applying then the operator F to both sides of the resulting equality, we
obtain for all k ∈ R
N1∑
j1=1
αj1
(−1)pj1 (pj1)!
ipj1+1
·
1(
k − dj1
)pj1+1 =
N2∑
j2=1
βj2
(−1)qj2 (qj2)!
iqj2+1
·
1
(k − sj2)
qj2+1
.
(28)
Since (28) is valid for all k ∈ R we can analytically continue both sides of
(28) in C and obtain then meromorphic functions in both sides of (28). In
other words, (28) is valid for all k ∈ C, except of poles. The rest of the proof
is obvious. 
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3 Proof of Theorem 1
Consider two arbitrary points y ∈ S, x ∈ Bω (y) , x 6= y mentioned in the
formulation of this theorem. Denote ψ (k) = u (x, y, k) . Suppose that there
exist two functions
ψ1 (k) = u1 (x, y, k) , ψ2 (k) = u2 (x, y, k) (29)
such that |ψ1 (k)| = |ψ2 (k)| = f (x, y, k) , k ∈ (a, b) . Then by Lemma 2.5
|ψ1 (k)| = |ψ2 (k)| = f (x, y, k) ,∀k ∈ R. (30)
By Lemma 2.1 functions ψ1 (k) and ψ2 (k) can be analytically continued in
the half plane Cm ⊂ C. Also, recall that the upper half plane C+ ⊂ Cm.
Below we count each zero of any of two functions ψ1 (k) and ψ2 (k) as
many times as its multiplicity is. First, we show that real zeros of functions
ψ1 (k) and ψ2 (k) coincide. Let
{
α
(1)
j
}r1
j=1
and
{
α
(2)
s
}r2
s=1
be all real zeros
of the function ψ1 (k) and ψ2 (k) respectively. Let α
(1)
1 be the real zero of
ψ1 (k) of the multiplicity n ≥ 1. Also let α
(1)
1 be the zero of the function
ψ2 (k) of the multiplicity m ≥ 0. Then
ψ1 (k) =
(
k − α
(1)
1
)n
ψ̂1 (k) , ψ2 (k) =
(
k − α
(1)
1
)m
ψ̂2 (k) , (31)
ψ̂1
(
α
(1)
1
)
6= 0, ψ̂2
(
α
(1)
1
)
6= 0. (32)
Hence, by (30) and (31)∣∣∣k − α(1)1 ∣∣∣n ∣∣∣ψ̂1 (k)∣∣∣ = ∣∣∣k − α(1)1 ∣∣∣m ∣∣∣ψ̂2 (k)∣∣∣ ,∀k ∈ R. (33)
Let, for example n > m. Dividing both sides of (33) by
∣∣∣k − α(1)1 ∣∣∣m , we
obtain ∣∣∣ψ̂2 (k)∣∣∣ = ∣∣∣k − α(1)1 ∣∣∣n−m ∣∣∣ψ̂1 (k)∣∣∣ ,∀k ∈ R.
Hence, ψ̂2
(
α
(1)
1
)
= 0, which, however, contradicts to (32). Hence, we have
proven that real zeros of both functions ψ1 (k) and ψ2 (k) coincide. Let the
set of real zeros of each of these functions be {αj}
r
j=1 .
Consider now complex zeros of functions ψ1 (k) and ψ2 (k) in the upper
half plane C+. By Lemma 2.3 each of these two functions has at most a
finite number of zeros in C+. Let {aj}
l1
j=1 ⊂ C+ and {bs}
l2
s=1 ⊂ C+ be those
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zeros of functions ψ1 (k) and ψ2 (k) respectively. Consider functions µ1 (k)
and µ2 (k) defined as
µ1 (k) =
r∏
j=1
(
1
k − αj
)
·
l1∏
j=1
(
k − aj
k − aj
)
ψ1 (k) , k ∈ C+, (34)
µ2 (k) =
r∏
j=1
(
1
k − αj
)
·
l2∏
j=1
(
k − bj
k − bj
)
ψ2 (k) , k ∈ C+. (35)
Then
µ1 (k) 6= 0, µ2 (k) 6= 0 for k ∈ C+ ∪ R. (36)
Furthermore, since ∣∣∣∣k − ak − a
∣∣∣∣ = 1,∀k ∈ R,∀a ∈ C,
then (30), (34) and (35) imply that
|µ1 (k)| = |µ2 (k)| ,∀k ∈ R. (37)
To apply Lemma 2.4, we now should show that the asymptotic behavior
of functions ψ1 (k) and ψ2 (k) for |k| → ∞, k ∈ C+ is the same. It is natural
to use formula (22), which would be similar to [22]. However, since functions
ψ1 (k) and ψ2 (k) supposedly correspond to two different coefficients c1 (x)
and c2 (x) , then they generate different pairs of functions τ1 (x, y) , A1 (x, y)
and τ2 (x, y) , A2 (x, y) . This, in turn generates two different asymptotic be-
haviors in (22).
Nevertheless, we still can use (22). Indeed, since y ∈ S, x ∈ Bω (y) and
also Bω (y) ∩ Ω = ∅, then c (x) = 1 in Bω (y) . Hence, τ (x, y) = |x− y| for
x ∈ Bω (y) . Furthermore, by (14) J (x, y) = 1 for x ∈ Bω (y) . Hence, by
(18)
A (x, y) =
1
4pi |x− y|
, x ∈ Bω (y) .
Hence, (22) implies that
u(x, y, k) =
exp (ik |x− y|)
4pi |x− y|
(
1 +O
(
1
k
))
, |k| → ∞, k ∈ Cm, y ∈ S, x ∈ Bω (y) .
Hence,
ψj (k) =
exp (ik |x− y|)
4pi |x− y|
(
1 +O
(
1
k
))
, |k| → ∞, k ∈ Cm, j = 1, 2. (38)
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Hence, using (34), (35) and (38), we obtain
µj (k) =
1
kr
exp (ik |x− y|)
4pi |x− y|
(
1 +O
(
1
k
))
, |k| → ∞, k ∈ Cm, j = 1, 2.
(39)
Hence, (36), (37) and (39) imply that we can apply Lemma 2.4 to functions
µ1 (k) and µ2 (k) . We obtain then
µ1 (k) = µ2 (k) , k ∈ C+ ∪R. (40)
Using (34), (35) and (40), we obtain
l1∏
j=1
(
k − aj
k − aj
)
ψ1 (k) =
l2∏
j=1
(
k − bj
k − bj
)
ψ2 (k) , k ∈ R.
Or, equivalently,
l2∏
j=1
(
k − bj
k − bj
)
ψ1 (k) =
l1∏
j=1
(
k − aj
k − aj
)
ψ2 (k) , k ∈ R. (41)
We now want to apply the operator F−1 of the inverse Fourier transform
(26) to both sides of (41). We rewrite (41) as
ψ1 (k)+

 l2∏
j=1
k − bj
k − bj
− 1

ψ1 (k) = ψ2 (k)+

 l1∏
j=1
k − aj
k − aj
− 1

ψ2 (k) , k ∈ R.
(42)
Consider F−1 (ψ1) and F
−1 (ψ2) . By (20) and (21)
F−1 (ψ1) = v1 (x, y, t) ,F
−1 (ψ2) = v2 (x, y, t) , (43)
where v1 (x, y, t) and v2 (x, y, t) are solutions of the problem (15) and (16)
with two different functions c1 (x) and c2 (x) which correspond to functions
u1 (x, y, k) and u2 (x, y, k) respectively. Let d = dist (y, ∂Ω) . Then d > ω.
On the other hand, since x ∈ Bω (y) , then |x− y| < ω < d. Let t ∈ (0, d) .
Since c (x′) = 1,∀x′ ∈ Bω (y) , then for j = 1, 2
∂2t vj = ∆vj + δ (x− y, t) , x ∈ Bω (y) , t ∈ (0, d) , (44)
vj |t<0≡ 0. (45)
Hence, it follows from the method of energy estimates that for j = 1, 2
vj (x, y, t) =
δ (t− |x− y|)
4pi |x− y|
, x ∈ Bω (y) , t ∈ (0, d) . (46)
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Hence, using (43) and (46), we obtain
F−1 (ψ1) = F
−1 (ψ2) =
δ (t− |x− y|)
4pi |x− y|
, t ∈ (0, d) . (47)
Consider now functions w1 (k) , w2 (k) defined as
w1 (k) =
l1∏
j=1
k − aj
k − aj
− 1,
w2 (k) =
l2∏
j=1
k − bj
k − bj
− 1.
They can be rewritten as
w1 (k) = P1 (k)
l1∏
j=1
1
k − aj
,
w2 (k) = P2 (k)
l2∏
j=1
1
k − bj
,
where P1 (k) is the polynomial of the degree less than l1 and P2 (k) is the
polynomial of the degree less than l2. Using the partial fraction expansion,
we obtain
w1 (k) =
l′
1∑
j1=1
Yj1
(k − aj1)
pj1
,
w2 (k) =
l′
2∑
j2=1
Zj2(
k − bj2
)qj1 ,
where l′1 ≤ l1, l
′
2 ≤ l2, the sets {aj1}
l′
1
j1=1
⊆ {aj}
l1
j=1 ,
{
bj2
}l′
2
j2=1
⊆
{
bj
}l2
j=1
and Yj1 , Zj2 are some complex numbers.
We now apply the operator F−1 to functions w1 (k) , w2 (k) . By (25)-(27)
F−1
(
Yj1
(k − aj1)
pj1
)
= H (t)
(−1)pj1−1 ipj1Yj1
(pj1 − 1)!
tpj1−1 exp (−iaj1t) .
Hence,
F−1 (w1) = Q1 (t) ,F
−1 (w2) = Q2 (t) ,
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Q1 (t) = H (t)
l′
1∑
j1=1
(−1)pj1−1 ipj1Yj1
(pj1 − 1)!
tpj1−1 exp (−iaj1t) , (48)
Q2 (t) = H (t)
l′
2∑
j2=1
(−1)qj2−1 iqj2Zj2
(qj2 − 1)!
tpj1−1 exp
(
−ibj2t
)
. (49)
We are ready now to apply the operator F−1 to both parts of (42). Using
the convolution theorem for the Fourier transform, (43)-(45), (48) and (49),
we obtain
v1 (x, y, t)+
t∫
0
v1 (x, y, t− τ)Q1 (τ) dτ = v2 (x, y, t)+
t∫
0
v2 (x, y, t− τ)Q2 (τ) dτ.
(50)
Let t ∈ (0, d) . Then, using (46), we obtain that (50) becomes
t∫
0
δ (t− τ − |x− y|)Q1 (τ) dτ =
t∫
0
δ (t− τ − |x− y|)Q2 (τ) dτ,∀t ∈ (0, d) .
This is equivalent with
Q1 (t− |x− y|) = Q2 (t− |x− y|) ,∀t ∈ (0, d) . (51)
By (48) and (49) both functions Q1 (t) , Q2 (t) are analytic functions of the
real variable t > 0. Hence, since d > |x− y| , then (51) is valid for all
t > |x− y| . Hence, denoting t˜ = t− |x− y| , we obtain
Q1
(
t˜
)
= Q2
(
t˜
)
,∀t˜ > 0. (52)
Finally applying Lemma 2.6 to (52), we obtain that l1 = l2 := l and sets
{a1, a2, ..., al} = {b1, b2, ..., bl} . Thus, by (41) ψ1 (k) = ψ2 (k) for k ∈ R.
This and (29) lead to
u1 (x, y, k) = u2 (x, y, k) , k ∈ R. (53)
So, (53) finalizes the proof of the first part of Theorem 1.
We now prove that the coefficient c (x) is determined uniquely. The
equality (53) is valid for that fixed pair y ∈ S, x ∈ Bω (y) . Since x is an
arbitrary point of Bω (y) , then (53) holds for all x ∈ Bω (y) .We now return
to the original equation (8). We have proven that for each source position
y ∈ S the function u (x, y, k) is determined uniquely for points x ∈ Bω (y)
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and for all k ∈ R. Fix a point y ∈ S. Since by (1) and (2) c (x) = 1 outside of
the domain Ω and since Bω (y)∩Ω = ∅, then the well known theorem about
the uniqueness of the continuation of the solution of an arbitrary elliptic
equation of the second order (see, e.g. Chapter 4 of [28]) implies that the
function u (x, y, k) is determined uniquely for all x /∈ Ω. Next, since y ∈ S is
an arbitrary point, then the function u (x, y, k) is uniquely determined for
all y ∈ S and for all x /∈ Ω. By (20) and (21) this means, in turn that the
function v (x, y, t) is uniquely determined for all y ∈ S, x /∈ Ω, t > 0. This
and (17) imply that the following function s (x, y) is known
s (x, y) = τ (x, y) ,∀x, y ∈ S. (54)
Recall that the function τ (x, y) satisfies the eikonal equation (5) with con-
dition (6). The problem of the determination of the function c (x) from the
function τ (x, y) known for all x, y ∈ S is called Inverse Kinematic Problem
[28, 38, 39]. In the 3-D case uniqueness of this problem was proven in Theo-
rem 3.4 of Chapter 3 of [39]. Therefore the uniqueness of the determination
of the unknown coefficient c (x) is established. 
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