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1Computational Biology Branch of the National Center for Biotechnology Information, Bethesda, MarylandABSTRACT Structures of protein complexes provide atomistic insights into protein interactions. Human proteins represent a
quarter of all structures in the Protein Data Bank; however, available protein complexes cover less than 10% of the human pro-
teome. Although it is theoretically possible to infer interactions in human proteins based on structures of homologous protein
complexes, it is still unclear to what extent protein interactions and binding sites are conserved, and whether protein complexes
from remotely related species can be used to infer interactions and binding sites. We considered biological units of protein com-
plexes and clustered protein-protein binding sites into similarity groups based on their structure and sequence, which allowed us
to identify unique binding sites. We showed that the growth rate of the number of unique binding sites in the Protein Data Bank
was much slower than the growth rate of the number of structural complexes. Next, we investigated the evolutionary roots of
unique binding sites and identified the major phyletic branches with the largest expansion in the number of novel binding sites.
We found that many binding sites could be traced to the universal common ancestor of all cellular organisms, whereas relatively
few binding sites emerged at the major evolutionary branching points. We analyzed the physicochemical properties of unique
binding sites and found that the most ancient sites were the largest in size, involved many salt bridges, and were the most
compact and least planar. In contrast, binding sites that appeared more recently in the evolution of eukaryotes were character-
ized by a larger fraction of polar and aromatic residues, and were less compact and more planar, possibly due to their more
transient nature and roles in signaling processes.INTRODUCTIONLarge resources are being devoted to understanding the
mechanisms of protein function and analyzing protein inter-
actions. There are several major experimental techniques
that can be used to identify protein-protein interactions.
Two-hybrid and affinity-purification assays, for example,
provide data on binary and nonbinary interaction partners,
respectively, whereas structural biology methods, mainly
x-ray and NMR, offer the atomistic detail of binding-site
locations. The most comprehensive two-hybrid study to
date resulted in 14,000 interactions between human pro-
teins (1), and a recent affinity-purification-based census of
the human proteome detected ~600 protein complexes, re-
sulting in a network of 14,000 interactions (2). The Protein
Data Bank (PDB) (3) contains more than 26,000 human
protein structures, approximately half of which represent
protein complexes. However, the structural database is
quite redundant, as summarized in Table 1, with only
~6000 and 2000 nonredundant human protein structures
and structural complexes, respectively. Progress in struc-
tural biology is often evaluated by analyzing the structural
coverage of protein domain families, since proteins have
evolved through the shuffling of functional domains. As a
result, in the course of evolution, domains have developedSubmitted March 24, 2015, and accepted for publication June 25, 2015.
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0006-3495/15/09/1295/12specific interaction interfaces. Recently, we surveyed the
structural coverage of protein interactions in the protein
domain families and superfamilies defined in the Conserved
Domain Database (CDD) and Pfam databases, and
identified families with multiple protein-protein binding
sites that could be potential targets of future structural
studies (4).
The trends of PDB growth have been periodically re-
viewed (5); however, the census of protein-protein com-
plexes has not been updated recently. Here, we
considered the biologically relevant interactions repre-
sented by the biological units of protein complexes and
analyzed the growth of the number of protein complexes
in the PDB throughout the last 30 years. The wealth of
structural data suggests that most human proteins may be
involved in protein-protein interactions; however, many
of these proteins have not yet been structurally character-
ized. We compared the binding sites of domains among
different proteins using the method implemented in the
Inferred Biomolecular Interaction Server (IBIS) (6,7),
which superimposes the structures of protein domains
and clusters binding sites into similarity groups. These
clusters allowed us to identify a nonredundant set of unique
binding sites.
A large number of databases and methods are available
for structural analysis of protein-protein interactions and in-
terfaces (8–11). Previous comparative structural analyses ofhttp://dx.doi.org/10.1016/j.bpj.2015.06.056
TABLE 1 Current census of the number of human protein
structures and protein complexes in the PDB
Redundant Structures
in the PDB
Nonredundant Structures
(40% Sequence Identity)
Monomer 15,000 4000
Homooligomer 6500 1500
Heterooligomer 5000 500
Total 26,500 6000
Data were taken from the PDB (3). The numbers are rounded to thousands.
1296 Goncearenco et al.different protein complexes revealed the recurrence of
sequence motifs and binding arrangements/modes on pro-
tein-protein interfaces (12–14). Although binding arrange-
ments evolve quite rapidly as proteins diverge (15–17),
certain characteristic binding modes are conserved among
homologs and in some cases even among nonhomologous
proteins (18,19). Over the last decade, several attempts
have been made to estimate the number of all possible types
of protein interactions; however, these estimates largely var-
ied depending on the definitions of interfaces and similarity
measures employed in each study (14,20–24).
It may appear that the space of all possible quaternary pro-
tein architectures and binding interfaces has been thoroughly
explored already (24), and oneway to shed some light on this
problem is to examine the growth dynamics of the number of
unique protein-protein binding sites. As a result of our anal-
ysis, we found that the coverage of the human proteomewith
protein structural complexes remains very low (<10%), and
the growth rate of the number of unique binding sites depos-
ited in the PDB is much slower than the deposition rate for
structures of protein complexes. Numerous computational
methods have been designed to close the gap in the experi-
mental structural coverage of proteomes and interactomes,
particularly for human (1,17,21,25). These methods rely on
two major strategies: comparative modeling/threading of
protein complexes and docking (26). Questions arise, how-
ever, regarding the suitability of many structural complexes
for modeling the human interactome (27,28) and the use of
structural templates from other organisms for modeling
human protein interfaces.
To understand the evolutionary patterns in the conserva-
tion of protein-binding sites, we considered protein-protein
binding-site clusters (unique binding sites) and identified
their most recent common ancestors (MRCAs). We
analyzed the major expansion points in the number of
unique binding sites along the taxonomic tree in the human
lineage. We then identified protein domain families that pro-
vided the most novel protein binding sites, revealing their
different and sometimes opposite evolutionary trends. The
distribution of the number of unique binding sites per taxo-
nomic rank revealed that the majority of conserved sites date
back to the origin of cellular life, and that other binding sites
were conserved within the major domains of life (Eukar-
yota, Bacteria, Archaea, and viruses). We compared the
physicochemical properties of unique sites among differentBiophysical Journal 109(6) 1295–1306taxonomic groups—a markedly different task compared
with previous analyses of the interfacial properties of nonre-
dundant proteins or complexes. We observed that the most
ancient unique binding sites were larger, more hydrophobic,
more compact, and less planar than more recent ones, sug-
gesting strong and perhaps obligatory associations in
ancient complexes. On the other hand, binding sites that ap-
peared more recently in evolution, particularly in Eukar-
yota, were less compact and more planar, and utilized
more polar and aromatic residues, possibly due to their tran-
sient nature required by signaling pathways. Interestingly,
binding sites that were conserved in viruses differed signif-
icantly from others and were larger, less compact, and
generally more polar. Archaeal complexes, possibly as a
result of their specific habitat requiring a high protein-com-
plex stability, evolved the most compact binding sites. These
sites were rich in hydrophobic and charged residues, with
the largest number of salt bridges per charged interfacial
residue.MATERIALS AND METHODS
Searching for human homologs in the PDB
We used a snapshot of the PDB and National Center for Biotechnology
Information (NCBI) Molecular Modeling Database (MMDB) available as
of December 2014 (29,30). Protein-protein binding sites were annotated
according to the IBIS database, October 2014 update (6). We considered
a protein domain (with at least 20 residues and three secondary structure
elements) as a unit of interaction and defined a binding site as a set of res-
idues on one side of the protein interface that were in contact (within a dis-
tance of 4 A˚) with any heavy atom on another protein chain in the biological
assembly. We downloaded human proteome sequences from the Uniprot
database (20,100 proteins) and used the longest isoform in cases having
multiple isoforms (31). The entire human proteome was then searched
against protein sequences from the PDB using DELTA-BLAST (32). Pro-
teins from the PDB with at least 25% sequence identity to human protein
sequences were considered homologous, and those that passed an E-value
threshold of 0.001 were considered remotely similar to human proteins.
In principle, due to domain recombination events, homology can be partial;
thus, we excluded alignments with <50 amino acid residues covered.Comparison of protein-protein binding sites
Binding sites were compared by the NCBI IBIS (http://www.ncbi.nlm.nih.
gov/Structure/ibis/ibis.cgi) (6). Biological assemblies (so-called biounits)
corresponded to the first biounit chosen by the PDB (3). Protein domains
with structurally observed protein-protein interactions were superimposed
using the VAST structure alignment method (33) and the corresponding
binding-site residues were clustered based on their similarity of structural
and sequence features by a procedure described previously (6). Hereafter,
binding-site representatives from each cluster are called unique binding
sites. It should be mentioned that we only clustered together binding sites
of domains belonging to the same CDD superfamily release 3.1.12 (34).
Therefore, when protein domains from different CDD superfamilies had
similar binding sites, we counted them as different binding-site clusters.
In this way, we obtained a nonredundant set of protein-protein binding sites
in which the number of unique binding sites was equal to the number of
binding-site clusters. A schematic representation of the binding-site clusters
is given in Fig. 1 a.
a b
FIGURE 1 Protein-protein binding sites observed in structures of protein complexes. (a) An example of two pairs of interacting domains: P53 with SH3,
and P73 with SH3. Proteins containing P53 and P73 domains are homologous and some of their binding-site residues (blue and orange) that are involved in
interaction with SH3 are conserved, as shown in red in the lower panel. These domains were structurally superimposed using the VAST algorithm and their
binding sites were clustered using the IBIS method. (b) Yearly growth of the number of protein-protein binding sites observed in protein complexes in the
PDB for unique sites (blue) and for sites that are similar to previously observed sites from previously deposited structures (redundant, orange). To see this
figure in color, go online.
Expansion of Protein-Protein Binding Sites 1297Cladistic reconstruction
We reconstructed the major expansion points in the evolution of protein-
protein interactions using the NCBI taxonomy (35). Not all taxa have ranks
in this taxonomic classification. For instance, the taxonomic ranks above
superkingdoms are not defined; thus, we show the taxon cellular organisms
as a distinct rank. We defined the MRCA for a cluster of protein-protein
binding sites by identifying the taxa of all proteins from a given cluster.
The taxon from which all taxa in the binding-site cluster descended was
considered the MRCA (illustrated in Fig. 2). In order to attribute protein-
protein interactions to particular species, we excluded host-virus com-
plexes, engineered chimeras, and interactions between proteins from
different species.
The cladogram in Fig. 3 was generated with python scripts and visualized
with Cytoscape 3.2 (36). The cladogram has two free parameters: the num-
ber of nonredundant structures of protein complexes in each unique bind-
ing-site cluster (r), and the number of unique clusters in a given taxon
(n). We identified nonredundant PDB structures using a 95% sequence iden-
tity threshold. Everywhere in our analysis we required at least two nonre-
dundant structures (r > 1) representing the binding-site cluster; thus,a
FIGURE 2 (a) Schematic representation of the MRCA (according to NCBI tax
protein binding sites in homologous proteins from mouse, rat, and chicken. (b) D
at least two structures) plotted versus the taxonomic rank of their MRCA. Taxa
color, go online.singletons were excluded. The resulting cladogram is provided in Cyto-
scape format in File S1 (see also Fig. S4 in the Supporting Material). For
visualization clarity, we pruned the cladogram by showing only the taxa
with at least five unique sites (n > 4).
Additionally, to assess the robustness of our cladistics reconstruction, we
removed several species with many structures dominating the PDB data-
base (see the list of species in Table S2) and recalculated the cladogram
with these species excluded (Fig. S5).Calculation of the physicochemical properties of
binding sites
A set of unique binding sites was attributed to each taxon based on the
MRCA of proteins in the corresponding binding-site cluster, as described
in the ‘‘Cladistic reconstruction’’ section below. We calculated the physico-
chemical properties of unique binding sites in a given taxon by taking a
random representative of each binding-site cluster assigned to the taxon.
We then calculated the total number of residues in the binding sites and
the proportions of charged (RKDE), polar (NQSTYGH), hydrophobicb
onomy) defined for three structures belonging to the same cluster of protein-
istribution of the number of unique binding sites (each site is represented by
without ranks (e.g., Amniota) are denoted as No Rank. To see this figure in
Biophysical Journal 109(6) 1295–1306
FIGURE 3 Cladogram of the evolutionary expansion of protein-protein binding sites based on a structural analysis of protein complexes. The
cladogram is based on NCBI taxonomy. Each node denotes a taxon, which is the MRCA for the cluster of protein-protein binding sites (see Fig. 2).
Red nodes denote species. We counted the number of unique binding sites (each represented by at least two nonredundant complexes) belonging
to each taxon. The area of each node/circle is proportional to the number of unique sites. Edge lengths are arbitrary and do not represent evolu-
tionary distances; however, the edge thickness scales logarithmically with the cumulative number of unique sites added in all taxa in the underlying
branch. The branches of viruses, Bacteria, Archaea, and Eukaryota are colored, and the same colors are used in the other figures. To see this figure
in color, go online.
1298 Goncearenco et al.(AVLIPFVMW), and aromatic (FYWH) amino acid residues in the binding
sites.
We used VMD (37) and Python scripts to identify the contacts with a
distance threshold of 4 A˚ between heavy atoms in representative struc-
tures from each binding-site cluster. For charged residues on the inter-
face, we found all possible salt bridges as contacts between oppositely
charged atoms. Fig. S6 shows the distribution of atomic protein-protein
contacts per residue in the binding sites. Each representative binding
site was characterized by the number of charged residues that formed
salt bridges.
To assess the compactness of the binding sites, we calculated the radius
of gyration, Rg, of each site: R
2
g ¼ ð1=NÞ
P
iðri  hriÞ2, where r represents
the coordinates of each heavy atom belonging to the binding-site residues.
More compact sites will have a smaller radius of gyration. We fitted the
scaling factor (a) and Flory exponent (n) in Rg ¼ aNn with nonlinear least
squares for binding sites in different taxonomic groups. Additionally, we
calculated the planarity of the binding sites, which Nooren and Thornton
(38) described as the root mean-square deviation (RMSD) of C-a atoms
in a given binding site from the plane fitted by least squares to the atomic
coordinates of these atoms. See also ‘‘Planarity calculated for all heavy
atoms’’ in Fig. S9.
Statistical analysis and plotswere preparedusingR (http://R-project.org/).
All figures with physicochemical properties and amino acid content show
mean values with 95% bootstrap confidence intervals. We compared all dis-Biophysical Journal 109(6) 1295–1306tributions using the Wilcoxon rank sum test with Bonferroni correction, and
report the p values in Tables S3–S5.RESULTS AND DISCUSSION
Coverage of proteomes by structural complexes:
growth dynamics and beyond
We comprehensively assessed the diversity of structures and
protein interfaces in the context of data deposition dates.
The trend in Fig. 4 a shows that the number of structures
deposited yearly is increasing, and soon will reach the
mark of 10,000 structures per year. The biological units of
approximately half of all structures represent protein-pro-
tein complexes. The most common type of complex is the
dimer, and the number of dimers in the PDB keeps growing
at persistently higher rates than the number of tetramers, tri-
mers, and higher-order oligomeric states (Fig. 4 a, inset).
However, as can be seen from this figure, since the early
2000s, significant progress has been made in resolving bio-
logical complexes with more than 20 subunits.
a b c
FIGURE 4 (a) Number of structures deposited in the PDB every year. All structures are split into biological assemblies with more than one protein
chain (blue) and monomeric biological units (orange). Inset: number of biological assemblies with different oligomeric states. (b) The fraction of human
proteins (20,100 total proteins were considered) that can be covered by PDB structures. We distinguish three levels of structural evidence: actual human
protein structures (solid line), protein structures from other organisms that are homologous to human proteins (>25% sequence identity, dashed line),
and protein structures from other organisms that are remotely similar to human proteins, with a sequence similarity detectable by Delta-BLAST with
E-value < 0.001 (dotted line). Cases in which structures represent protein complexes are counted separately (teal) from the overall number of structures
(red). (c) The ratio of the number of protein complexes to the total number of structures is shown for three groups of structural evidence. To see this figure
in color, go online.
Expansion of Protein-Protein Binding Sites 1299As was pointed out in the reports of the Protein Structure
Initiative (PSI) and other structural-genomics endeavors,
instead of trying to cover as many structures as possible, in-
vestigators should focus on resolving protein complexes to
cover biochemical pathways that are relevant to human
health (39). For this purpose, we addressed the coverage
of human proteins with structures and structural protein-
protein complexes, and investigated how this coverage has
changed in the last several years. As is evident from
Fig. 4 b, coverage of the human proteome with homologs
of known structures has shown rapid growth since 1990,
with signs of saturation since 2007. However, direct struc-
tural evidence for human proteins has lagged the first and
final drafts of the human genome in 2000 and 2003, respec-
tively, with a modest structural coverage of 20%.
Currently, structural complexes are available for<10% of
human protein-coding genes (Fig. 4 b). We obtained Fig. 4 c
by calculating the ratio of the number of complexes to the
number of all structures, including monomers (values shown
in red divided by the values shown in teal color in Fig. 4 b).
Fig. 4 c suggests that based on the analysis of homologous
or remotely similar protein complexes, ~80–90% of all hu-
man proteins may be involved in protein complexes, and
half of the crystallized human proteins are currently charac-
terized as monomers (as shown in Fig. 4 c).Growth dynamics of unique binding sites and the
emergence of novel interfaces
Fig. 1 a shows two examples of protein complexes with
similar binding sites between tumor-suppressor proteins
(P53 and P73 from the p53/p63/p73 family of genes) and
the SH3 domain of proapoptotic factors from the ASPP2family (PDB codes 1YCS and 4A63). Despite the structural
variation in the interface and the insertion of two residues in
the P73 binding site (gray residues in the Fig. 1 a align-
ment), these two sites can be considered to be similar and
belong to the same binding-site cluster, according to the
structure and sequence similarity of binding sites calculated
by the IBIS algorithm.
The growth dynamics of unique binding sites is shown in
Fig. 1 b. A binding site is considered novel if no similar
binding sites were available in the PDB before its deposi-
tion date. One can see an astonishing redundancy in the
terms of protein-binding sites in the PDB: only ~10% of
all binding sites deposited each year are novel, and overall,
only 27,000 unique binding sites are found in the whole
PDB. The peak in the number of novel binding sites around
the year 2009 signifies the success of structural genomics
initiatives. However, since 2009, the number of novel bind-
ing sites has slightly dropped, reflecting the saturation in
the number of protein complexes deposited each year
(see previous section and Fig. 4). This indicates that the
coverage of distinct protein-binding interfaces may not be
a priority in many structural studies. The structural charac-
terization of complexes should thus become one of the
most important challenges and future targets in the field
of structural genomics (39). Many computational methods
(1,17,21,25) are being used in an attempt to fill the gap in
experimental coverage of protein complexes, and these
methods rely on comparative modeling of structures,
threading, or docking (26). It is unclear, however, to what
extent protein interactions are conserved and whether pro-
tein complexes from remotely related species can be used
to infer interactions in humans. The reliability of computa-
tionally derived protein-protein interactomes depends onBiophysical Journal 109(6) 1295–1306
1300 Goncearenco et al.our understanding of evolutionary constraints and the
completeness of experimental structural characterizations
of diverse interfaces (4).Tracing back the evolution of protein-binding
sites to the origin of life
Evolutionary constraints for protein-protein binding sites
may be obtained from the conservation patterns of similar
binding sites within the binding-site clusters. Therefore,
we identified the evolutionary roots of each site by finding
the MRCA (see the corresponding section in Materials
and Methods) of the corresponding binding-site cluster.
Fig. 2 a shows domains with similar binding sites (violet
circles with yellow stars) belonging to proteins from
different species: mouse, rat, and chicken. Based on the
NCBI taxonomy, we identified the Amniota taxon as the
MRCA for this cluster. Due to the highly redundant nature
of the PDB, we only considered cases in which a binding-
site cluster is represented by at least two protein complexes
with at most 95% sequence identity between the proteins. In
Fig. 2 b we show the distribution of unique binding sites by
the rank of the corresponding MRCA taxon (Fig. S1 shows
this distribution without a nonredundancy requirement).
The distribution of the number of unique binding sites per
taxonomic rank reveals an interesting pattern, namely, the
majority of unique sites date back to the origin of cellular
life. At the same time, phylum, class, and superorder nodes
on the taxonomic tree show a relatively moderate expansion
of protein-binding sites, whereas genus and species ranks
have a large number of unique sites. The latter may repre-
sent truly species-specific interactions or it could be a result
of incomplete and biased structure sampling in the PDB. On
the other hand, these clusters may indicate the presence of
conserved binding sites in paralogous proteins from the
same organism. In this study we did not distinguish between
these two cases; therefore, we did not analyze the properties
of binding-site clusters attributed to species and subspecies
levels.
Fig. 3 shows a cladogram in which the hierarchy of taxa
corresponds to the NCBI taxonomy and the Tree of Life.
The area of each node is proportional to the number of
unique binding sites that originate from the corresponding
taxon, and the width of edges represents the cumulative
number of sites from the underlying branch in the logarith-
mic scale. Taxa with the largest nodes (circles) represent
evolutionary points where a major expansion of protein-pro-
tein binding sites occurred. Fig. 3 shows only the taxa with
five or more unique binding sites (see Fig. S4 and File S1 for
a complete cladogram). To prove the robustness of our cal-
culations, we rebuilt the cladogram after excluding the most
represented species in the PDB (Fig. S5), but the taxon dis-
tribution of the unique sites above the genus level was not
affected, and major evolutionary expansion points were
preserved. It should be mentioned that due to the nature ofBiophysical Journal 109(6) 1295–1306molecular evolution (40) and our structural evidence-based
analysis, we could only observe binding sites that endured
natural selection and are represented in modern-day species.
Therefore, the estimates of binding-site expansions pre-
sented here can be considered as low boundary estimates.
We also excluded intrachain binding sites in our analysis,
and considered only domain-domain binding sites involved
in interchain interactions. Therefore, the expansion of
domain architectures or domain promiscuities should not
affect our estimates of the expansion of the number of bind-
ing sites.
Cellular organisms are the largest node on the cladogram
rooting Bacteria, Archaea, and Eukaryota, and it has the
largest number of unique binding sites. These sites mainly
represent homooligomeric interactions between highly
conserved proteins and describe interactions within the
essential molecular complexes shared between all super-
kingdoms, such as amino-acyl synthetases and ribosomal
protein subunits. Archaeal organisms share interactions be-
tween the components of multisubunit enzymes that are
unique to Archaea, such as methanogenic methyl-coenzyme
M reductase (MCR), whereas Bacteria share many more in-
teractions related to specific bacterial enzymes, such as
those with a hot-dog fold, which are involved in thioester
hydrolysis and fatty acid metabolism, and various metallo-
proteins from the Glo_EDI_BRP-like superfamily. In addi-
tion, Bacteria have many specific transcription regulators
that are involved in the xenobiotics-resistance response, as
in the case of the HTH_XRE superfamily. Consistent with
our findings, it was previously shown that the node degree
in interaction networks was higher for more ancient taxo-
nomic nodes (41) and ancient proteins had high connectivity
and centrality in protein interactomes (42). Moreover, it was
observed that protein interaction networks partitioned into
two subnetworks: one corresponding to the most ancient in-
teractions and one related to the recently emerged interac-
tions in animal evolution that are involved in cell division
and cell communication (41). A high level of horizontal
gene transfer between species, a mechanism by which
new interactions may emerge, is also characteristic for early
stages of evolution (43).
We then analyzed the functions of interacting protein do-
mains by identifying the CDD domain superfamilies that
contributed the largest number of binding sites (Fig. 3).
For example, the nitric oxide (NO)-synthase family repre-
sented in Bacteria and Eukaryota plays important roles in
cell communication, immune response, and oxidative stress
defense, and is characterized by many unique binding sites
(Fig. S2; Table S1). The NO molecule is heavily used in cell
signaling, and typically homodimeric NO-synthase consists
of several specific domains and is coupled to various cofac-
tors. Its interactions with other proteins, such as calcium
sensors, are diverse and critical for its function (44).
Another superfamily represents ATP-binding cassette
(ABC) transporters, which are ubiquitous proteins with
Expansion of Protein-Protein Binding Sites 1301essential functions. The diversity of ABC proteins results
in a large number of unique protein binding sites in this su-
perfamily. Several other superfamilies, such as SDR, TIM,
Thioredoxin-like, Ferritin-like, NTN-hydrolase, and immu-
noglobulins, are notable examples of functionally diverse
domains with highly designable structural folds (45). The
ubiquitous nature of these domains is not surprising; how-
ever, it is remarkable that many of their protein-protein
binding modes and interfaces are conserved dating back to
the origin of cellular life.FIGURE 5 Evolutionary trends in the expansion of protein-protein bind-
ing sites of representative CDD domain superfamilies across the taxa lead-
ing to the human lineage. The taxa are ordered from left to right from the
most ancient ones to human. Here, Eukaryota refers to the binding sites
in a particular taxon (node in Fig. 3) rather than to the whole domain of
life and the taxonomic branch. The numbers of protein-binding sites in
other superfamilies are provided in Table S1. ABC_ATPase, ATP-binding
cassette transporter nucleotide-binding domain; Ig, immunoglobulin
domain; EFh, EF-hand (calcium binding motif, a diverse superfamily of
calcium sensors and calcium signal modulators); FN3, fibronectin type 3
domain (one of three types of internal repeats found in the plasma protein
fibronectin). To see this figure in color, go online.Tracing back the evolution of binding sites in
Eukaryota and the human lineage
We traced the most prominent taxa in terms of protein-bind-
ing-site expansion in the lineage leading toward human,
which included Opisthokonta, Bilateria, Amniota, Boreoeu-
theria, and Euarchontoglires (Fig. 3). Opisthokonta (origi-
nating 1.5 Gya (46)) and Euarchontoglires (<100 Mya)
nodes are characterized by the largest expansion of the num-
ber of unique binding sites. Some protein-binding sites that
are conserved in Eukaryota, and particularly in Opistho-
konta, include C-terminal extensions of proteins of S60
ribosomal subunit. These extensions specifically interact
with each other in ribosomal proteins and may also interact
with specific initiation factors (47). At the same time, Eu-
archontoglires developed a number of interactions between
regulatory and signaling proteins such as chemokines, TNF
cytokines, RNase A, kinases, and calcium-binding EF-hand
domains. Additionally, the superfamilies that contributed
to the expansion of protein-binding sites in these taxa,
such as immunoglobulins and MHC class I and II antigens,
are involved in the immune system.
We compared the evolutionary trends of several CDD
domain superfamilies in the context of expansion of pro-
tein-binding sites in taxa leading to the human lineage.
Fig. 5 shows four superfamilies and the number of unique
binding sites they provide in each taxon. Some domain fam-
ilies, such as the calcium-binding EF-hand motif, have
always been employed as modules in signal transduction,
and their binding-site expansion shows constant rates at
different taxonomic nodes. On the other hand, ABC-related
ATPases show one large binding-site expansion at the level
of cellular organisms followed by a second expansion in
mammals, demonstrating a continued growth in the number
of distinct binding sites and the evolution of novel, specific
interactions. The immunoglobulin superfamily shows the
opposite trend. This fold is employed in several basic enzy-
matic functions, and novel binding modes did not appear
before the emergence of the immune system in animals.
The protein-binding sites of the fibronectin type 3 (FN3)
domain, which is involved in multiple processes in
the extracellular matrix, including blood clot formation,
have shown expansion since the emergence of placental
mammals.Physicochemical properties of binding sites and
their taxonomic distribution
In this section, we address the question of whether there are
any physicochemical properties that would distinguish
ancient binding sites from sites that emerged more recently
in evolution. Previous studies reported that the physico-
chemical properties of binding sites may depend on the
type of protein complex involved, e.g., homo- or heteroo-
ligomers (16,48), obligate or transient (38,49–51). These
studies, however, did not consider redundancy and possible
similarities between binding sites from different types of
complexes. Here, we considered differences in physico-
chemical properties among unique binding sites in major
branches on the Tree of Life (Archaea, Bacteria, and Eukar-
yota); in viruses, the latest ancestor of all cellular organisms;
and among taxa in the eukaryotic lineage leading toward
human.
First, we compared the sizes of binding sites measured as
the number of residues. As can be seen in Fig. 6, Eukaryota
have the smallest sites compared with Bacteria, Archaea,
and viruses, whereas viruses have the largest binding sites
on average (p values are given in the Supporting Material).
The first observation can be attributed to the larger number
of transient interactions that are involved in regulatory path-
ways, whereas the increased sizes of viral binding sites stemBiophysical Journal 109(6) 1295–1306
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FIGURE 6 Sizes of the protein-protein binding sites (measured in num-
ber of residues) for all unique binding sites that have been attributed to
ancestral taxa (Fig. 3). Squares denote mean values; error bars show 95%
confidence intervals; p values for the corresponding pairwise tests are listed
in Table S3. To see this figure in color, go online.
1302 Goncearenco et al.from large interfaces in viral capsids. Consistent with these
results, it was previously shown for homooligomeric protein
families that the most ancient binding modes tended to
involve symmetrical binding arrangements with larger inter-
faces, whereas recently evolved binding modes more oftena b
c d
Biophysical Journal 109(6) 1295–1306exhibited asymmetrical arrangements and smaller interfaces
(16). Moreover, many novel interactions were shown to be
transient (52) and involve multibinding interfaces (53).
It is well known that archaeal and bacterial genomes and
proteomes differ in their nucleotide and amino acid compo-
sitions (54), and that the composition of protein-protein
binding sites may also differ among species (55). However,
the evolutionary trends in the composition and physico-
chemical properties of unique protein-binding sites have
not been analyzed in detail previously. We found that
archaeal binding sites showed the compositional trends
(Fig. 7) common to all Archaea in general. They had the
smallest fraction of polar and aromatic residues, and the
largest fraction of charged and hydrophobic residues in
binding sites compared with other superkingdoms. This
trend could be explained by the demand for stability and
selection against aggregation at higher temperatures (56),
which are typical for the habitat of many archaea.
Salt bridges between charged residues on protein inter-
faces play important roles in molecular recognition and
the specificity of interactions, particularly at higher temper-
atures (56). Salt bridges on interfaces were also found to
have very distinct evolutionary conservation patterns (57).
We considered all charged residues in unique binding sites
and calculated the ratio of the number of charged residues
involved in salt bridges to the overall number of charged res-
idues in the binding site. As can be seen in Fig. 8, archaealFIGURE 7 Fractions of binding-site residues
with different physicochemical properties for
major taxonomic branches. Squares denote mean
values; error bars show 95% confidence intervals.
(a–d) Amino acid residues: (a) hydrophobic
(AVLIPFVMW), (b) polar (NQSTGYH), (c)
charged (RKDE), and (d) aromatic (FYWH). The
p values for the corresponding pairwise tests are
listed in Table S3. To see this figure in color,
go online.
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FIGURE 8 Proportion of charged residues that form salt bridges relative
to the overall number of charged residues in binding sites. Squares denote
mean values; error bars show 95% confidence intervals; p values for pair-
wise tests are listed in Table S4. Fig. S7 shows the corresponding probabil-
ity densities. To see this figure in color, go online.
Expansion of Protein-Protein Binding Sites 1303binding sites have the highest recruitment of charged resi-
dues into salt bridges compared with other branches of
life. This observation may be explained in part by the spe-
cific requirements of the archaeal habitat to enhance protein
and protein complex stability. Additionally, the universally
conserved binding sites of all cellular organisms have a
slightly higher proportion of charged residues involved in
the formation of salt bridges compared with Bacteria and
Eukaryota (all p values are given in Tables S3–S5).
Compactness is another important physical attribute of
protein-binding sites. We used the radius of gyration, Rg,
as a measure of compactness. We analyzed how the radius
of gyration scales with the binding-site size for different
taxonomic branches, quantitatively expressed by different
Flory exponents (n), as described in Materials and Methods
(Fig. 9 a). A Flory exponent of 1/3 is characteristic for
natural proteins, n ¼ 1/2 describes a result of random
walk of an ideal polymer chain, and denatured proteinsa bhave n ¼ ~3/5. Although the binding sites represent only
the interacting parts of the domain globules, the values
of n that we obtained are within the above-described ranges.
Viruses and Eukaryota had the lowest compactness of bind-
ing sites, with n-values close to that of a random coil (0.5
and 0.42, respectively; Fig. 9 a). The binding sites in the
most ancient cellular-organisms group were the most
compact and had n ¼ 0.37, which is close to that of a fully
compact natural protein. Archaeal binding sites were shorter
than sites in other taxonomic branches; therefore, we could
only approximate the values for sites with <75 residues.
Overall, the compactness of bacterial and archaeal binding
sites is close to that of the most conserved sites in cellular
organisms, with n ¼ 0.38 and 0.42, respectively.
Additionally, we calculated the planarity of binding sites
as defined previously by Nooren and Thornton (38), and
measured it as the RMSD of binding-site coordinates from
the plane, which was obtained by least-squares fitting to
all C-a atoms in the binding site (Fig. 8 b). Planarity is an
important geometric characteristic of the interface and is
linked to its compactness. Planarity and increased polar con-
tent were previously shown to be a characteristic of weak in-
terfaces (38). It was previously argued that packing of flat
interacting surfaces formed by hydrogen-bonded secondary
structure elements is responsible in large part for the degen-
eracy of the structural space of protein-protein interfaces
(24). Analysis of the deviation of binding-site residues
from planarity showed that unique binding sites character-
istic for Eukaryota were more planar than those of other
taxonomic groups, except for viruses (Fig. 9 b), reflecting
the fact that many eukaryotic proteins interact through
weak transient interactions. This could possibly be ex-
plained by a large number of interactions in signaling that
are modulated by weak planar (and in many cases linear-
in-sequence) interfaces. The universally conserved binding
sites in all cellular organisms, on the other hand, were char-
acterized by the smallest planarity (Fig. 9 b), suggesting
strong and perhaps obligatory associations in ancient com-
plexes. Thus, ancient binding sites were the largest in size,FIGURE 9 (a) Compactness of binding sites
measured as the radius of gyration (Rg). The lines
show the nonlinear fitting of dependency of Rg on
the number of residues in the binding site. Corre-
sponding Flory exponents (n): 0.5 in viruses, 0.49
in Eukaryota, 0.42 in Archaea, 0.38 in Bacteria,
and 0.37 in cellular organisms. (b) Deviation
from planarity of binding sites measured in A˚,
RMSD (see Materials and Methods). Squares
denote mean values; error bars show 95% confi-
dence intervals; p values for pairwise tests are listed
in Table S5. To see this figure in color, go online.
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1304 Goncearenco et al.involved many salt bridges, and were the most compact and
least planar, whereas binding sites in viruses were the least
compact (Fig. 8 a) and generally more polar (Fig. 7).
The mechanisms of the evolution of protein-protein inter-
actions and their oligomeric states were previously studied
in the context of interactomes (58,59). It was found, for
example, that the evolutionary rate of protein-protein inter-
actions is three orders of magnitude lower than the rate of
protein sequence evolution (60). In addition, more ancient
protein complexes were suggested to be less flexible than
more evolutionarily recent proteins (61). Interestingly,
more evolutionarily recent protein domains are more likely
to be disordered (62); however, in our analysis we did not
account for binding sites formed through disordered regions
because these regions may lack coordinates.CONCLUSIONS
In this work, we studied the growth of structural data from the
PDB, with a particular focus on protein complexes. Despite
the fact that a quarter of all protein structures are fromhuman,
the coverage of the human proteome with protein complexes
remains very low (<10%). It is possible, however, to increase
this coverage by inferring protein interactions based on
homologous protein structures and complexes from other
species. The number of unique protein-protein binding sites
defined at the level of protein domains is relatively low
(~27,000) and its growth rate in the PDB is much slower
than that of structural complexes. Thus, although the
majority of protein folds have already been exemplified by
experimentally determined structures, and themajority of se-
quences can be at least partially structurally modeled, the
focus in structural biology has to be shifted to the character-
ization of largely undersampled structures such as protein as-
semblies. Novel complexes and interfaces are especially
important in this respect for the construction of structure-
validated interactomes, therapeutic modulation of protein-
protein interactions, and rational protein design to create
protein complexes with the desired specificities (63–67).
Here, we traced back the evolution of binding sites and
their taxonomical patterns. We found that a large number
of binding sites are conserved universally among all cellular
organisms and some sites are even conserved between
cellular organisms and viruses. We explored the major
expansion points in the evolution of protein-binding sites
and their functional characteristics. These trends included
the latest expansions drivenmainly by the acquisition of pro-
tein interactions in cellular signaling and immune response
pathways. This provides a way to infer interactions from
other species, to build structure-based interactomes and
improve the structural coverage of human interactions iden-
tified by high-throughput experimental methods (25,68).
In addition, we thoroughly explored the biophysical prop-
erties of binding sites with respect to their phyletic origin.
Apparently, the most ancient binding sites differ from theBiophysical Journal 109(6) 1295–1306most recently emerged sites in terms of size, amino acid
composition, compactness, and planarity. The latter consti-
tute presumably transient interactions with smaller, less
compact, and more planar binding sites consisting of more
polar and aromatic residues, and typically are involved in
cell signaling and regulation. We also found that viral and
archaeal protein-binding sites are significantly different
from the other sites. Viral proteins have the largest and least
compact sites, and the binding sites in archaeal proteins are
enriched in charged residues that form salt bridges.SUPPORTING MATERIAL
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