Abstract. This paper concerns the uniqueness of weak solutions to the Cauchy problem to the Ericksen-Leslie system of liquid crystal models in R 2 , with both general Leslie stress tensors and general Oseen-Frank density. It is shown here that such a system admits a unique weak solution provided that the Frank coefficients are close to some positive constant, which solves an interesting open problem. One of the main ideas of our proof is to perform suitable energy estimates at level one order lower than the natural basic energy estimates for the Ericksen-Leslie system.
Introduction
This paper is devoted to the study of the uniqueness of weak solutions to the twodimensional Ericksen-Leslie system modeling the flow of the nematic liquid crystals. The Ericksen-Leslie system is one of the most successful models for the nematic liquid crystals, which is formulated by Ericksen [2] and Leslie [7] in the 1960s.
In spite of the tremendous previous progress, the existence and uniqueness of global weak solutions to the general three-dimensional Ericksen-Leslie model are still open. Up to now, it is only for the two-dimensional case that the system has been proved to have global weak solutions, see, e.g., the works by Lin-Lin-Wang [8] , Hong [3] , HongXin [4] , Huang-Lin-Wang [5] and Wang-Wang [10] . Concerning the uniqueness of weak solutions, only some special cases have been known, see Lin-Wang [9] , where they proved the uniqueness of the weak solutions to the two-dimensional system of the following form ∂ t u + (u · ∇)u − ∆u + ∇p = −div (∇d ⊙ ∇d), div u = 0, |d| = 1,
where ∇d ⊙ ∇d is a 2 × 2 matrix, with the (i, j)-th entry ∂ i d · ∂ j d, i, j = 1, 2. Note that the above system is a simplified model of the original Ericksen-Leslie system. In this paper, we consider the general Ericksen-Leslie system (see [2, 7] ) in R 2 :
div u = 0, |d| = 1, (1.2)
where the velocity field u = (u 1 , u 2 ) ∈ R 2 , the orientation field
(the unit sphere in R 3 ) and the pressure p ∈ R are the unknowns, λ 1 and λ 2 are two given constants, with λ 1 < 0. The notations σ E , σ L and h are the Ericksen stress tensor, the Leslie stress tensor and the molecular field, respectively, whose expressions will be clear below. Here and what follows, we denote by A and Ω the symmetric and skew-symmetric parts of the tensor ∇u, respectively, i.e. A = 1 2 (∇u + ∇u T ), Ω = 1 2 (∇u − ∇u T ).
We consider the following general Oseen-Frank density
with three positive constants k i , i = 1, 2, 3, which are called Frank's coefficients. As in Hong-Xin [4] , without loss of generality, we can suppose that
with a = min{k 1 , k 2 , k 3 }, and
The Ericksen stress tensor σ E is given by 6) where (∇d) T is the transposed matrix of ∇d. The Leslie stress tensor σ L has the form
with six constants µ i , i = 1, 2, · · · , 6, which are called Leslie's coefficients, wherê
The molecular field h in (1.3) is given by
The Leslie coefficients µ i , i = 1, 2, · · · , 6, and the constants λ 1 , λ 2 satisfy the relations
where the last equality is called Parodi's relation.
Note that A and Ω are 2 × 2 matrices, as pointed out in [5] , the meanings of A · d and Ω · d are understood in the following way
and consequently
Such understanding is natural when supposing that the Ericksen-Leslie system depends only on two spatial variables and the flow motion is in the plane. With these notations, equation (1.3) can be rewritten in the component form as 9) whereĥ is the first two components of h, i.e.ĥ = (h 1 , h 2 ), and all terms in (1.8)-(1.9) are now understood in the usual way.
Global existence of weak solutions to the Cauchy problem of (1.1)-(1.3) in R 2 has been proved in [4, 5, 10] , but the uniqueness was not obtained there. The aim of this paper is to prove the uniqueness of weak solutions to the Cauchy problem of system (1.1)-(1.3), and in particular, we will show that the weak solution established in [4, 5, 10] is unique. Since we consider the system with general Leslie stress tensor and general Oseen-Frank density, the high order coupling terms, such asd ⊗N and A · d, which are as high as the leading terms, appear in (1.1) and (1.3), the semigroup method used in [9] for showing the uniqueness of weak solutions for a special case of the stress tensor and Oseen-Frank density does not apply to the current general case. Actually, as it will be seen below, we will use a completely different approach to prove the uniqueness from that developed in [9] .
For the Cauchy problem, we complement the Ericksen-Leslie system with the following initial condition 
where b is a given unit constant vector. For 1 ≤ q ≤ ∞, · q denotes the L q (R 2 ) norm. For convenience, we adopt the following notation
The definition of weak solutions to the Ericksen-Leslie system, subject to the initial condition (1.10), is given in the following
, subject to the initial condition (1.10), if the following two statements hold
and for any test vector field
Remark 1.1. By the definition, the weak solution (u, d) has the regularity
and thus, by the Ladyzhenskaya inequality, one can see that
In addition to (1.7), we assume further that µ i , i = 1, 2, · · · , 6, satisfy
though some weaker assumption than this is sufficient, see Remark 1.2 below. Next, we state our main result.
Theorem 1.1. Let T ∈ (0, ∞) be any given positive time. Suppose that the Leslie coefficients µ i , i = 1, 2, · · · , 6, satisfy (1.7) and (1.12). Set a = min{k 1 , k 2 , k 3 } and
Then, there exists an absolute positive constant C 0 , such that, if
then, for any initial data (u 0 , d 0 ) satisfying (1.11), the Ericksen-Leslie system (1.1)-(1.3) on R 2 ×(0, T ), subject to the initial condition (1.10), has a unique weak solution, which depends continuously on the initial data.
As we mentioned before, the existence of weak solutions to system (1.1)-(1.3), subject to the initial condition (1.10), has been proven in [4, 5, 10] . Moreover, the solutions established there are smooth away from at most finite many singular times. Thus, to prove Theorem 1.1, it suffices to show the uniqueness and continuous dependence on the initial data.
A usual way for proving uniqueness of solutions is to consider the difference between two solutions and then obtain some energy estimates for the resulting system of the difference at the level of the basic natural energy of the system. One may also try to use this approach to prove the uniqueness of weak solutions to the Ericksen-Leslie system. Noticing that the basic natural energy identity for a solution (u, d) to the Ericksen-Leslie system (1.
one may test the momentum equation of the resulting difference system by u (of course, u now denotes the difference of two velocity fields) and the director equation by −∆d (d now is the difference of two director fields). Unfortunately, by following this approach, one will encounter a term like |∇d 1 | 2 d · ∆ddx, which cannot be controlled by using the embedding inequalities.
Therefore, it does not seem to be suitable to perform the energy estimates at the level of the basic natural energy of the system. Instead, to obtain the uniqueness, our strategy is to do the estimates at the level of one order lower than the basic energy. Roughly speaking, we will perform the H −1 norm estimates on the velocity and the L 2 norm estimates on the director. The obvious advantage of doing so is that the basic energy automatically provides high order a priori estimates (compared with the lower order energy). Keeping this in mind, we introduce the vector field ξ associated with u (the difference of two velocity fields) as
and test the momentum and director equations of the difference system against ξ and d (the difference of two director fields), respectively. As a result, after some careful, but standard analysis, and making full use the cancellation properties of the coupled terms between the velocity and the director fields, we can successfully derive an energy inequality, which guarantees the uniqueness of weak solutions to the Ericksen-Leslie system. Notably, a similar idea has been used by Larios-Lunasin-Titi in [6] to prove the global well-posedness for the 2D Boussinesq system with anisotropic viscosity and without heat diffusion. Finally, we mention a relevant paper by Constantin-Sun [1] , where the Lagrange approach was used to prove the uniqueness of solutions to Oldroyd-B and related complex fluid models.
Remark 1.2. (i) Theorem 1.1 implies that the weak solutions established in [5] are unique. Theorem 1.1 also implies that the weak solutions obtained in [4, 10] are unique, as long as the Frank coefficients k i , i = 1, 2, 3, are close enough to each other.
(ii) The conclusion still holds if we replace (1.12) by the following slightly weaker assumption
This generalization relies on the fact that Q(d, A, A), defined by (1.13), satisfies
Since this slightly weaker generalization is not the main task of the present paper, we will still use the assumption (1.12) throughout this paper.
At the end of this section, we give some equivalent expressions of the molecular field h and the Leslie stress tensor σ L , which will be used throughout this paper. As it will be shown below, we write h and σ L for the general case as perturbations of those for a special case.
Due to the expression of the Oseen-Frank density function W (d, ∇d), (1.4), then straightforward calculations yield h = 2a∆d + H, (1.14)
with
Since |d| = 1, it has ∆d · d = −|∇d| 2 , and as a result we have
The terms ∆d and ∆d+|∇d| 2 d can be viewed as the main parts of h and of h−(d·h)d, respectively, while the remaining terms will be considered as the perturbations of these main parts.
It follows from (1.16), (1.7) and (1.8) that the Leslie stress tensor σ L can be rewritten as the following equivalent form
where Σ L and Π L are given by
where, in the last term, we have use d · ∆d = −|∇d| 2 , guaranteed by |d| = 1, and
respectively, where H is given by (1.15), andĤ is the first two components of H, i.e. H = (H 1 , H 2 ). As it will be shown in the proof of Theorem 1.1 in the next section, Σ L will be the main part of σ L , while Π L is the perturbation part. 
Setting ξ = ξ 1 − ξ 2 , and denote by S and Q the symmetric and skew-symmetric parts of ∇ξ, respectively. Then, it is clear that
Integration by parts and using the fact that div ξ = 0, one can check easily that
Before giving the proof of Theorem 1.1, we state the following two lemmas, where the proof of the first lemma, Lemma 2.1, will be given in the Appendix.
Lemma 2.1. There exists a positive constant C such that the following inequality holds
Lemma 2.2. The following estimates hold true
for any positive number ε, where δ = max{k 1 −a, k 2 −a, k 3 −a}, and C 1 is an absolute positive constant.
Proof. Since V (d, ∇d) is quadratic in d and ∇d, then
are linear in d and ∇d, respectively. Thus, we have
where in the last inequality we have used the fact that |∇d 2
for some absolute positive constant C 1 . With the aid of these estimates, we deduce that
Observe that the same inequality, as above, holds true forĤ. By straightforward calculations, and using relation (1.7), one has
, and using (2.6), it follows from the Cauchy-Schwarz inequality that
which yields the first estimate in the lemma. Similar to (2.5), one has that
for some positive constant C. Thus,
from which, by the Cauchy inequality, the second conclusion follows.
With this lemma in hand, we are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let (u 1 , d 1 ) and (u 2 , d 2 ) be two weak solutions to the Ericksen-Leslie system (1.1)-(1.3). We adopt the same notations as those stated at the beginning of this section.
Recalling that
, by the Ladyzhenskaya inequality, one can obtain easily that (u i , ∇d i ) ∈ L 4 (R 2 × (0, T )). It follows from this and (1.1) that ∂ t u ∈ L 2 (0, T ; H −1 ), and consequently
Then it is clear that
Consequently, one has that
It follows from this equation, (2.7), and the fact that div ξ = 0, that
where the integration by parts has been used. This, together with the expression of F (u i , d i ) and (1.17), leads to 1 2
It follows from this, Lemma 2.1 and Lemma 2.2 that
for any positive number ε, where C 1 is an absolute constant. Subtracting the equations for d 2 from those for d 1 , and recalling (1.16), by tedious but simple calculations, we can see that d satisfies
where g is given by
The second line of the expression for g can be bounded by C|A 2 ||d| ≤ C|∇u 2 ||d|. Thus, g can be bounded as
where we have used the fact that |∇d 1 | 2 ≤ |∆d 1 |. Multiplying equation (2.9) by 2ad, integrating over R 2 , and noticing that
then we obtain from (2.6), (2.10) and the Cauchy inequality that
for any positive number ε, where C 1 is an absolute constant. Summing (2.8) with (2.11) up, and recalling (2.3), we obtain 1 2
for any positive number ε, from which, taking ε =
, we arrive at
where C 0 is an absolute positive constant. Set
and suppose that δ ≤ δ 0 . Then, it follows from the Cauchy inequality that
and consequently, by (2.12), we have
By the Hölder, Ladyzhenskaya and Cauchy inequalities, we can estimate J as . Therefore, we obtain that 
, and thus m ∈ L 1 ((0, T )). Then, the continuous dependence on the initial data follows from the above inequality by the Gronwall's. 
2)
For any 2 × 2 matrix M, denote by M s and M a the symmetric and skew-symmetric parts of M, respectively, that is
It follows from(1.7) that
and
where the constants α and β, and matrices H and M are given by
Consequently, (3.1) yields
for any 2 × 2 matrix M.
We are now ready to prove Lemma 2.1.
Proof of Lemma 2.1. Let (u 1 , d 1 ) and (u 2 , d 2 ) be two weak solutions to the EricksenLeslie system (1.1)-(1.3), and set u = u 1 − u 2 and
We adopt the same notations introduced above, and add the subscript to distinct them (of course, no subscript is required for those associated to (u, d)).
We have the following
where H r , M r and C r are given by
Since |d i | = 1, one can check easily that
Recall that S and Q are the symmetric and skew-symmetric parts of ∇ξ, respectively. Thus, it follows from (3.4), and (3. Next, we estimate the terms I i , i = 1, 2, 3, 4, respectively. Noticing that α, β ≥ 0, and that A = −∆S + S; integration by parts yields and thus, by (2.4), and noticing that |S| ≤ |∇ξ| and |∇S| ≤ |∇ 2 ξ|, we arrive at
Integration by parts, and noticing that |∇d 1 | 2 ≤ |∆d 1 |, one gets that For I 3 , integration by parts yields I 3 =2a ∆d ⊗d 1 :
Finally, due to (3.8) and (3.9), I 4 can be estimated as 
