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的 SVM 分类器，第 1 层主要用于选择高判别力的肢体作为关键肢体，第 2 层则利用关键肢体的角度直方图并作为特
征向量，进行行为识别。实验结果表明，基于关键肢体角度直方图的动作特征具有较好的判别能力，能更好地区分
相似动作，并最终取得了更好的识别效果。
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Abstract: The current pose-based methods usually make a strong assumption for the accuracy of pose，but when the
pose analysis is not precise，these methods cannot achieve satisfying results of recognition． Therefore，this paper
proposed a low-dimensional and robust descriptor on the gesture feature of the human body based on the angle histo-
gram of key limbs，which is used to map the entire action video into an feature vector． A co-occurrence model is in-
troduced into the feature vector for expressing the relationship among limbs． Finally，a two-layer support vector ma-
chine ( SVM) classifier is designed． The first layer is used to select highly discriminative limbs as key limbs and the
second layer takes angle histogram of key limbs as the feature vector for action recognition． Experiment results dem-
onstrated that the action feature based on angle histogram of key limbs has excellent judgment ability，may properly
distinguish similar actions and achieve better recognition effect．
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比较 广 泛 使 用 的 姿 态 估 计 方 法 包 括 Poselet［9］、
DPM［10］、Y．Yang［1 1 -12］。Poselet 是一个基于实例的
姿态估计方法，通过大量的模板匹配，在图像中找出
与人体肢体部位姿态相一致的块。其中 Poselet 的模
板数超过 1 000 个，计算复杂度远高于基于 DPM 和
Y． Yang 的 算 法。Y． Yang 在 DPM 和 标 准 图 案 模
型［1 5 -17］的基础上，提出了一个通用的、灵活的混合模
型来捕捉部位间的空间关系和共生关系，取得了很好
































Fig．1 The basic flow of proposed method
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姿态估计模型 输入一帧图像 lrh ，输出所有
部位的位置信息 L ( 设部位 i 的位置为 li ) 。其位置
信息的计算公式为







αmii × φ I，li( ) +∑
i，j∈E
βmimji × ψ li － lj( )
式中: btii 表示部位 i 的特定类型，b
titj
i，j 表示部位类型的
特定共生模型。G = V，E( ) 是一个相关联部位间设
置了一致性关系的，K 个节点的关系图。φ I，li( ) 是在
图片 I 中 li 像素位置提取的特征向量( 如 HOG 特
征［1 8-19］) 。αmii 是 mi 混 合 的 部 位 i 的 一 元 模 板。
ψ li － lj( ) 是 li 和 lj 的空间特征。β
mimj
i 是 mi 混合的部
位 i 和 mj 混合的部位 j 之间的成对弹簧限定。
从图 1 左上图可见，在肢体间添加了中间部位点，以
27 个部位点位置信息取代通常的 14 个标准部位点
( 定位在身体 14 个关节点处，如肩、肘、手腕等) 。
其在肢体间 添 加 了 中 间 部 位 点 ( 中 上 臂、中 下 臂
等) 。每一帧的部 位 点 位 置 信 息 为 lv = xv，yv( ) ，
v∈ 1，2，…，27{ } 。对于 N 帧的视频数据，可获得








位点 lrh和中下臂的部位点 lrla 连接并定义为右小臂，
设为 prla 。计算其对应的线段中点位置( xrla，yrla )
和相对于水平轴的角度 θrla 。方法如下:











Fig．3 Using pose estimation to get different configu-
ration for different human actions
实验分别对 6 种行为进行测试: 拳击、拍手、挥






四肢的 8 个 肢 体 作 为 候 选 关 键 肢 体，设 为 pi =







射为特征向量。LI Wang［7］和 WANG Jiang［13］都采
用 了 相 对 部 位 特 征。将 躯 干 部 位 ptorso =
xtorso，y torso，θtorso( ) 作为参照点，其他部位 pi 映射为
相对部位特征△pi = ( xi － xtorso，yi － ytorso，θi ) 。这种



















角度空间大小为 0～ 4 × 18 + 2 × 9 × 9，腿部肢体的
角度空间大小为 π ～ 2π ) 分为等长的 M 个区间; 然
后，假设第 fn 帧中，部位 p
-













i 的 独 立 肢 体 特 征 H
Ind
p-i 的 维 度 为
Mp-i ，视频中 p
-








j ( 如右大臂和右小臂都属于右臂) ，他们所对应的
运动类型存在相关性。基于这种思想提出成对肢体
特征，其具体步骤如下: 设每个成对肢体特征 Hpairp-i，p-j
的维度为 M_ n- × Mn- ，若第 fn 中 p
-
i 的运动类型是 tk，n- 而
p
-
j 为 tl，n- ，则在( ( k － 1) × Mn- +l) 维统计。
对非移动类动作( 包括拳击、拍手和挥手) ，使
用每个部位设置 10 个运动类型，并使用成对肢体特
征描述手臂部位。特征向量的维度为 2 × 10 × 10，









作向量的维度是 4 × 18 + 2 × 9 × 9，为 234 维。特征
提取后同一进行归一化处理。
3 实验结果
实验部分采用 KTH action dataset 数据集［20］做
测试。KTH 数据集包含了 600 个灰度视频，其中共
6 类动作: 拳击、拍手、挥手、慢跑、跑步和走路。这
些动作分别由 25 个参与者在 4 种不同的场景( 户
外、户外以及尺度变化、户外以及换其他服装和室
内) 完成。视频空间分辨率为 160 × 120。
选用 70%的视频作为训练集，并采用交叉验证










第 2 层分类器中，分别改变非移动类( 图 4( a) ) 和移
动类运动类型的数目。由于在移动类中选取手臂部
位和腿部部位作为关键肢体，因此分别只改变腿部
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运动类型数目( 图 4 ( b) 点划线) ) 或手臂运动类型































表 1 2 种姿态描述结合 K-Means 聚类与 K-NN 在移动类的
动作的准率
Table 1 Accuracy of pose feature together with K-Means
and K_NN on Moving category: ( a) angle fea-
ture; ( b) relative position feature
姿态描述 慢跑 跑步 走路
相对位置特征 0．77 0．57 0．93









进行对比: SVM 分类器和 Softmax Ｒegression 分类
器，实验结果如图 5 的混淆矩阵所示。其中，SVM
分类器的动作识别的平均准确率达到 94． 9%，而
Softmax Ｒegression 分类器的准确率为 85．4%。
图 5 KTH 数据集上识别效果的混淆矩阵
Fig．5 Confusion matrices generated by two classifiers










表 2 基于姿态的动作识别算法在 KTH 动作数据集的准确率
Table 2 Ｒecognition accuracy on KTH action dataset of
pose-based method /%
方法 拳击 拍手 挥手 慢跑 跑步 走路
Li Wang［7］ 0．76 0．88 0．96 1．0 — —
Sermetcan ［6］ 0．90 0．96 0．94 0．87 0．98 0．84
本文方法 0．97 0．97 0．97 0．97 0．83 1．0
表 3 动作识别算法在 KTH 数据集的平均准确率
Table 3 Ｒecognition accuracy on KTH action dataset
方法 准确率 %
Laptev et al ［23］ 91．8
Bregonizo et al ［24］ 93．2
Liu and Shah ［25］ 94．3
Wu et al． ［26］ 94．5
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