Abstract-Including time-of-flight information in positron emission tomography reconstruction increases the signal-to-noise ratio if the timing information is sufficiently accurate. We estimate timing information by analyzing sampled waveforms, where the sampling frequency and number of samples acquired affect the accuracy of timing estimation. An efficient data-acquisition system acquires the minimum number of samples that contains the most timing information for a desired resolution. We describe a maximum-likelihood (ML) estimation algorithm to assign a time stamp to digital pulses. The method is based on a contracting-grid search algorithm that can be implemented in a field-programmable gate array and in graphics processing units. The Fisher-information (FI) matrix quantifies the amount of timing information that can be extracted from the waveforms. FI analyses on different segments of the waveform allow us to determine the smallest amount of data that we need to acquire in order to obtain a desired timing resolution. We describe the model and the procedure used to simulate waveforms for ML estimation and FI analysis, the ML-estimation algorithm and the timing resolution obtained from experimental data using a LaBr 3 :Ce crystal and two photomultiplier tubes. The results show that for lengthening segments of the pulse, timing resolution approaches a limit. We explored the method as a function of sampling frequency and compared the results to other digital time pickoff methods. This information will be used to build an efficient data-acquisition system with reduced complexity and cost that nonetheless preserves full timing performance.
I. INTRODUCTION

I
N POSITRON emission tomography (PET) imaging, projection data are acquired by measuring pairs of annihilation photons emitted from a radiotracer introduced into the imaging subject. If signal is detected at the same time (within a coincidence time window) in two opposite cameras, an electron-positron annihilation event is assigned to the line of response (LOR) that connects the interaction locations. It is The authors are with the Center for Gamma-Ray Imaging and College of Optical Sciences, University of Arizona, Tucson, AZ 85724 USA (e-mail: mariaruiz@email.arizona.edu; bora.vaibhav@gmail.com; furen@radiology.arizona.edu).
Digital Object Identifier 10.1109/TRPMS. 2017.2765316 possible to include position information along the LOR if the time-of-flight (TOF) difference of the two detected gamma rays is measured. The spatial uncertainty is proportional to the time resolution through the relationship x = c t/2, where c is the speed of light. If x is less than the diameter of the imaging subject, TOF information can be beneficially added to the reconstruction algorithm to improve signal-tonoise ratio (SNR) of the image. In filtered-backprojection, SNR of TOF PET is improved by a factor f = √ D/ x with respect to conventional PET, where D is the subject diameter [1] - [3] . For iterative reconstruction, image quality improvement is not as simple to quantify, but it has been demonstrated that TOF leads to lower background noise, higher contrast and faster convergence [4] - [6] . Benefits of image quality improvement includes reduction in scan time or radiation dose, and improved accuracy and precision of lesion uptake measurements [7] .
We are developing a new generation of modular GammaRay cameras for PET imaging, based on a design used over 20 years at the Center for Gamma-Ray Imaging [8] , [9] . The modular cameras will consist of a scintillation crystal coupled to a light guide and photomultiplier tubes (PMTs) or their solid-state counterpart [silicon photomultipliers (SiPMs)]. The analog signal from each PMT is acquired with a waveformdigitizing architecture and then the information associated with an event is assembled into an event packet.
Common analog timing methods are constant-fraction discrimination (CFD) [10] and leading-edge discrimination (LED) [11] . There has been interest in applying these methods digitally. It has been demonstrated that digital CFD degrades energy and timing performance due to aliasing error if the sampling rate is not sufficiently high (above 1 GS/s for LaBr 3 :Ce crystals) [12] . A coincidence-resolving time (CRT) of 100 ps full width at half maximum (FWHM) has been reported using a digital-time-pickoff method similar to LED, which is implemented by interpolating the waveform data and finding the intersection with a fixed threshold. The experiment was performed with 3 mm × 3 mm × 5 mm LaBr 3 :Ce crystals, SiPMs, and waveforms digitized at 8 GS/s [13] . While these results demonstrate the excellent timing performance of LaBr 3 :Ce crystals, it is impractical to build a large system with these characteristics due to the use of high-frequency electronics and extensive post-processing. Recently, a gamma-ray detector based on digital SiPMs has been studied [14] - [18] . With this photosensor and 3 mm × 3 mm × 5 mm LSO:Ce crystals, a CRT of 121 ps FWHM has been reported [19] . It has been demonstrated that maximum-likelihood (ML) timing estimation can be used favorably as a digital timing method [20] , [21] . ML-estimation algorithms for position and energy can be implemented in field-programmable gate arrays (FPGAs) or in graphics processing units (GPUs) [22] , [23] . The purpose of this paper is to design an ML-timingestimation algorithm that can be implemented in-line in FPGAs, which have pipelining capabilities, or alternatively post acquisition in GPUs, which carry out operations in a parallel fashion. The need for look-up-table storage in FPGAs makes implementation in GPUs more straightforward.
The disadvantage of waveform capture is the large amount of data in event packets. For this reason, we have interest in collecting as few digital samples as possible, while maintaining a temporal resolution suitable for TOF PET. We analyze the estimation problem using a Fisher-information (FI)-matrix approach [24] , which quantifies the amount of timing information that can be extracted from segments of a sampled waveform with different numbers of digital samples.
Other groups have implemented the FI analysis for temporal distribution [25] - [28] . Their approaches imply systems that detect and timestamp individual scintillation photons, while our system acquires waveform pulses. Our analysis is different in that the likelihood model represents the amplitude distribution of waveform samples instead of the photon timestamp distribution.
Here, we describe the ML algorithm for timing estimation of scintillation pulses, the FI analysis used to quantify the timing information that can be extracted from the waveforms, and experimental results from a LaBr 3 :Ce crystal that show the minimum amount of data needed to extract the most timing information using the ML algorithm at various sampling rates. We compare the coincidence resolving times achievable with ML estimation versus digital CFD and LED.
II. METHODS
A. Maximum-Likelihood-Estimation Algorithm
The waveform data is represented as a random vector g of amplitude samples conditioned on the vector parameter θ = (A o , t o ), where A o is the pulse amplitude which is assumed to be proportional to the energy of the gamma-ray, and t o is the interaction time. The likelihood function is pr(g|θ). ML estimation is implemented by finding the parametersÂ o and t o that maximize the likelihood, or equivalently, the logarithm of the likelihood [29] θ ML = argmax θ ln pr(g|θ ).
(
The elements of g follow Gaussian statistics due to the contribution of many photoelectrons to each sample, as stated by the central limit theorem, and the addition of electronic noise. Thus, we propose the following model for the likelihood:
where the constant C contains terms dependent on the number of samples and the determinant of the covariance matrix,ḡ(θ) is the mean signal, and K(θ ) is the covariance matrix given by [30] 
The bracket indicates an average over many pulses corresponding to the same θ . The vector parameter θ that maximizes (2) does not change if we choose to minimize it with the opposite sign
where
Estimation of amplitude and timing of a pulse must be performed jointly. The reason for this is that if an event suffers a time shift less than the sampling period, the amplitude value of each sample will change, and the amplitude of the sampled pulse will be different. Thus, we use a 2-D-version of the contracting-grid algorithm that has been successfully used for position estimation in modular gamma-ray cameras [22] .
The first iteration of the algorithm computes λ(θ) for 16 mean pulses corresponding to combinations of four interaction times and four amplitudes in an equally spaced rectangular grid. Throughout the iterations, the grid is reduced by a factor of two in each dimension, and the new grid is centered at theθ ML location found at the previous iteration. The process is repeated a fixed number of times, until the estimates are obtained at a desired precision. The contracting-grid algorithm is illustrated in Fig. 1 .
B. Simulation of Scintillation Pulses
In order to calculate (4), mean signals and covariance matrices are required for known pulse amplitudes and event times. The parameters used to simulate those pulses are calibrated by analyzing experimental photomultiplier waveforms. Pulse-topulse variations originate in the randomness in the underlying point process that describes the arrival of scintillation photons and conversion to primary photoelectrons.
The current waveform i(t) from one gamma-ray interaction is simulated as the convolution of a point process p(t) and the single-electron response (SER) of the PMT [30] The PMT SER is modeled using a Gaussian function of the form
where the variance σ 2 determines the width of the SER. The point process p(t) is defined as
where N is the number of photoelectrons, and t n is the time of occurrence of the nth photoelectron (Fig. 2) . In order to find t n , we describe the probability Pr(1 photon in t i ) of detecting a scintillation photon in a short time interval of duration t i = t i −t i−1 using the model for the emission of scintillation photons that has been described for a LaBr 3 :Ce crystal [31] Pr(1 photon in
where τ d and τ r are the crystal decay and rise constants, respectively. We determine t n with an acceptance-rejection method, which consists in assigning a uniformly distributed random number and a number from the distribution that corresponds to (8) to every t i . If the random number is less than the number obtained from (8), a photoelectron event is assigned to t i , and the value of t i is assigned to t n in (7). The current pulse i(t) is then multiplied by a gain G, characteristic of the readout electronics. Lastly, independent Gaussian electronic noise with standard deviation σ n = 0.03 V is added, as determined from computing the standard deviation of the experimental data in a segment where there is no signal. The result is the random vector g s with elements given by g sm = G × i(t m ) + n σ n , an example of which is shown in Fig. 3 . This model allows us to calculateḡ(θ ) and K(θ ) from many realizations of simulated data [24] . In this simulation, the elements of θ = (A o , t o ) are the maximum value of the mean pulse and the time of occurrence of the first photoelectron of the point process. Using these precomputed data,θ ML can be estimated for an experimental test pulse g.
The variables that we need for the precomputation of the mean pulses are the two fast decay-time constants τ d 1 and τ d 2 , one slow decay-time constant τ d 3 , two rise-time constants τ r 1 and τ r 2 , the SER FWHM, the Gaussian-electronic-noise standard deviation σ n , a gain G, and the event time. Intensities A k and B k were taken from [31] . A least-squares fit using 2-D-and 3-D-versions of the contracting-grid algorithm was used to estimate these parameters using simulated pulses g s fitted to averaged experimental pulses downsampled to 5 GS/s (Fig. 4) . The experimental pulses were obtained as explained in Section III. The results of this procedure were used to compute (4). The measured values for rise and decay time constants are shown in Table I and compared to literature values [31] , [32] . The observed rise and decay times of the waveform are not parameters intrinsic from the crystals, since we let them vary freely in order to compensate other variations of the experiment, e.g., SER, to improve fitting. The rise-time and decay-time constants we compute are not proposed to have a physical interpretation, such as describing exciton properties, but are the parameters needed to accurately describe the observed pulse shape.
C. Fisher-Information Analysis
In order to quantify the information conveyed by segments of the pulse, we performed an FI analysis. The FI matrix can be used to quantify the amount of timing information that an unbiased estimator, such as the ML estimator, can at best extract from the waveforms. The components of the FI matrix are given by [30] 
where the derivative of the log-likelihood is calculated by taking the derivative of (2) ∂ ∂θ ln pr(g|θ) = − 1 2
The components of the FI matrix can be interpreted as an indication of the degree of curvature of the average loglikelihood [30] , which relates how accurately the maximum of the curve can be determined.
The ML estimator is asymptotically unbiased and its variance may achieve the Cramér-Rao lower bound (CRLB), which is given by the diagonal components of the inverse of the FI matrix [30] 
The CRLB sets the lower bound on the variance of an unbiased estimator. We use the CRLB as a figure of merit on how much timing information can be extracted from the data using the ML estimator under ideal circumstances.
III. EXPERIMENTAL SETUP
In order to obtain absolute timing resolution, (different from coincidence timing resolution) we acquired two simultaneous observations of the same gamma-ray event, as shown in Fig. 5 . The scintillation pulses were obtained using a single 1 mm × 10 mm × 10 mm LaBr 3 :Ce(5%) crystal coupled to two Hamamatsu R9880U-210 PMTs which had their protective plastic covers removed. A thin crystal was used to eliminate variations in the position of interaction along the y-axis. The source was Cs-137, and the radiation was collimated in order to reduce variations in the position of interaction along the x-and-z axes. The signals were recorded using a two-channel Tektronix DPO72004B oscilloscope. An imperfect impedance match between PMTs and the oscilloscope causes a weak reflected signal that creates minor oscillations in the mean experimental pulse, as can be seen in Fig. 4 . The data were acquired at 50 GS/s, and later down sampled to 5 GS/s to simulate the waveform-digitizing rates we are planning to use in the data-acquisition system during calibration measurements, i.e., to determine the mean pulse parameters in Table I . For the coincidence timing-resolution analysis, the data were down sampled to 250, 500, 1000, and 2000 MS/s.
IV. RESULTS
A. Cramér-Rao Lower Bound
We computed the CRLB on the timing estimation for the first N samples of simulated waveforms, where N goes from the first sample to the last sample (cutoff point). The results show that the CRLB approaches a limit as the waveform segment lengthens. It can be seen in Fig. 6 that all of the timing information can be extracted using just the first ten samples of the waveform for a LaBr 3 :Ce(5%) crystal and a sampling rate of 500 MS/s, the rate chosen as the minimum Fig. 5 . Two views of the same scintillation event were observed using a single LaBr 3 :Ce(5%) crystal and two PMTs. The crystal was thin and the source was collimated in order to reduce variance in position. The signals were acquired with a 50 GS/s oscilloscope and later down sampled. Fig. 6 . CRLB was computed for 32 segments of simulated scintillation pulses, from sample 1 to sample N (cutoff point). The plot shows that a limit in the detector timing resolution is achieved using the first ten samples of the pulses past the rising edge, and using more samples does not improve timing resolution. Typical 500 MS/s sampling of one experimental pulse from a LaBr 3 :Ce(5%) crystal. This is the minimum sampling rate at which there is at least one sample on the rising edge.
that ensures at least one sample on the rising edge. For two identical detectors, this CRLB leads to a coincidence timing resolution FWHM of ∼ √ 2 × 100 ps ≈ 140 ps. In this case, acquiring more than ten samples past the rising edge does not significantly improve timing resolution.
B. Maximum-Likelihood Timing Estimation of Experimental Scintillation Pulses
Event times were estimated for the scintillation pulses obtained experimentally. A typical sampled experimental pulse is shown in Fig. 7 . The square root of the variance of the time difference between pairs of pulses in the two channels was multiplied by the factor 2.355 to estimate the coincidence timing resolution FWHM. Similar to the CRLB analysis, we implemented the ML-estimation algorithm for different lengths of the scintillation pulses by varying the cutoff sample, at 250, 500, 1000, and 2000 MS/s.
In order to compare ML-estimation results with common timing methods, digital CFD and LED timing estimates were computed by linearly interpolating between data samples, and subsequently finding the intersection with a constant-fraction threshold and a fixed threshold, respectively. It can be seen in Fig. 8 that the ML estimation outperforms CFD and LED as long as the sampling rate is high enough to ensure at least one sample on the rising edge of each pulse, but that the advantage disappears in the limit of very fast sampling (>2 GS/s).
The experimental coincidence timing resolution achieved with ML-estimation was 1853.5 ± 45.2, 400.4 ± 10.8, 230.6 ± 2.3, and 255.4 ± 4.5 ps FWHM for 250, 500, 1000, and 2000 MS/s, respectively, (Fig. 8) . The results in Fig. 9 confirm that for lengthening segments of the pulse, the coincidence time resolution approaches a limit. This only happens when there is at least one sample at the rising edge of every pulse. This is not the case for the 250 MS/s rate with the rapid rise times characteristic of LaBr 3 :Ce.
Imperfect mean-pulse calibration limits performance in the ML-estimation method, and is the most likely source of difference between the lower bound calculated from simulation and the experimental results.
Other pulse shapes and sampling rates will have a different cutoff point. For crystals with higher aspect ratio, an additional modeling term that describes distributions of optical path length is needed. In our pulse simulation model, this additional term can be convolved with the SER function.
V. CONCLUSION
An FI analysis was implemented to quantify the timing information carried in sampled scintillation pulses from 662 keV photons interacting in a 1 mm × 10 mm × 10 mm LaBr 3 :Ce(5%) crystal. The motivation is to acquire just the exact amount of data that will achieve a desired timing Fig. 9 . Timing resolution for different cutoff times was computed using the ML estimator for data sampled at 500 and 1000 MS/s. Time resolution approaches a limit for lengthening segments of the pulse when we ensure that there is at least one sample at the rising edge. Corresponding pulse segment can be visualized in Fig. 7. resolution, reducing the complexity of the data-acquisition system.
We found that the CRLB approaches a limit when the length of the segment analyzed increases. Thus, the desired resolution can be achieved with a subset of the full waveform.
We corroborated the analysis using experimental scintillation pulses, in which we found that the coincidence timing resolution obtained with the ML-estimation algorithm indeed approached a limit when the number of samples was increased beyond the cutoff, where the CRLB achieves its lower value. We found that with LaBr 3 :Ce(5%) read out at 500 MS/s and 1 GS/s, rates at which there are at least one sample on the rising edge, the ML-estimation method yields timing resolution a factor of 5 better than the A/D sampling period, and performs better than digital CFD and digital LED detection. This advantage disappeared at sampling rates higher than 2 GS/s, which we attribute to increasing sensitivity to any imprecision in the high-frequency components of the pulse model needed for ML estimation.
Efforts from other groups toward achieving sub-100 ps resolution are important to set a benchmark for future generations of TOF PET systems [33] - [36] . However, the characteristics at which the experiments were performed (high-frequency electronics, extensive post processing, and photodetectors in development) are impractical to reproduce in a low-cost and low-complexity system with current technology, in contrast with the motivations and methods presented in this paper.
The results obtained in this paper can be used to build an efficient data-acquisition system for PET imaging, that will minimize the amount of waveform data that must be acquired and stored while achieving a timing resolution suitable for TOF PET.
