This paper proposes a method for hiding an important image in a cover image whose size is limited. In this method, in order to save space, a modified search-order coding (MSOC) technique first transforms the important image, then, a randomization procedure permutes the transformed image to further increase the security. Finally, a modulus function embeds the permuted code in a cover image; notably, in the modules function, the modulus base used for a pixel is determined according to the variance of its neighboring pixels. Experimental results show that the images are of high quality. Comparisons with reported methods are provided.
Introduction
With the rapid development of the Internet and WWW technologies, digital media, such as text, image, audio and video are transmitted via a network. Since Internet is public, the transmitted material is exposed. As a result, how to protect important or private message during a transmission becomes an interesting and important research issue. One of the possible solutions for protecting important data against illegal access is using encryption techniques. 4 An encryption scheme encodes an important image in such a way that it is nearly impossible for any person who does not possess the secret key to decode the cipher-image. The cipher-image might appear noisy, and so assure the content of the important image is not readable before decoding. However, looking noisy might thus attract the attention of attackers during the transmission activity; and hence increases the risk of facing attacks. Steganography is an art of concealed communication which aims to send the important image silently under the cover of some carrier signals, 10 and thus compensates the aforementioned drawback of encryption technique. Unlike encryption techniques which make the content of the important image unreadable, steganography tries to cheat the hackers by concealing the existence of the content. (After hiding the important image in a cover image, they become a so-called stego-image, which still looks like the cover image, although the important image can be extracted from the stego-image.) Usually, if encryption is combined with a steganography scheme, the protection becomes more powerful.
In the literature, many image steganography methods have been proposed. A very simple approach is the least-significant-bits (LSB) substitution scheme.
1,14
This kind of method replaces directly certain bits of the cover image's pixels with the pixels' bits of the important image; and a random permutation process to the important data is often conducted to enhance the security level of the method.
11
In 2001, Wang et al.
14 used a genetic algorithm to approximate a theoreticallyoptimal solution of the simple LSB substitution method; however, due to the nature of genetic algorithms, the computation time is quite huge. 
14
To explore more steganography techniques, other studies based on vector quantization (VQ) have also been introduced. 3, 6 In Ref. 3, Chung et al. proposed to hide an image using singular value decomposition (SVD) and VQ techniques. By using partial SVD procedure on both the important image and cover image, they hid some quantized singular values of a diagonal matrix corresponding to the important image in the less significant SVD components of the cover image. They can hide an important image whose size is as large as that of the cover image, but the degradation of the extracted important image is not very small. In Ref. 6 , before the embedding process, Hu and Lin first encoded the important image according to a given codebook. Then, the obtained indices and related parameters are encrypted by a cipher scheme such as the Data Encryption Standard (DES). 4 Finally, the encrypted data is embedded in the cover image using the LSB substitution. The hiding capacity of their scheme can be large, and the scheme can even embed multiple important images by using a codebook of smaller size and increasing the number of LSBs used in each pixel of the cover image. However, the quality of the extracted important images usually degraded. To reveal the important image without any loss, Wu and Tsai 15 utilized the difference among two adjacent pixels in the cover image to hide the important data. However, the hiding capacities of their so-called PVD steganographic scheme depend on the nature of the cover image (smooth or noisy), and are usually smaller comparing with the aforementioned VQ-based method. In order to improve the hiding capacity, Wu et al. 16 utilized the simple LSB substitution method in smooth area of the cover image, and still used the PVD method 15 in edge area. Compared with the PVD method, 15 this mixed version 16 obtains not only larger hiding capacity, but also better stego-image quality.
In this paper, a steganographic method based on the modified search-order coding (MSOC) and a variance-based modulus function is proposed. The MSOC scheme utilizes the feature of high correlation among adjacency pixels (i.e. many neighboring pixels are with similar gray-values) to encode the important image. An adjustable threshold T is used in the MSOC; and this T directly controls the quality of the extracted image. Finally, to embed the MSOC output code in a cover image, at each pixel of the cover image, its {Northwest, North, West} threeneighbor variance is evaluated to estimate the hiding capacity of the pixel, and the MSOC output code is embedded in the cover image using two sets of modulus function. Notably, in order to have the ability of extracting the important image in the future, the evaluation of the aforementioned variance uses the stego-pixel-values (rather than the original cover-pixel-values) of the three neighbors. This is because the {Northwest, North, West} three-neighboring-pixels are already modified to hide data in them, and we do not keep the cover image after embedding; therefore, in the future decoding-phase, the evaluation of the variance can only use stego-image neighbors, not the original cover-image neighbors.
The rest of the paper is organized as follows. Section 2 takes a brief review of the SOC and the modulus embedding function. The details of the proposed method are described in Sec. 3. Experimental results are shown in Sec. 4. The discussions are in Sec. 5, and the summary is in Sec. 6.
Related Works
In this section, the related works are briefly reviewed to provide some necessary background knowledge. To begin with, the search-order coding (SOC) 5 is briefly reviewed in Sec. 2.1. Then, the embedding methods using modulus function 12,13 are briefly discussed in Sec. 2.2.
Review of the search-order coding (SOC) tool
Vector quantization (VQ) is a simple technique to compress images. According to a given codebook, an index file is generated as the compression result for each given image. To reduce the size of the index file further, Hsieh and Tsai 5 proposed the use of the search-order coding (SOC). The SOC algorithm in Ref. 5 encodes traditional VQ indices with fewer bits by utilizing the fact that there exists high correlation among adjacent indices, i.e. there exist many blocks whose VQ indices also appear in their neighborhood blocks. Recall that in traditional VQ, each block of the given image is represented by an index. So, the whole image is represented by an index file in which the number of indices (counting repetition) equals the number of blocks. The SOC algorithm encodes the index file of an image in an index by index manner (or equivalently, block by block). All of the indices that appear in a predefined search path, which just cover a small area of the neighborhood blocks, are called search points (SP), and the nonsearch points are just those indices whose block location are beyond the range covered by the predefined search path. To encode the current not-yet-processed index, people begin a search along a predefined path. The search is in order to find whether a nearby block also has the same VQ index used by the current block. If a match is found in nearby area, then the original index value (OIV) of the current block is replaced by a search-order code (SOC) that indicates the position of the matched block in the search path; the SOC uses fewer bits than the OIV. On the other hand, if no match can be found in nearby area, then Ref. 5 still uses the OIV of the current block. In general, a SOC is defined as an order in which the indices of the already-processed neighborhood blocks are compared with the index of the current block. Of course, to let the decoder distinguish between the SOC and OIV, an extra indicator bit (the flag) is added in front of the resulting compression code for each index. An example of the SOC is shown in Fig. 1 . The current block is at location (3, 3) , and the index value for the current block is 76. A predefined search path is shown with arrows. In this example, assume the starting search point is the neighboring block (3, 2) , and a search-order code of N = 2 bits is used, where N is the number of bits used to record the order of the matched position in the SOC searching. 
Then, evaluate the modified difference value d ij by the rule
Then, replace the old pixel value y ij by the new valuê
Of course, a boundary checking procedure is needed to ensure that the gray valueŷ ij falls in a valid range between V b and V t . Do the following adjustment if necessary:
Note that in this method in Ref. 13 
The Proposed Method
In this section, we introduce our image hiding method. The flowchart of the proposed method is depicted in Fig. 2 . First, the MSOC is used to encode the important image, and the output code is then permuted using a pseudo-random method. Finally, the randomized code is embedded in the cover image by using the modulus embedding function. Therefore, there are three major parts in our scheme: (a) the MSOC scheme, (b) the pseudo-random permutation process, and (c) the modulus embedding process. The details of these three parts are described in Secs. 3.1-3.3, respectively. The extraction procedure to unveil the embedded important image from stego-image is presented in Sec. 3.4.
The modified search-order coding (MSOC)
Instead of processing the vector-quantization (VQ) indices of an image as the traditional SOC scheme 5 did, our MSOC scheme processes the pixel data directly. Also, due to the fact that adjacent pixels of an image often have similar gray values, we modify the match condition used in traditional SOC method, 5 and use a predetermined threshold T to encode the important image. The purpose of these modifications is that, when a set of numbers is compressed, the MSOC can yield more compact codes than SOC does, and hence produce a better-quality stegoimage in the embedding stage later. The notation and details of MSOC are stated below:
Notation N : The length of the code for MSOC position, i.e. the number of bits used to record a matched position in the searching path. T : A threshold indicating the tolerance level in the MSOC matching equations (5) and (6) (Set T = 1 will make the extracted important image free of error.) SP : The pixels that appear in the predefined search path. P c : The currently-processed pixel (of the important image). S c : The set of candidate SPs for P c [see Eq. (5)], in which the gray values of all candidates must not differ too much from the gray value of P c . V cut : The threshold to decide which modulus base is to be used in the embedding phase (Sec. 3.3).
The MSOC Encoding Algorithm
Input: The important image, and two positive integers N and T . (Set T to 1 if the extracted important image is required to be error-free.)
Output:
The MSOC code of the important image.
Step 1: According to raster scan order, take the next not-yet-processed "pixel" P c from the important image. Note that P c is a pixel in MSOC algorithm, rather than a block.
Step 2: Without the loss of generality, assume that the left adjacent pixel of P c is the starting search point. Generate 2 N SPs from a predefined search path.
Note that a pixel whose value equals to a value that has already appeared in some previous SPs (of P c ) of the current search path shall be skipped, and no SP value will be assigned to a skipped pixel. From the set of SPs, we will be only interested in the SPs whose values are similar to the value of P c (up to a threshold T ), i.e.
Step 3: If S c is not empty, then the original pixel value of P c is replaced by MSOC(P c ), which is defined as the element in S c whose value is most similar to the value of P c , i.e.
MSOC(P
where the arg(·) operator returns the position-code (a N -bits binary string since the predefined search path in Step 2 has 2 N SPs) of the point SP * j in S c satisfying |value(SP * j ) − value(P c )| = min SPj ∈Sc {|value(SP j ) − value(P c )|}. However, if S c is empty, then the original pixel value (OPV) of P c is used as the output. As in traditional SOC scheme, we also add an extra indication bit (the flag) in order to distinguish between an MSOC and an OPV.
Step 4: Repeat Steps 1 to 3 until all pixels of the important image is processed.
Below we use Fig. 1 again to explain MSOC. Note that every cell in Fig. 1 should now be explained as a pixel, rather than an image block or a VQ-index. Assume the threshold T is set to 2, and the value of the pixel (1, 1) is 77. Let P c = (3, 3) be the current pixel. By Step 2 of the MSOC algorithm mentioned above, the gray values in the candidate set S c of pixel (3, 3) is {75 (00), 76 (10)}. Since the value 76 is the closest (in fact, identical) to the value of the current pixel (3, 3) , the value of (3, 3) will be encoded using the code "(010) 2 " by Step 3 above. The underlined bit 0 is the indicator bit, and the following two bits "10" indicate the pixel value can be found using a previous pixel at position (10) 2 in the search-path.
In the other example, assume that the values of the pixels (2, 2), (3, 1), and (3, 2) are all 78 rather than 75, and the value of the pixel (2, 1) is 79 rather than 76. Then, since none of the values {78, 79, 74} is so close to value(P c ) = 76 that the difference is less than the threshold T = 2; Step 2 of the MSOC algorithm implies that the candidate set S c of the pixel (3, 3) is an empty set. In other words, no tolerable match of the pixel (3, 3) can be found. Therefore, the pixel (3, 3) is encoded as "(101001100) 2 " where 1 is the flag bit, and (01001100) 2 = (76) 10 is the original pixel value (OPV) of the pixel (3, 3).
The pseudo-random permutation of location
Before embedding the produced MSOC code in cover image, to increase the level of security, we will permute the MSOC code by using a pseudo-random process. Reference 4 had adopted a mono-alphabetic substitution cipher algorithm 11 to randomize their important image before doing their LSB-related embedding process. However, we do not intend to use the mono-alphabetic substitution cipher algorithm in the current approach, for the reason stated below. Figure 3(b) shows the result of applying the mono-alphabetic substitution cipher algorithm to the image shown in Fig. 3(a) , and it is obvious that there are still some regular patterns in Fig. 3(b) . In other words, the result is not quite random. Therefore, we design here another pseudo-random permutation method based on the Mersenne Twister (MT) pseudo-random number generator.
9
Assume that the output code of the MSOC is treated as a binary string, and the bit locations in the binary string are numbered sequentially from 0 to S-1, where S is the size of the binary string. Our pseudo-random permutation is to transform each bit location i of the binary string to a new location f (i).
The pseudo-random permutation algorithm
Input: A binary stream which is the MSOC output code of an important image.
Parameter settings: Randomly choose a 32-bit integer greater than 0. This is the so-called "seed" for the MT pseudo-random number generator. With this seed, a series of pseudo-random real numbers R j (j = 0, 1, 2, K, 2 19937 − 1), which are uniformly distributed on [0, 1]-interval, can be generated by the Mersenne Twister (MT) pseudo-random number generator. Output: The randomized form of the MSOC output code.
Step 0: Initially, set i = −1.
Step 1: Increase i by 1. The ith bit of the MSOC binary string will be permuted to a new location f (i), as computed by Steps 2-4 below.
Step 2: Get next not-yet-taken fraction-number R j from the MT series.
Step 3: The new location f (i) is computed by
where the int(·) operator means getting the integer part of a real number.
Step 4: If the new location f (i) is a repetition, return to
Step 2 to get the next R j .
Step 5: Repeat Steps 1 to 4 until the entire binary strings are processed (i = S−1).
By the above pseudo-random permutation algorithm, the output code of the MSOC procedure mentioned in Sec. 3.1 is permuted into a pseudo-random code to enhance the security property of our scheme. The seed used in the MT algorithm can be regarded as a secret key; and only the authorized extractor who owns the same secret key can obtain the same sequence of pseudo-random real numbers to recovery the MSOC code in the decoding phase.
Of course, the above pseudo-random permutation algorithm can also be used to permute pixels of any image. Just replace the term "bit location" by "pixel location", and treat the whole input image as a sequence of S pixels. When we use this "pixel" version to randomize the Pepper image in Fig. 3(a) , the result is in Fig. 3(c) . Compare Figs. 3(b) and 3(c), it is quite clear that our pseudo-random permutation algorithm has better randomness. In this example, the seed of the MT algorithm is set to 4357, and S = 512 × 512 = 262,144, because Fig. 3 Here, the mono-alphabetic substitution cipher algorithm 11 (b) is used and (c) using our process described in Sec. 3.2.
The modulus embedding phase on partitioned pixels
After the aforementioned pseudo-random permutation phase, the randomized code, which is a binary string, is ready to be embedded in a cover image. To obtain high hiding-capacity and yet still keep good image quality of the stego-image, we need to estimate the hiding capacity pixel-by-pixel in the cover image. We will use a phenomenon found in human visual system (HVS), namely, hiding more data in the area where the gray values change much. As defined in Sec. 2.2, the symbol y ij denotes the gray value of the pixel at position (i, j) in the cover image. Apparently, 0 ≤ y ij ≤ 255, and the cover image is {y ij : 0 ≤ i ≤ h − 1, and 0 ≤ j ≤ w − 1} if the size of the cover image is h-by-w. Analogously, letŷ ij denote the gray value of the pixel at position (i, j) in the stego-image. Then, for each position (i, j), to create pixel (i, j) of the stego-image, the variance var ij is defined according to the values of the three already-obtained adjacent "stego" pixels (i, j − 1), (i − 1, j − 1), and (i − 1, j), with lead pixel (i, j) when the image is transformed from cover to stego. Without the loss of generality, we may just define
whereȳ denotes the mean ofŷ ij−1 ,ŷ i−1j−1 , andŷ i−1j . Note that, for simplicity, the var ij value of the pixels which are either in the first row or in the first column of the cover image are set to infinity. After calculating the var ij of each pixel in the cover image, the pixels of the cover image are classified into two groups: one is the edge group G E which contains those pixels whose var ij values are larger than a predetermined threshold V cut , and the other group is the smooth group G S which contains pixels whose var ij values are not more than V cut . Apparently, according to Human Visual System, we can hide more bits in the pixels in edge group than in the smooth group. Therefore, a modulus function with a large modulus base M E will be applied to embed data in G E , and another modulus function with a small modulus base M S is utilized to embed data in G S . The embedding procedure using variance-based modulus function is as follows. According to the raster scan-order, we sequentially take a pixel (i, j) from the cover image, and call its pixel value y ij (0 ≤ y ij ≤ 255). Then, if the var ij value of this pixel is greater than V cut , we set the modulus base M O to M E ; else set M O to M S . Now, sequentially grab next log 2 M o not-yet-embedded bits from the randomized code to form a short length data x (0 ≤ x < M O ). Then we embed x in pixel (i, j) by replacing its gray value from y ij to the resulting pixel valueŷ ij . The embedding equation isŷ
where the rounding(·) operator means rounding its content to the nearest integer. Of course, we need to check whetherŷ ij falls in the valid range 0 ≤ŷ ij ≤ 255. If it is out of the range, thenŷ ij should be adjusted bŷ
By sequentially processing each pixel (i, j) of the cover image using the above proposed embedding procedure introduced here, the randomized code produced from Sec. 3.2 can be embedded in the pixels of the cover image.
Notably, in the above, about whether M E or M S should be used, the decision rule is according to the variance rather than the pixel value itself. Below we explain why. Figure 4 is the stego-image obtained when our embedding process is replaced by the embedding method introduced in Ref. 13 , which are quite similar to ours, except that they used pixel value directly (rather than using variance) in the decision rule. To obtain Fig. 4(a) , the 256 × 512 important image "Jet" shown in Fig. 6 (a) is embedded in Fig. 5(a) . The threshold V (see Sec. 2.2) is set to 160, and two modulus bases are set to M U = 32 and M L = 16, the same as suggested in Ref. 13 . In other words, when the gray value of a cover image pixel is larger than 160, five bits of the hidden data are embedded in this pixel. On the other hand, when the gray value is not more than 160, then only four bits of the hidden data are embedded in this pixel. Obviously, there are some pockmarks on the shoulder and face of Lena in Fig. 4 . Artificial distortion appears on the shoulder and forehead of Lena where pixel values vary smoothly and yet the gray values are often larger than 160. Hence, the pixel value might not be a suitable criterion to estimate the hiding capacity of a pixel in the cover image.
The extraction procedure for the decoding
The extraction steps for revealing the important image are as follows. This is achieved by sequentially processing each pixel of the stego-image, with the raster scan order, and the extraction equation
to obtain the hidden data x from pixel (i, j). Of course, convert each x (0 ≤ x < M O ) to its binary equivalent before processing the next pixel of the stego-image. (c) Obtain the same series of pseudo-random fraction numbers, which are used in the pseudo-random permutation phase (Sec. 3.2), by running the MT pseudorandom number generator 9 with the same seed. Then, do inverse permutation to obtain the nonrandomized MSOC code stream. 
Experimental Results
All images in the experiments are eight-bit gray-scaled. In each experiment, one of the important images is embedded in the cover image. As suggested in Ref. 5 , we set N = 2, i.e. we also use two-bit string to record each MSOC position. As for the value of our threshold V cut and the values of the two modulus bases M E and M S , they are all dynamic according to the total size of MSOC code. (Notably, the total size of MSOC code is affected by the threshold value T in turn.)
In the MSOC encoding algorithm, set T to 1 if the extracted important image is required to be error-free. On the other hand, use a larger value of T if the cover image is not much bigger than the important image; for example, when both images are of 512 × 512.
In the first experiment we hide an important image in a cover image of the same size. Figure 5 shows an example of the hiding result in this experiment, where Fig. 5(a) is the cover image "Lena" of size 512 × 512, and parameters, and the PSNR values of the stego-images and the extracted versions of the important image, are summarized in Table 1 . From Table 1 , we can see that the qualities of the stego-images are acceptable (the PSNRs between the stego-images and the original cover image are all greater than 36.0 dB). It is also hard to distinguish between Fig. 5(b) and those in Figs. 5(e) and 5(f) using naked eyes, and the PSNRs between the extracted lossy versions and the original version of the important image are all greater than 37.0 dB. Note that the extraction is lossy because we try to embed a 512 × 512 image in another 512 × 512 image of the same size, which is just impossible for us to set T = 1.
In the second experiment we hide an important image whose size is half of the cover image. Figure 6 shows some examples of the hiding result in this experiment. The settings of the experimental parameters, and the PSNRs of the stego-images and the extracted important images, are listed in Table 2 . From the PSNRs in Table 2 , we can see that the qualities of the stego-images are good, for the PSNRs between the stego-images and the original cover image are all between 40.0 dB and 46.8 dB. The qualities of the extracted important images are also high, for the PSNRs between the extracted important images and the original important image are between lossless (∞) and 44.4 dB. Notably, the recovered important image is error-free when we use the most strict value T = 1. As a remark, when T = 3, the M E and M S computed by Step (3) of Sec 5.1 are (M E = 8, M S = 4) for image Jet, different from the (M E = 4, M S = 2) for image Tiffany; this should be of no surprise because the total number of bits in the produced MSOC codes are different for these two images.
To know the performance of our scheme, the PSNRs of the stego-image obtained in our scheme are compared in Table 3 with those elegant methods reported in literature. Note that in Ref. 6 , the important image is first compressed using the VQ technique, and then the VQ indices and the encoded codebook are embedded in a cover image by the LSB substitution method. Therefore, in the comparison with Ref. 6 , we also use the VQ technique to compress the important image before hiding, and then encode the VQ index file using the MSOC algorithm with the threshold T = 1 before using the pseudo-random permutation or the modulus embedding procedure. Of course, both the MSOC output code and the encoded codebook are randomized and embedded in the cover image. In Table 3 , the symbol α means that the experiment used this special VQ approach. Table 3 the experimental data copied from Refs. 3 and 6 when the important image is 512 × 512. In order to make a fair comparison, we show the results of our two versions in Table 3 . One version is without MSOC compression, the other version is with MSOC compression. The MSOC version has a PSNR much better than the PSNRs of all other listed methods; and this should be of no surprise because MSOC reduces the size of the important image. Below we focus on the without-MSOC version.
Since Ref. 1 outperformed the remaining reported methods listed in Table 3 , we compare our without-MSOC version with Ref. 1, as follows. When the bpp (bits per pixel, here interpreted as the number of bits in the important image over the number of pixels in the cover image) is an integer, then the PSNR of the stego-image in our without-MSOC version is less than, but very close to, that of Ref. 1 . The phenomenon can be seen in Table 3 . For instance, when we embed the 256 × 256 Tiffany (or 256×512 Tiffany) in a 512×512 Lena, the bpp 256×256×8/512×512 = 2 (or 256 × 512 × 8/512 × 512 = 4) is an integer; then the stego-image's PSNR is 46.33 dB (or 34.74 dB) in our method, and 46.37 dB (or 34.84 dB) in Ref. However, when the bpp is not an integer, then our stego-image's PSNR (the without-MSOC version) is higher than that of Ref. 1 . To show this, we embed the important image Jet of various sizes into the 512 × 512 cover image Lena [ Fig. 5(a) ], without using MSOC. The experimental results are shown in Fig. 7(a) . One such example is to embed a 320 × 320 Jet into the 512× 512 Lena, which means the bpp is 320 × 320 × 8/(512 × 512) = 3.125; and it is found that our 39.32 dB stego-image is better than the 35.90 dB stego-image of Ref. 1 . Figure 7 (b) is the ("*" means "quoted from the reported papers", and "α" means "the input of the MSOC is the VQ index file of the important image, rather than the important image itself") average of 30 tests (30 tests for each bpp value), in which each test uses one the 30 important images {Lena, Jet, Tiffany, Baboon, Barbara, Boat, Bridge, Couple, Elaine, Family, Gold, House, Milk, Painting, Pepper, Scene, Tank, Toys, Woman, Zelda, Girl, Cameraman, Beach, Car, Iran, Logo, Map, Mickey, Satellite image, X-ray image} of a specified size. In general, as shown in Fig. 7 , if the bpp is not an integer, then our stego-images' PSNR are better than the stego-images' PSNR of Ref.
1. This is because Ref. 1 was originally designed to use t-bits LSB in a finer manner, and their t were integers; as a result, when the number of bits in the important image was, for example, 3.125 times larger than the number of pixels in the cover image, then they could not use t = 3 bits LSB; instead, they needed to use t = 4. Therefore, their distortion curve has a sudden jump (while our PSNR curve has no such jump).
In conclusion, as shown in Fig. 7 , when the number of "bits" in the important image is an integer multiple of the number of "pixels" in the cover image, i.e. when the bpp is an integer, then use Ref. 1, for their PSNR is better than ours (they lead us by an amount between 0.04 dB and 0.1 dB in Table 3 ). However, when the bpp is not an integer, then use ours.
As Table 3 In summary, to hide Jet's MSOC code, according to Table 3 , we obtained 47.76 dB stego-image Lena when the (net) hiding rate is 1.58 bits per pixel; and obtained 39.80 dB stego-image Lena when the (net) hiding rate is 3.08 bits per pixel. Analogously, to hide the source data of image Jet directly without using compression, we obtained 46.33 dB stego-image Lena when the hiding rate is 256 × 256 × 8/(512 × 512) = 2 bits per pixel; and obtained 34.76 dB stego-image Lena when the hiding rate is 256 × 512 × 8/(512 × 512) = 4 bits per pixel.
To ensure that the proposed method can work well for most of the images, we test 30 important images {Lena, Jet, Tiffany, Baboon, Barbara, Boat, Bridge, Couple, Elaine, Family, Gold, House, Milk, Painting, Pepper, Scene, Tank, Toys, Woman, Zelda, Girl, Cameraman, Beach, Car, Iran, Logo, Map, Mickey, Satellite image, X-ray image}. Each image has three kinds of size: 256 × 256, 256 × 512, and 512 × 512. So there are in fact 30 × 3 = 90 images. Each time one of these 90 important images is hidden in the 512 × 512 cover image Lena shown in Fig. 5(a) . The results are shown in Table 4 , from where we can see that, to hide a 256 × 512 important image using the threshold T = 3, the PSNR of the extracted image is about 48.89 dB and the PSNR of the stego-image is about 43.97 dB. So both the qualities of the extracted and stego-image are acceptable. Analogously, when we use T = 8 to hide one of the 30 important images whose sizes are all as large as the 512 × 512 cover image, the PSNR of the extracted image is about 39.88 dB in average, and the PSNR of the stego-image is about 37.24 dB in average. Therefore, the proposed method can still work for most of the large images.
We also try another 30 tests; and the cover image in each test is one of the thirty 512 × 512 images {Lena, Jet, Tiffany, Baboon,. . . , Mickey, Satellite image, X-ray image} mentioned above. Table 5 summarizes these 30 tests. From Table 5 , we can "α" means "the input of the MSOC is the VQ index file of the important image, rather than the important image itself".
see that the proposed method is stable (has a narrow range) for using different images as the cover image. As for the processing time, the average encoding/decoding time of our method are shown in Tables 6 and 7. From Tables 6 and 7 , we can see that the larger the size of the important image, the higher is the encoding/decoding time. Note that, all programs in the current paper were implemented by using the Borland C++ Builder 
Discussions

Parameter setting
Because the extracted image is the compression result of the important image with the threshold T , the quality of the extracted image is determined by the threshold T . (The larger the threshold T , the higher is the compression ratio; i.e. the larger the threshold T , the lower is the quality of the extracted "important image".) On the other hand, once the MSOC code (the compression result) is generated, the MSOC code is fixed (so the quality of the important image recovered in the future is also fixed). To hide this fixed MSOC file, we determine the suitable V cut value so that we can avoid causing too much distortion to the cover image (as long as the "whole" MSOC code file can be hidden in the cover image completely). So, the V cut value determines the quality of the "stego-image". In general, the larger the V cut value, the better is the quality of the stego-image. However, the V cut value cannot be too large; otherwise, there will not be enough space in the cover image to hide the whole MSOC code file.
Therefore, about parameters setting, we proceed as follows (1) We first determine a value of T according to the size of the important image.
(For example, Table 1 uses a larger T (between 7-11) because its important image size 512×512 is larger than the important image size 256×512 in Table 2 , which uses a smaller T (between 1-5). (2) Then get the MSOC code corresponding to this T . (3) Since we want to hide the MSOC code in the cover image, the bits per pixel (bpp) used to measure the (net) embedding rate is bpp = The total number of bits in the MSOC code The total pixels of the cover image .
Then, let M S = 2 bpp and M E = 2 bpp , where · and · are the ceiling and floor functions to get two closest integers of bpp. (4) Then, to avoid damaging the cover image too much, we start from a large value of V cut .
(5) If the MSOC code cannot be embedded completely in the cover image using this V cut value, then try to hide again using a smaller V cut value. Repeat reducing the V cut value if necessary.
As a final remark of this Sec. 5.1, note that in our method, since the input to the embedding algorithm (Sec 3.3), is in fact the MSOC code, and the MSOC code can be embedded in cover image and extracted from cover image without any error; therefore, BER = 0 always holds (BER stands for biterror-rate). The fact that BER is always 0 has nothing to do with parameter setting.
Using pseudo-random process to increase security level
As in other image-hiding techniques, our stego-images are utilized to reduce the attention of hackers. However, because the parameters V cut , M S , and M E are not necessarily constant, we transmit the values of these parameters along with the stego-image to the receiver. If a hacker happens to monitor the transmission of a stego-image, and if he also knows the number of bits (N ) used to record MSOC, then the MSOC code of the important image might be extracted completely, and the important image is then exposed. (For example, if the hacker has got a MSOC code (101110110000101111001) 2 , he can decode the code according to the MSOC algorithm described in Sec. 3.1 to obtain that the three pixels are [OPV(118), MSOC(0), OPV(121)], and then know the three pixel values are [118, 118, 121] .) Therefore, the pseudo-random process is needed to prevent the important image from being revealed. The protection is through randomizing the MSOC code before embedding. Lena with threshold T = 3, the size of the MSOC code is 285,762, and K is 106,090, so the possibility is 1/C(285,762, 106,090). Obviously, there is a very small chance for the hacker to guess the right combination to obtain the important image. Hence, the pseudo-random process is utilized to prevent the important image from being divulged. Note that the seed of the pseudo-random number generator 9 can be a private key known to the sender and the receiver. The hacker can hardly know the important image without the private key, even if he monitors the whole process of transmission, and picks the right stego-images from a bunch of coy images sent along with these stego-images.
Summary
In this paper, a steganography scheme is proposed. The scheme contains three parts: (1) MSOC encoding; (2) pseudo-random permutation; and (3) an embedding process using variance-based modulus function. The MSOC method makes the important image more compact and hence more suitable for the embedding procedure later. A user-specified non-negative integer threshold T is introduced to control the length of the MSOC code, which in turn affects later the quality of the extracted important image. If the size of the important image is not small, then we might need to use a larger value of T to handle the case. However, if the size of the important image is small, then the readers may just use T = 1 so that the extracted important image is error-free. Therefore, the use of T provides more flexibility for practical applications. To increase the security level, a pseudo-random permutation algorithm has been utilized by applying the MT pseudo-random number generator. 9 In the embedding part, we use a variance-based criterion to estimate the hiding capacity of a pixel in the cover image. The criterion is based on human visual system (HVS): more bits can be hidden in a pixel of busy area. From the experimental results, it can be seen that the variance-based estimation is more suitable than its counterpart in Ref. 13 which uses the pixel value to estimate the hiding capacity of a pixel. Experimental results show that the quality of both the stego-images and extracted important images are competitive to those obtained in many existing steganograpy methods reported recently. From Table 3 , it can be seen that the proposed method can create low-profile stego-images to protect the important image (because stego-images are with competitive qualities), and yet preserve the fidelity of the important image. The cover images are not necessarily bigger than the important images in our approach. In the future, we might try other related topics, such as digital watermarking 7, 8 or corresponding applications.
