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ABSTRACT 
The projective tensor product of two Banach algebras is, in a 
natural way, a Banach algebra. Two themes are contained in this 
work. 
First, the Arens regularity of the projective tensor product is 
examined in terms of the Arens regularity of each factor. If this 
product is Arens regular, then the two factors are Arens regular, 
except in trivial cases; the converse is not true in general. 
Certain sufficient conditions for the Arens regularity of the 
projective tensor product are discussed, and this is applied to 
completely continuous algebras. The case of some function algebras 
is also treated. 
Second, let V be the projective tensor product of the algebra of 
complex-valued continuous functions on a compact Hausdorff space 
with itself, and let B(H) be the algebra of bounded linear 
operators on a Hilbert space. A natural bicontinuous representation 
of V on the algebra of bounded linear operators on B(H) is 
obtained. In addition, there exist similar representations of V 
on a reflexive Banach space and on the spaces of compact and 
trace-class operators on a Hilbert space. Finally, the hermitian 
elements of •V are completely determined. 
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INTRODUCTION 
In the words of Takesaki, tensor products of infinite-
dimensional Bana.ch spaces "behave mysteriously" [58:p.229]. The 
projective tensor product, in particular, has the pleasant property 
of being a Banach algebra whenever the two factors are Banach 
algebras; but this algebra is usually rather more complicated, than 
the two algebras one had at the beginning. For example, if B is 
a closed subalgebra of a Banach algebra A , then the projective 
tensor product BA of B and A is not necessarily a closed 
subalgebra of AA ; if A is a C*_algebra, then AA is no 
'longer a C*_algebra in general; the semisimplicity of A does not 
ensure that of A A ; and so on. 
In this thesis, the projective tensor product of (usually) 
commutative Banach algebras is considered. Let - A and B be 
Banach algebras, let 0 be a compact Hausd.orff space, and let 
C(Q) be the Banach algebra of continuous complex-valued functions 
on c with the supremum norm. Let H be a Hilbert space, and 
let B(H) be the Bariach algebra of bounded linear operators on H. 
The main topics discussed here are the regularity of multiplication 
in the second dual of AB - in other words, the Arens regularity 
of AB ; and the existence and properties of a natural 
bicontinuous representation of c(c2) c(c) on B(H) . These topics 
are to some extent inter-related. 
I 
Some of the tools originated with Littlewood, who published 
a paper on bilinear forms in i90, in which he proved several 
inequalities 	In 1956, Grothendieck produced the "fundamental 
theorem of the metric theory of tensor products" [24:p.59] , which 
also generalized a result of Littlewood.'s. The connection between 
bilinear forms and the projective tensor product in particular is 
well known, and rests on the observation that the dual (AB)* - 
of A B is naturally norm-isomorphic to the Banach space of 
continuous bilinear forms on the Cartesian product of A and B 
One form of Grothendieck's theorem, here Theorem 2.1 , 
comes into play in the construction of the Hubert space H for 
the imbedding of C(Q) c(c) in B(B(H)) mentioned above. In 
particular, Theorem 2.1 assigns to each element of c(c2) C(c2) 
a positive measure p on Q , and the Hubert space H is then 
the sum of the gilbert spaces Of the form L 2 (c2,p) over all 
elements of c(Q) c(c2) . Moreover, the imbedding is shown to be 
tJ 
bicontinuous, with the norm of the inverse less than or equal toL 
the so-called Grothend.ieck's constant KG,  which lies somewhere 
between 1 and 2 
In 1951, Arens defined two natural products on the second 
dual of a Banach algebra [ 31 . In his paper, he used a result 
from Littlewood's 1930 work to show that the two products 
coincide in the second dual of Co , which is the Banach algebra 
of complex sequences converging to 0 . Unfortunately, as pointed 
out by Hennefeld. in 1968 [25:p.119] , Aren&s proof contained an 
error, although his conclusion was correct. it is shown here that 
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the projective tensor product of c 0 with itself behaves in the 
same way with respect to the Arens products as c0 does. 
Chapter I contains mainly background material. In Section 1, 
notation and known results are given, together with some proofs. 
Grothend.ieck's theorem is proved in Section 2 , in the form 
required for later use. Moreover, a generalization of this theorem 
due to Pisier is stated as Theorem 2.11 . Section 3 is mostly 
concerned with various equivalent versions of Arens regularity. 
Chapter II starts with Section 4 , in which a necessary 
condition for the Arena regularity of AB is given: except in 
trivial cases, the algebras A and B must be Arena regular if 
AB is (Theorem 4.1) . This is done by looking at the dual of 
the projective tensor product. The condition is not sufficient, 
however, and Theorem 4.6 , due to Davie, provides a counter-
example: c[o,i]c[o,i] is not Arens regular, even though C[ 0 ,1] 
is a C*_algebra, and therefore Arena regular (Theorem 3.7) 
It seems that the class of Banach algebras A for which 
AA is Arens regular remains fairly restricted. In Section 5 
completely continuous (cc) algebras are defined.; the left and the 
right multiplication by a fixed element of such an algebra are 
both compact linear operators. Proposition 5.8 shows that if A 
and B are Cc algebras, then so is AB . Next, Theorem 5.13 
gives some conditions ensuring the Arena regularity of A B when 
A and B are CC algebras; one of these involves the linear 
space structure of A and B only , namely that every bounded 
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linear map from A into B* should be compact. Theorem 5.13 is 
then applied to Calgebras; if A and B are completely 
continuous C*_algebras with A separable, then AB is Arens 
regular by Theorem 5.19. (In fact, conclusions somewhat stronger 
follow in both theorems.) In particular, Theorem 5.19 applies to 
the case A = B = c 0 . As a by-product of these methods, it is 
shown in Corollary 5.24 that AB has a quasi-central bounded 
approximate identity if A and B are C*algebras with A being 
CC and separable; note that in this case it is not known whether 
AD B is necessarily .Arens regular. 
The projective tensor product of algebras of the form C(Q) 
has important connections with harmonic analysis, as the work of 
Varopoulos demonstrates [61 j . He shows that if G is a compact 
abelian group, then c(a)c(c.) essentially contains L 1 () 
Young proved [62] that L 1 (C) is not Arens regular when Q is 
infinite; this is used in Section 6 to prove that c(c1) 0 c(o) 
is not Arens regular if 0 is a compact metric space containing 
a perfect set. 
Carrying this further, it seems that the behaviour of the 
algebra C(Q) CO) is in some ways similar to that of I, (C) 
In his thesis [21 :pp.85,90] , Ghahramani showed that the algebra 
L 1 (G) is not isometrically isomorphic to an algebra of operators 
on a Hilbert space, but that there exists an isometric isomorphism 
of L'(C.) onto a subalgebra of B(B(H)) , if G is a locally 
compact group and H = L2 (G) . Strmer [57] discusses certain 
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commutative subalgebras of B(B(H)) , and also obtains, for C. a 
locally compact abelian group, an isometric isomorphism of L 1 (G) 
onto a commutative subal gebra of B( B( L 2 ( a))) . Here, in Section 7, 
it is shown that there can be no bicontinuous representation of 
V(Q) = c(o)êc(c2) on a Hubert space, at least if c is compact, 
metric, and contains a perfect set (Remark 7.6) ; but there exists 
a natural bicontinuous isomorphism of v(c2) onto a commutative 
subalgebra of B(B(H)) , if Q is a compact Hausd.orff space, and 
H is a Hubert space constructed using rothend.ieck's theorem. 
This isomorphism is defined by 9(xy)T = (x)T(y) , for x,y 
in c(Q) , T in 3(H) , and 0 a *_representation of c(c1) on  
the Hubert space H (Theorem 7.4) . Moreover, if c(Q) is  
separable, then H can be chosen to be separable (Corollary 7.5) 
In Proposition 7.8 , a bicontinuous representation of v(c2) 
on a reflexive Banach space is obtained , by. using Theorem 74. 
This provides an example of a reflexive space X for which 3(x) 
is not Arens regular; the first example of this kind, is due to 
Young [65] . Young's space is the 	-sum of L1 ( a) for C. an 
infinite compact group, while X here is the £ 2 -sum of the 
algebras of the form B(I) , each H being a Hilbert space. 
In Section 8 , it is proved that there exist bicontinuous 
representations of V(Q) on the spaces of compact and trace-class 
operators on H , of the same form and norm as that on 3(H) 
The question of the existence of similar results for other 
Schatten - von Neumann classes of operators C(H) , where p 
satisfies I <p < 	, PJ 2 , remains open. It is only shown that 
if there is such a result for some C , then there is also one 
for. C 	where 1 + 1 = I (Proposition 8.6) 
Finally, in Section 9 , another application of Theorem 7.4 
yields a complete characterization of the hermitia.n elements of 
C(Q)65 C(Q) ; using this, it is possible to determine the hermitian 
elements of the projective tensor product of art two unital Banach 
algebras (Note 9.8) . This is due to A.M.Sinclair. 
CHAPTER I : BACKGROUND 
1. Notation and standard results 
In this section, notation, definitions and results used 
throughout the thesis are established. The knowledge of general 
functional analysis assumed corresponds to the first 6 chapters 
of Dunford and Schwartz [19] , and that of the Bana.ch algebra 
theory to the first 17 sections of Bonsall and Duncan [9 ]. 
Parts of Diier [16] , Kothe 4,.35] and Rudin [49,50] are 
also quoted at times. General references for the theory of tensor 
products are Schatten [51 ] and Bonsall and Duncan [9 :Ch.6] 
ii iinr 
Unless otherwise indicated, all linear spaces are assumed complex. 
1.2  DEPflITI0N 
An algebra is a linear space A together with the map Ax A -> A: 
(a,b) -> ab , called multiplication , satisfying: 
(ab)c = a(bc) 	; a(b+c) = ab + ac ; 	(a+b)c = ac + be 
(aa)b = a(ab) = a(ab) 	, for 	a,b,ceA 	and 	a 
An algebra A is commutative if ab = ba for a,b in A 
A normed algebra (A, I ) = A is an algebra A with a norm 
such that II ab II < 11 a 	b 	for a,b E A ; a normed algebra is 
called, a Banach algebra if it is complete with respect to the 
metric induced by the norm. Thus it will be assumed that "the 
normed algebra A 	stands for "the normed algebra (A, II• II) 
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where liii is a specified norm"; and similarly for normed spaces 
in general. A normed algebra A is unital if there exists an 
element 1A = 1 of A such that la = al = a (ae A) , and 
111 ii = 1 
1.3 EXAMPLE 
The normed space of bounded linear maps from a formed space 
(x, f• 11X into another (Y,11-11 y) is denoted by B(x,Y) ; the 
linear space operations are defined pointwise, and the norm is the 
operator norm: II T 11 = sup 1 Q Tx  1l. : x c X , 11  li 	1 j for T 
in B(x,Y) . The dual X5 of X is B(X,) . If Y is complete, 
then B(x,Y) is also complete. Write 3(X) for B(X,X) ; when 
the multiplication in B(X) is defined by composition, B(X) 
becomes a unital, non-commutative (in general), normed algebra, 
and a Banach algebra if X is a Banach space. 
1.4 DEFINITION 
Let A be a Banach algebra; A is said to be an involutive 
Banach algebra if there exists a map * : A -> A , called 
involution , satisfying: 
(a+b) = a* + b ; (a*)* = a ; (ab)* = b 5a5 
11 as  Ii = 	a 11 ; ( aa)* = 	, 	for a,b e A , a 
An element a of such an algebra is seif-adjoint if a = a 
An involutive Banach algebra A is a C 5-algebra if , for aEA 
lla*ali = 11 a 11 2 
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1.5 EXAMPLE 
If (H, <,.>) is a Hilbert space, then B(H) is a C* -algebra, 
with the involution defined by the Hubert space adjoint: if 
TEB(H),then T*EB(H) satisfies <Tx,y>=<x, T*y> for 
x,y.EH . Every C"-algebra can be identified with a closed *-sub-
algebra of B(H) for some Hubert space H 
1.6  EXAMPLE 
Let 0 be a compact Hausdorff space. The C*_algebra of continuous 
maps from 0 into 9 , with pointwise (therefore commutative) 
multiplication, and the involution given by x*(t) = x(t) (xEC(Q), 
tEc), is denoted by c(c) . The norm associated with c(Q) is 
Ix I = sup I Ix(t)I: teQ I . Every commutative unital C*_algebra 
can be identified with c(c2) for some compact Hausdorff c 
1.7 DEFINITION 
Let A and B be Banach algebras. An (algebra) homomorphism from 
A into B is a map GE B(A,B) such that 0(xy) = G(x)8(y) for 
x,yE A . A homomorphism is a monomorphism if it is injective, and 
an isomorphism.if it is injective and surjective. If A and B 
are unital, and .0 A -> B a homomorphism such that 0(1) 
then 0 is said to be unital. 
A linear map TE B(X,Y) between Banach spaces X and Y is 
bicontinuous if there is a constant c> 0 such that, for xe X, 
f Tx 11 c 11 x , and isometric if II Tx  II = x 11 ; X and Y are 
isometrically isomorphic (as Banach spaces) if there exists an 
isometric bijection in B(X,Y) , and this is written as X Y 
Two Banach algebras, A and B , are isometrically isomorphic (as 
Fen 
Banach algebras) if there exists an isometric (algebra) isomorphism 
from A to B ; this is denoted by A B , and clearly A B 
implies that A B 
1.8 DEFINITION 
A representation of a Banach algebra A on a formed space X is 
an (algebra) homomorphism from A into B(X) 
1.9 EXAMPLE 
Let A be a Banach algebra, let a c A, and define La A —> A 
by La(X) =ax for xe A . Then the map a —> La : A —> B(A) is 
linear, bounded (of norm( 1 ), and an (algebra) homomorphism.; thus 
it is a representation of A on A , called the left regular 
representation. The map a I—> Ra : A —> B(A) , where Ra(X) = xa, 
is also linear and bounded, but not a homomorphism in general. 
1.10 DEFflITION 
Let G be a locally compact (Eausdorff) topological group. There 
tOb-.tO 
exists. anon-negative, regular, left translation invariant measure 
u on C. , called the Haar measure. The Banach space L 1 (G,p) = L 1 (c) 
is a Banach algebra, called the group algebra of C. , when the 
product is defined by convolution: for SE C. , f, g e L 1 (C.) 
f*g(s) = f f(t) g( -O s) dp(t) 
C.. 
I • 11 DEFINITION 
Let X, Y and Z be Banach spaces. A map F : X x  —> Z is said 
to be bilinear if it is linear in each coordinate; such a map is 
ON 
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called bounded if there exists a constant c> 0 such that 
II F(x,y)  II 	c x • I y  LI for all XE X , y e Y . The space of all 
bounded bilinear maps from XXY into Z is denoted here by 
BiJ.(Xx Y,z); this is a Banach space when equipped with the norm 
11 F 11b= sup 	F(x,y ) Ii: x.ex-,yeY,,xj 	1 , Ilyll 	1 	.[g: 42 .1] 
Let x E x, y E Y, and define a rank one linear map xø y : X _> Y 
by (xy)(f) = f(x)y for f c X'. The linear span of the set 
xøy : xX , yEY 	in B(X*,Y) , denoted by XY , is the 
algebraic tensor product of X and. Y . In particular, if H is 
a Hilbert space, then H® H is the set of all finite rank 
operators on H . Similarly, if f ( X and g E 	, then fø g 
is a rank one operator from X into Y given by fg(x) = f(x)g 
for x in X . The tensor product enjoys this universal property: 
1.12 PROPOSITION ([ 9 :42.6]) 
Let X, Y, Z be Banach spaces. For each bilinear map F: Xx Y —> Z 
there exists a unique linear map T: X® Y —> Z such that 
F(x,y) = T(xøy) 	for all (x,y)eXxY .0 
1.13 
Each element of X®Y can be written as Z x®y for some x. EX, 
the sets Ix i I and jyj can be chosen to be linearly 
independent. [9 :42.3] 
1.14 DEFINITION 
Let X and Y be Banach spaces. A cross-norm on XY is a norm 
a on X®Y which satisfies a(xy) 	1k 11 Il y  II. for xyE XY. 
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The projective norm y on X®Y is defined by 
Y(U) 
	inf 	Z 11 x 	y : xEX , yeY , U = Z X . (S~ 
- 
y 
for u in X (& Y . The completion of (x®y, y) is denoted by 
XY , and called the projective tensor product of X and Y 
1.15 REMARK 
The projective norm y is the greatest cross-norm on XY in the 
sense that, if a is another cross-norm, then a(u) i y(u) for u 
in XY . It is possible to define many other interesting norms 
on X®Y ; in his Rsum [24] , Grothendieck discusses 14 "natural" 
tensor norms. In this thesis, however, only the projective tensor 
product is considered, for the following reason: 
1.16 PROPOSITION ([ 9 :42.18]) 
Let A and B be Banach algebras. If multiplication on AB is 
defined by (al b 1 )(a2 ®b2 ) = a 1 a2 ®b 1 b2 for a 1 ,a2 EA, b 1 ,b 2 eB , 
then (A (9 B, .y 	is a normed algebra. Hence AB is a Banach 
algebra. D 
Note that this definition of multiplication on A® B is an example 
of the standard way of defining a linear continuous map from AB 
into another Banach space : the map is defined on an element ab 
in AS  , and its extension to the whole of AB by continuity 
and linearity is then tacitly assumed. 
If a is a cross-norm different from y , then (AB, a) is not, 
in general, a normed algebra, and hence the completion of A O B 
with respect to a is not a Banach algebra. It is clear from the 
definition that the Banach algebra A®B is commutative if and 
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only if both A and 	B are commutative; and if 	A 	and 	B 	are 
unital, then so is 	AB , with 	1AB = 
1.17 PROPOSITION 
Let X and Y be Banach spaces, let Z be a closed subspace of X. 
XY Yx (by considering the isometry xg'y —> yx); 
(x/z)Y is bicontinuously isomorphic to a quotient of 
X®Y [35:41.5(8)] ; 
if Y is k-dimensional,f or some k in IN , then 
XY a xk [35:45.1(6)] . 0 
1.18 COROLLARY 
If A and B are Banach algebras, and if I is a closed two-
sided. ideal of A , then AB BA , and (A/I) B is 
bicontinuously isomorphic to a quotient of AB .J 
In general, it is not the case that Z OY is a closed subspace 
of XY if Z is a closed subspace of X [15:VIII 2.4] 
1.19 PROPOSITION ([9 :42.13]) 
Let X and Y be Banach spaces. To each p in (x y)* , there 
corresponds an element q5 of Bil(XXY,t) , defined by 
(x,y) = F(x®y) for x in X and y in Y , 
and satisfying IIII =. I F  LI 
Conversely, to each 0 in Bil(XxY,) , there corresponds, by 
Proposition 1. 12, an element F of (xy)* ; and II F II = II II 
Thus (xY)* Bil(XxY,) 
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Moreover, Bil(XxY,) 	B(X,Y) , where the isomorphism is given 
by 	_.> S : Bil(XXY,t) —> B(x,y*) , S(x) (y) = (x,y) for x 
in X and y in Y .Similarly, Bil(Xx Y,) A B(Y,X*) . Hence 
(xY)* 	Bil(Xxy,C) 	B(x,y*) A B(Y,X*) .0 
1.20 DEFINITION 
Let X be a normed linear space. The weak topolo gy on X is the 
weakest (smallest) topology on X with respect to which all 
elements of X* are continuous. A net (x) in x converges in 
this topology (or converges weakly) to xX if and only if 
f(x) —> f(x) for all f  x ; this is written as Xm 	X 
or w-lim x = x 
M m 
Similarly, for x E X , let ir(x) E X 	be the image of x under 
the canonical injection 7r : X —> X 	, ir(x)(f) = f(x) (fE x*). 
The weak*_topoloy  on X* is the weakest topology on X with 
respect to which all elements of ii(x) C x* are continuous. A net 
(e)C X converges in this topology (or: is w*-convergent) to 
f E  X if and only if iT(x)(f) —> ir(x)(f) for all x in X 
which is the same as fm  (x) —> f 	for x  X ; this is written 
as 	f , or w*1im f = f . It is well known that the closed 
unit ball of X' is w*_compact [50 :3.15] 
1.21 DEFINITION 
Let X and Y be Banach spaces. A map TEB(X,Y) is said to be 
compact if there exists a subset U of X , containing a 
neighbourhood of 0 , such that the closure T(U) 	of T(U) in Y 
is compact. Equivalently, T is compact if T(U) is compact in y 
whenever U is a bounded subset of X 
Similarly, T in B(X,Y) is weakly compact if 
U in X such that the weak closure of T(U) 
compact. The class of compact maps in B(X,Y) 
K(X,Y) , and that of weakly compact members of 
It is well known that T e w(x,) if and only 
open, 
there exists a$et 
in Y is weakly 
will be denoted by 
B(x,y) by w(x,y). 
if T**(X**)C IT(y) 
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where ir : Y —> Y 	is the canonical injection [19:VI.4.2 
1.22 DEFINITION 
Let 	X, Y, Z, W be Banach spaces, let SE B(X,Y) 	and 	T E B(Z,W) 
Define 	SO 
Y T 
	: (X®Z,y) —> (Yw,y) by 
(so Y T)(x(&z) = (Sx)Ø(Tz) 	for xEX , ZEZ 
Then 3T extends, by linearity  and continuity, to a bounded 
linear map SOT : XG Z —> YO W , and II S® T II = II S 	T 
if X, Y, Z, W are Banach algebras and S and T homomorphisms, 
then ST is also a homomorphism. 
1.23 DEFINITION 
A Banach space X is said to have the approximation property if, 
for each Banach space Y , every compact linear map from Y to X 
is the (operator) norm limit of a sequence of finite rank linear 
maps in B(Y,X) . Equivalently, X has the approximation property 
if and only if for each compact subset E of X and € > 0 , there 
exists a finite rank operator FEB(X) 	such that IIPx- x 
for each xeE ; if F can be chosen so that JIF II 	1 , then X 
is said to have the metric approximation property. 
This concept was introduced by Grothendieck, at least in a 
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formal manner [23] . In general, X possesses this property if X' 
does, but not conversely [20] ; for reflexive X , the converse is 
valid. It is known that if X* has the approximation property, 
then for each Banach space Y , every map in K(X,Y) can be 
approximated by a sequence of finite rank maps in B(X,Y) [ 15:vIII. 
3.6] . The approximation property is not preserved by closed 
subspaces, nor by quotients. Hubert spaces, c(c2) and T)(c2) 
spaces, for 0 compact Hausd.orff and 1 4 p 4 	all have the 
approximation property [35:43]. 
1.24  DINITI0N 
Let A be a Banach algebra. A right approximate identity of A is 
a net (a) 	of elements of A , M being a directed set, such 
ILL IfltM 	 - 
that 11 xa--  x —> 0 for every x in A • A left approximate 
identity of A is defined in the same way, except that 11 ax - xli 
—> 0 for xEA . A two-sided approximate identity of A is a 
net in A which is both a left and a right approximate identity. 
A bounded right (left, two -sided) approximate identity (am) of A 
in addition satisfies lla Ii < c 	(meM) for some constant c > 0 
It is known that every C*_algebra possesses a two-sided approximate 
identity bounded by 1 [16:1.7.2] 
The following proposition was formally proved in [40] . The 
converse also holds, as shown by Robbins [47] and Holub [28] 
but will not be used subsequently. The subject of approximate 
identities is discussed extensively in Doran and Wichmann [17] 
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1.25 PROPOSITION 
Let A and B be Banach algebras with bounded right approximate 
identities (affl)mEMC A 	(bj)jEJC B . Then 
is a bounded right approximate identity of AO B 
Proof: 
Since ha m 	j 	m 
®b II = ha Ii 11  j hi 	for (m,j)eJ , and (am) , (b.) 
are bounded., there exists a constant C > 0 such that 
hIab. 	C 	for (m,j)MxJ . Let U = Z xk yk e(AB,y ) 
Now 	 n 
u(a Øb) - u =. 	(x.a - x,)yk + 	Ykbj_ 	+ M j 
+ (xa - Xk)® (Ykbj - yfl 
f or all m,j , and hence hlu(a 3 b1) - u —> 0 
Suppose yE AS B , and let 	> 0 ; there exists a finite tensor 
U = E®in AB such that kk  	Iv- u 	<a... Hence, for m,j , 
llv(a®b) - v C€. + hIu(ab) - u +F, and therefore 
(ab.) is a bounded right approximate identity of Ai B .[] 
1.26 NOTE 
The corresponding result for bounded left approximate identities 
is clearly also valid, and similarly for (1.29) and (1.30) below. 
1.27 DEFINITION 
Let A be a Banach algebra, and let X be a linear space. 'Then X 
is called a left A-module if there exists a bilinear map from Ax  
into x , ( a,x) I—> ax , such that a(bx) = (ab)x (a,bEA , xeX) 
This map is called module multiplication. The definition of a 
(& > 2.) 	XLI. 
right A-module is similar, the module multip1icationin that ease 
sast.j 	()Q, 	x(o-Q') (cX. 	Q,E). 
being a bilinear map from XA into X . If X is a left and a 
right A-module, and if (ax)b a(xb) for a,bEA, xX , then X 
is said to be an .A-bimodule . A right A-module X is a right 
Banach A-module if X is a Banach space and 11 xa II 	cli x ii a II 
(xEX, a e A) for some constant C > 0 ; similar definitions exist 
for left Banach A-modules and Banach A-biinodules. 
1.28 EXAMPLE 
A Banach algebra A is a Banach A-bimodule, with the module 
multiplication coinciding with the multiplication on A 
1.29 THEOREM (Cohen's factorization theorem; [ 17 : 17 . 5 ],[ 9 : 11 . 1 2]) 
Let A be a Banach algebra with a bounded right approximate 
identity, and let X be a right Banach A-module. For each z in 
the closure (XA)CX of XA-_xa:x(X,aeA, and 6>O, 
there exist a E A and y E X such that 
W.  z = ya ; ( ii) ft.y - z 11 < 8 
In particular, (XA) = XA , so that XA is closed in X .0 
1.30 COROLLARY (Varopoulos [ 60]) 
Let A be a Banach algebra with. a bounded right approximate 
identity, and let X be a right Banach A-module. Suppose that 
(Zn) is a sequence in (XA) 	such that z —> 0 . Then, for 
each 6> 0 , there exists a c A and a sequence (y)c X such that 




By Theorem 1.29, (xA) = XA . Let w = (wn) C XA : w —, 0 
with pointwise addition and scalar multiplication; W is a right 
Banach A-module when the norm is defined by II w  I 	sup 11 w 
and the module multiplication by wa = (wna) for w = (w ri)EVI aeA. 
By hypothesis, the sequence z = ( Z n) belongs to W 
In order to show that z is an element of (WA) , let . >0; 
since z —> 0 , there exists Ne N such that 11 z n 11 <E. if nN. 
As z 1 E XA , write z = xa for x 1 e X, ae A, ne . Let (ei) 
be a bounded right approximate identity of A . For fixed n, i 
11  e..- z 	11  a e-x a 	lix 11 1la e - a ni n nn i nn n 	n ia 
since (ei)  is a right bounded approximate identity of A , it 
follows that III z n e  i 
 z,111—> 0 with i , for each n . Thus there 
exists i0 EI such that, for n=1 ...,N, Iizne i znI1 < . 	(ii). 
Since (ei)  is a bounded approximate identity, Ilelk C for some 
C> 0 Hence, for i i0 
11 ze. z(l = sup 11  e.- z 	max liz  e.- z 	+ sup 11  e. -z 1 	 fl 1 	fl fl 1 	fi flN 	fl 1 	fl 
+ sup IIz e.Ii +11Z 	€. + cz. + 	= £( c+2) flu 	 a 
Therefore, z C (WA). 
By Theorem 1.29 , there exist aCA and y = (y)Ew such that 
z = ya and II y -zII <5 ; thus z = ya (n) , and, for each 
a , II y - zll m - z1l = y - z 11 < 6 , giving (±) and (ii) 
Finally, y —> 0 by the definition of W , giving (iii) .0 
1.31 DEFINITION 
A (Schauãer) basis of a Banach space X is a sequence (xc) in X 
such that for every xE X , there is a unique sequence (a) in 
co with x = E czx . A Eanach space with a basis is separable, and 
has the approximation property [5:43.5.21 
2. Grothendieck's theorem 
This fundamental theorem, as well as a number of its 
corollaries and equivalent versions, was published in 1956, but 
remained, virtually unknown until the paper by Lindenstrauss and 
PeThzyiiski appeared. in 1968 [38] . The following version is 
approximately in [24:3.3.Corollary 4 , 4.2.Theorem 51 
2.1 THEOREM 
Let 0 be a compact Hausdorff space. There exists a universal 
constant K, KC,4 2 sinh I (< 5) , with the following property: 
for each bounded bilinear map F : C(Q)x c(c) -> C , there is a 
probability measure p on 0 such that 
\ jF(x,y)i c 	 2 .KIIF ii (ç lxi 	dp)I  ( f 	dp) 	(x,y c(c2)). 
ci 
Thus, if C(Q) is regarded as a dense subspace of L 2 ((2,p) , then 
F extends by continuity to a bilinear map F' in the space 
Bil(L2 (c2,p) xL2 (c2,p) , C) , and lIi' II <IK21 11FII 
(A probability measure p on ci is a positive measure such that 
j.z(c2) = 1 	[50:5.26 ].) 
2.2 NOTE 
The exact value of the best possible universal constant is 
NX 
unknown. Let k denote the corresponding constant in the case when 
the underlying field is (R . It is known that k r and K,  can be 
chosen to satisfy I < K< 	k< 1.783 [36;43] . The proof of 
Theorem 2.1 given here is due mainly to Lindenstrauss & Pe1czyriaki. 
2.3 DEFfl'TITION 
Let X and Y be Banach spaces, let TE B(X,Y) , and suppose 
that 1 4 p < 	. The operator T is said to be p-absolutely 
summing if there exists a constant C > 0 such that the following 
inequality ho-ids for every finite set 	 in X 
n n 	P 
II Tx.II' ' C sup 	Z I X*(xi) I; x E 	, 	x 	1 
Let ir(T) be the infimum of all such constants C over finite 
subsets of X , and define ii(x) = 	Te B(X,Y) : 1T (T) < 
Then rlD(X,Y) is a normed linear space, with the norm 	[42]. 
2.4 THEOREM (Pietach [42:Theorem 4.21, also [38:Proposition 3. 1 ]) 
Let X and Y be Banach spaces, let TE B(X,Y) , and 1 4 p < 
Then T is p-absolutely summing if and only if there exists a 
probability measure p on the set Q = the w*_closure of the set 
of extreme points of IX*E X : IIx II 	1 , such that 
IITx 	ir (T) (f I q(x)P du(q) 	for all xeX 
p 
Proof: 
If such a probability measure exists, then T is clearly p-
absolutely summing by definition. Conversely, suppose that 
ir(T) < cc , and define the subset W of C(Q) by 
21 
'D 
W = 	gE c(s) 	: there exists (.YC X ii such that 
n 
E 	lITx± 
1l 	= 	1 
1 
and 	g(q) = (i(T))• q(x1)P for 	qeQ 
Then 	W 	is convex: indeed, if 	g 	and h 	belong to 	W , then 




in X with 	Z 11 Ti. 	11 
= m 
iiTY .11 	= 	i i 	Ji I 
and for 0<A<1, qEQ, 
(Ag + (1-A)h)(q) = ( 7T (T)) (Z X.q(x.) 	+ Z ig((1A)yj)lP) 
where Z liT(Av.x) 11P + 	lIT((1-A)7YiIc A + (1-i.) = 1 . Thus 
Ag + (1-A)h belongs to W 
Now let M = I. f e c(q) : sup Re f(q) < 1 	, where Re z is the 
qEQ 
real part of the complex number z . If gEW('M , then 
1 > sup Re g( q) = sup (iT (T)) 	I q(xi ). l 
qEQ 	 qeQ 	p 	 1  
for some sequence (x±) 	in X with Z liTx±ii = 1 ; 
sup .(7 (T)) 2 	ix*(x1)IP : x E X* 	lx* II 4 1 
K-Hba 	 4j*€ Y7: 	j 0. , 	 4 XE U, lktA Lke&t QA.R. 	 C s.t 
&ó. fl'.e' ( 	X)) 10 ZkI ( 	li'F t1t 
-' 
iITxll , 	by the definition of 7r(T) ; 
= 1 : contradiction. 
Hence the sets W and M are disjoint, 
The set M is certainly open and convex. Since W and M are 
non-empty, disjoint, convex, and M is open in C(Q) , by the hahn-
Banach separation theorem [50:3.4] there exists a functional 0 in 
B(C(Q),) and a real number C such that Re (f) < 	Re O(g) 
for all feM and geW ; thus 0 = Re ç(0) <C , since 0EM 
23 
Let 0 = Re 0 , then 0 0 O c B(C(), a) , and by replacing q5 by 
assume that 	(f) < 1 	95(g) for all fEM , gEW 
Now if f( c(Q) and hf 1 1 < 1 , then sup Re.f(q) 	sup If( q)I < 1 , 
	
qEQ 	qEQ 
and hence 	fe C(Q) : hf H < lC M; thus (i) 4 I , where 1(q) 
for all q c Q . Also, if f  c(Q) is positive, that is, f(q) ECR 
and f(q) 	0 for all qeQ , then -feM , and a( -f)EM for 
a > o ;. hence, for a > 0 
=> ac(f) > -1 => 	(f) > - 1 
CX 
and so (f) > 0 . Thus 0 is a positive real functional on c(Q) 
By the Riesz representation theorem [49: 2.141 , there exists a 
(real) positive measure v on Q such that 
(f) = f 	dv for f in c(Q) ; 	lili = v(Q) 
Q 
Since q5 # 0 , it follows that 
o < li.li 	v(Q) = JI dv = ( i) 4 1 
Q 
hence, if the measure p is defined by p = 	v on Q , then 
v( Q) 
M is positive, and p(Q) = 1 ; thus p is a probability measure. 
Finally, let xe X ; if Tx = 0 , then the inequality required is 
trivially satisfied. ; otherwise, the function gE C(Q) defined by 
g(q) = ( hiTx hI -IT (T).i g(x)l)P for q( Q belongs to W , and so 
1 	(g) = f g dv 	f g dp yields 11 TX lip ((T))f I q()Pp(q) . 
Q 	Q 	 Q 
2.5 COROLLARY ([38:3. Corollary i]) 
Let ci be a compact Hausdorff space , and let x = c(c2) 
If T is a 2-absolutely summing operator from X into X* , then 
there exists a probability measure ii on 0 , and a linear map S 
in B(L2(0,p) , X ) with Its II = ir2(T) , so that T factors: 
C(Q) --> L2 (c1,ii) --> c(c2) 	, where J is the natural imbedding. 
Proof: 
If x = c(c) and Q is defined as in Theorem 2.4 , then [19: 
Lemma V.8.6] shows that Q is canonically isomorphic to 0 . Thus 
Theorem 2.4 gives the existence of i, and a bounded linear map 
So from (j(x)) 	into X* with llsII = n 2(T) and T = S0J 
Since 	 is a closed subspace of the Hubert space L 2 (c,p) , 
there exists a projection P of L2 (c,ii) onto ((x)) 
Define 5E B(L2(c,,i) , x* ) by S = So? , then JIS11 = ir2 (T) .0 
2.6 PROPOSITION 
Let 0 be a compact iiausdorff space, and let x = c(Q) . Then 
every bounded linear map from X into X is 2-absolutely 
summing, and there exists a constant K 2 sinh. 2 such that 
92 (T) 	KfT 11 for all T  B(x,x*) = r12(x,x*) 
Proof of Theorem 2.1, assuming Proposition 2.6: 
Let FEBil(C(i)xC() , 	; using the standard identification 
(Proposition 1.19) , regard F as an element of B(c(c),c(c2)*). 
By Proposition 2.6, F belongs to fl2(C(2),C(c1)*) , and there is 
a (universal) constant K such that ir2(p) 	KIt F II 
By Corollary 2.5 , there exists a probability measure 9 on Q 
and a map 5E B(L2 (c,.u) , c(c) ) with Its II = 	x G,IIP It 
so that F = 53 
24 
25 
Let 	H = L2 (cl,bL) 	. For each 	Yo 	in 	c(Q) , the map 	s'( 	)(yo) 	: 
H* —> £ is bounded and linear, where S' E B(H*,C(r)*)  is 
defined by 	S' (x*)(.)=S(xX.) 	for 	x E H', x() 	= • ,x > . Hence 
H 	for each 	Yo  c c(c1) , and so S(x*)(,€) = x*(i) 
for some TEB(C(c2),H) 	; thus 	S' 	is the adjoint of 	T , and 
11 	II = 	II T 	II 	= 	us' 	II = 	II S 	11 < 	Kll F  II 
The operator T E B( c(c2) ,H) 	&ttes 67 P0th 	. 6 6  t kc te z,. 0. 	 41t V 
and II K-11 6@ T If 	KII F  II. Hence, for x., y 
in c(c) 
I F(x)(y)  I = I (sjx)(y) I 	II Jx •II a JSr II 4 II R. II• 11 Jx 	Jr If 
	
2KI1 P II II X (I L iI y IlL2( , as required ) 	° 2- 
In order to prove Proposition 2.6 , several additional results 
are needed. 
2.7 LEMMA ([38:Lemma 2. 1 ]) 
Let Z2  (n) be the real n-dimensional Hubert space, and let 
n1 	2 
S 	= X  Z (n) : x = 1 . Let 	I be the Lebesgue measure, 
and let m be a multiple of the Lebesgue measure on 
adjusted so that m(Shhl) = 1 . Let x,yc S, and define the 
number c by c= fsgn<x,u>sgn<y,u>dm(u) 
Then < x , y > = sin ( i c) 
Proof: 
Since m is rotation-invariant, it is possible to choose a basis 
in Z2 (n) so that x = (i,o,...,o) and y = (cosO,sinO,O,...,O) 
where 0 is the unique number satisfying 0 0 , coO = <x , y>. 
(ti 1 4,a.U't3j) 
LJj- SL 6e 4 to-fa 	 1q4i( Ut 	 A .ç 
? ex~sts . 	 17cqsL. ) t Q 	b1,L (ü2- 	g 	.
....  s.t. 
T=')  ujkete. 3; 11— L(1-M s 	kui& 	 ''& Ht 	T)w1t.. Kro; cWs 
26 
	
Now change to polar coordinates: write 1 = 1'"'n-1 	to 
\ 	 \\ 
express u  S n 1 as u() = (u 1 (),...,u fl  ( j), with 
fl- 1 
= II sin 0 . 	, 	u'() = cos 'n-1 	, and 1 
a- I 
u() = (cos k-i 	
sin 	for k=2,...,n-1 k 
By the standard method of change of variable [49;8.27 j , for each 
bounded measurable function g on S n-I 
f 	g(u). dm(u) = S 1  I g(u())J() d(), 	...(1) 
where 1n-1 = 	: O 4 0 < 2 , O 4 Ok ft iT (2.f, k n-1) i , J is the 
n_I 	 - 
Jacobian: j() = n (sin 	)i 	, and I Sn 	= ç 	j() a 
2 	 1 	 In_i 
Now take g(u) = sgn (<x,u><y,u>) = sgn (u 1 (u 1 cosO + u2 sinO)) 
to obtain: 
n-I 	 n-I 
g(u()) = sgn[(rIsin.)[(flsin.)cosO + (cos )(rIsin&)sino] 
1 	1 	1 	 1 	2 	1 
= sgn 	 -ain 1 .cos9 + cos, sin9.sin 1 fl 
= sgn I sin 1 .sin( 1 +O) j 
1 , if q5 1 C
(01 Ir-0)J(ir,21r-6) 
if 	e (IT-a, iT)U(2iT-e,21r); 
0 , otherwise 
Therefore, using (i) 
c= f 	g(u) dm(u) = 
S n1 
	 - 
_I 	277 	 fl-I IT 
= I s _hI (fsgn sin 1 .sin( 1 +ofl d 1 ).fl(j(sin 1) 1 	d 1 ) 
0 
fl—I iT 





c = 	(21T - 40)= i - 2.0 21r 9 
Thus <x ,y> = cosO = cos 
'IT (1c)) =sin (2 c) .fl 
The following result, Grothendieck's inequality, implies Theorem 
2.1 , but is used here only as a lemma for proving the theorem. 
2.8 THEOREM (['8;4.Corollary i]) 
Let (a.) , i,j=1,...,n, be a real matrix such that there exists 
a constant M> 0 satisfying 	a. .s.t.l < M whenever s. , t. 
L,j1 1J 1 J 	 1 	J 
are real numbers and Is.I , It.I 4 1 for all i,j . Then, for 
every 2n elements 	 of an arbitrary real 
Hilbert space (H, <.,.>) , 
n 
' 
E 	a 	<x. ,y. >1 	
iT
) M (sinh —nQ.x Ix II.max tlyII ij 1 	 2 	i 	i j .  
Proof: [12] 
Every 2n elements of H belong to a 2n-dimensional linear 
subspace of H isometric to Z
2 (2n) . Hence assume, without loss 
of generality, that 	 belong to Z 2 (2n ) 
Consider first the case when these elements are in S 
2n-1
, and 
apply Lemma 2.7 to each pair i,j 
<x. , y. > =sin ( 	c..) , 












Z 	a C . (21c+i)! \.2J 	L,ji iJ iJ 
Now 
I. 	aij 4 1 I = I. 	 sgn<x.,Ug > sgn<y 	 ud u dm 
(s21)2;1 
a..(rjsgn<x. , i.>)sgn< y.,u>)J dn +1(uj ,...,u2kl) 
M by hypothesis, since 	rI5Sfl<XU> .., 	sfl<Y 	I 	1..11 
n 
Therefore, 	a. <x. ,y.> 	M sinh 1 , as required 
t,j1 iJ 	1 	j 2 
To show that the result holds for arbitrary x, y in 42  (2n) ,.. 







b ,d ,...,d. , the matrix (a. .Jb.1d 
J 
.) is such 
that 	z a. .'o.d..s.t.I 	M 	whenever 8.,t .E 	and. I.I ,jt. 	1, .,j=i 1J1J1J 1 1 J 1 	J 
where M = M.maxlb.I'maxld.I 	: indeed, the case maxlb.t .maxld.I= - 	•1 	j 	1 	j 	3 i 	ii 	3 
0 is trivial ; otherwise, by the hypothesis of the theorem, 
b 	. d..t. 
11
1 I. 	a 	 maxid 	
M , 	for s,t.Ea , Is.I,It.I 	1. j maxi bkl t 
Now let xi,  ... ,x,y 1 , .... y 	belong to Z2 (2n) ; setting 
b.
1  = 11 x 	d. .l 1  , . = IIyI 	in the preceding paragraph, it follows that 
n 
	









Taking if II x.l 	II y 1 f 0 , otherwise 
i 
an arbitrary element of S 2n-1, apply the proved part of the 
theorem to obtain: 
n 	 n 	 x. 
   
 y. 
a <x 	> I = I t Z. (all  x 	) < 	'  > I jj 	ij 	j=iii i 
M 1 sinh 
= M (sinh ).max lix li-max 11 y.11 .11 2 	j 	ij 	j 
2.9 COROLLARY 
Let (a.) , 	 be a complex matrix such that there 
exists a constant M> 0 satisfying, 	]. 1 Z a. .J 1 s. 3
t.i 	M whenever 
j,  
t, are complex numbers and I st , I tj 	I ..Then, for every 
2n elements of an arbitrary Hilbert space (H, <., .>) , 
n 
iHa a 	<x. , 	lix 2M (sixth ')-max  . 	. 	x t 1ji jj 1 
Proof; 
Let (b. .) = ( Re a ) , (d.I 	 ii 
) — ( Im a ) ; then, whenever s i  ,t. 13 	 - 	 j 
are real and Is.i 
n 
Z b. .s.t.i 4 M 	and I Z d. .s.t.l 	M i,j=i 13 1 3 	 • ,ji 13 1 3 
Thus the hypotheses of Theorem 2.8 are satisfied by (b..) and 
(a..) . The conclusion required follows if and only if the 
following statement is true: for every (x.) in a Hilbert space, 
n 	n 
II h a. . x.11 	2M (sixth 	) max 11 X-11 
,j 
.....(i) 
1 L=i 13 
30 
Indeed, if the conclusion is valid, and x 1 ,...,x belong to an 
arbitrary Hubert space H , then, using the Hahn-Banach theorem, 
choose y 1 ,...,y in H such that 11Y i 11 = I and 
<a..x. , yj > = llt1ajjxiII 	for  
n 	n 	 n 
Then Z II Z a x 	= 	E a 	X. ,y.> I 	2M (sixth !!). max  11 x.11 , 
jul 	..i ii i ji ij i 	j 2 	1 
which is (1).conversely, if (i) holds and (xi) , (y.) E H , then 
n 	 n 	n 
Z a <.x. ,y.> I 	Z II E a 	x 	IIYII 	2M(sinh  ).rn.xIIxjI.zaxIIYJI 
	
J j=1 	L! 	.J •j=i ij 	1 
which is the conclusion of the corollary. 
Now suppose x1 ,...,x belong to a Hubert space; applying the 
corresponding version of (i) in the real case, 
n 	n 	 n 	fl 	 n 
•E II .E a • x I 	•z (II • E b. .x. 	+ 1 • z d.. . x. II) 
j1 	1. 	J.J 	.L J=1.i lj J. .i .L,j 1 -- 
2M (sinh 	IIx.II 	, which is (1).02 1 
2.10 NOTE 
If, under the hypotheses of Theorem 2.8 , the real constant kG 
is defined by 
n 
k c,= inf i  c>O ; 	E a <x ,y.>I 	cm-max:lix. lI.max y I , x and y 
1 	ii 	j J 
for i,j=1,...,n belong to a real Hilbert space , 
then Theorem 2.8 shows that k sinh 2 . If, in the complex 
case, the constant K,. is similarly defined, then Corollary 2.9 
iT 
shows that K O,4 2 sixth 
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Proof of Proposition 2.6: [38:Theorem 4.31 
Let (x) in x=c(Q) be a finite set, and by scaling if 
necessary, assume ElIx.l 	I ; then Zix*(x.)1 2 lix11 2 ( x* E x*) 
Without loss of generality, also assume that the x' s are linearly 
independent; then there is a constant M> 0 such that 
	
iai 	M II. Z a.x.lf 	(a.e 	) 
Let .> 0 . By using a parti bion of unity, there exists an in-
dimensional subspace W of c(c) , isometric to °°(m) , and such 
that lix. - wi ll < E. for some linearly independent 	 in W 
if E is small enough. Let P : X —> span 1wj be a projection 
with ii P 11 < n . Now choose 	, ..., y_ in X so that each 
yE Ker P , and 	 is a basis for 
Set W0 =n.,Yn+l'
, then spanx i
i C. ' 
Define a map S from w °°(m) onto Wa by 
n 	 m 	 n 	 m 
s( Z a. w. + Z b.y.) = Z a. x. +Z b.y. 	(a., b. es). 
1 	11 	fl.i 	J J 	1 	11 	fl+ 	3 3 1 3 
n 
Let w = Z a.w. 
1 11 
Z a. x. 
1 11 
M 
+ E b.y. belong to W • From the inequality 
n+1 	3 1 
Z awIl 	•E...Z IaI 	EMII 	axjI 
and using the definition of P , it follows that 
n 11 
1 	
fl 	 n 
z a.x1 jI E a. x. - z a.w.li + 	Z1  a.w1 II 1 	 1 	11 	1 11 	 1 
EMII Z a X II + IIP(w)ii 
E.M E a.x.II + n w II 
Thus, if 	.M< 1 , then 	(1€.M) 11 F, a jI 	uliwli 
n 
Hence 	Z a.X. 
n 
- z 	aw.lI 
EflM 11w II - . Therefore, 
1 ii i i i IEM 
lIswIt = 	liz 
M 
a.x. 	+ E b.y.t 
1 1 	1 fl+i 	3 	3 
llza.x. -za.w.II+IIZaiw. +Z 	b.y.tI 1 11 	1 11 	i i 	+i 33 
E.nM 	 3 
WI! + I,  1-EM 
EnM 
) liwil - 
similarly Its 	 • Hence 1 -EM , 	d. 	 - ill 1 
- .nM 
Thus Its It 	i+ nM 	an  1-EM 
there exists an invertible map S in B((m) , Wo) such.. that 
spanx. C s(&(m))=v10 , and Its II = 1 ,11s 1 11 < 1 + E. 
If T is the given bounded linear map from X into X , then 
T(S(&(m))) is finite-dimensional in X' • Now x*=c(c)*. is  
isometric to L 1 ('P,E,ti) for some compact Hausdorff '' , where Z 
is a a-field of subsets of P . The linear span of characteristic 
functions of finitely many disjoint sets in Z. with union .4' , is 
dense in L1 (4',E,J.L) by [19:111.3.8] . Let S> 0 . By a similar 
argument (above), there exists an integer h and an h-dimensional 
subspace E of X , containing T(S((m))) , such that there is 
	
/ 	 \\ an invertible map U in 3¼E, 
itf h)) with 11 U = 1 , U 	1 +5. 
U 
Let T0 = UTS : £ (m -> Wo T -> E -> (h) , and let, for 
i=1, .... n, z = 	
too 
	. For each z 	in e 1 (m) 
n 	 n 	 n 
z.)I 	= S 	x.)I 	= 	l( s _i)* z*()t2 	It (s) 	zI12 z Iz*( 	\12 lz( -i 	'12 1 1 
If (e.)m is the usual basis for 	(m) , and if z. 	is the 




coordinate of z. c (m) in this basisf or each i,'j, then , 
1 
by taking z above to be the J th unit vector in 
1 
Z lz 1 2 	(1+E.)2 	for j=1,...,m 
t=i 	ij 
	
Now let (fk 	 J )h 
be the standard basis in t 1 (h) , and define a.k 
for j1,...,m , k=1,...,h by 
h 
Toe. = E a f 	(j=1, .... In) 
j 	ç=i 	jk k 
Then 
rn 	 m 	h 	 h 	rn 
T 0 z. = T0 (E z. .e.) = z. 	a. f ) = E ( E z. .a. )f 
1 	ji ij j 	j:i 	ij'ii jk k 	i 	j=i 1j jk k 
for i=1,...,n , and hence 
II TozIIi 	= I Z z..a.I 	
(i=1, 
Now 
n 	 . 	 n 	- 	 n 
:z IITx. ll = .E IlU'Toz. 112 	Iiu II •z  IlToz.112 
=1 	1 	 1 
n 	h 	m 
(i+) 2 .Z ( Z Z z.. ja 1)
2 
k1 ji ij k 
Thus, in order to show that 7r 2(T) 4 (1 +o)(i+) KJI T II , where 
2 sixth 	, it suffices to prove that 
t=i (I .Ez..a.kI) 	(i ~ ) 	KjIoII 2 
since 	II Toll r. II Til 




z 	a k' 	
for 	k=1,...,h , 	 i=1,...,n 
If 	c 	= (cl,...,ch) E 	(h)* 	with 	hell = 1 , and if 	t = (tk) 	and 
(s 	) i 	are i any 2 	sequences in 	C 	such that 	Is 	I I It 	I 1 	for j  




Z .a.kckstkI 	I(tc)( 	Tos.e.)I 	11 t  IFLIT0IIII Z s e 	IT0H j=i 	3.) j1 33 
. j,K 	3 
By (i) of Corollary 2.9 and (i) above, 
h 	n 	m 
i -=i ii jk 	
(1+&).KJIT0II I °ki ( t E I z a 2 i 
	)2. 
where K.4 2 sinh 2 . Since this holds for all cc &1 (h) for 
which 	1 , it is also true that 
h 	n 	± 
E ( z b2 :.)2 	(i+) KjT 0 ll 
k1 Lli ki 
By the triangle inequality in Z2 	(2) now follows. 
Hence r2(T) 4 (1+&)(i+E.) K c,II Til . Since 6 and E. were arbitrary 
it follows that 	112(T) 4 KIIT II . This finishes the proof.0 
The following remarkable theorem is a generalization of 
G.ro±hendieck' s. result. 
2.11 THEOREM (Pisier [41) 
Let A and B be C*_algebras, at least one of which has the metric 
approximation property, and let P be a bounded bilinear form on 
AxB . Then there exist positive linear forms f and g in the 
unit balls of A* and B* respectively such that 
K 	
g(YY*+Y*Yfl 
for all (x,y) E A x B , where K is a universal constant (K 12). 
In particular, every bounded linear map from A into B* factors 
through a Hubert space.Li 
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3. Arena regularity 
Let A be a Banach algebra, and let iT : A -> A** be the 
canonical injection. In [] , Arena defined 2 Banach algebra 
products on A** , both of which extend the original product on A 
(under IT ) but which do not necessarily coincide; indeed., the 
algebra A is said to be Arena regular if and only if they do. 
A comprehensive survey of the subject is [18] 
3.1 DEFINITION 
Let A be a Bariach algebra. For elements x,y of A , f of.. A* 
and F,G of. A** , define 
fx in A* by fx(y) = f() 
Ff in A* by Ff(x) = F(fx) 
FG in A** by FGf) = F(Gf) 
The product FG. is the first Arena product ; the above products 
will often be denoted by f%x , Ff , and F 
Similarly, define the second Arena product 
if in A* by xf(y) = f(yx) ; 
fF in A* by fF(x) = F(xf) 
F.G in A** by F.G(f) = G(fF) 
The- algebra A is Arena regular if FG = F 	for F,G in A*. 
It is clear that the elements of A and A** defined above 
indeed belong to the appropriate spaces. For example, if a,j3 e , 
then Ff(ax+py) = P(f(ax+y)) = F(x + pfy) = (Ff)(x) + (Ff)(y) , 
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since f(ax+j3y)(z) = f(axz + yz) = (ofx + pfy)(z) for z in A. 
Also, 	I Ff(x) = F(fx) I 4 II F  II II f  II 11 x 11 , and so Ff E A* 
It is likewise easy to show that the 2 Arens products are 
associative; under either of them, A 	becomes a Banach algebra 
[3J . It follows from Definition 3.1 that when A is 
commutative, the Banach algebra A** is commutative if and only 
if A is Arens regular. 
.2 LEMMA ((2 5 ) 
Let A be a Banach algebra. 
The Arens products (on A**) coincide if one of the factors 
is in v(A) 
The first Arens product is left w*_continuous; the second 
Arens product is right w*-continuous. 
Proof; 
Let aEA , 1e 
	G.e A** , then for h in A* 
(lr(a) G) (h) • lr(a)(Gh) = i(a) = G(ha) , and for x in A , 
(hlr(a))(x) = lr(a)(xh) = (xh)(a) = h(ax) = ha(x) 
and so h9(a) = ha. • Thus, for h in A* 
(n(a)G.)(h) • G(h7T(a)) = G(ha) = (lr(a) c.)(h) 
and hence iT(a).G. • 1T(a) G. . The proof of G-9(a)=G-v(a) is similar. 
Let F 	F in A** , then for every h in A* 
(Pc)(h) = FM(Gh) —> F(Gh) = (Fc.)(h) 
hence FG it> PG. . Similarly for the other prod.uct.fl 
3.3 DEFfl'IITION 
Let A be a Banach algebra, let f belong to A* ; then f is 
said to be weakly almost periodic (or wA) if the bounded linear 
map a I—> fa : A -> A* is weakly compact; and f is (uniformly) 
almost periodic if the same map is compact. 
3.4 THEOREM ([ 18 ; 25 ]) 
Let A be a Banach algebra. The following are equivalent: 
A is Arens regular; 
each f in A* is WAP; 
the first Arens product is right w*_continuous; 
for each pair of bounded sequences (x m) , ( y n  in A and 
each f in A* , the limits 
limlimf(xy) and limlimf(xv) 
in 	n 	inn 	 n 	m 	rn- n 
are equal whenever they both exist; 
for each F and C in A 	and f in A* , there exist 
nets (xv) , (y) in the unit ball of A such that 
F = w*_m r( x) , 	= w*lim 7T(y) , and 
urn urn r(x) ir(y)(f) = urn urn 7r(x.)  ir(y)(f) 
Proof: 
(i)<=>(v): given F,c. in A** and f in A* , by Goldstine's 
theorem [19:V.4.51 there exist nets (xv) , (y) in the unit 
ball of A with F = w*_lim 9(X.) and G = w*_lim 1r(y) 
By Lemma 3.2(i) , 
lirn Urn ir(x) ir(y)(f) = lirn urn ir(x).v(y)(f) 
which, by Lemma 3.2(u) , equals Urn lr(x).G.(f) ; by the same 
lemma, this is Urn ir(x)  G(f) = F G(f) 
On the other hand, using the same lemma again, 
urn Urn 7T(x) 7r(y)(f) = urn F ir(y)(f) = urn F1T(y)(f) 	FG.(f) 
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Since this holds for all f in A, (i) is equivalent to (v) 
(i)=>(ii): let f belong to A* , and let 4>(x) = fx (xe A) 
Then is a bounded linear map from A** into A*** if 
lTi : A* -> A* is the natural imbedding, then, for F,G in A**, 
= F(*(G.)) = p(f) = (fp) = 7ri (fF)(G) 
since A is Arena regular, and so **(A**) ClTl(A*) . By 
Definition 1.21 , the map s6 is weakly compact; hence (ii) 
(ii)=>(v): let F,EA* , fEA ; as in the proof of (i)<=>(v) , 
F = w_lm IT(x) and G= w*_lm 9(y) for some x , y in A 
of norm at most 1. By (ii), the map 	: x> f  (XCA) is 
weakly compact; then (fx) = Wx)),1 has a weakly convergent 
subnet (fx) , say. Since lr(y) !.> G , 
i hI G(w-lm fx 1 ) = lm G(fx) = lrn im11(y)(fxPk) 
Thus G(w-lim fx,1 ) = l 	1m ir( x) i( y,) (f) ; by Lemma 3.2 	, 
JJk
this equals lm lirn 1r(x)*1r(y)(f) 
Ilk V 	Pk 	V 
Furthermore, 
G(w-lim fxpR) = lm ir(y)(w_lrn fx) = urn Urn n(y)(fx) 
= lm lm 
lr(XPk 
 
Thus the 2 double limits are equal for (xM)  and (y , ) . The 
proof of (i)<=>(v) shows that whenever 9(x) !_> F and 
n(y) 	> G , the limits urn urn 1r(x)v(y)(f) and 
1m lm 77(x)*1T(y)(f) both exist (and equal FC.(f) , F.G(f) 
respectively) for all f ; hence (v) follows. 
(i)=>(iii): let G Ef> G , then, for f in A* , F in A** 
P-G(f) = FC(f) = c.,1(fF) -> c(fF) = FG(f) = FG(f) 
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(iii)=>(i): for G in A** , choose 	in the unit ball of A 
by Goldstine's theorem so that C. = w-lm 7r(y) . Then, for F in 
A** and f in A , lm F ir(y)(f) = F G(f) , by (iii); but by 
Lemma 6.2, l.m F 1T(y)(f)= lm F.7r(y)(f) = F.G(f) , hence (i) 
(ii)<=>(iv): by a theorem of Grothendieck [22; 27: Lemma 19.1] , 
the weak closure MW of a bounded. subset M of A* is weakly 
compact if and only if for every pair of sequences () in M 
and (F ) in the unit ball of A** , the limits lim urn F (OM ) 
fl 	 in 	n 	n m 
and urn lim 	are equal whenever they both exist. If (x) 
and () are bounded sequences in A , then M = if x: 	mEN 
is bounded-for each f in A* ; if f is WAP , then M is 
weakly compact, and by multiplying by a constant if necessary, 
the sequence 7T(y) is in the unit ball of A* . Since 
= f(xY) for all m,n , (iv) follows. Similarly, (iv) 
implies (ii) .0 
3.5 NOTE 
Condition (iv) is Fjm's double limit criterion [44] . It is clear 
that the 5 conditions are also equivalent to: 
the map x v—> xf is weakly compact for f in A ; 
the second Arens product is left w4 -continuous. 
3.6 COROLLARY 
Let A be an Arens regular Banach algebra, let B be a closed 
subalgebra of A , and let I be a closed two-sided ideal of A 
Then B and A/I are Arens regular.O 
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3.7 THEOREM (First proved by Civin and Yood. Lu]) 
If A is a C*_algebra, then A is Arens regular. 
Proof: 
By a result of Akemann [i : Corollary 11.9] , every bounded linear 
map from A into A is weakly compact; alternatively, if A has 
the metric approximation property, then Theorem 2.11 shows that 
every map in B(A,A*) factors through a Hubert space H , and 
since H is reflexive, it follows that B(A,A*) = W(A,A*) by 
[35:42.2(3)) . In particular, therefore, every f in A* is WAP 
and so A is Arens regular by Theorem 3.4 .[] 
3.8 T}OREM (Young [621) 
If Q is a locally compact group, then L 1 (G) is Arens regular 
if ar4 only if G is finite[] 
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CHAPTER II : ARENS REGULARITY OF THE PROJECTIVE TENSOR PRODUCT 
OF BANACH ALGEBRAS 
4. A necessary condition 
Let A and B be Banach algebras. As indicated by the title, 
the problem discussed in this chapter is to find, necessary and 
sufficient conditions for A B to be Arens regular. The results 
below show that except in essentially trivial cases, the Arens 
regularity of AB implies that of A and B , but the converse 
does not hold in general. 
4.1 THEOREM 
? 	 ,.1 A b 	1- 
JJ 	., ,f Ad . 	such  algebras  
A2 = a 1 a2 : a 1 ,a2 EA 	Eo B2 . 
If A0 B 	is Arena regular, then 	A 	and 	B 	are Arens regular. 
4.2 LEMMA 
Let A and B be Banach algebras. 
(i) A(&- B is Arens regular if and only if B4 A is Arena regular. 
(ii)If ft.-A° satisfies the double limit criterion (Theorem 3.4) 
then so does of (eEC). 
Proof: 
Part (i) follows from Corollary 1.18 , while part (ii) is clear 
from the statement of the criterion.D 
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4•3 LEMMA 
Let A and B be Banach algebras such that A2 	{ 	B2 , and 
let 0 in (As- B) *  satisfy the double limit criterion. For each 
element b = b 1 b2 B2\O , the linear functional (- ,b) A* 
satisfies the double limit criterion (in A). Similarly, for each 
a = a 1 a 2  e A2\j O , the linear functional 4(a,) CB* satisfies the 
criterion (in B).' 
Proof: 
Let 	B) as required, regarded here as a member of the space 
Bil(AXB, E). Let b = b1b2cB2\IO} , and suppose that (x) and 
() are bounded sequences in A such that there exist complex 
numbers p and v satisfying 
Urn 1w S6b  xy) 
= p , 	urn 
lirn 
	(xy) = 
where 95b() = 	, b) e A 	The criterion is satisfied by Ob E A* 
if it can be shown that p = v 
Now (x m) and () are bounded, and , for m,nE , 
Ikm®b i II = 	IlXm 11b1 11, 	hIy'@b 2 11 	= hIY 1111b2 11 ; 
hence the sequences (xmøbi) and (yb2) are bounded in A9 B. 
Moreover, 
11w 11w (p((X®b1)(Y0b2)) = 11w 11w 	(xy,b) = p , and 
urn 11w c<(xm 	1 
b )(y n  ®b 2 )) = 11w Urn (xm  y n  ,b) = v n m 	 n m 
Thus the two double limits both exist; since q5 satisfies the 
criterion in A&B , it follows that p = v 
The same argument shows, mutatis mutandis, that (a,.) e 
satisfies the double limit criterion for each a = a 1 a2 eA2\O . U 
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Proof of Theorem 4.1: 
Suppose A2 j 10 	B2 and A6 B is Arens regular. Since B2 	[01 
there exist b 1 , b2 in B such that b 1 b2 # 0. By the Hahn-Banach 
theorem, there is a functional g C B* such that g(b 1 b2 ) 	0 and 
11g  = 1. Let f e A* , and define the bilinear map 
fg : Ax B -> 	fg(8b) = f(a) g(b) 	(a EA, be B). 
Then "fg II 4i hf 1IlI g  II 	and 0fg E Bil(Ax B, c) 	(A0̂  B)* . As 
AO B is Arens regular, 95f , satisfies the double limit criterion. 
Now 
( fg(ab 1 b2) = f(a) g(b 1 b2 ) = of (a) 	for a C A 
where c = g(b 1 b2 ) 	0 . By Lemma 4.3 	Pfg(bjb2) = of(-) e A* 
satisfies the double limit criterion, and by Lemma 4.20L) , so 
does c 1 (cf) = fA . Since f was arbitrary, A is Arens 
regular. By a similar argument, B is also Arens regular. [] 
4.4 REMARK 
If, in Theorem 4.1, the Banach algebra A is such that A 2 = [ o , 
then it follows from the definitions (3.1) that both Arens products 
in A and in AD B are identically zero ; hence A and A B are 
trivially Arens regular for B an arbitrary Banach algebra. 
4.5 DEFINITION 
Let L2[0,1] be the Hubert space of (equivalence classes of) 
functions x : [ o,ij -> .0 such that 1x1 2 is Lebesgue-measurable 
and with the inner product 
< x , y > = f x(z) y(z) ciz 	(x,yeL2[o,1]). 
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Define the closed subspace 1 2 = H2 [ 0 , 1 ] of L2[0,1] by 
H2 = 	XE L2 [O,1 : (n) = f x(z) e-2 7r"nz dz = 0 , n=-1,-2,... 
Let P: L2[O,1J -> H2[O,1j denote the projection defined by 
P(x) = X if x = x + X , where x, EH2 , x c (iiY , and where 
(H2 )i = y L2 [O,i1 : < x , y > = 0 for all xEH2 
Now, if 	y(z) = e2 ITL k z (zE [o,i]) for some integer 	k , then 
o, ifnk; 
9(n) = ç e2()Z d.z = 1 1, (nEZ) o ifn=k. 
Thus 	yEH2 	if kO., and ye(H2 ) if 	k<O: for in this case, 
- 
< x; 'Y-> 
.1 
= j x(z) e2 	dz = 	(k) = 0 	for all 	XEH2 • 0 
4.6 THEOREM ([iJ) 
Thq Banach algebra c[0,11®.c[0111 is not Arens regular. 
Proof: 
Let V = G[0,11 9"G[0,11 . Let fnCC[O1]  be the function 
f (z) = e2 n 	
for z( .[o,i] , nEZ , and define sequences (a n) 
and (b) in . V by: a = fØf 	, b = a 	(n,mez). 
Since 11 a  I = II fn II II En IL = 1 = 11 b IL for n,m in Z , these are 
bounded sequences in V Regard c[0,1) as a subspace of L 2 [O, 1 ]; 
next, define 95 by: 	(x,y) = < Pox , y> for x,yE C[O,1] ,where 
Po is the restriction to C[o,i]  of the projection P: L2 -> H2 
described in Definition 4.5. Then 0 is a bilinear form on 
C[O, 1 ]x c[o,i] , and It(x,y)l 	Ix II11y II. Hence 	can be viewed 
as an element of V* , and II II 1 ; in fact, 	I = 1 
As observed in Definition 4.5, each function f k  belongs to H2 if 
k 0 , and to (H2 
)i  if k< o 
Hence, for k0 , 	(ak) 	< Pof ' 	> = < k ' 	> 	I 
and for k<O , 	(ak) = 
Now 	abm = (e 0 f)(f 0 f 	) = f 	f 	= a 	, and so n -m +m n-rn 
n 
(a b (a 110, n m n-rn , if 
Hence 	Urn Urn (a b ) = i 0 = Urn urn 	(a b ) , and 	V 	is not 
M 	n 
ri m ri m n 	m 
Arens regular. 0 
4.7 REMARK 
The algebra c[O,i] is a C*_algebra and therefore Arens regular, 
by Theorem 3.7. It seems difficult to generalize the proof of 
Theorem 4.6 in order to show that c(c) c(c) is not Arens 
regular when Q is a compact Hausdorff space other than a closed 
interval of the real line. A different approach will be used 
subsequently; in the next section, certain sufficient conditions 
for the Arens regularity of AQpB will be examined. 
5. Completely continuous algebras 
5. 1  DEPINITION 
A Banach algebra A is said to be completely continuous (or cc) 
if the left multiplication L:  a i-> xa : A -> A and the right 
multiplication R: a -> ax : A -> A are both compact for each 
x in A . Similarly, A is said to be weakly completely 
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continuous (or wcc) if L and R are weakly compact for each 
x in A; and A Is said to be compact if the map L 	is 
compact for each xEA. Algebras satisfying some of these conditions 
were studied by Kaplansky [32] and Alexander [2 ] , amongst others. 
5.2 REMARK 
A CC algebra is clearly compact, and is also WCC. It is easily 
checked that if A is CC [resp.compact] , then every closed 
subalgebra of A and every quotient A/I by a closed two-sided 
ideal I of A is also cc [resp.compact]. 
5.3 EXAMPLES 
Let r be a set , and let 0 0 (r) be the Banach algebra of 
map f:r -> C that vanish atinfinit:v; that is, for every E. >0, 
If(x')l < 	for all but finitely many x's in I' .Then c,, (r) is 
a completely continuous algebra [33]. 
Similarly, if (Ay)yer is a family of Ce-algebras, define the 
restricted product of the Ar 's by 
r10C,) = 	(x)e1J(A) : v>o, IIx)I < F, for all but finitely many 
Y's, where Ii is the Cartesian product I 
WhenErAowed with pointwise operations and the supremum norm, this 
product becomes a C*-algebra.; the algebra c 0 (r) above is a 
restricted product of one-dimensional C*_algebras.( Here the 
involution is given by complex conjugation.) 
If G is a compact group, then L 1 (G) is a CC algebra;this 
was shown by Segal [53:Theorem 1.111 
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By Theorem 3.8, L 1 (G.), for G an infinite compact group, thus 
provides an example of a completely continuous (and hence 1,VCC and 
compact) Banach algebra which is not Arens regular. The c*_algebra 
B(H), where H is a Hubert space, is of course Arens regular (3.7) 
but neither WCC nor compact. 
(iii) If X is a Banach space, then K(x) , the algebra of compact 
operators on X , is compact [9.: 33.10). However, K(X) is not CC if 
Xis infinite [8]. As shown in [6] , if H is a Hubert space, 
then K(H) is a WCC algebra. Thus, in general, a compact algebra 
is not completely continuous, and a WCC algebra is not CC either. 
5.4 DEFINITION 
Let E be a subset of a Banach space X • The absolutely convex 
hull of E , IcoI(E), is defined by 
IcoI(E) 	Z a ç x : ac, XkE , zII 41 , neN 
The following result was first proved by Holub [jo]; the proof here 
is due to Kthe [35:44.6(1)] 
5.5 THEOREM 
Let A 1 ,A2 ,B1 ,B2 be Banach spaces, and let T1 : A1 -> B1 be 
bounded linear maps for 1=1,2. If T 1 and T2 are compact, then 
T 1 0T2 : A1A2 T> B1 B2 
is compact (Definition 1.22). 
Proof: 
Since T 1 . and T2 are compact, there are sets UCA 1 , U2 CA  
containing neighbo rhood.s of 0 , and compact subsets C 1 =T 1 (U 1 T 
of B1 , C2=T2(U2) of B2 • Then C 1 x C2 is compact in B 1 x B2 
Em 
The canonical map (b-,,b 2 	b  I 
a b2 : B1 x B2 -> B1 0 B2 is 
continuous, and so C 1 do C2 is compact in B1 0 B2 . Now [34:20.6(,3)] 
shows that (IcoI(c 1 C2 )) 	is compact if and only if it is 
complete; but this is a closed subs -et of the Banach space B 1 B2 , 
and hence is complete and compact. Since 
(T1 	 )))    	 )3, T2)(Icoj(J 1 U2 	 1 	1 22 	 12  
it follows that ((T 1 T2)(Jco(U 1 gU2))) 	is compact;. Finally, 
1co1(U 	contains a neighbourhood of 0 in A 1 A2 and so 
T1 T2 is compact.IJ 
5.6 REMARK 
If T and T2 above are only weakly compact, then T 1 T2 is 
not weakly compact in general [29 -. last remark in §31 
5.7 LEMMA ([9 :33.12]) 
If A is a Banach algebra, and if E is a dense subset of A such 
that b -> aba :.A -> A is compact for each aeE , then A is 
a compact algebra. Similarly, if the left and the right multiplica-
tion by elements of E in A are compact, then A is CC 
5.8 PROPOSITION 
If A and B are compact [cc] Banach algebras, then Aø B is a 
compact [cc] Banach algebra. 
Proof: 
Let A and B be compact. Let Z ak bkE A B ; by hypothesis, 
the following maps are compact: 
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n 	 n 
S : xi—> E akxak : A -> A , T ; y I-> Z bkYbk: B -> B 
By Theorem 5.5, S& T 
m 
(SêT)(Z x .®y.) 
hence, by linearity and 
(so- T)(v) = (Z ak 
AO B -> AO B is compact, where 
(Z a 0 b ) (Z x.Øy.)( a1 ® b 1 ) , x.EA;Y.B; 
continuity, 
bk)v(E akbk) for v in AB 
Now let E = Z aKbk : akeA, bkEB, ncK 1; then E is dense in 
A®B, and the map vi—>uvu:AB—>AøB is compact for each 
u in E , as shown above. By Lemma 5.7 , A9 B is a compact 
Banach algebra. The case when A and B are CC is treated in the 
same manner. [I 
The following characterization of compact C*_algebras is included 
in the work of Alexander [2 ] and Bergiund. [6 ]. 
Let A be a CS-algebra. The following are equivalent: 
A is compact; 
A is a C5 -subalgebra of K(H) for some Hubert space H ; 
A is a WCC algebra; 
A = fl0(A) , where each A is an algebra of compact 
operators on a Hubert space. 
Also, A is CC if and only if A = n0() , where each A is a 
finite-dimensional C -algebra. 0 
5.10 DEFINITION 
If A is a Banach algebra, let A5 A = f*a : feA5 , aEA , where 
f*a (b) = f (ab) for 
product (5..1). Simi 
a.f(b) =.f(ba) for 
under (1.27), and 
For a 1 ,a2 (A and 
b CA, th 
Larly, let 
b in A 
in fact a 
f e A* , it  
first step in defining the Arens 
A-A* = I a.f : aEA, fEA* 	, where 
Observe that A* is a right A-module 
Banach module: 	fa 11 e. II f  II II a 11 
is clear that f*(a 1 a2 ) = (f,a 1 )a2 
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5.11 PROPOSITION 
Let A be a Banach algebra such that A**A = A and the left 
multiplication in A weakly compact. Then.. A is Arens regular. 
Similarly, the same conclusion holds if A'A = AS and the right 
multiplication weakly compact. 
In particular, if A is WCC,and. A5*A = A5 or A-A* = A5 , then 
A is .Arens regular. 
Proof. 
Suppose A5kA = A* , and let f E A5 . There exist g E A5 and a E A 
such that f = g*a. Hence, for all bE A, fb = (g*a)Mb = g*(ab). 
Cónsid.er the map b -> f*b : A -> A 5 ; as fb = g(ab), this map 
factors; b -> ab -> g*(ab) = tii.b , where the left multiplication 
by 	a is weakly compact by hypothesis, and the second map is 
linear and bounded (3.3). Hence 	b > fib: A -> A5 is weakly 
compact, and so f is weakly almost periodic. Since f E A 5 was 
arbitrary, A is Arens regular by Theorem 3.4. 
The second part follows in a similar way, using Note 3.5 .0 
5.12 REMARKS 
(i) If A is a completely continuous Banach algebra and A*A = A 5 , 
then the proof above shows that every f in A* is (uniformly) 
almost periodic; that is, b —> f*b is compact (Definition 
(ii) If G is.an infinite compact group, then L 1 (Q) is CC 
(Example 5.3(u)), and so the above proposition shows that 
L 1  (G.)* L 1 (G) # L' (G.)* (note here that * denotes the Arens product 
rather than the convolution) ; for otherwise L 1 (C.) would. be Arens 
regular, contradicting Theorem 3.8. Also, L 1 (C.) L 1 ( G.)* 
5.13 THEOREM 
Let A and B be Banach algebras with bounded right approñmate 
identities, and suppose the following conditions are satisfied: 
A**A = A* , B**B =- B* 
the left multiplication in A is compact; 
A* or B* has the approximation property. 
Then VV a X(A,B*) , where V = AS B 
If, in addition, 
the left multiplication in B is compact, and 
every bounded linear map from A into B* is compact, 
then every element of V* is (uniformly) almost periodic; hence 
AB is Arens regular. 
5.14 NOTE 
In view of Proposition 5.11, conditions (i) and (ii) of the theorem 
imply that A is Arens regular, and (i) and (iv) that B is Arens 
regular. Also, the theorem remains valid if the second Arens product 
isused in (i), and the other conditions appropriately modified. 
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Proof of Theorem 5.13: 
By the standard identification, V* B(A,B*). 
Let F be a finite-rank operator in K(A,B*) . There exist 
(f )EA* , (g)c B* for j =1,2,...,n such that F = E f 	g , 
where (f i 0 g.)(a) = f.(a)g.E B* for ac 	(Definition i.ii). 
By (5.10), A* is a right A-module , and by hypothesis A has a 
bounded right approximate identity; by (i), A* *A = A* , and so by 
Corollary 1.30, there exist elements hi•••hn of A* , c of A, 
such that f = h..c 0=1,...,n). Similarly, there exist k  B* , 
de B , such that g. = k.*d. 0=1,...,n). Define SE K(A,B*) by 
S = Z h. k. . For x® y in Âê B 
(S%(cd))(x@y) = S(cxd.y) = Z h 1 (cx) k.(dy) 
= Z (h*c)(x) (kd)(Y) = Z f 	g.(y) = 
= F(x®y). 
By linearity and continuity, F = S*(c®d)EK(A,B*)*(AB) 
Thus the finite-rank operators from.: A into B* belong to 1T*.V 
Since A and B have bounded right approximate identities, so 
does AB , by Proposition 1.25 ; Theorem 1.29 implies that 
VV is 	- closed, in W. By (iii), A* or B* has the 
approximation property ; hence the II - limits of finite-rank 
operators from A into B* are precisely the compact operators 
from A into B*. Therefore, K(A, B*) C vv 
For the reverse inclusion, let f E 1T*V be of the form 
f = g,(Z x®) for some gEV*, x 1 ,...,x EA, 
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Let (a) be a bounded sequence in A • For bc B , n 
f(a)(b) = (g* x y.)(a® b) = 	g(x.a)(yb) = ( g(x.a)y.)(b) 
where now g(xa)*yeB**B for j=1,...,m . Thus 
f((a)) = ç j (xj a'n)*Yj ) n C B 	• 	 .....(i) 
By (ii), the closure of (x.a) is compact in A for each 
that is, (xa) is relatively compact in A . Since gEB(A,B*) 
is continuous, g((xa)) = (g(xa)) is relatively compact in B 5 
for each j . Finally, the map h i—> h* : B - B'- (j=i,...,m)is 
continuous, and hence (z g( x .a ),.y.) 	is relatively compact in B5. i 	jn 	jn 
By (i), feK(A,B). 
If now f is an arbitrary element of V'-V, then , since v t-> gv 
V -> 11* is continuous, f is a 	- limit of compact maps 
of the form g(Zxy) as above; hence fK(A,B) 
If, in addition, conditions (iv) and (v) hold., then the left 
multiplication in V is compact, and so, by Proposition 5.11 and 
Remark 5.12(i), every element of V is almost periodic;, for (v) 
implies that V5*V = V5 .0 
5.15 LEMMA ([59 : Theorem 2.11]) 
If A is a C-algebra, then A A* = A 5 = A* *A • fl 
5.16 NOTE  
If A - and B are C-algebras, then they have bounded (right) 
approximate identities by Definition 1.24 , and by Lemma 5.15, 
condition (i) of Theorem 5.13 is fulfilled. This theorem will 
now be applied to C*_algebras. 
5.17 LEMMA (For X = 	: Schur- [521 , Banach [ 5 :p. 137]) 
Let (E)1 be a sequence of finite-dimensional Banach spaces, and 
let x = rI 6 (E) be the Banach space of sequences x = (xi) , 
co x. f E 	for each i , such that lixil =llxjI< 	. Then the compact 
and the weakly compact subsets of X coincide. 
Proof 
Let M be a weakly compact subset of X . Since each E is 
finite-dimensional and hence separable, the space X is also 
separable. By (34;213(5)) , the dual X is weakly sequentially 
separable; in other words, there exists a countable weakly dense 
subset W = 	 of X* such that every-element of X 
is the weak limit of asequence in W 
For m in M and n=1,2,... , let r(m) = w(m) ; that is, each 
f: 14 -> T, is the restriction of w to M . By the definition 
of the weak topology, each f n  is weakly continuous. If 
f(m1 ) = f(m2 ) for all n , then m 1 = m : for suppose f E 
then there is a sequence (Wk) in W such that f=w_l? wk in 
particular, f(m 1 ) = lm wk(m) = lm wk(m2) = f(m 2 ) , and since 
f in X' was arbitrary, it follows that m 1 = 
Thus 	is a sequence of weakly continuous functions on the 
weakly compact set M , which separates the points of 14 . Then 
M is metrizable in the weak topology [50: 3.8 ] ; since M is 
metric and compact in the weak topology, every sequence in 14 
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contains a weakly convergent subsequence [34:4.5(4)] 
To prove that M is sequentially compact and therefore compact, 
suppose that (z) is a sequence in x such that 	(n)  is 
weakly convergent to 0 , but l?Qz(') 	0. By passing to a 
subsequence if necessary, there exists E..> 0 such that 
= 
5E < IIzII = E llzY"II 	for n=1,2,... . 	 .....(i) Li 	1 
Let NET be such that•E ltc 1 II 	€. ; then, by (i) , 
LN4I 	1 
5E- < II z' ' 	+ E. 1 	j 
and so 	• IIzc1)II > 4f_ . 	 .....(2) 
=i 	1 
Now the dual of X is given by fl (E) , where the norm of an 
element f = (f' 1 ,f2,...) is If 1i = siip IIf.Il , and f in X 
acts on an x in X by 	[54:26.8] 
00 f(x) = Z f.(x.) , x.€. , f€E 
By the Hahn-Banach theorem, there exists 	v=(vl, ... ,vN,0, ... ) in 
X* such that, by (2) , 
N z1) 	 ,o,...) = E IIzc 1 flI > 4€- 
• =i 	1 
and 	Ilvil =:IIviII 	I 
N 
Hence E v.(zc 1 )) > 4. , where v. E E L=il .....(3) 
Now consider the Banach space ri 1(E.) 	of finite sequencesRE 
X = (x1 , . . . , ), where xi c Ei , and with the & -norm; this space 
is finite-dimensional since each E. is finite-dimensional. 
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Moreover, the dual of 11 i(E.) is fl (E) , defined similarly. 
N 1 
Since the sequence (z) C X converges weakly to 0 , it follows 
that, in particular, if elements of X* are of the form 
= (fI,.,fN,0') , then 	f1(z) + 
... 
+ f1 (z' ) ) = f(z ) ) 
converges to 0 , for all f. in E , 
In other words, the sequence 
(z"' ,...,z 	) in fle a (E.) 1 	 N 1 
converges weakly to 0 as n -> 	. But rJei(E.) is finite- 
N 1 
dimensional, and hence allopologies on it coincide (e.g. [14:115, 
Lemma I ]); hence the sequence (z 	 ) converges to 0 
in norm, or 
L IIzcflI -> 0 	as n -> 00 	 .....(4) 
Now let n 1 =1 , let N1 = N , and, by (4) , choose n2 EN such 
that 
•J'1 
II zj2)  II 	£ 	. (s) 
Then there exists N2 E UN such that 
Go 	11   
1 
implying that N2 > N 1 , for otherwise, by (1) , 5€ < z ( "t) 	2 E. 
which is a contradiction. Hence, by (i) , 
•Z IIzczII > 4E 
=i 	1 
As before, there exist v 	in E , i=N1 +1,...,N2 , such that 
supv 	: i=N1 +1,...,N2 = 1 and 
•' v.(zYt ) ) > 4i. . 
N+1 1 1 
Continue this process: by (4) , there exists nEI such that 
tIIzP13)II r. and hence there is N > N2 , and, so on. Thus 
there is a sequence w = (v •I•VN  ,v. +1 ,...) in X' , with i  
11w II = sup 11 vjI = 1 , and a sequence n 1 ,n2 ,... in N , such that
go 
I v.(zY') )I 	I v.(zc''))l -. 	Z v.(z ( ' ) • 	 )I i 1 1 	 i 1 1 	 1 
? 4E. 	= 3e > €.. , using (3) ; 
Go 
I 	v1.(z(. 1 '2.))l 	I - I .i 	 1 
using (7) , (5) and (6) , and .11 v. 	1 for all i ;. and so on. 
Thus jw(z() )f >& for n=n 1 ,n9,... , where wEX* ; but this 
contradicts the weak convergence of (z ) ) to 0 . Hence a 
sequence in X converges in norm if it converges weakly (and in 
particular X is weakly sequentially complete) 
Therefore, every sequence in M contains a convergent subsequence, 
and hence M is compact. Conversely, if IA is compact, then it 
is weakly compact. U 
5.18 PROPOSITION 
Let A be a separable completely continuous C*_algebra, and let 
X be a Banach space. Then every weakly compact bounded linear map 
from A into X is compact; that is, W(A,X) = K(A,X) 
Proof: 
Every compact map in B(A,X) is weakly compact, hence 
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K(A,X) CW(A,X) . Conversely, let TeW(A,X) , then T*EW(X*,A*) 
[19:vI.4 ] . Since A is a...separable CC algebra, by Theorem 5.9 
there exists a sequence (Es) of finite-dimensional C*_algebras 
such that A = !1(E) , arid hence A* = fl&1(E) . Each E* is 
finite-dimensional since each E is; by Lemma 5.17 , the compact 
and the weakly compact subsets of A coincide, and hence T* is 
compact. By Schauder's theorem {19:VI.5 ) , the map T : A -> X 
is compact. Thus W(A,X) = K(A,X) .0 
5.19 THEOREM 
If A and B are completely continuous C*_algebras, and if at 
least one of them is separable, then V = A'B is Arens regular. 
Proof: 
Suppose, without loss of generality, that A is separable. By 
Note 5.16 and the hypotheses, conditions (i),(ii) and (iv) of 
Theorem 5.13 are satisfied. By Proposition 5.18, it follows 
that K(A,B*) = W(A,B*) , and as observed in the proof of Theorem 
3.7 , it is also true that W(A,B*) = B(A,B*) , i.e. every bounded 
linear map from A into B* is weakly compact. Hence the 
condition (v) of Theorem 5.13 is also fulfilled. 
Finally, as in Proposition 5.18 , there is a sequence (En) of 
finite-dimensional C*_algebras such that A = r1 0(E) ; since each 
E* is finite-dimensional, it has a basis, and hence rl el(E* ) 
also has a basis. By Definition 1.31 , A = fle1(E) then has the 
approximation property. Hence the condition (iii) of Theorem 5.13 
is satisfied., and so every element of 11* is almost periodic. 
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By Theorem 3.4 , the algebra V is Arens regular.[] 
5.20 EXAMPLE 
The Banach algebra c o Sc o is Arens regular; every element of 
(c 0 co ) 	is almost periodic. 
5.21 REMARK 
Let A and B be C-algebras. It would be interesting to know 
whether AB = V is Arens regular if, with A separable, 
A is completely continuous and B compact (<=>wcc ); 
both A and B are compact. 
In (i), Theorem 5.19 shows that VV = V . However, one still 
needs weakly compact multiplication in V in order to deduce 
that V is Arens regular using Proposition 5.11 • In (ii), it 
seems that different methods are needed; in particular, if H is 
a Hubert space, is K(H)K(H) Arens regular? 
5.22  DEFINITION 
Let A be a Banach algebra. A double centralizer on A is a 
pair of operators (s,T) in B(A) xB(A) such that a(Sb) = (Ta)b 
for a,b in A • The set of double centralizers on A can be 
made into a Banach algebra, called the double centralizer algebra 
of A , and denoted by M(A) [31] • The algebra A can be 
imbedded isometrically in M(A) by the map a -> (LR a ) 
hence A can be viewed as a closed subalgebra of its double 
centralizer algebra. A net I e1 : iC I I in A is 
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called a guasicentral bounded approximate identity bounded 	1 if 
(ei) is a two-sided approximate identity bounded by I of A , 
such that 11 e.b - b elI -> 0 (i e i) for all b in M(A) 
5.23 THEOREM ([ 55 :Theorem s}) 
Let A be a Banach algebra with a two-sided bounded approximate 
identity bounded by I . If A* = A-A* + A*rA , then A has a 
quasicentral bounded approximate identity bounded by I . 0 
5.24 COROLLARY 
If A and B are C's-algebras, and if A is completely continuous 
and separable, then V = AØB has a quasicentral bounded 
approximate identity bounded by 1 
Proof: 
As observed in Remark 5.21 , the proof of Theorem 5.19 shows 
that VV = 1J* .0 
6. Commutative C*_algebras 
Every unital commutative C*_algebra can be identified with 
C(Q) , where Q is a compact Hausdorff space. In this section, 
Arens regularity of 	 for Q and 'V compact metric 
spaces will be discussed. Throughout, G will be a locally compact 
(Hausdorff) abelian group, with normalized Haar measure. 
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6.1 DEFINITION 
The dual group G of G is the set of those continuous maps 
Y : C. —> tZ which satisfy I y(x) I = I (x e ) and 
y(x+y) = y(x).y(y) (x,yE c) . The group operation on Ĝ is given 
by (y 1 + y2 )(x) = y1(x).y2(x) (Xe C.) . Let A(a) = : fE'I.(G)j, 
where P is the Fourier (Gelfand) transform of f 
6.2 NOTE 
It is known that G is a locally compact abelian group. with the 
weak topology induced by A() , and that G = G (Pontriagin 
duality theorem) [48:chapter I] 
6.3 DEFINITION 
Let A be a commutative algebra, and let 	be the set of non- 
zero homomorphisms from A into C .The carrier space of A is 
the set 	endowed with the A-topOlO 	[45 :3.1.3] . The algebra 
A is said to be semi-simple if ñ j Ker : çbe 	= 
6.4 NOTE 
The (Banach) algebra L 1 (G) is semi-simple [48] . Thus L 1 (G) 
and A(G) = (L 1 (c.)) 	are algebraically isomorphic [9 :17.71 
The following result was proved by Gelfand in 1948; see [45:2.5.18] 
or Johnson's generalization [9 :25.91 
6.5 PROPOSITION 
Let A be a semi-simple commutative algebra, and suppose there 
exist norms 	Iii , 11 -112 	on A such that (A, 11 'Iii) and 
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(A,11'112) 'are Banach algebras. Then these norms are equivalent; 
thus the norm topolo gy on a semi-simple commutative Banach algebra 
is unique.D 
6.6 DEFINITION 
A closed non-empty subset of a topological space is said to be 
perfect if it consists only of limit points. The Cantor set 
denoted by D , is the space of all sequences (an) with a 
belonging to J-1,ij for each n , and where the topolo gy is the 
product one, induced, by the discrete topolo gy on 	. The 
Cantor set can be written as 	(z/22) , and is an infinite 
compact abelian group; it is the only perfect, totally disconnected 
metrizable compact space (up to homeomorphism) [26:p.100] 
6.7 THEOREM (Varopoulos [61:8.1]) 
Let G be a compact abelian group. Then A(G) is isometrically 
isomorphic to a closed subalgebra of V(G) = C(G)c(G) .fl 
6.8 NOTE 
The map which Varopoulos uses to establish the isometric isomorphism 
is constructed as follows: he defines V : C( G) —> C(GxC) by 
Mf(x,y) = f(x+y) (fE C( G) , x,yE C) , and looks at M = MI A() 
He then shows that M is an isometry on V( G) C c(G.x G) , and 
that it is an isomorphism : M(A(C)) C v(c) C C(G.x c) , where 
M(A(G)) is a closed subalgebra of V( G) . Hey-c- A ((,)= A(~ ) XA& V(c) 
ta 	e. 	kugI, 	4ileeJ 	C($xG 	 (G)-j. 	(f)()f(i) 
SO, Sol 6V[6),x 
6.9 COROLLARY 
If G is an infinite compact abelian group, then c(c) C(G) i s  
not Arens regular. In particular, v(D) is not Arens regular. 
Proof: 
Since G is. an abelian locally compact group, L 1 () is a 
commutative semi-simple algebra. As observed in Note 6,4 , the 
" 	 I 
algebras L ' (G) and A(G) = A(G) = L (c) are isomorphic. By 
Theorem 6.7 , A(G) can be regarded as a closed subalgebra of 
v( c.) , and hence (L 1 (a), jfQ) is complete, where ll• II comes 
from v(G) . As the norm topQlor on (L 1 (),II-) is unique 
.it follows that 11- 11  is equivalent to the usual norm On L 1 () -. 
By Theorem 3.8 , L'() is not Arens regular, and hence, by 
Corollary 5.6 , the algebra V(G) is not Arens regular. El 
6.10 REMARK 
If Q and 'V are finite spaces, then c(c) C('V) is finite-
dimensional, and therefore reflexive-and Arens regular. 
6.11 THEOREM 
Let Q and 'V be compact metric spaces, and suppose that each 
contains a perfect set. Then the Banach algebra C(Q)3̂  COO is 
not Arens regular. 
6.12 LEMMA ([7:40]) 
Every perfect compact metric space contains a subspace horneomorphic 
to the Cantor set. If X and Y are homeomorphic compact 
iausdorff spaces, then c(x) 	c(y) . 0 
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Proof of Theorem 6.11: 
Let 	be perfect. Since P is closed, it is compact, and so 
by Lemma 6.12 , there exists a closed. subspace D of P which 
is homeomorphic to Dw The closed ideal I of c(c2) , defined 
by I= xE c(c) : x(D)=OL , is such that c(D,)C(D)C(o)/I 
As shown in Corollary 1.18 , V(D) 	(C(c)/I)C(D,) is 
isometrically isomorphic to (c(c2) & C(D))/J for some closed 
ideal J of C(c)C(D) . Thus C(D)C(D,) is a quotient 
of c(c)C(D) , and hence, by Corollary 6.9 , c(c)c() is  
not .Arens regular. Similarly, c(c2)c(D) is a quotient of 
c(c)c('i) , and therefore c(c)c(') is not Arens regular.O 
6.13 REMARKS 
Theorem 4.6 is a special case of Theorem 6.11 , where 
= 	= [o,ij 
Suppose Q and P are compact metric spaces which are 
dispersed, that is, contain no perfect sets; it would be nice to 
show that C(Q) "C(T ) is then Arens regular, as this would 
provide a converse to Theorem 6.11 . If a is an ordinal, let 
r(a) = 	ordinal, j3 a , and let w be the first infinite 
ordinal, and w the first uncountable ordinal. From the work of 
Peczyiiski & Seniadeni [41] and Baker [4] , it is known that 
every dispersed compact metric space is homeomorphic to some 
where a<ca 1 ; thus such a space is countable. However, Bessaga & 
Pe!czyiiski [7 J have shown that for w 4 a 	 , the Banach 
spaces c(r()) and c(r(P)) are isomorphic if and only if 
In connection with Section 5 , if A = c(r(a)) and 
B = C(r(,3)) for some ordinals a,P < 	, then A* 	B 
as A and B are C*_algebras, it follows as before that 
VV V , where V = AB . This is not sufficient to ensure the 
Arens regularity of V ; one still needs weakly compact multipli-
cation in V 
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CHAPTER III : REPRESENTATIONS OF c(0) c(c1) 
7. A representation on B(H) 
Let G be a compact Hausdorff space. The aim of this 
section is to construct a Hubert space H , a natural 
representation 6 of c(Q)c(c1) on B(H) , and to show that 6 
is bicontinuous. 
7.1 DEFINITION 
Let (lil)IEI  be a family of Hubert spaces. For each i in I 
let ir(x) denote the i th  coordinate of the element x of the 
Cartesian product.fl H. . Define the set H =. H. by 
.oI 1 	 1 
H = 	xE".rI H1 . •: E II.(WxII2 < L. 	1 
With the linear space operations defined pointwise and the inner 
product given by 
<ir(x) ,i(y) > 	(x,yEH) 
the space N becomes a Hubert space, with the norm 
lix 
112= < ' c> 	(X EH) 	[50:12.41]. 
If, for - each i in I , there exists a (continuous) 	- 
representation 95 i : c(c2) 	> B(Hi) , then the sum of the 
denoted here by 	. , is a *-representation 	: c(c) —> B(H.), 
L 1 
where ir.((x)h) = .(x)(ir.(h)) for h in 	H. = H 	[16:2.2.]. 
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7.2 LEMMA 
Let 0 be a compact Hausdorff space, and let v=V(c1) = c(c2) c(ci). 
For each element u 0 of V , there exists a separable Hubert 
space Hu , and a *_representation Ou : c(c2) -> B(H) 
If the map 8 : V -> B(B(H)) is defined by 
0(x y) T 	T 95 u (Y) 	for x,y in. c(o) , T in B(H), 
then this map is a unital homomorphism, 1 1 0 II 4 1 , and there is an 
absolute constant K < 5 (independent of u ) such that 
IIO(u)II 	Ku 
Proof: 
Fix u in V , u# 0 ; by the Hahn-Banach theorem, there exists 
F in V* such that F(u) = 1k!! and IF!! 	1 	Using the 
usual identification (Proposition 1.19), the functional F can be 
regarded as an element of Bil (c(c?)xC() , t ) . By Grothend.ieck's 
theorem (Theorem 2.1) , there exists a probability measure A on 
, and a bounded bilinear map F' : L2 (c2,X)x L2 (~j,A) -> 
extending F, such that IF'(x, y)l 4. 2KIIF II.lIx 1111y (I 	for X,: 
In L2 (c2,A) ; as observed in (2.1) , the space c(a) is here 
regarded as a dense subspace of L2 (c2,A) . Hence 11 F 1% 4 K 
where K is an absolute constant, K < 5 ; Wu- K 2.K. 
Let H = L2 (ci,A) ; then Hu  is a separable Hubert space. In 
order to define Ou , consider the left multiplication by an 
element x of C(Q) : L(y) = xy (ye c(c) ). The map L,  from 
C(Q) into C(Q) 	L2 (2,A) , is clearly continuous in the L 2 (c,A)- 
norm. Since c(Q) is dense in L2 (c2,A) , this multiplication can 
be extended to a map q6u(x) c B(H) by linearity and continuity. 
Now define 4>u : 	 c(c2) -> B(H) 	by OU : x i-> 95 (x) 
Alternatively, since A is a probability measure on 0 , it gives 
rise to a positive linear form f k on c(a) , such that 
fA(x) = f x dA for x in c(c2) 
By the Gelfand-Naimark-Segal construction [16:2.4.4] , this 
induces a representation 0 of c(o) on a Hilbert space; it is 
easily seen from the construction that the Hubert space is then 
precisely L2 (0,A) , and that q5 (x) = 	for x in C(Q) 
Moreover, 1I4(x)II 	llxIIC() for x in c(Q) 
Now define, for x,y in C(c) , the map e(x,y) : B(H) -> B(H) 
by 
= p(x) S 	for S in B(H) 
Clearly, e(x,y) is well-defined and linear. For S in B(H) , 
from 11 8 (x,y)It 4 II x 	II S II , it follows that 
II 6(x,y) 	x 	y 11 , and hence 	x,y) E B( 3(11)) . From now 
until the end of the proof, the suffix "u" will be dropped from 
, 	and 6 ; thus H = H ' 	= 	
, and 0 = 0u 
The map 0 : C(Q)X c() -> 3(3(11)) , (x,y)i—> O(x,y) , is then 
well-defined., bilinear (from the linearity of q5 ), and bounded: 
as shown above, 8 	1 . Thus 0 can be regarded as an element 
of B(V,B(B(H))) , of norm at most 1 .. If SCB(M), x,y,z,wEC(Q), 
then 8(x6y) 0(zøw) (s) = 6(x®y)((z)S(w)) = 
= (xz)s(yw) = O(xzøyw)(S) =8((xøy)(zØw))(S) 
WO 
since 0 is a homomorphism and C(Q) is commutative. By linearity 
and continuity, it follows that 8(vw) = 8(v)8(w) for all v,w 
in V , and so 8 is a homomorphism. 
Moreover, O(i®i)(s) =q(l)s . c(l) = S 	for S in B(H) , since 
95( 1 = 	B(H) ; hence o(ii) = 	( B(H)) 	
and 8 is unital. 
Let H.  denote the Banach space of conjugate-linear functionals 
on the Hubert space H = L2 (c,A) ; that is, fEH if and only 
if f : H -> C is continuous and f(ah+3k) = f(h) +#f(k) for 
a,,3 in C , h,k in H, and the norm given by II f  II = sup If(h)l 
tDV.I 
Denote by r  the conjugate isometric isomorphism between 
Bil(HxH,) and B(H,H) ; thus, if x,yEH , CeBil(HxH, 9 ) 
then 
(rG)y.'H 	, (rG)y(x) 	G(x,y) 
Now recall F' in Bil(HX H, ) from the beginning of the proof. 
For each y in H , the element (rF')yeH ; by the Riesz 
representation theorem, there is a unique Ty in H such that 
(rF')y(x) = <x* ,y> 	(xeH) 
where x*(t) = x(t) for t in Q . Then T : y -> Ty :H ->H 
is linear and continuous, since, for y in H , 
11T3' II = II (r P1 )y II 	4 II TP'j 	11  II = 1 1 B''f 11  II < K•II F  II •y  II 
hence T 	B(H) 	and 11 	II K 	II = K . In view of the definition 
Of 	r , it follows that 
<x* ,Ly> = (TFt)y(x) = F'(x,y) 	(x,yeH) 
	
This particular T is now used to show that 11  6(u) 	K 1  11 u  11 
For each finite tensor v = Z x® y in V , 
<0(v) T(1) , i > = E 	 , I 
= Z <L.T(L.l) , i > = 	< 	xj' > 
 yj 
= Z F'(x,y) = F(x®y) = F(v) 
Hence 	I F(v) I r.  Ii 0(v) T( i ) II II i H 4  II 8v)TiI < II 8(v) 	I T 11 
K'I 0(v) U 
Now if u  V chosen at the start of the proof is a finite tensor, 
then 11 u ll = p(u) 4 KI  O(u)II . Otherwise, given E.> 0 , there 
exists a finite tensor v in V such that II u - vii <& ; since 
, < • , • > and F are continuous, it follows that 
I hlull— <0(u) T(1) , i > 1 	..(KhI Oil + 1 1 F II) 	a.(K+1) 4 6E. 
As €. was arbitrary, 11 u 	K 8(u)hl . Thus 0 =u  is a unital, 
norm-reducing (that is, II O il < i ) homomorphism, and 
II eu  (UhI 	K 	ll u 11 	• U 
7.5 COROLLARY of the proof 
Let Q be a compact Hausdorff space, let F be a bounded 
bilinear form from C(Q) x c(c2) into C • Then there exists a 
separable Hilbert space H , a *-representation q5 of c(c2) on  
H , and elements T( B(H) , h(H with 11  11 = 1 , such that 
F(x,y) = <O(x)-T-95(y) h , h > 
for all x,y 	in c(o) 	• Moreover, Q F T l 	K 1 1 F II 	for an 




Let Q be a compact Hausd.orff space, let V = v(c) = c(c2)c(c2) 
There exists a Hubert space H and a *_representation q5 of 
C(Q) on H . If 0 : V —> B(B(H)) is defined by 
	
0(x y) T = (x) T (y) 	for x,y. in C(Q) , T in B(H) 
then 0 is a unital, norm-reducing monomorphism such that 
11 & 	K for an absolute constant K < 5 
Proof: 
Lemma 7.2 shows that for each u# 0 in V , there exists a - 
representation ou of c(c) on a Hilbert space H . Let 
be 6 Ou , and let H =iB H , summed over all u# 0 in V ; 
then 	: c(c) —> B(H) is a *_representation of c(c) on the 
Hilbert space H (Definition 7.1) • . 
Define 6 : V —> B(B(H)) by 0(x@ y) T = p(x)-T4(y) for x,y in 
G(Q) and T in B(H) . As in Lemma 7.2 , it is easy to check 
that 0 is a unital homomo.rphism, and that 116 II  4 1 ; all that 
remains to be shown is 11 8(u)II 	K 1 11u If for all u in V 
First of all, fix uO in V . For xeH , define e(x) in 
H=Hby 
W6V w
fx, if w=u, 
iT 
w 
(e U  (x)) 	lo , otherwise 
Then e(x)EH has x as the u 
th  coordinate and 0 elsewhere, 
= x , and IIe(x)II 	fi xjL 	. Thus e 	is an isometry 
in B(H,H). 
Given S in B(H) , define S in B(H) by S = eoSo1T 
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Then S is linear, and II H = II egoS JI 	II S 11 . Also, since 
 
irae = id, it follows that S= 	, and so us H = IIS11  
As observed in Definition 7.1 , 
=(x)(irh) 	for all h in H , x in c(c) 
Hence, if SB(H) , x,yC(c2) , and hEH , then 
= 	(x) . s(1T( P(y)h)) 
= 	(x)'s(y) (7Th) 
Thus, for all S in B(H) , x,y in c(c) , h in H 
	
=0(x®y)S(7rh),... with 0 	as in (7.2) 
By linearity and continuity, for v in V , S in B(H) , h in H, 
1r(0(v) 'h) = 0(v) S (lrh) •--- 	 - 	- 
Therefore, for v in V , S in 
II 0.(-v)'S. 11 = sup .II 0(v)hII : h  H., II h H f. 1 
by definition; 
sup j II -0(v)hII : h = e(h) EH 	IIuII 	lihik i 
sup ill1T(0(v)SbiI : h 	e(h) , lhlI 4 I 
by the definition of 1T; 
= sup 	1I 9 (v) s( -irh)II : h = e(h) , 11hU 11 	1 
by (i); 
= sup HI °U (v) Shu ll : hU  EHU 	IIhJI 
= I( 0(v)S  II , by definition. 
Hence It 0 (v)s II 	1I8(v)II 	(vEV , SeB(H)) 	 (2) 
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Finally, for v in V 
lie (v)ll = sup Eli 0 (v)Sif ; SE B(H) , its It 	1 
by definition; 
sup Ill 0(v)'' ii: S C B(H) , II S li <1 I 
by (2); 
= sup 111 8(v)T ii; T C B(H) , T=, ii T  ii = ii 	It = II S 114 i 
sup Eli 0(v)T  II : T C B(H) , it T II 4 1 
= 0(v) , by definition. 
Therefore, 11 0 (v)fl 4 110(v)t for all v in V • Now take v = u 
to obtain, by Lemma 7.2 , 
u t 	K  ii 0(u)  ii 4 K ii 0(u)II 	, 	or 	j 8(u)Il 	K 	fi u 11 
Since uO was fixed, but otherwise arbitrary, it follows that 
hull ij K116(u)Ii 	(uEV) , and so 0 is injective and 110 1 1I 	K.fl 
If c(c) is separable in Theorem 7.4 , which happens if and only 
if 0 is metrizable [19:I11.13.16] , then the Hubert space H 
assumes a simpler form: 
7.5 COROLLARY  
Let Q be a compact metric space. There exists a separable 
Hilbert space H and a *-representation 	: c(c) -> B(H) such 
that, if 0:V(ci)—> B(B(H)) is defined by 0(xy)T = (x)Tt(y) 
for x,y in c(c) , T in B(H) , then 0 is a unital norm- 
reducing monomorphism, and ii 0 	1 K for an absolute constant 
K<5 
Proof: 
Since Q is compact and. metric, the space c(o) is separable, 
and hence v(Q) = c(c2) c(c2) is separable; for if Ix i is a 
countable dense 'subset of c(o) , then E x.® x. ; E is. 
a countable dense subset of V 
Let WC V be countable and dense. In the proof of Theorem 7.4 , 
define the Hilbert space' H by H = e 1H:0*u( Wj 	then' H is 
a countable sum of separable Hilbert spaces, and is therefore 
separable. Also define 	q5 . For a fixed u in W , instead 
U 
of a fixed u in V , the rest of the proof then carries over, 
provided V is replaced by W in appropriate places. At the end, 
it follows that (I u 11 f. IC II O(u)(I for all u in W ; by continuity 
this holds for all u in V , since W is dense in V .Q 
7.6 REMARKS 
The constant K (G.rothenxlieck's constant) might be the best 
possible one. , 
If ç is a compact metric space containing a perfect set, 
then the results of Section 6 show that v(ci) is not Arens 
regular. For every Hilbert space H , however, the C*_algebra 
B(H) is Arens regular (Theorem 5.7) ; hence, by Corollary 3.6, 
there can be no bicontinuous homomorphism from v(c) into B(H) , 
for any Hubert space H 
In [651 , Young showed that for a Banach space X , if the 
Banach algebra B(X) is Arens regular, then X must be 
reflexive; he also constructed a reflexive Banach space B for 
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which B(E) is not Arens regular. For 0 compact, metric, and 
containing a perfect set, the Banach space X described in 
Proposition 7.8 below provides another example of a reflexive 
space for which B(X) is not Arens regular; this follows from the 
existence of a bicontinuous monomorphism from v(o) into B(x) 
7.7 LEMMA ([ 56]) 
Let *7 be a finite space. There exists a finite-di.mensional 
Hubert space H and a *-representation 95 : c('v) -> B(H) 
If 	8: c('v) c(41) -> B(B(1i)) is defined by O(xy)T=q5(x)TO(y) 
for x,y in c(') and T in B(H) , then 8 is a unital, norm- 
reducing monomorphism such that hull 	M  hle(u)hl 	(ueV(i)) 
where M is an absolute constant, M < 10 
Proof 
For u0 in v('v) 
space Hu = L2 ('P,A) 
C(T) -> B(H) 
satisfies 11 8 UII 4 i 
, construct the finite-dimensional Hilbert 
as in Lemma 7.2 , and the *-representation 
; the unital homomorphism O : V -> 
, and hull 	K  110u)ll 	as before. 
By Proposition 1.17(iii) , since C( 1P) is finite-dimensional, so 
is V . Let U be the unit sphere of V , then U is compact. 
In particular, there exists a finite cover of U by open balls 
of radius I ; let W be the finite set consisting of the 
centres of these balls. 
Let H=OJH: uE W ' arid 	= 	. Since W is finite and U 
each H finite-dimensional, the Hubert space H is finite-
dimensional. If C is defined as required, then 8 is a unital 
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homomorphism and 110 ii < 1 • As in the proof of Corollary 7.5 
the proof of 	Theorem 7.4 carries over, and shows that 
11 u 	K 116 ( 	fi for all u 	in 	W ; thus 	1 4 	K 	it O(u)il (u C w). 
If now vc U , then, by the definition of W , there exists u in 
W such that Ii u - vii < 	, and. hence ii 9(u-v)Ii < 	• Then 
1 	1 	1 
ii O(v) 	j O(u) - 8(u-v)l 	- = 
If Of.veV , then liv iiv EU , and so liv ii 4E 2K11 8(v)iI .1] 
7.8 PROPOSITION 
Let ci be a compact metric space. There exists a reflexive Banach 
space X and a unital, norm-reducing monomorphism ç: V(Q) -> B(x) 
such that ilI < M for an absolute constant 	M< 10 . Thus dr 
is a bicontinuous representation of v(c2) on the reflexive space X. 
Proof: 
Since ci is a compact metric space, it is separable; let D = 
be a countable dense subset of ci • For n=1,2,..., 
let D = 	 D . Using Lemma 7.7 , construct for each 
n a finite-dimensional Hubert space H ; the unital homomorphism 
C(D n  )0̂ 
c(D) -> B(B(1i)) defined in Lemma 7.7 for each n 
satisfies ii O 	I , and 1ju 11 4 U 8(ul 	(u E v(D)) 
Let X be the & 2 -sum of the spaces B(H) for n C N ; that is, 
X is the Banach space of sequences (Ta) , TE B(H) for each n, 
00 with 	(Td  112 = 	I T 2 < 	, and pointwise addition and scalar 
multiplication. Since, for each n , H is finite-dimensional, 
B(H) is reflexive, and hence X is reflexive [54:26.8(2)] 
For u in V(Q) , let u be the corn 
for each n : as D  is closed in ç1 , 
C(Q) ; and hence v(D) is a quotient 
IIuI 11 u , and since D is dense in 
Define 0 : v(c2) —> 3(x) by 
sponding element of V(D), 
c(D) is a quotient of 
of v(Q) (6.11) . Thus 
flu II 	sup 11u" 
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= ( 0 n n n n (u )T ) 	
( u€V(c) , T = (T)ex). 
Then 0 is well-defined., linear, and continuous: 
11 (u)T 112 = 11(0 (u )Tl1 2 = 	lie (u )T 112 	Ilu 112  lIT 112 nfl 	i nfl ri n 	n 
II 	11 2 Z lIT 11 2  = 11 u 12  -11T11 2 I 	fl 
and hence 110 11 4 I . It is also easy to check that (s is a 
unital homomorphism, since each O is one. Moreover, for u in 
V(Q) 
II O (U)112 = sup9 (u )T 11 2 : T = (T) E X , II T 11 	1 nn n 
(SUP Iton fl (u )11 2 ) . sup
j 11'T 11 2 : 	TE X , lIT II I 
= sup lie (u )11 2 
nfl 
Also, for u in v(c2) and each m in N 
11 (u)1I2 = SUP 	lie (u)Tl 2  : T=(T) e x , lIT II 	i 
SUP I 11°m m m (u )T 11
2  : T= (T1) C x , lT 	1 
sup1119ifi in (u )T in 11 2 ; 
ItT II = llTIl 
=SUP I 11 0 (U)T 11 2  : T E B(H ) in in in 	in 	in 	,lITIk1 
= II e(u)fl 
Since this holds for each in in N , it follows that 
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ll(u) 	sr' IlOm(um)lI , which together with (i) implies that 
ll(u)Il = sp II O(u)II 	(ue v(c)) 
Now 11u 1.jl 1 M 11 6 (u)II f or each u in V(Q) andn in N , by 
the definition of 6 . Hence, for u in v(c) 
flu11 = sup Ilun  II 	M sup 110n  (u  n)II = 	lI(u)II , as required .0 n 	 n  
7.9 REMARK 
The reflexive space E constructed by Young such that 3(E) is 
not Arens regular, is the Z 2_  sumof the algebras L 1 (G) for 
G a locally compact infinite abelian group. 
8. Representations on the Schatteri - von Neumann classes 
8.1 DI11ITION 
Let H be a Hubert space, and let 14 p< . Define c(H) = C 
by C ID  (H)= Te B(H) : E 	 , where (P n)is the decreasing 
sequence of non-zero eigenvalues of the positive operator (T*T) , 
counted according to their multiplicities 
8.2 PROPTIES 
All the results mentioned can be found. in Ringrosets book [46] , 
where the proofs are given. 
Each c(E) = C is a linear subspace of B(H) , and is a Bariach 
space when given the norm 11  li p =  ( z ,? ) 	( TC c ) p 
- 	The spaces G are called the Schatten - von Neumann classes of 
operators. Each C contains the adjoint of each of its members, 
and is a 2-sided ideal in B(H) ; the ideal of finite-rank 
operators on H is dense in each C 
Let 	CO 	be the ideal of compact operators on 	I-I , and let 	C 
denote 	B(H) . Then 	C, C C0 for 	1 	p< 	• If 1 	q<co , then 
IIll .11q 	lI•IL . Note also that (I•IIo 	= 	IIIIoo C C q 	and 
For 	1 i r,s,t such that .1. + 	= 	, and 	RE Cr 	SE C 	, it 
is known that R3 C C. 	' and 
11 RS 11 	4 11 R 11r11 	11 3 t 
The ideal C 1 is called the ideal of trace-class operators. If 
T belongs to C 1 and t5 apl iS an ort'nonormal basis in H 
let the trace of T be defined by 
tr(T) 	<Te.
J 
 ,e. > 
J 
This function tr : C 1 —> G does not depend on the particular 
orthonormal basis chosen, and has the following properties: 
(i) tr is linear; (ii) tr(5*) = tr(S) (Sc c 1 ) ; 
i) tr(s)> 0 if- a is a positive, operator in C 1 ; 
(iv) tr(AS) = tr(SA) (SC C 1 , AC B(H)) ; (v) Itr(s)I 	his 11 1 (seC1) 
The class C2 is called the ideal of Hubert-Schmidt operators, 
and is a Hilbert space with <S , T> = tr(T*S) (s, T C c2 ) 
If I <p < , then C is reflexive; let 1 p< 	, and let q 
satisfy ; + = I then Cp* Cq via the isomorphism 
Tb—> 'T : C q > C 	where vT(S) = tr(TS) 	(5Cc) 
In particular, the dual of C o is isometrically isomorphic to C 1 
and the dual of C 1 to C = B(H) 
Lemma 8.3 and Theorem 8.4 below are restatements of the 
corresponding results for C = B(H) in section 7 
8.3 LEMMA 
Let Q be a compact Hausdorff space, let V = V(Q) = c(o)c(Q) 
For each uO in V , there exists a separable Hubert space I-I 
and a *_representation 	C(Q) -> B(H) 
If r: V —> B(Co(H)) is defined by T(xy)T 	(x).T(y) 
for x,y in c(Q) and T in c0 (H) , then T 
  
is a unital 
homomorphism, IIrjI 	1 , and 11  11 r. K 11r11(u)II for an absolute 
constant K< 5 
Proof: 
Proceeding as in Lemma 7.2 , let uO in V , and define H 
and Ou as before. Since C0(H.) is an ideal of B(FL, 
it 
follows that u(x)Tu(Y) belongs to c 0(H.) if T does. As 
with 6 , all the other required properties of r are easily 
checked, except for 11 u 11 4 K llr(u)ll 
Let 	> 0 , and let v = E x.Øy in V be such that Ilu-vil <s-. 
Let Y be the finite-dimensional subspace of H spanned by the 
y's, 1jn , and let P : H —> Y be the projection onto Y 
Since Y is finite-dimensional, P is a finite-rank operator. 
Recall that the procedure in the proof of Lemma 7.2 yields an 
element T of B(H)  such that F(v) = <Ou(v)T(1) , 1 > , where 
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F E v , p(u) = I( i.xjf •, and 11 T II 	K • Then 
n n. 
F(v) = <8 (v)T(1) ,1> =B <Ty, ,x>= 	TF <r. ,x .*> U 	 I 	j• 	
* 
I 3 	J 
= <r 
U 
(v)(TP)(1) , i > 
since TP is a finite-rank operator and hence compact. Also, 
It TP II Co 	II T II • II P II 	K 
and hence 
IIr(v)(TP)(1)II 4 II r(v)TPIIo r. I1i(v)II1TP 11 
K IIr(v)II 
Again, since & was arbitrary, it follows from the continuity of 
F , < , • > and r 	that Ilu = F(u) 4 KIIT (u)lI . U 
8.4 THEOREM 
Let 0 be a compact Hausd.orff space, let v=v(o)=c(o)c(c2) 
There exists a Hilbert space H and a *_representation 0 of 
C(Q) on H . If r: V—> B(C0(H)) is defined by 
r(x(&y)T= (x)T(y) 	for x,y in c(o) , T in C0(H) 
then T is a norm-reducing unital monomorphism and 11 T_ ' 11 4 K 
for an absolute constant K < 5 
Proof: 
As in the proof of Theorem 7.4 , all that remains to be shown is 
that Ilu II 	K  Itr(u)II for u in V . As before, fix uEV 
If SE Co(H), then 	= eSo7r 	is compact, and so . 	C. (H) 
Then (i) of the proof of Theorem 7.4 shows that 
n(rYh) = r(v)S(irh) 	(veV, SEC0(H) , hEH) 
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Hence the first chain of ine qualities implies lir(v)slI 5 lkv)slI 
(v e V, se C0 (H)) . Similarly, the second chain of inequalities 
gives llr(v)ll 1 lir(v)li (vEV) . Finally let v=u to obtain 
11  11 4 K lIT(U)Ii 	K llr(u)Il 	by Lemma 8.5 .0 
8.5 RtARKS 
This proof is no longer valid if c0(H) is replaced by c(H) 
for some p , 1 p < ; it relies heavily on the equality 
11 11.0 = 	"B(H) , while in general 11 il 	II ."B(H) 
Corollary 7.5 remains true when B(H) is replaced by c0(H) 
8.6 PROPOSITION 
Let Q be a compact Hausdorff space, let V = c(c)c(Q) 
Suppose that either p = 0 and q=.1 , or 1 <p < , 	+ = i . 
If, for some Hubert space H and a *-representation 95 of c(c) 
on H , there exists a norm-reducing unital monomorphism r from 
V into B(C(H)) , defined by r(xy)T=(x)T(y) (x,ye c(c), 
TEB(C) ) and such that 11r 1 11 K , then there exists a unital 
monomorphism r': V —> B(Cq(H)) defined as r for T in C  
and satisfying Ii r ' 1 and ll(r' )li s K 
Proof: 
Let u = Z X®YEV , and suppose there exists r : V—> B(C) 
as described. Then r(u) E B(c) ; let r(u) : C —> C be the 
ad.joint of T(u) . Let v : Cq —> C be the isometric isomorphism 
given by v(T)(S) = tr(ST) (8.2) 
For T in C 	let p(u)T = 
8 
Then, for each S in C , T in c, 	c 	c* 
p 	 q p 
v(p(u)T)S = tr(S 	(Y)T(x)) 	 I I 
n 	 q 	q 
= E 
= v(T)(r(u)S) = (r(u)*(v(T)))S 
since tr(AU) = tr(UA) 	(Ae B(H), UE C 1 ): take A = (x) , and 
U = s() T above. 
Hence (p(u)T) = T(u) v(T) for T in C 	and so 
vop(u) = T(u)*ey . Thus p(u) : C  —> C  makes the diagram above 
commute. Since V is an isometry, 
11-r(u) 11 B( c p ) = IIT(u)*113( c q ) = IIp(u) 11 B( c q ) 
Then K 1 11 U 11 4 IIT(u)II = IIp(u)II • 11  II , and p : u —> p( u) 
has all the properties required, except that p(xøy)T = (y) T4(x) 
for T in C  • Let (x& y) t = ® x (x®ye v) , and define r' 
by 7-'(u) = p(ut) for finite tensors u in V ; then r' is the 
map required, and 1c 1 11u II e.  IIr'(u)II 1 11 u 11 	for all u in V by 
continuity, since IIu'LI = ilu 11.0. 
8.7 COROLLARY 
Theorem 8.4 remains valid if c0(H)  is replaced by c 1 (H) . 0 
8.8 REMARKS 
(i) In this way, in addition to the representation U of v(Q) 
on c,,(H) = B(H) -discussed in Seôtion 7 , there are also 	- 
representations of the same form (nd nor) on Co and C1 , 
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the compact and the trace-class operators on H • As for 
representations on c(H) , 1<p< , the results of Section 6 
show that no such conclusion is possible when p=2 and 0 is 
metric and contains a perfect set; for v(c) is then not Areas 
regular, and c2(H) -is a HUbert space, making B(c 2(H)) Arens 
regular. 
If Theorem 8.4 is valid when C O is replaced by C for some 
p 2 , 1< p< , then Proposition 8.6 shows that it is also 
valid. for Cq where 	+ .1. = 1 ; if 80, then it might be possible 
to obtain the same for all p'2 by using the Riesz-Thorin 
convexity theorem [19 :VI. 10.11.] . Young [6] asked whether B(X) 
was Areas regular for X uniformly convex, or at least X= tp 
1 <p < , p 2 ; if a result of the above type is true, then it 
would prove that B( x) is not Arens regular for X =C (1 <p#2< ). 
(ii) Concerning bicontinuous representations of projective tensor 
products of non-commutative C*_algebras on B(H) ; despite the 
availability of Pisier's theorem (2.11) , which replaces 
Grothendieck's theorem (2.1) as a tool, it seems difficult to make 
much progress. The problems lie precisely with the non-cmutavity 
even in finite-dimensional cases. 
9. Hermitian elements of C(c1)C(c) 
The main result here, due to A-11-Sinclair, characterizes 
the Hermitian elements of v(c2) for 0 a compact Hausdorff space. 
9.1 DEFINITION 
Let A be a unital Banach algebra. For each element a of A 
define the numerical range of a in A by 
V
A 
 (a)= 	f(a) ; fEA* 	hf II = f(1) = 1 
An element a of A is said to be Hermitian if V(a) C R ; the 
set of Hermitian elements of A is denoted by Her(A) 
9.2 REMARKS 
(i) In general, Her(A) is a real closed linear subspace of A 
hence a real Banach space [10:5.4] . If A is a C*_algebra, then 
Her(A) coincides with the space of self-adjoint elements of A 
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(ii) Clearly, V(aa) = aV(a) 
well known [9 :'i0] that 
maxi Rex: XE V(a) 
Thus, if aeHer(A) , then 
(here a'0 means a0 in 
for a in C and a in A . It is 
=lim ! 1111 + aahI - 1 I 	(aeA) afo (2 
max A: A eV(a) = lim ! ii + aahI - a., 0 a 
tR). 
9.3 moi ([54:Remark 3. 5 ]) 
Let H be a Hilbert space, let XE B(H) , and let L,  R EB(B(H)) 
be the left and the right multiplication by x respectively. Then 
Her B(B(H)) = 
1'HerB(H) + RHerB(H) 
9.4 LEMMA ("folk") 
Let A and B be unital Banach algebras, and suppose 6 : A -> B 
is a bounded linear operator such that 11011 	1 and 0(1) = 1 
Then 6(HerA) CJierB 
M. 
Proof: 
Note first that for a in A , if u = maxReA:A EV(ia) and 
p = max ReA: Adv(-ia) j, then p + '' > 0 : for there exists A 0 in 
V(ia) such that ReA0 = p => Re(-A0) = p , while -A0 E V(-ia) 
implies that Re(-A0) 4 v ; thus -p e. v => p + v 0 
Let he Her A; the aim is to show that 8(h) E Her B. Since h is 
hermitian, it follows that 
o = maxReA ;A eV(ih)1 	urn !IIi +iah(( - 	.....(i) aO a 
Now 0 	is linear, and so 8(1 ±ah) = 8(1) ±iaO(h) = 1 ±iCO(h) 	for 
a 	0 ; 	from 	1161141 , for a>'0' 
Iii + ia8(h)IIB - 1 = 118(1 ±iah)(IB_ I 	((i 	iahIIA - 1 
Thus, for 	> U , 	+ ja 6(h)118- I 	((i + iahlI- 1 
and by (i), the right-hand side tends to 0 as a'0 . If p is 
defined by p = maxReA : A EVB(iG(h))  j , then 
= lirn t I  (' + ja &(h)II -  1 1 4 0 aO a 
Similarly, 0 = maxReA :AEV(-ih)Jim '[ (i -iahll - i I , and CX 
hence, using (2) 
lii - ia O(h)IIB - I 	(Ii - iahIIA_ 1 	-> 0 as a4 0 
Hence, if v = maxiReA :X EV3(-iOCh)fl 	, then v < 	0 . The 
remark at the beginning implies that 	p + v 	0 , which together 
with p 0 and v 0 shows that p=v=0 . Therefore, 
maxReA :AEV3(i8(h)) I = maxReA :A €V3(-iO(h)j = 0 
and consequently 8(h)e Her B .0. 
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9.5 LEMMA 
Let X and Y be Banach spaces, let. X, be a proper closed 
subspace of X , and let Yo be a proper closed subspace of Y 
such that there exist continuous projections from X onto Xc 
and from Y onto Y0 . Then X0®Y + XYo is closed in XY 
Proof: 
Let Po : X -> X, and Qo : Y -> Yo be continuous projections. 
Let P = P0 id,1 and Q = id..Qo , then P: XY -> X0 Y and 
Q: XY -> X®Y0 are again continuous projections. 
Now" XOY = Ran P = Ker (I-n) and XY O = Ran Q = Ker (I-Q) , 
where I is the identity map on XY , and I-P and I-Q are 
continuous projections. Consider (I-P)(i-Q) : XY -> XY ; 
since PQ(x(&y) = P(xQ0y) 	?0xQoy = QP(x®y) for xy in 
XtY , it follows that PQ QP , and hence (1P)(1Q) = (1Q)(1P). 
As shown below, this implies that Ker(I-P)(I-Q) = Ker(I-P)+KerL-Q), 
and hence XOØY + XYo = Ker(I-P)(1Q) is closed in XY 
The result needed to finish the proof is: if R and S are 
projections from a Ba.nach space W into itself, and if RS= SR 
then KerRS = Ker R + Ker S . Suppose x c Ker R + Ker S , then 
x=u+v and Ru=Sv=O ; hence RSx = RS(u+v) = SRu = 0 , and so 
x  Her RS . Conversely, if x  XerRS , then SRx= 0 ; since K is 
a projection, x= u+vE KerR + Ran R, and hence 
0 = SRx = SRV = SR(Rw) for some w in W , since v  Ran R; 
SRw = Sv , and therefore v  KerS . Thus x  KerR + KerS .0 
9.6 T11EOR ([56]) 
Let 0 be a compact Hausdorff space. Then 
Her( C(c2)®C())) = (Her c(c))R.1 + R1(Her c(a)) 
Proof: 
Let A = C(Q) . If he HerA, then f(h) ER for all f in A* 
such that hf 1= f(i) = 1 . Suppose FE (AA)* and F( 16 i) = I , 
IIFII= 1 , then F(hJD 	can be interpreted as F 1 (1)(h) , where 
p'(l)EA* and hIp'(i)hl = 1 = F(1 0 1) = p'(i)(i) ; thus F'(l)(h) 
belongs to R , and so F(h1)R . Thus h®1CHer(AA) 
Similarly, 18 Ice Her(AA) for ke HerA. Since Her(AØA) is a 
real linear space (Rema 'k 9.2(i)) , it follows that 
(HerA)1 + R1(HerA) CHer(AA) , and by Lemma 9.5 , this sum 
is closed in Her(AA) (This clearly applies to any 2 unita.i 
Banach algebras A and B : (HerA)tRi + 1erB) is closed in 
Her(AB).) 
For the reverse inclusion, let uEHer(AA) , and let 
8: c(o) c(c) -> B(B(H)) be the norm-reducing unital monomorphism 
described in Theorem 7.4 . By Lemma 9.4 , 8(u)EHer B(B(H)) , 
and by Theorem 9.3 , there exist LoperatOrs  S and T in B(H) 
such that 8(u) = L5 + RT 
Let z€H , IzIh= 1 , and let E : H -> C z be the (orthogonal) 
projection defined by Ew = <w, z > z 	(WE H) . Then, for each 	U 
in 	B(H) , and 	w in H 
E UE w = <UEw, z > z = 
= <U<w, z>z , z >z = <Uz , z > <w , z > z =<Uz, z>Ew 
Thus 	EUE = <Uz,z.>E for 	U in 	B(H) . Hence, if. UB(H), then 
(8(u) IjE)E= L5UE + (RUE ) E = SUE + UETE = SUE + <Tz , z > TIE 
Moreover, from the definition of 8 , for x,ye c(Q) , U C B(H) , 
U(xy)UE 	0 (x)UE(y)E 	(x)uE<(y)z,z>E = 
= <(y)z , z>4(x)UE 
Hence, if u = E xy , then 
SUE + <Tz,z>UTE= O(u)UE= Z <()z z>(A(x)UE 
As H= jUz : U B(H) , it follows that 
S + <Tz , z > SPO= 4( <(y)z, z> x. ) J 
and hence .sc(c)) similarly, by considering E(O(.u)EU), the 
operator T 	belongs to (c(6)) 	. Let 	S = 	(h) 	, T = 	(k) for 
some 	h 	and k 	in c(c) 	. Then 
8(u) = L5 + RT Lh) + R(k) = 
8(h1 + 10k) 
Since 8 is injective, u = h® 1 + 1 Ok . Define, for each s and 
t in Q , the map e5:  c(Q) c(Q) —> C by 
e5t(xy) = x(s)y(t) 	(x,ye c(o)) 
Then e 
S,t 
 is a linear functional on c(cl)c(Q) ,'satisfying 
lie 3,tI = i = e3t(11) . Since u in c(Q)êc(c) is hermitian, 
it follows that e3t(u) eta and hence h(s) + k(t) is real for 
all s,t in 0 • Now fix so in 0 , then 
u = (h + k(so ) 1)0 1 + I 0 (k+h(s o )1) - .((h+k)(so ))(1 0 i) 
belongs to (Her C(0))iR1+tR1(Her c(ci)) : for h(s0 ) + k(so)ta 
and since c(o) is a C*_algebra, an element x of c(Q) is  
hermitian if and only if it is self -ad.Joint (Remark 9.2(i)), in 
other words if and only if x is real-valued.. If x = h + k(s0)1 , 
then x(t) = h(t) + k(so ) , which is real for all t in 0 ; hence 
h + k(so )1 is in EerC() , and similarly k + h(s o )1 E Her C() 
Thus the reverse inclusion also holds.0 
9.7 COROLLARY 
If ci is a compact Hausdorff space and v(o) = c(c) c(a) , then 
(Her c(ci)).i + R1 â (Her C(D)) = HerV(() Her C(Q)ĝ Her C(Q) .9 
9.8 NOTE 
Using Theorem 9.6 , A.M.Sinclair has proved that if A and B 
are unital Banach algebras, then 
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