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Abstract
In this paper, we consider the family of hyperbolic quadratic polynomials parametrised
by a complex constant; namely Pc(z) = z
2 + c with |c| < 1 and the family of hyper-
bolic cubic polynomials parametrised by two complex constants; namely P(a1,a0)(z) =
z3 + a1z + a0 with |ai| < 1, restricted on their respective Julia sets. We compute
the Lyapunov characteristic exponents for these polynomial maps over corresponding
Julia sets, with respect to various Bernoulli measures and obtain results pertaining to
the dependence of the behaviour of these exponents on the parameters describing the
polynomial map. We achieve this using the theory of thermodynamic formalism, the
pressure function in particular.
Keywords : Lyapunov exponents,
Structural stability of systems,
Hausdorff dimension.
AMS Subject Classifications : 37B25, 37F10, 37F15.
1 Introduction
The study of Lyapunov exponents plays a significant role in characterising the instability
of orbits, the growth of trajectories, the sensitive dependence of the system on parametric
disturbances in discrete and continuous dynamics, etc. Ideas more than half-a-century old
by Benettin et al [2] regarding the relation between Lyapunov exponents and exponential
divergence of typical trajectories have been used by a broad spectrum of mathematicians
and physicists to understand various dynamical systems.
∗This author was supported by a Fasttrack Grant for Young Scientists awarded by the Department of
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Pesin furthered this study in [12] to calculate the link between the Lyapunov exponents
and the degree of stochasticity for typical trajectories and its relation to other measures of
randomness like the Kolmogorov entropy. A vast literature is available in this area, authored
by several luminaries in the field on various types of dynamical systems, like polynomial or
rational maps restricted on their Julia sets, Axiom A diffeomorphisms, Anosov flows, etc.
A particularly desirable feature of all such maps is that they could be studied through a
symbolic model, a property that we thoroughly exploit in the computations in this paper.
Here, we focus on monic, centered, hyperbolic, quadratic and cubic polynomial maps P with
complex coefficients of modulus strictly less than one except the leading coefficient, restricted
on its Julia set, JP , i.e., Pc(z) = z
2 + c and Pa(z) = z
3 + a1z + a0 with the coefficients c
and a = (a1, a0) satisfying the other technical necessities, as mentioned above. Observe that
our prescription insists that the parameter c in the quadratic polynomial comes from M, the
Mandelbrot set (see [1, 9, 10] for more details) with |c| < 1.
Manning proved in [11] that the Lyapunov exponent of the quadratic polynomial map re-
stricted on its Julia set with respect to the Lyubich’s measure is constant. In fact, he deduces
in that paper that the equilibrium distribution on the Julia set has Hausdorff dimension one.
Sridharan proved in [14] that there exists an infinitude of probability measures supported
on the Julia set associated to various Bernoulli measures where Manning’s results do not
generalise, albeit for a very small class of quadratic polynomial maps, i.e., when c ∈ [0, 1
4
).
Although not mentioned explicitly, the work of Sridharan in [14] asserts a non-constant and
a non-linear behaviour of the appropriate Lyapunov exponent (considered upto a suitable
order) when the hyperbolic quadratic family of polynomials undergoes small but only real
and positive perturbations in the above mentioned interval.
Our aim in this paper is to calculate the Lyapunov exponent for a wide range of quadratic
and cubic polynomial maps. Since the case considered under study in [14] already establishes
a non-linear behaviour of the Lyapunov exponent for the quadratic family of polynomials
under small real positive perturbations, it makes no case for us to extend these results.
However, we compute the Lyapunov exponent for a wider range of quadratic polynomials
and cubic polynomials and obtain the values of the Lyapunov exponents computed in [14], as
a corollary when c ∈ [0, 1
4
). A careful reader may observe that even though the computations
of the necessary integrals may look similar to the ones in [14], we accommodate c from a
larger set and hence, the method of computations are sufficiently different. Further, once we
compute the value of the Lyapunov exponent in the quadratic case, it gives us motivation
to compute the quantity for cubic polynomials.
This paper is organized thus. In the next section namely section (2), we write all necessary
definitions that would lead us up to make a mathematically meaningful statement of the
main results of this paper for the considered families of quadratic and cubic polynomials,
as explained in the previous paragraph. In section (3), we state necessary results from
the literature that we use in the sequel. In the section (4), we compute the value of the
Lyapunov exponents with respect to the appropriate measures of quadratic polynomials and
cubic polynomials and prove the main results of this paper. We conclude the paper with
a few observations regarding the so computed derivatives of the Lyapunov exponents, in
section (5).
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2 Basic settings and the Main results
Let Ĉ denote the complex sphere, meaning the complex plane along with the point at ∞.
Let P : Ĉ −→ Ĉ be a polynomial map of degree d:
P (z) := bdz
d + bd−1z
d−1 + · · ·+ b1z + b0,
where bi ∈ C, ∀i = 0, 1, · · · , d, with bd 6= 0. By a set of affine transformations (and a slight
abuse of notations), one can write the polynomial map P in one of its normal forms (also
referred to as P ); monic and centered:
P(ad−2,ad−3,··· ,a1,a0)(z) = z
d + ad−2z
d−2 + · · ·+ a1z + a0,
where ai ∈ C, ∀i = 0, 1, · · · , d− 2. Thus, we shall consider quadratic and cubic polynomials
to look like,
Pc(z) = z
2 + c and P(a1,a0)(z) = Pa(z) = z
3 + a1z + a0. (2.1)
One of the several possible definitions of Julia set of a polynomial map P states that it is
the closure of the set of repelling periodic points of P , i.e.,
JP :=
{
z0 ∈ Ĉ : P n(z0) = z0 and |(P n)′(z0)| > 1
}
.
It is then easy to observe that the Julia set JP is a non-empty, compact, completely P -
invariant metric space, where the family of iterates {P n}n≥0 is not normal (in the sense of
Montel). For more properties of the Julia set of a polynomial map, interested readers are
referred to [1, 10].
In this paper, we will be interested in hyperbolic Julia sets, i.e., ∃ constants C > 0 and
λ > 1 such that infz∈JP {|P
n(z)|} ≥ Cλn, ∀n ≥ 1. Observe that a hyperbolic Julia set JP
is topologically connected. Further, this condition is realised on the quadratic family (when
written in its normal form, as in (2.1)) when c ∈ M, the Mandelbrot set that does not allow
the critical orbit to approach ∞. In the case of the cubic polynomial (in its normal form
as in (2.1)), the critical point is determined by the parameter a1, while the critical orbit is
determined by the parameters a1 and a0. We require that this critical orbit remains bounded.
We should further need a technical condition that all the parameters of the quadratic and
cubic polynomial c and a respectively satisfy |c| < 1 and |ai| < 1, for i = 0, 1. This technical
condition becomes essential in our computations, later, as one may observe in section (4).
We denote by Q and Q′, the collection of all quadratic and cubic polynomials respectively
with hyperbolic Julia sets, that we are interested in, as explained in the above paragraph,
i.e.,
Q :=
{
Pc(z) := z
2 + c : JPc ≡ Jc is hyperbolic and |c| < 1
}
; (2.2)
Q′ :=
{
Pa(z) := z
3 + a1z + a0 : JPa ≡ Ja is hyperbolic
and |ai| < 1 for i = 0, 1
}
. (2.3)
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For any arbitrary polynomial P , owing to the density of preimages of any generic point
ζ ∈ JP , it can be observed that the sequence of measures
µζn :=
1
dn
∑
Pn(w)=ζ
δw, where δw is the Dirac delta measure at the point w,
converges to some measure µ called the Lyubich’s measure, independent of ζ , in the weak*-
topology. For example, suppose all the coefficients (except the leading one) are identically
zero, then the quadratic polynomial looks like P0(z) = z
2 while the cubic polynomial looks
like P0(z) = z
3; both of which has the unit circle, S 1 in C as its Julia set, and the Lyubich’s
measure can be thought of as the Haar measure on S 1. The support of the Lyubich’s measure
is the Julia set.
The Lyapunov exponent of a polynomial map P restricted on its Julia set JP with respect
to any probability measure µ supported on JP is defined as:
Lµ(P ) := −
∫
JP
log |P ′|dµ. (2.4)
In order to calculate the Lyapunov exponent of the family of quadratic polynomial maps
Pc ∈ Q restricted on its Julia set Jc, we make use of the shift space and the shift map on
2 symbols, whereas to calculate the Lyapunov exponent of the family of cubic polynomial
maps Pa ∈ Q
′ restricted on its Julia set Ja, we make use of the shift space and the shift map
on 3 symbols. We now briefly narrate the shift space and the shift map on d symbols.
Let Σ+d := {1, 2, 3, · · · , d}
Z
+
, i.e., the set of all infinite sequences of {1, 2, 3, · · · , d} indexed
by the positive integers while σ : Σ+d −→ Σ
+
d is the shift map defined by (σx)n = xn+1.
Then we know by a theorem due to Lyubich in [10] that whenever the polynomial P of
degree d is hyperbolic, there exists conjugacies Ψ from Σ+d to S
1 and ΦP from S
1 to JP such
that
Σ+d
Ψ
−−−→ S 1
ΦP−−−→ JP
σ
y Ry Py
Σ+d
Ψ
−−−→ S 1
ΦP−−−→ JP
where R(z) = zd that has the unit circle as its Julia set. In other words, this means that by
virtue of the conjugacies Ψ and ΦP , we have that
P ◦ ΦP ◦Ψ = ΦP ◦R ◦Ψ = ΦP ◦Ψ ◦ σ. (2.5)
We will write more about the second part of the commuting diagram, later in section (4),
as theorems (4.1) and (4.2). It is well-known that on the shift space, the clopen cylinder
sets form a semi-algebra that generates the Borel σ-algebra. Making use of any positive
probability vector p = (p1, p2, · · · , pd) with pi > 0, ∀i = 1, 2, · · · , d and
∑d
i=1 pi = 1, we
define the Bernoulli measure µ˜(p1,p2,··· ,pd) on the cylinder sets of Σ
+
d as
µ˜(p1,p2,··· ,pd) ([xk, xk+1, · · · , xl]) :=
(
p
#{xi=1}
1
)
×
(
p
#{xi=2}
2
)
× · · ·×
(
p
#{xi=d}
d
)
, (2.6)
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for k ≤ i ≤ l. Observe that the equidistributed Bernoulli measure on two symbols has
pi =
1
2
, for i = 1, 2 and the equidistributed Bernoulli measure on three symbols has pi =
1
3
,
for i = 1, 2, 3. The equidistributed Bernoulli measure on Σ+2 and Σ
+
3 is nothing but the
Lyubich’s measure µ supported on the respective Julia set Jc and Ja; by virtue of the
conjugacy in (2.5). Further, we denote by µ(p1,p2) and µ(p1,p2,p3) the probability measures
defined on Jc and Ja respectively, associated to the Bernoulli measure µ˜(p1,p2) and µ˜(p1,p2,p3)
via the conjugacy mentioned above.
We urge the reader to observe that when all pis are not equidistributed in the Bernoulli
measure, it results in some of the pre-image branches in the definition of Lyubich’s measure
gaining prominence over the other branches. However, since the set of pre-image branches is
uniformly distributed in the Julia set, J , for any generic point z ∈ J , this only means that
as n increases the sections of the Julia set, J , that gain prominence get tinier and tinier.
This family of non-equidistributed Bernoulli measures is interesting to work with, especially
when one of the pi’s is extremely close to 1, leaving the remainder of the pj’s to be arbitrarily
close to 0. In such a case the section of the Julia set corresponding to the preimage branch
that gains prominence in the Julia set (with respect to this Bernoulli measure), eventually
reduces to a point measure. In the following theorems, we compute the Lyapunov exponent
of the polynomials with respect to the equidistributed Bernoulli measure and this interesting
case of the Bernoulli measure that could eventually reduce to being a point measure. We
now state the main results of this paper.
Theorem 2.1 Let Pc(z) = z
2+ c ∈ Q. Then, the Lyapunov exponent of Pc restricted on its
Julia set Jc with respect to the measure µ(p1,p2) associated to the Bernoulli measure µ˜(p1,p2)
is given by
Lµ(p1,p2)(Pc)
{
= − log 2 if p1 = p2 =
1
2
,
→ − log 2 + cR +
3
2
c2
R
− 3
2
c2
I
as p1 ↑ 1 or p2 ↑ 1;
where c = cR + icI with cR, cI ∈ R.
Theorem 2.2 Let Pa(z) = z
3+a1z+a0 ∈ Q
′. Then, the Lyapunov exponent of Pa restricted
on its Julia set Ja with respect to the measure µ(p1,p2,p3) associated to the Bernoulli measure
µ˜(p1,p2,p3) is given by
Lµ(p1,p2,p3)(Pa)

= − log 3 if p1 = p2 = p3,
→ − log 3 + 1
2
a1,R +
1
2
a0,R +
3
4
a1,Ra0,R −
3
4
a1,Ia0,I +
1
4
a21,R
−1
4
a21,I +
1
2
a20,R −
1
2
a20,I +
15
16
a21,Ra0,R −
15
16
a21,Ia0,R +
3
2
a1,Ra
2
0,R
−3
2
a1,Ra
2
0,I −
15
8
a1,Ra1,Ia0,I − 3a1,Ia0,Ra0,I − 12a1,Ra1,Ia0,Ra0,I
+3a21,Ra
2
0,R − 3a
2
1,Ra
2
0,I − 3a
2
1,Ia
2
0,R + 3a
2
1,Ia
2
0,I as pi ↑ 1;
where aj = aj,R + iaj,I for j = 1, 0 with aj,R, aj,I ∈ R.
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3 Pressure Function
In this section, we define the pressure function and recall some basic results that will be
useful in our analysis. The results stated in this section are true for any general polynomial
P restricted on its Julia set JP . For any continuous function f : JP −→ R, we define its
pressure by
P(f) := sup
µ∈M(JP )
{
hµ(P ) +
∫
JP
fdµ
}
, (3.1)
where the supremum is taken over the space of all P -invariant probability measures supported
on JP , denoted by M(JP ). Further, hµ(P ) denotes the entropy of P with respect to the
measure µ. For more properties of pressure, interested readers are referred to [16]. The
pressure function is also characterised as follows.
Theorem 3.1 ([16]) For any f ∈ C(JP ,R),
P(f) = lim
n→∞
1
n
log
 ∑
z∈JP∩Fixn(P )
ef(z)+f(Pz)+···+f(P
n−1z)
 . (3.2)
An equilibrium state for the function f denoted by µ(f) ∈ M(JP ) is a measure realising
its supremum in the definition of pressure, (3.1). If the real-valued continuous function
f ∈ Cα(JP ,R) for some Ho¨lder exponent α, then the existence of its unique equilibrium
state is guaranteed by Denker and Urbanski in [8]. Observe that the measure of maximal
entropy of P ; ν is then nothing but µ(f≡0). We now state an important theorem due to
Ruelle [13] and as observed by Coelho et al [7].
Theorem 3.2 ([13, 7]) For any two Ho¨lder continuous functions f, g ∈ Cα(JP ,R) and |t|
sufficiently small,
d
dt
P(g + tf)
∣∣∣∣
t=0
=
∫
fdµ(g). (3.3)
Two real-valued continuous functions f and g defined on JP are said to be cohomologous to
each other with respect to the polynomial P if there exists a real-valued continuous function
h defined on JP such that f + h = g + h ◦ P . On the space of Ho¨lder continuous functions,
the map f 7−→ P(f) is real analytic. By the term real analytic, we mean that given an
analytic function fs(z) =
∑
n≥0Ψn(z)s
n where |s| ≤ ǫ, for some small ǫ > 0, one can express
P(fs) as a summation of terms involving powers of s. If f and g are Ho¨lder continuous and
f is not cohomologous to a constant, then the function t 7−→ P(g + tf) is strictly convex
and real analytic, i.e., P(g+ tf) can be expressed as a summation of terms involving powers
of t. A consequence of the above property and theorem (3.2) is captured in the next result.
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Corollary 3.3 For any fixed Ho¨lder continuous function f , the map g 7−→
∫
fdµ(g) is real
analytic.
The study of dimension theory was necessitated by the fact that measure theory failed to
distinguish between countable and nowhere dense uncountable sets. Hausdorff dimension
successfully captured the idea of a fractional dimension that overcame this failing. The
Hausdorff dimension of any X ⊂ C is defined as,
dimH(X) := inf
{
s > 0 : lim
ǫ→0
(
inf
U
{∑
i
(diamUi)
s :
U = {Ui} is an ǫ− open cover of X
})
= 0
}
.
(3.4)
It is then a simple observation from the definition that any set E ⊂ C satisfying dimH(E) < 2
should have no area.
For purposes of this paper, we shall be interested in the family of real-valued Ho¨lder con-
tinuous functions fs := −s log |P
′| ∈ Cα(JP ,R) for s ∈ [0, 2]. Then by theorem (3.1), we
have
P(−s log |P ′|) = lim
n→∞
1
n
log
 ∑
z∈JP∩Fixn(P )
1
|(P n)′(z)|s
 .
The following result due to Bowen and Ruelle provides the relationship between the pressure
function and the Hausdorff dimension of JP .
Theorem 3.4 ([13]) The unique solution to the equation P(fs) = 0 is the Hausdorff di-
mension of JP .
4 Computation of Lyapunov Exponents
The rest of the paper is devoted to explicit computation of the Lyapunov exponent of the
quadratic and cubic polynomial belonging to Q and Q′, restricted on its Julia set, with
respect to various measures associated to the Bernoulli measures and necessary analysis to
prove our theorems.
4.1 Quadratic Polynomials
Here, we consider the family of polynomial maps Pc parametrised by the complex constant
c as before:
Pc(z) = z
2 + c ∈ Q,
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restricted on its Julia set denoted by JPc ≡ Jc. We shall adopt the method of computation
from [17, 14]. Observe that equation (2.5) now looks like:
Pc ◦ Φc ◦Ψ = Φc ◦ P0 ◦Ψ = Φc ◦Ψ ◦ σ. (4.1)
Here P0(z) ≡ R(z) = z
2 and Φc = ΦPc . We now write a theorem and include a short proof,
for the convenience of the reader. This result can be found in [17] (Theorem 6.4), [10]
(Proposition 1.12) and [5] (Theorem 4.1, its proof and the note that follows the proof).
Theorem 4.1 [5, 10, 17] The map c 7−→ Φc is an analytic map whenever Jc is hyperbolic.
Proof: Let the conjugacy map Φc(z) = z + · · · satisfy Φc(Pc(z)) = P0(Φc(z)) = Φ
2
c(z). For
large |z|, we have P nc (z) = z
2n(1 + · · · ). Defining (Φc)n (z) := (P
n
c (z))
2−n = z(1 + · · · )2
−n
,
we observe that the sequence (Φc)n satisfies
[(Φc)n]
2 (z) = (Φc)n−1 ◦ Pc(z), (4.2)
and that the sequence (Φc)n → Φc uniformly. Therefore, the uniform limit Φc is a solution
of the functional equation (4.2), and thus satisfies equation (4.1). Since c 7−→ Pc is analytic,
the map c 7−→ Φc is analytic too, whenever Jc is hyperbolic. •
Thus in fact, when Pc ∈ Q, we will consider
Φc(z) = z +
∑
n≥1
ϕn(z)c
n.
Taking the appropriate sides in equation (4.1) gives(
z2 +
∑
n≥1
ϕn(z
2)cn
)
−
(
z +
∑
n≥1
ϕn(z)c
n
)2
− c = 0.
Then by merely comparing the coefficients, we obtain from the computations in [17, 14] that,
ϕ1(z) = −z
∑
i1≥1
1
2i1z2
i1
(4.3)
ϕ2(z) = −z
∑
i3≥1
1
2i3
∑
i2≥1
i2∑
i1≥1
1
2i2+1
1
z2
i3−2i3−1+2i3−1(2i1+2i2−i1+1−1)
. (4.4)
We now consider the pressure of the function f1 = − log |P
′
c| and find using the conjugacy
in equation (4.1) that
P(f1) = sup
µ∈M(Jc)
{
hµ(Pc) + Lµ(p1,p2)(Pc)
}
= sup
ν∈M(S1)
{
hν(P0)− log 2−
∫
S1
log |Φc(z)|dν
}
.
Consider the Pc-invariant probability measure µ(p1,p2) associated to the Bernoulli measure
µ˜(p1,p2) with p1 + p2 = 1 and pi > 0 for i = 1, 2. A simple calculation in [16] then says that
the entropy of the polynomial Pc, namely hµ(p1,p2)(Pc) is − log(p
p1
1 p
p2
2 ) = log 2 when p1 = p2.
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Case - 1 : c ∈ M ∩ R with |c| < 1
Here, we compute
∫
log |Φc(z)|dµ(p1,p2) when c ∈ M ∩ R, and c ≡ cR, satisfying |c| < 1.∫
log |Φc(z)|dµ(p1,p2) = c
[∫
Re (zϕ1(z)) dµ(p1,p2)
]
+ c2
[∫ (
Re (zϕ2(z))−
1
2
(Re (zϕ1(z)))
2
+
1
2
(Im (zϕ1(z)))
2
)
dµ(p1,p2)
]
+ O(c3). (4.5)
We now focus on the coefficients upto c2 and evaluate the integrals with respect to the
measure µ(p1,p2) associated to the Bernoulli measure µ˜(p1,p2). Making use of the computations
in (4.3), (4.4), we obtain∫
Re (zϕ1) dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ −1 as pi ↑ 1.∫
Re (zϕ2) dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ −1 as pi ↑ 1;
1
2
∫
(Im (zϕ1))
2
dµ(p1,p2) = 0, irrespective of the value of pi;
−
1
2
∫
(Re (zϕ1))
2
dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ −1
2
as pi ↑ 1.
Recall that when p1 = p2 =
1
2
, the measure µ(p1,p2) associated to the Bernoulli measure
µ˜(p1,p2) corresponds to the Haar measure on S
1. Therefore, by considering up to coefficients
of c2 in equation (4.5) and making use of the evaluation above, we infer that
Lµ(p1,p2)(Pc) = − log 2−
∫
log |Φc(z)|dµ(p1,p2){
= − log 2 if p1 = p2 =
1
2
,
→ − log 2 + c+ 3
2
c2 as p1 ↑ 1 or p2 ↑ 1.
(4.6)
Case - 2 : c ∈ M with |c| < 1
We begin the computations here with the observation that this case subsumes the earlier
one. We have c = cR + icI with cR, cI ∈ R, then |cR| < 1 and |cI| < 1. A computation similar
to the earlier case then yields,∫
log |Φc(z)|dµ(p1,p2) =
∫
Re (czϕ1(z)) dµ(p1,p2)
+
∫ [
Re
(
c2zϕ2(z)
)
+
1
2
(Im (czϕ1(z)))
2
−
1
2
(Re (czϕ1(z)))
2
]
dµ(p1,p2) + O(c
3). (4.7)
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Now, we focus on the coefficients upto c2 and evaluate the integrals with respect to measure
µ(p1,p2) associated to Bernoulli measure µ˜(p1,p2). Making use of the computations in (4.3) and
(4.4) yet again, we obtain∫
Re (czϕ1) dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ −cR as pi ↑ 1.
−
∫
Re
(
c2zϕ2
)
dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ (c2
R
− c2
I
) as pi ↑ 1;
1
2
∫
(Re (czϕ1))
2
dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ 1
2
c2
R
as pi ↑ 1;
−
1
2
∫
(Im (czϕ1))
2
dµ(p1,p2)
{
= 0 if p1 = p2 =
1
2
,
→ −1
2
c2
I
as pi ↑ 1.
By considering upto coefficients of c2 in equation (4.7) and making use of the evaluations
above, we infer that
Lµ(p1,p2)(Pc) = − log 2−
∫
log |Φc(z)|dµ(p1,p2){
= − log 2 if p1 = p2 =
1
2
,
→ − log 2 + cR +
3
2
c2
R
− 3
2
c2
I
. as p1 ↑ 1 or p2 ↑ 1.
(4.8)
4.2 Cubic Polynomials
In this section, we consider the monic, centered, cubic polynomial map Pa parametrised by
the complex constants a1 and a0, given by
Pa(z) ≡ P(a1,a0)(z) = z
3 + a1z + a0 ∈ Q
′,
restricted on its Julia set, denoted by JPa ≡ Ja. This form of the cubic polynomial easily
identifies the critical points of the polynomial Pa. As mentioned in section (2), we will impose
a technical condition on the complex coefficients, a1 and a0 of Pa that |a1| < 1, |a0| < 1.
An imminently stricter condition may also be required to make the corresponding Julia set
hyperbolic, see [4, 3].
Observe that equation (2.5) now looks like
Pa ◦ Φa ◦Ψ = Φa ◦ P0 ◦Ψ = Φa ◦Ψ ◦ σ. (4.9)
Here P0(z) ≡ R(z) = z
3 and Φa = ΦPa .
Theorem 4.2 [5] The map a 7−→ Φa is an analytic map whenever Ja is hyperbolic.
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Proof: For a fixed z and a0, consider the map a1 7−→ Φa. Then, going through the same
ideas as in the proof of theorem (4.1), we infer that a1 7−→ Φa is analytic, whenever Ja is
hyperbolic. Similarly, for a fixed z and a1, we obtain the map a0 7−→ Φa is analytic too. •
By our choice of the polynomial Pa ∈ Q
′ and theorem (4.2), it is clear that the conjugacy
map Φa is analytic in both the parameters a1 and a0. Therefore, it is reasonable to consider
Φa(z) = z +
∑
i+j≥1
ϕ(i,j)(z)a
i
1a
j
0.
Then, the appropriate sides in equation (4.9) gives(
z3 +
∑
i+j≥1
ϕ(i,j)(z
3)ai1a
j
0
)
−
(
z +
∑
i+j≥1
ϕ(i,j)(z)a
i
1a
j
0
)3
−a1
(
z +
∑
i+j≥1
ϕ(i,j)(z)a
i
1a
j
0
)
− a0 = 0. (4.10)
As earlier, a comparison of coefficients in (4.10) gives the necessary functions. Since we
are only interested in terms upto quadratic order in the Lyapunov exponent and would
accumulate terms of order three or more in O(a31, a
3
0), we observe that it is sufficient for us to
obtain a representation of the functions, ϕ(1,0), ϕ(0,1), ϕ(1,1), ϕ(2,0), ϕ(0,2), ϕ(2,1), ϕ(1,2) and
ϕ(2,2). In fact, we obtain these functions explicitly as a series (as earlier), though we do not
write them here, since the writing of the same could get extremely messy. Since we deal with
the family of cubic polynomials here, it is only but natural that the Bernoulli measure is
now considered with three parameters. Therefore, the Lyapunov exponent of the polynomial
map Pa with respect to the Pa-invariant measure µ(p1,p2,p3) from equation (2.4) is
Lµ(p1,p2,p3) (Pa) = −
∫
Ja
log |3z2 + a1|dµ(p1,p2,p3). (4.11)
However, we know that in order to compute the dependence of the integral mentioned in
the right hand side of equation (4.11) on the coefficients a1 and a0, it is sufficient for us to
compute the integral −
∫
S1
log |Φa|dµ(p1,p2,p3).
−
∫
S1
log |Φa|dµ(p1,p2,p3) (4.12)
= −
∫
S1
[
Re
(
a1zϕ(1,0)
)]
dµ(p1,p2,p3) (4.13)
−
∫
S1
[
Re
(
a0zϕ(0,1)
)]
dµ(p1,p2,p3) (4.14)
−
∫
S1
[
Re
(
a1a0zϕ(1,1)
)
−
{
Re
(
z¯ϕ(1,0)a1
)
× Re
(
z¯ϕ(0,1)a0
)}
+
{
Im
(
z¯ϕ(1,0)a1
)
× Im
(
z¯ϕ(0,1)a0
)} ]
dµ(p1,p2,p3) (4.15)
(accounting for the terms with linear powers namely a1, a0 and a1a0)
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−
∫
S1
[
Re
(
a21zϕ(2,0)
)
−
1
2
{
Re
(
a1zϕ(1,0)
)}2
+
1
2
{
Im
(
a1zϕ(1,0)
)}2]
dµ(p1,p2,p3)
(terms involving a2
1
) (4.16)
−
∫
S1
[
Re
(
a20zϕ(0,2)
)
−
1
2
{
Re
(
a0zϕ(0,1)
)}2
+
1
2
{
Im
(
a0zϕ(0,1)
)}2]
dµ(p1,p2,p3)
(terms involving a2
0
) (4.17)
−
∫
S1
[
Re
(
a21a0zϕ(2,1)
)
(4.18)
−
{
Re
(
a1zϕ(1,0)
)
× Re
(
a1a0zϕ(1,1)
)}
+
{
Im
(
a0zϕ(0,1)
)
× Im
(
a21zϕ(2,0)
)}
+
{
Im
(
a1zϕ(1,0)
)
× Im
(
a1a0zϕ(1,1)
)}
−
{
Re
(
a0zϕ(0,1)
)
× Re
(
a21zϕ(2,0)
)}
+
{{
Re
(
a1zϕ(1,0)
)}2
× Re
(
a0zϕ(0,1)
)}
−
{
Re
(
a0zϕ(0,1)
)
×
(
Im
(
a1zϕ(1,0)
))2}
−2
{
Re
(
a1zϕ(1,0)
)
× Im
(
a0zϕ(0,1)
)
× Im
(
a1zϕ(1,0)
)} ]
dµ(p1,p2,p3)
(terms involving a2
1
a0) (4.19)
−
∫
S1
[
Re
(
a1a
2
0zϕ(1,2)
)
(4.20)
−
{
Re
(
a1zϕ(1,0)
)
×
(
Im
(
a0zϕ(0,1)
))2}
−
{
Re
(
a1zϕ(1,0)
)
× Re
(
a20zϕ(0,2)
)}
−
{
Re
(
a0zϕ(0,1)
)
× Re
(
a1a0zϕ(1,1)
)}
+
{
Im
(
a0zϕ(0,1)
)
× Im
(
a1a0zϕ(1,1)
)}
+
{{
Re
(
a0zϕ(0,1)
)}2
× Re
(
a1zϕ(1,0)
)}
+
{
Im
(
a1zϕ(1,0)
)
× Im
(
a20zϕ(0,2)
)}
−2
{
Re
(
a0zϕ(0,1)
)
× Im
(
a1zϕ(1,0)
)
× Im
(
a0zϕ(0,1)
)} ]
dµ(p1,p2,p3)
(terms involving a1a
2
0
) (4.21)
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−
∫
S1
[
Re
(
a21a
2
0zϕ(2,2)
)
−
1
2
{
Re
(
a1a0zϕ(1,1)
)}2
+
1
2
{
Im
(
a1a0zϕ(1,1)
)}2
−
{
Re
(
a1zϕ(1,0)
)
× Re
(
a1a
2
0zϕ(1,2)
)}
+
{
Im
(
a1zϕ(1,0)
)
× Im
(
a1a
2
0zϕ(1,2)
)}
−
{
Re
(
a0zϕ(0,1)
)
× Re
(
a21a0zϕ(2,1)
)}
+
{
Im
(
a0zϕ(0,1)
)
× Im
(
a21a0zϕ(2,1)
)}
−
{
Re
(
a21zϕ(2,0)
)
× Re
(
a20zϕ(0,2)
)}
+
{
Im
(
a21zϕ(2,0)
)
× Im
(
a20zϕ(0,2)
)}
+
{{
Re
(
a1zϕ(1,0)
)}2
× Re
(
a20zϕ(0,2)
)}
+
{{
Re
(
a0zϕ(0,1)
)}2
× Re
(
a21zϕ(2,0)
)}
+2
{
Re
(
a1zϕ(1,0)
)
× Re
(
a0zϕ(0,1)
)
× Re
(
a1a0zϕ(1,1)
)}
−2
{{
Re
(
a1zϕ(1,0)
)}
×
{
Im
(
a1zϕ(1,0)
)}
×
{
Im
(
a20zϕ(0,2)
)}}
−2
{{
Re
(
a1zϕ(1,0)
)}
×
{
Im
(
a0zϕ(0,1)
)}
×
{
Im
(
a1a0zϕ(1,1)
)}}
−2
{{
Re
(
a0zϕ(0,1)
)}
×
{
Im
(
a1zϕ(1,0)
)}
×
{
Im
(
a1a0zϕ(1,1)
)}}
−2
{{
Re
(
a0zϕ(0,1)
)}
×
{
Im
(
a0zϕ(0,1)
)}
×
{
Im
(
a21zϕ(2,0)
)}}
−2
{{
Re
(
a1a0zϕ(1,1)
)}
×
{
Im
(
a1zϕ(1,0)
)}
×
{
Im
(
a0zϕ(0,1)
)}}
−
{{
Re
(
a21zϕ(2,0)
)}
×
{
Im
(
a0zϕ(0,1)
)}2
+
{
Re
(
a20zϕ(0,2)
)}
×
{
Im
(
a1zϕ(1,0)
)}2}
−
3
2
{{
Re
(
a1zϕ(1,0)
)}2
×
{
Re
(
a0zϕ(0,1)
)}2
+
{
Im
(
a1zϕ(1,0)
)}2
×
{
Im
(
a0zϕ(0,1)
)}2}
+
3
2
{{
Re
(
a1zϕ(1,0)
)}2
×
{
Im
(
a0zϕ(0,1)
)}2
+
{
Re
(
a0zϕ(0,1)
)}2
×
{
Im
(
a1zϕ(1,0)
)}2}
+6
{
Re
(
a1zϕ(1,0)
)
× Re
(
a0zϕ(0,1)
)
× Im
(
a1zϕ(1,0)
)
× Im
(
a0zϕ(0,1)
)} ]
dµ(p1,p2,p3)
(terms involving a2
1
a2
0
) (4.22)
+ O(a31, a
3
0).
Case - 1 : a ∈ R2 satisfying Pa ∈ Q
′
We now estimate the right hand side of equation (4.12) by considering the real vector a
such that the cubic polynomial Pa ∈ Q
′. We achieve this by estimating each of the integrals
in (4.13), (4.14),(4.15), (4.16), (4.17),(4.19), (4.21) and (4.22) separately with aj ≡ aj,R for
j = 1, 0. We consider the values of every term in the equilibrium state where p1 = p2 = p3 =
1
3
and when either of the pi’s approach 1. We infer that
Lµ(p1,p2,p3)(Pa) = − log 3−
∫
log |Φa(z)|dµ(p1,p2,p3)
= − log 3 if p1 = p2 = p3,
→ − log 3 + 1
2
a1 +
1
2
a0 +
3
4
a1a0 +
1
4
a21 +
1
2
a20
+15
16
a21a0 +
3
2
a1a
2
0 + 3a
2
1a
2
0 as pi ↑ 1.
(4.23)
Case - 2: a ∈ C2 satisfying Pa ∈ Q
′
In this case, we undertake the same calculations as in case - 1, however considering a to
be a vector over the complex field. By considering terms upto coefficients of a21 and a
2
0 in
the right hand side of the equation (4.12) and evaluating the integrals as written in (4.13),
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(4.14),(4.15), (4.16), (4.17),(4.19), (4.21) and (4.22), we infer that
Lµ(p1,p2,p3)(Pa) = − log 3−
∫
log |Φa(z)|dµ(p1,p2,p3)
= − log 3 if p1 = p2 = p3,
→ − log 3 + 1
2
a1,R +
1
2
a0,R +
3
4
a1,Ra0,R −
3
4
a1,Ia0,I +
1
4
a21,R
−1
4
a21,I +
1
2
a20,R −
1
2
a20,I +
15
16
a21,Ra0,R −
15
16
a21,Ia0,R +
3
2
a1,Ra
2
0,R
−3
2
a1,Ra
2
0,I −
15
8
a1,Ra1,Ia0,I − 3a1,Ia0,Ra0,I − 12a1,Ra1,Ia0,Ra0,I
+3a21,Ra
2
0,R − 3a
2
1,Ra
2
0,I − 3a
2
1,Ia
2
0,R + 3a
2
1,Ia
2
0,I as pi ↑ 1.
(4.24)
5 Concluding Observations
We conclude this paper with a few observations.
1. • In the case of the quadratic polynomial, the first and second order total derivative
with respect to c of the Lyapunov exponent when c is real corresponds to the (1, 1)
entry of the appropriate matrix, when c is complex, i.e.,
dL
dc
=
∂L
∂cR
and
d2L
dc2
=
∂2L
∂c2
R
.
Here, the left hand side corresponds to the case when c is real while the right
hand side corresponds to the case when c is complex.
• Similarly, in the case of the cubic polynomial, we have
∂L
∂a1
=
∂L
∂a1,R
∣∣∣∣
a1,I =0
∣∣∣∣
a0,I=0
and
∂L
∂a0
=
∂L
∂a0,R
∣∣∣∣
a1,I=0
∣∣∣∣
a0,I=0
;
∂2L
∂a21
=
∂2L
∂a21,R
∣∣∣∣
a0,I=0
and
∂2L
∂a20
=
∂2L
∂a20,R
∣∣∣∣
a1,I =0
.
In all the equations above, the left hand side corresponds to the case when a1 and
a0 are real while the right hand side corresponds to the case when a1 and a0 are
complex.
2. • When the parameter of the quadratic polynomial namely c is complex, the second
derivative of L with respect to the real part of c and the second derivative of L
with respect to the imaginary part of c are the same in modulus; but different in
sign, i.e.,
∂2L
∂c2
R
= −
∂2L
∂c2
I
.
• The same property is true for the parameters of the cubic polynomial namely a1
and a0, when they are complex, i.e.,
∂2L
∂a21,R
= −
∂2L
∂a21,I
∣∣∣∣
a0,I =0
; and
∂2L
∂a20,R
= −
∂2L
∂a20,I
∣∣∣∣
a1,I=0
.
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3. • For a complex parameter c under consideration, the determinant of the second
differential operator (with respect to c) of the Lyapunov exponent in theorem
(2.1) turns out to be
det
[
D2c
(
Lµ(p1,p2)(Pc)
)] {= 0 if p1 = p2 = 12 ,
→ −9 as p1 ↑ 1 or p2 ↑ 1.
(5.1)
Define a function g : Jc −→ R by
(g ◦ Φc ◦Ψ)(x) :=
{
log p1 if x0 = 0,
log p2 if x0 = 1;
for x ∈ Σ+2 . Observe that g is not only Ho¨lder continuous, but in fact a locally
constant function that only depends on the zeroth coordinate x0 of the infinite
vector x ∈ Σ+2 . Then we know from Walters [16] that the measure µ(p1,p2) associ-
ated to the Bernoulli measure µ˜(p1,p2) is the equilibrium state assured by Denker
and Urbanski in [8] for the function g. Since g is analytic in p1, one may infer
that the map Θ2 : p1 7−→ D
2
c
[
Lµ(p1,p2)(Pc)
]
is analytic too. Observe that
Θ2(p1) ≈
∫ [
Re
(
c2zϕ2
)
−
1
2
(Re (czϕ1))
2 +
1
2
(Im (czϕ1))
2
]
dµ(p1,p2),
from equation (4.7). In other words, we have produced a non-zero analytic
function that is approximately −9 when either p1 or p2 approaches 1 by fixing
h(z) := Re (c2zϕ2(z)) −
1
2
(Re (czϕ1(z)))
2 + 1
2
(Im (czϕ1(z)))
2. Further, since we
have Θ2 to be an analytic function due to corollary (3.3), we have proved that the
Lyapunov exponent of the quadratic polynomial map Pc ∈ Q with c ∈ R can be
zero or vary linearly in c for only atmost finitely many measures µ(p1,p2) associated
to the Bernoulli measure µ˜(p1,p2).
• Using same argument as in the case of the quadratic polynomial with a complex
parameter, we conclude that by taking a complex vector a in theorem (2.2), we
have
det
[
D2
a
(
−
∫
Ja
log |P ′
a
| dµ(p1,p2,p3)
)]
= 0,
only for finitely many 0 < pi < 1, for 1 ≤ i ≤ 3. Here Da is the differential
operator with respect to a = (a1, a0).
The results due to Manning as in [11] and Sridharan as in [14] are now easily obtained as
corollaries to our computations. We conclude the paper by writing these results.
Corollary 5.1 ([11]) The Lyapunov exponent of a hyperbolic, monic, centered, quadratic
polynomial map Pc(z) = z
2 + c restricted on its Julia set Jc with respect to the Lyubich’s
measure µ is a constant,∫
Jc
log |P ′c|dµ = log 2.
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Corollary 5.2 ([14]) Consider the hyperbolic, monic, centered, quadratic polynomial map
Pc(z) = z
2+ c for c ∈ [0, 1
4
). Then, the second derivative (with respect to c) of the Lyapunov
exponent with respect to the measure µ(p1,p2) associated to the Bernoulli measure µ˜(p1,p2) can
be zero for only finitely many 0 < p1 < 1.
References
[1] Beardon, A. F., ”Iteration of rational functions, Complex analytic dynamical sys-
tems”, Graduate Texts in Mathematics, 132, Springer-Verlag, New York, (1991).
[2] Benettin, G., Galgani, L. and Strelcyn, J.-M., (1976), Physical Review A, 14,
2338.
[3] Blokh, A., Oversteegen, L., Ptacek, R. and Timorin, V., ”Quadratic-like
dynamics of cubic polynomials”, Comm. Math. Phys., 341(3), (2016), 733 - 749.
[4] Blokh, A., Oversteegen, L., Ptacek, R. and Timorin, V., ”The main cubioid”,
Nonlinearity, 27(8), (2014), 1879 - 1897.
[5] Carleson, L. and Gamelin, T.W., “Complex dynamics”, Universitext: Tracts in
Mathematics, Springer-Verlag, New York, (1993).
[6] Childers, D.K., Mayer, J.C. and Rogers, J.T., Jr., ”Indecomposable continua
and the Julia sets of polynomials, II”, Topology Appl., 153(10), (2006), 1593 - 1602.
[7] Coelho, Z. and Parry, W., ”Central limit asymptotics for shifts of finite type”, Israel
J. Math., 69(2), (1990), 235 - 249.
[8] Denker, M. and Urbanski, ”Ergodic theory of equilibrium states for rational maps”,
Nonlinearity, 4(1), (1991), 103 - 134.
[9] Garijo, A., Jarque, X. and Villadelprat, J., ”An effective algorithm to compute
Mandelbrot sets in parameter planes”, Numer. Algorithms, 76(2), (2017), 555 - 571.
[10] Lyubich, M. Yu., ”The dynamics of rational transforms: the topological picture”,
Russian Math. Surveys, 41(4), (1986), 43 - 117.
[11] Manning, A., ”The dimension of the maximal measure for a polynomial map”, Ann.
of Math., 119(2), (1984), 425 - 430.
[12] Pesin, Ya. B., ”Characteristic Lyapunov exponents and smooth ergodic theory.” Rus-
sian Math. Surveys, 32(4), (1977), 55 - 114.
[13] Ruelle, D., ”Thermodynamic formalism”, Encyclopedia Mathematics and its Appli-
cations, Reading: Addison-Wesley, (1978).
Page 16
S. Sridharan, A.R. Tiwari Lyapunov exponents
[14] Sridharan, S., ”Non-vanishing derivatives of Lyapunov exponents and the pressure
function”, Dyn. Syst., 21(4), (2006), 491 - 500.
[15] Steinmetz, N., ”Rational iteration: complex analytic dynamical systems”, 16, Walter
de Gruyter, (1993).
[16] Walters, P., ”An introduction to ergodic theory”, 79, Springer Science Business
Media, (2000).
[17] Zinsmeister, M., ”Formalisme thermodynamique et syste´mes dynamiques holomor-
phes”, Panoramas et Synthe´ses, 4, (1996).
Sridharan, Shrihari
Indian Institute of Science Education and Research Thiruvananthapuram (IISER-TVM)
Maruthamala P.O., Vithura, Thiruvananthapuram, INDIA. PIN 695 551.
shrihari@iisertvm.ac.in
Tiwari, Atma Ram
Indian Institute of Science Education and Research Thiruvananthapuram (IISER-TVM)
Maruthamala P.O., Vithura, Thiruvananthapuram, INDIA. PIN 695 551.
artiwari15@iisertvm.ac.in
Page 17
