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PARTITION QUANTUM SPACES
STEFAN JUNG AND MORITZ WEBER
Abstract. We propose a definition of partition quantum spaces. They are given
by universal C∗-algebras whose relations come from partitions of sets. We ask
for the maximal compact matrix quantum group acting on them. We show how
those fit into the setting of easy quantum groups: Our approach yields spaces
these groups are acting on. In a way, our partition quantum spaces arise as the
first d columns of easy quantum groups. However, we define them as universal
C∗-algebras rather than as C∗-subalgebras of easy quantum groups. We also
investigate the minimal number d needed to recover an easy quantum group as
the quantum symmetry group of a partition quantum space. In the free unitary
case, d takes the values one or two.
1. Introduction
In mathematics, we often have a space X and want to investigate its symmetries.
This leads to the notion of groups. In modern mathematics however, the notion of
quantum spaces appeared, for example modelled as possibly non-commutative C∗-
algebras. Asking for the quantum symmetries of such topological quantum spaces
leads to the definition of quantum groups. Our work is based on the definition of (C∗-
algebraic) compact matrix quantum groups by S.L. Woronowicz in [22]. Roughly
speaking, such a quantum group consists of a unital C∗-algebra A generated by the
entries of a matrix uG = (uij) such that there exists a comultiplication ∆ : A →
A ⊗ A (see Definition 3.7). Now there are two fundamental questions regarding
quantum symmetries:
• Given a quantum space X – what is its quantum symmetry group?
• Conversely, given a quantum group G – can we find a quantum space, such
that its quantum symmetry group is precisely G?
In the present article, we mainly deal with the second kind of questions.
In [4], T. Banica and R. Speicher introduced an important class of compact ma-
trix quantum groups, so called easy quantum groups. Their structure is encoded
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by partitions of sets via Woronowicz’s Tannaka-Krein duality from [23]. More pre-
cisely, one can associate linear maps with given partitions and ask them to span the
intertwiner spaces of some compact matrix quantum group. These special quantum
groups were generalized in [14, 15] by P. Tarrago and the second author: If N ∈N
and Π is a (suitable) set of two-coloured partitions, we can associate with every
partition p ∈ Π relations RGrp (uG) for some generators
(
uij
)
1≤i,j≤N
and define the
easy quantum group GN(Π) via the universal C
∗-algebra
C(GN(Π)) := C
∗
(
uij | ∀p∈Π : the relations R
Gr
p (uG) hold
)
.
Using this machinery, many compact matrix quantum groups may be produced.
The question is now on which quantum spaces these quantum groups act, or
even stronger: Find a quantum space, such that a given eas quantum group GN(Π)
describes its quantum symmetries, i.e. GN(Π) is its quantum symmetry group (in
the sense of Definition 6.1).
In some cases answers were already found: The quantum permutation group S+N ,
for example, is the quantum symmetry group of N quantum points (see [18]) and
the orthogonal quantum group O+N is the quantum symmetry group of the free
real sphere (see [2, 17]). Moreover, every compact matrix quantum group acts
on the first column of its fundamental representation uG, i.e. on the C
∗-algebra
C∗(u11, u21, . . . , uN1). But in contrast to this, given only the first row, the quantum
symmetry group of this space is not always described by the quantum group we
started with (see Example 4.8). In this sense we cannot recover in general a given
easy quantum group from its first column.
For easy quantum groups GN(Π) we develop this idea of a “first column space”
further into two directions. Firstly, instead of using directly the entries ui1 in the first
column of uGN (Π) we define our quantum spaces as universal C
∗-algebras generated
by the entries of a vector x=(x1, . . . , xN)
T . The relations RSpp (x) for these generators
are motivated by the first column of uGN (Π) (see Definitions 4.3 and 4.4). Given
N ∈N, a set of partitions Π and a vector x as above, we then define
C
(
XN(Π)
)
:= C∗
(
x1, . . . , xN | ∀p∈Π : the relations R
Sp
p (x) hold)
and call XN(Π) a partition quantum space (PQS) of one vector.
Secondly, we do not consider only one column but rather d columns of uG at once.
In this sense we generalize the definition above for a tupel of vectors
x :=



x11...
xN1

 , . . . ,

x1d...
xNd



 ,
producing a partition quantum space (PQS) of d vectors, XN,d(Π).
Given a set of partitions Π and d≤N ∈N, we have (under some mild conditions)
an associated easy quantum group GN(Π) and a quantum space XN,d(Π). In this
work we concentrate on the question, how these two objects fit together in the sense
of quantum group actions.
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Question 1.1. Does the easy quantum group GN(Π) act on XN,d(Π)?
Question 1.2. Is GN(Π) the quantum symmetry group of XN,d(Π)?
Question 1.3. What is the smallest d if we want to recover the easy quantum group
GN (Π) as the quantum symmetry group of XN,d(Π)?
At last we want to mention some other works touching our topic. P. Podles´’s
definition of quantum spheres in [12] was a first but important step in quantizing
the notion of a classical space. Authors like T. Banica, J. Bhowmick, D. Goswami, P.
Podles´, A. Skalski and Sh. Wang investigated various quantum spaces and actions
of quantum groups on them and asked (for example under the name of quantum
isometry groups) for the universal objects acting on these spaces (see [12, 13, 18, 10,
6, 7, 2, 5]). The idea of a quantum space inspired by one or several rows/columns
of a compact matrix quantum group G can be found for example in [3], but note
that the spaces there are defined via C∗-subalgebras of C(G), whereas we introduce
them as universal C∗-algebras. At last we mention the recent work [1] by T. Banica,
where partition induced relations similar to those in our article are used to describe
certain quantum subspaces of the free complex sphere. In contrast to the setting
presented there, where it is part of the assumptions that an easy quantum group
is the quantum symmetry group of a suitable quantum space, this is the central
question in our work. Additionally, as mentioned above, we generalize the idea of
quantum vectors to tupels of quantum vectors.
2. Main results
Let d,N ∈N with d≤N and let Π be a set of partitions defining both an easy
quantum group GN(Π) and a partition quantum space XN,d(Π). The relations on
the generators xij of our quantum spaces can be seen as derived from the first d
columns of the matrix uGN (Π) = (uij) (see the appendix for an overview on all
relations associated to partitions).
Theorem (see Theorems 4.7 and 4.19). We have a ∗-homomorphism
ϕ : C
(
XN,d(Π)
)
→ C
(
GN(Π)
)
; xij 7→ uij , 1≤ i≤N, 1≤j≤d
mapping the entries of x canonically onto the first d columns of uGN (Π).
Note that we do not know whether ϕ is an isomorphism or not.
Furthermore, we answer Question 1.1 in full generality:
Theorem (see Theorem 5.1). For any 1≤d≤N , GN (Π) acts on XN,d(Π) from the
left and right.
In the case d=N we can also answer Question 1.2:
Theorem (see Corollary 6.8). GN(Π) is the quantum symmetry group of XN,N(Π).
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The above result leads to a new question (compare Question 1.3): Given a set
Π, which is the minimal number d such that the latter theorem stays true? We
cannot answer this question as generally as the ones before, so we restrict to the
case of non-crossing partitions, corresponding to free easy quantum groups. The
possible quantum groups are completely classified in [14, 15] and we can describe
them by suitable sets Π of partitions (see Table 1 in Section 7). Fixing these sets of
partitions, we can bound the necessary d to at most 2:
Theorem (see Theorem 7.10). Let Π be a set of non-crossing partitions from Table
1.
(i) For d= 2, the easy quantum group GN(Π) is the quantum symmetry group
of the partition quantum space XN,d(Π).
(ii) If Π generates a blockstable category of partitions, then (i) even holds for
d=1. In particular we can reconstruct the easy quantum group from the first
column of its fundamental unitary.
We conjecture (see open questions in Section 8) that in the non-blockstable case
the situation d= 1 does not work, i.e. that amongst all categories of non-crossing
partitions the question of blockstability is equivalent to the minimal d being equal
to one.
3. Preliminaries
In the context of C∗-algebras we denote by ⊗ the minimal tensor product and we
define [n] := {1, . . . , n} ⊆ N for all n∈N.
In this section we give a very brief introduction to partitions of sets and how we
can associate easy quantum groups to them (also known as easy quantum groups).
For more details see [4] and [14, 15, 19, 20]. Moreover, we introduce a new kind of
decomposition of labelings of partitions. Finally, we present a quantum version of
matrix-vector actions.
3.1. Two-coloured partitions. A (two-coloured) partition on k upper and l lower
points is a partition of the ordered set [k+ l] into non-empty, disjoint subsets, where
each element gets a label 1 (white) or * (black). The subsets of the partition are
called blocks. We may illustrate such partitions by lines representing the blocks:
(3.1) p =
• • ◦
◦ ◦ •
If a block contains upper and lower points, we call it a through-block. The number
of through-blocks in p is denoted by tb(p). A partition is called non-crossing, if the
lines in the corresponding picture do not cross. The set P(k, l) contains all partitions
with k upper and l lower points (in all possible labelings) and P :=
⋃
k,l∈N0
P(k, l) is
the union of all those sets. For given words ω∈{1, ∗}k and ω′∈{1, ∗}l we denote by
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P(ω, ω′)⊆P(k, l) all partitions with upper point labeling according to ω and lower
point labeling according to ω′ (from left to right, respectively).
We have some operations defined on P. Given p∈P(ω(1), ω(2)) and q∈P(ω(3), ω(4))
there exists a tensor product p⊗q, an involution p∗ and (if ω(2)=ω(3)) a composition
qp. A set of partitions closed under these operations and containing { ◦
◦
, •
•
, •◦ , ◦• ,
•◦ , ◦• }
is called a category of partitions. Here is an example of these operations using p as
in Equation 3.1:
pp∗ =
• • ◦
• • ◦
◦ ◦ • =
• • ◦
• • ◦
See [14] or [21, Appendix B] for more on two-coloured partitions and more examples.
3.2. Labeling of partitions.
Notation 3.1. Let p∈P(k, l). Every pair of multi indices (t, t′)∈Nk×Nl gives rise
to a labeling of the points of p by labeling the upper points from left to right by
t = (t1, . . . , tk) and likewise the lower points by t
′ = (t′1, . . . , t
′
l). A labeling is valid
if for every block all of its points have the same label. We can also speak of valid
labelings of a subset of points if in this subset connected points are labeled equally.
Definition 3.2. Every partition p∈P(k, l) gives rise to a function
δp : N
k×Nl → {0, 1} ; δp(i, j) =
{
1 (i, j) is a valid labeling of p,
0 otherwise.
As an example, consider the partition p from Equation 3.1. A labeling t=(t1, t2, t3)
of the upper row is valid if t1= t2. Likewise t
′ = (t′1, t
′
2, t
′
3) is valid for the lower row
if t′2= t
′
3. The pair (t, t
′) is valid for p if additionally t3= t
′
2 holds, i.e. the labelings
on the through-block fit together.
3.3. Decomposition of labelings. We use the observation above to decompose
given sets of multi indices into disjoint subsets, due to their validity as labelings.
Notation 3.3. Given p ∈ P(k, l) and N ∈N we can decompose the sets [N ]k and
[N ]l in the following way:
[N ]k = T0 ∪˙T1 ∪˙ . . . ∪˙Tr ; [N ]
l = T ′0 ∪˙T
′
1 ∪˙ . . . ∪˙T
′
r,
such that
(i) r = N tb(p), where tb(p) denotes the number of through-blocks of p,
(ii) T0 and T
′
0 are the invalid labelings of the upper (respectively lower) row,
(iii) for every 1≤ i≤r every labeling (t, t′)∈Ti×T
′
i is valid,
(iv) for every 1≤ i≤r the sets Ti and T
′
i are non-empty.
(v) if (t, t′)∈ [N ]k×[N ]l is a valid labeling, then (t, t′)∈Ti×T
′
i for some 1≤ i≤r,
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(vi) for every 1 ≤ i ≤ r and (t, t′), (s, s′) ∈ Ti×T
′
i we have that (t, t
′) labels the
through-block points of p the same way as (s, s′) does.
The listed properties above are partially redundant. For example (iv)–(vi) follow
from (i)–(iii).
Remark 3.4. Note the special case of 0 ∈ {k, l}: An empty row has only one
possible labeling (which is valid), namely the empty word ε∈ [N ]0. So if for example
a partition has only lower points, then r = 1, T1 = {ε} and T0 is empty.
Furthermore note, that |Ti| = |Tj| and |T
′
i | = |T
′
j| for all 1 ≤ i, j ≤ r as the
possibilities to extend a valid through-block labeling to a valid labeling of the whole
row does not depend on the actual through-block labeling.
Lemma 3.5. Decompositions of [N ]k and [N ]l as in Notation 3.3 exist and they are
unique up to permutations of the index set {i | 1≤ i≤r}.
Proof. Existence: Define T0 and T
′
0 as described in (ii). As p has tb(p) through-
blocks we have r = [N ]tb(p) possibilities to label the through-block points in a valid
way. Numbering these possibilities from 1 to r we can take any 1≤ i≤r and extend
it to labelings of the whole partition. This defines the sets Ti and T
′
i :
Ti :={all valid labelings of the upper row of p with through-block labeling i}
T ′i :={all valid labelings of the lower row of p with through-block labeling i}
It is now easy to check, that the properties (i)–(vi) are fulfilled: (i) and (ii) hold
by construction. (iii) is true as given labelings t∈ Ti and t
′ ∈ T ′i are valid for their
respective row and the through-block labelings fit together as both t and t′ arise
from a common through-block labeling i. Obviously (iv) is true, as we can always
extend a valid through-block labeling by labeling all remaining points the same.
For property (v) note, that a valid labeling (t, t′) always restricts to a valid labeling
of the through-block points. If this through-block labeling corresponds to i ∈ [r],
then t and t′ appear in the construction of Ti and T
′
i , respectively. Property (vi)
is fulfilled, as by construction (t, t′) and (s, s′) arise from the same through-block
labeling. Finally we check [N ]k = T0∪˙ . . . ∪˙Tr (the proof of [N ]
l = T ′0 ∪˙T
′
1 ∪˙ . . . ∪˙T
′
r
is analogous): By construction only T0 contains non-valid labelings of the upper row
and it contains all of them. Every valid upper row labeling appears as it restricts to a
valid labeling of the upper through-blocks, which can be extended to a valid through-
block labeling i∈ [r] of both rows. On the other side the T1, . . . , Tr are disjoint as
different through-block labelings 1≤ i 6= j≤ r always differ when restricted to only
one row, so Ti ∩ Tj = ∅.
Uniqueness: Of course T0 and T
′
0 are uniquely defined. Consider now two valid
labelings t and s of the upper row. Assume that they do not restrict to the same
labeling of upper through-block points but are contained in the same Ti. Then for
any t′ ∈ T ′i – we have T
′
i 6= ∅ by (iv) – the labelings (t, t
′) and (s, t′) were valid for
the whole partition by (iii). This is a contradiction, as t′ uniquely determines the
upper through-block labelings both of t and s. As there are N tb(p) pairwise different
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valid labelings of the upper through-block points and r=N tb(p) by property (i), the
sets T1, . . . , Tr must be the (pairwise different) equivalence classes of valid upper row
labelings with respect to the relation “equality on through-block points”. Having
now the sets T1 . . . , Tr (and likewise T
′
1, . . . , T
′
r) at hand, property (iii) says that T
′
i
must correspond to the same through-block labeling as Ti. So up to (simultaneous)
permutations of the index set {i | 1≤ i≤r} we have uniqueness as claimed. 
Example 3.6. Consider again the partition p from Equation 3.1, so r=N tb(p)=N .
A pair (Ti, T
′
i ) for 1≤ i≤N corresponds to a distinct valid labeling of the through-
block points (i.e. t3= t
′
2= t
′
3). So we have
T0 = {(t1, t2, t3)∈ [N ]
3 | t1 6=t2} , T
′
0 = {(t
′
1, t
′
2, t
′
3)∈ [N ]
3 | t′2 6=t
′
3}
Ti = {(t, t, i)∈ [N ]
3 | t∈ [N ]} , T ′i = {(t
′, i, i)∈ [N ]3 | t′∈ [N ]} for 1≤ i≤N.
3.4. Compact matrix quantum groups. In this work only one class of quantum
groups is relevant, namely compact matrix quantum groups (CMQGs) as defined by
S.L. Woronowicz in [22]:
Definition 3.7. Let N ∈N and uG := (uij) be an N×N -matrix with entries in some
unital C∗-algebra A. Assume the following:
(i) The entries uij generate A as a C
∗-algebra.
(ii) The matrices uG and u¯G := (u
∗
ij) are invertible.
(iii) There is a ∗-homomorphism ∆ : A → A⊗A called co-multiplication, fulfilling
∆(uij) =
N∑
k=1
uik ⊗ ukj.
Then we denote A also by C(G) and call it the non-commutative functions on an
(abstractly given) compact matrix quantum group (CMQG) G.
The reason for this name is, that in the case of a commutative C∗-algebra A, the
object G really is a matrix group and the uij are the coordinate functions in the
algebra C(G) of continuous functions on G. See [11, 16, 20] for more on CMQGs.
3.5. Easy quantum groups.
Definition 3.8. Let N ∈ N, u := (uij) an N ×N -matrix of generators and p ∈
P(ω, ω′)⊆P(k, l) be a partition. Using the Notations 3.3, we associate the following
relations to the uij, denoted by R
Gr
p (u):
(i)
∑
t∈Ti
uω1t1γ1 · · ·u
ωk
tkγk
=
∑
t′∈T ′j
u
ω′
1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
, 1≤ i, j≤r, γ∈Tj and γ
′∈T ′i .
(ii)
∑
t∈Ti
uω1t1γ1 · · ·u
ωk
tkγk
= 0 , 1≤ i≤r and γ∈T0.
(iii)
∑
t′∈T ′j
u
ω′
1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
= 0 , 1≤j≤r and γ′∈T ′0.
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Note for (i) (compare Remark 3.4), that in case of 0 ∈ {k, l} the sum on the
corresponding side is equal to 1, corresponding to the empty word ε.
Definition 3.9. Let N ∈N be given as well as a set Π of partitions including the
four mixed-coloured pair partitions { •◦ , ◦• ,
•◦ , ◦• }. Let further uGN (Π) := (uij)
be an N×N -matrix of generators. Then we define the universal C∗-algebra
C
(
GN(Π)
)
:= C∗(uij | ∀p∈Π : the relations R
Gr
p (uGN (Π)) hold)
and call it the non-commutative functions on the easy quantum group GN (Π).
Remark 3.10. Note that the relations
{
RGrp (uG) | p ∈ { •◦ , ◦• ,
•◦ , ◦• }
}
are
equivalent to the fact that uGu
∗
G, u¯Gu¯
∗
G, u¯
∗
Gu¯G and u
∗
GuG, respectively, are equal to
1, i.e. uG and u¯G are unitaries. So the theory of easy quantum groups is a theory
of unitary quantum matrices.
Remark 3.11. From the perspective of [4] and [15] the definitions above are a
reformulation of the original ones, adapted to our purposes. We outline some key
ideas of the theory presented there.
(i) To every set of partitions Π as above we can consider the category of parti-
tions C := 〈Π〉 generated by Π.
(ii) Every partition p∈P(k, l) ∩ C corresponds to a linear map Tp :
(
CN
)⊗k
→(
CN
)⊗l
. Here the delta-function δp from Definition 3.2 plays a central role.
(iii) The linear span of the maps
(
Tp
)
p∈C
is a concrete monoidal W ∗-category.
(iv) By Tannaka-Krein duality for CMQGs, see [23], every such category produces
a CMQG, GN(C), such that the intertwiner spaces
MorGN (Π)(ω, ω
′) := {T :
(
CN
)⊗|ω|
→
(
CN
)⊗|ω′|
linear | Tu⊗ω = u⊗ω
′
T}
coincide with the linear spans of the maps (Tp)p∈P(ω,ω′).
(v) The construction of GN(C) is straightforward: Every equation Tpu
⊗ω =
u⊗ω
′
Tp can be seen as relations for the matrix entries uij. The universal
C∗-algebra generated by the uij and all these relations turns out to be the
object C (GN(C)).
(vi) Using the definitions of the maps Tp from [15], the relations Tpu
⊗ω = u⊗ω
′
Tp,
associated to a partition p∈P(ω, ω′)⊆P(k, l) read as
(3.2)
∑
t∈[N ]k
δp(t, γ
′)uω1t1γ1 · · ·u
ωk
tkγk
=
∑
t′∈[N ]l
δp(γ, t
′)u
ω′
1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
for every (γ, γ′)∈ [N ]k×[N ]l. The behaviour of δp on [N ]
k×[N ]l is encoded by
the decomposition into the subsets Ti and T
′
i , see Notation 3.3. So Equation
3.2 yields exactly the relations RGrp (u) from Definition 3.8. Indeed observe
that for γ∈Tj , γ
′∈T ′i and 1≤ i, j≤r we have∑
t∈[N ]k
δp(t, γ
′)uω1t1γ1 · · ·u
ωk
tkγk
=
∑
t∈Ti
uω1t1γ1 · · ·u
ωk
tkγk
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and ∑
t′∈[N ]l
δp(γ, t
′)u
ω′1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
=
∑
t′∈T ′j
u
ω′1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
as δp(t, γ
′) = 1⇔ t∈Ti and δp(γ, t
′) = 1⇔ t′∈T ′j .
As we will also use it later on (see Lemma 4.2 and Theorem 7.10), we separately
mention also the following result.
Lemma 3.12. Let uG := (uij) be a matrix of generators associated to a compact
matrix quantum group G. Let Π be a set of partitions including { •◦ , ◦• ,
•◦ , ◦• }
such that the relations RGrp (uG) hold for all p∈Π. Then also R
Gr
q (uG) hold for every
q in the category C= 〈Π〉 generated by Π. In particular, RGrq (uG) holds for q=pp
∗,
q = p∗ and for any rotated version q=rot(p) of p (see [14, 21].
Originally, easy quantum groups were defined as exactly those CMQGs G, whose
intertwiner spaces are given via categories of partitions, but due to Lemma 3.12 we
only need to consider suitable generating sets Π of partitions in order to completely
understand the universal C∗-algebras C(G). This allows us to write GN(Π) instead
of GN (〈Π〉) = GN (C) and so justifies Definition 3.9.
3.6. Actions. In this article we quantize the situation of matrices M acting on
tupels of vectors by entrywise left and right multiplication:
(v(1), . . . , v(d)) 7→ (Mv(1), . . . ,Mv(d)) ; (v(1), . . . , v(d)) 7→ (MT v(1), . . . ,MTv(d)).
The case d=1 is well-known, however, we need it for more general d≥1.
Definition 3.13. Let uG := (uij)1≤i,j≤N be a matrix of generators associated to a
CMQG G. Let
x :=



x11...
xN1

 , . . . ,

x1d...
xNd




be a tupel of d vectors whose entries generate a unital C∗-algebra C(X), associated
to a compact quantum space X .
(i) A left matrix-vector action GyX is a unital ∗-homomorphism α : C(X)→
C(G)⊗ C(X) satisfying
α(xij) =
N∑
k=1
uik ⊗ xkj for 1≤ i≤N, 1≤j≤d.
(ii) A right matrix-vector action XxG is a unital ∗-homomorphism β :C(X)→
C(G)⊗ C(X) satisfying
β(xij) =
N∑
k=1
uki ⊗ xkj for 1≤ i≤N, 1≤j≤d.
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Note that α and β are nothing but actions on each of the quantum vectors

x1j...
xNj

.
In other words, for a fixed j, the restriction of α to C∗(x1j , . . . , xNj) yields an action
of the CMQG on quantum vectors in the well-known sense.
Remark 3.14. The above maps are special cases of a general left/right action of
a compact quantum group G on a compact quantum space X (see for example [13,
Definition 1.4]). Those are given by ∗-homomorphisms α˜, β˜ : C(X)→C(G)⊗C(X)
satisfying
(a) (∆⊗ 1) ◦ α˜ = (1⊗ α˜) ◦ α˜
(a’) (Σ⊗ 1)(∆⊗ 1) ◦ β˜ = (1⊗ β˜) ◦ β˜,
where Σ denotes the flip map given by x⊗y 7→ y⊗x,
(b)
(
α˜
(
C(X)
)(
C(G) ⊗ 1
))
and
(
β˜
(
C(X)
)(
C(G) ⊗ 1
))
are linearly dense in
C(G)⊗ C(X).
Considering the maps α and β from Definition 3.13, the proof of property (a) and
(a’) is a direct consequence of the special form of ∆ (see Definition 3.7) and (b)
follows from the invertibility of uG and u¯G.
4. Definition of partition quantum spaces
4.1. The case of one vector. We motivate our work by regarding the classical
case and the one vector case first.
Example 4.1. The symmetric group SN ⊆UN⊆MN (C) is an easy quantum group
and it canonically acts on the vector set X = {e1, . . . , eN} ⊆ CN , the standard
orthonormal basis of CN . We observe that this set of vectors coincides with the set
formed by the first columns of all matrices in SN .
Translating this observation to the more general setting of an easy quantum group
GN (Π), we should be able to construct quantum spaces inspired by one column in
the matrix of generators uGN (Π). The question therefore is, which structure we have
within one column of uGN (Π). The relations between the matrix entries uij are given
by partitions as described in Definition 3.8. In general, the resulting equations do
not stay within one column, so our first aim is to extract from a given partition
certain relations that do so.
Lemma 4.2. Let N ∈N and p∈P (ω, ω′)⊆P (k, l) be a partition. Let G be an easy
quantum group such that the relations RGrp (uG) are fulfilled. Using Notation 3.3 we
have for all 1≤ i≤r
(4.1)
∑
t∈Ti
uω1t11 . . . u
ωk
tk1
=
∑
t′∈T ′i
u
ω′
1
t′
1
1 . . . u
ω′
l
t′
l
1.
Proof. By Lemma 3.12 also the relations RGrp∗ (uG) and R
Gr
pp∗(uG) are fulfilled. Addi-
tionally, the decomposition T ′0∪˙ . . . ∪˙T
′
r of [N ]
l for the lower row of p coincides with
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the decomposition of [N ]l for both the upper and lower row of pp∗. Assume that
(1, . . . , 1︸ ︷︷ ︸
k entries
) ∈ T1 and (1, . . . , 1︸ ︷︷ ︸
l entries
) ∈ T ′1 holds. The relations R
Gr
pp∗(uG) in particular say
(see Definition 3.8) that∑
t′∈T ′i
u
ω′
1
t′
1
1 . . . u
ω′
l
t′
l
1 =
∑
t′∈T ′
1
u
ω′
1
β′
1
t′
1
. . . u
ω′
l
β′
l
t′
l
for every 1≤ i ≤r and β ′∈T ′i . Using this, for any β
′∈T ′i we have∑
t∈Ti
uω1t11 . . . u
ωk
tk1
RGrp (uG)
=
∑
t′∈T ′
1
u
ω′
1
β′
1
t′
1
. . . u
ω′
l
β′
l
t′
l
RGr
pp∗
(uG)
=
∑
t′∈T ′i
u
ω′
1
t′
1
1 . . . u
ω′
l
t′
l
1.
Note that this argument is valid even if k=0 or l=0 as we then have ε∈T1 or ε∈T
′
1,
respectively and the corresponding side in Equation 4.1 is 1 (see Remark 3.4). 
We are now ready to formulate the definitions leading to partition quantum spaces.
See also the appendix for an overview on all relations related to partitions.
Definition 4.3. Let N ∈N and x := (x1, . . . , xN )T be a vector of generators. Let
p∈P(ω, ω′) ⊆ P(k, l) be a partition. Using Notation 3.3, we associate with p the
following relations on x:
RSpp (x) :
∑
t∈Ti
xω1t1 · · ·x
ωk
tk
=
∑
t′∈T ′i
x
ω′
1
t′
1
· · ·x
ω′
l
t′
l
∀ 1≤ i ≤r.
Again note that for k = 0 or l= 0 the corresponding side of the equation above is
equal to 1 (see Remark 3.4).
Consider for example the partition •◦ (i.e. r=1). The relations R
Sp
•◦
(x) read as
(4.2) RSp
•◦
(x) : 1 =
N∑
i=1
xix
∗
i
Definition 4.4. Let N ∈ N and Π ⊇ { •◦ , ◦• ,
•◦ , ◦• } be a set of partitions.
Then we define the universal C∗-algebra
C
(
XN(Π)
)
:= C∗(x1, . . . , xN | ∀p∈Π : the relations R
Sp
p (x) hold)
and call it the non-commutative functions on the partition quantum space (PQS)
XN (Π) of one vector.
Remark 4.5. As seen above (Equation 4.2), the relations RSp
•◦
(x) guarantee 0 ≤
xix
∗
i ≤1, so the universal C
∗-algebra C
(
XN(Π)
)
exists.
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Remark 4.6. Note that for a given partition p we already have another kind of
relations: RGrp (uG), associated to a matrix uG, see Definition 3.8. We adress these
two definitions as the quantum group relations RGrp (uG) (for the uij) and the quantum
space relations RSpp (x) (for the xi), respectively.
As we have seen so far, there are strong similarities between PQSs and easy
quantum groups. This is not surprising, as the quantum space relations RSpp (x) are
motivated by the quantum group relations RGrp (uG). The following theorem makes
this observation precise:
Theorem 4.7. Let N ∈N and Π ⊇ { •◦ , ◦• ,
•◦ , ◦• } be a set of partitions. Let
XN (Π) be the corresponding PQS with vector of generators x=(xi) and GN(Π) the
corresponding easy quantum group with matrix of generators uGN (Π) = (uij). Then
the mapping
ϕ : xi 7→ ui1 , 1≤ i≤N
defines a unital ∗-homomorphism from C
(
XN(Π)
)
to C
(
GN(Π)
)
.
Proof. This follows directly from Lemma 4.2. 
4.2. The case of d vectors. In this section we generalize quantum vectors to d-
tupels of quantum vectors. We will see already in the commutative case that it
is necessary to perform this step. Roughly speaking, we can start with an easy
quantum group G and define a canonical space it acts on, arising from the first
column of its fundamental unitary uG, but in general we cannot recover this quantum
group as the quantum symmetry group of the constructed space. We then need to
consider a tuple of columns.
Example 4.8. The easy quantum groups HN and S
′
N are both classical groups and
arise from SN in the following way: Starting with SN , we can put a global factor
±1 in front of a permutation matrix and end up with the group S ′N . For matrices in
HN this additional factor ±1 is an entrywise choice, so HN consists of all matrices
with one entry ±1 in every row and column (and the rest vanishing). See also [4] for
the definitions of S ′N and HN . We clearly have S
′
N ⊆ HN and inequality for N>1.
Consider the space of first columns of matrices in S ′N , i.e. the vector set X =
{±e1, . . . ,±eN}. Note, that the first column space of HN is X , too. Taking X and
asking for its symmetry group we do not end up with S ′N but with HN .
To overcome this problem, we consider the first two columns of S ′N , which yields
the set of vector pairs X ′ := {(±(ei, ej) | 1≤ i, j≤N}. We see that S
′
N acts on X
′ by
entrywise matrix-vector multiplication, but HN does not, as for example (e1,−e2)
is in the image of HN acting on X
′ but (e1,−e2) /∈X
′. In fact: We may recover the
group S ′N as the (quantum) symmetry group of X
′, so the space arising from two
columns contains enough informations to recover S ′N .
As a first step, we extract analogous to Lemma 4.2 for a given CMQG relations
for the entries uij of uG, which are more suitable for our purposes.
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Definition 4.9. Let p ∈ P(ω, ω′) ⊆ P(k, l) be a partition and G a CMQG with
matrix of generators uG. Using Notation 3.3 we associate with the partition p the
following relations, denoted by RSpp (uG):
(i)
∑
t∈Ti
uω1t1γ1 . . . u
ωk
tkγk
=
∑
t′∈T ′i
u
ω′
1
t′
1
γ′
1
. . . u
ω′
l
t′
l
γ′
l
, 1≤ i, j≤r, γ∈Tj and γ
′∈T ′j .
(ii)
∑
t∈Ti
uω1t1γ1 . . . u
ωk
tkγk
= 0 , 1≤ i≤r and γ∈T0.
(iii)
∑
t′∈T ′i
u
ω′1
t′
1
γ′
1
. . . u
ω′
l
t′
l
γ′
l
= 0 , 1≤ i≤r and γ′∈T ′0.
Remark 4.10. Note, that if (i) is fulfilled, then the left side of equation (i) does
not depend on our choice of γ ∈ Tj and likewise the right side does not depend on
γ′∈T ′j : ∑
t∈Ti
uω1t1γ1 . . . u
ωk
tkγk
=
∑
t∈Ti
uω1t1γ˜1 . . . u
ωk
tk γ˜k
, ∀γ, γ˜∈Tj
and ∑
t′∈T ′i
u
ω′
1
t′
1
γ′
1
. . . u
ω′
l
t′
l
γ′
l
=
∑
t′∈T ′i
u
ω′
1
t′
1
γ˜′
1
. . . u
ω′
l
t′
l
γ˜′
l
, ∀γ′, γ˜′∈T ′j .
Recall that in the appendix, all relevant relations are summarized on one page,
for the readers convenience.
Lemma 4.11. Let G be a CMQG with matrix of generators uG =
(
uij
)
1≤i,j≤N
and
p∈P (ω, ω′) ⊆ P (k, l) be a partition. Then it holds
(1) RGrp (uG), R
Gr
pp∗(uG), R
Gr
p∗ (uG) ⇒ R
Sp
p (uG),
(2) RSpp (uG), R
Sp
p (u
T
G) ⇒ R
Gr
p (uG).
Proof. For (1) assume that the quantum group relations of p, pp∗ and p∗ are fulfilled.
Equation (i) in Definition 4.9 is proved with the same arguments as in Lemma 4.2,
we just replace the multi indices (1, . . . , 1) by γ ∈ Tj and γ
′ ∈ T ′j , respectively: For
any β ′∈T ′i it holds∑
t∈Ti
uω1t1γ1 . . . u
ωk
tkγk
RGrp (uG)
=
∑
t′∈T ′j
u
ω′
1
β′
1
t′
1
. . . u
ω′
l
β′
l
t′
l
RGr
pp∗
(uG)
=
∑
t′∈T ′i
u
ω′
1
t′
1
γ′
1
. . . u
ω′
l
t′
l
γ′
l
.
Equations (ii) and (iii) in Definition 4.9 follow directly from the relations RGrp (uG)
and RGrp∗ (uG), see Definition 3.8.
For (2) assume that RSpp (uG) and R
Sp
p (u
T
G) are fulfilled. We have to prove the
quantum group relations of the partition p. Note that RSpp (uG) and R
Sp
p (u
T
G) already
include the quantum group relations (ii) and (iii) in Definition 3.8, so there is only
(i) left to prove. As RSpp (uG) holds, we know for every 1≤ i, j≤r, γ∈Tj and n
′∈T ′j
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that ∑
t∈Ti
uω1t1γ1 · · ·u
ωk
tkγk
=
∑
m′∈T ′i
u
ω′
1
m′
1
n′
1
· · ·u
ω′
l
m′
l
n′
l
.
Out of this we can straightforwardly deduce the desired relation, as for any γ′∈T ′i
the right side can now be written as∑
m′∈T ′i
u
ω′1
m′
1
n′
1
· · ·u
ω′
l
m′
l
n′
l
(∗)
=
1
|T ′j|
∑
t′∈T ′j
∑
m′∈T ′i
u
ω′1
m′
1
t′
1
· · ·u
ω′
l
m′
l
t′
l
(∗)
=
|T ′i |
|T ′j|
∑
t′∈T ′j
u
ω′
1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
=
∑
t′∈T ′
j
u
ω′1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
,
where we used Remark 4.10 in (∗) – once for uG and once for u
T
G – and |T
′
i | = |T
′
j |,
see Remark 3.4 . 
Remark 4.12. Note that by Lemma 3.12 the assumptions of implication (1) in
Lemma 4.11 are always fulfilled if we consider an easy quantum group GN (Π) with
p∈〈Π〉. As these relations also hold for uTGN (Π) we alltogether have
RGrp (uGN (Π))⇔ R
Sp
p (uGN (Π)), R
Sp
p (u
T
GN (Π)
).
We use the deduced equations to define relations similar to Definition 4.3, but
now in the case where x is a d-tupel of vectors.
Definition 4.13. Let d,N ∈N with d≤N and
x :=(xij) :=



x11...
xN1

 , . . . ,

x1d...
xNd




a tupel of vectors of generators xij . Let p∈P(ω, ω
′)⊆P(k, l) be a partition. Using
Notation 3.3, we associate with p the following relations, denoted by RSpp (x):
(i)
∑
t∈Ti
xω1t1γ1 . . . x
ωk
tkγk
=
∑
t′∈T ′i
x
ω′
1
t′
1
γ′
1
. . . x
ω′
l
t′
l
γ′
l
, 1≤ i, j≤r, γ∈Tj∩[d]
k, γ′∈T ′j∩[d]
l.
(ii)
∑
t∈Ti
xω1t1γ1 . . . x
ωk
tkγk
= 0 , 1≤ i≤r, γ∈T0∩[d]
k.
(iii)
∑
t′∈T ′i
x
ω′
1
t′
1
γ′
1
. . . x
ω′
l
t′
l
γ′
l
= 0 , 1≤ i≤r, γ′∈T ′0∩[d]
l.
Remark 4.14. We denoted with RSpp (·) three types of relations: First, note that
Definition 4.3 is a special case of Definition 4.13. Second, consider the relations
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RSpp (uG) from Definition 4.9 and R
Sp
p (x) from Definition 4.13. We can see both situ-
ations as special cases of one definition where the argument of RSpp (·) is a collection
of indexed symbols (yij) with i×j∈ [N ]× [d] and the resulting relations in particular
depend on the given d. See also the appendix for an overview on these relations.
Remark 4.15. If the corresponding relations are fulfilled, we have again (compare
Remark 4.10) that the sums appearing in Definition 4.13 do not depend on the
chosen γ∈Tj ∩ [d]
k and γ′∈T ′j ∩ [d]
l, respectively:∑
t∈Ti
xω1t1γ1 . . . x
ωk
tkγk
=
∑
t∈Ti
xω1t1 γ˜1 . . . x
ωk
tk γ˜k
, ∀γ, γ˜∈Tj ∩ [d]
k.
and ∑
t′∈T ′i
xω
′1
t′
1
γ′
1
. . . x
ω′
l
t′
l
γ′
l
=
∑
t′∈T ′i
x
ω′
1
t′
1
γ˜′
1
. . . x
ω′
l
t′
l
γ˜′
l
, ∀γ′, γ˜′∈T ′j ∩ [d]
l
Example 4.16. Consider any d-tupel x in the sense above and again the partition
p =
• • ◦
◦ ◦ •
.
Recall the decomposition of labelings induced by p into sets Ti and T
′
i as in Example
3.6. In virtue of the cases (i)-(iii) in Definition 4.13 the relations RSpp (x) read as:
(i)
(
N∑
t=1
xtj1xtj1
)
x∗ij2 =
(
N∑
t′=1
x∗t′j3
)
x∗ij2xij2 ∀i ∈ [N ], j1, j2, j3 ∈ [d]
(ii)
(
N∑
t=1
xtj1xtj2
)
x∗ij3 = 0 ∀i ∈ [N ], j1, j2, j3 ∈ [d], j1 6=j2
(iii)
(
N∑
t′=1
x∗t′j1
)
x∗ij2xij3=0 ∀i ∈ [N ], j1, j2, j3 ∈ [d], j2 6=j3
Example 4.17. To see how the number d of vectors effects the relations RSpp (x),
consider the partition p= •◦ . Whilst for d=1 it only holds
N∑
t′=1
xt′1x
∗
t′1=1
we have for d≥2
N∑
t′=1
xt′j1x
∗
t′j2
=δj1j2 , ∀j1, j2 ∈ [d].
Definition 4.18. Let d,N ∈N with d≤N and x := (xij) be a d-tupel of vectors of
generators. Let Π ⊇ { •◦ , ◦• ,
•◦ , ◦• } be a set of partitions. Then we define the
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universal C∗-algebra
C
(
XN,d(Π)
)
:= C∗(x11, . . . , xNd | ∀p∈Π : the relations R
Sp
p (x) hold)
and call it the non-commutative functions on the partition quantum space (PQS)
XN,d(Π) of d vectors.
Theorem 4.19. Let d,N ∈ N, d ≤ N and Π ⊇ { •◦ , ◦• ,
•◦ , ◦• } be a set of
partitions. Then the mapping
ϕ : xij 7→ uij , 1≤ i≤N, 1≤j≤d
defines a ∗-homomorphism from C
(
XN,d(Π)
)
to C
(
GN(Π)
)
.
Proof. This follows directly from Lemma 4.11 and Remark 4.12. 
Remark 4.20. For every easy quantum group permutations on rows and/or columns
as well as the mapping uij 7→ uji define
∗-isomorphisms on it. Therefore we actually
have a lot of freedom where to map each xij to. Namely for every two permutations
σ1, σ2 ∈ SN we have that
ϕ1 : xij 7→ uσ1(i)σ2(j)
ϕ2 : xij 7→ uσ2(j)σ1(i)
both define alternatives to the ∗-homomorphism ϕ in Theorem 4.19.
Remark 4.21. We could define PQSs without requiring { •◦ , ◦• ,
•◦ , ◦• } ⊆Π.
However the existence of C
(
XN,d(Π)
)
would not be guaranteed, see Remark 4.5. In
any case, for our purposes we only need to consider PQSs with { •◦ , ◦• ,
•◦ , ◦• }⊆
Π. See [21] for more on issues related to { •◦ , ◦• ,
•◦ , ◦• }*Π.
In principle, also d>N is possible, but as some of our results only hold for d≤N ,
we excluded all other situations in this work.
5. Easy quantum groups act on partition quantum spaces
For integers d≤N and a set of partitions Π ⊇ { •◦ , ◦• ,
•◦ , ◦• } we prove in this
section that the corresponding easy quantum group always acts on the corresponding
PQS of d vectors. In this sense we can answer Question 1.1 positively and in full
generality. Loosely speaking, every easy quantum group acts (by left and right
matrix multiplication) on a quantum space inspired by its first d columns.
Theorem 5.1. Let d,N ∈ N, d≤N and Π⊇ { •◦ , ◦• ,
•◦ , ◦• } be a set of par-
titions. Let uG := (uij) be the matrix of generators associated to the easy quantum
group GN (Π) and x := (xij) the d vectors of generators associated to the PQS
XN,d(Π). In the sense of Definition 3.13 the following holds:
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(i) The mapping
α : xij 7→
N∑
k=1
uik ⊗ xkj for 1≤ i≤n, 1≤j≤d
defines a left matrix-vector action GyX.
(ii) The mapping
β(xij) =
N∑
k=1
uki ⊗ xkj for 1≤ i≤n, 1≤j≤d
defines a right matrix-vector action XxG.
Proof. We have to prove that α and β are well-defined ∗-homomorphisms. We only
consider α, the proof for β can be done analogously. By the universal property of
C
(
XN,d(Π)
)
it suffices to prove that the relations (i)-(iii) from Definition 4.13 are
fulfilled for x˜ij := α(xij) =
∑N
s=1 uis⊗xsj.
We start with relation (i) from Definition 4.13. We use Notation 3.3 and fix
1≤ i, j≤r, γ∈Tj ∩ [d]
k and γ′∈T ′j ∩ [d]
l. By definition we have for all 1≤m≤r
(5.1)
∑
s∈Tm
xω1s1γ1 · · ·x
ωk
skγk
=
∑
s′∈T ′m
x
ω′
1
s′
1
γ′
1
· · ·x
ω′
l
s′
l
γ′
l
and due to Remarks 4.12 and 4.10 we have that
(5.2) cm :=
∑
t∈Ti
uω1t1s1 · · ·u
ωk
tksk
=
∑
t′∈T ′i
u
ω′
1
t′
1
s′
1
· · ·u
ω′
l
t′
l
s′
l
only depends on m∈{0, 1, . . . , r} but not on (s, s′)∈Tm×T
′
m. In particular, c0 = 0.
Using Equations 5.1 and 5.2 we infer:
∑
t∈Ti
(x˜t1γ1)
ω1 · · · (x˜tkγk)
ωk =
∑
s∈[N ]k
∑
t∈Ti
uω1t1s1 · · ·u
ωk
tksk
⊗ xω1s1γ1 · · ·x
ωk
skγk
=
r∑
m=0
∑
s∈Tm
(∑
t∈Ti
uω1t1s1 · · ·u
ωk
tksk
)
⊗ xω1s1γ1 · · ·x
ωk
skγk
=0 +
r∑
m=1
∑
s∈Tm
cm ⊗ x
ω1
s1γ1
· · ·xωkskγk
=0 +
r∑
m=1
cm ⊗
(∑
s∈Tm
xω1s1γ1 · · ·x
ωk
skγk
)
=0 +
r∑
m=1
cm ⊗

∑
s′∈T ′m
x
ω′1
s′
1
γ′
1
· · ·x
ω′
l
s′
l
γ′
l


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=0 +
r∑
m=1
∑
s′∈T ′m
cm ⊗ x
ω′
1
s′
1
γ′
1
· · ·x
ω′
l
s′
l
γ′
l
=0 +
r∑
m=1
∑
s′∈T ′m
∑
t′∈T ′i
u
ω′
1
t′
1
s′
1
· · ·u
ω′
l
t′
l
s′
l
⊗ x
ω′
1
s′
1
γ′
1
· · ·x
ω′
l
s′
l
γ′
l
=
r∑
m=0
∑
s′∈T ′m
∑
t′∈T ′i
u
ω′1
t′
1
s′
1
· · ·u
ω′
l
t′
l
s′
l
⊗ x
ω′1
s′
1
γ′
1
· · ·x
ω′
l
s′
l
γ′
l
=
∑
t∈T ′
i
(
x˜t′
1
γ′
1
)ω′
1 · · ·
(
x˜t′
l
γ′
l
)ω′
l .
For relation (ii) in Definition 4.13 we similarly compute for all γ∈T0∑
t∈Ti
(x˜t1γ1)
ω1 · · · (x˜tkγk)
ωk = 0 +
r∑
m=1
cm ⊗
∑
s∈Tm
xω1s1γ1 · · ·x
ωk
skγk︸ ︷︷ ︸
=0
= 0.
Analogously we prove (iii): For all γ′∈T ′0 we have∑
t∈T ′i
(
x˜t′
1
γ′
1
)ω′
1 · · ·
(
x˜t′
l
γ′
l
)ω′
l = 0 +
r∑
m=1
cm ⊗
∑
s′∈T ′m
x
ω′1
s′
1
γ′
1
· · ·x
ω′
l
s′
l
γ′
l︸ ︷︷ ︸
=0
= 0.

6. Quantum symmetry groups of partition quantum spaces
In the following we want to take a closer look at the connection between a partition
quantum space and its quantum symmetry group. We start with a precise definition
of quantum symmetry groups in our setting.
Definition 6.1. Let XN,d(Π) be a PQS of d vectors. We call a CMQG G the
quantum symmetry group of XN,d(Π) if there are left and right matrix-vector actions
α and β of G on XN,d(Π) in the sense of Definition 3.13 and if G is maximal with
this property. I.e. all G′ fulfilling the above satisfy G′⊆G.
Note, that G′⊆G means that we have a ∗-homomorphism C(G)→ C(G′), sending
the entries of uG canonically to the entries of uG′. Of course Definition 6.1 makes
sense not only for PQSs, but for every quantum space of vectors X .
Notation 6.2. For the rest of this work we consider the following situation/notation:
Let d,N ∈N and d≤N . Let Π be a set of partitions containing the set of all mixed
coloured pair partitions { •◦ , ◦• ,
•◦ , ◦• }. Let G be the quantum symmetry group
of XN,d(Π) with associated matrix of generators vG := (vij). Let uGN (Π) = (uij)
be the matrix of generators associated to the easy quantum group GN(Π). For
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a fixed partition p ∈ P (ω, ω′) ⊆ P (k, l) we always use the decompositions [N ]k =
T0 ∪˙ . . . ∪˙Tr and [N ]
l = T ′0 ∪˙ . . . ∪˙T
′
r as in Notation 3.3.
AsG is the quantum symmetry group ofXN,d(Π), we know that
∗-homomorphisms
α and β as decribed in Theorem 5.1 exist. The question is now: What does this tell
us about C(G) and how may we explicitly compute relations holding in C(G)?
Example 6.3. Consider Π = { •◦ , ◦• ,
•◦ , ◦• }. In the PQS XN,1(Π) we have for
example RSp
•◦
(x), i.e.
∑
i
xi1x
∗
i1 = 1. Applying α to this equation gives
(6.1)
N∑
i=1
N∑
k1,k2=1
vik1v
∗
ik2
⊗ xk11x
∗
k21
= 1.
This encodes some information about the vij , but it is not always easy to read, as
the C∗-algebra C
(
XN,d(Π)
)
might be quite complicated.
Notation 6.4. Consider any permutation matrix σ∈SN and the following chain of
unital ∗-homomorphisms:
evσ: C
(
XN,d(Π)
) ϕ1
−→ C
(
GN(Π)
) ϕ2
−→ C
(
SN
) ϕ3
−→ C
xij 7−→ uij 7−→ u˜ij 7−→ δiσ(j)
Here, (u˜ij)=uSN is the matrix of generators corresponding to C(SN), i.e.
u˜ij : C
(
SN
)
→ C; σ˜ 7→ u˜ij(σ˜)= σ˜ij=δiσ˜(j)
is the coordinate function for the entry (i, j). Recall that the u˜ij are projections
summing up to one in each row and column, i.e.
∑N
k=1 u˜ik =
∑N
k=1 u˜ki = 1 for all
i∈ [N ]. The existence of ϕ1 is by Theorem 4.19. The map ϕ2 exists as described as
we have SN ⊆GN (Π) for every easy quantum group GN(Π), see [4, 19, 20]. For ϕ3
observe, that the point evaluation f 7→ f(σ) is a character on C(SN).
Applying 1⊗evσ for some σ with σ(1)=k to Equation 6.1 results in
1 =
N∑
k1,k2=1
N∑
i=1
vikv
∗
ik ⊗ δk1σ(1)δk2σ(1) =
N∑
i=1
vikv
∗
ik ⊗ 1.
As k∈ [N ] was arbitrary, we therefore proved the relations∑
i
vikv
∗
ik = 1 ∀k.
With the strategy presented above, we can prove (see Theorem 6.6) that the
relations RSpp (x) hold for any choice of d columns of (vij). We first present a preparing
result, keeping the consecutive theorem and its proof compact.
Lemma 6.5. In the situation of Notation 6.2, for any p ∈Π the relations RSpp of
Definition 4.13 hold for the first d columns of v, i.e.:
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(i)
∑
t∈Ti
vω1t1γ1 · · · v
ωk
tkγk
=
∑
t′∈T ′i
v
ω′1
t′
1
γ′
1
· · · v
ω′
l
t′
l
γ′
l
, 1≤ i, j≤r, γ∈Tj∩[d]
k, γ′∈T ′j∩[d]
l.
(ii)
∑
t∈Ti
vω1t1γ1 · · · v
ωk
tkγk
= 0 , 1≤ i≤r, γ∈T0 ∩ [d]
k.
(iii)
∑
t′∈T ′
i
v
ω′1
t′
1
γ′
1
· · · v
ω′
l
t′
l
γ′
l
= 0 , 1≤ i≤r, γ∈T ′0 ∩ [d]
l.
Proof. We start with the relations in (i). In virtue of Definition 4.13 we have for
i, j, γ, γ′ as defined above∑
t∈Ti
xω1t1γ1 · · ·x
ωk
tkγk
=
∑
t′∈T ′i
x
ω′
1
t′
1
γ′
1
· · ·x
ω′
l
t′
l
γ′
l
.
We consider σ∈SN and apply (1⊗ evσ) ◦ α to receive∑
t∈Ti
vω1
t1σ(γ1)
· · · vωk
tkσ(γk)
⊗ 1 =
∑
t′∈T ′
i
v
ω′1
t′
1
σ(γ′
1
) · · · v
ω′
l
t′
l
σ(γ′
l
) ⊗ 1.(6.2)
For σ=id this is our claim.
We pass now to the relations (ii) and (iii). Starting with∑
t∈Ti
xω1t1γ1 · · ·x
ωk
tkγk
= 0 and
∑
t′∈T ′i
x
ω′1
t′
1
γ′
1
· · ·x
ω′
l
t′
l
γ′
l
= 0
we deduce similarly to the case of Equation (i) with the help of (1⊗ evσ) ◦ α:
(6.3)
∑
t∈Ti
vω1
t1σ(γ1)
· · · vωk
tkσ(γk)
⊗ 1 = 0 and
∑
t′∈T ′i
x
ω′1
t1σ(γ′1)
· · ·x
ω′
l
t′
l
σ(γ′
l
) ⊗ 1 = 0
In both cases this includes with (σ = id) the desired relation. 
Without any further work we can now prove the existence of ∗-homomorphisms
from C
(
XN,d(Π)
)
to C(G), where G is the quantum symmetry group of XN,d(Π).
Theorem 6.6. Consider the situation of Notation 6.2. For any σ1, σ2 ∈ SN the
following mappings define ∗-homomorphisms from C
(
XN,d(Π)
)
to C(G):
ϕ : xij 7→ vσ1(i)σ2(j) ; ϕ
T : xij 7→ vσ2(j)σ1(i)
In particular (for σ1= σ2=id) the mapping
ϕ : xij 7→ vij
defines a ∗-homomorphism from C
(
XN,d(Π)
)
to C(G).
Proof. By the universal property of C
(
XN,d(Π)
)
we only have to show that the
relations
(
RSpp (x)
)
p∈Π
are fulfilled when we replace every xij by vσ1(i)σ2(j) or vσ2(j)σ1(i),
respectively. Thanks to our results so far there is not much left to do.
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Consider first the map ϕ. If σ1 = id, then ϕ exists, because we have with Equa-
tions 6.2 and 6.3 from Lemma 6.5 all required relations for the vij at hand. We can
additionally have σ1 6= id as the mapping xij 7→ xσ1(i)j defines a
∗-isomorphism on
C
(
XN,d(Π)
)
: Considering the quantum space relations RSpp (x) from Definition 4.13,
we see that applying i 7→ σ(i) only permutes summands.
The existence of ϕT is proved by starting again at Lemma 6.5 and replacing α
with β. We obtain all the ensuing results with vij replaced by vji. 
Remark 6.7. Having a closer look at Equation 6.2 one can even deduce that for
arbitrary σ, σ′∈SN we have∑
t∈Ti
vω1
t1σ(γ1)
· · · vωk
tkσ(γk)
=
∑
t′∈T ′
i
v
ω′1
t′
1
σ′(γ′
1
) · · · v
ω′
l
t′
l
σ′(γ′
l
)
as long as σ and σ′ coincide on the through-block labelings of γ (or γ′, which is
the same condition). In this sense we can ignore in Lemma 6.5, Equation (i) the
restrictions γ∈ [d]k and γ′∈ [d]l as long as each tupel has at most d different entries.
For the relations (ii) and (iii) this follows directly from the Equations 6.3.
For the case d=N we can now fully answer Question 1.2 from the introduction.
Corollary 6.8. Consider the situation of Notation 6.2. If d=N , then G = GN(Π),
i.e. GN(Π) is the quantum symmetry group of XN,N(Π).
Proof. Due to Theorem 5.1 we already know GN(Π)⊆G so there is only “⊇” left
to prove, i.e. it remains to show that the quantum group relations
(
RGrp (vG)
)
p∈Π
are fulfilled. In the case d = N Theorem 6.6 reads as RSpp (x)⇒ R
Sp
p (vG), R
Sp
p (v
T
G)
and by part (2) of Lemma 4.11 the quantum space relations for vG and v
T
G imply
RGrp (vG). 
There is one further consequence of the theorem above, coming from the fact,
that GN(Π) only depends on the category 〈Π〉 and not Π itself.
Corollary 6.9. In the situation of Notation 6.2 the quantum symmetry group of
XN,N(Π) only depends on 〈Π〉, not Π itself.
Remark 6.10. Having a closer look at the proof of Corollary 6.8, we see that it
is just an application of the relations proved in Lemma 6.5. Of course it heavily
uses the fact d = N in the way that γ ∈ [d]k and γ′ ∈ [d]l are actually no further
restrictions. In the following we will consider the situation as in Corollary 6.8 but
with d<N . In the sense of Lemma 6.5 and Remark 6.7 the only thing to prove is
that the equations there are fulfilled for γ ∈ Tj and γ
′ ∈ T ′j , potentially each with
more than d different entries. Up to now, we are only able to do this for concretely
given sets Π, so further results will depend not only on 〈Π〉, but Π itself.
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7. The Free case
In this section we assume that Π defines a free easy quantum group, i.e. Π is a set
of non-crossing partitions. In the sense of Remark 6.10 we want to find situations
where GN(Π) is the quantum symmetry group of XN,d(Π) for some d < N . Note
that this implies the same result for d′ with d≤d′≤N , so (for fixed Π) we want to
show this for d as small as possible.
We first gather some results about relations on the vij of Notation 6.2 which are
implied by special partitions p∈Π (and special choices of Π).
Lemma 7.1. Consider the situation as in Notation 6.2 with d≤N arbitrary. As-
sume ◦•◦• ∈Π. Then the relations R
Gr
◦•◦•
(vG) are fulfilled, i.e.
N∑
t′=1
vγ′
1
t′v
∗
γ′
2
t′vγ′3t′v
∗
γ′
4
t′ = δγ′1γ′2δγ′2γ′3δγ′3γ′4 ∀ γ
′∈ [N ]4.
The analogous result holds for ◦◦•• ∈Π and the relations R
Gr
◦◦••
(vG), i.e.
N∑
t′=1
vγ′
1
t′vγ′
2
t′v
∗
γ′
3
t′v
∗
γ′
4
t′ = δγ′1γ′2δγ′2γ′3δγ′3γ′4 ∀ γ
′∈ [N ]4.
Proof. We prove the claim for d=1, then it holds for all d≤N . We start with the
partition ◦•◦• . Together with •◦ ∈Π we already know by Theorem 6.6 that
N∑
t′=1
vst′v
∗
st′vst′v
∗
st′︸ ︷︷ ︸
≤vst′v
∗
st′
= 1 =
N∑
t′=1
vst′v
∗
st′ , ∀s∈ [N ].
But this is only possible if vst′v
∗
st′vst′v
∗
st′ = vst′v
∗
st′ for all s, t
′ ∈ [N ]. Hence, all
generators vst′ are partial isometries. Now, we also know
∑
s
v∗st′vst′=
∑
s
vst′v
∗
st′=1
by Theorem 6.6. Hence v∗s2t′vs1t′=vs2t′v
∗
s1t′
=0 for s2 6=s1, since projections summing
up to one are mutually orthogonal. This implies
N∑
t′=1
vγ′
1
t′v
∗
γ′
2
t′vγ′3t′v
∗
γ′
4
t′ = 0
for all γ′ ∈ T ′0, which is the only relation in R
Gr
◦•◦•
(vG) not already covered by the
results in Theorem 6.6.
For the situation ◦◦•• ∈ Π we may assume that C(G) is represented faithfully
on some Hilbert space H . As in the previous considerations, we get vst′vst′v
∗
st′v
∗
st′ =
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vst′v
∗
st′ . Thus, for any w∈H
‖v∗s1t′v
∗
s1t′
w‖2 = 〈v∗s1t′w, v
∗
s1t′
w〉 = 〈
N∑
s2=1
vs2t′v
∗
s2t′
v∗s1t′w, v
∗
s1t′
w〉 =
N∑
t2=1
‖v∗s2t′v
∗
s1t′
w‖2,
which implies v∗s2t′v
∗
s1t′
=vs2t′vs1t′=0 for s1 6=s2. But then we also have
vs2t′v
∗
s1t′
=
N∑
s=1
vs2t′vst′v
∗
st′v
∗
s1t′
= 0
and likewise v∗s2t′vs1t′ = 0 for all t
′ and s2 6=s1. With this result it holds
N∑
t′=1
vγ′
1
t′vγ′
2
t′v
∗
γ′
3
t′v
∗
γ′
4
t′ = 0
for all γ′∈T ′0, which is the only relation in R
′
◦◦••
(vG) to be proved. 
Remark 7.2. Note that we were able to deduce vs2t′v
∗
s1t′
= v∗s2t′vs1t′ = 0 for s2 6=s1
in the situation of both four-block partitions. As we can repeat the whole proof
with vij replaced by vji, see Theorem 6.6, we also have vt′s2v
∗
t′s1
= v∗t′s2vt′s1 = 0. So
the non-diagonal entries of vGv
∗
G, v
∗
GvG, v¯Gv¯
∗
G and v¯
∗
Gv¯G vanish. This is insofar a
nontrivial result, as Theorem 6.6 together with the fact { •◦ , ◦• ,
•◦ , ◦• }∈Π only
implies that the diagonals are equal to 1. At first side we did not know anything
about the off-diagonals, i.e. it was unclear if vG and v
T
G are unitaries.
Note further, that if we additionally assume ◦◦ ∈ Π, then also R
Gr
◦◦
(vG) are
fulfilled, i.e. vG is orthogonal, v
T
GvG = vGv
T
G = 1: The diagonals are 1 by Theorem
6.6, and for the off-diagonals we can compute for k1 6=k2
N∑
i=1
vik1vik2 =
N∑
i=1
N∑
k=1
vik1v
∗
ikv
∗
ikvik2 = 0
and likewise for the off-diagonals of vGv
T
G.
The next three lemmata are just preparing results. Recall (see [4, 19, 20]) that
the easy quantum groups O+N and B
+
N can be associated to the following orthogonal
N×N -matries of generators and partitions:
O+N : uO+
N
= (oij) ; Π={non-crossing partitions with blocks of size 2}
B+N : uB+
N
= (bij) ; Π={non-crossing partitions with blocks of size 1 or 2}
Lemma 7.3. (i) The entries of the corepresentation matrix
u⊗2
B+
3
=
3∑
m,n,s,t=1
bmnbst ⊗ Emn ⊗Est
linearly generate a vector space V of dimension 14.
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(ii) The entries of the corepresentation matrix
u⊗2
O+
2
=
2∑
m,n,s,t=1
omnost ⊗ Emn ⊗ Est
linearly generate a vector space W of dimension 10.
Proof. One can deduce these results from the fusion rules forO+N andB
+
N as described
in [9] and [8]. We use the notation introduced there and just sketch the main
argument. The vector space V is spanned by the (linearly independent) entries of
the corepresentation matrices u
◦
◦
◦
◦ , u
◦
◦
◦
◦ and u ◦◦
◦◦
. The size of the matrix up (for a
fixed projective partition p) is given by the rank of the projection
Pp := Tp −
∨
q≺p
q∈C
B
+
N
Tq
and we have the formulas
rank(Tp) = N
tb(p)
rank(Pp) = rank(Tp)−
∑
q≺p
q∈C
B
+
N
rank(Pq)
where CB+
N
is the category of partitions associated to B+N and {q | q ≺ p} is the
set of projective partitions over the same points as p, but strictly smaller than p.
Recursively, we therefore have with N=3
dim(V ) =
(
rank
(
P
◦
◦
◦
◦
))2
+
(
rank
(
P
◦
◦
◦
◦
))2
+
(
rank
(
P ◦◦
◦◦
))2
=
(
32 − rank(P
◦
◦
◦
◦)− rank(P
◦
◦
◦
◦)− rank(P
◦
◦
◦
◦)− rank(P ◦◦
◦◦
)
)2
+
(
3− rank(P
◦
◦
◦
◦)
)2
+ 12
=
(
32 − (3− 1)− (3− 1)− 1− 1
)2
+ (3− 1)2 + 1
=14.
Analogously we have for O+2 the result
dim(W ) =
(
rank
(
P
◦
◦
◦
◦
))2
+
(
rank
(
P ◦◦
◦◦
))2
=
(
22 − rank(P ◦◦
◦◦
)
)2
+ 12
=10.

Note that for different easy quantum groupsG the symbols Pp and up, respectively,
have different meanings as their definition depends on the considered category CG
of the relevant quantum group.
PARTITION QUANTUM SPACES 25
Lemma 7.4. Consider the matrix uO+
2
= (oij) of the canonical generators of C(O
+
2 ).
Then o11o21 and o21o11 are linearly independent.
Proof. Assume o11o21 and o21o11 are colinear. Switching columns or rows of uO+
2
=
(oij) as well as taking the transpose defines isomorphisms of C(O
+
2 ), so we also have
that the pairs (o11o12, o12o11), (o21o22, o22o21) and (o12o22, o22o12) are each colinear.
Together with the orthogonality of uO+
2
, i.e.
∑2
i=1 oik1oik2 =
∑2
i=1 ok1iok2i = δk1k2 for
all k1, k2∈{1, 2}, this would imply that(
o11o11 , o12o12 , o11o12 , o11o21 , o11o22 , o22o11 , o12o21 , o21o12
)
is a generating system for the vector space W from Lemma 7.3, contradicting
dim(W ) = 10. 
Lemma 7.5. Consider the matrix uB+
3
= (bij) of the canonical generators of C(B
+
3 ).
Then b11b21 and b21b11 are linearly independent.
Proof. The proof is similar to that of Lemma 7.4. Recall that bi3=1− bi1 − bi2 and
b3j = 1 − b1j − b2j , see [4, 15, 19, 20]. Thus, the elements bi3 and b3j won’t play
a role in our proof. Assume colinearity of b11b21 and b21b11. Note again, that this
implies further colinearities, namely of the pairs (b11b12, b12b11), (b21b22, b22b21) and
(b12b22, b22b12). We observe now that the vector space V in Lemma 7.3 is spanned
by B := {1, b11, . . . , b22, b11b11, . . . , b22b22}, i.e. all 21 products of length at most two
we can produce with the letters {b11, b12, b21, b22}. Assuming the above, V is already
linearly spanned by B\{b12b11, b21b11, b22b21, b22b12}.
From
∑
i
bi1bi2=0 and the fact that each row and column in uB+
3
sums up to 1 we
can deduce
b21b22 = −b11b12 − b31b32 = −b11b12 − (1− b21 − b11)(1− b22 − b12)
and finally
(7.1) 2b21b22 = −2b11b12 − 1− b11b22 − b21b12 + b11 + b12 + b21 + b22
Similarly, we can start with
∑
i
b1ib2i = 0 or
∑
i
b1ib1i =
∑
i
b2ib2i = 1 to find
2b12b22 = −2b11b21 − 1− b11b22 − b12b21 + b11 + b12 + b21 + b22(7.2)
2b211 = −2b
2
12 + 2b11 + 2b12 − 2b11b12(7.3)
2b222 = −2b
2
21 + 2b22 + 2b21 − 2b21b22(7.4)
This estimates the vector space dimension of V to at most 13, contradicting
dim(V ) = 14. 
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Notation 7.6. One can show that for d≤M ≤N we can always map a partition
quantum space XN,d(Π) on “its shorter M-version” XM,d(Π):
ψ1 : C
(
XN,d(Π)
)
→ C
(
XM,d(Π)
)
; xij 7→
{
x′ij , j≤M
0 , j>M
Additionally, by Theorem 4.19, we always have a unital ∗-homomorphism
ψ2 : C
(
XM,d(Π)
)
→ C
(
GM(Π
′)
)
; xij 7→ uij
whenever GM(Π
′) is a subgroup of GM(Π). Composing ψ1 and ψ2 gives a unital
∗-homomorphism ψGM (Π′) : C
(
XN,d(Π)
)
→ C
(
GM(Π
′)
)
.
Lemma 7.7. Consider the situation of Notation 6.2 with d ≤ N arbitrary. If Π
contains only non-crossing partitions with blocks of size two, then RGrp (vG) is fulfilled
for every p∈ { •◦ , ◦• ,
•◦ , ◦• }. If Π contains ◦◦ , then also R
Gr
◦◦
(vG) holds.
Proof. We only prove the case p= •◦ . The other relations may be proved similarly.
For the case ◦◦ replace every appearing v
∗
ij and x
∗
ij by vij and xij , respectively. If
N = 1 or d ≥ 2 then the result follows from Theorem 6.6, so let d = 1 < N . By
Theorem 6.6, •◦ ∈Π implies that the diagonals of v¯∗Gv¯G are equal to 1. It remains
to show, that the off-diagonals are zero.
Applying α to
N∑
s=1
xs1x
∗
s1 = 1 yields
N∑
t1,t2=1
N∑
s=1
vst1v
∗
st2
⊗ xt11x
∗
t21
= 1. As Π contains
only non-crossing pairings, we have O+N ⊆ GN(Π) so we have a mapping ψO+
2
as
described in Notation 7.6. Applying 1⊗ ψO+
2
to this relation, we obtain
2∑
t1,t2=1
N∑
s=1
vst1v
∗
st2
⊗ ot11ot21 = 1.
Using
∑N
s=1 vst1v
∗
st1
= 1 =
∑2
t1=1
ot11ot11, this implies
N∑
s=1
vs1v
∗
s2 ⊗ o11o21 +
N∑
s=1
vs2v
∗
s1 ⊗ o21o11 = 0.
By linear independence of the right legs (see Lemma 7.4) the left legs must be zero.
As the choice of x11 and x21 as those rows of x not being sent to zero by ψO+
2
was
arbitrary we have for all γ1 6= γ2 the result
N∑
s=1
vsγ1v
∗
sγ2
= 0.

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Lemma 7.8. Consider the situation of Notation 6.2 with d≤ N arbitrary. If Π
only contains non-crossing partitions with blocks of size at most two and if ev-
ery row and column of vG sums up to 1, then R
Gr
p (vG) is fulfilled for every p ∈
{ •◦ , ◦• ,
•◦ , ◦• }. If Π contains ◦◦ , then also R
Gr
◦◦
(vG) holds.
Proof. As in Lemma 7.7 we only care about the case 1= d<N and we only consider
p= •◦ . Again, the only thing left to prove is that the off-diagonals of v¯∗Gv¯G vanish.
First assume N=2. We have by Theorem 6.6
(vs1 + vs2︸ ︷︷ ︸
=1
)(v∗s1 + v
∗
s2︸ ︷︷ ︸
=1
)=1 = vs1v
∗
s1 + vs2v
∗
s2,
so vs1v
∗
s2 = −vs2v
∗
s1. Furthermore from
v11 + v12 = 1 = v11 + v21 and v11 + v12 = 1 = v22 + v12
we deduce v12 = v21 and v11 = v22. Combining these relations yields for t1 6= t2:
N∑
s=1
vst1v
∗
st2
= v1t1v
∗
1t2
+ v2t1v
∗
2t2
= v1t1v
∗
1t2
+ v1t2v
∗
1t1
= v1t1v
∗
1t2
− v1t1v
∗
1t2
= 0.
For the rest of the proof, let N≥3.
Step 1. We first prove
(7.5)
N∑
s=1
vst1v
∗
st2
= −
N∑
s=1
vst2v
∗
st1
, ∀t1 6= t2.
Starting with the equation
N∑
s=1
xs1x
∗
s1 = 1 we can apply α to it and get
N∑
s=1
N∑
t1,t2=1
vst1v
∗
st2
⊗ xt11x
∗
t21 = 1.
Using
∑N
s=1 vst1v
∗
st1
=1=
∑N
t1=1
xt11x
∗
t11
, we have
(7.6)
N∑
s=1
∑
t1 6=t2
vst1v
∗
st2
⊗ xt11x
∗
t21
= 0.
Consider now the two ∗-homomorphisms ϕ1 and ϕ2 given by the mappings

x11
x21
x31

 ϕ17−→


−1
3
2
3
2
3

 and


x11
x21
x31

 ϕ27−→


2
3
2
3
−1
3

 .
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and all other xi1 sent to zero. To prove the existence of these maps, we observe
the following: By the conditions on Π we have B+N ⊆ GN(Π). Recall that the matrix
uB+
N
= (bij) is orthogonal and each row and column sums up to 1. In the sense of
Notation 7.6 we can send x11, x21 and x31 by a map ψB+
3
to the first column of uB+
3
and the rest to zero. Finally, note that the complex vectors on the right appear as
columns of matrices in B3⊆B
+
3 so in a second step we can map the ψB+
3
(xi1) to the
complex numbers on the right sides. Applying 1⊗ϕ1 and 1⊗ϕ2 to Equation 7.6
leads to
4
9
N∑
s=1
(vs2v
∗
s3 + vs3v
∗
s2)−
2
9
N∑
s=1
(vs1v
∗
s2 + vs2v
∗
s1)−
2
9
N∑
s=1
(vs1v
∗
s3 + vs3v
∗
s1) = 0
and
−
2
9
N∑
s=1
(vs2v
∗
s3 + vs3v
∗
s2) +
4
9
N∑
s=1
(vs1v
∗
s2 + vs2v
∗
s1)−
2
9
N∑
s=1
(vs1v
∗
s3 + vs3v
∗
s1) = 0,
which gives us in the end
N∑
s=1
(vs1v
∗
s2 + vs2v
∗
s1) =
N∑
s=1
(vs1v
∗
s3 + vs3v
∗
s1).
As the choice of (1, 2, 3) for the non-zero rows in the mappings ϕ1 and ϕ2 was
arbitrary, we have this result for all pairwise different indices (1, 2, t), hence
N∑
s=1
vs1v
∗
s2 + vs2v
∗
s1 =
N∑
s=1
vs1v
∗
st + vstv
∗
s1
for all t. In particular, since
∑N
t=1 v
∗
st=1 =
∑N
s=1 vs1:
(N−1)
N∑
s=1
vs1v
∗
s2+vs2v
∗
s1 =
N∑
t=2
N∑
s=1
vs1v
∗
st+vstv
∗
s1 = 1−
N∑
s=1
vs1v
∗
s1+1−
N∑
s=1
vs1v
∗
s1 = 0
and because the indices (1, 2) were arbitrary this means for all t1 6= t2
N∑
s=1
vst1v
∗
st2
= −
N∑
s=1
vst2v
∗
st1
.
Step 2: We consider again Equation 7.6. As in step 1 we can apply ψB+
3
to the
second legs. Using additionally Equation 7.5 we find
N∑
s=1
∑
t1<t2≤3
vst1v
∗
st2
⊗ (bt11bt21 − bt21bt11) = 0.
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As b21 = 1− b11 − b31 we easily see b11b21 − b21b11 = b21b31 − b31b21 = b31b11 − b11b31
and so we have
(
N∑
s=1
(vs1v
∗
s2 + vs2v
∗
s3 + vs3v
∗
s1)
)
⊗ (b11b21 − b21b11) = 0.
By Lemma 7.5 we have b11b21 6= b21b11, so the left leg of the tensor product must be
zero. The pairwise different indices (1, 2, 3) were arbitrary, so using (1, 2, t) we have
by Step 1
0 =
N∑
t=3
N∑
s=1
(vs1v
∗
s2 + vs2v
∗
st + vstv
∗
s1)
=
(
(N − 2)
N∑
s=1
vs1v
∗
s2
)
+
(
1−
N∑
s=1
vs2(v
∗
s1 + v
∗
s2)
)
+
(
1−
N∑
s=1
(vs1 + vs2)v
∗
s1
)
= (N − 2)
N∑
s=1
vs1v
∗
s2 −
N∑
s=1
vs2v
∗
s1 −
N∑
s=1
vs1v
∗
s1
= N
N∑
s=1
vs1v
∗
s2,
giving us the desired relation for t1 = 1 and t2 = 2. As the choice of (1, 2) was
arbitrary we proved the statement for general t1 6= t2. 
Before continuing, we need the notion of a blockstable category of partitions:
Definition 7.9. We call a category C of partitions blockstable, if for every p∈C and
every block b of p we have b∈C. In other words: By erasing all points (and lines)
not belonging to b, we obtain again a partition contained in C.
We recall the classification of free easy quantum groups in the sense that the
following sets Π generate all possible (and pairwise different) non-crossing categories
of partitions (see [14, Thm. 7.1 and 7.2]).
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Case Elements in Π Parameter range
Blockstable
cases
Oloc mcpp – blockstable
H′loc ◦•◦• ,mcpp – blockstable
Hloc(k, l) bk, bl ⊗ b¯l, ◦◦•• ,mcpp k, l∈N0\{1, 2}, l|k k= l
Sloc(k, l) ↑◦
⊗k
, ↑
⊗l
↑
⊗l
◦ ◦ • • , ◦•◦• ,
↑
◦ ⊗
↑
• ,mcpp k, l∈N0\{1}, l|k not blockstable
Bloc(k, l) ↑◦
⊗k
, ↑
⊗l
↑
⊗l
◦ ◦ • • ,
↑
◦ ⊗
↑
• ,mcpp k, l∈N0, l|k k= l=1
B′loc(k, l, 0) ↑◦
⊗k
, ↑
⊗l
↑
⊗l
◦ ◦ • • ,
↑ ↑
◦•◦• ,
↑
◦ ⊗
↑
• ,mcpp k, l∈N0\{1}, l|k not blockstable
B′loc(k, l,
l
2)
↑
◦
⊗k
, ↑
⊗l
↑
⊗l
◦ ◦ • • ,
↑
⊗r+1
↑
⊗r−1
◦ • • • ,
↑ ↑
◦◦•• ,
↑
◦ ⊗
↑
• ,mcpp
k∈N0\{1},
l∈2N0\{0, 2},
l|k, r= l2
not blockstable
Oglob(k) ◦◦
⊗k2
, ◦◦ ⊗ •• ,mcpp k∈2N0 k=2
Hglob(k) bk, ◦•◦• , ◦◦ ⊗ •• ,mcpp k∈2N0 k=2
Sglob(k)
↑
◦
⊗k
, ◦•◦• ,
↑
◦ ⊗
↑
• , ◦◦ ⊗ •• ,mcpp k∈N0 k=1
Bglob(k)
↑
◦
⊗k
, ↑◦ ⊗
↑
• , ◦◦ ⊗ •• ,mcpp k∈2N0 not blockstable
B′glob(k)
↑
◦
⊗k
, ↑ ↑◦◦•• ,
↑
◦⊗
↑
• , ◦◦ ⊗ •• ,mcpp k∈N0 k=1
Table 1. Here, bk/b¯k is the one-block partition in P (0, k) with only
white/black points and with mcpp we denote the four mixed-coloured
pair partitions { •◦ , ◦• ,
•◦ , ◦• }.
Theorem 7.10. Let N ∈N\{1} and fix any of the sets Π presented in Table 1. In
the case d=2, GN(Π) is the quantum symmetry group of XN,2(Π).
If the category 〈Π〉 is blockstable, or if N =1, then this results even holds for d=1,
i.e. XN,1(Π).
Proof. We consider again the situation as in Notation 6.2. By Theorem 5.1 we know
GN (Π)⊆G, so we only need to show that R
Gr
p (vG) is fulfilled for all p∈Π. As the
case N=d=1 is by Corollary 6.8, we assume N≥2.
We have that the relations coming from the partitions { •◦ , ◦• ,
•◦ , ◦• } are
fulfilled. For d=2 this is Theorem 6.6 and for d=1 see Remark 7.2 and Lemmata
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7.7 and 7.8. The same holds for ◦◦ , where required. Most of the remaining parts
of the proof are by Theorem 6.6 and Lemma 7.1 but in virtue of Remark 6.10 we
often have to perform some algebraic operations to see that the desired relations are
really fulfilled for all relevant multi indices γ and γ′. We prove two cases. The other
ones are handled with similar arguments.
Case Sloc(k, l): By the arguments above the relations due to mcpp and ◦•◦• are
fulfilled. As d=2 also the relations RGr
↑
◦⊗
↑
•
(vG) are guaranteed by Theorem 6.6. In
the case k= l=0 this is everything to be proved. From the fact that vG and v
T
G are
unitaries and Lemma 3.12 we deduce that also RGr
↑
•⊗
↑
◦
(vG) are fulfilled. But this now
guarantees that each row and column of vG sums up to the same (unitary) element.
Using this result we can consider now the relations RGr
↑
◦
⊗k(vG) reading as
∑
t1,...,tk
vγ′
1
t1 · · · vγ′ktk = 1
which are now proved to be true not only for γ′ with at most two different entries
(see Theorem 6.6) but for all γ∈ [N ]k. The same argument secures all the quantum
group relations associated to p= ↑
⊗l
↑
⊗l
◦ ◦ • • , which read as∑
t′
1
,...,t′
2l+1
(
vγ1t′1 · · · vγ′lt′l
)
vγ′
l+1
t′
l+1
(
v∗γ′
l+2
t′
l+2
· · · v∗γ′
2l+1
t′
2l+1
)
v∗γ′
2l+2
t′
l+1
= δγ′
l+1
,γ′
2l+2
.
At first site these are true only if γ′ = (γ′1, . . . , γ
′
2l+2) has at most two different entries,
but by the arguments from above we can replace all entries γ′1, . . . , γl, γ
′
l+2, . . . , γ
′
2l+1
by γ′2l+2, proving the claim.
Case Oglob(k): For k=2 we only need to prove R
Gr
p (vG) for p∈Π
′ := { ◦◦ , mcpp}
which is Lemma 7.7. For k ∈ 2N\{2} this Lemma only guarantees the relations
due to p∈{mcpp}. We start with the partition p= ◦◦ ⊗ •• . The corresponding
quantum group relations read as
∑
t′
1
vγ′
1
t′
1
vγ′
2
t′
1



∑
t′
2
v∗γ′
3
t′
2
v∗γ′
4
t′
2

 = δγ′
1
γ′
2
δγ′
3
γ′
4
and Theorem 6.6 only guarantees this result for γ′ with at most two different entries.
But choosing γ′1 = γ
′
4 6=γ
′
2=γ
′
3 shows
∑
t′
1
vγ′
1
t1vγ′2t1



∑
t′
2
v∗γ′
2
t′
2
v∗γ′
1
t′
2

 =

∑
t′
1
vγ′
1
t1vγ′2t1



∑
t′
1
vγ′
1
t1vγ′2t1

∗ = 0,
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so ∑
t′
1
vγ′
1
t1vγ′2t1 = 0 ∀γ
′
1 6=γ
′
2.
This proves RGr
◦◦ ⊗ ••
(vG). Together with the fact that vG and v
T
G are unitaries we
also have that the quantum group relations for •• ⊗ ◦◦ are fulfilled, so the sums∑
t1
vγ′
1
t′
1
vγ′
1
t′
1
are unitaries, so invertible. Therefore, RGr
◦◦ ⊗ ••
(vG) in particular says
that
∑
t′
1
vγ′
1
t′
1
vγ′
1
t′
1
is independent of γ′1∈ [N ]. We finally use all these results in the
situation of p= ◦◦
⊗k
to show that the corresponding relations,
∑
t′
1
vγ′
1
t′
1
vγ′
2
t′
1

 · · ·

∑
t′
k
vγ′
2k−1
t′
k
vγ′
2k
t′
k

 = δγ′
1
γ′
2
· · · δγ′
2k−1
γ′
2k
,
are true for all γ′∈ [N ]2k, as we can now make the replacement
(γ′2m+1, γ
′
2m+2) 7→
{
(1, 1) , γ′2m+1 = γ
′
2m+2
(1, 2) , γ′2m+1 6= γ
′
2m+1
.

Remark 7.11. Adding the crossing partition ✁❆
◦◦
◦◦ to the sets Π in Table 1 produces
all categories for all unitary easy groups, see [15]. It obviously guarantees commu-
tativity of the xij ’s and for d = 2 we have R
Gr
✁❆
◦◦
◦◦
(vG) fulfilled by Theorem 6.6. So
the (quantum) symmetry groups of these partition (quantum) spaces are given by
the corresponding easy groups. Note that for d = 2 we can directly deduce from
{ •◦ , ◦• ,
•◦ , ◦• } ⊆ Π that vG and v¯G are unitaries, so we do not need to use
Lemmata 7.7 and 7.8. We finally remark that it is unclear, if d = 1 works in the
blockstable cases.
8. Open questions and further remarks
Question 8.1. Are there situations or conditions (apart from d=N) such that the
quantum symmetry group (or even the PQS) only depends on 〈Π〉 and not Π itself?
Regarding Corollary 6.9, there is a simple counterexample for the analogous state-
ment with d = 1: The free hyperoctahedral group H+N corresponds to the case
Hloc(2, 2), i.e. Π = { ◦◦ , ◦◦•• , mcpp}, see Table 1. The category of partitions 〈Π〉
is also generated by Π′ := { ◦◦ ,
◦•
◦•, mcpp} but obviously R
Sp
◦•
◦•
(x) is just the trivial
relation. We thus have XN,1(Π) 6=XN,1(Π
′) and the quantum symmetry group of
XN,1(Π
′) is O+N (i.e. case Oglob(2)), whereas the one of XN,1(Π) is H
+
N .
Question 8.2. Can we produce results similar to Theorem 7.10 (free case) or Re-
mark 7.11 (group case) for other classes of partitions/easy quantum groups?
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Question 8.3. Is there a way to read off from Π the minimal d such that GN(Π)
is the quantum symmetry group of XN,d(Π)? In the situation of Theorem 7.10, is
d=1 equivalent to 〈Π〉 being blockstable?
Due to Theorem 7.10, we have d=1 in the free blockstable cases, at least for
the choices of Π presented in Table 1. But the counterexample after Question 8.1
already shows that there are other choices for Π, even in the non-crossing situation,
where this is not true. Another example from the commutative case is the partition
set Π = { ✁❆
◦◦
◦◦, ◦◦ , ◦◦•• , mcpp} corresponding to the hyperoctahedral group HN .
For d=1 we have XN,1(Π) =XN,1
(
Π\{ ✁❆
◦◦
◦◦}
)
as commutativity already follows from
RSp
◦◦••
(vG), see Lemma 7.1, so the corresponding quantum symmetry group is H
+
N
by Theorem 7.10.
In the cases presented in Table 1 we have some sets Π where the quantum sym-
metry group of XN,1(Π) is not given by GN (Π), supporting our conjecture, that
the case d = 1 is linked to blockstability. Consider for example Hloc(k, l) with
k 6= l and let Π(k, l) be the corresponding set of partitions from Table 1. We have
XN,1(Π(k, l)) = XN,1(Π(k, k)) as the quantum space relations R
Sp
bl⊗b¯l
(x) are redun-
dant. Therefore the quantum symmetry group ofXN,1
(
Π(k, l)
)
isGN
(
Π(k, k)
)
which
is in general bigger than GN
(
Π(k, l)
)
. Similar results hold in the cases Sloc(0, 0),
Hglob(k) for k∈2N + 4 and Sglob(0) , where respectively R
Sp
↑
◦⊗
↑
•
(x), RSp
◦◦ ⊗ ••
(x) and
again RSp
↑
◦⊗
↑
•
(x) are redundant.
On the other hand, though, we cannot guarantee that d = 1 fails in all non-
blockstable cases. Our standard method to deduce relations for the vij was to start
with a quantum space relation RSpp (x), apply α or β to it and finally 1⊗evσ. But
of course by this procedure we might have lost some information as evG is far from
being an isomorphism. In principle we would have to stay inside XN,d(Π) or at
least GN(Π). In GN(Π) we could deduce many (in)dependencies by the fusion rules
established in [9] and [8] as done in Lemma 7.3 and the ones following thereafter.
Hence, although we expect that for non-blockstable categories we always need d≥2
in order to reconstruct GN(Π) as the quantum symmetry group of XN,d(Π), we have
to leave this question open.
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9. Appendix
Notation (see Notation 3.3). Given p∈P(k, l) and N ∈N we write
[N ]k = T0 ∪˙T1 ∪˙ . . . ∪˙Tr , [N ]
l = T ′0 ∪˙T
′
1 ∪˙ . . . ∪˙T
′
r,
such that
(i) r = N tb(p), where tb(p) denotes the number of through-blocks of p,
(ii) T0 and T
′
0 are the invalid labelings of the upper (respectively lower) row,
(iii) for every 1≤ i≤r every labeling (t, t′)∈Ti×T
′
i is valid,
(iv) for every 1≤ i≤r the sets Ti and T
′
i are non-empty,
(v) if (t, t′)∈ [N ]k×[N ]l is a valid labeling, then (t, t′)∈Ti×T
′
i for some 1≤ i≤r,
(vi) for every 1 ≤ i ≤ r and (t, t′), (s, s′) ∈ Ti×T
′
i we have that (t, t
′) labels the
through-blocks of p the same way as (s, s′) does.
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Here is a summary of all relations associated to partitions on one page.
Definition (see Definition 3.8). Let N ∈N, u :=(uij) an N×N -matrix of generators
and p∈P(ω, ω′)⊆P(k, l) be a partition. The relations RGrp (u) are:
(i)
∑
t∈Ti
uω1t1γ1 · · ·u
ωk
tkγk
=
∑
t′∈T ′j
u
ω′
1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
, 1≤ i, j≤r, γ∈Tj and γ
′∈T ′i .
(ii)
∑
t∈Ti
uω1t1γ1 · · ·u
ωk
tkγk
= 0 , 1≤ i≤r and γ∈T0.
(iii)
∑
t′∈T ′j
u
ω′
1
γ′
1
t′
1
· · ·u
ω′
l
γ′
l
t′
l
= 0 , 1≤j≤r and γ′∈T ′0.
Definition (see Definition 4.9). The relations RSpp (uG) are:
(i)
∑
t∈Ti
uω1t1γ1 . . . u
ωk
tkγk
=
∑
t′∈T ′
i
u
ω′1
t′
1
γ′
1
. . . u
ω′
l
t′
l
γ′
l
, 1≤ i, j≤r, γ∈Tj and γ
′∈T ′j .
(ii)
∑
t∈Ti
uω1t1γ1 . . . u
ωk
tkγk
= 0 , 1≤ i≤r and γ∈T0.
(iii)
∑
t′∈T ′i
u
ω′
1
t′
1
γ′
1
. . . u
ω′
l
t′
l
γ′
l
= 0 , 1≤ i≤r and γ′∈T ′0.
Lemma (see Lemma 4.11 and Remark 4.12). It holds
(1) RGrp (uG), R
Gr
pp∗(uG), R
Gr
p∗ (uG) ⇒ R
Sp
p (uG),
(2) RSpp (uG), R
Sp
p (u
T
G) ⇒ R
Gr
p (uG).
(3) If G=GN(Π), then: R
Gr
p
(
uGN (Π)
)
⇔ RSpp
(
uGN (Π)
)
, RSpp
(
uTGN (Π)
)
.
Definition (see Definition 4.13). Let d,N ∈ N with d ≤N and (xij)1≤i≤N,1≤j≤d a
tupel of vectors of generators xij . The relations R
Sp
p (x) are:
(i)
∑
t∈Ti
xω1t1γ1 . . . x
ωk
tkγk
=
∑
t′∈T ′
i
x
ω′1
t′
1
γ′
1
. . . x
ω′
l
t′
l
γ′
l
, 1≤ i, j≤r, γ∈Tj∩[d]
k, γ′∈T ′j∩[d]
l.
(ii)
∑
t∈Ti
xω1t1γ1 . . . x
ωk
tkγk
= 0 , 1≤ i≤r, γ∈T0∩[d]
k.
(iii)
∑
t′∈T ′i
x
ω′1
t′
1
γ′
1
. . . x
ω′
l
t′
l
γ′
l
= 0 , 1≤ i≤r, γ′∈T ′0∩[d]
l.
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