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Reviewed by Churchill Eke&art 
National Bureau of Standards, Washington, D.C. 
This collection of research papers, preceded by a 3-page 
chronology of Snedecor's life and remarks by W. Robert Parks at 
the dedication of Snedecor Hall (May 18, 1970), includes three 
historical papers: "Theories of inference and data analysis," 
by Oscar Kempthorne (167-191); "The history and future of 
statistics," by M.G. Kendall (193-210); and "Early statistics 
at Iowa State University," by Jay L. Lush (211-226). 
Of the three historical chapters, the third may be of most 
enduring historical value. From the early 1920's to the late 
1940's, Iowa State College at Ames played the leading role in the 
United States in the application of, and in teaching the applica- 
tion of, modern statistical methods in the experimental sciences, 
especially in agricultural research and closely related fields. 
(The "College" became "Iowa State University" at the time of its 
centenary in 1958, and should not be confused with the State 
University of Iowa, at Iowa City, which was a leading center.of 
actuarial mathematics and mathematical statistics during the 
same period.) By the middle thirties the statistics program in 
the Department of Mathematics there and the assistance given to 
the Agricultural Experiment Station had become models for other 
agricultural colleges. Iowa State was, however, the unchallenged 
leader until the Institute of Statistics centered at North 
Carolina State College in Raleigh was established in 1944 by 
Iowa State-trained Gertrude M. Cox. The story is well told here 
by Lush, a geneticist and professor of animal science, who joined 
the Iowa State faculty in 1930. 
The central figure is George Waddel Snedecor (October 20, 1881- 
February 15, 1974), who joined the faculty in 1913 as assistant 
professor of mathematics and two years later taught the first 
formal course in statistics at Iowa State, "Mathematics as applied 
to social and economic problems." "Mathematical theory of 
statistics" was offered 1915-18, then renamed "Statistical method 
of interpreting experimental data." Lush has added sections on 
"sources of knowledge about statistical methods" in the U.S. 
prior to 1920, and "statistical methods commonly used in the 
early 1920's." "Multiple correlation and regression," he says, 
occupied the center of the stage in descriptive statistics during 
the few years before 1920 and far into the following decade. 
The second epoch in statistics at Iowa State got off to a 
vigorous start with the "how to" course on rapid calculation of 
correlation coefficients, partial correlations, and regression 
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equations with punched-card machines, conducted by Henry A. 
Wallace (1888-1965) on ten Saturdays in the spring of 1924, 
attended by some 20 faculty members and graduate students. The 
machinery, borrowed from an insurance company in Des Moines, was 
hauled back and forth each Saturday. Wallace, then editor of 
Wallaces' Farmer in Des Moines, had acquired his enthusiasm and 
familiarity with computing by punched-card machines during visits 
to the Bureau of Agricultural Economics in Washington, D.C., 
where his father, Henry C. Wallace, was Secretary of Agriculture 
from 1921 until his death in 1924. 
Correlation and Machine Calculation, co-authored by Wallace 
and Snedecor in 1925, was an immediate world success and "did 
much to popularize statistical methods and to raise hopes about 
what could be learned by using them." Two years later the 
Mathematics Statistical Service was established in the Mathematics 
Department with Snedecor and A.E. Brandt in charge. IBM card- 
sorting and tabulating machines were introduced on the campus. 
In 1933 the service became the separate Statistical Laboratory, 
with its director, Snedecor, responsible directly to the presi- 
dent. This action stimulated other universities to establish 
similar statistical research and service "laboratories" separate 
from their Departments of Mathematics, e.g., the Agricultural 
Statistical Service at the University of Wisconsin in 1937 under 
the direction of the present reviewer, who was responsible 
directly to the Associate Director of the Agricultural Experiment 
Station. 
Meanwhile a revolution in statistical methodology had been 
initiated by the publication of R.A. Fisher's Statistical Methods 
for Research Workers (1925), in which novel techniques were 
advocated and many "old friends" handled in a new way. It was 
devoted for the most part to procedures for testing the agreement 
of observation and hypothesis, that is, to tests of the "statis- 
tical significance" of observed departures from hypotheses, 
especially the "exact" small-sample tests of various hypotheses 
about means, variances, correlation and regression coefficients, 
etc. that "Student" (W.S. Gosset) and Fisher had developed during 
the years 1908-1924 (and which, strictly speaking, were "exact" 
only in the case of random samples from a normal population). 
It was principally a "how to" manual, without explanation of 
"why." Research workers in the sciences found it difficult to 
follow with assurance. To mathematical colleagues it was even 
less intelligible because there was absolutely no mathematical 
explanation. The mathematical framework around which the book 
was built did not become generally available until the publica- 
tion in 1928 of Fisher's paper "On a distribution yielding the 
error functions of several well known statistics," in the 
Proceedings of the International Mathematical Congress, Toronto, 
1924. 
By 1931, Fisher's Statistical Methods (3rd edition, 1930) was 
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beginning to be appreciated by those biologists at Iowa State 
who had some previous experience with statistical procedures, 
and his "other book", The Genetical Theory of Natural Selection 
(1930) was attracting wide attention among geneticists and others 
interested in evolution. Fisher was, therefore, invited to Iowa 
State. During the summer of 1931 he lectured nearly equally on the 
topics of his two books, and gave off-the-cuff advice to local 
experimenters and summer visitors at a series of scheduled 
"clinic" sessions. "As consequences of this summer session, the 
work and interest in statistics continued to expand; experiments 
were designed better, with the questions in sharper focus; and 
more instruction in the theory of statistics was given." How- 
ever, among the new converts to statistics: "Tests of statistical 
significance became overemphasized, with consequently less 
attention to ways of using statistical methods for describing 
populations. For example, all too frequently the first draft of 
an M.S. thesis, or occasionally a Ph.D. thesis, might inform the 
astonished major professor that the difference between treatments 
A and B was statistically significant with P < .Ol but would 
neglect to state how large the observed difference was! Even 
more frequently it was implied that if a difference were not 
significant statistically, the evidence therefore indicated that 
its true value was zero!" Lush goes on to say: "These things 
cure themselves in time, of course...." This is undoubtedly 
true with respect to many individual researchers, but in the 
large the "problem" seems to still be with us; especially in the 
medical and behavioral sciences where, I am told, some journals 
will not accept a paper for publication unless its results are 
shown to be "statistically significant" by some formal statistical 
tests. 
The essence of the lectures and discussions of the 1931 summer 
session, tempered by experience gained in two years of teaching 
and consulting, reached a wider audience in Snedecor's small 
book, Calculation and Interpretation of Analysis of Variance and 
Covariance, published in 1934. It was from this exceptionally 
explicit little book, in which the requisite calculations are 
laid out in a form convenient for execution with a desk calcula- 
tor or a table of squares, that the present reviewer, and many 
others around the world, first leanred how to "do" with assurance 
an analysis of variance or covariance. 
Much fuller guidance was provided by Snedecor's Statistical 
Methods (1937), which quickly found worldwide acceptance among 
thousands who, unable to follow Fisher's writings, wanted to be 
told what to do, and precisely how to do it, with just enough 
theory to enable them to decide whether a particular procedure 
was appropriate to their problem. A fourth edition edition, 
entirely rewritten, more lucid, and including later developments, 
appeared in 1946; a fifth, in 1956; and a sixth, with W.G. 
Cochran as co-author, in 1967. Snedecor Is Statistical Methods 
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has put the teaching and experience of Iowa State into the hands 
and minds of research workers around the world. It is still 
without peer as a "how to" manual that communicates a great deal 
of the "why" through informative discussion of well chosen 
examples. Professor Kempthorne tells us in his chapter that in 
1961 it was the most cited book in the Science Citation Index, 
and the second most cited from 1964 to 1967. Lush reports that 
"more than 100,000 copies had been sold before 1970, not counting 
translations... published in Spanish, Japanese, Rumanian, and 
perhaps other languages." Parks mentions "a French translation 
now [1970] in progress and an Indian reprint... published in 
English." 
Lush carries his chronicle of statistics at Iowa State to 
1947, the year in which Snedecor retired from administrative 
duties. (He continued to teach and consult on a part-time basis 
until 1958.) The arrangements for graduate degrees in statistics 
within the Department of Mathematics "became increasingly unsat- 
isfactory as the scope of graduate work in statistics widened, 
especially after 1938.... This was among several considerations 
which led in 1947 to establishing a Department of Statistics 
independent of the Department of Mathematics." Such "considera- 
tions" led to similar results in other major universities. 
Professor Kempthorne, a disciple of R.A. Fisher, who joined 
the Iowa State faculty in 1947, traces the history of theories 
of statistical inference from (1) the use of subjective 
probability language before A.D. 1000, "as a verbal indication 
of unsureness", (2) mathematical probability as an idealization 
of relative frequency in games of chance, since the 1400's, and 
(3) the theory of inverse probability originated by Thomas Bayes 
(1763), elaborated and popularized by Laplace (1812-1820); 
through the strictly non-Bayesian (4) theory of statistical 
estimation and significance tests of R.A. Fisher in the early 
and mid 1920's, (5) the Neyman-Pearson theory of testing hypo- 
theses in the late 1920's and early 1930's, and (6) Neyman's 
theory of confidence intervals in the mid 1930's, which together 
led to "the general theory of inductive behavior encompassed by 
Wald's decision theory" in the latter half of the 1940's; to 
the emergence in the 1950's and 1960's of a great diversity of 
"Bayesian" procedures, which are extensions of Bayes's original 
formulation in the light of some of the technical discoveries 
(e.g., sufficient statistics) of Fisher's approach, and of 
detailed reconsideration of subjective or personal probability 
theory by de Finetti (1937), L.J. Savage (1954) and others. 
None of these approaches, Kempthorne points out, is entirely free 
from shortcomings. "The origin of the controversies seems to 
lie," he says, "in the fact that some wish to make of probability 
a definite objective fact of the real world, whereas others go 
to the other extreme and make of it a purely personal reaction 
to the personal history of the individual. The truth seems to 
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be very much in the middle.” 
Kempthorne points out that the justification for the purely 
mathematical set-theoretic interpretation of probabilities lies, 
for the adherents of this view, in its empirically demonstrated 
usefulness for prediction of other real-world events of the same 
kind -- “demonstrated” in the same sense that Euclidean geometry 
“works.” In contrast, he notes that Savage, for example, has 
stressed that his theory of personal probability “is a code of 
consistency for the person applying it, not a system of predic- 
tions about the world around him”; and that the oft expressed 
doctrine that a “point estimate,” or single-number determination, 
of some quantity is of little or no value unless accompanied by 
an estimate of its accuracy (or, at least, of its sampling error 
or imprecision) is entirely meaningless from the viewpoint of 
his theory. Kempthorne comments: “It seems that the divisions 
in statistics result almost completely from differences in 
attitude to the question of whether operating characteristics of 
data analysis procedures are important or not. The essence of 
science and of data collection appears to be that operating 
characteristics of procedures are important, and there seems to 
be no strong reason this should not also be true of data inter- 
pretation.” Kempthorne sees much of value to experimental or 
observational investigators -- and some shortcomings -- in the 
“teachings” of both the Fisher and the Neyman-Pearson schools; 
but little, or nothing, of value to such investigators in Bayesian 
techniques dependent on, and interpretable only in terms of, 
personal probabilities. “The future of statistical methods,” he 
says, “lies in appreciation of the investigator-data interaction 
process and the implementation of this process by means of the 
modern computer. ” 
Dr. (now, Sir Maurice) Kendall reviews the history of statistics 
from a somewhat different viewpoint. “Statistics,” he points 
out, “is not a subject which began at any identifiable point of 
time or has pursued a traceable line of development.. . . It now 
embraces under a single discipline a range of subjects which 
pursued independent courses for centuries.” Consequently, when 
presenting an historical review of the development of statistical 
methods, “for expository reasons it is necessary to segment the 
subject and hence convey the impression of discontinuity, when 
the developments are in fact continuous.” Thus, demographic 
statistics, he notes, evolved from the bills of mortality that 
were initiated in the 17th century at the time of the Great 
Plague; and actuarial statistics -- which later became separated 
from the main stream of statistics -- developed from the life 
insurance societies that sprang up in the Protestant countries 
about the same time. A century earlier, gamblers consulted 
mathematicians on the correct odds in games of chance and the 
latter responded by founding the mathematical (idealized relative 
frequency) theory of probability which had reached an advanced 
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stage of development by the first quarter of the 18th century. 
The problem of selecting the “best” mean of, or the curve of 
“best” fit to, astronomical and geodetic observations led in the 
latter half of the 18th century to the introduction of probabi- 
lity distributions of errors of observation and to the beginnings 
of the theory of statistical estimation, culminating in Gauss’s 
derivation of the Normal Law of Error as the basis of his first 
(1809) “proof” of the Method of Least Squares, and his introduc- 
tion and development of what we now term the theory of minimum- 
variance-linear-unbiased estimation as the basis of his second 
“proof” (1821). The observation that biological material 
presented stable patterns similar to the univariate and bivariate 
normal law of error, led to discovery of correlation and regres- 
sion by Francis Galton late in the 19th century. “The remarkable 
thing, perhaps, is that these lines of development remained 
relatively independent for so long and only in the present 
century have been seen to have a common conceptual content.... 
Up to the beginning of the present century the physical and 
behavioral scientists had very few points of contact, but they 
then began to move rather closer together.... Both lines of 
thought... began to converge onto the theory of aggregate; at 
this point the mathematical probabilist came into his own. More- 
over, he had to develop theories to deal [not only] with the 
static situations of classical probability, but with dynamic 
situations in which a system moved probabilistically through 
time. To this new subject was given the name ‘stochastic 
processes’ .I’ 
Kendall singles out seven main categories of development in 
statistical theory and practice during the present century: 
(1) sampling (“How do we get a good sample for a given outlay?“); 
(2) sampling distributions (“How are the quantities of interest 
to us distributed over all possible samples?“); (3) estimation 
(“How do we estimate parental population quantities from the 
limited information provided by the sample?“); (4) testing 
hypotheses (‘When are data subject to error or natural variation 
consistent with a scientific model?” ); (5) design of experiments 
( How to plan the layout of an experiment and the scheduling of 
the observations so as to simplify, and avoid ambiguities in, 
its statistical interpretation. ); (6) time series; and (7) 
the revival of Bayesian systems of inference via the once dis- 
credited tools of inverse probability. “All of these develop- 
merits , ” he remarks, “extended the theory of the subject to an 
enormous extent and made some very exacting demands on the 
mathematicians .I’ 
Kendall joins with most statisticians in deploring the fact 
that during the past two decades many journals devoted to 
statistical theory and methodology have become so highly mathe- 
matical that they “are now completely unreadable.” However, 
rather than taking “this.. . occasion to protest the way mathe- 
maticians are spoiling our subject or are in danger of 
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repelling a large number of young men who could make useful 
contributions ,” Kendall elects “to establish that theoretical 
statistics is not a part of pure mathematics and that [the] 
future [of statistics] lies not so much in the development of 
new mathematical ideas as in the exploitation of what we already 
have. ” 
This leads Kendall to join with Kempthorne in viewing the 
future of statistics against the background of “the power of the 
computer.” Whereas Kempthorne stresses the role of the computer 
as a means of facilitating and expediting “investigator-data 
interaction” in the practice of statistics, Kendall seems to be 
thinking primarily of the value of the computer to the advance- 
ment of statistical theory and to broadening the scope of 
statistical practice, through the ease and speed with which it 
can evaluate mathematical formulae and solve sets of equations 
either directly, by iterative processes, or by simulation. 
“Clearly one of the main frontiers of advance is going to be the 
study of complex systems by simulation.” He warns, however, 
that “certain classes of problems in multivariate analysis [can] 
rapidly outstrip... the capacity of the largest machine we are 
ever likely to see.” 
As he looks ahead, he makes two general points: First, the 
day of the lone worker in statistics is on its way out as in 
many other branches of science. While “the day of the indivi- 
dualist is by no means over” and he hopes “never will be... the 
resources required to tackle a major problem are so large that 
he will find the most rewarding work as part of a team.” 
Second, as statistics has evolved into a discipline in its 
own right it has come to mean much more than merely “the 
methodology of handling numerical information.” Indeed, during 
the present century statistics has given birth, in concert with 
other disciplines, to a great many vigorous hybrids: biometrics, 
econometrics, psychometrics, sociometrics, operations research, 
management science, and so on. “They have their own societies, 
their own journals, their own conferences, and usually their own 
elite. But there is an enormous overlap... a review of the field 
of scientific endeavor.. . enable[s] us to put statistics into 
some kind of perspective. It does not cover the whole field of 
scientific method.. . [but] wherever data arise in the form of 
counting or measurement, and especially where those data are 
only a sample from some larger universe of discourse, statistics 
has a role to play.... It is a branch of scientific method of 
enormous scope and extent.... It has already permeated nearly 
all of the sciences and many of the arts.. . . [As we contemplate] 
the strides made in the last fifty years, the computational 
power now at our disposal, the ever-increasing field of applied 
statistics, and the enormous number of problems awaiting solution, 
we may confidently expect that the subject will continue to 
develop and to flourish for a long time to come.” 
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Finally, a glimpse at history of statistics in the making is 
almost certainly provided by the paper of John W. Tukey, "Some 
graphic and semigraphic displays," which gives a stimulating 
brief look at some of his new artful and very illuminating 
techniques of "exploratory data analysis" that are just beginning 
to have an impact on research workers in the behavioral, biolo- 
gical and physical sciences, and in operations analysis. One 
eminent statistical consultant has said that to him "This chapter 
alone is well worth the price of the book." 
MING KAN NO SYUZAN SYO [a] [Chinese Abacus Books Published in 
the Ming Age] By Akihito Kodama. Part 1: On the Chinese 
abacus books published in the Ming age (in Japanese), 115 p. 
Part 2: Chinese abacus books published in the last half of 
the 16th century of the Ming age (in Chinese), photocopy, 
127 p. Tokyo (Fuji Junior College Press). 1972 242 p. 
Y1500. 
Reviewed by Shin-ichi bya 
Fuji Junior College, Tokyo 
Chinese mathematics developed greatly in the 13th century. 
The Chinese mathematicians indicated a high order equation by 
arranging the Swan [b or c] calculus rods on a board. They 
solved equations by a procedure like Horner's method, invented 
in the 13th century and called T'ien YUan Shu [e] . 
In the same period, they began to use a new calculating tool 
called Swanban [d] (Chinese abacus). Swanban was adopted by 
the Chinese people rapidly and widely, the Swan was discarded 
as old fashioned, and the Swan algebra was forgotten. The so- 
called dark age of Chinese mathematics began, and continued 
during the Ming dynasty until European mathematics was introduced 
in the early 16th century. But from another point of view we 
can say that a new mathematics was developing. Chinese mathe- 
matics prior to the 13th century had high qualities, but it was 
limited to selected bureaucrats, On the contrary, the mathe- 
matics of the Ming period prior to the 17th century was known 
and used widely by the people even though it was of low quality. 
In this sense we can say that there was progress for mathematics. 
But this popular mathematics developed slowly and native Chinese 
mathematics stopped its progress when European mathematics was 
introduced. Social culture and mathematics should be studied 
in depth, since mathematics cannot endure by itself. The Swan- 
ban books were popular and accepted by the poeple, but they 
were seldom preserved for later ages in China. 
This book reviews the Chinese mathematical books which were 
preserved in Japan. Part 1 discusses the Swanban books of the 
