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Resumo
O problema principal de Geometria de Distâncias (GD) é determinar as posições de um
conjunto de pontos, considerando conhecidas algumas distâncias. Este trabalho tem como
principal objetivo estudar uma classe particular de problemas da GD, onde aparecem
simetrias que podem ajudar a caracterizar todas as soluções do problema. Apresentamos
os resultados para o R3, os quais podem ser generalizados para o Rn.
Palavras-chave: Simetrias, Operadores de Reflexão, Geometria de Distâncias.
Abstract
The main problem of Distance Geometry (GD) is to determine the positions of a set
of points, considering some known distances. This work has as main objective to study
a particular class of problems of DG, where there are simmetries that can be used to
characterize all the solutions of the problem. We present the results for R3, which can be
also generalized to Rn.
Keywords: Symmetries, Reflection Operators, Distance Geometry.
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Introdução
O problema principal da Geometria de Distâncias é determinar as posições de
um conjunto de pontos, considerando conhecidas apenas algumas distâncias entre estes
(CRIPPEN; HAVEL, 1988). Neste trabalho, apresentamos os resultados para o espaço R3
e fornecemos exemplos e ilustrações no R2 para facilitar a visualização e compreensão dos
resultados apresentados nesta dissertação.
Nosso principal objetivo é estudar simetrias no Problema Discretizável de
Geometria de Distâncias Moleculares (PDGDM). Além de sua importância teórica, este
problema está relacionado ao cálculo da estrutura 3D de moléculas de proteínas que utiliza
dados de experimentos de Ressonância Magnética Nuclear (RMN) que, por sua vez, estão
associados a distâncias entre átomos próximos da molécula. As simetrias do PDGDM
podem acelerar a resolução do problema através do método Branch and Prune (BP)
(LIBERTI et al., 2014b), (LIBERT; LAVOR; MUCHERINO, 2013), (LAVOR; LIBERTI;
MUCHERINO, 2013).
Outro objetivo é determinar a cardinalidade do conjunto solução do PDGDM,
que está associado às simetrias mencionadas acima.
Por fim, consideramos uma versão mais geral do PDGDM, em que algumas
distâncias podem não ser mais representadas por valores exatos. Essa extensão do PDGDM
é importante, pois vários problemas reais associados, com destaque para o cálculo de
estrutura molecular, apresentam incertezas nos valores das distâncias.
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1 O Problema de Geometria de Distâncias
Iniciamos com a definição formal do problema principal da Geometria de
Distâncias.
Definição 1.1. (LIBERTI et al., 2014a). Problema de Geometria de Distâncias (PGD).
Dado um inteiro positivo K e um grafo simples ponderado e não direcionado G “ pV,E, dq,
onde d : E Ñ R`, encontre uma função x : V Ñ RK tal que
@tu, vu P E ‖ xu ´ xv ‖“ duv. (1.1)
Uma função x : V Ñ RK é dita uma realização. Dizemos que uma realização é
válida se esta satisfaz a Equação (1.1). Uma questão importante a ser tratada é o custo
computacional para se obter uma solução.
Agora, definiremos uma versão "discreta" do problema, onde o espaço de busca
é finito.
Definição 1.2. (LIBERTI et al., 2014a). Problema Discretizável de Geometria de Distân-
cias pPDGD3q: Considere um grafo G “ pV,E, dq de um PGD, com K “ 3 e uma ordem
em V , denotada por v1, . . . , vn, tal que:
• existe uma realização válida para v1, v2, v3,
• para todo vi, i “ 4, . . . , n, existem no mínimo três vértices antecessores ai, bi, ci com
ttai, viu, tbi, viu, tci, viuu Ď E satisfazendo
daibi ` dbici ą daici .
Encontre uma função x : V Ñ R3 tal que
@tvi, vju P E, ‖ xvi ´ xvj ‖“ dvivj .
Como veremos no próximo capítulo, existe um algoritmo, denominado Branch-
and-Prune (BP), que resolve o PDGD3 explorando o espaço de busca do problema,
representado por uma árvore binária. A principal operação do BP é calcular interseção de
esferas.
1.1 Interseções de n Esferas no Rn e Reflexões no Rn
Nesta seção, apresentamos as observações necessárias sobre reflexões e esferas
no Rn. As observações a seguir são argumentos importantes para o desenvolvimento do
trabalho.
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Observação 1.1. (COOPE, 2000). Sejam a1, . . . , an P Rn os centros de n esferas de raios
dados por d1, . . . , dn respectivamente. Se os pontos a1, . . . , an não estão todos contidos em
nenhum hiperplano de Rn, então a interseção das n esferas gera, no máximo, dois pontos.
Observação 1.2. (BRADY; WATT, 2006). Se a é um vetor unitário em RK , H representa
um hiperplano contendo a origem e normal a a, então o operador de reflexão R0, em
relação à H, tem representação matricial dada por
rR0s “ I ´ 2rasrasJ,
onde I é a matriz identidade KˆK e ras é a matriz Kˆ1 cujas entradas são as coordenadas
de a. Em outras palavras, as reflexões com respeito a hiperplanos são isometrias que podem
ser representadas por operadores lineares.
Seja H um hiperplano com equação aJx “ a0, em que a0 ‰ 0, e seja ai, para
algum 1 ď i ď K, o coeficiente não nulo de menor índice em a. Então, o operador reflexão
R que age sobre um ponto p P RK , com respeito à H, é dado por





onde ei P RK é o vetor unitário com 1 no índice i e 0 nos demais, ou seja, primeiro
transladamos p para que possamos fazer a reflexão usando o operador R0 com respeito à
translação de H contendo a origem, e depois realiza-se a translação inversa da reflexão
obtida.
1.2 Conceitos e Resultados sobre a Teoria de Grupos
Para estudar as simetrias envolvidas nas versões discretas do PDG, utilizaremos
a Teoria de Grupos. Listamos abaixo os principais conceitos e resultados necessários para
o desenvolvimento deste trabalho.
Definição 1.3. Um conjunto não vazio de elementos G é dito ser um grupo se em G
está definida uma operação binária, chamada de produto e denotada por ¨, tal que
• a, b P G implica que a ¨ b P G (fechamento);
• a, b, c P G implica que a ¨ pb ¨ cq “ pa ¨ bq ¨ c (propriedade associativa);
• Existe um elemento e P G tal que a ¨ e “ e ¨ a “ a para todo a P G (existência de um
elemento identidade em G);
• Para cada a P G existe um elemento a´1 P G tal que a ¨ a´1 “ a´1 ¨ a “ e (existência
de inversos em G).
Capítulo 1. O Problema de Geometria de Distâncias 14
Definição 1.4. Um grupo G é dito ser abeliano ou comutativo se para cada a, b P G, a¨b “
b ¨ a.
Definição 1.5. Um subconjunto não vazio H de um grupo G é dito ser um subgrupo de
G se, sob o produto em G, H é também um grupo.
Lema 1.1. Um subconjunto H do grupo G é um subgrupo de G se, e somente se,
1. a, b P H implica que a ¨ b P H.
2. a P H implica que a´1 P H.
Demonstração. Ver (HERSTEIN, 1975) ou (GARCIA; LEQUAIN, 2008).
Definição 1.6. Sejam pG, ¨q e pH,ˆq dois grupos. Uma aplicação f : G Ñ H é um
homomorfismo se ela é compatível com as estruturas dos grupos, isto é,
fpa ¨ bq “ fpaq ˆ fpbq, @a, b P G.
Definição 1.7. Um homomorfismo f de G para H é dito ser um isomorfismo se f é
bijetora.
Definição 1.8. Dois grupos G e H são ditos isomorfos se existe um isomorfismo de G
para H. Escrevemos G – H.
Definição 1.9. Sejam G um grupo, C um conjunto e PpCq o grupo de permutações de C.
Uma representação de G no grupo de permutações de C é um homomorfismo f : GÑ PpCq.
Diz-se também que o grupo G age sobre o conjunto C.
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2 Algoritmo BP
Neste capítulo, vamos apresentar uma versão do Algoritmo BP um pouco
diferente da versão original apresentada em (LIBERTI; LAVOR; MACULAN, 2008).
Nas Seções 2.1 e 2.2, apresentamos uma nova versão da Definição 1.2, restrita
a uma classe de instâncias, algumas observações e resultados importantes sobre a ordem
dos vértices.
Na Seção 2.3, descrevemos o Algoritmo BP.
2.1 O PDGDM
O Problema Discretizável de Geometria de Distâncias Moleculares (PDGDM)
é um subconjunto de instâncias do PDGD3 e sua generalização para uma dimensão K
arbitrária é denotada por KPDGDM (LIBERTI et al., 2014a). Entretanto, neste trabalho,
vamos nos restringir ao caso em que K “ 3, com ilustrações dos resultados e definições
para K “ 2. A diferença entre o PDGDM e o PDGD3 é que os vértices utilizados no
PDGDM para calcular a posição de um vértice v são antecessores imediatos de v.
Considere um conjunto U “ txi P R3|i ď 4u de pontos em R3. Sejam n “ |V | e
m “ |E| e Npvq “ tu P V |tu, vu P Eu para todo v P V , o conjunto de vértices adjacentes à
v. Para uma ordem ă sobre V , seja γpvq “ tu P V |u ă vu o conjunto dos antecessores de
v e seja ρpvq “ |γpvq| ` 1 a posição de v nesta ordem. Dado V 1 Ă V , denotamos por GrV 1s
o subgrafo de G induzido por V 1. Dado um conjunto finito M , seja PpMq seu conjunto de
partes. Dada uma sequência x “ px1, . . . , xnq e um subconjunto U Ă t1, . . . , nu, seja xrU s
a subsequência de x indexada por U . Se x é uma subsequência inicial de y, então y é uma
extensão de x. Para Uv “ tv ´ 3, v ´ 2, v ´ 1u, seja x¯ a realização de GrUvs.
Definição 2.1. Problema Discretizável de Geometria de Distâncias Molecu-
lares (PDGDM): Considere um grafo G “ pV,E, dq de um PGD com K “ 3 e uma
ordem em V denotada por v1, . . . , vn tal que:
1. Existe uma realização válida para v1, v2, v3;
2. Para todo vi, i “ 4, . . . , n, existem, pelo menos 3 vértices imediatamente anteriores
vi´3, vi´2, vi´1, em que tvi´3, vi´2, vi´1, viu é uma clique e
dvi´3vi´2 ` dvi´2vi´1 ą dvi´3vi´1 .
Encontre uma função x : V Ñ R3 tal que
@tvi, vju P E, ‖ xvi ´ xvj ‖“ dvivj . (2.1)
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A Condição 1 exclui realizações obtidas via rotações e translações. A Condição
2 exige os vértices de nenhuma 3-clique determinados por antecessores imediatos sejam
realizados colinearmente.
2.2 Ramificação e Poda
Consideremos um instância PDGDM . Seja v P V com nível ρpvq ą 3, Gv “
Grγpvq Y tvus e x uma realização válida de Grγpvqs. Nos próximos resultados, estamos
interessados no número de extensões válidas para a realização de Gv.
Lema 2.1. Se |Npvq X γpvq| “ 3, então existem no máximo duas extensões distintas
de x que são válidas para Gv. Além disso, se existe uma extensão válida, então, com
probabilidade 1, existem exatamente duas extensões válidas.
Demonstração. Por hipótese, |Npvq X γpvq| “ 3. Assim, Uv “ Npvq X γpvq “ tv ´ 3, v ´
2, v ´ 1u e v pertence à interseção de exatamente 3 esferas em R3, onde cada esfera tem
centro xu, raio duv, u P Uv. A posição z P R3 de v deve então satisfazer:
@u P Uv, ‖ z ´ xu ‖“ duv ñ ‖ z ´ xu ‖2“ d2uv
ñ xz ´ xu, z ´ xuy “ d2uv
ñ xz, zy ´ 2xz, xuy ` xxu, xuy “ d2uv
ñ ‖ z ‖2 ´2xu ¨ z` ‖ xu ‖2“ d2uv. (2.2)
Considerando v ´ 1 P Uv e subtraindo a linha indexada por v ´ 1 da equação (2.2) das
outras linhas de 2.2, obtemos o sistema:$’&’%
2pxv´2 ´ xv´1q ¨ z “ p‖ xv´2 ‖2 ´d2v´2vq ´ p‖ xv´1 ‖2 ´d2v´1vq
2pxv´3 ´ xv´1q ¨ z “ p‖ xv´3 ‖2 ´d2v´3vq ´ p‖ xv´1 ‖2 ´d2v´1vq
‖ z ‖2 ´2xv´1 ¨ z` ‖ xv´1 ‖2“ d2v´1v.
(2.3)
Note que o sistema (2.3) é composto por 2 equações lineares e uma única equação quadrática








p‖ xv´2 ‖2 ´d2v´2vq ´ p‖ xv´1 ‖2 ´d2v´1vq
p‖ xv´3 ‖2 ´d2v´3vq ´ p‖ xv´1 ‖2 ´d2v´1vq.
ff
.
A matriz A tem dimensão 2 ˆ 3 e b P R2. Vamos supor que a matriz A não tem posto
completo. Então, pela condição de dependência linear,
ξv´2pxv´2 ´ xv´1q ` ξv´3pxv´3 ´ xv´1q “ 0,
para alguns coeficientes ξv´2, ξv´3 ‰ 0, o que implica que xv´3 pertence ao espaço ge-
rado de txv´2, xv´1u, ou seja, xv´3,xv´2, xv´1 são colineares, o que contradiz a hipótese
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da desigualdade triangular estrita. Logo, A tem posto completo. Assim, sem perda de
generalidade, assuma que a matriz quadrada B formada pelas primeiras duas colunas de
A seja invertível. Seja zB o vetor consistindo das primeiras duas componentes de z. Então,







, resultando em zB “ B´1pb ´ Nz3q como uma função
zBpz3q de z3. Substituindo zB no sistema (2.3) como zBpzkq, obtemos:
d2v´1,v “ ‖ B´1pb´Nz3q ‖2 `z23 ´ 2xv´1,BpB´1pb´Nz3qq ´ 2xv´1,3z3` ‖ xv´1,B ‖2
`x2v´1,3
“ ‖ B´1b´B´1Nz3 ‖2 `z23 ´ 2xv´1,BB´1b` 2xv´1,BB´1Nz3 ´ 2xv´1,3z3
` ‖ xv´1,B ‖ `x2v´1,3.
Fazendo b¯ “ B´1b e N¯ “ B´1N , temos:
d2v´1,v “ ‖ b¯´ N¯z3 ‖2 `z23 ´ 2xv´1,BB¯ ` 2xv´1,BN¯z3 ´ 2xv´1,3z3` ‖ xv´1,B ‖ `x2v´1,3
“ ‖ b¯ ‖ ´2xb¯, N¯z3y` ‖ N¯z3 ‖2 `z23 ´ 2xv´1,B b¯` 2xv´1BN¯z3 ´ 2xv´1,3z3
` ‖ xv´1,B ‖2 `x2v´1,3
“ p‖ N¯ ‖2 `1qz23 ` xb¯, b¯y ` xxv´1,B, xv´1,By ´ 2xxv´1,B, b¯y
´2ppb¯´ xv´1,BqN¯ ` xv´1,3qz3 ` x2v´1,3.
Obtemos, então, a seguinte equação quadrática na variável z3:
p‖ N¯ ‖2 `1qz23` ‖ xv´1,B ´ b¯ ‖2 ´2ppb¯´ xv´1,BqN¯ ` xv´1,3qz3 ` x2v´1,3
´d2v´1,v “ 0 (2.4)
Se o discriminante da Equação (2.4) é negativo, então não existe extensão válida de x¯ para
v e o resultado segue. Se o discriminante é não negativo, temos soluções z13, z23 , gerando
os pontos z1 “ pzBpz13q, z13q, z2 “ pzBpz23q, z23q P R3, que são distintos com probabilidade
1, pois o discriminante 0 tem probabilidade 0. As realizações estendidas, distintas com
probabilidade 1, são dadas por px, z1q e px, z2q.
Geometricamente, o Lema 2.1 pode ser visto como a interseção de 3 esferas no
R3, o que gera um conjunto solução com no máximo dois pontos.
Lema 2.2. Se |Npvq X γpvq| ą 3, então, com probabilidade 1, existe no máximo uma
extensão de x.
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Demonstração. Consideremos um subconjunto S Ď Npvq X γpvq, tal que |S| “ 4 e S Ě Uv.
Assim, existe pelo menos um ponto xv tal que px, xvq é uma realização de GrS Y tvus, em
relação ao sistema
@u P S, x2v,1´ 2xu,1xv,1`x2u,1`x2v,2´ 2xu,2xv,2`x2u,2`x2v,3´ 2xu,3xv,3`x2u,3 “ d2uv (2.5)
ou o sistema não tem solução. No último caso, o resultado segue. Assuma agora que existe
um ponto xv satisfazendo o sistema (2.5). Como os pontos xu são conhecidos, @u P S,
observe que o sistema (2.5) é um sistema quadrático com 3 variáveis e 4 equações. Assim,
como na demonstração do Lema 2.1, obtemos um sistema linear equivalente ao sistema
(2.5).Com probabilidade 1, os pontos txu|u P Su são não coplanares, implicando que o
sistema associado tenha exatamente uma solução, como queríamos demonstrar.
Geometricamente, o Lema 2.2 pode também ser visto como a interseção de 4
esferas no R3, o que gera um conjunto solução com no máximo um ponto.
Lema 2.3. Utilizando a notação do Lema 2.1, se x¯ é uma realização para GrUvs, então
z2 é uma reflexão de z1, com respeito ao plano dado pelos 3 pontos de x¯.
Demonstração. As duas soluções encontradas no Lema 2.1, pertencem a interseção de 3
esferas em R3. Como qualquer esfera em R3 é simétrica com respeito a qualquer plano
passando por seu centro. Implica que a interseção de até 3 esferas em R3 é simétrica
com respeito ao plano contendo todos os centros das 3 esferas. Assim, os pontos z, z1 são
reflexões entre si.
2.3 A Árvore de Busca do BP
Denotaremos a árvore de busca binária BP por T “ pV ,Aq, em que V é o
conjunto de nós e A é o conjunto dos caminhos entre os nós. Os caminhos que conectam
o nó raiz aos nós folhas são representados por trincas α “ pxpαq, λpαq, µpαqq, onde ppαq
é o único caminho do nó raiz de T até α e α´ são os únicos nós antecessores de α,
exceto quando α “ r (nó raiz). Neste caso, definimos r´ “ r. O símbolo xpαq é definido
recursivamente para denotar uma extensão da realização x´ “ xpα´q encontrada sobre
ppα´q. O símbolo λpαq P t0, 1u descreve se α é um subnó à "direita"ou à "esquerda"do
plano gerado por α´. Especificamente, dado um nó α no nível i em T , v “ ρ´1piq, seja x¯
uma realização parcial de GrUvs e aJv x “ av0 a equação do plano mediante dos pontos de
x¯. Assumindo que u “ ρ´1pi´ 1q e av P R3 é orientado quando avau ě 0 então:
λpαq “
#
0 se aJv xpαqi ď av0
1 se aJv xpαqi ą av0
(2.6)
Dizemos que µpαq “ ‘, se xpαq é uma extensão válida de x´ (neste caso o nó é dito ser
factível) e µpαq “ a caso contrário. Deste modo, podemos encontrar todo o conjunto de
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realizações válidas X de G simplesmente analisando T a partir dos nós folhas marcados
por ‘ até chegar ao nó raiz r.
Algoritmo 1 O algoritmo BP
Exige: Realização parcial x¯ dos 3 primeiros vértices de G
Obtém: O conjunto X de realizações de G
1: Sejam α “ px¯1, 0,‘q e α1 “ px¯1, 1,aq
2: Iniciar V “ tα, α1u e A “ tpr, αq, pr, α1qu
3: para 1 ă i ď 3 fazer
4: Sejam α “ px¯i, 0,‘q, α1 “ px¯i, 1,aq, β “ px¯i´1, 0,‘q
5: Sejam V Ð V Y tα, α1u e AÐ AY tpβ, αq, pβ, α1qu
6: fim para
7: BranchAndPrunep4, px¯3, 0,‘qq
8: Seja X “ txpθq|θ P V ^ |N`pθq| “ 0^ µpθq “ ‘u
9: parar
10:
11: função BranchAndPrunepi, βq
12: se i ą n_ µ “ a então
13: retornar
14: fim se
15: Seja v “ ρ´1piq
16: Calcular a equação aJv x “ av0 do plano através de xrUvs
17: Sejam Z “ tz1, z2u as extensões de xpβq para v, e Z 1 “ Z
18: para z P Z fazer
19: se Dtu, vu P E ‖ xpβqu ´ z ‖‰ duv então
20: Seja Z “ Z ´ tzu
21: fim se
22: fim para
23: se Z “ tz1, z2u então
24: se aJv z1 ď av0 então
25: Sejam α “ pz1, 0,‘q, α1 “ pz2, 1,‘q
26: senão
27: Sejam α “ pz2, 0,‘q, α1 “ pz1, 1,‘q
28: fim se
29: senão se Z “ tzu então
30: if aJv z “ av0 então
31: Sejam α “ pz, 0,‘q, α1 “ pZ 1 ´ tzu, 1,aq
32: senão
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38: Sejam V Ð V Y tα, α1u e AÐ AY tpβ, αq, pβ, α1qu
39: para θ P N`pβq tal que µpθq “ ‘ fazer
40: BranchAndPrunepi` 1, θq
41: fim para
42: retornar
Agora, faremos uma breve explicação do funcionamento do Algoritmo BP.
Inicialmente, é fornecido ao algoritmo a realização x¯1 do primeiro vértice e
define-se α “ px¯1, 0,‘q e α1 “ px¯1, 1,aq. Então, define-se o conjunto dos nós V “ tα, α1u
e o conjunto dos caminhos A “ tpr, αq, pr, α1qu. Para um vértice i na ordem, tal que
1 ă i ď 3, é definido α “ px¯i, 0,‘q, α1 “ px¯i, 1,aq e β “ px¯i´1, 0,‘q. Isto é, fixa-se uma
realização para os 3 primeiros vértices da ordem e atualiza-se os conjuntos dos nós e dos
caminhos tomando-se V Ð V Ytα, α1u e AÐ AYtpβ, αq, pβ, αqu. Em seguida, utiliza-se o
método BP para encontrar as possíveis realizações para o vértice 4, estendendo a realização
da 3-clique inicial. Além disso, define-se o conjunto solução X dado pelas realizações xpθq,
tal que θ P V , |N`pθq| “ 0, isto é, a cardinalidade dos vértices seguintes na ordem é zero,
e o símbolo µpθq “ ‘, ou seja, xpθq é uma extensão válida de xpθ´q.
Para o próximo passo, utiliza-se o método de busca BP para encontrar todos os
nós possíveis para o nível i e, estendendo a realização do nó β determinado anteriormente,
estabelece-se a condição de retorno dada por i ą n_ µ “ a ou seja, chegar ao elemento
final da ordem ou encontrar um nó não factível.
Tomando v “ ρ´1piq, calcula-se a equação do plano aJv x “ av0 através dos
pontos de xrUvs. Considera-se o conjunto Z “ tz1, z2u dos nós que são extensão de xpβq
para o v, além disso define-se Z “ Z 1. Para cada z P Z, se existir uma aresta de poda
tu, vu P E, tal que ‖ xpβqu ´ z ‖‰ duv, então este nó é excluído do conjunto Z. No caso
em que Z “ tz1, z2u. Se aJv z1 ď av0, implica α “ pz1, 0,‘q e α1 “ pz2, 1,‘q.Entretanto, se
aJv z
1 ě av0, implica α “ pz1, 1,‘q e α1 “ pz2, 0,‘q. No caso em que Z “ tzu. Se aJv z ď av0,
implica α “ pz, 0,‘q e α1 “ pZ 1´tzu, 1,aq. Entretanto, se aJv z ě av0, implica α “ pz, 1,‘q
e α1 “ pZ 1´tzu, 0,aq. Para o caso em que Z é o conjunto vazio, retorna-se para o próximo
nó em ρ´1piq.
Em seguida, atualiza-se o conjunto de nós e o conjunto de caminhos tomando
V Ð VYtα, α1u e AÐ tpβ, αq, pβ, α1qu, respectivamente. Para θ P N`pβq tal que µpθq “ ‘,
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utiliza-se o metódo BP para o vértice i` 1 e retorna-se para verificação da condição de
retorno no passo 12.
Lema 2.4. Ao término da execução do Algoritmo BP, X contém todas as realizações
válidas de G estendidas de x¯.
Demonstração. Pelo Lema 2.1, temos que Z, no passo 17, existe com probabilidade 1.
Cada realização em X é válida devido aos passos 17, 19 e 20. Além disso, pelos Lemas 2.1
e 2.2, não existe outra extensão válida de x¯.
As realizações encontradas são incongruentes, exceto pelas reflexões existentes
dos planos definidos por x¯1, ¨ ¨ ¨ , x¯v, onde x¯i é conjunto de nós que são realizações dos
vértices antecessores imediatos do vértice i. O número dessas reflexões é determinado pela
ordem em V e pelas arestas em E.
A seguir, provaremos que nenhum nível de T possui dois nós factíveis, com um
e dois subnós factíveis, respectivamente, considere uma partição de V em subconjuntos
disjuntos dois a dois, V1, ¨ ¨ ¨ ,Vn, onde para todo i ď n, o conjunto Vi contém todos os nós
de V pertencente ao nível i da árvore T .
Proposição 2.1. Com probabilidade 1, não existe um nível i ď n possuindo dois nós
realizáveis distintos β, θ P Vi, tais que |tα P N`pβq|µpαq “ ‘u| “ 1 e |tα P N`pθq|µpαq “
‘u| “ 2.
Demonstração. Demonstraremos que para todo i ď n, o evento onde dois nós distintos
β, θ P Vi, com ρ´1piq “ v, tal que β tem somente um subnó factível e θ possui dois
subnós factíveis, tem probabilidade 0 de ocorrer. Considere Tv “ Npvq X γpvq; se |Tv| “ 3,
então pelo Lema 2.1, com probabilidade 1, β possui exatamente dois subnós factíveis.
Contudo, por hipótese, ele possui somente um, assim, o evento |Tv| “ 3 ocorre com
probabilidade 0. Já que |Tv| ě 3 pela Condição 2 da Definição 2.1, o evento |Tv| ą 3
ocorre com probabilidade 1. Pelo Lema 2.2, existe, com probabilidade 1, no máximo uma
realização válida estendendo a realização parcial em v, implicando que os dois subnós de θ
representam a mesma realização cujo evento ocorre com probabilidade 0.
Observação 2.1. Note que para l P ti, ¨ ¨ ¨ , nu e @ α P Vl, o conjunto ppαq X Vi possui
um único elemento, sendo este elemento o nó pertencente ao nível i sobre o caminho α até
o nó raiz da árvore do BP.
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3 Geometria na Árvore do BP
Neste capítulo, demonstrarmos que dada uma realização válida y P X, onde no
nível i “ ρpvq, a árvore do BP possui dois ramos que continuam até o último nível, então
a realização obtida refletindo todos os pontos de y, após o pi´ 1q-ésimo vértice, através
do plano definido pelos nós pertencentes a y que são realizações dos vértices em Uv é, com
probabilidade 1, válida. Denotamos por yrUvs o conjunto de nós pertencentes a y que são
realizações dos vértices em Uv.
Na Seção 3.1, estabelecemos uma condição suficiente para que uma instância
seja realizável e, no mínimo, um nó apresente dois subnós factíveis. A seguir, construímos
um operador de reflexão parcial que representa a ação de uma reflexão em determinado
nível de uma realização y P X e demonstramos algumas propriedades deste operador.
Na Seção 3.2, mostramos diversos resultados sobre reflexões parciais das reali-
zações.
3.1 Operadores de Reflexão Parcial e Probabilidade de Eventos
Condicionais
Definição 3.1. Seja y P X e v P V ´ tv1, v2, v3u denotamos por Υpy, vq a seguinte
propriedade: Existem nós folhas factíveis β, β1 P Vn tais que xpβq “ y, ppβq X Vρpvq´1 “
ppβ1q X Vρpvq´1 e ppβq X Vρpvq ‰ ppβ1q X Vρpvq.
Definição 3.2. Considerando Υpy, vq válida e Rv o operador de reflexão com respeito ao
plano através de yrUvs, definimos:
R˜v “ Iρpvq´1 ˆ pRvqn´ρpvq.
Em outras palavras, R˜vy “ py1, ¨ ¨ ¨ , yρpvq´1, Rvyρpvq, ¨ ¨ ¨ , Rvynq, para qualquer y.
Observamos que esta é uma reflexão parcial de y que age somente sobre os
vértices de nível maior que ρpvq ´ 1. Veja as ilustrações das Definições 3.1 e 3.2 para
dimensão K “ 2 na Figura 1
Note que a matriz que representa Rv depende da realização y P X. Entretanto,
estamos interessados em fazer com que Rv represente a ação de uma reflexão no nível v,
ao invés da própria matriz de reflexão. Para isto, considere uma relação sobre o conjunto
de todas as possíveis realizações V Ñ R3, não necessariamente válidas, estendendo x¯. Seja
Ed Ď E o conjunto de arestas tu, vu P E tal que |ρpvq ´ ρpuq| ď 3 e Gd o subgrafo de G
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Figura 1 – Na figura à esquerda, a ilustração da Definição 3.1, e na figura à direita, a
ilustração da Definição 3.2.
definido por Ed. Dizemos que duas realizações y, y1 estão relacionadas se ambas são válidas
para Gd.
Proposição 3.1. A relação S, dada por ySy1 se, e somente se, y e y1 são realizações
válidas para Gd, é uma relação de equivalência.
Demonstração. Sejam y, y1, y2 realizações de V Ñ R3 não necessariamente válidas esten-
dendo x¯. Claramente S é reflexiva, pois se y é uma realização válida para Gd, então ySy.
Mostraremos que S é simétrica: se ySy1, então y e y1 são ambas realizações válidas para
Gd, implicando que y1Sy. Por fim, mostraremos que S é transitiva: se ySy1 e y1Sy2, então
y, y1, y2 são realizações válidas para Gd, e assim, ySy2. Portanto, S é uma relação de
equivalência.
Agora, podemos definir Rv como sendo o conjunto de matrizes de reflexão no
nível ρpvq sobre todas as realizações da mesma classe de equivalência. Além disso, esta
definição é também herdada por R˜v.
O próximo resultado garante que, dados dois subnós factíveis de um mesmo
nó factível, ambos estão associados a realizações parciais cujas últimas componentes são
K-vetores, os quais são reflexões entre si através do plano dado pelos 3 nós antecessores
imediatos.
Corolário 3.1. Seja α P Vi´1, para algum i ą 1, v “ ρ´1piq e N`pαq “ tη, βu, com
µpηq “ µpβq “ ‘. Então, xpηqv “ Rvxpβqv.
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Demonstração. Pelo Lema 2.3, temos que as respectivas realizações xpηq e xpβq são
reflexões entre si com relação ao plano definido por Uv, implicando que cada nó no nível
j, j ą i, de xpηq é reflexão do nó no nível j de xpβq com relação ao plano definido por Uv.
Portanto, xpηqv “ Rvxpβqv.
Nos próximos resultados deste capítulo, vamos assumir que as instâncias
PDGDM são instâncias realizáveis, fazendo com que as probabilidades sejam condici-
onais. A seguir, apresentamos uma observação sobre a relação entre a propriedade Υpy, vq
e a condição de uma instância ser realizável.
Observação 3.1. Se Υpy, vq é válida para algum y P X e v P V ´ tv1, v2, v3u, então, pela
definição, existem nós folhas realizáveis na árvore do BP, o que implica que a instância
PDGDM é realizável.
Uma consequência direta da observação acima é que assumir a propriedade
Υpy, vq ser válida e afirmar um resultado com probabilidade 1 é equivalente a assumir que
a probabilidade condicional para o evento ocorrer em uma instância PDGDM realizável
é 1. Assim, temos que alguns pontos realizados estão à distâncias conhecidas, pois caso
contrário, a instância não seria realizável, ou seja, as distâncias entre os pontos não
satisfazem as Equações (1.1).
O sentido das afirmações, nos próximos resultados, que para certos escalares
reais e vetores pertencem a certos conjuntos com probabilidade 1 é que a Medida de
Probabilidade de Lebesgue das instâncias realizáveis que não satisfazem o resultado é nula
no conjunto de todas as instâncias realizáveis.
3.2 Reflexões na árvore BP
Iniciaremos esta seção com um resultado técnico que vai nos indicar o valor de
λ na trinca referente à realização do nó.
Lema 3.1. Seja α P Vi´1 para algum i ą 1, tal que N`pαq “ tη1, β1u, u “ ρ´1piq, v com
ρpvq “ l, tal que l ě i, e considere dois nós factíveis η, β P Vl, tais que tη1u “ ppηq X Vi
e tβ1u “ ppβq X Vi. Além disso, @i ď j ď l, seja w “ ρ´1pjq, ppηq X Vj “ tη2u e
ppβq X Vj “ tβ2u. Então, com probabilidade 1, as seguintes condições são equivalentes:
1. @i ď j ď l, xpβ2qw “ Ruxpη2qw;
2. @i ď j ď l, λpη2q “ 1´ λpβ2q.
Demonstração. Sejam a0v
J
x “ a0v0, a1vJx “ a1v0 as equações dos planos Hη, Hβ, respectiva-
mente, definidos por xpηqrUvs e xpβqrUvs, com vetores normais orientados como descrito
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na Observação 1.2 . Vamos demonstrar por indução sobre l que a seguinte condição é
equivalente a (1) e (2):
3. @i ď j ď l, xpβ2qw “ Ruxpη2qw e au ¨ a0w “ au ¨ a1w, onde a0w e a1w são os
vetores normais dos planos Hη2 e Hβ2 orientados usualmente.
Para l “ i, temos que (1) e (3) valem simultaneamente. De fato, temos que
η “ η1 e β “ β1, e pelo Corolário 3.1, xpβqv “ Ruxpηqv, e do Algoritmo BP, passos 25 e 27,
obtemos que λpηq “ 1´ λpβq. Além disso, temos Hη “ RuHβ. Assim, |au ¨ a0v| “ |au ¨ a1v| e
como a orientação de a0v, a1v é tal que au ¨ a0v, au ¨ a0v ě 0, o resultado é válido para l “ i.
Assumindo por hipótese de indução que as equivalências são válidas para o nível l ´ 1,
mostraremos que isto implica o resultado ser válido para o nível l. De agora em diante,
denote t “ ρ´1pl ´ 1q
p3q ñ p1q É óbvio.
Vejamos p1q ñ p2q. Suponhamos que @i ď j ă l, xpβ2qw “ Ruxpη2qw e
λpη2q “ 1 ´ λpβ2q. Pela hipótese de indução, as duas igualdades são equivalentes. Daí,
temos que os 3 pontos que geram os planos Hη2 e Hβ2 pertencem a Hα ou são reflexões
entre si por Hα e, portanto, Hη2 “ RuHβ2 é válida para todo j. Em particular, é verdade
se escolhermos η2, β2 P Vl´1. Ainda pela hipótese de indução, de p1q ñ p3q, temos
que au ¨ a0t “ au ¨ a1t . Logo, a0t , a1t tem direção semelhante com relação a au. Portanto,
λpηq “ 1´ λpβq se, somente se, xpβqv “ Ruxpηqv.
Vejamos p2q ñ p3q. Suponhamos que @i ď j ď l, λpη2q “ 1´ λpβ2q. Demons-
tramos na implicação anterior que @i ď j ď l, xpβ2qw “ Ruxpη2qw. Resta demonstrar
que au ¨ a0v “ au ¨ a1v, isto é, que o ângulo θ0v e θ1v formado por esses vetores tem o mesmo
cosseno. Observamos novamente que Hη “ RuHβ. Pela hipótese de indução, sabemos que
os ângulos θ0t , θ1t formados por au e por a0t , a1t , respectivamente, possuem o mesmo cosseno.
Com probabilidade 1, os planos Hη, Hβ não são paralelos, assim seus vetores normais
não são idênticos. Portanto θ0t “ ´θ1t (veja a ilustração na Figura 3). Denotamos por
θ0, θ1, os ângulos formados por a0t e a0v e por a1t e a1v, respectivamente. Também temos que
Hη2 “ RuHβ2 , onde η2, β2 P Vl´1. Consequentemente, os vetores normais desses quatro
planos são simétricos, o que implica que θ0 “ ´θ1 ou θ0 “ pi ´ θ1. Pela definição de a0v
e a1v, como os produtos escalares são positivos, temos ´pi2 ď θ
0, θ1 ď pi2 , implicando que,
θ0 “ ´θ1. Portanto, θ0v “ θ0t ` θ0 “ ´θ1t ´ θ1 “ ´θ1v e cos θ0v “ cosp´θ1vq “ cos θ1v.
No caso em que K “ 2, a Figura 2 representa o fato de que os itens (i) e (ii)
do Lema 3.1 são equivalentes.
A próxima proposição estabelece que, considerando vértices u, v P V , tais que
|ρpvq ´ ρpuq| “ 4, e y sendo uma realização válida, então existem somente dois valores
reais positivos de ‖ yu ´ yv ‖.
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Figura 2 – No caso (a), observa-se a não simetria para o caso λpηq “ λpβq “ 1. No caso
(b), observa-se a simetria quando temos λpηq “ 1´ λpβq.
Figura 3 – Ilustração do fato de que au ¨ a0v “ au ¨ a1v, apresentado na demonstração do
Teorema 3.1.
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Proposição 3.2. Considere uma árvore T 1 de T , consistindo de 5 níveis consecutivos
i ´ 4, . . . , i, onde i ě 7, enraizados em um único nó η e tal que todos os nós de todos
os níveis são marcados por ‘. Seja p “ 24 e considere o conjunto Y 1 “ tyj|j ď pu de
uma realização parcial de G nos nós folhas tαj|j ď pu de T 1, tal que, para todo j ď p,
yj “ xpαjq. Sejam u “ ρ´1pi´ 4q e v “ ρ´1piq. Então, com probabilidade 1, existem dois
positivos reais distintos r, r1, tais que ‖ yju ´ yjv ‖P tr, r1u “ Huv, para todo j ď p.
Demonstração. Nesta demonstração, utilizaremos um pequeno abuso de notação. Para um
vértice w P V , denotamos por Rw o conjunto de todas as reflexões no nível w. Ordenando
os nós αj e os correspondentes yj, a ação de Rv sobre pα1, . . . , αpq é a permutação dada
por: ź
j mod 2“1
pj, j ` 1q.
Seja “ ρ´1pi ´ 1q. Como todos os nós são factíveis, ‖ yjv ´ yjt ‖“ dvt e ‖ yju ´ yjt ‖“ dut,
para todo j ď p. Note que, pela definição do PDGDM , temos que tv, tu, tu, tu P E. Com
probabilidade 1, os segmentos através de yju e y
j
t , onde j ď p “ 24, respectivamente,
não se encontram contidos nos planos que definem as reflexões Rv; o mesmo acontece
com os segmentos através de yjt e yjv. Assim, existe um conjunto Q de números reais
positivos r1, . . . , rp, para todo j ď p, com j mod 2 “ 1. Temos, então, ‖ yju ´ yjv ‖“ rj e
‖ yj`1u ´ yj`1v ‖“ rj`1, o que mostra que |Q| ď p “ 24. Pelo Lema 3.1, a ação de Rt1 sobre
pα1, . . . , αpq é a permutação dada por:ź
j mod 4“1
pj, j ` 3qpj ` 1, j ` 2q.
Desta forma, temos que rj “ rj`3 e rj`1 “ rj`2, para todo j mod 4 “ 1. Assim, obtemos
que |Q| ď p2 “ 2
3. Seja t2 “ ρ´1pi´ 2q. Pelo Lema 3.1, a ação de Rt2 sobre pα1, . . . , αpq é
a permutação dada por:ź
j mod 8“1
pj, j ` 7qpj ` 1, j ` 6qpj ` 2, j ` 5qpj ` 3, j ` 4q.
Desta forma, temos rj “ rj`7, rj`1 “ rj`6, rj`2 “ rj`5 e rj`3 “ rj`4, para todo j
mod 8 “ 1. Assim, obtemos |Q| ď p4 “ 2
2. Seja t3 “ ρ´1pi´ 3q. Pelo Lema 3.1, a ação de
Rt3 sobre pα1, . . . , αpq é a permutação dada por:ź
j mod 16“1
pj, j ` 15q . . . pj ` 7, j ` 8q.
Assim, temos rj “ rj`15, . . . , rj`7 “ rj`8, para todo j mod 16 “ 1. Daí, segue que






t são colineares, para todo j ď p,
um evento que ocorre com probabilidade 0, o que conclui a demonstração.
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Figura 4 – Ilustração da Proposição 3.2 em R2.
Observe na Figura 4, a ilustração da Proposição 3.2 para o caso em que K “ 2.
A disposição dos 3 segmentos dados gera, em geral, duas distâncias r, r1 entre os nós folhas
e o nó raiz.
No próximo resultado, apresentamos uma generalização para a Proposição 3.2,
onde consideramos vértices u, v P V com diferença de níveis arbitrária.
Corolário 3.2. Considere uma subárvore T 1 de T , consistindo de 4`h níveis consecutivos
i ´ h ´ 3, . . . , i, onde i ě h ` 6 e h ě 1, enraizados em um único nó η, tal que todos
os nós de todos os níveis sejam marcados por ‘. Seja p “ 2h`3 e considere o conjunto
Y 1 “ tyj|j ď pu de realizações parciais de G nos nós folhas de T 1. Sejam u “ ρ´1pi´h´3q
e v “ ρ´1piq. Então, com probabilidade 1, existe um conjunto Huv “ trj|j ď 2hu de 2h
reais positivos distintos, tais que ‖ yju ´ yjv ‖P Huv, para todo j ď p.
Demonstração. Para demonstrar este resultado utilizaremos indução sobre h. Para h “ 1,
temos pela Proposição 3.2 que o resultado é válido. Suponhamos o resultado válido para
h “ n, ou seja, supomos que para toda árvore T 1 de T , consistindo de n ` 4 níveis
consecutivos, onde i “ n` 6 enraizados em um único nó η, tal que, todos os nós em todos
os níveis são marcados por ‘. Seja p “ 2n`3 e o conjunto Y 1 “ tyj|j ď pu de realizações
parciais de G nos nós folhas de T 1. Sejam u “ ρ´1pi ´ n ´ 3q e v “ ρ´1piq. Então, com
probabilidade 1, existe um conjunto Huv “ trj|j ď 2nu de 2n reais positivos distintos,
tais que ‖ yju ´ yjv ‖P Huv, para todo j ď p. Vamos provar que o resultado é válido para
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Figura 5 – Na figura à esquerda, a ilustração para o caso em que temos somente um subnó.
Na figura à direita, a ilustração para o caso em que temos dois subnós.
h “ n` 1. Pela hipótese de indução, temos que para u “ ρ´1pi´ n´ 4q e v1 “ ρ´1pi´ 1q,
com probabilidade 1, existe um conjunto Huv1 “ trj|j ď 2nu de 2n reais positivos distintos
tais que ‖ yju´yjv ‖P Huv @j ď p. Além disso, pela hipótese de ser uma instância PDGDM
realizável, cada ramo possui, no máximo, duas possibilidades para o nó folha marcado
por ‘. Também, se um dado nó yj1 é reflexão parcial por Rw de outro nó yj2 , então seus
subnós são reflexões entre si pela reflexão parcial Rw (veja a ilustração para a dimensão 2
na Figura 5). Assim, com probabilidade 1, dados u “ ρ´1pi´h´3q e v “ ρ´1piq, existe um
conjunto Huv “ trj|j ď 2n`1u de 2n`1 reais positivos distintos, tais que ‖ yju ´ yjv ‖P Huv
para todo j ď 2n`1, o que conclui a demonstração.
O próximo resultado mostra que, se tu, vu é uma aresta de E com diferença
de nível maior do que 3, a distância duv pertence a um certo conjunto finito de valores
sempre que a instância for unicamente realizável.
Corolário 3.3. Sejam y P X e v P V ´tv1, v2, v3u, tal que Υpy, vq é válida. Se tu,wu P E,
com u ă v ă w e ρpwq ´ ρpuq ą 3, então, com probabilidade 1, duw P Huw.
Demonstração. Como Υpy, vq é válida, então a instância PDGDM é realizável e deve
existir, pelo menos, dois nós factíveis no nível ρpwq em T . Pela interseção de 3 esferas, em
R3, encontramos 2 pontos. Se duw R Huw, a probabilidade de uma quarta esfera, em R3,
conter os dois pontos é zero. Pelo Lema 2.2, a instância é unicamente realizável. Entretanto,
como a instância é realizável, a distância duw não faz com que o algoritmo BP pode todas
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as possíveis possibilidades. Segue, pelo Corolário 3.2, que duw P Huw, com probabilidade
1.
No próximo resultado, vamos verificar que as reflexões dos pontos de uma
realização gera pontos pertencentes a reflexão parcial de toda a realização.
Corolário 3.4. Seja y P X e v P V ´tv1, v2, v3u, com Υpy, vq válida. Se u P V com u ą v,
então Rvyu pertence a uma extensão válida de yrUvs.
Demonstração. No caso em que não existe nenhuma aresta tw, uu P E, com ρpuq´ρpwq ą 3,
o resultado segue pelo Corolário 3.1 e pelo argumento de que se um nó é reflexão de outro
por alguma reflexão parcial, então os subnós destes nós também serão reflexões entre si
(veja a ilustração para o caso de dimensão 2 na Figura 5). Nos demais casos, pelo Corolário
3.3, temos que dwu P Hwu. Como na demonstração da Proposição 3.2, todos os pares
de pontos que são factíveis, em relação a dwu, são reflexões um do outro com respeito a
Rv.
A seguir, vamos apresentar o principal resultado deste capítulo. Basicamente,
o Teorema 3.1 afirma que, assumindo que a propriedade Υpy, vq seja válida, a reflexão
parcial da realização y com respeito a um vértice v é válida. A parte mais interessante é
que, assumindo novamente que Υpy, vq é válida, somente um dos ramos em v faz parte da
realização de y, enquanto o outro pertence a outra realização válida distinta da mesma
instância.
Teorema 3.1. Seja y P X e v P V ´ tv1, v2, v3u, tal que Υpy, vq é válida. Então, com
probabilidade 1, R˜vy P X.
Demonstração. Devemos mostrar que R˜vy é uma realização válida de G. Iniciamos par-
ticionando o conjunto E em 3 subconjuntos: E1, E2, E3, onde E1 “ ttt, uu P E|t, u ă
vu, E2 “ ttt, uu P E|t, u ě vu e E3 “ ttt, uu P E|t ă v ^ u ě vu. Para E1, temos pela
definição de R˜v que ‖ pR˜vyqt ´ pR˜vyqu ‖“‖ Iyt ´ Iyu ‖“‖ yt ´ yu ‖“ dtu, como queríamos.
Para E2, utilizamos a definição de R˜v e o fato de Rv ser uma isometria, assim temos:
‖ pR˜vyqt´pR˜vyqu ‖“‖ Rvyt´Rvyu ‖“‖ yt´yu ‖“ dtu, como queríamos. Para E3, devemos
mostrar que‖ pR˜vyqt´pR˜vyqu ‖“ dtu, ou seja ‖ Iyt´Rvyu ‖“ dtu. Como y P X, pelo Lema
2.4, existe um nó folha factível α, com xpαq “ y. Como Υpy, vq é válida, existe η P Vρpvq´1
tal que xpηq “ yrγpvqs e µpβq “ ‘, para todo β P N`pηq. Seja ppαq X Vρpvq “ tβu, para
algum β P N`pηq. Novamente por Υpy, vq, existe pelo menos um nó folha factível α1,
tal que ppα1q X Vρpvq “ tβ1u, para algum β1 P N`pηq ´ tβu. Sejam twu “ ppαq X Vρpuq e
tw1u “ ppα1q X Vρpuq. Como w1 é factível, ‖ xpw1qt ´ xpw1qu ‖“ dtu. Temos que η é um
antecessor de ambos α e α1, no nível ρpvq ´ 1, e t ă v. Logo, ppα1q X Vρptq “ ppαq X Vρptq, o
que implica que xpw1qt “ xpwqt “ yt. Assim, ‖ yt´ yu ‖“ dtu “‖ yt´xpw1qu ‖. Além disso,
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como β1 P ppw1q X Vρpvq e xpw1q é a realização de um vértice u ą v que contém o nó xpβ1q
em seu caminho até o nó raiz. Pelo algoritmo BP, passos 25 e 27, λpβq “ 1´ λpβ1q. Como
α é factível, em cada vértice u1 P V , tal que, ρpvq ď ρpu1q ď ρpuq, o nó θ P ppαq X Vρpu1q
possui f P t1, 2u subnós factíveis. Pela Proposição 2.1, o nó θ1 P ppα1q X Vρpu1q possui f
subnós factíveis. Se f “ 2, pelo Corolário 3.4 e Lema 3.1, podemos escolher α1 de forma
que, com probabilidade 1, λpθ1q “ 1 ´ λpθq. Se f “ 1, pelo Algoritmo BP, passos 31 e
33, todos os nós mantêm ou trocam o valor de λ do seus antecessores, implicando em
λpθ1q “ 1´ λpθq. Portanto, segue do Lema 3.1, com probabilidade 1, que xpw1qu “ Rvyu.
Assim, temos ‖ yt ´Rvyu ‖“ dut, como queríamos.
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4 Simetria e o número de soluções
Neste capítulo, nosso objetivo é apresentar e esclarecer em detalhes a relação
entre as simetrias no espaço de busca e o número de soluções de uma instância PDGDM
realizável.
Nas Seções 4.1 e 4.2, mapeamos cada solução y P X por uma sequência binária
χ P t0, 1un que descreve todo o caminho da realização, desde o nó raiz até seu respectivo
nó folha na árvore T . Também definimos o Grupo de Reflexões Parciais e apresentamos
resultados sobre a cardinalidade do Grupo de Reflexões Parciais e sua relação com a
cardinalidade do número de soluções da instância.
Por fim, na Seção 4.3, apresentamos contra-exemplos para o fato de que todas
as instâncias PDGDM possuem número de soluções dados por potência de dois.
4.1 Relação com sequências binárias e o Grupo de Reflexões Par-
ciais
Considerando todos os nós folhas α P V com µpαq “ ‘, definamos χpαq “
pλpβq|β P ppαqq. Como as realizações emX são correspondentes com os nós folhas marcados
por ‘ em T , segue do Algoritmo BP, passo 8, que χ define uma relação entre X e t0, 1un.
A seguir, demonstramos que esta relação é uma função.
Lema 4.1. Com probabilidade 1, a relação χ é uma função.
Demonstração. Devemos mostrar que, com probabilidade 1, χ está bem definida. Para
isso, mostraremos que a probabilidade de χ não ser bem definida é zero. Note que para
χ não ser bem definida, deve existir uma realização x que esteja relacionada com duas
sequências distintas χ1, χ2. Isso corresponde ao discriminante da equação quadrática na
prova do Lema 2.1 assumir o valor zero em algum nível maior do 3, o que acontece com
probabilidade zero. Portanto, com probabilidade 1, χ está bem definida.
Seja Ξ “ tχpyq|y P Xu. Para y P X, seja yi sua subsequência px1, . . . , xiq. Para
estendermos χ sobre todas tais subsequências, colocamos χi “ pχpyq1, . . . , χpyqiq, onde
χpyq é válida, se y é uma realização válida.
Sejam N “ t1, . . . , nu e g a matriz binária nˆ n tal que gij “ 1, se i ď j, e 0
caso contrário, isto é, uma matriz triangular superior com todas as entradas acima da
diagonal principal composta por 1. Seja gi o seu i-ésimo vetor linha e Γ “ tgi|i P Nu.
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Além disso, consideremos o conjunto Fn2 composto por n-uplas de uns e zeros
munido da operação de adição elemento a elemento módulo 2, denotada por ‘. A seguir,
apresentamos alguns resultados técnicos necessários para o desenvolvimento do capítulo.
O primeiro garante que Fn2 equipado com a operação ‘ é um grupo aditivo isomorfo a Cn2 ,
isto é, o produto cartesiano de n cópias do grupo cíclico de ordem 2.
Proposição 4.1. O conjunto Fn2 , munido da operação ‘, tem a estrutura de um grupo
aditivo abeliano com identidade e “ p0, . . . , 0q, onde cada elemento é idempotente. Além
disso, pFn2 ,‘q – Cn2 .
Demonstração. Devemos mostrar que pFn2 ,‘q satisfaz as propriedades associativa, comu-
tativa, existência de elemento neutro e existência de elemento inverso. Sejam gi, gj, gl P Fn2 ,
onde gi “ pxi1 , . . . , xinq, gj “ pxj1 , . . . , xjnq, gl “ pxl1 , . . . , xlnq, com xir , xjr , xlr “ 0 ou 1
para todo r “ 1, . . . , n. Iniciaremos verificando a propriedade associativa:
gi ‘ pgj ‘ glq “ gi ‘ ppxj1 , . . . , xjnq ‘ pxl1 , . . . , xlnqq
“ pxi1 , . . . , xinq ‘ pxj1 ` xl1 , . . . , xjn ` xlnq
“ pxi1 ` pxj1 ` xl1q, . . . , xin ` pxjn ` xlnqq
“ ppxi1 ` xj1q ` xl1 , . . . , pxin ` xjnq ` xlnq
“ pxi1 ` xj1 , . . . , xin ` xjnq ‘ pxl1 , . . . , xlnq
“ ppxi1 , . . . , xinq ‘ pxj1 , . . . , xjnqq ‘ gl
“ pgi ‘ gjq ‘ gl
Agora, vamos verificar a propriedade comutativa.
gi ‘ gj “ pxi1 , . . . , xinq ‘ pxj1 , . . . , xjnq
“ pxi1 ` xj1 , . . . , xin ` xjnq
“ pxj1 ` xi1 , . . . , xjn ` xinq
“ pxj1 , . . . , xjnq ‘ pxi1 , . . . , xinq
“ gj ‘ gi
Seguimos verificando a existência do elemento neutro. Como a propriedade comutativa é
válida, basta mostrar verificar que para todo gi P Fn2 , gi ‘ e “ gi. De fato:
gi ‘ e “ pxi1 , . . . , xinq ‘ p0, . . . , 0q
“ pxi1 ` 0, . . . , xin ` 0q
“ pxi1 , . . . , xinq
“ pxi1 , . . . , xinq
“ gi.
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Além disso, temos que
gi ‘ gi “ pxi1 , . . . , xinq ‘ pxi1 , . . . , xinq
“ pxi1 ` xi1 , . . . , xin ` xinq,
para todo r “ 1, . . . , n. Como xir “ 0 ñ xir ` xir “ 0` 0 “ 0 “ 0 e xir “ 1 ñ xir ` xir “
1` 1 “ 2 “ 0, segue que
gi ‘ gi “ p0, . . . , 0q “ e.
Logo, g´1i “ gi e a propriedade de existência do elemento inverso é satisfeita. Além disso,
como g2i “ e, temos que os elementos de pFn2 ,‘q são idempotentes. Como todo grupo
cíclico de ordem 2 é isomorfo a Z2, temos que Cn2 – Zn2 . Assim, definamos:
ψ : pFn2 ,‘q Ñ Zn2
gi “ pxi1 , . . . , xinq Ñ pxi1 , . . . , xinq
Vamos agora mostrar que ψ é um homomorfismo, ou seja, ψpgi ‘ gjq “ ψpgiq ‘ ψpgjq. De
fato:
ψpgi ‘ gjq “ ψppxi1 , . . . , xinq ‘ pxj1 , . . . , xjnqq
“ ψpxi1 ` xj1 , . . . , xin ` xjnq
“ pxi1 ` xj1 , . . . , xin ` xjnq
“ pxi1 , . . . , xinq ‘ pxj1 , . . . , xjnq
“ ψpxi1 , . . . , xinq ‘ ψpxj1 , . . . , xjnq
“ ψpgiq ‘ ψpgjq.
Seguimos demonstrando que ψ é injetora. De fato:
ψpgiq “ ψpgjq ô ψpxi1 , . . . , xinq “ ψpxj1 , . . . , xjnq
ô pxi1 , . . . , xinq “ pxj1 , . . . , xjnq
ô gi “ gj.
Além disso, ψ é também sobrejetora, pois dado px1, . . . , xnq P Zn2 , tome gr “ pxr1 , . . . , xrnq P
Fn2 , onde xrj “ xj para todo j “ 1, . . . n, e
ψpgrq “ ψpxr1 , . . . , xrnq “ pxr1 , . . . , xrnq “ px1, . . . , xnq.
Obtemos então que ψ é um isomorfismo entre pFn2 ,‘q e Zn2 , o que conclui a demonstração.
Nos próximos resultados, apresentamos informações sobre a ação do grupo
pFn2 ,‘q e sobre um dos seus conjuntos de geradores.
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Proposição 4.2. O grupo pFn2 ,‘q age sobre si mesmo pela mesma operação ‘.
Demonstração. Defina
f : pFn2 ,‘q Ñ PpFn2 q
gi Ñ fgi ,
onde fgi : Fn2 Ñ Fn2 é definida como fgipgjq “ gi ‘ gj.
Iniciamos verificando que fgi P PpFn2 q é injetora. De fato, dados gj, gl P Fn2 tais que
fgipgjq “ fgipglq, temos
fgipgjq “ fgipglq ñ gi ‘ gj “ gi ‘ gl
ñ g´1i ‘ gi ‘ gj “ g´1i ‘ gi ‘ gl
ñ gj “ gl.
Além disso, dado gj P Fn2 , considere gi ‘ gj P Fn2 . Pela idempotência dos elementos de
pFn2 ,‘q, temos
fgipgi ‘ gjq “ gi ‘ pgi ‘ gjq “ g2i ‘ gj “ gj.
Vamos mostrar agora que f : pFn2 ,‘q Ñ PpFn2 q é um homomorfismo. De fato,
fpgi ‘ gjq “ fpgiq ‘ fpgjq ô fgi‘gjpglq “ fgi ‘ fgjpglq, @gl P Fn2
ô pgi ‘ gjq ‘ gl “ gi ‘ pgj ‘ glq,
o que é válido pela propriedade associativa do grupo pFn2 ,‘q. Portanto, f é uma ação de
pFn2 ,‘q no conjunto Fn2 , como queríamos demonstrar.
Proposição 4.3. O conjunto Γ é um conjunto gerador do grupo pFn2 ,‘q. Além disso,
o conjunto Γ é linearmente independente no espaço vetorial ν gerado por pFn2 ,‘q, com
multiplicação por escalar definida sobre o corpo F2.
Demonstração. Seja gS P pFn2 ,‘q. Então, gS “ pxS1 , . . . , xSnq, onde xsj “ 1 ou 0, @j “
1, . . . , n. Considere gw1 ‘ . . .‘ gwn , com gwl P Γ, @ l “ 1, . . . , n. Temos que:
Se l “ n, então gwn “
#
gn se xSn “ 1
e se xSn “ 0
Se l ă n, então gwl “
$’&’%
gl se xSl “ 1^ xSl`1 “ 0
e se xSl “ 1^ xSl`1 “ 1
gl se xSl “ 0^ xSl`1 “ 1
Desta forma, obtemos gS “ gw1 ‘ . . . ‘ gwl , ou seja, Γ é um conjunto gerador do grupo
pFn2 ,‘q. Se a1, . . . , an P F2, temos:
a1g1 ‘ . . .‘ angn “ 0 ñ a1p1, 0, . . . , 0q ‘ . . .‘ anp1, 1, . . . , 1q “ 0
ñ pa1, 0, . . . , 0q ‘ . . .‘ pan, . . . , anq “ 0
ñ pa1 ` . . .` an, a2 ` . . .` an, . . . , anq “ 0
ñ an “ an´1 “ . . . “ a1 “ 0.
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Portanto, o conjunto Γ é linearmente independente no espaço vetorial ν, o que conclui a
demonstração.
Vamos estabelecer uma aplicação entre o conjunto das partes de N e o grupo





e definimos a aplicação φ : PpNq Ñ pFn2 ,‘q dada por φpSq “ gS.
Lema 4.2. A aplicação φ é injetora.












































Pela idempotência dos elementos, obtemos:à
iPSMT
gi “ e.
Como os elementos são linearmente independentes, temos que
S M T “ eñ S “ T,
que conclui a demonstração.
Seja I o conjunto de níveis de T para os quais todos os níveis a seguir, com
dois subnós factíveis, possuem caminhos até os nós folhas factíveis para ambos os subnós.
Seja L “ tgi P Γ|i P Iu e Λ “ xLy o subgrupo de pFn2 ,‘q gerado por L. Definimos este
subgrupo como o Grupo das Representações Parciais.
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4.2 Cardinalidade do Conjunto de Soluções
Iniciamos esta seção apresentando um resultado que, essencialmente, mostra
que a cardinalidade do grupo de reflexões parciais é uma potência de 2.
Lema 4.3. Para todo H Ă Γ, |xHy| “ 2|H|.
Demonstração. Vamos mostrar que φ é uma bijeção entre PpHq e xHy. Pelo Lema 4.2, a




gi, para algum S Ď H, pois H é o conjunto gerador para o espaço
vetorial H sobre Fn2 , o qual é como conjunto igual ao grupo xHy. Assim, φ é sobrejetiva
também. Portanto, φ é uma bijeção entre PpHq e xHy, como queríamos demonstrar.
Teorema 4.1. Se Ξ ‰ H, para todo ξ P Ξ, temos, com probabilidade 1, ξ ‘ Λ “ Ξ.
Demonstração. Primeiramente, demonstraremos que ξ ‘ Λ Ď Ξ, com probabilidade 1.
Como xLy “ Λ, é suficiente mostrar que ξ ‘ gi P Ξ para um arbitrário gi P L, ou seja,
devemos mostrar que existe uma realização válida w P X satisfazendo χpwq “ ξ ‘ gi.
Sejam y P χ´1pξq e v “ ρ´1piq satisfazendo Υpy, vq. Defina w “ R˜vy. Pelo Teorema 3.1,
w P X. Seja α1 o nó folha de T tal que xpα1q “ y. Pelo Lema 2.4, existe um nó folha β1 tal
que xpβ1q “ w. Agora, precisamos mostrar que para todo l ě i, o nó β P ppβ1qXVl satisfaz
λpβq “ 1´ λpαq, onde α é o nó pertencente a ppα1q X Vl. Para isso, utilizaremos indução
sobre l. Para l “ i, pelo Lema 2.3, temos que a realização do nó β é uma reflexão da
realização do nó α. Assim, pelo Lema 3.1, temos λpβq “ 1´λpαq. Para l ą i, pela hipótese
de indução nos níveis i ď r ă l, λpβq “ 1´λpαq, onde β P ppβ1qXVr, e α P ppα1qXVr. Pelo
Lema 3.1, xpβqρ´1prq “ Rvxpαqρ´1prq. E, além disso, w “ R˜vy. Assim, para β P ppβ1q X Vl
e α P ppα1q X Vl, temos xpβqρ´1plq “ Rvxpαqρ´1plq. Novamente pelo Lema 3.1, o evento
λpβq “ 1´ λpαq ocorre com probabilidade 1.
Agora, mostraremos que Ξ Ď ξ‘Λ, com probabilidade 1, ou seja, para qualquer η P Ξ, existe
g P Λ satisfazendo ξ ‘ g “ η. Procedemos por indução sobre n, iniciando quando n “ 4.
Se 4 R I então |Ξ| “ 1, L “ H e o resultado é válido. Se 4 P I, então |Ξ| “ 2, L “ tg4u e
o resultado é valido. Seja n ą 4, para todo j P t4, . . . , n ´ 1u e defina Ξj “ tξj|ξ P Ξu e
Lj “ tgl P Γ|l P I^l ď ju. Pela hipótese de indução, para todo ξ1 P Ξj , temos ξ1‘xLjy “ Ξj .
Note que n R I ou n P I. Pela Proposição 2.1, se n R I, então, com probabilidade 1, Vn´1
pode somente ter 0 ou 1 subnó factível. Seja Bn1 o conjunto de todos tais subnós factíveis.
Se n P I, então Vn´1 admite somente 0 ou 2 subnós factíveis. Seja Bn2 o conjunto de todos
tais subnós factíveis. No primeiro caso, sejam Ξn “ tξpxpβqq|β P Bn1 u, Ln “ Ln´1. Assim,
pela hipótese de indução, temos que para os níveis anteriores de n, o resultado é válido e,
para o nível n, temos somente um nó factível para cada ramo da árvore no nível n´ 1, que
possui subnó. Portanto, Ln “ Ln´1 satisfaz para todo ξ1 P Ξn, ξ1 ‘ xLny “ Ξn e este caso
segue. No segundo caso, seja Ξn “ tξpxpβqq|β P Bn2 u e Ln “ Ln´1 Y tgnu. Assim, como
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gn “ p0, . . . , 1q, dado η P Ξ e n P I, pela hipótese de indução e pela idempotência de gn,
temos que existe gS P Ln´1 tal que η “ ξ ‘ gS ‘ gtn, onde t “ 1 ou t “ 2. Portanto, este
caso também é válido e assim concluímos a demonstração do resultado.
Corolário 4.1. Se uma instância PDGDM é realizável, então, com probabilidade 1, |X|
é uma potência de 2.
Demonstração. Considerando χ : X Ñ t0, 1un, definida por χpαq “ pλpβq|β P ppαqq,
pelo Lema 4.1, χ é uma função com probabilidade 1. Sejam x, x1 P X distintos. Pelo
Algoritmo BP, passos 25, 27, 31 e 33, χpxq, χpx1q são distintos. Assim, a função χ : X Ñ Ξ
é injetiva. Como, por definição, Ξ “ tχpyq|y P Xu, a função χ : X Ñ Ξ é sobrejetiva.
Assim, |X| “ |Ξ|, pelo Teorema 4.1, com probabilidade 1, para todo χ P Ξ, |Ξ| “ |χ‘ Λ|.
Além disso, |χ‘ Λ| “ |Λ|. De fato, considere f : Λ Ñ χ‘ Λ, definida por fpgSq “ χ‘ gS.
Inicialmente, mostraremos que f é injetiva, ou seja, se χ‘ gS “ χ‘ gT , então gS “ gT :


























ñ gS “ gT .
Dado χ ‘ gS P χ ‘ Λ, considere gS P Λ, implicando em fpgSq “ χ ‘ gS. Logo, f é
também sobrejetora. Como consequência, existe uma bijeção entre Λ e χ‘ Λ e, portanto,
|Λ| “ |χ‘ Λ|. Pelo Lema 4.3, com probabilidade 1, |X| é, então, uma potência de 2, como
queríamos demonstrar.
4.3 Contra-exemplos
Nesta seção, apresentamos uma classe de instâncias PDGDM que não possui
número de soluções sendo uma potência de 2. Apresentamos também um contra-exemplo
que ilustra que a generalização dos resultados para o PDGD3 não é trivial.
Todos os contra-exemplos são construídos artificialmente, com a propriedade
que duas realizações distintas x, x1 possuem, no mínimo, um nível i onde xi “ x1i, com
probabilidade 0.
Contra-exemplo 4.2. Para K “ 3, seja n “ 6, V “ t1, . . . , 6u, E “ tti, ju|0 ă i´ j ď
3u Y tt1, 6uu e dij “ 1, para todo ti, ju P E. Os primeiros n ´ 2 “ 4 vértices podem ser
realizados como vértices de um simplex regular de dimensão 3. Note agora que o vértice x5
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Figura 6 – Ilustração do contra-exemplo 4.2 para K “ 2. Note que os nós xp00q5 , xp01q5 , xp11q5
são factíveis. Entretanto, o nó xp10q5 não satisfaz d1,5.
Figura 7 – Um contra-exemplo para o Lema 3.1 quando aplicado em PDGD3rPDGDM ,
também para K “ 2.
pode ser realizado como x5 “ x1, pois possui as 3 arestas com pesos e pares coincidindo
com as de x1, ou x5 está na posição simétrica a de x1 com relação ao plano através dos
pontos tx2, x3, x4u. No primeiro caso, temos dois nós factíveis possíveis para x6, sendo
eles x2 e seu simétrico com relação ao plano através dos pontos tx3, x4, x5u. No segundo
caso, somente x6 “ x2 é um nó factível, pois a posição do nó simétrico a x2 não satisfaz a
distância d1n “ 1. Para o caso em que a dimensão é K “ 2, a ilustração é apresentada na
Figura 6.
Contra-exemplo 4.3 ("Necessidade"de antecessores imediatos). A Figura 7 apresenta
um contra-exemplo onde a implicação p2q Ñ p1q do Lema 3.1 falha para instâncias em
PDGD3 r PDGDM , implicando que a generalização dos resultados apresentados para
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o PDGDM é muito complicada. Seja V “ t1, . . . , 6u os vértices do grafo realizado na
Figura 7. Note que os pontos 51, 61 mostram nós factíveis alternativos para os vértices
5, 6. Sejam U5 “ t3, 4u e U6 “ t1, 2u os vértices adjacentes de 5 e 6, respectivamente. A
linha através dos pontos 3, 4 não gera uma reflexão factível para o nó 61 do vértice 6. Isto
acontece por U6 não conter os antecessores imediatos do vértice 6.
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5 O Algoritmo iBP
Neste Capítulo, apresentamos generalizações de diversos resultados apresentados
nos capítulos anteriores, com o intuito de tornar o problema mais próximo de situações
da realidade. Na Seção 5.1, apresentamos uma nova ordem que torna o Algoritmo BP
aplicável em problemas envolvendo estruturas de proteínas. Na Seção 5.2, apresentamos as
generalizações dos resultados dos Capítulos 2 e 3, com as devidas alterações. Na Seção 5.3,
é feita uma estimativa da cardinalidade do conjunto solução do problema generalizado.
5.1 Nova Ordem nos Vértices
Nesta seção, estamos interessados em tornar o Algoritmo BP mais realista e
utilizável em problemas de estrutura de proteínas. Consideremos um grafo G “ pV,E, dq
de um PDGDM associado a uma proteína.
Dado um vértice v P V , denotamos por v ´ h o vértice de nível ρpvq ´ h
para algum h ă ρpvq. As distâncias entre átomos conectados por ligações covalentes e
seus ângulos são conhecidos com precisão aceitável. Assim, consideramos as distâncias
dv´1,v, dv´2,v exatas para qualquer vértice v tal que ρpvq ą 3. As distâncias dv´3,v, bem
como outras distâncias relativas a átomos próximos detectados por experimentos de RMN,
podem não possuir valores exatos.
Motivados pelas observações acima, definimos então uma ordem em V tal que,
@v P V, ρpvq ą 3, temos:
• dv´2,v, dv´1,v são valores exatos em R`,
• dv´3,v é um valor exato ou um conjunto finito td1uv, . . . , dquvu, onde q ą 1, valores em
R`,
• duv é um valor exato, ou um intervalo rdLuv, dUuvs, para todo ρpuq ă ρpvq ´ 3.
Note que esta ordem utiliza as distâncias intervalares somente para realizar
podas na árvore de busca, já que a discretização do espaço de busca ocorre de forma
semelhante ao modelo anterior, pois a distância dv´3,v um valor exato, ou um conjunto
finito de valores exatos.
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5.2 Algoritmo iBP
Assuma que v P V é tal que dv´3,v é um conjunto de q valores reais positivos e
todas as outras distâncias são precisas. Então, o Lema 2.1 tem a seguinte extensão:
Lema 5.1. Se |Npvq X γpvq| “ 3, então existem no máximo 2q extensões distintas de
x que são válidas para Gv. Se existe uma extensão válida, então, com probabilidade 1,
existem exatamente 2q extensões válidas distintas.
Demonstração. Como |Npvq X γpvq| “ 3, então Uv “ Npvq X γpvq “ tv ´ 1, v ´ 2, v ´ 3u.
Tomando v ´ 3 P Uv, temos que a equação (2.2) é dada por
@u P Uv ´ tv ´ 3u, p‖ z ´ xu ‖“ duvq e p‖ z ´ xv´3 ‖ P dv´3,vq
e a terceira linha da Equação (2.3) é dada por;
‖ z ‖2 ´2xv´3 ¨ z` ‖ xv´3 ‖2 P d2v´3,v,
onde d2v´3,v denota o conjunto tpdjv´3,vq2|j ď qu das q distâncias dv´3,v. Temos então, q
diferentes equações quadráticas
‖ z ‖2 ´2xw ¨ z` ‖ xw ‖2“ pdjwvq2, (5.1)
onde j ď q. Para cada uma dessas equações, segue pelo Lema 2.1 que existem dois
diferentes valores para z com probabilidade 1, como queríamos demonstrar.
O próximo resultado é idêntico ao Lema 2.2, mas a demonstração é diferente.
Lema 5.2. Se |Npvq X γpvq| ą 3 então, com probabilidade 1, existe no máximo uma
extensão válida de x.
Demonstração. Como Uv Ď Npvq X γpvq, somente considerando vértices em Uv estamos
na situação do Lema 5.1 e temos 2q possibilidades de extensão de x. Agora, considere um
antecessor adjacente u de v que não pertence a Uv. Com probabilidade 1, as distâncias
‖ xu ´ z1j ‖, ‖ xu ´ z2j ‖, onde z1j, z2j são os dois nós do vértice v com relação a distância
djv´3,v, são todas distintas, para j ď q. Portanto, no máximo, apenas uma pode ser igual a
duv.
O próximo resultado é uma generalização do Lema 2.3.
Lema 5.3. Seja x¯ uma realização válida de GrUvs e sejam tz1j, z2j|j ď qu Ď R3 as 2q
posições do vértice v dadas pelo Lema 5.1, onde z1j, z2j são obtidas da equação (5.1),
indexadas por j. Então, z2j é uma reflexão de z1j com respeito ao plano dado pelos 3
pontos de x¯.
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Demonstração. Como qualquer esfera em R3 é simétrica com respeito a qualquer plano
passando pelo seu centro, a interseção de 3 esferas é simétrica ao plano através dos seus 3
centros. Assim, para cada valor djuv, temos que z2j é simétrico a z1j para cada j ď q.
Devido às mudanças no Lema 5.3, o algoritmo BP é influenciado em vários
aspectos. A mudança mais importante é que se dv´3,v é um conjunto e v possui 3 antecessores
adjacentes, o nó α no nível v ´ 1 da árvore do iBP tem exatamente 2q subnós zij, onde




´j se aJv zij ď av0
j se aJv zij ą av0
(5.2)
Assim, temos as seguintes mudanças no Algoritmo BP: o conjunto Z, no passo
17, é tzij|i P t1, 2u ^ j ď qu; o teste no passo 23 é |Z| “ 2q; e o código do correspondente
se muda da seguinte forma:
para j ď q fazer
se aTv z1j ď av0 então
Sejam α1j “ pz1j,´j,‘q, α2j “ pz2j, j,‘q
senão
Sejam α1j “ pz1j, j,‘q, α2j “ pz2j,´j,‘q
fim se
fim para
Observamos que a árvore de busca do iBP não é mais uma árvore de busca
binária, pois dv´3,v pode assumir um conjunto finito de valores reais positivos. Sempre que
isto ocorre, o nó no nível v ´ 1 possui 2q subnós. O número total de nós no iBP depende
do número de vezes que dv´3,v deixa de ser um único valor.
Prosseguimos com as alterações na Proposição 2.1, cuja mudança é consequên-
cias de termos, com probabilidade 1, pelos Lemas 5.1 e 5.2, uma ou 2q possíveis extensões
válidas.
Proposição 5.1. Com probabilidade 1, não existe nenhum nível i ď n contendo duas
realizações distintas válidas β, θ P Vi, tal que |tα P N`pβq|µpαq “ ‘u| “ 1 e |tα P
N`pθq|µpαq “ ‘u| “ 2q.
Demonstração. Considere Tv “ NpvqXγpvq. Se |Tv| “ 3, pelo Lema 5.1, com probabilidade
1, β tem exatamente 2q subnós realizáveis. Como por hipótese este possui somente 1, então
o evento |Tv| “ 3 ocorre com probabilidade 0. Como |Tv| ě 3, o evento |Tv| ą 3 ocorre
com probabilidade 1. Assim, pelo Lema 5.2, com probabilidade 1, existe no máximo uma
extensão para a realização em v.
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5.2.1 Geometria na Árvore do iBP
Nesta subseção, vamos apresentar a generalização dos resultados do Capítulo 3.
Iniciamos enunciando o Corolário 3.1 para o iBP.
Corolário 5.1. Seja α P Vi´1, para algum i ą 1, v “ ρ´1piq e N`pαq “ tηij|i P t1, 2u^j ď
qu, com µpηijq “ ‘, para todo i P t1, 2u, j ď q. Então, xpη1jqv “ Rvxpη2jqv.
Demonstração. Pelo Lema 5.3, temos que η1j é reflexão de η2j através do plano dado pelos 3
pontos de x¯, onde x¯ é qualquer realização válida deGrUvs. Ou seja, xpη1jqv “ Rvxpη2jqv.
Apresentamos a seguir um resultado técnico equivalente ao Lema 3.1 para o
iBP.
Lema 5.4. Seja α P Vi´1, para algum i ą 1, tal que N`pαq “ tη1, β1u, u “ ρ´1piq e
v “ ρ´1plq tal que l ě i e considere dois nós factíveis η, β P Vl, tais que tη1u “ ppηq X Vi
e tβ1u “ ppβq X Vi. Além disso, para todo i ď j ď l, seja w “ ρ´1pjq, ppηq X Vi “ tη2u e
ppβq X Vi “ tβ2u. Então, com probabilidade 1, as seguintes afirmações são equivalentes:
1. Para todo i ď j ď l, xpη2qw “ Ruxpβ2qw;
2. Para todo i ď j ď l, se duw é um único valor, então λpη2q “ 1´ λpβ2q; e se duw é
um conjunto, então λpη2q “ ´λpβ2q.
Demonstração. Sejam a0v
J
x “ a0v0, a1vJx “ a1v0 as equações dos planos Hη, Hβ, respectiva-
mente, definidos por xpηqrUvs e xpβqrUvs, com vetores normais orientados como descrito
na Observação 1.2 . Vamos demonstrar por indução sobre l que a seguinte condição é
equivalente a (1) e (2):
3. Para todo i ď j ď l, xpβ2qw “ Ruxpη2qw e au ¨ a0w “ au ¨ a1w, onde a0w e a1w
são os vetores normais dos planos Hη2 e Hβ2 orientados usualmente.
Para l “ i, temos que (1) e (3) valem simultaneamente. De fato, se duw é um
único valor, o resultado está demonstrado no Lema 3.1, e se duw é um conjunto de valores,
como η “ η1 e β “ β1, pelo Lema 5.3, xpβqv “ Ruxpηqv. Pela equação (5.2) segue que
λpηq “ ´λpβq. Além disso temos Hη “ RuHβ, implicando em |au ¨ a0v| “ |au ¨ a1v|. Como a
orientação de a0v, a1v é tal que au ¨a0v, au ¨a0v ě 0, o resultado é válido para l “ i. Assumindo
por hipótese de indução que as equivalências são válidas para o nível l ´ 1, mostraremos
que o resultado é válido para o nível l. De agora em diante, denote t “ ρ´1pl ´ 1q.
p3q ñ p1q É óbvio.
Vejamos p1q ñ p2q. Suponhamos que para todo i ď j ă l, xpβ2qw “ Ruxpη2qw
e λpη2q “ 1´ λpβ2q, se duw é um único valor, ou λpη2q “ ´λpβ2q, se duw é um conjunto.
Pela hipótese de indução, as duas igualdades são equivalentes. Daí, temos que os 3 pontos
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que geram os planos Hη2 e Hβ2 pertencem a Hα ou são reflexões entre si através de Hα, o
que implica Hη2 “ RuHβ2 é válida para todo j. Em particular, é verdade se escolhermos
η2, β2 P Vl´1. Ainda pela hipótese de indução, de p1q ñ p3q temos que au ¨ a0t “ au ¨ a1t .
Logo, a0t , a1t tem direção semelhante com relação a au. Portanto, se duw é um único valor,
pela equação (2.6), λpηq “ 1 ´ λpβq se, somente se, xpβqv “ Ruxpηqv, e se duw é um
conjunto, pela equação (5.2), λpηq “ ´λpβq se, somente se, xpβqv “ Ruxpηqv.
Vejamos p2q ñ p3q. Suponhamos que para todo i ď j ď l, λpη2q “ 1´λpβ2q, se
duw é um único valor, ou λpη2q “ ´λpβ2q, se duw é um conjunto de valores. Demonstramos
na implicação anterior que para todo i ď j ď l, xpβ2qw “ Ruxpη2qw. Resta demonstrar
que au ¨ a0v “ au ¨ a1v, isto é, que o ângulo θ0v e θ1v formado por esses vetores tem o mesmo
cosseno. Lembramos novamente que Hη “ RuHβ. Pela hipótese de indução, sabemos
que os ângulos θ0t , θ1t formados por au e por a0t , a1t ,respectivamente, possuem o mesmo
cosseno. Com Probabilidade 1, os planos Hη, Hβ não são paralelos, implicando que seus
vetores normais não são idênticos. Portanto, θ0t “ ´θ1t . Denotando por θ0, θ1 os ângulos
formados por a0t e a0v e por a1t e a1v, respectivamente, também temos que Hη2 “ RuHβ2 , onde
η2, β2 P Vl´1. Consequentemente os vetores normais desses quatro planos são simétricos,
o que implica que θ0 “ ´θ1 ou θ0 “ pi ´ θ1. Pela definição de a0v e a1v, como os produtos
escalares são positivos, temos ´pi2 ď θ
0, θ1 ď pi2 , implicando em, θ
0 “ ´θ1. Portanto,
θ0v “ θ0t ` θ0 “ ´θ1t ´ θ1 “ ´θ1v, e, consequentemente, cos θ0v “ cosp´θ1vq “ cos θ1v.
A próxima proposição é uma generalização da Proposição 3.2.
Proposição 5.2. Considere uma subárvore T 1 de T , consistindo de 5 níveis consecutivos
i´ 4, . . . , i, onde i ě 7, conectados a um único nó η e tal que todos os nós em todos os
níveis são marcados por ‘. Seja u “ ρ´1pi´4q, w “ ρ´1pi´3q, t “ ρ´1pi´1q e v “ ρ´1piq.
Sendo p o número de nós folha de T 1 e Y 1 “ tyj|j ď pu o conjunto de realizações parciais
de G nos tais nós folhas, temos que:
1. Se dut e dwv são valores únicos, a Proposição 3.2 é válida.
2. Considere dut um conjunto de q valores e dwv um único valor ou vice versa. Se
p “ 24q, com probabilidade 1, existe um conjunto Huv Ď R` com |Huv| “ 2q, tais
que ‖ yju ´ yjv ‖P Huv para cada j ď p.
3. Considere dut, duv conjuntos de q valores. Se p “ 24q2, com probabilidade 1, existe
um conjunto Huv Ď R` com |Huv| “ 2q2, tais que ‖ yju ´ yjv ‖P Huv para cada j ď p.
Demonstração. Somente duas arestas, nomeadas tu, tu e tw, vu, podem assumir um con-
junto de distâncias na subárvore T 1. Se nenhuma das duas arestas assumir um conjunto
de valores, estamos no caso da Proposição 3.2 e não temos nada a fazer. Se tu, tu assumir
um conjunto de distâncias mas tw, vu não, então no nível de t temos 2q vezes mais nós
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Figura 8 – Ilustração da Proposição 5.2 com K “ 2, dut com cardinalidade 2 e dwv sendo
um único valor.
que no nível anterior. Se tw, vu é um conjunto de distâncias mas tu, tu não é, então no
nível v temos 2q vezes mais nós que no nível t. Se ambos tu, tu, tw, vu são conjuntos de q
distâncias, então em ambos os níveis o número de nós aumenta em 2q vezes em relação
ao anterior. Nos níveis s P tt, vu que têm crescimento de 2q vezes o número de nós com
relação ao nível anterior cada par de nós α1j, α2j , onde λpα1jq “ ´λpα2jq para j ď p, é tal
que xpα1jqs e xpα2jqs são reflexões, através de Rw pelo Lema 5.4. Assim, cada tal par gera
uma subárvore de T 1, a qual, pela Proposição 3.2, com probabilidade 1, permite ‖ yju´yjv ‖
apenas assumir valores em um conjunto S Ď R` com |S| “ 2. Observe que qualquer par
de tais conjuntos S tem interseção não-vazia, com probabilidade 0. Para o segundo caso,
temos |Huv| “ 2q e, para o terceiro caso, |Huv| “ 2q2, como queríamos demonstrar.
Na Figura 8, ilustramos a Proposição 5.2, que é uma adaptação da Proposição
3.2 para o iBP. Consideramos K “ 2 com a cardinalidade de dut sendo dois e dwv um
valor único. Os arcos de círculos r11, r21, r12, r22, centrados em u, mostram as quatro possíveis
distâncias entre a posição das realizações de u e v.
A seguir, apresentamos a generalização do resultado anterior para quando a
diferença de níveis entre u e v é arbitrária.
Corolário 5.2. Considere uma subárvore T 1 de T , consistindo de h`4 níveis consecutivos
i´ h´ 3, . . . , i, onde i ě 6` h e h ě 1, conectados a um único nó η, tal que todos os nós
de todos os níveis são marcados por ‘. Seja u “ ρ´1pi´ h´ 3q e v “ ρ´1piq, p “ 2h`3qr,
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onde r é o número de vértices t entre u e v, tais que dt´3,t é um conjunto de q valores
reais positivos distintos. Considere o conjunto Y 1 “ tyj|j ď pu de realizações parciais de G
nos nós folhas de T 1. Então, com probabilidade 1, existe um conjunto Huv “ trj|j ď 2hqru
de 2hqr reais positivos distintos tais que ‖ yju ´ yjv ‖P Huv @j ď p.
Demonstração. Para cada um dos vértices t1, . . . , tr, tais que dti´3,ti i ď r é um conjunto
de q valores, o número de nós em relação ao vértice anterior aumenta em 2q. Em cada nível
s P tt1, . . . , tru, onde existe o crescimento de 2q nós com relação ao nível anterior, cada par
de nós α1j, α2j com λpα1jq “ ´λpα2jq j ď p é tal que xpα1jq e xpα2jq são reflexões entre
si. Assim, para cada tais pares, gera-se uma subárvore de T 1, a qual, pelo Corolário 3.2,
com probabilidade 1, permite para ‖ yju ´ yjv ‖ apenas valores em um conjunto S Ď R` tal
que |S| “ 2h Observe que qualquer par de tais conjuntos S tem interseção não-vazia, com
probabilidade 0. Assim, como temos no máximo qr ramificações geradas pelas distâncias
dadas por conjuntos, segue que |Huv| “ 2hqr, implicando o resultado.
Os Corolários 3.3 e 3.4 não mudam. Apesar da generalização do Teorema 3.1
possuir o mesmo enunciado, são necessárias algumas mudanças em sua demonstração.
Desse modo, vamos enunciá-lo novamente e apresentar a demonstração com as mudanças.
Teorema 5.1. Seja y P X e v P V ´ V0, com Υpy, vq válido. Então, com probabilidade 1,
R˜vy P X.
Demonstração. Precisamos mostrar que R˜vy é uma realização válida de G. Iniciamos
particionando o conjunto E em 3 subconjuntos: E1, E2, E3, onde E1 “ ttt, uu P E|t, u ă
vu, E2 “ ttt, uu P E|t, u ě vu e ttt, uu P E|t ă v^u ě vu. Para E1, temos pela definição de
R˜v que ‖ pR˜vyqt´pR˜vyqu ‖“‖ Iyt´Iyu ‖“‖ yt´yu ‖“ dtu. Para E2, utilizamos a definição
de R˜v e o fato de Rv ser uma isometria, temos: ‖ pR˜vyqt ´ pR˜vyqu ‖“‖ Rvyt ´Rvyu ‖“‖
yt´yu ‖“ dtu. Para E3, devemos mostrar que ‖ Iyt´Rvyu ‖“ dtu. Como y P X, pelo Lema
2.4, existe um nó folha factível α, com xpαq “ y. Como Υpy, vq é válido, existe η P Vρpvq´1
tal que xpηq “ yrγpvqs e µpβq “ ‘, para todo β P N`pηq. Seja ppαq X Vρpvq “ tβu, para
algum β P N`pηq. Novamente, por Υpy, vq, existe pelo menos um nó folha factível α1,
tal que ppα1q X Vρpvq “ tβ1u para algum β1 P N`pηq ´ tβu. Sejam twu “ ppαq X Vρpuq e
tw1u “ ppα1qXVρpuq. Como w1 é factível, ‖ xpw1qt´xpw1qu ‖“ dtu. Como η é um antecessor
de ambos α e α1 no nível ρpvq ´ 1 e t ă v, ppα1q X Vρptq “ ppαq X Vρptq, o que implica
que xpw1qt “ xpwqt “ yt. Assim, ‖ yt ´ yu ‖“ dtu “‖ yt ´ xpw1qu ‖. Além disso, como
β1 P ppw1q X Vρpvq, xpw1q estende xpβ1q. Pela adaptação do algoritmo BP, λpβq “ 1´ λpβ1q,
se du1´3,u1 é um único valor, e λpβq “ ´λpβ1q, se du1´3,u1 é um conjunto de q valores. Como
α é factível em cada vértice u1 P V , tal que ρpvq ď ρpu1q ď ρpuq, o nó θ P ppαq X Vρpu1q
possui f P t1, 2u subnós factíveis, se du1´3,u1 é um único valor, ou f P t1, 2qu, se du1´3,u1
é um conjunto de q valores. No caso em que du1´3,u1 é um único valor, pela Proposição
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5.1, o nó θ1 P ppα1q X Vρpu1q possui f subnós factíveis, se f “ 2. Pelo Corolário 3.4 e
Lema 5.4, podemos escolher α1 de forma que, com probabilidade 1, λpθ1q “ 1´ λpθq. Se
f “ 1, pela adaptação do algoritmo BP, todos os nós mantêm ou trocam valor de λ
dos seus antecessores, implicando em λpθ1q “ 1 ´ λpθq. Assim, para este caso, segue do
Lema 5.4, com probabilidade 1, que xpw1qu “ Rvyu, resultando em ‖ yt ´ Rvyu ‖“ dut.
O caso em que du1´3,u1 é um conjunto de q valores, se f “ 2q, então, pelo Corolário 3.4
e Lema 5.4, podemos escolher α1 de forma que, com probabilidade 1, λpθ1q “ ´λpθq. Se
f “ 1, pela adaptação do algoritmo BP, todos os nós mantêm ou trocam valor de λ dos
seus antecessores. Assim, λpθ1q “ ´λpθq. Neste caso, também segue do Lema 5.4, com
probabilidade 1, que xpw1qu “ Rvyu, resultando em ‖ yt ´Rvyu ‖“ dut, como queríamos
demonstrar.
5.3 O Número de Soluções
Como o espaço de busca do iBP ramifica em alguns níveis para 2q possibilidades,
segue que em geral o número de realizações possíveis não é mais uma potência de 2, mas
sim um número da forma 2lqK , para alguns inteiros l,K. Por este motivo, não vamos
tentar generalizar os resultados do Capítulo 4 para a definição do algoritmo iBP. Vamos
propor, então, um desenvolvimento um pouco diferente.
Definimos para todo v P V , φv “ t0u, se v ď 3, φv “ t0, 1u, se v ą 3 e dv´3,v
é um único valor e φv “ t0, 1, . . . , 2q ´ 1u, se v ą 3 e dv´3,v é um conjunto de q valores.
Seguimos definindo χ com o objetivo de mapear as realizações em X por sequências
indexadas por V , de tal forma que χv P φv, para todo v P V .
Definição 5.1. Seja α um nó da árvore iBP tal que xpαqv “ yv. Definimos a relação
χv “ λpαq, se dv´3,v é um único valor, χv “ λpαq ´ 1, se dv´3,v é um conjunto e λpαq ą 0,
e χv “ q ´ λpαq ´ 1, se dv´3,v é um conjunto e λpαq ă 0.
Proposição 5.3. Com probabilidade 1, a relação χ : X Ñ t0, . . . , 2q ´ 1un está bem
definida.
Demonstração. Temos que χ não é bem definida, quando dados duas sequências distintas
χ1, χ2 em t0, . . . , 2q ´ 1u são associadas a uma única realização x P X. Isto ocorre quando
duas soluções dos sistemas quadráticos (5.1), na demonstração do Lema 5.1, são iguais,
evento que ocorre com probabilidade 0. Portanto, com probabilidade 1, χ está bem
definida.
Considere agora o conjunto Ξ “ tχpyq|y P Xu. Vamos mostrar que este conjunto,
munido da operação de adição módulo |χv|, denotada por ‘, é um grupo abeliano.
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Proposição 5.4. Com probabilidade 1, Ξ com a operação χ1 ‘ χ2 “ pχ1v ‘ χ2v|v P V q,
onde ‘ denota a adição módulo |φv|, é um grupo abeliano.
Demonstração. Sejam χ1, χ2, χ3 P Ξ. Inicialmente, vamos verificar a propriedade do fecha-
mento, isto é, se χ1, χ2 P Ξ, então χ1 ‘ χ2 P Ξ. Como χ1, χ2 P Ξ, existem y, y1 P X tais
que χpyq “ χ1 e χpy1q “ χ2. Como χ1i ‘ χ2i ď |φi| ´ 1, pela Proposição 5.1, existe y2 P X
tal que para todo i ď n, χpy2qi “ χ1i ‘ χ2i . Assim, segue que χ1 ‘ χ2 P Ξ. Agora, vamos
verificar a propriedade associativa:
χ1 ‘ pχ2 ‘ χ3q “ pχ11, . . . , χ1nq ‘ pχ21 ‘ χ31, . . . , χ2n ‘ χ3nq
“ pχ11 ‘ pχ21 ‘ χ31q, . . . , χ1n ‘ pχ2n ‘ χ3nqq
“ ppχ11 ‘ χ21q ‘ χ31, . . . , pχ1n ‘ χ2nq ‘ χ3nq
“ ppχ11 ‘ χ21, . . . , χ1n ‘ χ2nq ‘ pχ31, . . . , χ3nqq
“ pχ1 ‘ χ2q ‘ χ3.
Continuamos com a verificação da propriedade comutativa:
χ1 ‘ χ2 “ pχ11 ‘ χ21, . . . , χ1n ‘ χ2nq
“ pχ21 ‘ χ11, . . . , χ2n ‘ χ1nq
“ χ2 ‘ χ1.
Prosseguimos constatando que o elemento χe “ p0, . . . , 0q P Ξ é o elemento neutro:
χ1 ‘ χe “ pχ11 ‘ 0, . . . , χ1n ‘ 0q
“ pχ11, . . . , χ1nq
“ χ1.
Resta agora mostrar que, para qualquer elemento χ1 P Ξ, existe um elemento χ´1 P Ξ, tal
que χ1 ‘ χ´1 “ χe. De fato,
χ1 ‘ χ´1 “ χe ñ pχ11 ‘ χ´11 , . . . , χ1n ‘ χ´1n q “ p0, . . . , 0q
ñ χ1v ‘ χ´1v “ 0 mod |φv|, @v “ 0, . . . , n
ñ χ´1v “ p|φv| ´ χ1vq mod |φv|, @v “ 0, . . . , n
ñ χ´1 “ pp|φ1| ´ χ11q mod |φv|, . . . , p|φn| ´ χ1nq mod |φv|q.
Para cada v ď n, p|φv| ´ χ1vq mod |φv| ă |φv|, o que implica, pela Proposição 5.1, que
χ´1 P Ξ. Portanto, xΞ,‘y é um grupo abeliano.
A seguir, enunciamos alguns resultados técnicos com o intuito de obter ferra-
mentas para a determinação da cardinalidade do conjunto solução X.
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Demonstração. Devemos mostrar que, dados χ1, χ2 P Ξ, isto é, que existem x, x1 P X tais
que χpxq “ χ1, χpx1q “ χ2 implica que χ1‘pχ2q´1 P Ξ. Temos que mostrar que existe uma
realização x2 emX tal que χpx2q “ χ1‘pχ2q´1. Pelos Lemas 5.3 e 5.4, temos que existe uma
realização y1 tal que χpy1q “ pχ2q´1. Agora, temos que χ1 ‘ χ2 “ pχ11 ‘ χ21, . . . , χ1n ‘ χ2nq
para i ď 3. Considerando x2i “ xi e como χ1i ‘ χ2i ď |φi| ´ 1, para todo i ą 3, pela
Proposição 5.1, temos que existe uma realização válida x2 tal que χipx2q “ χ1i ‘ pχ2i q´1.




Proposição 5.6. O grupo xΞ,‘y age sobre si próprio.
Demonstração. Defina
f : xΞ,‘y Ñ PpΞq
χ Ñ fχ,
onde fχ : Ξ Ñ Ξ é definida como fχpχ1q “ χ‘ χ1. Iniciamos verificando que fχ é injetora.
Dados χ1, χ2 P Ξ, tais que fχpχ1q “ fχpχ2q, temos:
fχpχ1q “ fχpχ2q ñ χ‘ χ1 “ χ‘ χ2
ñ χ1 “ χ2,
implicando que fχ é injetora. Além disso, dado χ1 P Ξ, tome χ´1 ‘ χ1. Temos, então:
fχpχ´1 ‘ χ1q “ χ‘ pχ´1 ‘ χ1q “ pχ‘ χ´1q ‘ χ1 “ χ1,
resultando que fχ é sobrejetora. Resta mostrar que f : xΞ,‘y Ñ PpΞq é um homomorfismo.
De fato:
fpχ‘ χ1q “ fpχq ‘ fpχ1q ô fχ‘χ1pχ2q “ pfχ ‘ fχ1qpχ2q
ô pχ‘ χ1q ‘ χ2 “ χ‘ pχ1 ‘ χ2q,
o que é válido pela propriedade associativa. Portanto, f é uma ação de xΞ,‘y no conjunto
Ξ, como queríamos demonstrar.
Proposição 5.7. Para qualquer χ P Ξ, temos que χ‘ Ξ “ Ξ.
Demonstração. Vamos primeiro mostrar que χ‘ Ξ Ď Ξ. Se χ1 P χ‘ Ξ, então χ1 “ χ‘ χ2,
para algum χ2 P Ξ, e como χ P Ξ, então χ‘χ2 P Ξ. Resta agora mostrar que Ξ Ď χ‘Ξ. Se
χ1 P Ξ, temos que χ P Ξ e χ´1 P Ξ. Logo, χ´1‘χ P Ξ, implicando em χ1 “ χ‘pχ´1‘χ1q P Ξ.
Portanto, χ‘ Ξ “ Ξ, como queríamos demonstrar.
Considere v P V , tal que ρpvq ą 3. Se dv´3,v é um valor único, seja ιv “ 1, e se
dv´3,v é um conjunto de q valores, seja ιv “ q. Considere o conjunto Λ¯ com os seguintes
elementos de g¯:
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• piv “ p0, . . . , 0, ιv, . . . , ιnq, para todo v tal que ρpvq ą 3;
• σv “ p0, . . . , 0, 1v, 0, . . . , 0q, onde o 1 está na ρpvq posição, para todo v tal que dv´3,v
é um conjunto.
Proposição 5.8. O conjunto Λ¯ gera o grupo g¯.
Demonstração. Seja g P g¯. Devemos mostrar que g pode ser escrito como produto dos
elementos pertencentes a Λ¯. Temos que g “ c1 ¨ ¨ ¨ cn, onde ci P C|φi| @i “ 1, . . . , n, com
|V | “ n. Temos, então, que:
g “ c1 ¨ ¨ ¨ cn
“ pc1, . . . , cnq.
Como |φ1| “ |φ2| “ |φ3| “ 1, então c1 “ c2 “ c3 “ 0, implicando em g “ p0, 0, 0, c4, . . . , cnq.
Além disso, para cada cv, v ą 4, temos que cvσv “ p0, 0, 0, . . . , 0, cv, 0, . . . , 0q. Também
temos que ιv “ 1, se dv´3,v é um único valor, e ιv “ q, se dv´3,v é um conjunto de q valores.
Isso implica em
pιv ` cvq mod |φv| “ cv.
Logo, obtemos que
p0, 0, 0, c4, . . . , cnq “ p0, 0, 0, ι4 ` c4, . . . , ιn ` cnq
“ pi4 ‘ p0, 0, 0, c4, . . . , cnq
“ pi4 ‘ pc4σ4q ‘ . . .‘ pcnσnq.
Portanto, o conjunto Λ¯ gera o grupo g¯.
Agora, estamos interessados em encontrar um subconjunto Λ de Λ¯, que seja
um conjunto gerador do grupo xΞ,‘y. Mais especificamente:
• Seja v P V , tal que ρpvq ą 3. Se dv´3,v é um único valor e para todos os nós do
iBP, no nível v com dois subnós realizáveis, ambos os subnós possuem caminhos
realizáveis até os nós folhas, então piv P Λ;
• Seja v P V , tal que ρpvq ą 3. Se dv´3,v é um conjunto e para todos os nós do iBP, no
nível v com 2q subnós realizáveis, todos os nós possuem caminhos realizáveis até os
nós folhas, então piv, σv P Λ.
Teorema 5.2. Com probabilidade 1, xΛ,‘y “ xΞ,‘y.
Demonstração. O fato de que xΛ,‘y Ď xΞ,‘y, segue da definição, pois piv representa um
ramo válido no conjunto das realizações e os elementos piv ‘ pσv ‘ ¨ ¨ ¨ ‘ σvq representam
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as 2q ramificações nos casos em que temos um conjuntos de q valores de distâncias para
dv´3,v. Assim, xΛ,‘y Ď xΞ,‘y.
Resta agora mostrar que xΞ,‘y Ď xΛ,‘y. Seja χ2 P Ξ. Procedemos por indução
sobre os nós da realização η P X, tal que χpηq “ χ2. Para n ď 3, o resultado é válido,
pois χ2n “ 0. Assim, nosso processo de indução inicia com n “ 4; se d1,4 é um único valor,
então temos φ4 “ t0, 1u; se χ24 “ 0, o resultado é válido e se χ24 “ 1, então considere pi4 e
o resultado segue. Se d1,4 é um conjunto com q valores, então φ4 “ t0, 1, . . . , 2q ´ 1u; se
χ24 “ 0, o resultado é válido e se 0 ă χ24 “ t ă q, tome σt4 e o resultado segue; se χ24 “ t ě q,
considere pi4 ‘ σt´q4 e daí o resultado é também válido. Se n ą 4, @j P t4, . . . , n ´ 1u,
defina Ξj “ tχj|χ P Ξu e Λj “ tpil|l ď ju. Se no nível l temos dois subnós factíveis. Defina
Ξj “ tχj|χ P Ξu e Λj “ tpikl ‘ σhl |k P t0, 1u ^ 0 ď h ď q ´ 1, l ď ju. Se no nível l temos
q subnós factíveis. Pela hipótese de indução, temos que @χ1 P Ξj, χ1 “ pik1j ‘ σh1j para
algum k1 P t0, 1u e 0 ď h1 ď q ´ 1. Agora, se dn´3,n é um único valor, pela Proposição 2.1,
com probabilidade 1, se existe no nível n pelo menos uma distância de poda, então Vn´1
possui 0 ou 1 subnós factíveis. Seja Bn1 o conjunto de todos tais subnós factíveis. Se no
nível n não existem distâncias de poda, então Vn´1 tem 0 ou 2 subnós factíveis. Seja Bn2
o conjunto de todos tais subnós factíveis. No primeiro caso, seja Ξn “ tχpxpβqq|β P Bn1 u
e Λn “ Λn´1. Segue pela hipótese de indução que o resultado é válido. No segundo caso,
seja Ξn “ tχpxpβqq|β P Bn2 u e Λn “ Λn´1 Y tpinu, temos que pin “ p0, . . . , 1q. Então, dado




ppik1j ‘ σh1j q ‘ pik2n ,
onde k2 P t0, 1u, implicando que o resultado é válido. Se temos que dn´3,n é um conjunto de
q valores, então, pela Proposição 5.1, com probabilidade 1, se existe no nível n, pelo menos,
uma distância de poda, então Vn´1 possui 0 ou 1 subnós factíveis. Seja Bn11 o conjunto
de todos tais subnós factíveis. Se no nível n não existem distâncias de poda, então Vn´1
possui 0 ou 2q subnós factíveis. Seja Bnq o conjunto de todos tais subnós factíveis. No
primeiro caso, seja Ξn “ tχpxpβqq|β P Bn11u e Λn “ Λn´1. Segue da hipótese de indução que
o resultado é válido. No segundo caso, seja Ξn “ tχpxpβqq|β P Bnq u e Λn “ Λn´1Ytpin, σnu.
Temos então que pin “ p0, . . . , qq e σn “ p0, . . . , 1q. Portanto, dado χ2 P Ξ, pela hipótese




ppik1j ‘ σh1j q ‘ ppik2n ‘ σh2n q,
onde k2 P t0, 1u e 0 ď h2 ď q ´ 1, implicando que xΞ,‘y Ď xΛ,‘y. Portanto, xΞ,‘, y “
xΛ,‘y, como queríamos demonstrar.
O Teorema 5.2 garante que, possuindo uma única realização x P X e conhecendo
o grupo de operadores de reflexões parciais xΞ,‘y, é possível encontrar todo o conjunto de
realizações X. Nosso próximo objetivo é estimar o número de possíveis realizações em X.
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Proposição 5.9. Seja M o número de vértices v, com ρpvq ą 3, tais que dv´3,v é um
conjunto. Então, |xΛ,‘y| ď 2lqk, onde l ď n´ 3 e k ďM .
Demonstração. Provaremos este resultado analisando o caso em que o máximo de distintas
realizações dos nós ocorre em cada nível. Os 3 primeiros vértices são fixos, gerando uma
única possibilidade. Para os M vértices v, onde dv´3,v é um conjunto de q valores, obtemos
no máximo um total de 2MqM possibilidades de realizações, restando ainda n ´M ´ 3
vértices para serem realizados, onde cada um deles possui no máximo 2 possíveis realizações.
Assim, segue que
|xΛ,‘y| ď 2MqM2n´3´M ď 2n´3qM .
Segue do Teorema 5.2, com probabilidade 1, que o grupo xΞ,‘y tem a mesma
cardinalidade de xΛ,‘y e, pela Proposição 5.7, segue que o conjunto Ξ possui a mesma car-
dinalidade, o que implica que o conjunto de realizações também possui esta cardinalidade.
5.3.1 Poda por Intervalos
Nesta seção, estamos interessados em analisar a cardinalidade do conjunto X
quando utilizamos arestas de poda cujas distâncias são dadas por intervalos.
Se z P R3 é um candidato à localização da realização para o vértice v e u é
um antecessor não imediato de v, isto é, u é um antecessor que satisfaz ρpuq ă ρpvq ´ 3,
então duv pode assumir como valores o intervalo rdLuv, dUuvs, ocasionando uma mudança no
Algoritmo BP. Basicamente, o teste na linha 19 é dado por ‖ xpβqu ´ z ‖R rdLuv, dUuvs.
Pelos resultados obtidos na Proposição 3.2, Corolário 3.2, Proposição 5.2 e
Corolário 5.2, garantimos que para u, v P V , tais que ρpvq ´ ρpuq ą 3, existe um conjunto
Huv Ď R` com um número par de valores possíveis que ‖ yu ´ yv ‖ pode assumir para
qualquer y P X. Além disso, com probabilidade 1, para qualquer valor r P Huv e realização
parcial py1, . . . , yuq, existem duas possíveis extensões y, y1 para uma realização parcial sobre
Grγpvq Y tvus, tal que ‖ yu ´ yv ‖“ r. Também verificamos nos resultados dos Corolários
3.1 e 5.1 que temos yw “ Ru`1y1w, para todo w P V tal que ρpuq ă ρpwq ă ρpvq. Além
disso, pelos resultados apresentados no Capítulo 3, se tivermos um única aresta tu, vu P E,
com ρpuq ă ρpvq ´ 3 tal que duv “ r, então esta aresta realiza a poda de todos as outras
realizações, exceto para as duas que satisfazem ‖ yu ´ yv ‖“ r.
No caso em que temos duv dado por um intervalo, pode ocorrer o fato de este
intervalo conter vários valores consecutivos de Huv ou até mesmo conter o conjunto Huv
inteiro, podendo haver a poda de um número par de realizações para v, incluindo o zero.
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Figura 9 – Ilustração da utilização de distância intervalar para realizar podas na árvore
de busca.
Portanto, é realmente difícil estimar a cardinalidade do conjunto X na situação
de uma dada instância neste caso. Assumindo uma instância realizável, um dos resultados
obtido, na Subseção 5.3, garante um limite inferior para este número e, obviamente, a
cardinalidade do grupo g¯ garante um limite superior. Assim, existem l ď n´ 3 e k ďM ,
que dependem dos vértices u adjacentes a v, onde ρpuq ă ρpvq ´ 3, tais que:
2lqk ď |x| ď 2n´3qM .
Na Figura 9, ilustramos a utilização de distâncias intervalares para a realização
de podas no espaço de busca. Nesta ilustração, observamos que a distâncias intervalar duv
permite somente 2 valores para Huv, ao invés dos 4 inicialmente possíveis, sendo eles r21, r22.
Consequentemente, o número de possíveis realizações do vértice v diminui de 16 para 8.
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6 Considerações Finais
Neste trabalho, estudamos o Problema Discretizável de Geometria de Distâncias
Moleculares (PDGDM), que é uma versão discreta do principal problema da Geometria
de Distâncias, em que o espaço de busca pode ser representado por uma árvore binária e
explorado por um algoritmo chamado Branch-and-Prune (BP).
Na árvore associada ao PDGDM, existem simetrias que podem tornar o método
BP mais eficiente e fornecer informações sobre a quantidade de soluções do problema.
Além da beleza teórica envolvida, esses resultados podem ser importantes nas aplicações
do PDGDM, principalmente quando relacionadas a problemas de cálculo de estruturas
tridimensionais de moléculas de proteínas.
Em problemas relacionados à estrutura de proteínas, os dados de distâncias
são provenientes de experimentos de ressonância magnética nuclear (RMN). Nesse caso,
o PDGDM deve ser modificado para poder se adaptar às características do problema
real, onde os valores de algumas distâncias deixam de ser exatos, por conta das incertezas
envolvidas nos experimentos de RMN. No último capítulo, estendemos os resultados que
consideram distâncias exatas, já conhecidos na literatura, para tratar o caso com incertezas.
O prosseguimento natural deste trabalho está relacionado à extensão dos
resultados apresentados para uma classe mais geral de problemas discretizáveis, o PDGD3,
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